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Keywords

Metabolism
The chemical processes that occur within a living organism in order to maintain life;
the interconnected sequences of mostly enzyme-catalyzed chemical reactions by which
a cell, tissue, organ, etc., sustains energy production, and synthesizes and breaks down
complex molecules.

Lipids
Any of the large group of fats and fatlike compounds which occur in living organisms
and are characteristically soluble in certain organic solvents but only sparingly soluble
in water.

Fatty Acids
Long-chain aliphatic compounds that contain a carboxylic acid group.

Gene Expression
The process by which a gene’s coded information is converted into the structures
present and operating in the cell. Expressed genes include those that are transcribed
into mRNA and then translated into protein and those that are transcribed into RNA
but not translated into protein (e.g., transfer and ribosomal RNAs).

Transcription Factors
The DNA binding proteins that carry out the organic process whereby the DNA
sequence in a a gene is copied into mRNA.

Nuclear Receptors
Transcription factors that are activated by the binding of specific ligans that are usually
lipid soluble, such as fatty acids or steroids.

Adipose Tissue
Body tissue which is able to store high amounts of neutral fats.

Adipocytes
The cell type found in adipose tissue that is specialized for storage of neutral lipids.

� The adipocyte, or fat cell, is a unique, highly specialized cell whose primary function
is to provide a depot for storage of excess fat, derived mainly from the diet, which can
be mobilized and distributed to other tissues as dictated by the energetic demands
of the organism. Although long thought of as a simple passive storage depot for
dietary lipid, it is now clear that adipose tissue plays a very active role in regulating
energy balance and not only stores and secretes lipid as needed, but also produces
hormonal signals that have multiple effects on energy metabolism in many tissue
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and organs throughout the body. This new view of adipose tissue (and the adipocyte)
as a key regulator of fuel metabolism and partitioning has dramatically increased
the interest in the role that this tissue plays not only in normal physiology but also
in the etiology and treatment of important metabolic diseases such as diabetes and
obesity.

1
Introduction – Adipocytes and the
Regulation of Metabolism

Although the physiology of adipose tissue
and the molecular and cellular biology of
the adipocyte have been subjects of re-
search interest for many years, new work
in this area has transformed our under-
standing of the adipocyte and its role in
regulating human physiology. We now
recognize that in addition to its long appre-
ciated function as a lipid storage depot, the
adipocyte plays a much more active role
in regulating whole body fuel partitioning
and metabolism. The growing interest in
the physiology of adipose tissue and the
role that it plays in metabolic regulation is
fueled to a large degree by the realization
that we are in the midst of a growing
epidemic of the metabolic disorders of
diabetes and obesity. In most developed
countries, the incidence of both of these
diseases has increased dramatically in the
past few decades. Currently (as of 2003),
there are 16 million diabetics in the United
States, and the incidence of the disease has
increased by 49% from 1990 to 2000, with
projections indicating a 165% increase by
2050. There has also been a dramatic in-
crease in the incidence of obesity, with over
one-third of the population in the United
States now classified as obese. Although
the causal relationship between diabetes
and obesity is not fully understood, a likely
common link is the adipocyte.

In healthy individuals, excess fat is
stored in adipocytes while only low
amounts of triglyceride are maintained in
nonadipocytes. It is thought that in obese
individuals, the capacity for adipose tissue
to accommodate excess lipid is exceeded,
resulting in the abnormal accumulation
of lipid in other tissues. This elevation in
intracellular triglyceride content has been
associated with physiological dysfunction
(lipotoxicity) that contributes to the devel-
opment of obesity-related type 2 diabetes.
This pathological accumulation of lipid in
nonadipose tissue may be the result of a
physiological dysfunction of the adipocyte
that is induced by the obese state. In this
chapter, we will review the current state of
knowledge about fat cell lipid metabolism,
and how adipocytes function to balance
lipid storage and mobilization to meet
the energetic demands of the organism
without exposing nonadipose tissues to
deleterious fat accumulation.

In addition to its function as an energy-
storage depot, we now understand that
adipose tissue is also a bona fide en-
docrine organ, secreting hormones that
regulate fat metabolism in other tissues
throughout the body. The list of biologi-
cally active peptides known to be secreted
by fat cells has grown significantly in re-
cent years, and although the physiological
function of most of these adipocyte-derived
hormones (adipokines) is not fully under-
stood, it is clear that they are important
components of the physiological system
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that controls lipid storage, distribution,
and utilization throughout the body. Our
current knowledge of the regulation of
adipokine production and their down-
stream metabolic effects is reviewed below.

Our increased understanding of the ac-
tive role that adipocytes play in regulating
metabolism has stimulated a growing in-
terest in adipose tissue as a therapeutic
target for new agents to treat diabetes,
obesity, and other metabolic diseases.
The underlying assumption for this ef-
fort is that drugs acting on adipocyte lipid
metabolism parameters or on hormone
production pathways could have benefi-
cial effects on metabolic abnormalities of
diabetes and obesity. In support of this
possibility are recent findings, which are
reviewed below, demonstrating that an im-
portant family of antidiabetic drugs acts,
at least in part, by modulating adipocyte
physiology. A complete understanding of
the medical significance of the adipocyte
will require a comprehensive knowledge
of the development of adipocytes and
adipose tissue, of molecular biology and
physiology of mature adipocyte, as well
as the interaction of adipose tissue with
the broader regulatory systems that con-
trol the whole body energy balance and
fuel partitioning.

2
Physiology of the Adipocyte

Perhaps the most well-established func-
tion of adipose tissue in man is as a
reservoir for the storage and mobilization
of energy. Cells of the body utilize energy
continuously, yet fuel is obtained from
external sources intermittently. Thus, an-
imals have a need to be able to efficiently
store energy when food is available and ac-
cess that energy during periods of fasting.

Adipose tissue is highly specialized for
the storage of lipid energy in the form of
triglycerides and the mobilization of that
energy in the form of free fatty acids. Of
the energy substrates utilized by tissues,
lipid is most efficiently stored and pro-
vides greater than twice the energy per
gram than either carbohydrate (glycogen)
or protein. The significance of this energy
reserve is readily appreciated when consid-
ering that a man of normal body weight
(70 kg, 10% body fat) can survive 40 days
on energy reserves stored in adipose tissue.

2.1
Absorption and Storage of Circulating Lipid

Energy is stored in adipocytes in the form
of triglycerides and is mainly derived from
dietary fat, and de novo biogenesis from
liver and within adipose tissue. Although
human adipose tissue is capable of synthe-
sizing lipid de novo, most triglycerides that
accumulate in the tissue are derived di-
rectly or indirectly from dietary fat. Dietary
fat is digested in the gut and repackaged as
chylomicrons that are delivered to the sys-
temic circulation via the lymphatics. The
liver also plays a major role in the produc-
tion and packaging of lipids in the form
of various lipoproteins that are targeted
for utilization in various target tissues,
including adipose tissue.

A major mechanism for clearing
chylomicrons and very low density
lipoproteins (VLDL) from the circulation
is through the action of lipoprotein lipase
(LPL). As mentioned above, adipocytes
express LPL, which is released and
targeted to the capillary endothelium
(Fig. 1). There, LPL acts on circulating
chylomicrons and VLDL, hydrolyzing the
neutral lipid core and releasing free fatty
acids. The free fatty acids that are released
can cross cell membranes and enter
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Fig. 1 Lipid storage and mobilization in adipocytes during fed and fasted states. See text for
details. Flux of dietary lipid from circulating lipoprotein particles to the adipocyte lipid droplet
is shown in green. Flux of stored lipid from adipocyte back into circulation shown in blue. TG,
triglyceride; FA, fatty acid; HSL, hormone-sensitive lipase; LPL, lipoprotein lipase. (See color
plate p. xxii).

adipocytes directly. Additionally, fatty acids
can enter adipocytes via transport proteins,
such as CD36 and FATP1. The flow
of free fatty acids is governed by its
concentration gradient. In the case of
adipocytes, free fatty acid (FFA) that enter
cells quickly encounter proteins that bind
FFA, such as members of the fatty acid
binding protein (FABP) family involved
in cytoplasmic transport, or enzymes
involved in metabolic conversion into
triglyceride, such as long chain acyl-
CoA synthase, thereby maintaining a
significant concentration gradient.

2.2
Mobilization and Release of Stored Lipid
into the Circulation

Triglycerides are typically stored within the
adipocyte as a single lipid droplet. Recent

work indicates that the lipid droplet is an
extension of the endoplasmic reticulum
surrounded by a single phospholipid layer.
Closely associated with the lipid droplet
are ‘‘coat proteins’’, especially perilipin
isoforms and caveolin 2. Perilipin is the
most abundant target for phosphorylation
by cyclic AMP-dependent protein kinase
(PK) in fat cells, and plays a key role
in the retention and mobilization of
energy from lipid droplets. The energy
contained in the droplet is liberated when
the triglyceride is hydrolyzed into free
fatty acids and glycerol. The rate-limiting
step in this process is the activity of
hormone-sensitive lipase (HSL) at the
surface of the lipid droplet. Although
several protein kinases can influence
lipolytic rate, the most significant of these
is cyclic AMP-dependent protein kinase
(PKA). Overall, the rate of lipolysis is
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closely governed by the phosphorylation
state of perilipin and HSL. Recent work
indicates that phosphorylation of perilipin
on multiple residues allows recruitment of
phosphorylated HSL to the surface of the
lipid droplet where triglyceride hydrolysis
can take place. Phosphorylation of HSL
has only a modest effect on the activity of
the enzyme; rather, the dramatic increase
in lipolysis produced by PKA-activation
reflects the translocation and accessibility
of the enzyme to its substrate within
the cell. HSL appears to be physically
associated with the cytosolic FABP4 (aP2).
The significance of this association is not
known, but could involve regulation of
HSL activity or efflux of mobilized fatty
acids. In this regard, mice lacking FABP4
show reduced rates of lipolysis.

Efflux of fatty acids from the fat cell
and their transport across the capillary
endothelium are thought to occur through
passive diffusion across a concentration
gradient, although this process has not
been studied in detail. Long-chain fatty
acids are essentially insoluble in aqueous
solution and thus rely on carrier proteins
for transport. In plasma, fatty acids are
immediately bound with high affinity to
serum albumin, which serves as a carrier
of these substrates to the sites of oxidation.
During fasting, mobilized fatty acids are
quickly removed from the circulation, with
a half-life of about two minutes, and
provide an important source of energy for
heart and skeletal muscle.

2.3
Regulatory Mechanisms that Balance Lipid
Storage and Utilization

The pathways that promote FFA up-
take and esterification to triglyceride are
strongly regulated by hormones, particu-
larly insulin. Insulin strongly promotes the

synthesis of LPL whose expression coin-
cides with the peak of triglyceride absorp-
tion. Insulin and chylomicrons also stim-
ulate the secretion of acylation stimulation
protein – a protein made by adipocytes that
strongly promotes triglyceride synthesis.
Insulin also promotes de novo fatty acid
synthesis from glucose by stimulating glu-
cose uptake and the expression of lipogenic
enzymes.

Fatty acids, derived from adipose tissues,
are an important energy source during
fasting, exercise, and stress. As men-
tioned above, the overall rate of lipolysis is
largely governed by the relative activation
of PKA. The activity of PKA is governed
by cAMP levels, which in turn are con-
trolled by receptors coupled positively (beta
adrenergic, glucagon, ACTH) or negatively
(adenosine, niacin, alpha2, adrenergic) to
adenylyl cyclase. In addition, insulin reg-
ulates adipocyte cAMP levels by activating
phosphodiesterase PDE3b that degrades
cAMP. The nature of the pathways con-
trolling lipolysis depends on physiological
circumstances. Lipolysis, in response to
stress and exercise, is highly dependent on
the activity of the sympathetic innervation
of adipose tissue as well as the release of
epinephrine from the adrenal gland. Dur-
ing fasting, lipolysis does not depend on
neural activity, but rather appears to result
from decline in insulin that provides tonic
activation of PDE3b.

2.4
Adipose Tissue as an Endocrine Organ

As described above, the primary metabolic
role of the adipocyte is to absorb and
store excess lipid in the form of triglyc-
eride, and to make it available to other
tissues in the body as energy needs dic-
tate, by measured release of fatty acids
into the circulation. Proper functioning of
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Tab. 1 Metabolically active proteins secreted by adipocytes.

Protein/hormone Physiological effects

Leptin Appetite, autonomic nervous activity
Adiponectin Insulin sensitivity, fatty acid oxidation
Resistin Insulin sensitivity
TNF-α Insulin sensitivity, adipocyte differentiation, inflammation
ANG II Lipogenesis, blood pressure
ASP Lipogenesis
IGF Lipogenesis, adipocyte differentiation
Interleukin-6 Lipolysis in adipocytes, inflammation
Kinins Insulin sensitivity, tissue remodeling
PAI-1 Insulin sensitivity, blood clotting, atherosclerosis
TGF-β Lipolysis, angiogenesis

Notes: ANG: angiotensin; ASP: acylation-stimulating protein; IGF: insulin-like
growth factor; PAI-1: plasminogen activator inhibitor; TNF: tumor necrosis factor;
TGF: transforming growth factor. Table adapted from Schling, P., Loffler, G.
(2002) Cross talk between adipose tissue cells: impact on pathophysiology, News
Physiol. Sci. 17, 99–104.

this system requires communication be-
tween adipose tissue and essentially all
the organ systems in the body. In addi-
tion to the hormonal and neural signals
that regulate lipid uptake and storage,
or induce lipolysis and release of fatty
acids into the circulation during a fast
(discussed above), there are signals that
originate in adipose tissue that act to
modify various physiological activities in
tissues and organs throughout the body.
For example, to insure that dietary in-
take is sufficient to maintain an adequate
level of adiposity, there must be com-
munication between adipose tissue and
the centers in the brain that control ap-
petite. Likewise, there is communication
between adipose tissue and the organs,
and the tissues that utilize fat for en-
ergy to insure that fatty acid delivered to
nonadipose tissues, such as muscle and
liver, are handled properly and do not ac-
cumulate to abnormal levels. One of the
major advances in metabolic research in
the last few years has been the discovery

that adipocytes secrete hormones that act
at specific sites in the body and have im-
portant effects on many aspects of energy
metabolism. This new understanding of
adipose tissue as an endocrine organ has
dramatically changed our understanding
of the significance of adipocytes in the
regulation of metabolism. It is now be-
lieved that the adipose-derived hormones
(referred to as adipokines) are important
components of the integrated system of
hormonal and neural signaling pathways
that function to regulate the storage and
use of metabolic energy. The following is
a brief summary of the biology of four
of the adipokines that have relatively clear
effects on metabolism. Table 1 presents a
more complete list of hormone like pro-
teins produced by adipocytes.

The seminal contribution to the concept
that adipose tissue produces hormones
with important metabolic effects was made
by Friedman and colleagues in 1994. These
investigators identified the protein prod-
uct of the obese (ob) gene that causes
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severe obesity in mice when mutated. Lep-
tin is secreted from adipose tissue and
regulates body weight by acting directly
in the CNS to inhibit feeding behav-
ior. The control of leptin synthesis and
secretion is still poorly understood. In
general, leptin production and secretion
are promoted under conditions of positive
energy balance (fed state, high insulin)
and suppressed by conditions of net en-
ergy deficit (e.g. fasting, catabolic hormone
stimulation). As such, plasma leptin lev-
els correlate strongly with total adipose
tissue mass, and thereby provide an in-
tegrated, long-term signal indicating the
status of lipid reserves. The actions of
leptin are mediated through specific cell
surface receptors, which are located in key
central and peripheral target cells. Activa-
tion of leptin receptors in diverse brain
regions signal a state of positive energy
balance. Leptin-sensitive neural systems
regulate the activity of the autonomic ner-
vous system involved in energy storage
and mobilization, feeding behavior, repro-
ductive physiology, and sexual behavior.
Leptin may also have direct effects on
energy metabolism in peripheral tissues
such as muscle, where it has been re-
ported to cause an increase in fatty acid
oxidation rates. Although leptin behaves
as an antiobesity hormone in certain ani-
mal models, common human obesity does
not appear to be due to abnormally low
leptin levels.

Another recently identified adipocyte-
secreted hormone that may play a role
in both obesity and diabetes is adiponectin
(also called ACRP30 or adipoQ). Origi-
nally identified as a secreted fat-specific
protein whose expression was induced
following adipogenesis, adiponectin lev-
els were found to be reduced in obesity
and increased by weight loss. In addi-
tion, the adiponectin gene maps to a region

on chromosome 3 that is associated with
diabetes and metabolic syndrome. Treat-
ment of rodents with adiponectin was
found to increase muscle fatty acid ox-
idation, reverse insulin resistance and
improve hepatic insulin action. Together,
these observations suggest that the phys-
iological role of adiponectin may be to
promote lipid oxidation in nonadipose tis-
sues; in essence it may be a signal from
fat indicating to the rest of the body
that lipid energy is available and should
be used.

In contrast to adiponectin, an adipokine
that has recently been identified called re-
sistin appears to have diabetes-promoting
effects on metabolism. While adiponectin
clearly promotes fatty acid oxidation and
appears to have insulin-sensitizing effects
throughout the body, resistin (also known
as adipocyte secreted factor, ADSF or
FIZZ3) was found to be over-expressed
in rodent models of diet-induced obesity
and to induce insulin resistance and glu-
cose intolerance in normal mice. These
data suggest that resistin acts in a converse
manner to adiponectin, increasing insulin
resistance and promoting the development
of diabetes. However, this relationship
between resistin and diabetes was not ob-
served in all models of the disease and
additional work will need to be carried out
to fully clarify the role of resistin as an-
other potential link between obesity and
diabetes. Another potentially prodiabetic
adipokine is the inflammatory cytokine tu-
mor necrosis factor alpha (TNFα), which is
secreted by adipocytes under some circum-
stances. TNFα production by adipocytes
is elevated in obese rodents and humans
and positively correlates with insulin resis-
tance and in some studies inactivation of
TNFα using antibody treatment improved
insulin action. As with resistin, the com-
bination of elevated expression in obesity
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and insulin resistance promoting activity
of these adipokines raises the possibility
that it contributes to the functional link
between obesity and diabetes. Although a
great deal more work needs to be done in
this area before we can fully appreciate the
multiple roles that adipokine hormones
play in the regulation of metabolism, it
is clear that they are a crucial component
of the physiological system that regulates
energy balance and fuel partitioning.

3
Developmental Origin of Adipocytes

3.1
Adipose Tissue Development and Plasticity

The basic functional unit of adipose tis-
sue is the adipocyte. Nevertheless, adipose
tissue is complex and contains several
cell types in addition to adipocytes, such
as endothelial cells, interstitial cells, un-
differentiated mesenchymal cells, peri-
cytes, and ‘‘very small adipocytes’’. Indeed,
adipocytes constitute less than 20% of the
cells residing in typical adult fat tissue.
Moreover, there are very important inter-
actions among the various cell types that
are critical to the proper functioning of
the tissue. In view of the huge increase
in obesity rates in the United States, and
its negative impact on health, new atten-
tion has been focused on the development,
maintenance, and plasticity of this impor-
tant tissue.

Analysis of adipose tissue histogenesis
and remodeling has relied mainly upon
descriptive approaches to define cell phe-
notypes and deduce their transition to
mature cells. In humans, adipose tissue ap-
pears as distinct lobules during the second
trimester of fetal development. The spe-
cific timing of adipose tissue histogenesis

and fat cell differentiation varies according
to location in the body. Adipocytes within
fat tissue are thought to derive initially
from mesenchymal progenitors capable
of differentiating into bone, muscle, as
well as fat. Mesenchymal cells that are
highly committed to the adipocyte lineage
first appear closely associated with ves-
sel formation, and there appears to be a
close reciprocal association of developing
fat cells with angiogenesis. This is not
surprising since early committed cells ex-
press lipoprotein lipase that is targeted
at the capillary lumen, and provides the
mechanism for the transport of dietary
triglyceride to fill the developing fat cells.
As fat cells develop, triglycerides coalesce
into small lipid droplets (nearly all of which
are triglycerides) within the cytoplasm that
eventually fuse to form a large single lipid
droplet. The typical mature adipocyte is rel-
atively large (30–50 micron diameter) and
can reach a size of greater than 120 µm
under certain conditions (Fig. 2).

Experimental investigations of adipose
tissue have mainly utilized rodent models,
although it is important to note that the
ontogeny of adipose tissue varies widely
among species, and even among fat depots
within a given species. In rodent models,
white adipose tissue generally appears late
in embryonic development and continues
to expand and differentiate during the
neonatal period prior to weaning. Classic
‘‘flash’’ labeling experiments with an
3H thymidine have shown that most
proliferation of cells that are destined
to become adipocytes occurs in the first
postnatal week. Mitoses are mostly found
in poorly differentiated mesenchymal cells
that are closely associated with developing
capillaries. The transition of cells from
mesenchymal progenitors to mature cells
can be deduced by evaluating the cellular
distribution of 3H label over time following
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Fig. 2 Histological appearance of normal mouse adipose tissue. Shown is a 6-µm
paraffin section stained with hematoxylin and eosin. Note the single large lipid
droplet with numerous interstitial cells.

flash labeling. Over time, the percentage
of labeled mesenchymal cells declines
as the label appears in cells that have
accumulated lipid. In contrast, labeling
of endothelial cells remains relatively
constant. These data suggest a dynamic
process in which mature adipocytes are
derived from committed mesenchymal
progenitors that divide and develop into
adipocytes. Interestingly, nearly 90% of
the initial label is lost by five months,
strongly indicating that cellular renewal
occurs throughout life. In this regard, it is
well established that cells can be isolated
from human and rodent adipose tissue that
readily differentiate into mature adipocytes
in vitro. Indeed, pluripotent progenitors
derived from adult adipose tissue may
have numerous therapeutic applications.
These observations indicate that adipose
tissue contains a significant population of
committed progenitors that are capable

of contributing to tissue renewal and
remodeling under appropriate conditions.

Under normal laboratory conditions, cel-
lular proliferation in rat adipose tissue
drops to very low levels after weaning.
Nonetheless, a variety of physiological
and pharmacological conditions reveal dy-
namic regulation of adipose tissue. For
example, Hirsch and colleagues demon-
strated in the 1970s that the obesity pro-
duced by high fat diets in rats involves both
fat cell hyperplasia as well as hypertrophy.
Fat cell renewal has also been observed
after partial lipectomy, and elevated fat
cell turnover has been observed in models
of hypothalamic obesity. One of the best
examples of physiological adipose tissue
plasticity occurs in seasonal fat deposition
of hibernators. Although the mechanisms
involved in fat cell proliferation are largely
unknown, adipose tissue itself is a rich
source of growth factors and cytokines
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that could trigger tissue expansion. As
discussed below, certain pharmacological
agents that exhibit antidiabetes properties
in rodents and man target receptors that
are enriched in fat tissue, and produce pro-
nounced tissue remodeling that is likely
related to the therapeutic actions of these
agents.

3.2
Differentiation of Adipocytes from
Precursor Cells

Together with adipocyte size, the number
of adipocytes in the body is an important
determinant of obesity and of multiple
parameters of energy metabolism. The
number of adipocytes present in an or-
ganism is determined to a large degree
by the adipocyte differentiation process
that generates mature adipocytes from
fibroblast-like preadipocytes. Many of the
molecular details of this process are now
known, and the following section sum-
marizes our current understanding of the
molecular control of adipogenesis. It is
important to note that our understand-
ing of how adipocytes are generated from
precursor cells is based primarily on cell
culture models of adipogenesis such as
the mouse 3T3L1 cell line. While these
cell lines are very amenable to experimen-
tation, they produce adipocytes that are
strikingly different in some respects than
native adipocytes found in adipose tissue
in vivo. For example, fully differentiated
3T3L1 adipocytes are multilocular (con-
tain multiple lipid droplets), while native
adipocytes in white fat (the predominant
type of adipose tissue in humans) display
a unilocular distribution of lipid (compare
Figs. 2 and 3). While we know that many
of the characteristics of adipocyte differ-
entiation in cultured cell lines are also

important features of in vivo adipogene-
sis, it is important to bear in mind that
some aspects of adipogenesis that have
been learned from cell culture systems,
as described below, may differ from the
process as it occurs in vivo.

When cultured preadipocyte cultures are
grown to confluence and cease cellular
division (growth arrest), they can be in-
duced to differentiate into adipocytes by
treatment with an adipogenic hormonal
cocktail containing insulin, dexametha-
sone, and an inducer of intracellular cAMP
concentration. One of the first steps in
the process of adipogenesis is the reen-
try of growth-arrested preadipocytes into
the cell cycle and the completion of sev-
eral rounds of clonal expansion. Multiple
genes involved in the cell cycle control are
required for this step to proceed, includ-
ing the tumor suppressor retinoblastoma
protein (Rb) and several cyclin-dependent
kinases and their inhibitors (p18, p21, and
p27). This and the subsequent steps of the
program of adipogenesis are controlled,
to a large degree, by a cascade of gene
expression events regulated by a small
set of transcription factors. Two families
of transcription factors have emerged as
the key determinants of this process: the
three CCAAT/enhancer-binding proteins
C/EBP α, β and δ, and the two-peroxisome
proliferator-activated receptors gamma-1
and gamma-2 (PPARγ 1 and PPARγ 2).

One of the initial steps in the transcrip-
tional cascade in response to adipogenic
signals is the rapid induction of C/EBP
β and δ expression. These transcription
factors orchestrate cell cycle reentry by
stimulating the expression of the CDK in-
hibitor p21, which acts to inhibit the Rb
protein and relieve its block on cell cycle
progression. C/EBP δ and β have also been
shown to induce expression of the gene for
the PPARγ transcription factor that plays
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Fig. 3 Fluorescence micrograph of a cultured adipocyte expressing EGFP–perilipin
fusion protein. A C3H 10T1/2 mesenchymal cell was differentiated in culture and
transfected with an expression vector encoding perilipin fused to enhanced green
fluorescent protein. Note the localization of the fluorescence to surface of the numerous
lipid droplets (see color plate p. xxi).

a key role in the terminal differentiation
of adipocytes (discussed in more detail be-
low). The importance of C/EBP β and δ

for adipogenesis was clearly demonstrated
by loss-of-function and gain-of-function
genetic studies in mice. Overexpression
of either C/EBP β or δ in preadipocytes
enhanced adipogenesis, while embryonic
fibroblast cells derived from mice lacking
either C/EBP β or δ had reduced levels of
adipogenesis compared with wild type.

The induction of C/EBP β and δ is
immediately followed by an increase in
PPARγ and C/EBPα expression. PPARγ

is a member of the nuclear hormone
receptor family of ligand-activated tran-
scription factors. It is absolutely required
for adipocyte differentiation, as a genetic
knockout of the PPARγ gene in mice pre-
vents the development of all fat tissue.
In addition to its crucial role in adipocyte
differentiation PPARγ is the receptor for
the thiazolidinedione (TZD) class of an-
tidiabetic drugs, indicating that it is also
important in metabolic regulation in adult
organisms. In mice and humans there
are two isoforms, PPARγ 1 and PPARγ 2,
which are derived from the same gene by
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alternative promoter usage and RNA splic-
ing. While the expression of PPARγ 2 is
restricted almost exclusively to adipocytes,
PPARγ 1 has a broader pattern of expres-
sion although it is still most abundant in
adipocytes. Although PPARγ 2 is identical
to PPARγ 1 except that it contains an addi-
tional 28 amino acids on its N-terminus, it
appears that the two proteins have dis-
tinct activities with regard to adipocyte
differentiation. When the expression of the
PPARγ 2 isoform was blocked, adipogene-
sis was more strongly inhibited than when
the PPARγ 1 isoform was blocked. In ad-
dition, exogenous delivery of PPARγ 2 into
PPARγ deficient cells was able to com-
pletely restore the adipogenesis, whereas
overexpression of PPARγ 1 had little effect.
It may be that PPARγ 1, which is already
expressed in preadipocytes, behaves as a
priming factor (along with C/EBP β and δ)
for the induction of PPARγ 2 or for the gen-
eration of endogenous PPARγ ligands that
play a role in later stages of adipogenesis.

As the program of differentiation pro-
ceeds, the expression of C/EBPα rises
immediately after the increase in PPARγ 2
expression. Like PPARγ , C/EBPα also
plays an essential role in adipose devel-
opment as targeted gene knockout in mice
results in embryonic lethality and failure
to develop normal adipose tissue. There
has been an intense research effort to un-
derstand the relationship between these
two transcription factors and the role they
play in adipogenesis. Several studies have
demonstrated that PPARγ 2 and C/EBPα

coregulate each other’s expression. Mice
with reduced PPARγ expression due to
heterozygous gene knockout displayed a
drastically reduced level of C/EBPα, and
mice with disrupted C/EBPα expression
showed a reduced level of PPARγ . In-
troduction of either PPARγ or C/EBPα

into NIH3T3 cells is sufficient to convert

these normally nonadipogenic cells from
fibroblasts into adipocytes. However, it is
unclear if either of the transcription fac-
tors, completely on its own, could induce
adipogenesis. Taken together, most of the
recent evidence supports the model that
while both of the transcription factors work
coordinately to carry out adipogenesis,
PPARγ 2 probably plays the primary role,
while C/EBPα may act mostly by induc-
ing and maintaining PPARγ 2 expression.
C/EBPα may also function to regulate
the transcription of genes involved in the
metabolic actions of insulin such as glu-
cose transporter 4 (Glut 4). Clearly, PPARγ

and C/EBPα are key transcription fac-
tors in adipogenesis, acting synergistically
to generate fully differentiated, insulin-
responsive adipocytes.

Although our understanding of adipo-
cyte differentiation, as described above, is
derived from work in cultured cell lines, it
is likely that many of the pathways and key
components also play an important role in
generating adipocytes from precursor cells
in vivo and in the remodeling of adipose
tissue as it occurs during certain metabolic
stress (see Sect. 3, above) or treatment
with specific pharmacological agents (see
Sect. 5, below).

4
Adipose Dysfunction and Metabolic
Disease

Just as our appreciation of how active a role
the adipose tissue plays in the metabolic
regulation has grown in recent years, so too
has the interest in the role that adipocytes
play in the development (and treatment)
of metabolic diseases such as obesity and
diabetes. The investigation of the role
of adipose tissue in these diseases has
taken on added significance in recent years
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because of the dramatic rise in the preva-
lence of these related disorders. Although
the causal relationship between diabetes
and obesity is not fully understood, a likely
common link is the adipocyte. Given that
adipose tissue serves to buffer excess lipid,
and to confer insulin resistance that is as-
sociated with inappropriate accumulation
of lipid in nonadipose cells, it is not sur-
prising that the dysfunction in adipose
tissue could profoundly affect diabetes sus-
ceptibility. The inability of adipose tissue
to buffer circulating lipid levels and con-
current accumulation of lipid in muscle
and liver may, in fact, be an early event in
the development of diabetes. This poten-
tial link between adipose tissue function
and diabetes raises the new and excit-
ing possibilities for the development of
therapeutic agents to treat diabetes. Drugs
targeted to very specific metabolic or hor-
monal functions in the adipocyte could
potentially have a profound beneficial ef-
fects on metabolism throughout the body.
The following is a summary of the known
defects in adipose function and their ef-
fects on energy metabolism and glucose
homeostasis. We will also review what is
known about the antidiabetic thiazolidine-
dione drugs that are thought to have their
effects by modifying adipocyte physiology.

4.1
Obesity – Too Much Fat

A long-standing observation in the field of
diabetes research is that obese individu-
als have an increased risk of developing
insulin resistance and type 2 diabetes.
The current epidemic of diabetes in west-
ern cultures began about thirty years ago
and correlates precisely with the concur-
rent explosion of obesity. This has led
to the assumption that there is a func-
tional, or causative relationship between

these two disorders; that the presence of
obesity increases susceptibility to diabetes.
Although the relation between these two
metabolic disorders is unmistakable, it is
not understood how obesity precipitates
the multiple functional defects that pre-
cede overt diabetes. However, an emerg-
ing candidate is the acquired inability of
adipocyte to protect important tissues and
cells throughout the body from exposure
to excessive lipids.

Normally, excess calories are stored in
the body in the form of triglycerides,
mainly in adipocytes of white fat tissue.
However, nonadipocyte cells also store
low levels of triglycerides to meet in-
ternal metabolic requirements. In these
cells, the amount of stored triglyceride is
maintained within a very narrow range.
A fatty acid homeostatic system functions
in healthy individuals to direct excess fat
to adipocytes while maintaining normal
amounts of triglyceride in nonadipocytes.
Under conditions of chronic positive en-
ergy balance and ensuing obesity, however,
the capacity for adipose tissue to buffer
excess lipid energy may be exceeded, re-
sulting in the pathological accumulation
of lipid within key metabolic tissues.

The elevation of free fatty acid (FFA) in
the blood is predictive of conversion from
impaired glucose tolerance to diabetes,
suggesting that FFA themselves could con-
tribute to organ defects that precede type
2 diabetes, such as insulin resistance of
skeletal muscle, and reduced pancreatic
insulin secretion. More recently, it has
been shown that intracellular accumu-
lation of lipid within myocytes strongly
predicts insulin resistance independent of
the magnitude of obesity. Thus, it is not the
accumulation of lipid in fat cells per se that
is problematic, rather it is the redirection
of lipid to other key cells that occurs once
the capacity of the adipocyte to handle
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lipid has been exceeded. This condition
is perhaps most dramatically illustrated
by patients with lipodystrophy, who are
severely insulin-resistant and develop dia-
betes at an early age. These individuals lack
certain adipose tissue depots and there-
fore have reduced capacity to buffer excess
lipid (presented in more detail below).
Viewed from this perspective, obesity leads
to diabetes when abnormal amounts of
triglyceride accumulate in nonadipose tis-
sues such as skeletal muscle and pancre-
atic islets. Excess triglyceride deposition
in nonadipocytes might generate a lipid
environment that interferes with cellular
physiology and gene expression in ways
that contribute to insulin resistance and β-
cell failure associated with type 2 diabetes.

4.2
Lipodystrophy – Too Little Fat

The model described above proposes that
obesity promotes the development of type 2
diabetes because adipocytes from obese in-
dividuals have reduced capacity for further
lipid storage, which leads to inappropriate
fat accumulation in nonadipose tissue. As
mentioned above, the effects of aberrant
amounts of adipose tissue on physiology
are best illustrated in the rare, but infor-
mative, lipodystrophy syndromes. These
inherited and acquired syndromes are
characterized by the partial or complete
loss of adipose tissue, insulin resistance,
and diabetes. Several mutations that cause
inherited forms of lipodystrophy, such as
partial familial lipodystrophy (PFLD), have
been identified. One of the most common
genetic defects in PFLD are mutations
in the gene encoding the nuclear lamin
a/c protein. Although the mechanism by
which mutant lamin a/c protein causes
lipodystrophy is not known at this time, it
seems likely that the protein, which plays

a fundamental role in the function of the
nucleus, is required for normal adipocyte
differentiation of maintenance. Patients
carrying PFLD mutations exhibit an ab-
sence of adipose tissue in their extremi-
ties, elevated circulating lipids, abnormally
high levels of intracellular triglyceride in
muscle and liver, and diabetes. Inter-
estingly, mutations causing PFLD have
recently been identified in the PPARγ

gene, underscoring the key role of this
transcription factor in the development
and maintenance of adipose tissue.

The conclusions derived from observa-
tions of human lipodystrophy syndromes
are strongly supported by animal models
of lipodystrophy. Several different genetic
methodologies have been used to generate
mice that have reduced amounts of adipose
tissue. Like their human counterparts,
these animals invariably exhibit elevated
circulating lipids, abnormally high levels
of intracellular triglyceride levels in mul-
tiple tissues including muscle and liver,
severe insulin resistance, and diabetes. In-
terestingly, these metabolic defects can be
improved by transplanting adipose tissue
back into the fatless mice. These findings
clearly illustrate the vital role that adipose
tissue plays in protecting the organism
from abnormal lipid accumulation and its
deleterious effects on metabolism.

5
The Adipocyte as a Therapeutic Target for
Metabolic Disease

As our understanding of the impor-
tance of adipose tissue in controlling
metabolism has grown, so too has the re-
alization that therapeutic agents designed
to modify adipocyte physiology could pro-
vide new avenues for the treatment of
diabetes, obesity, and other metabolic
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diseases. As described above, our cur-
rent understanding of the role of adipose
in protecting other tissue from delete-
rious lipid accumulation suggests that
drugs acting on this aspect of adipocyte
function might have beneficial effects.
Likewise, the observations (also described
above) on adipocyte derived hormones and
their metabolic activities, suggests that
therapeutic agents modulating the produc-
tion of key adipokines could also improve
certain metabolic parameters. The view
that drugs acting on adipocytes could be
useful is reinforced by the relatively recent
observation that a major class of antidia-
betic drugs, the thiazolidinediones, have
direct effects on adipocytes. Although this
is an active area of research, a generally ac-
cepted model of TZD action has emerged
in which the antidiabetic effect of these
drugs is mediated by activation of the
PPARγ transcription factor in adipocytes.
The following is a review of our current un-
derstanding of how activation of PPARγ

in adipocytes might improve insulin sen-
sitivity and other metabolic parameters.
This model can serve as a general example
of how modification of adipocyte physiol-
ogy could improve whole body metabolic
status.

5.1
Antidiabetic PPARγ Ligands Act on
Adipocytes

In patients with type 2 diabetes, treatment
with TZD compounds results in a dra-
matic improvement in peripheral insulin
sensitivity and a reduction in plasma glu-
cose concentrations. The TZD compounds
were first identified in the 1980s as antidi-
abetic agents in rodents, well before the
discovery of the PPARγ receptor and in
the absence of any knowledge of their
mechanism of action. In the 1990s, it

was discovered that TZDs could activate
PPARγ and cause the differentiation of
preadipocytes into adipocytes and it is
now generally accepted that the antidia-
betic activities of the TZDs are mediated by
activation of PPARγ . Perhaps the clearest
evidence that PPARγ activation mediates
the antidiabetic effects of these drugs are
the recently discovered synthetic ligands
for PPARγ that have been selected ex-
clusively for their ability to activate the
receptor. These non-TZD PPARγ agonists
show very similar antidiabetic activity to
the TZDs.

Although the exact mechanism by which
these drugs improve peripheral insulin
sensitivity and reduce plasma glucose
concentration is not fully understood, sev-
eral general possibilities have emerged.
First, TZDs may have a beneficial effect
on metabolism by increasing the fat cell
number and size, leading to greater lipid
storage capacity and increased protection
of nonadipose tissues from the deleterious
effects of excess lipid accumulation. An-
other scenario is that, PPARγ agonists act
on the mature adipocyte to alter the pro-
duction of adipose-derived hormones or
metabolic signals that function to improve
metabolic parameters in other tissues and
organs such as muscle, liver and pancreas.
Finally, it is also possible that TZDs exert
some of their metabolic effects through
PPARγ present in nonadipose tissues
such as skeletal muscle.

One feature of TZD treatment that could
be central to the therapeutic actions of
these compounds is a remodeling of adi-
pose tissue. TZD treatment induces the ap-
pearance of clusters of small multilocular
adipocytes and loss of large unilocular
adipocytes in Zucker diabetic rats. This
effect is also observed in mice treated
with TZD compounds as seen in Fig. 4.
It has been hypothesized that the newly
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(a)

(b)

Control (14 days) TZD (14 days)

Fig. 4 Thiazolidinedione treatment remodels
white adipose tissue. Mice were treated for
2 weeks with the TZD T174, and subcutaneous
white fat was processed by (a) hematoxylin and

eosin staining and (b) tissue autofluorescence.
Note the appearance of numerous clusters of
small multilocular adipocytes in TZD-treated
tissue.

appearing small adipocytes might be more
insulin sensitive and/or secrete lower lev-
els of prodiabetes hormones and thereby
contribute to the insulin-sensitizing effects
of the drug. It is also possible that the
increased number of smaller adipocytes,
especially in the appropriate adipose beds,
may improve the ability of adipose tissue
to store excess lipid and reduce deleterious
accumulation of triglyceride in muscle,
liver, and pancreatic islets. In support of
this possibility is the observation that many
of the known target genes for PPARγ ,
whose expression would presumably be ac-
tivated upon TZD treatment, are involved
in lipogenesis. The increased rates of

lipogenesis resulting from gene activation
may increase the capacity of adipocytes to
store lipid, thereby preventing triglyceride
accumulation (and lipotoxicity) in nonadi-
pose tissue. Whether the small adipocytes
are derived from stem cell mitosis, re-
cruitment of committed preadipocytes, or
possibly by division of mature cells is not
known. The loss of large fat cells was at-
tributed to cellular apoptosis; however, the
impact of TZD treatment on the fate and
turnover of mature adipocytes has not been
investigated directly.

Consistent with the observations of adi-
pose tissue remodeling is the increased
subcutaneous fat mass, and reduced
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visceral fat mass seen in diabetic patients
treated long-term with TZDs. Visceral fat
is known to be more lipolytic in response
to catecholamine stimulation than sub-
cutaneous fat, and to efficiently deliver
free fatty acids and other secreted factors
to insulin-sensitive tissues such as liver
and muscle, possibly causing an increase
in insulin resistance. Although intrinsic
metabolic differences between subcuta-
neous and visceral fat are not completely
understood, current evidence suggests that
subjects with increased visceral fat are at
considerably higher risk for diabetes and
cardiovascular complications than those
with increased subcutaneous fat. These
observations, plus the demonstration that
PPARγ levels are higher in subcutaneous
than in visceral fat, raise the possibility
that PPARγ activation by TZDs is fat depot
specific, and that differential activation of
PPARγ in subcutaneous fat leads to a ben-
eficial reproportioning of key metabolically
active adipose beds.

The other possible mechanism by which
activation of PPARγ in adipocytes could
have effects on metabolism throughout
the body, is by modulation of adipokine
production. Adiponectin is an excellent
candidate for a fat-derived hormone me-
diating the antidiabetic effects of PPARγ

ligands. As described above, adiponectin
has antidiabetic and antiobesity activity
when introduced into rodents. Impor-
tantly, it has recently been demonstrated
that levels of adiponectin are increased
in patients treated with TZDs and that
its expression in adipocytes is induced
by PPARγ agonists. Another possibility
is that the adipokine, resistin is nega-
tively regulated by PPARγ . It has been
reported that in some models, treatment
with TZDs results in a reduction of resistin
synthesis, which would have beneficial ef-
fects on insulin sensitivity. Finally, TZDs,

could suppress expression of genes, such
as TNFα and PAI-1, that might also
contribute to systemic insulin resistance.
Interestingly a mutual antagonism exists
between TNFα and PPARγ ; TNFα in-
hibits PPARγ expression in adipocytes
whereas PPARγ activation by TZDs can
partially overcome the diabetogenic effects
of TNFα, potentially explaining at least
some of the insulin-sensitizing activity of
PPARγ ligands.

While there is still obviously a great
deal to learn about which of these many
possible mechanisms actually mediate the
effects of PPARγ activation in adipose tis-
sue, it is clear that an understanding of how
these drugs affect adipose physiology will
provide many clues into the complex path-
ways by which the adipocyte influences
metabolism throughout the organism.

See also Diabetes Insipidus, Molec-
ular Biology of.
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Keywords

Aggregates
The association of nonnative protein molecules through intermolecular hydrophobic
interactions.

Amyloid Fibrils
Ordered aggregates.

Inclusion Bodies
Insoluble, amorphous, disordered aggregates.

Molecular Chaperones
Proteins that assist protein folding within cells.

Protein Folding
The process by which polypeptide chains acquire their three-dimensional and
functional structure.

Three dimensional–Domain Swapping
An aggregation mechanism in which one domain in a multidomain protein is swapped
with the same domain of another molecule.

� Protein misfolding and aggregation are frequent phenomena that occur under
different conditions in vivo as well as in vitro. Aggregation is a serious problem
affecting both the production of proteins in the biotechnology and pharmaceutical
industries and human health. The aggregates are formed from nonnative proteins
through intermolecular interactions that compete with intramolecular interactions.
There is thus a kinetic competition between proper folding and misfolding, which
can generate aggregates.

Recent evidence for transient association of intermediates during in vitro refolding
has been obtained for several monomeric proteins. Irreversible and insoluble
aggregates are formed in an off-pathway folding process; their formation is
concentration dependent and could be prevented by using very small protein
concentrations. These aggregates can dissociate and dissolve only in the presence of
high concentrations of denaturant. The mechanisms involved in these aggregation
processes will be discussed in light of the so-called new view of protein folding.

The environmental conditions within cells are markedly different from those
used in in vitro refolding studies. In the production of recombinant proteins in
foreign hosts, the formation of disordered aggregates, that is, inclusion bodies, is
often observed. However, aggregation can also result in the formation of amyloid
fibrils, which are ordered aggregates. These amyloid formations are at the origin of
serious diseases.
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1
Introduction

Protein misfolding and aggregation have
been recognized for many years as com-
mon processes. Aggregation can occur
under various conditions. The aggregation
of which we are speaking is very different
from the precipitation of a native protein
at the isoelectric point or upon salting
out, which can be reversed under appro-
priate conditions. In the precipitate, the
protein remains in a native conformation.
The aggregates, however, are formed from
partially folded intermediates and result
from intermolecular interactions, which
compete with intramolecular interactions.
Thermal denaturation of proteins is fre-
quently accompanied by the formation
of aggregates leading to the irreversibil-
ity of the process. As early as 1931,
Wu, in a review on protein denaturation,
distinguished between aggregation and
precipitation. The aggregated species are
not in equilibrium with the soluble species,
complicating experimental approaches.

Aggregation has been reported to occur
during the in vitro refolding of monomeric
as well as oligomeric proteins, lowering
the refolding yield. As mentioned above,
the use of very low protein concentra-
tions could prevent protein aggregation.
However, during the folding of nascent
polypeptide chains biosynthesized within
prokaryotic and eukaryotic cells, aggre-
gates can accumulate. The overexpression
of genes in foreign hosts often result
in aggregated nonnative proteins called
inclusion bodies, which are disordered ag-
gregates, leading to serious limitation in
the production of recombinant proteins.
It is a real problem needing a lot of
effort to fully exploit the sequence infor-
mation contained in the genome projects.
Ordered aggregates resulting in amyloid

fibrils lead to a number of serious hu-
man diseases such as Alzheimer’s disease
and the transmissible spongiform en-
cephalopathies. The formation of amyloid
aggregates has also been reported in in
vitro experiments.

Experimental and theoretical studies
together have provided significant insights
into the mechanisms of protein folding,
also allowing a better understanding of the
aggregation processes.

The following different aspects of pro-
tein aggregation must be considered:

1. Theoretical and methodological aspects
of protein folding, misfolding, and
aggregation including the detection of
aggregates and the mechanisms of
aggregation processes.

2. Protein aggregation in the cellular en-
vironment including the folding into
the cell, the role of molecular chap-
erones, and the formation of different
aggregate morphologies, as well as the
pathological consequences.

2
Protein Folding, Misfolding, and
Aggregation

2.1
The New View of Protein Folding

The question of the mechanisms of pro-
tein folding has intrigued scientists for
many decades. As early as the 1930s, at-
tempts to refold denatured proteins were
published, but significant progress began
to be made when Anfinsen successfully
refolded, denatured, and reduced ribonu-
clease into the fully active enzyme. In 1973,
he stated the fundamental principle of pro-
tein folding referred to as the Anfinsen
postulate: ‘‘all the information necessary
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to achieve the native conformation of a
protein in a given environment is con-
tained in its amino acid sequence.’’ The
thermodynamic control of protein folding
was considered to be a corollary of the An-
finsen postulate, meaning that the native
structure is at a minimum of the Gibbs
free energy. This statement was discussed
by Levinthal in a consideration of the short
time required for the folding process in
vitro as well as in vivo. It was concluded that
a random search of the native conforma-
tion among all possible ones would require
an astronomic time and is therefore unre-
alistic. Thus, it is clear that evolution has
found an effective solution to this com-
binatorial problem. This is referred to as
the Levinthal paradox and has dominated
discussions for the last three decades.

In order to understand how the polypep-
tide chain could overcome the Levinthal
paradox, different folding models were
proposed and submitted to experimental
tests. Kinetic studies were carried out to
follow the folding pathway. A considerable
number of experiments were performed
to detect and characterize the folding in-
termediates. A stepwise sequential and
hierarchical folding process in which sev-
eral stretches of structure are formed and
assembled at different levels following a
unique route was supported by a major-
ity of scientists for many years. According
to this view, misfolded species could be
formed from folding intermediates leading
to the formation of aggregates in a kinetic
competition with the correct folding.

Progressively, with the development of
computers, theoretical studies have ap-
proached the folding problem, using sim-
plified models to take into account the
computational limitations in simulations
of the folding from the random coil to
the native structure. Different methods
were developed using either lattice models

or molecular dynamics simulations. In
the lattice model, the polypeptide chain
is represented as a string of beads on
a two-dimensional square lattice or on a
three-dimensional cubic lattice. The in-
teractions between residues (the beads)
provide the energy function for Monte
Carlo simulations. In such simplified mod-
els, the essential features of proteins, that
is, the heterogeneous character (hydropho-
bic or polar) of the interactions and the
existence of long-range interactions, were
included to explore the general character-
istics of the possible folds. Lattice models
were first applied to protein folding by Go
and coworkers while simple exact models
were initiated by Dill and his group, and
have been used by several theoreticians.
From the lattice simulations, insights into
possible folding scenarios have been ob-
tained, providing a basis for exploring the
general characteristics of folding for real
proteins. The exploration of such models
supplies useful information that can be
submitted to experimental tests.

The so-called ‘‘new view’’ has evolved
during the past 10 years from both experi-
ment and theory with the use of simplified
models. It is illustrated by the metaphor
of the folding funnel introduced in 1995
by Wolynes and coworkers. The model is
represented in terms of an energy land-
scape and describes the thermodynamic
and kinetic behavior of the transformation
of an ensemble of unfolded molecules to
a predominantly native state as illustrated
in Fig. 1. According to this model, there
are several micropathways, each individ-
ual polypeptide chain following its own
route. Toward the bottom of the funnel,
the number of protein conformations de-
creases as does the protein entropy. The
steeper the slope, the faster the folding.
As written by Wolynes et al., ‘‘To fold,
a protein navigates with remarkable ease
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Fig. 1 Schematic representation of the folding funnel. Q is the number of
native interactions.

through a complicated energy landscape.’’
Thus, a wide variety of folding behav-
iors emerge from the energy landscape,
depending on the energetic parameters
and conditions. The folding rate could be
slowed by ripples in the energy landscape
corresponding to local minima populated
by transiently stable intermediates. In a
rugged energy landscape with kinetic traps
formed by energy barriers, the folding will
be even slower. When local energy barriers
are high enough, protein molecules could
be trapped and possibly aggregate.

The new view has progressively replaced
the classical one of a unique sequential
pathway and is now quite generally ac-
cepted. It is similar to the jigsaw puzzle
model proposed in 1986 by Harrison and
Durbin, suggesting the possibility of mul-
tiple folding routes to reach a unique
solution. Many experimental results are

consistent with this view. There is an
increasing amount of evidence showing
that the extended polypeptide chain folds
through a heterogeneous population of
partially folded intermediates in fluctuat-
ing equilibrium. Several alternative folding
pathways have been observed for differ-
ent proteins. From the convergence of
theoretical and experimental studies, a
unified view of the folding process has
progressively emerged, also providing an
explanation for the aggregation processes.

2.2
Detection of Aggregates during the
Refolding Process

2.2.1 Transient Aggregation
Several observations indicate that transient
aggregation could occur during in vitro
protein refolding. Direct evidence for the
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transient association of intermediates has
been obtained from small angle X-ray
scattering, in the case of apomyoglobin
by Doniach and his group, and in the
case of carbonic anhydrase by Semisot-
nov and Kuwajima, and by Silow et al.
During the refolding of phosphoglycer-
ate kinase, rapidly transient multimeric
species (dimers, trimers, and tetramers)
yielding to the native monomeric protein
have been detected by Pecorari et al. These
species are not in equilibrium, but are
formed rapidly and disappear in the slow
folding step. Unlike classical aggregates,
their distribution does not depend on pro-
tein concentration, and they are produced
at concentrations as low as 0.05 µM. The
distribution of the oligomers is completely

established at the end of the fast refolding
step. To take into account all these obser-
vations, a model, which is formally similar
to a reaction of copolymerization between
two types of monomers, has been pro-
posed. In this model, the refolding of the
protein produces two types of intermedi-
ate conformers that can associate with the
same or the other type. In the latter case,
the association cannot be extended further
(Fig. 2). Transient multimeric species have
also been observed during the refolding
of the isolated N-terminal domain under
conditions in which neither the whole
native protein nor the folded isolated N-
domain associate. However, they cannot
transform to the native form in the absence
of the interactions with the complementary

Denatured protein

Folded
 protein

k1 k2

Fast phase Slow phase

Fig. 2 Model proposed for the formation of
transient multimeric species during the refolding
of yeast phosphoglycerate kinase. Two types of
conformers are produced in the early step of
folding. One of these can be directionally
extended by association with either the same
conformer or another type of conformer. In this
last case, the association cannot be further

extended. The distribution of species results
from a kinetic competition between two kinetic
processes. (Reproduced from Pecorari, F.,
Minard, P., Desmadril, M.,Yon, J.M. (1996)
Occurrence of transient multimeric species
during the refolding of a monomeric protein, J.
Biol. Chem. 271, 5270–5276.)
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domain indicating the importance of long-
range interactions in directing the cor-
rect folding. Such species have not been
observed with the C-terminal fragment.
Thus, the occurrence of transient multi-
meric species arising from partially folded
intermediates through hydrophobic inter-
actions does not prevent the correct folding
of a monomeric protein.

2.2.2 Irreversible Aggregation
Thermal unfolding of proteins is fre-
quently accompanied by the formation of
aggregates and therefore behaves as an
irreversible process. It occurs at temper-
atures that vary widely according to the
protein, since the temperature of optimum
stability depends on the balance between
hydrogen bonds and hydrophobic interac-
tions. Generally, the products of thermal
denaturation are not completely unfolded
and retain some structured regions. At the
end of the thermal transition, the addition
of a denaturant such as urea or GdnHCl
frequently induces further unfolding.

An apparent irreversibility at a critical
concentration of denaturant has been ob-
served during the refolding of monomeric
as well as oligomeric proteins. It was re-
ported for the first time by M.Goldberg
and coworkers for the refolding of β-
galactosidase, and for tryptophanase. It
was also observed for a two-domain pro-
tein, horse muscle phosphoglycerate ki-
nase by Yon and coworkers. In the latter
study, when the enzyme activity was used
as a conformational probe of the native
structure, an irreversibility was observed
for a critical concentration of denaturant
equal to 0.7 M ± 0.1 M GdnHCl, a concen-
tration very close to the end of the transi-
tion curve. Such irreversibility was found
to be concentration dependent. For protein
concentrations higher than 30 µM, restora-
tion of enzyme activity was practically null.

The formation of irreversible nonnative
species was found to be temperature de-
pendent; it was practically abolished at
4 ◦C, suggesting that aggregation occurs
through hydrophobic interactions. The ag-
gregation also depends on the time of
exposure of the protein to the denaturant.
When the unfolding–refolding process
was observed using structural signals such
as fluorescence or circular dichroism, it ap-
peared completely reversible whatever the
final denaturant concentration.

Another example is provided by rho-
danese, a two-domain monomeric protein.
During refolding at low denaturant con-
centration, an intermediate accumulates
with partially structured domains and apo-
lar surfaces exposed to the solvent, leading
to the formation of aggregates. The aggre-
gation can be prevented by refolding the
protein in the presence of lauryl maltoside.

Most of the examples discussed above
are related to multidomain proteins. An-
other degree of complexity appears in the
folding of oligomeric proteins. It is gen-
erally accepted that the early steps of the
process are practically identical to the fold-
ing of monomeric proteins. In the last step,
subunit association and subsequent con-
formational readjustments yield the native
and functional oligomeric protein. The cor-
rect recognition of subunit interfaces is
required to achieve the process. The overall
process of the folding of oligomeric pro-
teins was extensively studied by Jaenicke
and his coworkers for several enzymes and
described in reviews. As with monomeric
proteins, the formation of aggregates is
concentration dependent. The kinetics of
aggregation are complex and multiphasic,
indicating that several rate-limiting reac-
tions are involved in the process. In an
attempt to characterize these aggregates, it
was shown that noncovalent interactions
occur between monomeric species with
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partially restored secondary structures.
The aggregates formed by either heat or
pH denaturation can be disrupted in 6 M
GdnHCl into monomeric unfolded species
and then renatured under optimal condi-
tions to yield an active enzyme. Only strong
denaturants such as high concentrations
of guanidine hydrochloride are efficient in
this disruption process.

The presence of covalent cross-links
such as disulfide bridges in a protein
molecule can complicate the refolding of
the denatured and reduced protein re-
sulting in the formation of incorrect and
intramolecular disulfide bridges leading
to further aggregation. The first well-
documented studies were performed by
Anfinsen and his group on the refold-
ing of reduced ribonuclease. The authors
showed that the reoxidation of the enzyme
produces a great number of species with
incorrectly paired disulfide bonds. This
scrambled ribonuclease is capable of re-
gaining its native structure in a slow step,
a process that is accelerated by the addi-
tion of a small quantity of reducing reagent
such as β-mercaptoethanol yielding about
100% of active enzyme. The reshuffling
of a protein’s disulfide bonds takes place
through a series of redox equilibria ac-
cording to either an intramolecular or
an intermolecular exchange. To prevent
a wrong pairing of half-cystine and fur-
ther aggregation, the addition of small
amounts of reducing reagents or redox
mixture is frequently used as investigated
by Wetlaufer.

The detection and characterization of
aggregates represent an important aspect
of folding studies. The aggregation phe-
nomenon can occur without precipitation.
Indeed, the degree of association of pro-
tein intermediates during folding might
be small, depending on the intermolecular
interactions, and does not necessarily lead

to a visible insolubility. The association
state may be determined in several ways.
The most common methods, available
in any biochemistry laboratory, are gel
permeation and sodium dodecyl sulfate
polyacrylamide gel electrophoresis (SDS-
PAGE), used both with and without cross-
linking. The detection of aggregates can
also be monitored by other hydrodynamic
methods such as analytical ultracentrifuga-
tion or classical light scattering. The latter
method also gives information on the size
of the aggregates. Quasi-elastic light scat-
tering is a dynamic technique that can be
used to determine macromolecule diffu-
sion coefficients as a function of time, that
is, to follow the kinetics of aggregation.
Neutron scattering can also be used to
detect protein aggregates, and mass spec-
trometry has become a useful tool as well.

2.3
Mechanisms of Protein Aggregation

A substantial body of information sup-
ports the idea that protein aggregation
arises from partially folded intermediates
through hydrophobic interactions. The
formation of aggregates has often been
considered as a trivial phenomenon, a
nonspecific association of partially folded
polypeptide chains to form a disordered
precipitate. However, several analyses in-
dicate that aggregation occurs by specific
intramolecular associations involving the
recognition of a sequence partner in an-
other molecule rather than in the same
molecule during the folding process. Anal-
yses of the aggregation mechanisms of
various proteins, such as bovine growth
hormone and phosphoglycerate kinase,
has permitted the identification of specific
sites that are critical in the association.

An elegant demonstration of the speci-
ficity of aggregation was provided by King
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and coworkers. The authors showed that
during the in vitro refolding of a mixture
of two proteins, tailspike endorhamnidase
and coat protein from phage P22, no het-
erogeneous aggregates were formed. Tail-
spike endorhamnidase is a thermostable
trimer whose folding intermediates are
thermolabile and either undergo produc-
tive folding or form multimeric aggregates
(Fig. 3). The P22 coat protein, which com-
prises the capsid shell of phage P22, yields
either a correct fold or ‘‘off-pathway’’ aggre-
gates upon refolding. Both proteins were
intensively studied by King and cowork-
ers who first denatured the two proteins
in urea and then chose refolding con-
ditions such that aggregation competes
with correct folding. Folding and soluble
aggregates of the two proteins were charac-
terized either separately or mixed together.
No heterogeneous aggregates were found,
clearly indicating that only self-association

of transient refolding molecules occurs in
the formation of soluble multimers.

One mechanism that accounts for the
formation of aggregates during refolding
of multidomain proteins is domain swap-
ping. This was first suggested by Monod
and later proposed by Goldberg and col-
leagues to account for the formation of
aggregates during the refolding of trypto-
phanase. The concept was foreshadowed
by the results of Crestfield and cowork-
ers in 1962. From their experiments based
on chemical modification of bovine pan-
creatic ribonuclease, the authors proposed
that the dimer is formed by exchanging
the N-terminal fragments. The term 3D
domain swapping was introduced in 1994
by Bennett and coworkers to describe the
structure of a diphtheria toxin dimer. The
mechanism involves the replacement of
one domain of a monomeric protein by the
same domain of an identical neighboring

Aggregate = inclusion body

Suppressor mutation
action

(I*)

(I)

40 °C

30 °Ctsf
Substitution

Early-folding
intermediate

Native
tailspike

Protrimer

Fig. 3 The folding pathway of the P22 tailspike protein. (From Mitraki, A., King, J. (1992) FEBS Lett.
307, 20–25; reproduced with permission.)
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(a)

(b)

(c)

(d)

Fig. 4 Schematic
representation of
domain swapping. (a)
monomeric protein, (b) and (c)
partially unfolded monomers,
(d) domain-swapped dimer.

molecule, thus resulting in an intertwined
dimer or oligomer, as defined by Eisen-
berg and colleagues (Fig. 4). When the
exchange is reciprocated, domain-swapped
dimers are formed. However, if the ex-
change is not reciprocated but propagated
along multiple polypeptide chains, higher
order assemblies or aggregates may form.
Domain-swapped oligomers are divided
into two types, open and closed. The open
oligomers are linear and have one closed
interface (closed in the monomer) exposed
to the solvent, whereas closed oligomers
are cyclic and do not expose a closed
interface. Eisenberg and coworkers have
defined the structure of the monomer as
the ‘‘closed monomer’’ and the confor-
mation of the polypeptide chain in the
domain-swapped oligomer as the ‘‘open
monomer.’’

The ability of monomeric proteins to
swap structural elements requires the pres-
ence of a hinge or linker region that
permits the protein to attain the native
fold with parts of two polypeptide chains.
In fact, domain-swapped structures re-
veal regions of protein structure that are
flexible. Bergdoll and coworkers have sug-
gested that a proline in the linker region,
by rigidifying the hinge region in inter-
mediate states, might facilitate domain
swapping. Baker and colleagues proposed

that strain in a hairpin loop might pre-
dispose a protein to domain swapping.
The possible role of 3D domain swapping
in the evolution of oligomeric proteins
has been discussed in several reviews.
In the past years, the number of known
domain-swapped proteins has increased
and today about 40 such structures are
solved. One common feature of these pro-
teins is that all the swapped domains
are from either the N-terminus or the
C-terminus of the polypeptide chain. In
this regard, an interesting example arises
from the work of Eisenberg and his group
on the dimerization of ribonuclease A.
This protein forms two types of dimers
upon concentration in mild acid. The mi-
nor dimer is formed by swapping of its
N-terminal α-helix with that of an iden-
tical molecule. The major dimer results
from the swapping of its C-terminal β-
strand. RNase A was also reported to form
trimers. On the basis of the structure of
the N- and C-terminal swapped dimers,
a model was proposed (Fig. 5). This indi-
cates that two types of swapping can occur
simultaneously in the same oligomer. Fur-
ther biochemical studies have supported
this model. A less abundant trimer in
which only the C-terminal β-strand is
swapped and exhibits a cyclic structure
was also found. RNase represents the
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first protein found to form both linear
and cyclic domain-swapped oligomers.
This protein also was described to form
tetramers. Models based on the structures
of dimers and trimers were proposed for
these tetramers. Two linear models ex-
hibit both types of swapping that occur in
one molecule, and a cyclic tetramer shows
the swapping of the C-terminal β-strand
only. A trimeric domain-swapped barnase
was obtained at low pH and high protein
concentration. Crystallographic studies re-
vealed a structure suggesting a probable
folding intermediate. Domain swapping
was described for the cell cycle regulatory
protein p13suc1, a small protein of 113
amino acids.

Folding studies as well as molecu-
lar dynamics simulations have shown
that domain swapping occurs in the un-
folded state. Eisenberg and his colleagues
have proposed a free energy diagram for
the pathway of domain swapping. The
free energy difference between the closed
monomer and domain-swapped oligomer
is small since they share the same struc-
tures except at the hinge loop, but the
energy barrier can be reduced under cer-
tain conditions making domain swapping
more favorable. Several molecular or envi-
ronmental events may favor the formation
of extended domain-swapped polymers.
Genetic mutations introducing a dele-
tion in the hinge loop can destabilize the
monomeric form of a protein. The replace-
ment of only one amino acid can also favor

Fig. 5 Domain swapping in
ribonuclease. Ribbon diagram of the
structures of (a) the ribonuclease A
monomer (2.0 Å), (b) the N-terminal
swapped dimer (2.1 Å), (c) the
C-terminal swapped dimer (1.75 Å), (d)
the N- and C-terminal trimer model, and
(e) the cyclic C-terminal swapped trimer
(2.2 Å) (reproduced from Liu et al. Prot.
Sci. 11, 371, 2002 with permission).

(a)

(d) (e)

(b)

(c)

the polymerization of the mutated pro-
tein. Three-dimensional domain-swapped
oligomers are expected to be increasingly
favored as the protein concentration in-
creases. Thus, a metabolic change that
increases the concentration of a protein
will favor aggregation. Charge effects,
caused either by mutations or by pH
change or salt concentration, can induce
domain swapping; for example, in RNase
A, a decrease in pH, by protonating the
residues involved in hydrogen bonds and
in salt bridges, lowers the energy barrier
of the formation of the open monomer,
hence inducing domain swapping.

There is great diversity of swapped do-
mains, with different sizes and sequences.
They can consist of entire tertiary do-
mains or smaller structural elements made
of several residues. No specific sequence
motif seems to be involved among the
swapped domains. Three-dimensional do-
main swapping has also been proposed as
a mechanism for amyloid formation. This
aspect will be discussed in Sect. 4.2.
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As can be seen here, several mecha-
nisms exist, which lead to the formation
of aggregates. It is recognized that ag-
gregation results from the association of
incompletely or incorrectly folded interme-
diates through hydrophobic interactions.
In the energy landscape of protein folding,
the presence of local minima separated
by an energy barrier allows the accumu-
lation of intermediates. If the barrier is
high enough, these intermediates cannot
easily reach the native state, and kinetic
competition thus favors the formation
of aggregates.

3
Protein Folding in the Cellular Environment

3.1
Molecular Crowding in the Cells

The main rules of protein folding have
been deduced from a considerable body of
in vitro and in silico studies. It has been
accepted that the same mechanisms are
involved in in vitro refolding and in the
folding of a nascent polypeptide chain in
the cell. However, the intracellular envi-
ronment differs markedly from that of
the test tube where low protein concen-
trations are used. The interior of a cell is
highly crowded with macromolecules. The
concentration is so high that a significant
proportion of the volume is occupied. As
mentioned by Ellis, in general, 20 to 30%
volume of the interior of the cells are oc-
cupied by macromolecules; for example,
the concentration of total protein inside
cells ranges from 200 to 300 g L−1. The
total concentration of proteins and RNA
inside Escherichia coli ranges from 300 to
400 g L−1 depending on the growth phase.
Polysaccharides also contribute to the
crowding. It can be predicted practically

that diffusion coefficients will be reduced
by factors up to 10-fold due to crowding.
Since the average time for a molecule to
move a certain distance varies by D−2,
D being the diffusion coefficient, it will
take 100 times longer to move this dis-
tance in the cell as would be necessary
under low concentration conditions. An-
other prediction indicates that equilibrium
constants for macromolecular associations
may be increased by two to three orders
of magnitude.

Molecular crowding inside cells also has
consequences for protein folding, favoring
the association of partly folded polypeptide
chains into aggregates. This could explain
why cells contain molecular chaperones,
even though most denatured proteins
refold spontaneously in the test tube.

3.2
The Role of Molecular Chaperones

The discovery of a ubiquitous class of
proteins mediating the correct folding in
cellular environment has led to a recon-
sideration of the mechanism of protein
folding in vivo. Historically, the term
molecular chaperone was introduced by
Laskyard and coworkers in 1987 to de-
scribe the function of nucleoplasmin,
which mediates the in vitro assembly
of nucleosomes from separated histones
and DNA. The concept was further ex-
tended by Ellis to define a class of
proteins whose function is to ensure
the correct folding and assembly of
proteins through a transient association
with the nascent polypeptide chain. Stud-
ies on heat-shock proteins have widely
contributed to the development of this
concept.

Today, more than 20 protein families
have been identified as molecular chap-
erones. Molecular chaperones comprise
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several highly conserved families of related
proteins. They can be divided into two
classes according to their size. Small chap-
erones are less than 200 kDa, whereas
large chaperones are more than 800 kDa.
During the past few years, a large amount
of biochemical, biophysical, and low- and
high-resolution structural data have pro-
vided mechanistic insights into the ma-
chinery of protein folding as assisted by
molecular chaperones.

Molecular chaperones are involved in
diverse cellular functions. The constitutive
members of the heat-shock protein family
(Hsp70) can stabilize nascent polypep-
tide chains during their elongation in
ribosomes. The large cylindrical chaper-
onins GroEL in bacteria, mitochondria,
and chloroplasts and the corresponding
TriC in eukaryotes and archaebacteria
provide a sequestered environment for
productive folding. Several chaperones are
stress-dependent; their expression is in-
duced under conditions such as high
temperatures, which provoke protein un-
folding and aggregation. The members of
the Hsp90 and Hsp100 families, as well
as small Hsp, play a role in preventing
protein aggregation under stress. Chap-
erone interactions are also important for
the translocation of polypeptide chains
into membranes.

Within cells, the nascent polypeptide
chain is synthesized sequentially on the
ribosome by a vectorial process. For
many proteins, the rate of this process
is slower than the rate of folding. Syn-
thesis times range from 20 s for a 400
residue–polypeptide chain in E. coli at
37 ◦C to 10 times as long for such a
chain in an eukaryotic cell. Many unfolded
proteins refold completely in 20 s under
the same conditions. Thus, there is the
possibility for the elongating polypeptide
either to misfold before completion or to
be degraded by proteolytic enzymes. Chap-
erones prevent such unfavorable events by
protecting the nascent chain. Hsp70 and
its prokaryotic homolog DnaK recognize
extended hydrophobic regions of the elon-
gating polypeptides. These interactions are
not specific. Hsp70 and DnaK interact with
most unfolded polypeptide chains that ex-
pose hydrophobic residues. They do not
recognize folded proteins. Binding and re-
lease of unfolded proteins from Hsp70
are ATP-dependent and require the pres-
ence of various cochaperones such as DnaJ
and GrpE. The basic mechanism of Hsp70
(DnaK in E. coli) is represented in Fig. 6.
In E. coli, DnaJ binds the nascent un-
folded polypeptide, U; then the complex
binds to the ATP-bound state of DnaK.
ATP is hydrolyzed in the ternary complex

DnaJ

ATP

DnaK

ATP ADP

ATP

ATP

Or towards GroEL

ADP

GrpE

Pi; DnaJ

U
U N

Fig. 6 Schematic representation of the basic mechanism of DnaK (see text).
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allowing the release of DnaJ and Pi. In
the following step, GrpE acts as an ex-
change factor to regenerate the ATP-bound
state of DnaK. The unfolded polypeptide
chain is released into the bulk solution.
Thus, Hsp70 systems bind and release the
polypeptide in an unfolded conformation.
The unfolded protein has the possibil-
ity either to fold or to be transferred to
the GroEL system, as illustrated in Fig. 6.
Significant insights into this mechanism
were obtained from structural data. The
three-dimensional structures of Hsp70
and DnaJ as well as those of a complex

(a)

(b)

Fig. 7 Crystal structure of
GroEL–GroES–(ADP)7 complex
determined by Sigler et al. (a) view
along the axis and (b) view from the top
of the complex. (Reproduced from the
PDB web site.)

DnaK–polypeptide and a complex of GrpE
with the ATP binding domain of DnaK
are known. DnaK and its homologs are
composed of two domains, a C-terminal
domain that binds ATP and an N-terminal
domain that binds peptides. GrpE is a
tight homodimer associated along two long
helices. It binds DnaK–ATPase domain
through its proximal monomer. DnaJ ac-
tivates the ATP hydrolysis by DnaK. It
was shown that a conformational change
may occur upon ATP binding, opening the
polypeptide binding cleft in the polypep-
tide binding domain of DnaK. The closed
state may correspond to the ADP-bound
conformation. The ADP-bound state of
DnaK binds the peptide tightly. Peptide
release requires the dissociation of ADP,
which is mediated by GrpE. DnaK then
rebinds ATP.

The GroEL–GroES system acts by a dif-
ferent mechanism in which the unfolded
protein is sequestered. The chaperonins
are large cylindrical protein complexes.
The crystal structure of E. coli chaperonin
GroEL was determined in 1994 and that
of the asymmetric GroEL–GroES–(ADP)7
complex in 1997 by Sigler and his group.
GroEL consists of two heptameric rings
of 58-kDa subunits stacked back to back
with a dyad symmetry and forming a
porous cylinder (Fig. 7). Each subunit is
organized in three structural domains. A
large equatorial domain forms the founda-
tion of the assembly and holds the rings
together. It contains the nucleotide bind-
ing site. A large apical domain forms
the end of the cylinder. The apical do-
main contains a number of hydrophobic
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residues exposed to the solvent. A small
intermediate domain connects the two
large domains. The intermediate segments
have some flexibility allowing a hinge-
like opening of the apical domains, which
occurs upon nucleotide binding. These
movements are large and have been visual-
ized by three-dimensional reconstruction
from cryoelectron microscopy by Sebil and
her group.

GroES is a heptamer of 10 kDa subunits
forming a flexible dome-shaped structure
with an internal cavity large enough
to accommodate proteins up to 70 kDa.
Each subunit is folded into a single
domain containing β-sheets and flexible
loop regions. The loop regions are critical
for the interactions between GroEL and
GroES. It was deduced from electron
microscopy studies that GroES binding
to GroEL induces large movements in
the apical GroEL domains. This provokes
a significant increase in the volume
of the central cavity in which protein
folding proceeds. NMR coupled with the
study of hydrogen-exchange techniques
has indicated that small proteins are

essentially unfolded in their GroEL-bound
states. Mass spectroscopy has revealed
the presence of fluctuating elements of
secondary structure for several proteins.
In a way, the GroEL–GroES system
recognizes nonnative proteins.

The reaction cycle of the GroEL–GroES
system is represented in Fig. 8. The
nonnative protein binds to the apical
domain of the upper ring of GroEL
through hydrophobic interactions. Then,
the equatorial domain of the same ring
binds ATP, and GroES caps the upper
ring, sequestering the protein inside the
internal chamber in which the protein
folding proceeds. The binding of GroES
induces a conformational change in GroEL
and ATP hydrolysis, which is a cooperative
process that produces a conformational
change in the lower ring, allowing it
to bind a nonnative protein molecule.
This promotes subsequent binding of
ATP and GroES in the lower ring, and
the dissociation of the upper complex,
releasing the protein and ejecting GroES.
If the protein has not reached the native
state, it is subjected to a new cycle.

ADP ADP

ATP

ATP ATP ADP ADP

ATP ATP

ADP
ATP

t ∼ 6 s

Inf N
ADP

A

E

I

GroEL

GroES

(I) (II) (III) (IV)

Fig. 8 The reaction cycle of GroEL–GroES. Inf
is the unfolded protein, N the folded one, A is
the apical domain, (in blue), I the intermediate
domain (in red) and E the equatorial domain (in

magenta). (Reproduced from Wang & Weissman
(1999) Nat. Struct. Biol. 6, 597, with permission.)
(See color plate p. xxii).
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The hydrolysis of ATP by GroEL is used
only to induce conformational changes
of the chaperone, which permits the re-
lease of the folded protein. The molecular
chaperones, by their transient association
through hydrophobic interactions with
nascent, stress-destabilized, or translo-
cated proteins, have a role in preventing
improper folding and subsequent aggre-
gation. They do not interact with folded
proteins. They do not carry information
capable of directing a protein to assume a
structure different from that dictated by its
amino acid sequence. Therefore, molec-
ular chaperones assist the folding in the
cells without violation of the Anfinsen pos-
tulate. They increase the yield but not the
rate of folding reactions; in this respect
they do not act as catalysts. Furthermore,
the majority of newly synthesized polypep-
tide chains in both bacterial and eukaryotic
cells fold spontaneously without the assis-
tance of molecular chaperones.

Many proteins from prokaryotic and
eukaryotic organisms are produced with
an amino-terminal propeptide, which is
removed by limited proteolysis during
the activation process. Several of these
propeptides consist of a long polypeptide
chain; for example, there are 174 amino
acids in the propeptide of pro-α-lytic pro-
tease, 91 in that of procarboxypeptidase
Y, and 77 in that of prosubtilisin. Several
studies have shown that the propeptide
is required for proper folding of these
proteins. The mature enzymes are not
able to refold correctly. They seem to
have kinetic stability only, whereas the
proenzymes have thermodynamic stabil-
ity. Since propeptides perform the function
of mediating protein folding, they have
been classified as intramolecular chaper-
ones. However, this terminology is not
appropriate since the nascent protein is
the proenzyme, not the enzyme that has

undergone proteolytic cleavage. Thus, it
is not surprising that the proenzyme re-
folds spontaneously, whereas the mature
protein does not. Indeed, the information
is contained in the totality of the proen-
zyme sequence.

Two other classes of proteins play
the role of helpers during protein fold-
ing in vivo: protein disulfide isomerases
(PDIs) and peptidyl–prolyl cis – trans iso-
merases. Protein disulfide isomerase is an
abundant component of the lumen of the
endoplasmic reticulum in secretory cells.
The enzyme was discovered independently
in 1963 by two research groups: in rat
and ox by Anfinsen and coworkers, and
in chicken and pigeon pancreas by Straub
and coworkers. Proteins destined to be se-
creted enter the endoplasmic reticulum in
an unfolded state. In this environment,
the folding process is associated with the
formation of disulfide bonds, which is
catalyzed by PDI through thiol–disulfide
interchange. The first PDI cDNA was se-
quenced in 1985 by Edman et al. It displays
sequence homologies implying a multido-
main architecture. PDI consists of four
structural domains arranged in the order
a, b, b′, a′, with the b′ and a′ domains
being connected by a linker region. Fur-
thermore, it possesses an acidic C-terminal
extension. The a and a′ domains contain
the active site motif – W-C-G-H-C-. They
display significant sequence identity to
thioredoxin, a small cytoplasmic protein
involved in several redox functions, and
they have a similar active site sequence.

Recombinants of the a and b domains
have been obtained and studied by high-
resolution NMR. The a domain has the
same overall fold as thioredoxin, an α/β

fold with a central core made up of a
five-stranded β-sheet surrounded by four
helices. As in thioredoxin, the active site
is located at the N-terminus of helix
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α2. Preliminary NMR data of the a′
domain confirm its structural similarity
to the a domain. The b and b′ domains
have significant sequence similarity to
each other, but no similarity with the a
domain. Nevertheless, NMR studies of
the b domain have indicated a similar
overall fold. From its sequence, it could
be inferred that b′ also has the same fold.
Neither b nor b′ contain the active site.

The folding pathway of disulfide-bound
proteins involves isomerizations between
a number of species containing disulfide
bonds. In vitro experimental studies were
performed using the isolated a and a′ do-
mains, and the results were compared with
those obtained with the holoenzyme. It
was concluded that the activity of long
length PDI is not simply the sum of
the activities of the isolated a and a′
domains. Using a series of constructs
including nearly every linear combina-
tion of domains, the contribution of each
domain was investigated. It was deter-
mined that the thiol-disulfide chemistry
requires only the a and a′ domains, and
that simple isomerization requires one of
these in a linear combination including b′,
whereas complex isomerization involving
large conformational changes requires all
the PDI domains except the C-terminal
extension. Thus, it appears that the b′ do-
main is the principal peptide binding site,
but all domains contribute to the bind-
ing of larger polypeptide chains holding
them in a partially unfolded conformation
while the catalytic sites acts synergistically
to perform the thiol-disulfide exchange.
Since PDI has binding properties, it has
been proposed that it acts as a molecu-
lar chaperone. However, as underlined by
Freedman and coworkers, this property
does not represent a chaperone activity
and instead reflects its role as a catalyst to

accelerate the formation of native disulfide
bridges during protein folding.

Several gene products with similarity
to PDI have been identified in higher
eukaryotes. All are probably localized in
the endoplasmic reticulum and have thiol-
disulfide exchange activity.

In prokaryotes, the disulfide formation
occurs in the periplasm and is catalyzed by
a protein called DsbA, which exchanges
its Cys30–Cys33 to a pair of thiols in
the target protein, leaving DsbA in its
reduced state. The crystal structure of
oxidized DsbA displays a domain with a
thioredoxin-like fold and another domain,
which caps the thioredoxin-like active site
C30-P31-H32-C33, located at the domain
interface. Reoxidation of DsbA is cat-
alyzed by a cytoplasmic membrane protein
called DsbB, which contains four cys-
teine residues essential for catalysis. DsbB
transfers the electrons from the reduced
DsbA to membrane embedded quinones.
The reduced quinones are then oxidized
enzymatically either aerobically or anaero-
bically. Thus, DsbA is found in normal
cells in its oxidized state. E. coli also
has a complex reductive system includ-
ing another periplasmic protein DsbC,
which is a homodimer. The molecule
consists of two thioredoxin-like domains
with a CxxC motif, joined via hinged
linker helices to an N-terminal dimer-
ization domain. The hinge regions allow
movement of the active site, and a broad
hydrophobic cleft between the two do-
mains may bind the polypeptide chain.
Its function consists of reducing proteins
with incorrect disulfide bonds. DsbC is
maintained in its reduced form by a mem-
brane protein called DsbD, which contains
six essential cysteine residues. Then, the
electrons are transferred to thioredoxin
and ultimately to NADPH by thioredoxin
reductase.
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All these enzymes, which catalyze the
pairing of cysteine residues in disulfide-
bridged proteins, have functional domains
pertaining to the thioredoxin superstruc-
ture.

Another type of enzyme, peptidyl–prolyl
cis–trans isomerases, facilitates the fold-
ing of some proteins by catalyzing the
cis–trans isomerization of X-Pro peptide
bonds. Two classes of unrelated pro-
teins demonstrate this activity, those that
bind cyclosporin, which are known as cy-
clophilins, and those that bind FK506. The
cellular function of these enzymes is im-
portant, since cyclosporin and FK506 are
potent immunosuppressors that regulate
T-cells activation. Both classes of pep-
tidyl–prolyl isomerases are ubiquitous,
and abundant in prokaryotes and eukary-
otes. The sequences of several members
of each family are known, and the three-
dimensional structures of at least one
member of each family have been eluci-
dated by X-ray crystallography and multidi-
mensional NMR. Their role is to accelerate
the cis-trans isomerization of X-pro pep-
tide bonds when this process is the rate-
limiting step in protein folding. Although
they do not present structural similarity,
both exhibit a hydrophobic binding cleft
favoring the rotamase activity by excluding
water molecules.

4
Protein Aggregation in the Cellular
Environment

4.1
The Formation of Inclusion Bodies

The overexpression of genes introduced in
foreign hosts frequently results in aggre-
gated nonnative proteins called inclusion
bodies. In cells, inclusion bodies appear as

unordered amorphous aggregates clearly
separated from the rest of the cytoplasm;
they form a highly refractive area when
observed microscopically. A great variety
of experimental studies indicates that the
formation of inclusion bodies results from
partially folded intermediates in the in-
tracellular folding pathway and not from
either totally unfolded or native proteins.

4.1.1 Occurrence of Inclusion Bodies
Inclusion bodies were first identified in
the blood cells of patients with abnormal
hemoglobins, the resulting pathology be-
ing anemia. Pathological point mutants of
hemoglobin aggregate into inclusion bod-
ies; this is the case for hemoglobin Köln
(Val98Met on the β chain) and hemoglobin
Sabine (Leu91Pro on the β chain). Similar
deposits have been described in studies on
the metabolism of abnormal proteins sub-
jected to covalent modification in E. coli.
The formation of aggregates also occurs
when cells are subjected to heat shock.

The in vivo folding pathway of tailspike
endorhamnosidase of Salmonella phage
22 is a well-documented system studied
by J.King’s group. Furthermore, it is one
of the few systems in which the in vivo
folding pathway has been compared with
the in vitro refolding pathway. The protein
is a trimer of 666 amino acids. The sec-
ondary structure is predominantly β-sheet.
Newly synthesized polypeptide chains re-
leased from the ribosome generate an
early partially folded intermediate. This in-
termediate further evolves into a species
sufficiently structured for chain–chain
recognition. In the following step, an in-
completely folded trimer is formed upon
close association with the latter species.
The protrimer is then transformed into
the native tailspike. A clear difference be-
tween the physicochemical properties of
the intermediates and the native state has
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allowed their identification. Figure 3 illus-
trates the folding pathway of the protein.
The native protein is highly thermostable
with a Tm of 88 ◦C; it is also resistant
to detergents and proteases. During the
in vivo folding process, the intermediates
are sensitive to these factors, allowing
their identification. At low temperature,
almost 100% of the newly synthesized
chains reach the native trimer conforma-
tion. When the temperature increases in
the cells, the number of polypeptide chains
achieving the native state decreases. At
39 ◦C, the maturation proceeds with 30%
efficiency, while the remainder aggregates
into inclusion bodies. It has been shown
that the aggregation does not result from
an intracellular denaturation of the na-
tive protein, but is generated from an early
thermolabile intermediate. The aggregated
chains cannot recover their proper folding
by lowering the temperature. But when
polypeptide chains that have been synthe-
sized at high temperatures are shifted to
low temperature early enough, they can
refold correctly.

A set of mutations that alter protein
folding without modifying the proper-
ties and stability of native P22 tailspike
has been identified; they are referred
to as temperature-sensitive folding (tsf)
mutants. These mutations have been sup-
posed to destabilize the already thermola-
bile intermediate and are located at more
than 30 sites in the central region of
the polypeptide chain. Starting from mu-
tants kinetically blocked in their folding, a
second set of mutants capable of correct-
ing the folding defects was selected, and
the sequences surrounding the suppressor
mutations were identified. Only two sub-
stitution positions on the 666 amino acids
of the polypeptide chain were sufficient to
prevent inclusion body formation. Thus,
single temperature mutations that affect

the folding pathway but not the native
conformation of a protein are efficient in
preventing off-pathway and subsequent ag-
gregation. A similar result has been found
for heterodimeric luciferase. For recom-
binant proteins such as interferon-γ and
interleukin 1β, as well as for P22 tail-
spike, amino acid substitutions that can
decrease or increase the formation of in-
clusion bodies without alteration of the
functional structure were found by Wetzel
and coworkers.

The formation of inclusion bodies is
frequently observed in the production of
recombinant proteins. High levels of ex-
pression of these proteins result in the
formation of inactive amorphous aggre-
gates, and has been reported for proteins
expressed in E. coli and also in several
host cells, gram-negative as well as gram-
positive bacteria, and eukaryotic cells such
as Saccharomyces cerevisiae, insect cells,
and even animal cells. The production
of recombinant proteins, among them
human insulin, interferon-γ , interleukin
1β, β-lactamase, prochymosin, tissue plas-
minogen activator, basic fibroblast growth
hormone, and somatotropin, gives rise to
inclusion bodies.

4.1.2 Characteristics of Inclusion Bodies
Inclusion bodies can form in the cytoplasm
and in the periplasmic space of E. coli.
Wild-type β-lactamase expressed in E. coli
results in the formation of inclusion bodies
in the periplasm, whereas the protein
expressed without its signal sequence
aggregates in the cytoplasm.

The characteristics of the aggregates de-
pend on how the protein is expressed.
Different sizes and morphologies have
been observed. Generally, inclusion bodies
appear as dense isomorphous aggregates
of nonnative proteins separated from the
rest of the cytoplasm, but not surrounded
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(a)

(b)

Fig. 9 Electron micrographs of (a) cytoplasmic β-lactamase inclusion
bodies in E. coli RB791(pGB1) and (b) purified inclusion bodies from the
same origin (courtesy of G.A. Bowden, A.M. Paredes & G. Georgiou).
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by a membrane (Fig. 9). They look like
refractile inclusions, which can be easily
recognized by phase contrast microscopy
when large enough. For prochymosin ex-
pressed in E. coli, the lack of birefringence
indicates that inclusion bodies are not crys-
talline. The size distribution of inclusion
bodies has been studied for prochymosin
and interferon-γ , and Marston reported
the mean size of particles to be 0.81 and
1.28 µm respectively, with a relatively high
void fraction. The void volume was about
70% of the total volume for interferon-
γ and 85% for prochymosin. Structural
characterization studies using ATR-FTIR
(attenuated total reflectance Fourier trans-
formed infrared spectroscopy) have shown
that the insoluble nature of inclusion bod-
ies may be due to their increased levels of
nonnative intramolecular β-sheet content.

Inclusion bodies consist mostly of
the overexpressed recombinant protein,
and can contain little contaminating
molecules. Thus, they can be used as a
source of relatively pure misfolded protein
when refolding yields the active protein.
However, some amorphous bodies incor-
porate other molecules, for example, inclu-
sion bodies from E. coli cells overexpress-
ing β-lactamase contain only between 35
and 95% intact β-lactamase. The rest con-
sists of a variety of intracellular proteins,
some lipids, and a small amount of nucleic
acids. Homogeneous inclusion bodies
were obtained by expressing β-lactamase
without its leader peptide. Under these
conditions, aggregation occurs within the
cytoplasm. The extent of incorporation of
other macromolecules in inclusion bodies
depends upon the overexpressed protein.

The formation of inclusion bodies gen-
erally appears to be a disadvantage, since
it requires the dissolving of the aggregates
in denaturant and subsequent refolding of
the protein. However, when the recovery

of the active product can be obtained with
a sufficient yield, certain advantages may
accrue. Indeed, aggregation generally pre-
vents proteolytic attack, except when the
protein coaggregates with a protease. The
formation of inclusion bodies is also an ad-
vantage for the production of proteins that
are toxic for the host cells. Furthermore,
these aggregates contain a great quantity
of the overexpressed protein.

4.1.3 Strategies for Refolding Inclusion
Body Proteins
The recovery of the active protein from
inclusion bodies is crucial for indus-
trial purposes. In structural proteomics
today, efficient production of genetically
engineered proteins is a prerequisite for
exploiting the information contained in
the genome sequences. The strategy to re-
cover active proteins involves several steps
of purification. The first step, the sepa-
ration of the inclusion bodies from the
cell, consists of cell lysis monitored either
by high-pressure homogeneization, or by
a combination of mechanical, chemical,
and enzymatic techniques such as the use
of EDTA and lysozyme. The lysates are
then treated by low-speed centrifugation
or filtration to remove the soluble frac-
tion from the pellet containing inclusion
bodies and cell debris. The most difficult
task is to remove the contaminants; this
is achieved by the washing steps, which
commonly utilize EDTA and low concen-
trations of denaturants or detergents such
as Triton X-100, deoxycholate, or octylglu-
coside. Using centrifugation in a sucrose
gradient, it is generally possible to remove
cell debris and membrane proteins. When
the accumulation levels of aggregates are
very high, inclusion bodies may be directly
solubilized by treatment in a high con-
centration of denaturant, eliminating the
need for gradient centrifugation. In this
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case, the costs of production are consider-
ably reduced.

A variety of techniques are available
to solubilize purified inclusion bodies.
The most commonly used solubilizing
reagents are strong denaturants such as
guanidine hydrochloride and urea. Gener-
ally, high denaturant concentrations are
employed, 4 to 6 M for guanidine hy-
drochloride, and 5 to 10 M for urea to
allow the disruption of noncovalent in-
termolecular interactions. Conditions may
differ somewhat according to the denat-
urant and the protein. Lower denaturant
concentrations have been used to solubi-
lize cytokines from E. coli inclusion bodies.
The purity of the solubilized protein was
much higher at 1.5 to 2 M guanidinium
chloride than at 4 to 6 M guanidinium
chloride. At higher denaturant concentra-
tions, contaminating proteins were also
released from the particulate fractions.

Extremes of pH have also been used to
solubilize inclusion bodies and for growth
hormone, proinsulin, and some antifungal
recombinant peptides. However, exposure
to very low or very high pH may not be
applicable to many proteins and may cause
irreversible chemical modifications.

Detergents such as sodium dodecylsul-
fate (SDS) and n-cetyl trimethylammo-
nium bromide (CTAB), have also been
used to solubilize inclusion bodies. Ex-
tensive washing may then be needed
to remove the solubilizing detergents.
They also may be extracted from the re-
folding mixture by using cyclodextrins,
linear dextrins, or cycloamylose. Recent
developments include the use of high
hydrostatic pressure (1–2 kbar) for solu-
bilization and renaturation. For proteins
with disulfide bonds, the addition of a re-
ducing reagent such as dithiothreitol or
β-mercaptoethanol is necessary to disrupt
the incorrectly paired disulfide bonds. The

concentrations generally used are 0.1 M
for dithiothreitol and 0.1 to 0.3 M for β-
mercaptoethanol.

When expression levels are very high,
an in situ solubilization method can be
used. It consists of adding the solubilizing
reagent directly to the cells at the end
of the fermentation process. The main
disadvantage of this technique concerns
the release of contaminants.

The last step is the recovery of the ac-
tive protein. When inclusion bodies have
been solubilized, the refolding is achieved
by removal of the denaturant. This can
be done by different techniques including
dilution, dialysis, diafiltration, gel filtra-
tion, chromatography, or immobilization
on a solid support. Dilution has been
extensively used. It considerably reduces
concentrations of both denaturant and
protein. This procedure, however, cannot
be applied to the commercial scale re-
folding of recombinant proteins, because
large downstream processing volumes in-
crease the cost of products. Although
dialysis through semipermeable mem-
branes has been used successfully to
refold several proteins, it is not employed
in large-scale processes. This is because
it requires very long processing times,
and there is the risk that during dial-
ysis, the protein will remain too long
at a critical concentration of denaturant
and aggregate. The removal of the de-
naturant may be accomplished through
gel filtration. However, here again, a
possible aggregation could lead to flow
restriction within the column. Dialfiltra-
tion through a semipermeable membrane
allows the removal of denaturant and
other small molecules and retains the pro-
tein. This procedure has been used for
large-scale processing and was particularly
efficient in the refolding of prorennin and
interferon-β.
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During the refolding process, the for-
mation of incorrectly folded species and
aggregates usually decreases the refolding
yield. For disulfide-bridged proteins, the
renaturation buffer must contain redox-
shuffling mixture to allow the formation
of correctly paired disulfide bridges. Stabi-
lizing reagents may be added to improve
the refolding yield. An efficient strategy
is the addition of small molecules to sup-
press intermolecular interactions leading
to aggregation. Sugar, alcohols, polyols
(including sucrose, glycerol, polyethylene
glycol, isopropanol), cyclodextrin, lauryl-
maltoside, sulfobetains, L-arginine, and
low concentrations of denaturants and de-
tergents, have been used to increase the
refolding yield. L-arginine at a concentra-
tion ranging from 0.4 M to 0.8 M is the
most widely used additive today.

Another important factor in the refold-
ing process is the rate of removal of the
denaturant. Since there is kinetic compe-
tition between the correct folding and the
formation of aggregates from a folding in-
termediate, conditions that favor folding
over the accumulation of aggregates must
be found. To optimize this selection, Vil-
ick and de Bernadez–Clark developed a
strategy for achieving high protein refold-
ing yields. They start from a model of
refolding, develop the equations of refold-
ing kinetics, characterize the rate-limiting
step of the process, determine the influ-
ence of various environmental parameters,
and finally optimize the system of equa-
tions in a scheme involving diafiltration to
remove the denaturant. The approach was
evaluated in the refolding of carbonic an-
hydrase from 8 M urea. The yield obtained
after three diafiltration experiments was
69% whereas the model predicted a yield
of 73%.

The properties of molecular chaperones
have also been utilized to increase the

refolding yield. Altamiro and coworkers
have developed a system for refolding chro-
matography that utilizes GroEL, DsbA, and
peptidyl–prolyl isomerase immobilized on
an agarose gel. Kohler and coworkers
have built a chaperone-assisted bioreac-
tor; however, it could only be used for
three cycles of refolding and needs to be
improved. Another strategy consists of the
co-overproduction of the DnaK–DnaJ or
GroEL–GroES chaperones with the de-
sired protein; this can greatly increase
the soluble yield of aggregation-prone pro-
teins. Fusion proteins have also been used
to minimize aggregation.

The recovery of active proteins from in-
clusion bodies is a rather complex process.
Although some general strategies have
been developed, optimal conditions have to
be determined for each protein. Recently,
genetic strategies to improve recovery pro-
cesses for recombinant proteins have been
introduced. They consist of the introduc-
tion of combinatorial protein engineering
to generate molecules highly specific to
a particular ligand. Such methods, which
allow efficient recovery of a recombinant
protein, will be increasingly used in indus-
trial scale bioprocesses as well.

4.2
The Formation of Amyloid Fibrils and its
Pathological Consequences

The formation of amyloid fibrils plays a key
role in the origin of several neurodegen-
erative pathologies, such as spongiform
encephalopathies and Alzheimer’s dis-
ease. Historically, the term amyloid was
introduced to describe fibrillar protein
deposits associated with diseases known
as amyloidoses that involve the extracel-
lular deposition of amyloid fibrils and
plaques with the aspect of starch. For
many of these diseases, the major fibrillar
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protein component has been identified.
In the 1970s, it was demonstrated that
lysosomal proteins under acidic condi-
tions could form amyloid fibrils. It was
generally accepted at this time that prote-
olysis was the amyloidogenic determinant.
Twenty years later, it was shown that
purified transthyretin is converted into
amyloid fibrils via an acid-induced confor-
mational change in vitro, demonstrating
that conformational changes alone were
responsible for producing an intermedi-
ate generating amyloid structure. These
aberrant protein self-assemblies are at
the origin of more than hundred human

amyloid diseases, some of them being
lethal.

Twenty unrelated protein precursors
are known to form amyloid fibrils,
among them transthyretin, lysozyme, im-
munoglobulin light chain, β2 microglob-
ulin, Alzheimer Aβ1–40 and Aβ1–42
peptides, the mammalian prion protein,
and the yeast prion-like proteins (Table 1).
Since they are subjects of another chap-
ter, prion proteins will not be discussed
here. Although they have no homology
in sequence and structure, all form amy-
loid fibrils with a similar overall struc-
ture, suggesting a common self-assembly

Tab. 1 Amyloidogenic proteins and the corresponding diseases.

Clinical syndrome Precursor protein Fibril component

Alzeimer’s disease APP β-peptide 1–40 to 1–43
Primary systemic amyloidosis Immunoglobulin light chain Intact light chain or fragments
Secondary systemic amyloidosis Serum amyloid A Amyloid A (76-residue

fragment)
Senile systemic amyloidosis Transthyretin Transthyretin or fragments
Familial amyloid polyneuropathy I Transthyretin Over 45 transthyretin variants
Hereditary cerebral amyloid

angiopathy
Cystatin C Cystatin C minus 10 residues

Hemodialysis-related β2-microglobulin β2-microglobulin
amyloidosis Apolipoprotein A1 Fragments of Apolipoprotein

A1
Familial amyloid polyneuropathy III Gelsosin 71-amino acid fragment of

gelsosin
Finnish hereditory systemic

amyloidosis
Islet amyloid polypeptide

(IAPP)
Fragment of IAPP

Type II diabetes Calcitonin Fragments of calcitonin
Medullary carcinoma of the thyroid
Spongiform encephalopathies Prion Prion or fragments thereof
Atrial amyloidosis Atrial natriuretic factor

(ANF)
ANF

Hereditary nonneuropathic systemic
amyloidosis

Lysozyme Lysozyme or fragments
thereof

Injection-localized amyloidosis Insulin Insulin
Hereditary renal amyloidosis Fibrinogen Fibrinogen fragments
Parkinson disease α-synuclein∗

Source: (According to Kelly, J.W. (1996) Alternative conformations of amyloidogenic proteins govern
their behavior, Curr. Opin. Struct. Biol. 6, 11–17); ∗From J.C. Rochet & P.T. Lansbury (2000) Curr.
Opin. Struct. Biol. 10, 60–68.



Aggregation, Protein 47

pathway. In all proteins known to form
amyloid fibrils, there is a conversion of
α- to β-structure. Amyloid fibrils are ab-
normal, insoluble, and generally protease-
resistant structures. They were first rec-
ognized by their staining properties. The
most commonly used method to de-
tect amyloid is staining by Congo Red,
which exhibits a green birefringence. Amy-
loid fibrils are generally 60 to 100 Å in
diameter and of variable length. X-ray
diffraction data on fibrils, solid-state NMR
studies, cryoelectron microscopy, and in-
frared Fourier transform experiments have
shown that amyloid fibrils are made of two
or more β-sheet filaments wound around
one another. They have a characteristic
cross-β repeat structure, the individual β-
strands being oriented perpendicular to
the long axis of the fibril.

Recently, progress has been made in
the knowledge of the mechanisms in-
volved in the formation of amyloid fibrils.
Oligomeric prefibrillar intermediates have

been extensively characterized with re-
spect to their structure and temporal
evolution. A well-documented example is
provided by the studies on transthyretin.
The biological role of this protein is the
transport of thyroxin by direct binding
and the transport of retinol via the retinol
binding protein. The wild-type protein is
very stable at neutral pH. In certain in-
dividuals, however, it is converted into
amyloid fibrils, and this is associated
with the disease, senile systemic amy-
loidosis. Several variants are associated
with familial polyneuropathies. In vitro
biophysical studies have identified condi-
tions leading to amyloid formation. The
three-dimensional structure of the pro-
tein is known. The wild-type protein is
a tetramer at pH ranging between 5 and 7;
the tetramer dissociates into a monomer
when the pH decreases. The dissociation
is the rate-limiting step of the process.
The monomer exhibits an altered tertiary
structure, which aggregates in amyloid

Native protein Amylogenic intermediate

Protofibrils

Fibrils

n

Unfolded protein

Fig. 10 Schematic representation of the formation of amyloid fibrils from a
partially folded intermediate.



48 Aggregation, Protein

protofilaments, and then forms amyloid
fibrils. This formation is at its maxi-
mum at pH 4.4. Using deuterium–proton
exchange monitored by two-dimensional
NMR spectroscopy on transthyretin at pH
5.75 and 4.5, Liu et al. have shown a se-
lective destabilization of one half of the
β-sandwich structure of the protein, in-
creasing the mobility of this region. These
studies have identified the residues that
undergo increased conformational fluc-
tuations under amyloidogenic conditions.
The mutations in the pathological variants
responsible for familial amyloid polyneu-
ropathies are localized in this region. A
strategy to delay the formation of amyloid
fibrils proposed by Saccheti & Kelly was
to develop molecules capable of stabilizing
the tetramer.

Fig. 11 Molecular model of an amyloid
fibril derived from cryoelectron
microscopy analysis of fibrils grown
from an SH3 domain by incubation of a
solution containing the protein at low
pH (reproduced from Dobson, C. (1999)
TIBS 24, 331, with permission).

Two variants of human lysozyme,
Ile56Thr and Asp67His have been reported
to be amyloidogenic; they are responsible
for fatal amyloidoses. Pepys and colleagues
have determined the precise structures and
properties of these mutants. The native
fold of the two amyloidogenic variants,
as resolved by X-ray crystallography, is
similar to that of the wild-type protein.
Both variants are enzymatically active, but
have been shown to be unstable. The re-
placement of an aspartate by a histidine
suppresses a hydrogen bond formed in
the wild-type protein with a tyrosine in a
neighboring β-strand. This rupture opens
a large gap between two β-strands. In
the other variant, the replacement of an
isoleucine by a threonine suppresses a van
der Waals contact with a neighboring he-
lix. Consequently, changes in the interface
between the α- and β-domains occur in
both variants, destabilizing the molecule.

The mutations leading to amyloid fibril
formation are observed to result in a
decreased stability of the native state. In
all cases, the formation of fibrils occurs
from a partially structured molecule via
nucleation-dependent oligomerization. It
was observed for several proteins that
fibrillation takes place only after a lag
phase, which is abolished upon seeding.
Nucleation is followed by the formation
of protofibrils whose characteristics have
been determined (Fig. 10). Atomic force
microscopy and fluorescence correlation
spectroscopy have been used to monitor
transitions among the different types
of assemblies.
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Recent observations from Dobson and
his group have shown that several pro-
teins unrelated to amyloid diseases are
able to aggregate in vitro into amyloid
fibrils when exposed to mild denaturing
conditions. These fibrils are indistinguish-
able from those found in pathological
conditions. It was demonstrated for dif-
ferent proteins such as normal lysozyme,
an SH3 domain of a phosphatidyl in-
ositol protein kinase (Fig. 11), an acyl
phosphatase, and an α-helical protein,
myoglobin suggesting a common mech-
anism for the formation of amyloid.
These findings clearly indicate that amy-
loid formation is a general property of
polypeptide chains rather than one re-
stricted to definite sequences as occurs
with chameleon sequences capable of
adopting either a β- or an α-helicoidal
structure depending on their environment.
Furthermore, these aggregates exhibited
an inherent toxicity when incubated with
mouse fibroblasts. Several groups sug-
gest that oligomeric intermediates rather
than fibrils themselves are responsible for
pathogenicity.

Significant progress has been made in
understanding the mechanisms involved
in the formation of amyloid fibrils. This
is an important step in guiding research
into the discovery of molecules with
therapeutic efficiency.

See also Circular Dichroism in
Protein Analysis.
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Aging
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their life span.
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DNA Damage
A DNA alteration that has an abnormal structure, which cannot itself be replicated
when the DNA is replicated, but which may be repaired.

DNA Repair
The process of removing damage from DNA and restoring the DNA structure.

Mutation
A change in the sequence of DNA base pairs, which may be replicated and
thus inherited.

Sex
The process by which genetic material (usually DNA) from two separate parents is
brought together in a common cytoplasm where recombination of the genetic material
ordinarily occurs, followed by the passage of the recombined genome(s) to progeny.

Complementation
The masking of the expression of mutant genes by corresponding wild-type genes
when two homologous chromosomes share a common cytoplasm.

� A number of theories have been proposed to account for the biological phenomena
of aging and sexual reproduction (sex). An emerging unified theory that accounts
for a considerable amount of the data relating to both aging and sex is
presented here.

Aging appears to be a consequence of DNA damage, while sexual reproduction
(sex) appears to be an adaptation for coping with both DNA damage and mutation.
DNA, the genetic material of most organisms, is composed of molecular subunits
that are not endowed with any peculiar chemical stability. Thus, DNA is subject to
a wide variety of chemical reactions that might be expected of any such molecule
in a warm aqueous medium. DNA damages are known to occur very frequently,
and organisms have evolved enzyme-mediated repair processes to cope with them.
In any cell, however, some DNA damage may remain unrepaired despite repair
processes. Aging appears to be due to the accumulation of unrepaired DNA damage
in somatic cells, especially in nondividing cells such as those in mammalian brain
and muscle.

On the other hand, the primary function of sex appears to be the repair of damages
in germ cell DNA through efficient recombinational repair when chromosomes pair
during the sexual process. This allows a relatively undamaged genome to initiate the
next generation. In addition, in diploid organisms, sex allows chromosomes from
genetically unrelated individuals (parents) to come together in a common cytoplasm
(that of progeny). Since genetically unrelated parents ordinarily would not have
common mutations, the chromosomes present in the progeny should complement
each other, masking expression of any deleterious mutations that might be present.
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Thus, aging and sex appear to be two sides of the same coin. Aging reflects the
accumulation of DNA damage and sex reflects the removal of DNA damage, and in
diploid organisms, the masking of mutations by complementation.

1
The DNA Damage Theory of Aging

1.1
Occurrence of DNA Damage and Pathways
of DNA Repair

Except for certain viruses with an RNA
genome, the genomes of most organisms
are composed of DNA. If DNA damage is
the cause of aging, then DNA damage is ex-
pected to occur frequently in multicellular
organisms. Table 1 lists some important
types of DNA damage caused by normal
metabolic processes in mammals. These
data suggest, for instance, that in the rat at
least 95,000 DNA damages of various types
occur, averaged over all cell types, per cell
per day. The majority of these damages
alter the structure of only a single DNA
strand, so the redundant information in
the complementary strand can usually be
used to repair the damage. The damages
shown in Table 1 are the newly occurring
damages, most being rapidly repaired.

Five major DNA repair pathways known
to be utilized by cells to repair the damages
indicated in Table 1 are as follows:

• Nucleotide excision repair (NER) [with
two subpathways, largely using the
same enzymes: transcription coupled
repair (TCR) and global genomic repair
(GGR)]

• Base excision repair (BER)
• Nonhomologous end joining (NHEJ)
• Homologous recombinational repair

(HRR)

• O6-methylguanine-DNA methyltrans-
ferase (MGMT)

1.2
Consequences of Unrepaired DNA Damage

If accumulated DNA damages are the
cause of aging, then repair processes
would be less than 100% efficient; some
types of unrepaired damages left each day
would gradually build up in nondividing or
slowly dividing cells. Most investigators ex-
amining the presence of DNA damages in
tissues of young versus old mammals (usu-
ally rodents) have found an accumulation
of damaged bases or single- or double-
strand breaks with age. The tissues where
accumulation of DNA damage has been
shown include liver, kidney, heart, muscle,
and brain.

A number of different types of DNA
damage have been tested for their effects
on transcription and DNA replication. It
was found that transcription is blocked
by UV-induced damages (mainly pyrim-
idine dimers) by adducts produced by
derivatives of benzo[a]pyrene, N-acetoxy-
2-fluorenylacetamide, or aflatoxin B1 and
also by the oxidized base, thymine glycol.
UV-induced DNA damages and thymine
glycol have also been shown to block DNA
replication. These findings suggest that
many types of DNA damage inhibit tran-
scription and replication.

A reduction in the ability to transcribe
mRNA should lead to a decline in the
function of the cells. In fact, in mammalian
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Tab. 1 Endogenous DNA damages in mammalian cells.

Type of damage Approximate average incidence
(DNA damages/cell/day)

Oxidative 500,000 (young mouse brain)
2,000,000 (old mouse brain)
86,000 (rats, all tissues)
10,000 (humans, all tissues)

Depurinations 9,000 (humans and rats)
Single-strand break 7,200 (in vitro)
O6-methylguanine 2,000 (in vitro)
Double-strand break >40 (rats)a

>3 (humans)a

DNA cross-link >37 (rats)a

>3 (humans)a

Glucose 6-phosphate adduct 3 (humans)

aThese numbers were calculated from the values in the references
by methods indicated in the literature.

brain, it has been shown that as single-
strand DNA damages accumulate with age,
mRNA synthesis and protein synthesis de-
cline, neuron loss occurs, tissue function
is reduced, and functional impairments
directly related to the central processes
of aging (e.g. cognitive dysfunction and
decline in homeostatic regulation) occur.
Similarly, it has been shown in muscle
cells that as single-strand DNA damages
accumulate, mRNA and protein synthe-
sis decline, cellular structures deteriorate,
cells die, and this is accompanied by a re-
duction in muscle strength and speed of
contraction. Thus, for brain and muscle,
accumulation of DNA damage is paralleled
by declines in function, suggesting a direct
cause-and-effect relationship between the
accumulation of DNA damage and major
features of aging. In other cells, including
those of liver and lymphocytes, evidence
for an increase in DNA damage paralleled
by a decline in gene expression and cel-
lular function has also been observed. In
general, it appears that tissues composed

of nondividing or slowly dividing cells ac-
cumulate DNA damage and experience
functional declines with age.

1.3
Life Span Extension by Genetic Alterations
that Increase DNA Repair, Reduce
Oxidative Damage, or Reduce Cell Suicide
(Apoptosis) due to DNA Damage

Table 2 lists alterations in genes con-
trolling DNA repair, oxidant status, or
apoptosis that result in increased life span.
The increases in life span found with
the genetic alterations in Table 2 are usu-
ally an increase in the maximum life
span (not just the mean life span) by
about 30 to 40%. Mean life span can
be extended by reductions in tumorige-
nesis or acute and sporadic diseases, not
generally regarded as a cause of aging.
The organisms with increased maximum
life span reported here showed longer
spans of normal vigorous activity (not
merely slowed metabolism, which can
also extend life span). The cellular roles
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of these genetic alterations are described
below.

1. MGMT. One frequent type of DNA
damage (see Table 1) is O6-methylguanine,
caused by low levels of alkylating agents
present in food, water, air, and tobacco
smoke, and formed by normal processes in
the body mediated by gastric bacteria and
macrophages. O6-methylguanine is specif-
ically repaired by a DNA repair enzyme
called O6-methylguanine-DNA methyltrans-
ferase (MGMT). MGMT transfers the extra
methyl group from guanine in DNA to
a particular amino acid within itself and
becomes ‘‘used up’’ after the transfer oc-
curs. The MGMT gene codes for one of
the five DNA repair mechanisms listed
in Section 1.1. As indicated in Table 2,
when 100 copies of the MGMT gene were
inserted into the mouse genome, these
mice (under the usual conditions of mouse
maintenance) had their life span extended
and died at a considerably slower rate than
wild-type mice.

2. SOD. Another important type of
metabolically caused DNA damage is ox-
idative damage, the most frequent damage
identified (Table 1). An apparently un-
avoidable by-product of normal respiratory
metabolism is the production of reac-
tive oxygen species (ROS) from molecular
oxygen, and ROS cause oxidative dam-
age. ROS include free radicals (where
the symbol • indicates an unpaired elec-
tron): the superoxide radical (O2

•−) and
the hydroxyl radical (OH•). Another oxy-
gen respiration by-product is hydrogen
peroxide (H2O2). H2O2, if not removed,
it diffuses fairly easily through the cell,
and when it encounters Fe2+ (the ferrous
ion), it can undergo the Fenton reac-
tion and produce OH• and other ROS.
ROS produce a number of lesions in
DNA, including base lesions, sugar le-
sions (the deoxyribose sugar is in the

backbone of DNA), DNA–protein cross-
links, single-strand breaks, double-strand
breaks, and abasic sites.

The major ROS produced by the cell
is O2

•−, formed in the mitochondria (the
energy-producing organelles of the cell).
Superoxide dismutase (SOD) occurs in
two forms, manganese SOD (MnSOD)
and copper/zinc SOD (Cu/ZnSOD). Both
forms of SOD convert O2

•− to the less dam-
aging H2O2, and then another enzyme,
catalase, converts H2O2 to molecular oxy-
gen and water. MnSOD occurs in the mi-
tochondria and Cu/ZnSOD occurs in the
cytoplasm. As shown in Table 2, a number
of investigators have found that insert-
ing genes producing higher than normal
levels of superoxide dismutase into the
fruit fly (Drosophila melanogaster) genome
results in life span extension. Insertion
of genes producing either MnSOD or
Cu/ZnSOD caused life span extension, al-
though the artificially inserted Cu/ZnSOD
only produced life span extension when
its expression was restricted to the motor
neurons, or solely to the adult phase of the
fruit fly life cycle.

Aging has been found to correlate with
increased levels of oxidative products, such
as protein carbonyls and 8-oxo-guanine in
DNA, and fruit flies lacking either catalase
or Cu/ZnSOD have a reduced life span.
Further, selection of a population of fruit
flies for increased life span correlates
with strongly increased expression of
both MnSOD and Cu/ZnSOD. Reverse
selection of these long life span flies to
a shorter life span resulted in reduced
expression of Cu/ZnSOD.

3. MsrA. In addition to DNA damage,
free radicals damage proteins, lipids,
and carbohydrates. Most proteins have
a short half-life (averaging about three
days in mouse liver). Oxidatively damaged
proteins and lipids are subject to both
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degradation and some repair reactions.
If cellular genes that code for enzymes
involved in the replacement of damaged
proteins are themselves damaged, then
damaged proteins may not turn over
as rapidly, and protein damages may
become important as they accumulate with
age. Table 2 shows that insertion of an
extra gene encoding bovine methionine
sulfoxide reductase (MsrA) in the fruit fly
genome, which helps repair oxidatively
damaged proteins, leads to life span
extension. Consistent with this, MsrA,
when defective in the mouse, results in
early aging (Table 3).

4. p66Shc. The p53 gene has a central
role in response to DNA damage. The
p53 protein is directly active in three
forms of DNA repair (NER, BER, and
HRR). When there is no externally induced
DNA damage, p53 has a half-life of
only 5 to 40 minutes since specific
enzymes target p53 for degradation. Thus,
p53 is kept at a low level when there
is no DNA damage. However, upon
exposure of a cell to DNA-damaging
agents, p53 becomes metabolically stable
and, in addition, more copies of it are
produced in the cell. In the presence
of various types of DNA damage, p53
undergoes modifications at some of the
18 different sites within the protein. Some
of these modifications [phosphorylations,
acetylations, poly(ADP-ribosyl)ations, or
sumoylations (covalent attachments of
small ubiquitin-like proteins) allow the
p53 protein to act as a regulatory agent,
activating numerous other genes, carrying
out different responses to different kinds
or levels of DNA damage. The p53 protein
can regulate or act in at least four major
types of responses to DNA damage (acting
as a ‘‘master switch’’), and which action or
transactivation (regulating the induction
of other genes) it performs depends on

the level and type of DNA damage. p53
can (1) send the cell into cell cycle arrest
(to allow extra time for repair of DNA
damage); (2) act directly in DNA repair
(see Fig. 1 for where p53 acts in NER);
(3) cause the cell to switch into a cell
suicide mode (apoptosis); or (4) cause the
cell to produce higher levels of ROS
(apparently as a preliminary to entering
the cell suicide mode of apoptosis). When
acting to increase the internal level of ROS
and entry into apoptosis, p53 acts through
another gene it controls, p66Shc.

When a mouse embryo is produced
with both copies of its p66Shc gene
inactive (a p66Shc ‘‘knockout’’), mouse
embryo fibroblast cells derived from it
have intracellular levels of ROS reduced by
about 40%. Consistent with this reduction
in ROS, there is also greatly reduced
oxidative damage accumulation in both
nuclear and mitochondrial DNA of these
cells. A similar reduction in nuclear and
mitochondrial DNA damage is seen in
vivo in the tissues of lung, spleen, liver,
and skin in 3- and 24-month-old p66Shc
knockout mice, although there is no
reduction in the brain, where p66Shc is
not normally expressed. Cells of these mice
are inhibited from undergoing apoptosis
after cellular oxidative damage (when
challenged with externally applied H2O2).
Knockout mice without p66Shc show
life span extension without any notable
increase in cancer or other pathological
defects (Table 2). Mice with a type of
overactive p53 (an increase in some
p53 functions) and intact p66Shc show
early aging (Table 3). On the other hand,
removal of all p53 functions (some of
which are protective in DNA repair) also
results in early aging (Table 3).

5. PARP. DNA damages caused by
alkylating agents (such as those that
methylate guanine, discussed above),
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ionizing radiation (which produces DNA
single- and double-strand breaks and
oxidative damages), and ROS result in
rapid activation of an enzyme called
poly(ADP-ribose) polymerase, or PARP.
PARP, similar to p53 discussed above,
has a role as a ‘‘master switch’’. PARP
can (1) act directly in one form of DNA
repair, BER, (2) control the function of
many other proteins by catalyzing the ad-
dition of ADP-ribose branched polymers
onto them (either activating or repressing
their function), and (3) trigger apoptosis
(cell suicide). In addition, PARP controls
new transcription or activities of a number
of genes affecting survival or apoptosis,
including p53. It was found that centenar-
ians (humans who have lived for more
than 100 years) have a modified form
of PARP, which is more efficiently acti-
vated than the PARP of noncentenarians
(Table 2), thereby apparently causing life
span extension. In addition, the maximal
poly(ADP-ribosyl)ation capacity (efficiency
of activation of PARP) in leukocytes of
13 mammalian species of different life
span was measured. There was a strong
correlation of PARP efficiency of activation
with species-specific life span.

1.4
Premature Aging Associated with Defects in
DNA Repair or Increased Oxidant Status

DNA damages are so frequent (Table 1)
that total absence of DNA repair of a
common damage is likely to be incom-
patible with life. If a DNA repair pathway
lacks an essential enzyme, but the missing
enzyme can be, at least, partially com-
pensated for by a similar enzyme, then
repair may be adequate to allow sufficient
survival and growth to show premature
aging. This will also occur if a particu-
lar DNA damage is preferentially repaired

by one pathway, but another repair path-
way, with less efficiency, also repairs
that damage.

1. Helicase. There are at least 31 hu-
man enzymes that are helicases or con-
tain helicase-motif domains. Helicases are
enzymes that unwind and separate the
strands of DNA, usually using the hydroly-
sis of ATP to provide the necessary energy.
Some enzymes with multiple helicase-
motif domains only act as ATPases, pro-
viding energy to DNA-related processes.
Helicases or enzymes with helicase-motif
domains participate in DNA repair, DNA
replication, and DNA recombination. Usu-
ally, the helicase activity is specific for a
particular DNA configuration. Some he-
licases involved in particular DNA-repair
pathways may be partially replaceable, at
least at a low level, by other helicases. That
may be why five genes, which code for
enzymes with helicase functions, or heli-
case motifs plus an ATPase function, and
which are required in different DNA re-
pair pathways, when genetically defective,
cause syndromes characterized by early
aging in humans (Table 3). These syn-
dromes are Werner syndrome, Bloom syn-
drome, Rothmund–Thomson syndrome,
Trichothiodystrophy and Cockayne syn-
drome (Table 3). Similarly, in the mouse,
a defect in the Ku-80 gene, which normally
activates the Ku-70 helicase function, re-
sults in an early aging phenotype (Table 3).
The different helicases listed in Table 3
have specificities for HRR, NHEJ, NER,
TCR or BER, so that defects in each of
these DNA repair pathways may allow
accumulation of different types of DNA
damage, each type being able to contribute
to premature aging.

2. Topoisomerase. Topoisomerases inter-
act with helicases in DNA repair, recombi-
nation, and replication. When a helicase



64 Aging and Sex, DNA Repair in

unwinds the two DNA strands of the
double helix, this introduces supercoiling
of the associated DNA. Topoisomerases
introduce controlled breaks plus reattach-
ments in DNA to relieve supercoiling.
There are a number of topoisomerases
in mouse and human cells. The different
topoisomerases interact specifically with
different helicases. However, some topoi-
somerases may be partially replaceable by
another topoisomerase at a low level. In the
mouse, a mutant lacking topoisomerase
IIIβ develops to maturity but shows
early aging (Table 3). Topoisomerase IIIβ
interacts with human RecQ5β helicase and
is thought to act in DNA repair, replication,
or recombination (Table 3).

3. ERCC1. Excision Repair Cross Com-
plementing 1 (ERCC1), when defective, is
another gene whose absence or truncation
causes an early aging phenotype in the
mouse (Table 3). ERCC1 functions in both
NER and interstrand cross-link repair (in
a step prior to HRR). ERCC1 has homol-
ogy with an endonuclease active in NER
in yeast, and that yeast endonuclease can
compensate for the loss of a topoisomerase
or a helicase. Thus, ERCC1 may have some
functional similarity to topoisomerase or
helicase in DNA repair. Conversely, loss
of ERCC1 may be partially compensated
for by a helicase or topoisomerase, or by
another endonuclease in mouse, so that a
defect in ERCC1 is not lethal but causes
early aging. ERCC1 primarily functions in
NER as an endonuclease as illustrated in
Fig. 1.

4. p53. Similar to helicase and topoiso-
merase, p53 occurs as one of a family of
enzymes, p53, p63, and p73 (and both p73
and p63 have multiple isoforms), which
share significant homology and have sim-
ilar functions. In particular, p73 has a role
in activating DNA repair enzymes and in

carrying out apoptosis in the face of ex-
cess DNA damage (see below in Fig. 3).
Thus, loss of p53 may, in part, be compen-
sated for by functions of p73 and/or p63.
In Section 1.3.4, we briefly discussed an
overactive form of p53 that causes early ag-
ing. This mutant form of p53 has its effect
in the presence of a wild-type p53 (a het-
erozygous situation) where it may increase
some functions detrimental to the cell. Al-
though it is not known which functions
it increases, an increase of p66Shc under
p53 control could reasonably be expected
to cause early aging, since it would in-
crease DNA damage through increases in
ROS. In addition, a p53 knockout mouse,
lacking all functions of p53, including its
functionality in three DNA repair path-
ways (NER, BER, and HRR), is also viable
but ages prematurely (Table 3).

5. MsrA. As discussed in Section 1.3.3,
if cellular genes, which code for activity
in the replacement of damaged proteins,
are themselves damaged, then damaged
proteins may not turn over as rapidly, and
protein damages may become important
as they accumulate with age. Added activity
of MsrA in the fruit fly gave greater
longevity. Defective MsrA in the mouse
caused early aging (Table 3).

1.5
Normal Aging in spite of Certain Defects in
DNA Repair or Increases in Antioxidant
Enzyme Production

If a DNA repair pathway lacks an enzyme,
but the missing enzyme is partially
compensated for by a similar enzyme,
then repair may be sufficient to allow
survival, growth, and normal aging. While
such fairly good compensation may allow
normal aging, the repair of DNA damages
would still be less than if the repair
pathway were intact, and that could lead to
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increased carcinogenesis. Such fairly good
compensation for DNA repair enzyme
defects may be the basis for normal aging,
but increased carcinogenesis, shown by
mice with the DNA repair mutations listed
in Table 4. As shown in Fig. 1, XPA and
XPC proteins each occur as one member
of a pair of complexed proteins whose
function is recognition of DNA damage
to be repaired by an NER pathway. It is
possible that the other complexes that can
recognize DNA damage can compensate,
at some level, when one of the recognition
complexes is absent.

Further, in some instances, genetic
alterations caused increased SOD produc-
tion in fruit flies but did not affect aging.
However, the inserted SOD gene may have
been turned on under the control of pro-
moters expressing in tissues where it may
not have been useful, or at rather low levels.

1.6
Negative Correlation between Mito-
chondrial ROS Production and Life Span

If DNA damage is the major cause of aging,
ROS are a major source of DNA damage,
and mitochondria are a major source of
ROS, then animals with mitochondria
producing higher levels of ROS may
have a shorter life span, other factors
being equal. Comparisons were made
between long-lived birds and short-lived
mammals. Pigeons, with a maximum life
span of 35 years were compared with rats
(of similar body size) with a maximum
life span of 4 years, and parakeets and
canaries (maximum life spans of 21 and
24 years, respectively) were compared with
mice (maximum life span of 3.5 years).
Mitochondrial ROS production was lower
in the longer-lived avian species. However,
in addition, pigeons were shown to have
higher levels of SOD in brain, heart,

and kidney than the levels shown by
rats, so there was also higher antioxidant
enzymatic protection in the longer-lived
pigeon. This indicates that antioxidant
enzymes, which confer resistance to an
externally added source of ROS may be
of comparable importance to longevity as
endogenous rates of ROS production. The
values of one measured DNA-damaged
base, 8-oxodeoxyguanine, were lower in
canary brain and parakeet heart nuclear
DNA than in the comparison tissues of the
mouse, while in the other comparisons,
the level of this one damaged base was
not significantly different in nuclear DNA.
In another experiment quoted by Herrero
and Barja, other workers showed that
nuclei of starlings (another long-lived bird,
maximum life span of 20 years) have less
DNA breaks and abasic sites after exposure
to H2O2 than those of mice.

Mice heterozygous for a MnSOD defect
(MnSOD+/− mice) have higher levels
of oxidative damage to DNA, protein,
and lipids in their mitochondria, but
no increased damage to nuclear DNA
or cytoplasmic proteins. The MnSOD+/−
mice live as long as wild-type mice,
showing that mitochondrial DNA damage
(as distinct from nuclear DNA damage)
may not be central to longevity. This may
be because there are on the order of 1,000
mitochondria per cell, and mitochondria
with excess damage may be replaced by
replication of less damaged mitochondria.

In Section 1.3.2, we mentioned that the
long-lived strains of fruit flies have higher
levels of antioxidant defense enzymes. The
long-lived flies also had mitochondria that
had lower levels of ROS leakage. These
less leaky mitochondria, when transferred
to short-lived flies through maternal in-
heritance (only maternal mitochondria are
passed on to and maintained in progeny
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flies), also transferred the ability to live
about 25% longer.

1.7
Other Work Indicating the Central Role
of DNA Damage and DNA Repair
in Aging

Numerous studies have been performed
in mammals on the correlation between
the ability of cells to repair DNA and
the life span of the species from which
the cells were taken. The life spans of
the species varied from 1.5 years for the
shrew to 95 years for man. Almost all of
the studies showed a positive correlation
between DNA repair capacity and life span.
Many experiments have been performed
on the effect of adding antioxidants to the
diets of organisms upon the organism’s
life span. Although the results of such
experiments are not entirely consistent,
certain antioxidants have been found to
generally increase life span. Vitamin E,
for example, has been found to increase
the life span of rat, insects, rotifers,
nematodes, and paramecium.

More than 50 studies have been per-
formed to examine the possible experi-
mental acceleration of aging by externally
applied DNA-damaging agents. Overall,
it has been found that sublethal doses
of ionizing radiation or DNA-damaging
chemicals in the diet shorten life span,
but many specific aspects of normal ag-
ing are not accelerated. Several authors
have noted that the distribution (over time
and in different tissues) of DNA dam-
ages induced by external agents does not
closely mimic that of natural damages.
This difference could explain why the
life-shortening effects induced by external
agents do not closely conform to natural
aging. In particular, natural damages prob-
ably accumulate gradually, so they would

tend to build up in nondividing cells, while
they would be diluted out in dividing cells.
Exposure to an external agent over a brief
period, on the other hand, could cause
equally large numbers of damages to non-
dividing and rapidly dividing cells. The
effect on rapidly dividing cells could be
very large by interfering with DNA repli-
cation. In addition, if oxidative damages
are important in normal aging, then brain
cells, which have a high level of oxidative
metabolism should have more damages
than most other cell types. Externally ap-
plied damages would not be expected to
produce this particular type of bias. Thus,
the general finding that sublethal expo-
sure to DNA-damaging agents shortens
life span, while not uniformly accelerat-
ing the natural aging process, is consistent
with the DNA damage theory of aging.

1.8
Calorie Restriction and Aging

Numerous studies have shown that calorie
restriction in yeast, nematode worms,
fruit flies, and rodents can give life
span extension. The transcription of a
large number of genes is altered with
calorie restriction. In rat muscle, 34 of
800 genes tested were altered in their
transcription under calorie restriction,
with some of the largest changes being
upregulation of Cu/ZnSOD and MnSOD.
In fruit flies, where 14,028 genes were
assessed, 2,188 showed significant up- or
downregulation after calorie restriction.
In particular, DNA repair genes were
downregulated (which may reflect reduced
DNA damage). Evaluation of upregulated
genes was problematic, however, because
expression measures are proportional to
the total mRNA pool, and there was
massive downregulation of a large number
of genes related to cell growth, and
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other targeted areas. Thus, genes whose
absolute transcription abundance remains
unchanged will appear to be upregulated.

Overall, calorie restriction results in
slower accrual of oxidative damage. The
steady state oxidative damage measured
represents the equilibrium between oxi-
dant generation, oxidant scavenging, re-
pair, and protein and lipid turnover (DNA
does not turn over, although it is re-
paired, with damaged bases and nearby
bases being replaced). The consensus is
that the primary reason for lower ox-
idative damage observed after calorie re-
striction is a reduction in the generation
of ROS.

1.9
General Strategies for Coping with DNA
Damage and Some Consequences

Different organisms, or even different
tissues within the same organism, appear
to use different strategies for dealing with
DNA damage. The three major strategies
are described below.

1. Cell replacement strategy. Bone mar-
row and hemopoietic cells of man, guinea
pig, and mouse seem to maintain their
population numbers by a cell-replacement
strategy. For instance, mouse bone mar-
row cells have a turnover time of about
1 to 2 days, and there appear to be no
significant differences in the erythrocyte
production from marrow stem cell lines
in old and young adult mice, suggest-
ing that DNA damages do not accumulate
in this cell population. However, rapidly
dividing cells are vulnerable to accumula-
tion of mutations, which arise by errors of
replication. Hematopoietic stem cells accu-
mulate mutations (not damages) as people
age from birth to 96 years. The accumu-
lation of mutations in replicating somatic

cells is widely regarded as the cause of
cancer.

2. DNA repair in nondividing somatic cell
populations. The organs including brain,
muscle, and liver consist, largely, of non-
dividing cells, and these cells carry out
DNA repair as a strategy of coping with
DNA damages. However, DNA repair is
less than 100% efficient, and DNA dam-
ages accumulate with time. Brain, muscle,
and liver are subject to some of the
more conspicuous progressive declines
in function characteristic of human ag-
ing. Investigations were reviewed in 1992
on the accumulation of DNA damage
in mammalian muscle, brain, and liver.
In that review, 4 studies on muscle, 9
on brain, and 14 on liver reported ac-
cumulation of DNA damage with age.
In most of these investigations, the type
of damage measured was single-strand
breaks. In 1996, an increase in DNA
single- and double-strand breaks in neu-
rons of the rat cerebral cortex with age
was found. Neurons in young 4-day-old
rats had about 3,000 single-strand breaks,
which increased to 7,400 in neurons of
old rats more than 2 years of age. Double-
strand breaks increased from about 156
in young rats to about 600 in old rats.
It was suggested that gradual accumula-
tion of DNA damage with age could be a
primary reason for the breakdown of the
metabolic machinery leading to the even-
tual senescence and death of the neuron.
It was found in the same year that DNA
adducts, a type of DNA damage, increase
in rat brain with age. Some of these were
identified as malondialdehyde adducts of
dGMP. It was suggested that this accu-
mulation of DNA damages may contribute
to cerebral aging. A significant increase
in single-strand breaks/alkali-labile sites
with age in rat liver hepatocytes were re-
ported in 1994. Thus, numerous studies
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in mammals indicate that long-lived, non-
dividing, differentiated cells accumulate
DNA damage with time. This damage
may account for many of the progres-
sive declines in functions that define
aging.

3. Cellular redundancy. Like repair, cel-
lular redundancy may be another strategy
for coping with DNA damage in nondivid-
ing cells. The brain has an unusually high
level of oxidative metabolism compared to
other organs. Brain neurons are nondivid-
ing and there is evidence for DNA damage
accumulation in the brain. There is a clear
loss of neurons with age. Compared to
young rats, old rats have about a 50%
loss of neurons in many regions of their
brains. Numerous studies in humans have
also shown a loss of neurons with age. The
brain appears to use a strategy of cellular
redundancy to compensate for the loss of
neurons with age. It has been estimated
that the brain is twofold larger than neces-
sary for short-term survival. Comparisons
of different mammalian species indicate
that the maximum life span in mammals
is directly proportional to brain size. Thus,
the brain appears to be protected from
loss of neuronal function by cellular re-
dundancy, and this type of redundancy
may be significant in determining life
span.

1.10
Potential Immortality of the Germ Line

Cells of the germ line are capable of
avoiding aging. While multicellular organ-
isms ordinarily age and die, their germ
line is potentially immortal. The germ
line is distinguished from other cell lines
by periodic meiosis. HRR is especially
promoted during meiosis, when the ho-
mologous chromosomes are closely paired
along their length. Meiosis appears to be

an adaptation for removing DNA dam-
ages through HRR, and the potential
immortality of the germ line may be re-
lated to this special repair capability. This
idea has been tested, using single-celled
paramecia that can undergo either asexual
or sexual reproduction. When they grow
asexually, clones of Paramecium tetraure-
lia age (show reduced vigor) and then
die. These paramecia have a macronu-
cleus containing 800 to 1,500 copies of
the genome that expresses cellular func-
tions, and a micronucleus that contains
the germ line DNA.

If the macronuclei of clonally young
paramecia are injected into old paramecia,
the old paramecia have their life span pro-
longed. In contrast, cytoplasmic transfer
from young to old paramecia does not pro-
long the life span of the old paramecia. This
suggests that the macronucleus, rather
than the cytoplasm, determines clonal ag-
ing. Asexually growing clones of parame-
cia have been found to accumulate DNA
damage in the macronucleus over succes-
sive generations of clonal growth. Upon
sexual reproduction (conjugation) or self-
fertilization (automixis), a new macronu-
cleus develops from the micronucleus and
the old macronucleus disintegrates. Both
of these processes (conjugation and au-
tomixis) include meiosis, which involves
pairing of homologous chromosomes and
the opportunity for homologous recom-
binational repair (HRR) of DNA (see
Section 2.3). It was found that at a few
clonal generations after meiosis, the level
of DNA damage in macronuclear DNA is
low but then increases as the cells undergo
clonal aging. Thus, accumulation of DNA
damage in the macronucleus may account
for clonal aging and DNA repair during
meiosis (principally HRR) may account, in
large part, for the potential immortality of
the germ line.
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2
DNA-repair Pathways and Their Relation
to Aging

2.1
NER (Nucleotide Excision Repair)

NER repairs DNA with helix-distorting
single-strand DNA damages, includ-
ing some oxidative damages such
as the cyclopurine 8,5′-(S)-cyclo-2′-
deoxyadenosine. About 30 proteins are in-
volved in NER. The key steps in the process
(Fig. 1) are (1) recognition of a DNA defect;
(2) recruitment of an initial repair com-
plex; (3) preparation of the DNA for repair
through the action of helicases; (4) incision
of the damaged strand on each side of the
damage with release of the damage in a
single-strand fragment about 24 to 32 nu-
cleotides long; (5) filling in of the gap by re-
pair synthesis; and (6) ligation to form the
final phosphodiester bond. The two sub-
pathways of NER, TCR, and GGR, are ini-
tiated somewhat differently, but after initi-
ation most enzymatic steps are the same.

Individuals with the inherited disease xe-
roderma pigmentosum (XP) are defective
in NER and are sensitive to UV radia-
tion. About 25% of such patients also have
neurodegeneration attributed to neural ox-
idative damage. XP patients have defects
in one of seven XP genes, XPA through
XPG, with some of their roles indicated
in Fig. 1. A number of specific mutations
resulting in defects in XPD, a helicase,
cause a milder disease than XP, called
trichothiodystrophy, and these mutations
cause early aging (Table 3). XPA or XPC,
both involved in the recognition of DNA
damage (Fig. 1), when defective, do not
appear to affect aging (Table 4), perhaps
because if either is defective, compensa-
tion can occur to some extent. However,
a double-mutant mouse, defective with

a trichothiodystrophy-causing XPD muta-
tion plus an XPA mutation, ages more
rapidly than a mouse with a single XPD
defect.

ERCC1, an endonuclease, associates
with XPF, and then this pair associates
with the initial repair complex to carry out
an incision on a strand carrying the DNA
damage. Defects in ERCC1 cause early ag-
ing (Table 3). CSB is an enzyme with seven
helicase motifs and an ATPase function.
The ATPase function is required in TCR
of NER. CSB interacts with the TFIIH
complex [a transcription complex (tran-
scription factor II H)] required in NER
(Fig. 1), as well as with XPA, another NER
protein (Fig. 1). Patients with alterations
in CSB show early aging (Table 3). p53 af-
fects the helicase step of NER and is also
required for apoptosis when damage re-
quiring NER is excessive (Fig. 1). Defects
in p53 cause early aging (Table 3). Thus,
at least four NER enzymes (XPD, CSB,
p53, ERCC1), when defective, may allow
helix-distorting DNA damages to accumu-
late more rapidly than normal, leading
to premature aging. In addition, the p53-
regulated pathway of apoptosis (Fig. 1),
perhaps triggered by helix-distorting DNA
damages, if defective in p66Shc, results in
life span extension (Table 2).

2.2
BER (Base Excision Repair)

BER protects mammalian cells against
single-base DNA damage by methylating
agents, most oxidative damages, and a
large number (about 9,000 per cell per
day – see Table 1) of spontaneous depuri-
nations. BER is mediated through at least
two subpathways, one involving removal
and replacement of a single nucleoside
and the other involving a longer patch
repair of 2 to 15 nucleotides. Repair
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and release of segment with damage

Polymerization

Fig. 1 Nucleotide excision repair (NER).

can be initiated by removal of a dam-
aged base by a DNA glycosylase, which
binds the altered deoxynucleoside in an
extrahelical position and catalyzes cleav-
age of the base–sugar bond, or can
occur at a site of spontaneous depurina-
tion [an apurinic (AP) site] (Fig. 2). The

glycosylases that remove damaged bases
are specific to the particular damage. Ref-1
(also called apurinic/apyrimidinic endonu-
clease or APE) then makes a 5′ nick in
the DNA backbone, followed by PARP,
1 acting as a nick surveillance protein.
PARP locates at the site of the single chain
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nick. The nick then activates PARP, which
catalyzes formation of poly(ADP-ribose)
(polyAR) branched chain polymers, us-
ing the adenosine diphosphate ribose part
of nicotinamide adenosine dinucleotide
(NAD+) with the release of nicotinamide
(NAM) (Fig. 2). PolyAR is attached to nu-
merous nearby proteins, including PARP
itself and p53. Proteins modified by pol-
yAR gain or lose functions. Fig. 2 in-
dicates alteration in the transactivation
role of p53 and its role in cell cycle ar-
rest and apoptosis after it is modified
by polyAR. Subsequently, a multiprotein
complex (including XRCC1 and possibly
DNA polymerase β and DNA ligase III) is

recruited to the site by PARP, and repair
patch synthesis and DNA ligation com-
plete the process of BER (Fig. 2).

Individuals with Cockayne Syndrome
show premature aging. Mutant cells with
a defect in helicase motifs V or VI of
Cockayne syndrome B (CSB) are defective
in BER of one common oxidized base, 8-
hydroxyguanine, but not defective in BER
of two other oxidized bases, thymine glycol
or 5-hydroxy-dCytosine. CSB is involved in
the specific glycosylase step for BER of
8-hydroxyguanine (Fig. 2).

Centenarians (individuals who have
lived for more than 100 years) appear to
have an altered PARP with higher specific

Ref-1

p53

Apoptosis

Cell cycle
arrest

BER multiprotein
complex

PARP-1

NAD+
NAD+

NAD+

NAD+

NAD+

PolyAR

PolyAR

Ref-1 p53pol b

DNA with AP site

Glycosylase

NAM
NAM

NAM NAM
NAM

DNA with
damaged base

Completion of
base excision repair (BER)

p66Shc

Fig. 2 Base excision repair (BER).
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activity (Table 2). PARP has a central role
in recruitment of the BER multiprotein
complex (Fig. 2). p53 stimulates BER
through interaction with ref-1 and DNA
polymerase β (Fig. 2). Mice defective in
p53 show early aging (Table 3).

p66Shc, when absent, causes life span
extension of mice raised under protected
laboratory conditions, and also longer sur-
vival of mice challenged by the oxidatively
damaging compound paraquat. Mouse
embryo fibroblast cells that are defective
in p66Shc, when treated with H2O2, have
much less apoptosis than wild-type cells
treated with H2O2. This would be expected
from the known role of p66Shc in the
p53-controlled apoptosis pathway shown
in Fig. 2. In addition, a defect in p66Shc
causes reduced intracellular constitutive
levels of ROS in lung, spleen, liver, and
skin cells, where p66Shc is normally active.
These reduced ROS levels are reflected in
lower levels of oxidative DNA damage both
in nuclear DNA and mitochondrial DNA of
these tissues (both types of DNA damage
normally repaired by BER).

Thus, two gene products involved in
carrying out BER (CSB and p53), when
defective, cause early aging. One gene
product essential for BER, PARP, when
more active, allows longer life span.
One gene product, p66Shc, causes more
DNA damages, needing BER when it is
active. When p66Shc is absent, there are
fewer DNA damages and there is life
span extension.

2.3
HRR (Homologous Recombinational
Repair)

Double-strand breaks, interstrand cross-
links, and DNA damages blocking a
replication fork can be repaired by one
of two pathways, HRR or NHEJ. The

selection of pathway depends on whether
the cell has replicated its DNA (the
S/G2 phase of the cell cycle), so that
sister chromatids are available (which fa-
vors HRR), or whether the cell is in
G0/G1 (which favors NHEJ). The choice
of HRR or NHEJ also depends on
whether the cell is from embryonic tis-
sue (which favors HRR) or from adult
tissue (which, for certain damages, fa-
vors NHEJ). While HRR is especially
promoted during meiosis (where there is
ordinarily pairing and recombination be-
tween homologous chromosomes), HRR
is also important in somatic cells. De-
fects in enzymes of HRR, including WRN
(Werner syndrome), the RECQ3 helicase,
and BLM (Bloom syndrome), the RECQ2
helicase, cause genetic instability and can-
cer (Table 3).

HRR is initiated through a multimeric
complex, the BRCA1-associated genome
surveillance complex (BASC). BASC in-
cludes the DNA repair proteins BRCA1,
MSH2, MSH6, MLH1, ATM, BLM, and
the RAD50-MRE11-NBS1 protein com-
plex, some of which (BRCA1, ATM, and
BLM) are indicated in Fig. 3. BASC is
thought to act as a sensor for DNA
damage, to which it binds. Depending
on the type or amount of double-strand
damage, BASC signals for (1) initiation
of further steps of HRR, (2) interaction
with the ‘‘master switch p53’’ to turn
on cell cycle arrest (to allow more
time for HRR), (3) apoptosis through
the p53/p66Shc pathway, or (4) apoptosis
through the p73 pathway (Fig. 3). As in-
dicated in Fig. 3, BRCA1 and p53 have
a type of feedback loop whereby BRCA1
may activate p53, and p53 may, in turn,
inhibit BRCA1.

Further steps of HRR, shown in Fig. 3,
involve (1) recruitment of a second homol-
ogous chromosome, (2) Rad51-dependent
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ATMBRCA1

Cell cycle
arrest

p53

p53
BLM
WRN

p73

E2F1

Apoptosis

BLM
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chromosome
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and form D-loop
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junctions

Nick crossovers
to resolve

Holliday junctions

DNA synthesis
across gaps
and ligation

p66Shc

Completion of
homologous recombinational repair (HRR)

BASC complex senses and binds
to the double-strand break

Fig. 3 Homologous recombinational repair (HRR).

strand invasion from the ends of the
double-strand break plus formation of a
‘‘D-loop’’ in the invaded chromosome by
strand migration facilitated by the heli-
case action of BLM, (3) nicking of the
crossover strands to resolve the Holliday
junctions, carried out by BLM and WRN
helicases in association with p53 (which
has a 3′ to 5′ exonuclease function and
a strand transfer function that may act at

this step), and (4) DNA synthesis across
single-strand gaps and a final ligation step.
An interstrand cross-link will be converted
to a double-strand break, in part by action
of ERCC1 (Table 3), and thus can also be
repaired by this pathway.

Modified forms of HRR have been sug-
gested for replicating somatic cells. In
these models, the ‘‘D-loop’’ (the strand
of DNA from the intact chromosome
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that has been unwound and looped out
to lend its information to cover the gap
in the broken chromosome) is not cut
to resolve the crossovers. These models,
called the synthesis-dependent strand an-
nealing or migrating D-loop models, were
proposed to account for the prominence
of mitotic gene conversion without re-
ciprocal exchange observed in replicating
cells. The standard model of HRR is
shown in Fig. 3, however, since it ap-
plies to nonreplicating somatic cells, the
major cells showing decreased function
with age, and to germ line cells, as dis-
cussed below.

As indicated in Table 3, four genes that
act directly in HRR (BLM, WRN, p53, and
ERCC1), when defective, cause early ag-
ing. Oxidative damage to DNA includes
double-strand breaks. Thus the gene prod-
uct, p66Shc, which increases the level of
intracellular ROS, may cause more DNA
damage, needing HRR when it is ac-
tive. When p66Shc is absent, there are
fewer such DNA damages and there is life
span extension.

2.4
NHEJ (Nonhomologous End Joining)

As noted in Section 2.3, double-strand
breaks, interstrand cross-links, and DNA
damages blocking a replication fork can be
repaired by one of two pathways, HRR
or NHEJ. HRR is an accurate repair
pathway, obtaining information missing
within a damaged chromosome from a
homologous, undamaged chromosome.
NHEJ, alone, however, is inaccurate at the
nucleotide level because it involves end-
joining reactions between single-stranded
ends to form junctions containing re-
gions of microhomology of 1 to 10
base pairs within 20 base pairs of the
ends. However, coupled homologous and

nonhomologous repair can occur (using
short homologous regions on a nearby het-
erologous chromosome) to employ NHEJ
in a more accurate process, with short
regions of gene conversion from the un-
damaged chromosome. In addition, it
was recently shown that NHEJ, when the
number of double-strand breaks is small,
serves to properly reconnect the two bro-
ken ends of a given chromosome. In
the absence of NHEJ, more misrejoined
chromosomes (chromosomal aberrations)
are produced.

NHEJ of a double-strand break is
illustrated in Fig. 4. Two Ku heterodimers
(Ku consists of Ku70 complexed with
Ku86) attach to two broken ends of a
chromosome. Ku then recruits DNA-PKcs,
which becomes activated by the interaction
with Ku and a DNA end. Activated
DNA-PKcs phosphorylates a wide range of
DNA binding proteins and also phospho-
rylates Werner syndrome protein (WRN).
WRN displaces DNA-PKcs and, through
interaction with Ku, activates its WRN
exonuclease function, trimming back sin-
gle strands on the chromosome ends.
The complex of Mre11, Rad50, and NBS1
(MRN), plus BRCA1, may interact at this
point with Ku to keep the end join-
ing fairly accurate. In the absence of
WRN, frequent gross chromosomal rear-
rangements occur. The Bloom syndrome
protein, BLM, is also needed to keep the
NHEJ fairly accurate. BLM may also as-
sist with the alignment of two nearby
ends for fairly accurate NHEJ (BLM is
drawn with a dashed oval in Fig. 4 to in-
dicate that its role in the NHEJ repair
process is not yet clearly established). Pol
µ then associates with small gaps in the
aligned and stabilized joined ends, and
pol µ, in association with Ku, recruits
ligase IV and XRCC4 (X-ray repair cross
complementing protein 4). Pol µ fills in
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the gaps and ligase IV and XRCC4 com-
plete the NHEJ repair of the double-strand
break in a chromosome.

As indicated in Table 3, three genes that
act directly in NHEJ [Ku80 (also called
Ku86), WRN and BLM], when defective,
cause early aging. Ku80 is only active in
NHEJ, while WRN and BLM also have
roles in HRR.

2.5
MGMT (O6-Methylguanine-DNA
Methyltransferase)

As indicated in Table 1, O6-methylguanine
is a frequent DNA damage. O6-methyl-
guanine is specifically repaired by a DNA
repair enzyme called O6-methylguanine-
DNA methyltransferase (MGMT). As
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indicated in Table 2, excess MGMT results
in decreased aging (life span extension).

2.6
Enzymes of DNA Repair Pathways and
Enzymes Regulating DNA
Damage–inducing ROS Contribute to
Determination of Aging

Eleven specific DNA repair enzymes
distributed among NER, BER, HRR,
NHEJ and MGMT were found to in-
crease lifespan when elevated or decrease
life span when defective (Tables 2 and
3). In addition, alterations of four en-
zymes causing reduced levels of DNA-
damaging ROS (increases of Cu/ZnSOD,
MnSOD or catalase, or loss of p66Shc)
also increase life span. These findings
strongly support the DNA damage theory
of aging.

3
The DNA Repair (and Complementation)
Theory of Sex

3.1
Meiosis, an Adaptation for Repairing Germ
Line DNA

It is useful for further discussion to de-
fine sexual reproduction and to clarify
its key components. Such a definition,
to be general, should encompass sexual
processes in all organisms, both eukary-
otes and prokaryotes. Sexual reproduction
is the process by which genetic material
(usually DNA) from two separate parents
is brought together in a common cytoplasm
where recombination of the genetic material
ordinarily occurs, followed by the passage
of the recombined genome(s) to progeny.
Thus, sexual reproduction has two basic

elements: (1) recombination, in the sense
of the exchange of genetic material be-
tween two homologous chromosomes,
and (2) outcrossing, in the sense that
the homologous chromosomes from two
different individuals come together in the
same cell.

In eukaryotes, the germ line is the
cellular lineage that connects successive
meioses. The germ line is a key fea-
ture of sexual reproduction. In obligate
sexual organisms such as humans, the
germ line is potentially immortal (see
Section 1.9) in contrast with the somatic
line. This feature of the germ line pre-
sumably is due to adaptations present
in the germ line that are lacking in
the somatic line. Meiosis is a process
unique to the germ line, and it ap-
pears to be an adaptation specifically for
promoting recombinational repair (HRR),
since a major characteristic of meio-
sis is the close pairing of homologous
chromosomes.

Some diploid organisms form gametes
(such as sperm and egg cells) by meio-
sis, but then undergo self-fertilization or
automixis (a process in which two hap-
loid products of meiosis fuse to form
a diploid zygote). Such processes are
common in plants and invertebrates.
Self-fertilization and automixis are not
strictly sexual processes since they lack
the outcrossing feature of sex. How-
ever, many of the organisms that un-
dergo these asexual processes are also
facultatively sexual. In the following dis-
cussion, we assume that meiosis serves
essentially the same function in all or-
ganisms in which it occurs and that the
germ line in facultative or obligate self-
fertilizing and automictic eukaryotes is
the cell lineage that connects successive
meioses.
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Tab. 5 Modes of reproduction among higher plant species.

Reproduction strategies Number Percent

Principally cross-fertilized
Self-incompatible, dichogamous, or dioecious
Dichogamy: male and female parts mature at different times;
Dioecious: unisexual (male or female) flowers on different plants

830 55

Partially self-fertilized, partially cross-fertilized 105 7
Principally self-fertilized (autogamous) 229 15
Facultative apomicts (can be cross-fertilized)

Apomixis: vegetative methods of reproduction including propagation
by runners or bulbs and agamospermy

Agamospermy: embryos and seeds formed by asexual means

16 1

Facultative apomicts, can be self- or cross-fertilized 3 0.2
Facultative apomicts, can be self-fertilized 2 0.1
Apomicts, not known if also self- or cross-fertilized 199 13
Obligate apomicts 121 8

3.2
Frequency of Sexual Reproduction

Sexual reproduction is a widespread
strategy for reproduction. About 99.9%
of the approximately one million known
animal species are sexual. Among higher
plants, the majority of species are sex-
ual. As shown in Table 5, only 8% of
higher plants are known to be obligate
apomicts that reproduce only by vegeta-
tive means such as by runners, bulbs, or
by asexual formation of seeds. Sex is also
common among the simple eukaryotes,
including fungi, algae, and protozoa. Sex
is found among bacterial species as well,
and is common in bacterial viruses and
animal viruses.

3.3
Costs of Sex

Sex, while widespread, is very costly to
the organism using it. For example, a
sexual female lizard passes only 50% of
her genes to a particular egg, while a
comparable nonsexual (parthenogenetic)

female lizard passes 100% of her genes
to each egg. Thus, a sexual female is
only half as efficient in propagating her
genes as a nonsexual female (all other
factors being equal). In addition, when
two individuals must find each other to
mate, there is a cost of searching out the
other party.

Another cost of sex arises from the ran-
domization of genetic information during
meiosis. A parent organism, which has
met the test of survival, has by defini-
tion, a well-adapted combination of genes.
The process of meiosis, which includes
recombination, generates untested new
combinations of genes to be passed on
to progeny. These new combinations, on
average, should be less successful than the
parental combinations of genes because
random changes in successful genetic
information are more likely to be dele-
terious than beneficial.

The noted biologist E.O. Wilson de-
scribes sex in humans as a ‘‘gratu-
tiously consuming and risky activity’’.
Reproductive organs are anatomically
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complex in humans and these are vulnera-
ble to such problems as ectopic pregnancy
and venereal diseases. Further, courtship
activities are costly. Even at the micro-
scopic level in humans, genetic processes
for determining sexual development are
easily perturbed with one sex chromo-
some too few or too many, or a shift in
the hormone balance of a fetus, causing
abnormalities in physiology and behavior.

Clearly sex has large costs.

3.4
Benefits of Sex

Sex must have a large benefit to make up
for its large costs. A major function of sex
is to counteract two types of ‘‘noise’’ in
the transmission of genetic information
from parent to progeny: DNA damage and
mutation.

As pointed out in Section 1.1, about
95,000 DNA damages occur, on aver-
age, per day per cell in the rat. Most
of these are single-strand damages that
can be removed by excision repair or
other repair processes that only need the
redundant information present on the op-
posite strand of DNA. However, excision
repair of single-strand damages is not
100% efficient, and double-strand dam-
ages also occur at significant frequencies
(Table 1). Such DNA damages remaining
in germ cells (e.g. egg and sperm, in mam-
mals) would cause the death of zygotes
and loss of potential progeny. During the
meiotic stage of the sexual process, how-
ever, HRR is strongly enhanced by the
systematic homologous pairing of chro-
mosomes, the major feature of meiosis.
This enhanced HRR repair is one ma-
jor benefit that can compensate for the
costs of sex, since clearing the germ line
of lingering damages can greatly increase
viability of progeny.

The other type of noise in the transmis-
sion of genetic information from parent to
progeny is mutation. Mutation is quite dif-
ferent from DNA damage. A mutation is a
change in the DNA sequence rather than
a change to a deformed DNA structure
(DNA damage). Mutation and DNA dam-
age have distinctly different consequences.
Mutations can be replicated (when DNA
replicates) and thus can be inherited,
while a damage cannot be replicated.
However, damages can be recognized by
enzymes and repaired, whereas mutation
cannot be recognized and thus cannot
be repaired.

Genes carrying mutations often code
for nonfunctional proteins. If one of a
pair of chromosomes in a diploid cell
carries a mutation in a given gene, and
the second chromosome carries the ho-
mologous gene in a functional form, this
second gene can usually provide an ad-
equate level of gene expression for the
organism to function normally. This mask-
ing of the expression of mutant genes
by wild-type genes is called complementa-
tion. Complementation is available in the
diploid phase of the life cycle of organ-
isms. However, complementation is most
beneficial when an organism undergoes
outcrossing.

To see why mutation makes it ben-
eficial to have outcrossing, consider a
hypothetical population of diploid organ-
isms that is strictly inbreeding (all of the
organisms are self-fertilizing) and assume
that the population has been long estab-
lished. In such a population, the rate at
which new mutations arise will be bal-
anced by the rate at which they are lost
from the population by natural selection.
In this self-fertilizing population, each mu-
tation present in an individual will have a
one in four chance of being paired with
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the same mutation (becoming homozy-
gous recessive) in each progeny. If an
average of one to several deleterious mu-
tations are present in each individual, the
cost of inbreeding in terms of defective
progeny would be high. If a hypotheti-
cal outcrossing individual should arise in
such an otherwise inbreeding population,
any mutations in this outcrosser would
very likely be complemented by the wild-
type alleles from its mating partner and
thus defective progeny would be avoided.
Complementation would occur because
the homologous chromosomes from the
two parents are not likely to carry the
same mutations. Thus, loss of progeny
due to expression of mutations would be
greatly reduced. This gives a strong imme-
diate selective advantage to switching to
outcrossing from inbreeding.

This advantage would not last indefi-
nitely in our hypothetical example. Be-
cause of the ability of outcrossers to mask
deleterious mutations by complementa-
tion, mutations would not be weeded
out by natural selection as efficiently as
in inbreeding individuals. Eventually, the
mutations that build up in the population
will cause as much lethality to progeny
of the outcrosser as that in the origi-
nal inbreeding population. However, if
the outcrosser tried to switch back to in-
breeding, there would be a great loss of
progeny due to the larger number of mu-
tations now present. In summary, there
is a large immediate benefit in switch-
ing from inbreeding to outcrossing and a
large immediate disadvantage in switch-
ing back. Therefore, mutation provides
a selective pressure to maintain the out-
crossing feature of sexual reproduction
among diploids.

Overall, meiosis, with its promotion
of recombinational repair, may be the

only way to efficiently correct endoge-
nous double-strand damages and leftover
single-strand damages in the diploid cells
that produce germ cells. On this view,
the recombination aspect of sex is an
adaptation for dealing with DNA damage,
a major type of genetic noise. Further-
more, outcrossing allows the masking
of mutations through complementation.
The outcrossing aspect of sex deals with
mutation, the second major type of ge-
netic noise.

3.5
Repair of DNA Damage of the Germ Line
in Nonmeiotic Cell Divisions

The germ line is characterized by peri-
odic events of meiosis, but during the
intervals between such events, cell divi-
sions are ordinarily by mitosis. Cells of the
germ line are presumably capable of the
same types of repair processes that occur
in somatic cells, discussed in Section 2.
For instance, there is a relatively high
level of PARP activity in premeiotic and
meiotic spermatocytes, an indication of
BER. Fraga and coworkers in 1990 mea-
sured the accumulation of one type of
oxidatively damaged DNA base, 8-hydroxy-
2′-deoxyguanosine, in various tissues of
the rat. Although the average accumula-
tion in the rat kidney was 80 residues
per cell per day, there was no detectable
accumulation in the testes. This lack of
accumulation in the testes of normal indi-
viduals can be interpreted as a reflection of
efficient BER in the germ line of normal
individuals.

It is notable, in Table 2, that where life
span is extended, fertility is either normal
or extended as well, where it has been
tested. In Table 3, where defects in DNA
repair cause early aging, fertility is always
reduced, where it has been tested.
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3.6
Meiotic Recombination in Eukaryotes
Probably Evolved from Recombination in
Prokaryotes

Several workers have suggested that the
processes of recombination in prokaryotes
and eukaryotes share a common ancestry.
Dougherty in 1955 may have been the first
to conclude that the evolution of sexuality
as it exists today was the result of a sin-
gle phylogenetic sequence. He based this
conclusion on the fact that recombination
in bacteriophage and in bacteria, on the
one hand, and meiotic recombination in
eukaryotes, on the other hand, seemed to
share fundamental similarities. Later Stahl
in 1979 also concluded that despite numer-
ous differences in detail, the ‘‘similarities
in recombination in creatures as diverse
as the phage and fungi are impressive.’’

In recent years, there has been con-
siderable work on the biochemistry of
recombination, with an emphasis on the
RecA protein of the bacterium Escherichia
coli. This protein catalyzes the key steps in
recombination of homologous DNA pair-
ing and strand exchange. Homologs of
the E. coli RecA gene have been identi-
fied in over 60 bacterial species and in
bacteriophage T4, suggesting that RecA-
catalyzed recombination is very common
in the prokaryotic world. Since about 1992,
there has been much work indicating that
RecA homologs play a key role in meiotic
recombination in fungi and vertebrates.
A RecA homolog in humans shows 30%
amino acid sequence identity with the
E. coli RecA protein. RecA homologs in
yeast and humans form helical filaments
with DNA, such as those formed by E.
coli RecA, leading to the conclusion that
the RecA protein has been conserved from
bacteria to man. These findings suggest
that eukaryotic meiotic recombination and

recombination processes in extant bacteria
are probably both derived from a common
ancestor that existed before the divergence
of prokaryotes and eukaryotes, at least
1.8 billion years ago.

3.7
Homologs of the Bacterial RecA Protein
Have a Key Role in Eukaryotic Meiotic
Recombinational Repair

Substantial evidence indicates that RecA
homologs have a central role in recombina-
tional repair during meiosis in yeast. The
yeast rad51 and dmc1 genes are homologs
of the recA gene of E. coli. The Rad51 and
Dmc1 proteins probably share redundant
functions, since recombination is reduced
by only a few fold in dmc1 and rad51 sin-
gle mutants, but dmc1 and rad51 double
mutants are profoundly defective in mei-
otic recombination. The Rad51 protein acts
during both mitosis and meiosis, whereas
Dmc1 protein acts only during meiosis.
Both Rad51 and Dmc1 proteins function
in repair of double-strand breaks. Sung
in 1994 demonstrated that Rad51 protein,
like E. coli RecA protein, catalyzes ATP-
dependent homologous DNA pairing and
strand exchange. The Dmc1 protein has an
overall similarity to E. coli RecA protein in
tertiary structure. These findings suggest
that the yeast Rad51 and the bacterial RecA
proteins have similar functions in recom-
binational repair. Morita and coworkers
showed in 1993 that in the mouse a recA
homolog is expressed at high level in the
testes. Shinohara and coworkers in 1993
also showed that the mouse recA homolog
is expressed at a high level in the testis
and ovary, and suggested that the protein
product of this gene is involved in meiotic
recombination. The expression of a recA
gene homolog has also been demonstrated
in chicken testis and ovary and in human
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testes. The human RecA homolog carries
out the distinctive reactions of E. coli
RecA protein, including DNA-dependent
hydrolysis of ATP, renaturation of com-
plementary strands, homologous pairing
of a single strand with duplex DNA, and
strand exchange. A pair of recA gene ho-
mologs of the lily, lim15 and rad51, which
are also homologs of the yeast dmc1 and
rad51 genes, were found by Terasawa and
coworkers in 1995. The lim15 gene in lily is
specifically expressed in meiotic prophase
during microsporogenesis. Thus, in both
animals and plants, homologs of bacterial
recA appear to have an important role in
meiotic recombination.

3.8
The Adaptive Function of Recombination
Appears to Be Removal of DNA Damage

DNA repair is probably the principal adap-
tive function of the RecA protein and its
homologs. RecA protein binding is largely
limited to regions in the DNA containing
suitable nucleation sites, especially single-
strand gaps. A variety of DNA damages
cause structural perturbations that provide
favorable nucleation sites.

About 100 ATPs are hydrolyzed for every
base pair of heteroduplex DNA generated
by RecA-mediated strand exchange. In
1993, Cox reviewed evidence that the
energy released by ATP hydrolysis is used
specifically to allow the strand-exchange
process to traverse damaged regions of
DNA. He argued that this use of ATP
is readily understood as an adaptation of
repair of DNA damage. Thus, the evidence
reviewed by Cox indicates that the adaptive
function of RecA homologs, acting during
meiosis, is DNA repair.

In humans, HRR is carried out by a
group of interacting proteins in which
the RecA homolog Rad51 has a central

role. Other proteins involved in HRR in
humans include the products of genes
BRCA1, BRCA2, ATM, ATR, FANCD2,
HMLH1, and p53.

These proteins appear to be responsible
for HRR during meiosis and for HRR
between sister DNA homologs in somatic
cells. HRR is employed in removing
a variety of DNA damages, particularly
double-strand damages such as double-
strand breaks and DNA cross-links. The
proteins named just above, involved in
HRR, also appear to use their DNA
damage recognition capability to induce
apoptosis (a form of programmed cell
death) when the number of DNA damages
in a cell is higher than those that can
be repaired. In somatic cells, apoptosis
is a protective mechanism for the whole
organism since it eliminates cells that
might otherwise survive despite having
unrepaired DNA damages, and upon
replication acquire mutations.

In fact, germ line mutations in genes
BRCA1, BRCA2, ATM, ATR, FANCD2,
HMLH1, and p53 predispose individuals to
cancer. Cancer predisposition results from
an inadequate response to DNA damage
in somatic cells leading to increased mu-
tations, some of which cause progression
to malignancy. Thus, the central function
of these genes is to cope with DNA dam-
ages, either to repair the damages, or if
their number in a cell is unmanageable, to
induce apoptosis.

Males that are defective in ATM or p53
are unable to respond appropriately to
DNA damage during meiosis, and, as a
likely result, they suffer from low sperm
quantity and quality. The high effective-
ness of DNA damage removal processes
during normal meiosis is reflected in mice,
where there is a one-third lower rate of
mutation in germ cells compared to that
in somatic cells.
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Overall, the evidence reviewed in this
section lends strong support to the idea
that the primary general function of re-
combination enzymes, whether in somatic
cells or during meiosis, is to remove DNA
damage, either by repair or apoptosis.

3.9
Other Expectations of the DNA Repair and
Complementation Theory of Sex

If DNA damage and its repair are impor-
tant in maintaining sexual reproduction,
then certain expectations follow. If re-
combination during meiosis and sexual
reproduction reflect recombinational re-
pair of germ line DNA, then there should
be other evidence of avoidance of DNA
damage in the germ line as well.

As indicated in Table 1, the largest
known source of DNA damage is oxida-
tive damage. Such damage occurs due to
endogenous cellular metabolism. Presum-
ably, to avoid DNA damage, germ line cells
should have evolved ways to avoid high
levels of metabolism. Eggs would seem,
at first sight, to be poor candidates for
avoiding metabolism. They are, in gen-
eral, much larger than somatic cells of
the organism (e.g. egg cells have about
a 1,000-fold greater mass than somatic
cells in humans). It requires considerable
metabolism to produce large egg cells.
However, much of the cytoplasmic ma-
terial within an egg cell is generated by the
activity of other cells. Some insects have
nurse cells around each egg cell. These
nurse cells are connected to the egg cell by
cytoplasmic bridges and provide most of
the ribosomes, mRNA, and proteins of the
egg cell. The nurse cells themselves con-
tain hundreds to thousands of copies of
their genomes, presumably to protect the
nurse cells themselves from losing func-
tion from the oxidative damage they may

suffer while providing large amounts of
metabolic products for the egg cell. Verte-
brate egg cells are surrounded by follicle
cells rather than nurse cells. The follicle
cells do not have cytoplasmic bridges to the
egg cell, but rather have small gap junc-
tions connecting them to the egg. While
these gap junctions are not large enough
to transmit bulky macromolecules, they do
transmit precursor molecules to the egg.
In addition, for chickens, amphibians, and
insects, the yolk proteins accumulated by
the egg are made in liver or liver-type cells.
These mechanisms allow eggs to be pro-
tected from oxidative damage while they
store up material to sustain the zygote in
its initial growth.

Sperm or pollen cells, in contrast to
egg cells, are usually the smallest cells
of an animal or plant. This allows a
different strategy for effective protection
against oxidative damage to their DNA.
Because of their very small size, minimal
metabolism would have been used in their
formation. Thus, both egg and sperm
production appears to have been adapted
to circumvent the production of DNA
damage in their especially important germ
line DNA.

Another way to avoid production of
sperm with damaged DNA is for spermato-
genic cells with DNA damage to undergo
cell cycle arrest to allow more time for
meiotic repair, and then, if this fails, to
undergo apoptosis. The p53 protein plays
a key role in mediating cell cycle arrest
in response to DNA damage. Low-level
irradiation was found to activate a p53-
dependent premeiotic delay, allowing time
for increased DNA repair leading to in-
creased motile spermatozoa. Higher levels
of γ -irradiation induced p53-independent
apoptosis during meiosis.

If complementation of mutations is im-
portant in maintaining the outcrossing
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aspect of sex, this should be consistent with
general biological observations as well. In-
deed, both in animals and in plants, it is
usually seen that when hybrids are formed
from the crossing of two genetically dis-
tinct inbred lines, these hybrids are more
vigorous than either of their two parental
lines. This hybrid vigor is responsible for
much of the crop improvement that has
been achieved in modern agriculture. The
opposite side of this observation is the
fact that consanguineous marriages, in hu-
mans, result in an increased frequency of
impaired offspring. Observations in other
animals and in plants suggest that close in-
breeding results in the production of less
vigorous progeny. This inbreeding depres-
sion appears to be due largely to expression
of deleterious recessive mutations and
reflects in part the cumulative effect of
numerous mildly deleterious mutations.

4
Vegetative Survival Strategies

4.1
Survival of Vegetative Cell Populations

Vegetatively growing populations of bacte-
ria can be regarded as potentially immortal
as long as nutrient resources are abundant.
However, even in such populations there
appears to be constant attrition due to DNA
damage and deleterious mutation.

Flowering plants generally reproduce
sexually, with gamete formation by a mei-
otic process followed by gamete fusion as
the prelude to embryogenesis and seed
formation. Plants, unlike most animals,
are also able to generate complete new
individuals of similar genetic constitution
from vegetative parts. Meristematic buds
or excised pieces of tissue can propagate in
the appropriate environment. Apparently,

plant vegetative cell lines can be main-
tained indefinitely under appropriate con-
ditions. These lines probably maintain
themselves by a strategy of replacement,
where cells with lethal unrepaired DNA
damage or expressed deleterious muta-
tions die and are replaced by replication of
nondefective cells. Nevertheless, in some
plant tissues DNA damage may accumu-
late. For instance, in dry seeds, fragmenta-
tion of nuclear DNA occurs with time.

Most forest trees live for at least
100 years, many of them for more than
300 years, and a few survive for more
than 1,000 years. Clonal tree species may
occupy a location for several thousand
years. Most of the tree is dead, and only
a thin shell of dividing cells (cambium)
occurs around the trunk and in the leaves.
A tree actually represents a free-living
clone of cells in which selective removal
of cells with irreversible accumulated
damage is constantly occurring. One
would not expect to find old cells in a
tree any more than one would find old
cells in a growing culture of bacteria. The
evidence discussed in this section suggests
that some proliferating cell populations
can cope with unrepaired DNA damage
by a replacement strategy, which can
be maintained indefinitely as long as
nutrient resources are abundant and
the level of unrepaired DNA damage is
not excessive.

4.2
Vegetative Survival Strategy for
Mitochondria (and Chloroplasts) in the
Germ Line

An analog of cellular replacement at
the molecular level (‘‘molecular replace-
ment’’) facilitates the purging of both
DNA damage and deleterious mutations in
cytoplasmic genomes (mitochondria and
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chloroplasts) of germ cell lines. While
nuclear genes occur as single copies per
gamete, there are thousands of mitochon-
drial DNA (mtDNA) molecules in most
cells, and several hundred thousand may
occur in a mature oocyte. The many mtD-
NAs in oocytes appear to stem from a
vastly smaller pool of mtDNA molecules
that must have survived a process of
replicative segregation in earlier cytoki-
netic divisions of the germ line lineage,
since most heterogeneity of mtDNA is
distributed among, rather than within,
individuals. This implies that there are
mtDNA population bottlenecks in germ
lines. That is, the mtDNA, which is gener-
ally solely transmitted from one generation
to the next through the oocyte, is of
only one or a few genotypes. Avise con-
cluded that the mtDNA molecules that
survive and replicate to populate a mature
oocyte probably have been scrupulously
screened by natural selection for replica-
tive capacity and functional competence
in the germ cell lineages they inhabit.
This strategy, at the molecular level, is
equivalent to a vegetative cell replace-
ment strategy for cell lineages that do
not have a sexual cycle. While the mi-
tochondria and chloroplasts within cells
follow a vegetative replacement strategy,
they, like vegetatively replicating bacte-
ria and yeast, utilize homologous DNA
recombinational repair to remove DNA
damages due to oxidation or environmen-
tal stresses.

4.3
Dolly the Cloned Lamb, Cumulina the
Cloned Mouse, and Low Success of Cloned
Mammals

The evidence reviewed above indicates that
germ cells, having undergone meiosis,
are relatively free of DNA damage, and

thus should be able to give rise to viable
offsprings with high probability. At lower
probability, a given somatic cell nucleus
may also be sufficiently free of damage
to be able to produce viable progeny if
transferred to an enucleated egg cell.

Eight viable lambs were derived in
1997 – one (named Dolly) from donor
cells of a mature sheep, four from donor
embryo-derived cells, and three from
donor fetal fibroblast cells. For Dolly,
the lamb derived from a somatic cell
of a mature sheep, they first made 277
fused couplets (enucleated oocytes fused
to donor cells), using donor cells from
their 3rd to 6th passage, cultured from
the mammary gland of a six-year-old preg-
nant ewe. A morula or blastocyst was able
to form from only 11.7% of the cultured
fused couplets from the mature ewe. By
comparison, when couplets were derived
from embryo or fetal fibroblast cells, a
morula/blastocyst was formed 27 to 39% of
the time. Some of the morula/blastocysts
implanted in recipient ewes formed fe-
tuses detectable by ultrasound at 50 to
60 days. Subsequently, 62% of these fe-
tuses were lost, a much greater proportion
than the estimated 6% after natural (meio-
sis based) mating in sheep.

Similar observations were made with
mice. Ten healthy mice were cloned, the
first of which was named Cumulina, from
donor nuclei of differentiated, nonrepli-
cating granulosa cells of mature mice
injected into enucleated recipient mouse
oocytes. Cumulina and the other nine
cloned healthy newborn mice were the
only successful progeny produced from
800 injected oocytes, which had formed
embryos and were transplanted into foster
mother recipient mice. In multiple cloning
experiments by these authors, the rate of
successful implantation of embryos was 57
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to 71%, formation of fetuses was 5 to 16%,
and full-term development was 2 to 3%.

The low survival rate to full develop-
ment in both sheep and mice could have
three possible explanations. First, injuries
introduced by the experimental manipula-
tion of the embryos before implantation
might be deleterious to further devel-
opment. Even unreconstructed embryos
experience some increased prenatal loss
after manipulation or culture. Second, the
differentiated donor nuclei, transplanted
into the recipient oocytes, have to repro-
gram their developmental clock to zero,
and errors in this process may have
deleterious effects on fetal development.
Third, the low survival of fetuses may
be a consequence of the greater amount
of DNA damage in donor somatic cells
(than in meiotically produced gametes),
which can give rise to deleterious mu-
tations when replicating after transfer to
an oocyte.

The gene expression profile of about
10,000 genes in the placentas and the
livers of surviving cloned mice derived by
nuclear transfer were obtained in 2002.
The transferred nucleus came from either
an embryonic stem (ES) cell or from a
mature, differentiated cumulus cell. They
compared those gene expression profiles
(derived from ES nucleus or cumulus cell
nucleus) with the gene expression profile
in the same tissues (placenta, liver) of
healthy mice derived from normal mating.
These comparisons showed that several
hundred (at least 4%) of the expressed
genes had pronounced dysregulation in
the cloned mice, probably accounting for
the altered phenotype of cloned individuals
(many cloned mice were obese, etc.).
Their evidence pointed to difficulty in
reprogramming the developmental clock
back to zero, in the low percentage of
surviving mice.

In humans, about 50 to 80% of all
natural meiosis-based conceptions fail to
result in live birth. Cytogenetic studies
of spontaneous and induced abortions
and on perinatal deaths indicate that
many types of chromosome abnormalities
are present in these failed conceptions.
Chromosome abnormalities often derive
from DNA damages.

Thus, DNA damage may be a serious
problem for germ cells despite available
mechanisms for avoiding and repairing
such damage, and this problem may
be considerably greater in nonmeiosis-
derived conceptions.

5
Three Levels of Sexual Communication
Reflect (1) DNA Repair,
(2) Complementation, and (3) Selection
for Fitness

Sexual communication occurs when sig-
nals are used to promote or modulate
sexual interaction between individuals.
Sexual communication is prevalent among
organisms from bacteria to man. Sex-
ual communication occurs at three levels.
Level 1: the first level of sexual commu-
nication includes signals that increase the
likelihood that two organisms will come
together for sexual interaction. Level 2: the
second level involves signals that modulate
the sexual interactions to inhibit inbreed-
ing or facilitate outbreeding. Level 3: the
third level includes signals that further
modulate the sexual interactions to pro-
mote selection among potential mating
partners based on relative fitness. Evidence
indicates that the selective advantages of
the three levels of sexual communication
are, respectively, (1) the repair of DNA
damage, (2) the masking of mutation, and
(3) the choice of a fit mating partner.
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5.1
Sexual Communication in Bacteria,
Primarily for DNA Repair

The simplest organisms in which sexual
communication occurs are bacteria. Bac-
terial transformation is a form of sexual
interaction in bacteria and has been shown
in several bacterial species to involve sexual
communication. Transformation involves
the transfer of naked DNA from one
member of a bacterial population to an-
other through the surrounding medium.
Transformation occurs naturally in a wide
range of bacterial species. The bacteria that
take up transforming DNA ordinarily in-
corporate this DNA into their genomes
by recombination. Transformation is an
evolved, rather than an incidental, trait
since it results from a complex, energy-
requiring, developmental process. For a
bacterium to bind, take up, and recom-
bine exogenous DNA into its genome, it
must first enter a special physiological
state referred to as competence. Trans-
formation involves expression of genes
required for competence and for recom-
bination. In the completely sequenced
genome of Haemophilus influenzae, trans-
formation is promoted by at least 15 genes
of the 1007 for which role assignments
can be made. In another bacterium, Bacil-
lus subtilis, about 40 genes necessary for
competence have been identified.

Transformation in a number of bacterial
species depends on the production of an
extracellular factor (referred to as compe-
tence factor), which, upon release into the
surrounding medium, induces the com-
petent state in neighboring cells in the
population. These extracellular factors are
examples of pheromones. (Pheromones
are molecules released by an organism into
the external medium to influence other
individuals of the same species.) These

extracellular factors have been studied in
B. subtilis, Streptococcus pneumoniae, and
B. cereus. In B. subtilis, two different extra-
cellular peptide pheromones are used for
competence development. In S. pneumo-
niae, the competence pheromone is a 17
amino acid peptide.

The adaptive function of bacterial trans-
formation has been studied in B. subtilis
as a model system for understanding
the adaptive function of bacterial trans-
formation generally. The results indicated
that transformation provides external DNA
template for recombinational repair of
DNA damage in the recipient. Trans-
formation and recombinational repair in
B. subtilis require the RecE protein, which
is a homolog of the well-studied RecA
protein of E. coli. DNA damages aris-
ing from such sources as UV irradiation,
endogenous oxidative free radicals, and
desiccation are a pervasive problem for
bacteria. The RecE protein of B. subtilis
probably catalyzes recombinational repair
of these prevalent DNA damages. Thus,
sexual communication via pheromones in
bacteria is probably an evolved mechanism
to promote sexual interaction for recombi-
national repair of prevalent DNA damages.
This is ‘‘Level 1’’, the primary level of sex-
ual communication.

Transformation in bacteria involves par-
tial diploidy as an intermediate stage.
Even though the initial advantage of this
process, we think, was recombinational re-
pair of DNA damage, diploidy (or partial
diploidy) may also provide the benefit of
masking deleterious recessive mutations
through complementation. Thus, recom-
binational repair in bacteria may have
set the stage, or may have been a pre-
cursor to, natural selection for diploidy
as a distinct phase of the sexual cycle
in eukaryotes. Further, recombinational
variation is produced as a by-product
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of recombinational repair in bacterial
transformation as well as in other sexual
processes. The infrequent beneficial new
traits generated by recombination presum-
ably promote evolutionary success, just as
infrequent beneficial mutations do.

5.2
Sexual Communication in Fungi, Primarily
for DNA Repair, but Also for Limited
Complementation

1. Sexual communication in fungi. Among
eukaryotic microorganisms, pheromones
promote sexual interaction in many
species. These simple eukaryotes use a va-
riety of molecules, such as steroids, other
lipids, peptides, and derivatives of organic
acids, as well as large molecules such
as glycoproteins as sex pheromones. Al-
though these sex pheromones are usually
transmitted through an aqueous medium,
they may also be transmitted through the
air as in the fungus Mucos mucedo.

2. Sexual communication in yeast. The
sexual cycle and communication have been
especially well described in the yeasts
Saccharomyces cerevisiae and Schizosaccha-
romyces pombe. Mating in these yeasts oc-
curs between two cells of opposite mating
type and is facilitated by the reciprocal ac-
tion of pheromones. Cells of each mating
type release pheromones that induce mat-
ing through promotion of specific mod-
ifications in cells of the opposite mating
type. The two cells then conjugate, forming
a diploid zygote that can undergo meio-
sis. This leads to sporulation and release
of ascospores that can germinate to form
haploid vegetative cells, thus completing
the life cycle. The pheromones produced
by these yeasts are short peptides.

The results of several studies bear on
the adaptive advantage of the meiotic
events promoted by these sex pheromones.

Recombinational repair of DNA double-
strand breaks occurs during meiosis in
S. cerevisiae and S. pombe. The rad51 and
dmc1 genes of S. cerevisiae are homologs
of the recA gene of E. coli. A homolog of
E. coli RecA also occurs in S. pombe.

It was found that treatment of S. pombe
with H2O2, a DNA-damaging agent,
caused increased mating. This stimulation
of mating can be interpreted as an adap-
tation to promote recombinational repair
of the introduced DNA damages. Thus, in
S. cerevisiae and S. pombe, production of sex
pheromones appears to be an adaptation
for promoting recombinational repair of
DNA, ‘‘Level 1’’ of sexual communication,
as in bacteria.

In S. pombe, the mating pheromones
M-factor (produced by the ‘‘Minus’’ mat-
ing type) and P-factor (produced by the
‘‘Plus’’ mating type) ensure sexual inter-
action of cells of opposite mating type.
However, during vegetative growth, a cell
of one mating type switches to the other
mating type in about every two genera-
tions. Similarly, in S. cerevisiae, haploid
descendants from spores of one mating
type can change their mating type fre-
quently so that after several cell divisions a
diploid population develops from a single
haploid spore. These observations indicate
that inbreeding is avoided to some extent
in S. cerevisiae and S. pombe, since mating
with an individual of the opposite mating
type is required, but that it is not strongly
avoided since a cell of one mating type
can give rise to a cell of the opposite mat-
ing type frequently, and then sibling cells
can mate.

In S. cerevisiae and S. pombe, the diploid
stage of the sexual cycle, formed by mating,
probably expresses functions necessary
for meiosis and sporulation. Recessive
mutations in the genes encoding these
functions may explain the observation that
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inbreeding is avoided to some extent.
We discussed above (Section 3.4) that the
diploid stage of a life cycle serves the
adaptive function of complementation, or
the masking of deleterious recessive muta-
tions. Optimal masking is achieved when
the diploid zygote is formed from the
union of haploid cells of two genetically
unrelated individuals, so that the reces-
sive mutations carried by each genome
are most likely to be different. However,
relatively few functions are probably ex-
pressed specifically in the diploid phase of
S. cerevisiae and S. pombe, and this might
explain why the masking of deleterious re-
cessive mutations is only weakly promoted
in these organisms.

In these yeasts, the pheromones operate
at ‘‘Level 2’’ as well, to promote ‘‘outcross-
ing,’’ in addition to acting at ‘‘Level 1’’ to
promote mating between individuals.

3. Sexual communication in neurospora.
Neurospora crassa is an ascomycete, like
the yeasts S. cerevisiae and S. pombe, but
its sexual phase is more elaborate than
those of yeasts. Neurospora crassa encodes
a gene mei3, which is homologous to
E. coli recA and S. cerevisiae dmc1 and
rad51. A mutant defective in mei3 has
reduced repair of DNA damage and, when
homozygous, is blocked in the zygotene
stage of meiotic prophase. This implies
that N. crassa mei3, like S. cerevisiae dmc1
and rad51, is required for recombinational
repair of DNA damage during meiosis.

Neurospora crassa has two stable mat-
ing types which produce sex pheromones.
The sex pheromone of one mating type
induces the formation of the female sexual
structure, the differentiated protoperithe-
cium, in the opposite mating type. Once a
protoperithecium is formed, the vegetative
conidiospores or mycelia of the opposite
mating type can act as the male partner.
Upon mating, a diploid nucleus is formed

by fusion of male and female nuclei of op-
posite mating type. This diploid nucleus
then undergoes meiosis, followed by mito-
sis, to produce eight ascospores. Each set
of eight spores is enclosed within a sac,
referred to as an ascus, and many asci are
contained within the mature fruiting body,
termed a perithecium. Genes promoting as-
cus and ascospore maturation, as well as
perithecium development are expressed in
the diploid stage. It was found that 74 of
the 99 wild-collected N. crassa isolates from
26 populations carried one or more reces-
sive mutations in genes that expressed in
the diploid stage. They estimated that the
number of genes expressed in the diploid
stage is at least 435. Mutations in these
genes, when homozygous in the diploid
stage, cause formation of aborted asci,
ascospores with maturation defects, or bar-
ren fruiting bodies with few sexual spores.
The evolution of two distinct mating types,
which communicate via pheromones, in-
hibits inbreeding in N. crassa, and this
provides the advantage of masking reces-
sive mutations in the numerous genes that
express in the diploid stage.

Overall, in fungi, it appears that
pheromones act at both the primary level of
sexual communication to promote sexual
interaction for meiotic recombinational re-
pair and the secondary level to promote
outcrossing, which allows masking of dele-
terious mutations.

5.3
Sexual Communication in Higher
Eukaryotes, Primarily for Complementation
while Repair Is an Automatic Concomitant
of Sexual Reproduction

1. Flowering plants. Since the diploid stage
is the most prominent stage in the life
cycle of flowering plants, the advantages of
complementation should be large. Thus,
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the investment in sexual communication
to promote cross-fertilization, as the most
common mode of reproduction among
flowering plants, is probably due to
the prominence of the diploid stage
and the benefit of masking deleterious
mutations. Instances in which outcrossing
has been abandoned in favor of self-
fertilization or parthenogenesis may be
explained by the need of some plants to
survive in sparse populations in which the
costs of sexual communication would be
prohibitively high.

Sexual signals in plants promote mating,
but the subsequent meiosis and recombi-
national repair happen in the succeeding
generation when the progeny produce
germ cells. Among those flowering plants
that depend on cross-fertilization to re-
produce, sexual communication acts at
both the primary and the secondary level.
However, in plants that can undergo
self-fertilization, sexual communication is
unnecessary when this option is used.

2. Vertebrates. In bacteria, fungi, and
protozoa, sexual reproduction is generally
facultative and favored only under certain
conditions. In nearly all vertebrates, how-
ever, the sexual cycle is obligatory, and
thus sexual communication is ordinarily
necessary for reproduction.

In vertebrates, meiosis and concom-
mitant recombinational repair ordinarily
occur at a time separate from sexual signal-
ing. However, sexual signaling to attract a
mate is essential to continue the sexual
cycle, which includes fertilization, pro-
duction of progeny, and further meioses.
Thus, sexual signals promote mating, but
meiosis and recombinational repair occur
subsequently in the succeeding genera-
tion, when progeny form germ cells.

Among vertebrates, sexual communica-
tion for promotion of outcrossing has been

studied in many systems. In toads, ad-
vertisement vocalizations given by males
apparently serve as cues by which fe-
males recognize their kin and thus
avoid inbreeding.

In mouse, mating preference is strongly
influenced by the major histocompatibil-
ity complex (MHC) genotype. A mouse
can distinguish close relatives from more
distantly related mice on the basis of
MHC genotype through their sense of
smell. Using this device, mice tend to out-
cross, avoiding mating with close relatives.
Inbreeding of mice derived from wild pop-
ulations has a significant detrimental effect
on survivorship when the mice are rein-
troduced into a natural habitat. This effect
is even more severe than that observed in
laboratory studies of the population. In the
other vertebrates, to be described below,
the communication processes used to pro-
mote outcrossing have not been as well
defined as in the mouse. Nevertheless, we
infer that analogous processes also exist in
these cases.

Outcrossing is promoted among birds.
The great tit (Parus major) is a monog-
amous woodland bird. In natural popu-
lations, outcrossing is promoted by the
dispersal of daughters, but not sons. Fur-
thermore, among infrequent incestuous
matings, nestling mortality was nearly
double that of outbreeding pairs.

Among primates, avoidance of inbreed-
ing occurs in rhesus monkeys, chim-
panzees, and gorillas. Juvenile rhesus
monkey males leave the troop that they
were born into when they mature. This pat-
tern is similar to that in many mammals in
which male progeny leave the social group
into which they are born and find a mate in
another group. Chimpanzees and gorillas
follow a less common pattern in which the
female, rather than the males, leave their
natal group and transfer to other groups.
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Inbreeding ordinarily is avoided in
humans. In humans, body odor prefer-
ences (determined by men and women
scoring the odors of T-shirts previously
worn by men or women) would serve
to increase heterozygosity in the progeny.
Prohibitions against marriage and sexual
relations between close relatives are a near
universal feature of human social behav-
ior in many different cultures. This general
prohibition is known as the incest taboo.

The basis for the incest taboo appears
to be the avoidance of inbreeding because
of the effect of the expression of delete-
rious mutations. There is a significantly
higher incidence of major congenital mal-
formations and postnatal mortality among
the progeny of consanguineous marriages
than among the progeny of nonconsan-
guinous marriages.

We have reviewed the evidence that
‘‘Level 2’’ of sexual communication, to
avoid inbreeding and promote outcross-
ing, is common in vertebrates. Since
sexual interaction in vertebrates is usually
essential for reproduction, sexual commu-
nication at ‘‘Level 1’’ for sexual interaction
is ubiquitous.

5.4
‘‘Level 3’’ of Sexual Communication Is
Used to Select for Fitness among Potential
Mates

In addition to ‘‘Level 1’’ and ‘‘Level 2’’
functions of sexual communication, the
first to promote homologous recombina-
tional repair and the second to promote
outcrossing, a third aspect of sexual com-
munication involves courtship behavior.
The adaptive function of courtship prob-
ably is selection of a mate with the
characteristics that optimize reproductive
success (selection for fitness). This leads
to competition among individuals of the

same gender. Such competition is the ba-
sis for sexual selection, regarded as having
molded many features of animal behavior.

As an example, females of the guppy
fish, Poecilia reticulata, respond more
strongly to the mating displays of male
guppies which have brighter orange spots.
The brightness of the spots correlates pos-
itively with health and vigor and negatively
with previous parasitic infection. Thus fe-
male guppies tend to select healthier mates
that are more resistant to parasites.

Substantial evidence has been presented
on human courtship behavior suggest that
the basic biologic function of human
courtship is to optimize reproductive
success by the selection of a mate of the
highest possible fitness.

6
Overview

The occurrence of high levels of endoge-
nous DNA damage in mammals is now
well established. DNA of mammalian so-
matic cells is the master informational
molecule, and accumulated damages in
this molecule probably cause the pro-
gressive irreversible deterioration of cell,
tissue, and organ function that defines
mammalian aging. When an organism
forms progeny via germ cells, it is im-
portant that these cells be free of DNA
damages, since such damages cause invia-
bility. To facilitate efficient DNA repair,
the redundant information available in
the diploid cell can be used to replace
damaged information through recombina-
tional repair. Sexual reproduction appears
to be an adaptation to promote pairing and
exchange between homologous chromo-
somes for the purpose of efficient repair of
the DNA, which is passed on to germ cells.
In eukaryotes this occurs during meiosis,
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while in bacteria and viruses it occurs dur-
ing less complex, but similar, processes.

Mutations are another type of error
in DNA in addition to damage. Unlike
damages, mutations cannot be recognized
by repair enzymes. Mutations, however,
can be masked when information from two
unrelated individuals (parents) is brought
together through fertilization to form the
progeny zygote. Thus, the outcrossing
aspect of the sexual cycle in diploid
organisms appears to be maintained by the
advantage of masking mutations. Overall,
aging appears to be a consequence of
the accumulation of DNA damage, and
sex appears to be an adaptation for the
removal of damage through enhanced
recombinational repair and the masking
of mutations through outcrossing.

Sexual communication probably arose
in bacteria as an adaptation to promote
DNA transfer in order to allow recombina-
tional repair of damages in DNA. Sexual
communication is probably maintained in
organisms with a distinct diploid stage
of their life cycle by (1) the advantages
of recombinational repair during meiosis,
(2) outcrossing that facilitates complemen-
tation of recessive deleterious mutations,
and (3) mate selection for fitness.

See also DNA Repair in Yeast;
Female Reproductive System; Ge-
netics, Molecular Basis of; Male
Reproductive System.
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Keywords

HIV (Human Immunodeficiency Virus)
A retrovirus of the lentivirus family responsible for AIDS.

AIDS (Acquired Immune Deficiency Syndrome)
A clinical state of profound susceptibility to infection with low pathogenicity
(opportunistic) infectious agent and unusual malignancies.

Retrovirus
A virus characterized by a diploid RNA genome converted to a DNA provirus by its
reverse transcriptase enzyme and integrated into the target cell DNA.

Provirus
The integrated DNA form of the virus.

Antiretroviral Drugs
Pharmacological agents targeting virus-specific processes used in the treatment
of AIDS.

� This article describes the basic molecular biology of the viruses causing AIDS and
the nature of the disease in causes, summarizing the immune response, antiviral
therapy and varrine prospects.

1
Origins of HIV

HIV is a retrovirus of the lentivirus
family. Closely related viruses have been
discovered in many groups of African
primates and sequence comparison would
suggest that there has been more than one
transspecies transmission of these viruses
from monkeys into humans within the last
80 years. In the simian population, these
viruses are transmitted by blood contact
during biting and fighting. The butchering
of monkeys for sale as bush meat is
a highly plausible route of transmission
of these viruses into humans through

monkey blood contamination of cuts and
scratches on human hands. Hypotheses
surrounding contaminated polio vaccine
have been comprehensively disproved.

There are two major divisions of HIV
that have infected humans, HIV-1 and
HIV-2. HIV-1 is phylogenetically closely
related to SIVcpz, a lentivirus of chim-
panzees. HIV-2 is different in sequence
from both of these and more closely re-
lated to the sooty mangabey lentivirus,
SIVsmm. HIV-1 is divided into a num-
ber of different groups, the main (M) and
the out (O) and new (N) groups within
each of which are clades. The M group
is estimated to have entered the human
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Fig. 1 (a) Relationships of HIV and SIV based on pol sequence comparison and (b) clades
of HIV.

race in the 1930s. Within the M group,
nine clades are recognized (Fig. 1a and
b). In addition to clades, many recombi-
nant or ‘‘mosaic’’ subtypes have also been
identified. HIV-1 and HIV-2 have a very
similar genetic structure except as detailed
below. The sequence of the virus is, how-
ever, very variable indeed and two clades
within the M group may differ in certain
regions of the genome at the amino acid
level by 20 to 40%. This is an astonishing
level of variation and contributes signifi-
cantly to the virus’ success in establishing
infection in the human population.

In their native hosts, simian lentiviruses
appear to cause little disease. SIV from the
African green monkey, SIVagm, is asymp-
tomatic in its natural host but produces
profound immunodeficiency when intro-
duced into rhesus macaques or cynomolo-
gus macaques. This may give us clues to
the reason why HIV is so catastrophic in
humans given the short time (<100 years)
that it has been infecting humans and

the consequent lack of host or pathogen
adaptation.

The name lentivirus (lenti = slow) is de-
rived from the archetypal member of this
family, Maedi-Visna virus, which infects
sheep and causes a very slow progressive
disease involving pneumonic change and
wasting, sometimes associated with cen-
tral nervous system defects. In HIV, there
may be symptoms associated with the ini-
tial viremia but thereafter, the speed of
onset of clinical disease following infec-
tion is variable and infected individuals
may remain asymptomatic for a number
of years before the immunodeficiency be-
comes severe enough to cause illness.

Both HIV-1 and HIV-2 infection lead
to a progressive decline in immune
competence to the point where it becomes
incapable of protecting the individual
from otherwise very low pathogenicity
infections, which are easily dealt with
by a normal individual. This progressive
loss of immune competence has given
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the disease its name, acquired immune
deficiency syndrome (AIDS). In general, the
tempo of the disease is slower with HIV-2,
possibly related to its replicating to a lower
titer. This may also explain why it is less
easily transmitted vertically from mother
to child than HIV-1.

2
The Molecular Biology of HIV

Understanding the interactions of the
virus with the immune system, its ability
to cause disease, and potential therapies
requires an understanding of the retroviral
life cycle. The genetic structure of the virus
is shown in Fig. 2. It has the conventional
gag, pol, and env open reading frames of

all retroviruses together with at least seven
additional accessory and regulatory genes.

2.1
Virus Structure

HIV is a conventionally structured retro-
virus (Fig. 3) with a C-type assembly
mechanism. On the exterior, it has a lipid
envelope derived from the surface plasma
membrane of the cell from which it budded
and in this are the envelope glycoproteins
consisting of trimers of a transmembrane
(TM) protein, each of which is noncova-
lently linked to an external surface (SU)
glycoprotein. TM and SU are often re-
ferred to by their molecular weights as
gp41 and gp120 respectively (in HIV-1).

RNA species

HIV

Ψ

Gag, Pol

Env, Nef

Tat, Rev

SD

Tat

Rev

NefVif

Vpu

Gag

Pol EnvLTR LTR

TAR stem loop Rev response element

Vpr

Fig. 2 Genetic structure of lentivirus DNA provirus and families of RNAs transcribed.
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Fig. 3 Diagram of HIV 1 virus particle.

Within the mature virus particle, the inner
surface of the envelope is lined by the
matrix protein (MA), a cleavage deriva-
tive of the major core polyprotein, Gag.
Within this is a pyramidal core structure
made up of capsid (CA) protein subunits.
This encloses the two copies of the RNA
genome that are coated with the nucleocap-
sid (NC) protein. The two RNAs are tightly
linked at a site known as the dimer linkage
site (DLS). Each has a cell-derived tRNAlys
annealed to a complementary sequence
at the 5′ end of the genome, the primer
binding site. Within the particle are a num-
ber of viral accessory proteins including
Vif and Vpr. The virus also captures a
number of cellular proteins including gly-
coproteins from the plasma membrane of
the cell in its envelope and a number of
cytoplasmic proteins including cyclophilin
that binds specifically to the capsid pro-
tein in the core. The viral gene products
of the pol gene are also incorporated into
the virus. These include the protease (Pro)
that cleaves the Gag and Pol precursor
polyproteins to generate Gag products (p6,
p7, p17, and p24) and Pol products in-
cluding the reverse transcriptase enzyme
(RT), which is responsible for generating a
DNA copy from the RNA genome and the
integrase enzyme (IN) that inserts the viral

DNA into the chromosomes of the target
cell.

2.2
Life cycle

Infection of a cell by HIV occurs following
binding of the virus through its SU
glycoproteins to the cell surface molecule
CD4 and coreceptors (Fig. 4). The CD4
glycoprotein is found on a variety of cells,
predominantly in those of the immune
system. HIV tropism is broadly divided
into viruses that can infect T lymphocytes
(T-cell tropic) and those that infect cells
of the macrophage/monocyte lineage (M
tropic) (see Sect. 2.4).

Binding to the cell is followed by a con-
formational change in TM in which its
hydrophobic terminus penetrates the tar-
get cell membrane and approximates it to
the viral envelope lipids, fusing the two
membranes together. Cellular lipid rafts
appear to play a role in virus entry. The
capsid and its contents enter the cell cy-
toplasm and the processes of disassembly
and reverse transcription begin in which
the viral RNA is copied into a DNA form.
Reverse transcription is shown in Fig. 5.
More detailed accounts can be found in the
literature. Two important features of the
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Fig. 4 Retroviral life cycle.

reverse transcription process are that both
the RNA genomes are used as a template
to produce a DNA copy in which template
switching can occur such that the resultant
DNA may be a combination of copies of
segments from each of the RNA strands.

Secondly, the resulting double-stranded
DNA terminal sequences have both been
templated by the 3′ long terminal repeat.
It is during this reverse transcription step
that the combination of template switch-
ing and nucleotide misincorporation, due
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Fig. 5 Reverse transcription.

to the lack of RT proof-reading, produces
the remarkable sequence diversity seen
in HIV.

The DNA provirus is transported into
the nucleus as a preintegration complex
(PIC) using karyophilic signals found on
proteins with the complex including the
matrix protein, the integrase, and the Vpr
accessory protein. There is some func-
tional redundancy between these signals.

In lentiviruses, the PIC can cross an intact
nuclear membrane, meaning that these
viruses have the unique capability among
retroviruses of being able to integrate into
cells that are not undergoing mitosis.
The integration step involves the inte-
grase enzyme cleaving the cellular DNA
and making a 3′ to 5′ recess in the two
ends of the proviral DNA. The chromoso-
mal DNA undergoes a similar staggered
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cleavage and the viral and cellular DNA
ends are linked. Cellular enzymes fill in
the defect (Fig. 6). The resulting sequence
shows a reduplication of the cellular nu-
cleotides at either end of the provirus.

The integrated provirus may remain
transcriptionally silent. Transcriptional ac-
tivation depends in part on the degree of
stimulation of the cell. In T cells, for ex-
ample, mitotic stimulation is associated
with activation of the retroviral promoter.
Viral latency is a useful strategy for this
pathogen to escape immune recognition
and studies suggest that, at any one time,
probably less than 10% of infected cells
have a transcriptionally active virus.

The 5′ long terminal repeat of the virus
contains a promoter element with a con-
ventional TATA box. When activated, this
is transcribed by RNA polymerase II to
produce a genome length transcript. Mul-
tiple small abortive transcripts are seen
early on but sufficient full-length RNAs
are produced to initiate gene expression.
Instability sequences are found in the
full-length RNA, which default the RNA
transcript to be spliced, and intronic se-
quences encompassing the Gag and Pol
regions and the central part of envelope
are spliced out to produce multiply spliced
RNAs that are then exported into the cyto-
plasm and translated on free cytoplasmic
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ribosomes. The earliest transcripts code
for the regulatory proteins, Tat, Rev, and
Nef (Fig. 2). Tat is a transcriptional activa-
tor that shuttles back into the nucleus and
interacts with an RNA stem loop struc-
ture, the Tat Response Element (TAR) at
the 5′ end of all viral transcripts (Fig. 2).
Tat bound to TAR, recruits cyclin T and
CDK9, which cause hyperphosphorylation
of the C-terminal domain of the RNA
polymerase II, massively enhancing its
transcriptional efficiency. The sequence
of transcription, export, and translation
is replicated and amplified and more Tat
protein is produced in what amounts to
a positive feedback loop. The spliced RNA
species encoding Rev is also translated and
like the Tat protein, it shuttles back into the
nucleus. It interacts with an RNA structure
called the Rev Responsive Element (RRE) in
the envelope intron (Fig. 2), enhancing ex-
port of both the full-length genomic RNA
and the singly spliced RNA that encodes
the envelope glycoprotein. Thus, the Tat
protein causes an early amplification of
transcription, and Rev subsequently leads
to an early to late shift in the species of
RNA, which are exported from the nucleus
from those encoding regulatory factors
to mRNAs for structural and enzymatic
proteins. Unspliced full-length RNAs are
translated on free cytoplasmic ribosomes
to produce the Gag and Pol proteins. The
singly spliced envelope encoding RNA
binds to a ribosome and with the trans-
lation of its signal peptide, the complex
is transported to the rough endoplasmic
reticulum where envelope glycoproteins
are translated and glycosylated using the
conventional cellular glycoprotein secre-
tory route.

The Gag and Pol proteins are encoded on
the same transcript but in different read-
ing frames. Translation of the polyprotein
is interrupted by a frameshift sequence at

the Gag/Pol overlap with an efficiency of
about 5%. The ribosome shifts into the −1
frame, so that for approximately every 19
Gag proteins that are produced, 1 Gag/Pol
fusion protein is synthesized. Gag and
Gag/Pol proteins assemble at the plasma
membrane in approximately the same
stoichiometric ratio. At some stage, fol-
lowing transcription, the Gag protein has
interacted with full-length genomic RNA
transcripts and captured these through
binding to a complex folded region of
the RNA termed the packaging signal or
� region. This RNA is then transported
into the assembling virion where it binds
other Gag proteins through the zinc fin-
gers of their nucleocapsid subfragments,
the RNA acting to some extent as a scaf-
fold for viral assembly. RNA–protein and
protein–protein interactions contribute to
the generation of a convex curved raft of
protein underneath the cell membrane.
Assembly continues with the viral bud
bulging out of the cell and the Gag and
Gag/Pol proteins accumulating to form a
spherical viral core. This mode of assem-
bly at the membrane defines lentiviruses
as having a C-type morphology.

The viral core that forms is composed
of Gag and Gag/Pol polyproteins, all
aligned with the matrix region outermost
and the NC region toward the center of
the particle. At the extreme C-terminal
of the Gag protein is a small region
termed p6, which is intimately involved
in the budding process. Mutations in
p6 have been shown to lead to arrested
budding in which stalked but otherwise
intact particles remain attached to the
plasma membrane of the cell. p6 has
recently been shown to interact with a
cellular protein, TSG101. In the normal
cell, TSG101 is involved in the budding
process of endosomes into multivesicular
endosomes. It appears that the virus has
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hijacked this budding mechanism for an
external budding process and uses the
same cellular factors to facilitate this. The
complete array of proteins involved is not
yet elucidated.

After or during the process of budding,
the protease component of the Gag/Pol
polyprotein becomes activated. This en-
zyme is inactive in the Gag/Pol monomer
and functions as a homodimeric molecule.
An as yet unknown process appears to ap-
proximate two protease monomers leading
to autolytic cleavage of the first protease en-
zyme, following which cleavage of further
Gag/Pol molecules will lead to release of
further protease subunits and a cascade of
proteolytic cleavage of Gag and Gag/Pol
can occur. This cleavage is accompanied
by a morphological change in which the
particle changes from a spherical one con-
taining a ‘‘doughnut’’ ring of structural
proteins into a typical retrovirus particle
with matrix protein underlying the enve-
lope and an apparent space between this
and the pyramidal core, which is composed
of capsid proteins.

2.3
Additional Accessory Proteins

These can be divided into those that are or
are not incorporated into the viral particle.

2.3.1 Virion Associated Proteins
As noted previously, the Vpr protein is
involved in the preintegration complex tar-
geting the nucleus of the newly infected
cell. There is evidence that Vpr binds to
the nucleoporin hCG1. Vpr also appears
to have other functions. It may be a tran-
scriptional transactivator in its own right
through binding to p300/CBP coactivators.
It has also been implicated in G2 phase
cell cycle arrest. This is suggested to be the

phase of the cell cycle at which Tat trans-
activation is most efficient. Vpr may also
have a role in pathogenesis of AIDS since it
has clearly been associated with apoptosis
in a number of different cell types includ-
ing neurons. It appears to gain entry to the
virus by binding to the p6 region of Gag.

In HIV-2 and SIV, a gene duplication
appears to have occurred to produce
a second regulatory protein, Vpx, with
homology to Vpr. There is evidence that
in these viruses, Vpx may have subsumed
the specific nuclear entry role of Vpr.

Vif is another small accessory protein
that is incorporated into the virus particle.
It has been clear for many years that Vif
is an essential protein for viral replication
in some cell lines but not others. The Vif
phenotype depends on virion associated
Vif since expression of Vif in a target
cell does not appear to allow replication
of an incoming Vif negative virus. Recent
work suggests that Vif may be interacting
with an inhibitory cellular protein that
has sequence homology to proteins of
the cytidine deaminase family and it may
be that the actions of this nucleotide-
modifying enzyme must be neutralized
for successful reverse transcription and
integration to occur.

2.3.2 Nonvirion Associated Proteins
Vpu is a small protein found only in HIV-1
and SIVcpz. It has a number of roles that
enhance the efficiency of budding of the
virus. The envelope glycoprotein, gp120,
which on the virion particle interacts
with the CD4 protein, is synthesized and
exported in the infected cell through the
same pathway as the cell’s own CD4.
Complexing of these two molecules in the
ER has been documented. Vpu appears to
facilitate disaggregation of these two by
binding to and degrading CD4, enhancing
the export of the gp120 SU protein.
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Vpu also appears to have additional
envelope-independent effect, enhancing
virus export.

The Nef protein is found throughout the
primate lentiviruses. It is a multifunctional
molecule. It has been documented as
being capable of downmodulating cell sur-
face expression of certain cellular proteins
including CD4 and the MHC proteins.
Recent evidence suggests that Nef may be
involved in recruiting lymphocytes to HIV-
infected macrophage/monocytes. Specific
effects on migration inhibition of lympho-
cytes have been documented and these
properties seem to be a powerful func-
tional argument for Nef having important
effects on virus spread and infectivity. This
is further supported by the observation
that Nef-deleted or Nef-mutated viruses
have been shown to be associated with a
severely attenuated pathogenicity. Recipi-
ents of HIV-infected blood from a single
donor in Australia remained well for many
years and the virus was identified as having
a defective Nef protein. In SIV infection,
Nef mutant viruses show an attenuated
phenotype and reversion of the Nef muta-
tion to wild type is associated with a regain
of virulence.

2.4
Envelope Variants

The envelope gene of HIV-1 encodes a
polyprotein comprising the two compo-
nents of the external viral receptor ligand.
At the N-terminus is the surface (SU)
or gp120 protein. At the C-terminal, the
TM is found. This latter sequence con-
tains a hydrophobic stretch of amino acids,
which comprise the membrane anchor and
a second hydrophobic region involved in
binding to the target cell membrane and
fusing it with the virus envelope. The SU
region is divided into five constant (C1-5)

and five variable (V1-5) regions. The SU
protein of HIV is responsible for binding
to target cells. The V3 loop region of SU
has attracted much attention because of
its critical importance in receptor binding.
The CD4 protein found on lymphocytes
and cells of the monocyte/macrophage
series was identified early in the AIDS
epidemic as being a major receptor for
the virus. At the same time, it was clear
that binding to CD4 was necessary but
not sufficient for infection. Observations
that activated lymphocytes released sub-
stances that block infection by HIV and the
identification of these as chemokines and
their receptors as belonging to the family
of 7-transmembrane spanning chemokine
receptors revealed the existence of a family
of coreceptor molecules, which are re-
quired for successful entry and infection.
The two major families of these are the
so-called CC chemokine receptors and the
CXC receptors. Two of these are the prin-
cipal HIV receptors. The CC chemokine
receptor CCR5 responds to the cytokines
MIP1α, MIP1β, and RANTES. The CXC
chemokine receptor CXCR4 is bound by
SDF1. There are a number of other re-
ceptors that have been identified as being
involved in binding of HIV-1, HIV-2, and
SIV. The identification of these recep-
tors neatly mapped on the long-standing
observation that there were at least two
types of tropism identifiable in HIV. Some
viruses appeared to be able to infect cells
of the monocyte/macrophage series very
efficiently but were very poor at infect-
ing T lymphocytes. Others appear to be
extremely efficient at infecting T lym-
phocyte cell lines in vitro but were very
poor at infecting macrophages. These were
broadly divided into ‘‘macrophage tropic’’
and ‘‘lymphocyte tropic’’ viruses (although
this is a simplification). The chemokine re-
ceptor data link these tropisms with the
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fact that the lymphocyte tropic viruses
have a surface envelope protein that pref-
erentially binds to the CXCR4 receptor
and the macrophage tropic to the CCR5
receptor. These tropisms are commonly
abbreviated by describing viruses as X4
or R5, respectively. More recently, a mu-
tation has been identified, which affects
about 1% of Caucasians who are ho-
mozygous for a stop codon causing a
truncation of the CCR5 protein, and ren-
ders these individuals uninfectable by
macrophage tropic virus. This explained
another observation that there were some
individuals who appeared to be repeat-
edly exposed to HIV through high-risk
sexual practices and yet did not become
infected.

3
Routes of Transmission

Infection can occur via cell-free virus or
through contact between infected cells and
those of the recipient. SIV in monkeys is
probably primarily transferred from host
to host by blood contact. HIV is also infec-
tious by blood contact but the predominant
mode of transmission is by the sexual
route. HIV positive mothers can trans-
mit the virus to their newborn child at
birth or through breast feeding. The fact
that cell-free virus is infectious means that
HIV was transmitted very efficiently in
clotting factor concentrates in the 1980s,
resulting in the infection of large cohorts
of hemophiliac patients. In the developed
world, blood donations are screened for
HIV as they are in many countries in the
developing world. There is a very small
but finite risk that a blood donor in the
‘‘window’’ period before seroconversion
may transmit an infection through blood
donation but this is in the order of less

than one in a million. Blood transmis-
sion occurs quite efficiently in the case
of intravenous drug users who share nee-
dles. Sexual transmission can occur from
both male to female and female to male
with an estimated risk of 1 : 200. Mucous
membrane transmission probably begins
with the infection of sessile cells of the
macrophage/monocyte system in the mu-
cous membrane tissues with subsequent
replication and spread of virus to other
cells of the immune system. Recent evi-
dence implicates Langerhans cells as the
first target. These may bind the virus us-
ing the DC-sign cell surface lectin, which
has a high affinity for gp120. Whether
replication occurs within these cells or
whether surface-bound virus infects mi-
grating T cells and macrophages is not
established.

4
Natural History of Infection

The characteristic natural history of infec-
tion is illustrated in Fig. 7. Following early
replication in lymph nodes and within
a period of approximately four to eight
weeks after exposure to virus, viremia be-
comes detectable in the form of ELISA
positivity to the p24 capsid antigen and
detection of viral RNA in the serum. This
viremia rises rapidly to a peak that may be
around five million copies of the viruses
per milliliter of blood. At this time, the be-
ginnings of an immune response against
the virus become detectable, including spe-
cial antibodies directed against the viral
proteins. Subsequently, the virus level in
the blood falls to a ‘‘set point’’ and this
correlates most closely with detection of
a rise in the cytotoxic T lymphocyte cell
mediated immunity. At the time of this
seroconversion, between a third and a
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Fig. 7 Natural history of HIV infection.

half of infected patients will have symp-
toms resembling a glandular feverlike
illness with lymphadenopathy, transient
petechial rashes, arthropathy, evidence of
peripheral neuropathy, and occasionally a
brief meningoencephalitic illness. How-
ever, virtually without exception, these
symptoms resolve. There then follows a
period of apparent stability in which the
viral level or ‘‘viral load’’ remains sta-
ble and there is ongoing evidence of an
immune response. In some individuals,
persistent enlargement of lymph nodes
occurs associated with weight loss and

fevers. This so-called persistent generalized
lymphadenopathy appears to be associated
with a worse prognosis in terms of the
speed of onset of immunodeficiency. De-
spite the asymptomatic nature of infection
in most individuals at this stage, mea-
surements of the CD4 lymphocyte count
show that during the initial viral peak,
there is a corresponding trough in lym-
phocyte numbers, implying a significant
amount of direct virus mediated lympho-
cyte destruction. This rises again as the
virus load is brought under control but
does not achieve the preinfection level and
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from then on there is a very slow but
progressive decline.

Calculations of the quantity of virus be-
ing produced during this time and the rate
of lymphocyte destruction/regeneration
have generated the remarkable figures that
around 109 –1010 viruses are produced and
destroyed each day. This is probably an
underestimate. The lymphocyte turnover
is also around 109 per day, but while the
viral load may be constant or may rise, the
lymphocyte count slowly falls such that
there is a net loss of around 106 lympho-
cytes per day. The fall in lymphocyte count
correlates with a progressive decline in im-
munological competence and is a marker,
if not the cause, of the eventual break-
down in immune competence. At this
stage, the number of infected cells in the
blood is very low, at around 1 in 105. This
might suggest that virus mediated lym-
phocyte destruction is less important at
this stage, although localized destruction
in lymph nodes would be difficult to de-
tect. Immune clearance of infected cells,
however, may be the dominant force af-
fecting lymphocyte numbers. Depending
on the success of the immune response
in controlling the virus, the length of time
between seroconversion and immunode-
ficiency may be anything from 2 up to
12+ years. However, as yet, although there
are examples of very slow progressors,
there is no evidence of complete control
of viral infection by the immune system
once the virus has established itself. At
the late stages of the disease, the predom-
inant type of virus appears to change with
the emergence of faster replicating T-cell
tropic (X4) variants.

Symptomatic immunodeficiency be-
comes apparent when the lymphocyte
count falls below 200 × 109 L−1, at which
point the individual is at very high
risk of opportunistic infection and the

development of unusual malignancies.
The fall in lymphocyte count correlates
with a loss of control over viral replication
and a rise in detectable virus in the
circulation in the absence of antiretroviral
therapy. Death from an overwhelming
infection or an uncontrolled malignancy
usually occurs within two to three years of
the onset of the severe immunodeficiency
even with treatment of the individual
infections and cancers.

As will be described later, the advent of
antiretroviral therapy has transformed the
natural history of disease in the western
world. Pharmacological control of virus
replication leads to a fall in viral load
and a corresponding rise in the CD4
lymphocyte count. This leads to a reversal
of the loss of immunocompetence, which,
although it may not be complete, is
enough to significantly reduce the risk of
opportunistic infection.

5
Immune Response to HIV

Following the initial peak of virus in the
circulation after infection, the viral load
declines to a set point, which, on average,
is around 30 000 copies per milliliter.
If it is higher than this, the onset of
AIDS is quicker and vice versa. It appears
that qualitative and quantative parameters
of the immune response determine this
set point. A broad antibody response
develops within the first three months
of infection with specificity for some
of the structural proteins such as Gag.
Antibodies to Envelope and Polymerase
proteins appear swiftly thereafter, and
the regulatory and accessory proteins also
trigger an antibody response.

Antibodies interfering with interaction
between the envelope protein and the
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cellular receptor may be neutralizing and
the site at which they bind on the viral
protein provides strong clues as to the im-
portant regions of SU involved in viral
entry. In particular, the V3 loop is a major
target for neutralizing antibody. A second
region on gp120, which is involved in both
CD4 and chemokine receptor binding, is
another neutralization target. However, V3
loop neutralizing antibodies often appear
to be more effective against laboratory
strains of HIV than primary clinical iso-
lates. It is possible that this relates to the
different conformation of the envelope in
the in vitro adapted strains in which the
lack of immune selection pressure has al-
lowed a more open structure that favors
rapid cellular entry. In vivo, such a struc-
ture would predispose to the blockade by
neutralizing antibodies and may be disad-
vantageous.

Other evidence suggesting that antibod-
ies are of relatively low importance is the
fact that some individuals in whom the
illness appears to be held in check by the
immune response do not have high lev-
els of neutralizing antibody. In addition,
passive protection using antibodies in ani-
mal models is only effective when they are
present in very high titer. There is some
evidence that high titers of neutralizing an-
tibody may be associated with a lower ‘‘set
point.’’ The immense variability of the viral
envelope facilitates immunological escape
of the virus. This may occur either by
amino acid variability or by modification
of envelope glycosylation.

Cytotoxic T-cell responses can be de-
tected before the antibody response and
have long been considered one of the ma-
jor immunological defenses against HIV.
CD8+ T cells can kill virus infected cells
by specific recognition of the HIV pep-
tides presented on class I MHC proteins
on the surface of the infected cell. In

vitro, CTLs can eliminate infected cells
even before new viruses have been pro-
duced. A second effect involves the release
of β-chemokine mediators, which, as pre-
viously mentioned, are themselves able to
bind to their natural ligand CCR5 and
block the use of this protein by HIV for
infection of the cell. The strong correla-
tion between appearance of CD8+ T cells
and the decline in viral replication in the
early stages together with data on adoptive
transfer in humans and CD8 depletion ex-
periments in monkeys, which leads to a
sustained increase in viral load, confirms
the critical role played by this arm of the
immune response in combating infection.

The signature of HIV infection is the
decline in CD4 lymphocytes. The mecha-
nisms of destruction of CD4 lymphocytes
are probably many and varied as described
earlier. Production of HIV with its gp120
within a cell that is already making CD4
may lead to protein aggregation within the
cell and dysfunction leading to apoptosis.
This can be observed in vitro as single cell
killing. Expression of gp120 on the surface
of the cell may induce fusion of that cell
with a CD4+ cell. This latter phenomenon
is also seen in vitro and leads to killing by
syncitia formation. Passive binding of shed
gp120 on to the CD4 proteins of immune
competent cells may lead to them being
a target for immunological clearance and
the gp120 itself may have adverse effects.
The cytotoxic T-cell response, clearing in-
fected cells, is probably responsible for a
very large proportion of the destruction of
CD4+ infected cells. Thus, a number of di-
rect and indirect mechanisms contribute
to the loss of the CD4 cell population.

Individuals whose disease progresses
very slowly (long-term nonprogres-
sors – LTNPs) have clearly been shown
to have powerful T-cell responses against
HIV with the CD4 lymphoproliferative
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response correlating well with success-
ful suppression of the viral load. Whether
these cells act independently or through
enhancement of CD8+ CTL killing is
not clear and it may be a combina-
tion of both. Apart from specific genetic
variants such as the CCR5 truncation mu-
tation described earlier, there does appear
to be some genetic influences in that
certain HLA alleles HLAB35 and CW4
are associated with more rapid disease
progression, and certain other polymor-
phisms in chemokines and chemokine
receptor genes may influence responses
to therapeutic strategies and vaccination.

The immune response is capable of a
measure of control of HIV replication in
all patients, and in some, there is very sig-
nificant delay in the onset of AIDS. Recent
evidence suggests that not only does the
ability to mount an immune response de-
cline as disease progresses but the ability
to regenerate this when antiretroviral treat-
ment is started also declines the longer
the initiation of treatment is delayed. In-
deed, treatment during the early stages
of infection at seroconversion has been
correlated with a much better long-term
CD4 lymphoproliferative response. Thus,
early treatment might lead to the ability to
maintain a strong CD4 cell response and
this might provide the possibility of pow-
erful long-term control of viral replication.
Against this is the risk of generating drug
resistance early in infection and the loss of
utility of the limited range of chemother-
apeutic agents when they may be more
useful at a later stage.

6
Drug Therapy of HIV

Antiviral drugs are commonly targeted
at viral enzymes. This is the case with

HIV in which the first two types of
highly successful pharmacotherapies have
been directed to inhibit the actions of
the viral reverse transcriptase gene and
the protease gene. Reverse transcriptase
is clearly a virus-specific process since
the cell does not have any functional
RNA-dependent DNA polymerase activity.
The reverse transcriptase enzyme does not
have proof-reading capability and while, as
mentioned later, this may be an advantage
to the virus in generating variants, it
also is an Achilles’ heel for the virus
in that nucleoside analogs that mimic
the bases that the enzyme is attempting
to incorporate into the DNA chain can
substitute for these and once inserted
cannot be excised. Pyrimidine analogs
have been particularly effective and they
appear to act both by inhibiting the enzyme
and by chain termination. They require
phosphorylation within the cell to form
triphosphates. Another class of drug that
inhibits RT is the nonnucleoside reverse
transcriptase inhibitors (NNRTIs), which
bind to reverse transcriptase away from
the active site but are not incorporated
into the transcript. A third major class of
antiretroviral drugs are those inhibiting
the viral protease. These take advantage of
the target peptide sequence of the aspartyl
protease of HIV, being slightly different
from cellular homologs of this enzyme.
Predictably, however, the specificity of
these drugs is somewhat lower than RT
inhibitors and they are associated with a
greater number of side effects, probably
relating to effects on cellular proteases.
Newer classes of drugs are being developed
including those that may inhibit viral entry,
viral integration, and viral export. Injection
of a peptide, which interferes with the
formation of the fusogenic envelope of the
virus and blocks cell entry, has recently
been introduced into clinical practice.
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Structured treatment interruptions (STI)
is being tested as a strategy to reduce drug
toxicity. As yet, the effect of this on overall
prognosis and immune regeneration is not
fully established.

7
Viral Escape

The previously described infidelity of the
reverse transcriptase enzyme is responsi-
ble for considerable sequence change in
the virus. Undoubtedly, many of the incor-
porated nucleotides will cause lethal muta-
tions and a nonviable integrated provirus
will result. The huge numbers of viruses
being produced everyday, however, will en-
sure that a large number of viable variants
will be produced, which may have mi-
nor changes in their amino acid sequence.
Thus, it is easy to see that a virus en-
tering a macrophage may mutate slightly
during its reverse transcription and in-
tegration process such that the progeny
virions from that cell may have a slightly
greater predisposition to infect lympho-
cytes than the parental version. The other
major mechanism of sequence variation
comes from recombination. When a cell
is infected with two different viruses, the
diploid nature of the genome means that
it is possible for an RNA strand from
two different integrated proviruses to be
copackaged. During reverse transcription
in the target cell, the reverse transcrip-
tase enzyme is known to dissociate from
its template and may reassociate with the
partner template. Thus, exchange of large
blocks of genetic information between the
two strands is quite common. Indeed, it is
estimated that the enzyme skips between
strands at least four times during every
replication cycle. In this way, mixing and
matching of genomes can occur with ease

and, in this case, large blocks of func-
tionally intact genome will be changed.
Recombination is, therefore, believed to
be as significant if not more significant
than RT errors in generating diversity.
Some of the major worldwide clades have
clearly been formed from recombination.
Genotype E in Thailand, for example, is a
recombinant between a clade A Gag and a
clade E envelope sequence.

Variation allows the virus to introduce
point mutations, which will render the
binding of antiviral drugs much less ef-
ficient, and strategies to combat viral
resistance have become an integral part of
clinical management. This is particularly
the case since antiviral therapy in the west-
ern world became more widespread. The
chances of acquiring a virus, which has al-
ready generated some antiviral resistance,
has increased greatly. For this reason,
where possible, it is recommended that
antiviral resistance testing is undertaken
before initiating antiretroviral therapy so
that the combination of drugs chosen is
one in which the virus is sensitive to
each component. As well as this, it is
vital that combinations of three or more
drugs are used to prevent emergence of
resistance. Both of these strategies are de-
signed to avoid presenting the virus with
a single drug against which it can de-
velop resistance.

The genetic variation also contributes
very largely to the difficulty the immune
system has in neutralizing this virus.
There are clearly documented examples
of immunological escape where viral pro-
teins, which have cytotoxic T-cell epitopes,
mutate and thus escape cytotoxic T-cell
recognition. In terms of envelope varia-
tion, the virus has the additional weapon
of variable glycosylation. HIV envelope is
extremely heavily glycosylated compared
to a number of its close viral relatives
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and it is clear that glycosylation may
significantly inhibit the function of neu-
tralizing antibodies.

8
Vaccines

From the above, it is clear that the de-
velopment of a vaccine against HIV is
a monumental task compared to many
other pathogens. The features that make
it particularly challenging are as follows.
Firstly, there is no evidence that complete
sterilizing immunity occurs in the hu-
man race after infection. Thus, even the
best immune response in the world does
not appear to be capable of indefinitely
checking virus replication. Secondly, the
huge variability of the virus means that
unlike, for example, polio or smallpox,
vaccines containing a restricted number
of variants will not successfully prevent in-
fection and disease caused by HIV since
the virus has such a vast repertoire of vi-
able variants. Thirdly, the virus integrates
into the genome of the cell. A number of
the features of the life cycle of this and
other retroviruses have been designed to
specifically maintain cellular viability since
death of the cell equates with death of the
provirus. The action of many of the ac-
cessory genes of HIV in downmodulating
cell surface proteins makes even a good im-
mune response incapable of easily clearing
infection. Over and above that, however,
the virus has the capacity to become latent.
Complete transcriptional arrest may occur
(or a level of basal transcription insuffi-
cient to generate Tat), with transcriptional
reactivation occurring under appropriate
conditions such as triggering of the cell
into mitosis. A transcriptionally inactive
virus is completely invisible to the im-
mune system and persistence of a small

number of latently infected cells leaves
the possibility of reactivation when the
immune response wanes. Reactivation of
other viruses such as Varicella zoster pro-
vides a comparable parallel. It is, thus, not
surprising that progress toward a vaccine
has been slow. To date, vaccines have been
generated that are capable of preventing
infection in SIV models. Most of these
appear to be effective against homologous
strains but with, as yet, relatively little evi-
dence that effective cross-neutralization of
heterologous strains occurs. Use of a live
attenuated vaccine such as one deleted in
nef and some of the other regulatory genes
has been associated with protection against
subsequent challenge. Attenuation, how-
ever, appears to be a finite phenomenon
and mutation back to the wild-type se-
quence and full pathogenicity is a feature.
Recent data using prime boost techniques
in which carrier vaccine strains are used
such as modified vaccinia Ankara have
shown some promising evidence of good
immune responses against HIV proteins.
As yet, the duration of immune response
using these techniques is not clear. A co-
hort of prostitutes in western Africa who
were repeatedly exposed to HIV but re-
mained uninfected originally, generated
hope that a fully neutralizing immune
response was possible with frequent low
level viral challenge. The follow-up of these
individuals showed that when sexual expo-
sure to HIV ceases, the immunity wanes
and the individuals become susceptible
to infection again. This, again, is rather
a concerning issue in terms of vaccine
development since it would suggest that
repeated boosts of vaccination will be re-
quired to maintain a level of immunity,
which would otherwise be lost. There
are strong parallels here with immunity
to malaria.
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9
Summary

The HIV epidemic is a global problem that
has been controlled but not eliminated in
the western world. The vast majority of
infected individuals live in sub-Saharan
Africa where access to treatment for the
virus or its complications is extremely
limited. Significant loss of life and dis-
ruption of family and society has occurred
in this part of the world due to HIV. Re-
current suggestions that HIV may not be
the causative agent of AIDS have seriously
set back educational programs in a num-
ber of countries and are unfounded and
irresponsible. Countries that have taken
advice and help and approached the prob-
lem with a vigorous education campaign
such as Uganda have reaped the rewards
with the HIV positivity rate in the antena-
tal population halving over a period of less
than 10 years. Until vaccines are devel-
oped and antiretroviral therapy becomes
more widely available, these sort of ap-
proaches should be powerfully supported.
In the western world, antiretroviral ther-
apy has transformed the prognosis, and
conceivably, a middle aged person acquir-
ing HIV might now have a normal lifespan
given the additive effects of the slow onset
of clinical disease, the availability of an-
tiretroviral drugs, and the combined time
window these provide for the appearance
of new therapies. While the death rate
has fallen in the west, the incidence of
HIV infection has continued to rise. This
is partly because of increased longevity
of infected individuals and also from in-
creasing numbers of migrants from highly
endemic areas who may seek access to
western health resources. This trend is in-
creasing and will provide an increasing
burden on western healthcare services.

There is still no reason why an unin-
fected person cannot be protected against
HIV since transmission is preventable by
barrier methods of contraception, vaginal
virucidal agents, and so on. However, the
key to the control of HIV in the near future
in the developing and developed world is
education.
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Keywords

Pre-mRNA
Nascent transcripts that are precursors of mature messenger RNAs.

Exon
Gene regions that are present in mature messenger RNA transcripts.

Intron
Intervening sequences that are removed from pre-mRNA transcripts and not
represented in mature mRNA species.

Pre-mRNA Splicing
The process of removing introns from pre-mRNAs and ligating exons to form mature
mRNA transcripts.

UsnRNPs
Uridine-rich small nuclear ribonucleoprotein particles.

Spliceosome
The macromolecular machine in which pre-mRNA splicing reactions take place.

5′ and 3′ Splice Sites
Sequences that spliceosomes recognize at 5′ and 3′ ends of an intron. They are also
named splice donor and splice acceptor sites respectively.

Alternative Splicing
The process in which cells selectively use different combinations of splice sites to
generate two or more mRNA transcripts from a single pre-mRNA species.
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Splicing Regulatory Elements
Specific sequences in introns or exons that are recognized by trans-acting factors to
allow either enhancement or repression of splicing.

Splicing Regulators
Trans-acting factors that interact with splicing regulatory elements to either stimulate
or inhibit splicing.

� An important step of eukaryotic gene expression is pre-mRNA splicing, the process
of removing intervening sequences (introns) from the nascent transcript (messenger
RNA precursor, or pre-mRNA). The discovery of split genes in the viral genome and
subsequent research in the field of pre-mRNA splicing have greatly advanced our
understanding of mammalian gene regulation. Studies on pre-mRNA splicing have
also facilitated sequence analyses of the human genome. With the completion of
human genome sequencing, it is now further appreciated that pre-mRNA splicing
and alternative splicing play critical roles in regulating gene expression and in
enhancing genetic diversity.

Evolutionarily, the basic machinery for pre-mRNA splicing appears to be highly
conserved among different species of metazoans. In Saccharomyces cerevisiae,
although only a small percentage of genes undergo splicing, more than 100 genes
have been identified that are either dedicated to or involved in pre-mRNA splicing. In
mammals, pre-mRNA splicing is a crucial step for gene expression because the vast
majority of mammalian transcription units contain one or more introns that must
be accurately removed to form mature and functional messenger RNA (mRNA)
species. In this chapter, we review the current knowledge about mammalian pre-
mRNA splicing, with special emphasis on the aspects related to the pathogenesis or
treatment of human diseases.

1
Pre-mRNA Splicing and Splicing Machinery

1.1
Splicing Machinery: Spliceosome

Pre-mRNA splicing is the first step
of the major post-transcriptional pro-
cesses in eukaryotic gene expression
(Fig. 1). The biochemical reactions of
pre-mRNA splicing occur in a macro-
molecular machine named the spliceo-
some. This large RNA–protein complex

contains, in addition to the pre-mRNA
substrate, several uridine-rich small nu-
clear ribonucleoprotein (UsnRNP) parti-
cles as well as a myriad of non-snRNP
protein factors. The splicing machinery is
similar in complexity and size to that of
the protein synthesis machinery, the ribo-
some. In all cases studied so far, splicing
reactions take place in the mature spliceo-
some inside the nucleus.

For processing the majority of introns
(the major class, also called the U2-type



128 Alternatively Spliced Genes

5′ss3′ss
Exon 3

3′ss

Pre-mRNA splicing

Translation

Polypeptide

Pre-mRNA Exon 1
5′ss

Exon 2

mRNAs Exon 3Exon 1

Exon 1 Exon 2 Exon 3Exon 1

mRNA export

Fig. 1 The schematics for major posttranscriptional processes in
eukaryotic gene expression. Different splice isoforms of mRNAs can
be produced as a result of alternative selection of splice sites.

intron), the spliceosome contains U1, U2,
U4/6, and U5snRNPs. The splicing of the
minor class of introns (also called the U12-
type) occurs in the spliceosome containing
U11 and U12, in addition to U4atac,
U6atac, and U5snRNPs (Figs. 2 and 3).
This chapter will focus on the splicing of
introns in the major class. This is because
this class accounts for more than 99% of
known introns. Most of our knowledge
about pre-mRNA splicing has also come
from studies of the major class of introns.

Comparison of genes coding for com-
ponents of splicing machinery, including
both snRNAs and protein factors, reveals a
high degree of conservation through evo-
lution. Amazing similarity is found among
spliceosomal components from yeast, fruit
fly, and human. A recent study us-
ing nanoscale microcapillary liquid chro-
matography tandem mass spectrometry to
analyze partially purified human spliceo-
somes assembled on model splicing sub-
strates revealed 145 distinct spliceosomal
proteins. This suggests that the spliceo-
some is one of the most complex macro-
molecular machines for mammalian gene

expression. Table 1 shows the currently
known human proteins identified in func-
tional spliceosomes assembled on model
splicing substrates. The role of individual
proteins in splicesome assembly and in
splicing regulation will be discussed.

1.2
Splicing Signals

The sites for cleavage and ligation in splic-
ing reactions are defined by conserved
splicing signals in the pre-mRNA, includ-
ing the 5′ splice site (5′ss), the branch
site, the polypyrimidine tract, and the
3′ splice site (3′ss) consensus sequence.
These cis-elements are important sites
for RNA–RNA and protein–RNA inter-
actions. Systematic analyses of both yeast
and higher eukaryotic splicing signal se-
quences led to the classification of U2 and
U12 types of introns based on the key Us-
nRNPs involved in the recognition of the
branch sites in the corresponding introns
(Fig. 2).

In general, the spliceosome for U2-type
introns contains U1, U2, and U4/U6,
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5′ splice sites

Branch sites

Human U2 introns

Human U2 introns

Yeast U2 introns

Yeast U2 introns

U12 introns

3′ splice sites
positions:

Human U2 introns

Yeast U2 introns

U12 introns

U12 introns

positions:

positions:

−3

−9

−12 −11 −10 −9 −8 −7 −6 −5 −4 −3 −2 −1 1 2 3

−8 −7 −6 −5 −4 −3 −2 −1 1 2 3 4 5 6

−2 −1 1 2 3 4 5 6 7 8 9 10 11 12

Fig. 2 The sequence features at the 5′ splice site, branch site,
and 3′ splice site as derived from representative sets of
introns of corresponding types. (Modified with permission
from Burge, C.B., Tuschl, T.H., Sharp, P.A. (1999). in: The
RNA World, Gesteland, R.F., Cech, T.R., Atkins, J.F. (Eds) The
RNA World, Cold Spring Harbor Laboratory Press, New York,
pp. 525–560). The frequency of each nucleotide (A, G, T, or C)
at each sequence position is depicted by the heights of the
corresponding letters in the diagram.
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Tab. 1 Proteins detected in human spliceosomes.

Acce.# Protein name Yeast homolog
(SGD ORF)

Motifs Cal. MWt

A. snRNP proteins
Sm/LSm core proteins
P14678 Sm B/B’ SMB1 (YER029C) Sm 1 and 2 24 610
P13641 Sm D1 SMD1 (YGR074W) Sm 1 and 2 13 282
P43330 Sm D2 SMD2 (YLR275W) Sm 1 and 2 13 527
P43331 Sm D3 SMD3 (YLR147C) Sm 1 and 2 13 916
P08578 Sm E SME1 (YOR159C) Sm 1 and 2 10 804
Q15356 Sm F SMX3 (YPR182W) Sm 1 and 2 9725
Q15357 Sm G SMX2 (YFL017W-A) Sm 1 and 2 8496
Q9Y333 hLSm2 LSM2 (YBL026W) Sm 1 and 2 10 835
Q9Y4Z1 hLSm3 LSM3 (YLR438C-A) Sm 1 and 2 11 714
Q9Y4Z0 hLSm4 LSM4 (YER112W) Sm 1 and 2 15 350
Q9Y4Y8 hLSm6 LSM6 (YDR378C) Sm 1 and 2 9128
Q9UK45 hLSm7 LSM7 (YNL147W) Sm 1 and 2 11 602

U1snRNP-specific proteins
P08621 U1-70kD SNP1 (YIL061C) RS, 1 RRM 70 081
P09012 U1 A MUD1 (YBR119W) 2 RRMs 31 280
P09234 U1 C YHC1 (YLR298C) ZF 17 394
AB034205 LUC7A LUC7 (YDL087C) RS-rich 51 466

U2snRNP-specific proteins
AF054284 SAP155 (SF3b155) HSH155 (YMR288W) PP2A 1 45 815
Q13435 SAP145 (SF3b145) CUS1 (YMR240C) Pro-rich 97 657
AJ001443 SAP130 (SF3b130) RSE1 (YML049C) 1 35 592
Q15459 SAP114 (SF3a120) PRP21 (YJL203W) SWAP, UBQ 88 886
Q15428 SAP62 (SF3a66) PRP11 (YDL043C) ZF 49 196
A55749 SAP61(SF3a60) PRP9 (YDL030W) ZF 58 849
Q15427 SAP49 (SF3b49) HSH49 (YOR319W) 2 RRMs 44 386
P09661 U2 A′ LEA1 (YPL213W) Leu-rich 28 444
P08579 U2 B′′ MSL1 (YIR009W) 2 RRMs 25 486
Q9Y3B4 p14 SNU17 (YIR005W) 1 RRM 14 584

U5snRNP-specific proteins
AB007510 U5-220kD (PRPC8) PRP8 (YHR165C) 2 73 785
O75643 U5-200kD BRR2 (YER172C) DExD, Helicase 1 94 479
BC002360 U5-116kD SNU114 (YKL173W) G domain 1 09 478
BC001666 U5-102kD PRP6 (YBR055C) HAT 1 06 925
BC002366 U5-100kD PRP28 (YDR243C) DExD, Helicase, RS 95 583
BC000495 U5-52kD SNU40 (YHR156C) GYF 37 646
AF090988 U5-40kD WD40s 39 299
O14834 U5-15kD DIB1 (YPR082C) 16 786

U4/U6snRNP-specific proteins
T50839 U4/U6-90kD

(HPRP3)
PRP3 (YDR473C) PWI 77 529

BC007424 U4/U6-60kD
(HPRP4)

PRP4 (YPR178W) WD40s 58 321
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Tab. 1 (continued)

Acce.# Protein name Yeast homolog
(SGD ORF)

Motifs Cal. MWt

AL050369 U4/U6-61kD
(PRPF31)

PRP31 (YGR091W) NOP 55 424

AF036331 U4/U6-20kD CPH1 (YDR155C) Cyclophilin 19 207
P55769 U4/U6-15.5kD SNU13 (YEL026W) Putative RRM 14 174

U4/U6.U5 tri-snRNP specific proteins
T00034 Tri-snRNP 110kD SNU66 (YOR308C) RS 90 255
AF353989 Tri-snRNP 65kD SAD1 (YFR005C) RS, UBQ, ZF 65 415
X76302 Tri-snRNP 27kD RS 18 859

B. Non-snRNP spliceosomal proteins
SR proteins
Q08170 SRp75 2 RRMs, RS 56 792
Q05519 p54/SFRS11 1 RRM, RS 53 542
Q13247 SRp55 2 RRMs, RS 39 568
Q13243 SRp40 2 RRMs, RS 31 264
Q07955 ASF/SF2 2 RRMs, RS 27 613
Q16629 9G8 1 RRM, RS 27 367
Q01130 SC35 1 RRM, RS 25 575
Q13242 SRp30c 2 RRMs, RS 25 542
AF057159 hTra2 1 RRM, RS 21 935
P23152 SRp20 1 RRM, RS 19 330

Other spliceosomal proteins with known motifs
NP−057417 SRm300 RS-rich 2 51 965
P26368 U2 AF65 MUD2 (YKL074C) RS, 3 RRMs 53 501
Q01081 U2AF35 RS 27 872
Y08765 SF1 BBP (Ylr116w) ZF, KH 68 632
AB018344 hPrp5 PRP5 (YBR237W) DExD, Helicase, RS 1 17 461
O60231 hPrp2 PRP2 (YNR011C) DExD, HELICc 1 19 172
P38919 IF4N FAL1 (YDR021W) DExD, HELICc 46 833
P17844 p68 DBP2 (YNL112W) DExD, Helicase 69 148
Q92841 p72 DBP2 (YNL112W) DExD, HELICc 72 371
T00333 fSAP164 DExD 1 63 986
Q08211 RHA (YLR419W) DExD, HELICc, DSRM 1 40 877
O00571 DDX3 DBP1 (YPL119C) DExD, HELICc, SR 73 243
Q9UJV9 Abstrakt DExD, HELICc 69 738
P42285 fSAP118 MTR4 (YJL050W) DExD 1 17 790
BC002548 fSAP113 DExD 1 13 671
NP−055792 fSAP152 (Acinus) 1 RRM 1 51 887
Q14011 CIRP (cold inducible

RNA-binding)
1 RRM, Gly-rich 18 648

BC007871 SPF45 1 RRM, Gly-rich 44 962
NP−008938 CF I-68kD (cleavage

factor)
1 RRM 59 209

(continued overleaf )
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Tab. 1 (continued)

Acce.# Protein name Yeast homolog
(SGD ORF)

Motifs Cal. MWt

AC004858 fSAP94 1 RRM, PWI 94 122
P52298 hCBP20 CBP20 (YPL178W) 1 RRM 18 001
BC003402 fSAP47 ECM2 (YBR065C) 1 RRM, ZF 46 896
BC006474 fSAPa 1 RRM, SWAP Partial
AAB18823 TAT-SF1 CUS2 (Ynl286w) 2 RRMs 85 759
I55595 fSAP59

(transcription
cofactor)

2 RRMs 58 657

U76705 IMP3 2 RRMs, 4 KH 63 720
NP−073605 OTT 3 RRMs 1 02 135
BC008875 PUF60 3 RRMs 58 171
Q15097 PAB2 PAB1 (YER165W) 4 RRMs, PABP 58 518
AF356524 SHARP

(transcription
cofactor)

4 RRMs 4 02 248

P41223 fSAP17 CWC14 (YCR063W) ZF 16 844
O43670 ZNF207

(transcription
factor)

ZF 50 751

AF044333 PLRG1 PRP46 (YPL151C) WD40s 57 194
BC008719 hPrp19 PRP19 (YLL036C) WD40s 55 181
BC006849 hTEX1 TEX1 (YNL253W) WD40s 38 772
BC002876 fSAP57 PFS2 (YNL317W) WD40s 57 544
BC003118 fSAP35 WD40s 34 849
AF083383 SPF38 WD40s 34 290

Other spliceosomal proteins with known motifs
XM−087118 hFBP3 1 WW 24 297
AF049523 hFBP11 PRP40 (YKL012W) 2 WW, 1 FF Partial
T08599 CA150 3 WW, 6 FF 1 23 960
XP−042023 CyP64 CPR3 (YML078W) Cyclophilin, WD40 64 222
AF271652 PPIL3 CPR6 (YLR216C)* Cyclophilin 18 155
S64705 PPIL2 CYP5 (YDR304C)* Cyclophilin, Ubox 58 823
BC003048 PPIL1 CYP2 (YHR057C)* Cyclophilin 18 237
Q9UNP9 PPIE CPH1 (YDR155C)* Cyclophilin 33 431
AY029347 hPrp4 kinase TyrKc 1 16 973
Q9NYV4 CrkRS CTK1 (YKL139W) TyrKc 1 64 155
T12531 TIP39 (YLR424W)* Gly-rich 96 820
BC001403 CF I-25kD (cleavage

factor)
NUDIX 26 227

Q09161 hCBP80 CBP80 (YMR125W) MIF4G 91 839
AB046824 fSAPb CWC22 (YGR278W) MIF4G Partial
T02672 fSAPc ERM Partial
AF255443 hCrn CLF1 (YLR117C) HAT 99 201
BC007208 XAB2 (transcription

cofactor)
SYF1 (YDR416w) HAT 1 00 010
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Tab. 1 (continued)

Acce.# Protein name Yeast homolog
(SGD ORF)

Motifs Cal. MWt

Q13573 SKIP PRP45 (YAL032C) SKIP 61 494
A53545 hHPR1 HPR1 (YDR138W) DEATH 75 627
AF083385 SPF30** TUDOR 26 711
NP−055095 SPF31 DnaJ 30 986
Q13123 RED RED 65 630
Spliceosomal proteins without known motifs
NP−001244 CDC5L CEF1 (YMR213W) 92 250
AAK21005 ASR2 1 00 665
AF441770 hTHO2 THO2 (YNL139C) 1 69 573
I39463 fSAP79 78 536
AK027098 fSAP24 23 671
BC001621 SNP70 69 998
BC006350 fSAP71 70 521
P55081 MFAP1 51 855
AJ276706 WTAP 44 243
O15355 PP2Cγ PTC3 (YBL056W) 59 272
AJ279080 fSAP105 (putative

transcription
factor)

1 04 804

NP−056311 fSAP121 1 21 193
BC004442 fSAP33 ISY1 (YJR050W) 32 992
AF161497 CCAP2 CWC15 (YDR163W) 26 610
Q9Y5B6 GCFC (putative

transcription
factor)

29 010

NP−073210 DGSI 52 567
NP−110517 NAP (nuclear

protein inducing
cell death)

65 173

NP−056299 fSAP29 28 722
NP−037374 fSAP23 (putative

transcription
factor)

22 774

BC004122 fSAP11 10 870
BC000216 fSAP18 18 419
AF081788 SPF27 26 131

C. Late-acting spliceosomal proteins
Catalytic step II and late-acting proteins
Q92620 hPrp16 PRP16 (YKR086W) DExD, Helicase, RS 1 40 473
Q14562 hPrp22 PRP22 (YER013W) DExD, Helicase, RS 1 39 315
O43143 hPrp43 PRP43 (YGL120C) DExD, Helicase 92 829
BC010634 hSlu7 SLU7 (YDR088C) ZF 68 343
AF038392 hPrp17 PRP17 (YDR364C) WD40s 65 521
BC000794 hPrp18 PRP18 (YGR006W) 39 860

(continued overleaf )
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Tab. 1 (continued)

Acce.# Protein name Yeast homolog
(SGD ORF)

Motifs Cal. MWt

Spliced mRNP/EJC proteins
AF048977 SRm160 PWI, RS 93 519
Q13838 UAP56 SUB2 (YDL084W) DExD, Helicase 48 991
PJC4525 RNPS1 1 RRM, Ser-rich 34 208
NM−005782 Aly YRA1 (YDR381W) 1 RRM 26 861
Q9Y5S9 Y14 1 RRM 19 889
P50606 Magoh Mago−nashi 17 164

Source: (Adapted with permission from Zhou, Z., Licklider, L.J., Gygi, S.P., Reed, R. (2002)
Comprehensive proteomic analysis of the human spliceosome, Nature 419(6903), 182–185).
Note: A. snRNP proteins. B. Non-snRNP spliceosomal proteins. C. Late-acting spliceosomal proteins.
In each list, spliceosomal proteins are grouped by their structural motifs. Corresponding GenBank
accession numbers are shown (Acce#), together with their yeast homologs (as SGD open reading
frame, SGD ORF), sequence motifs, and calculated molecular weight (Cal. Mwt).
COLD: cold shock RNA-binding domain; Cyclophilin: cyclophilin type peptidyl–prolyl cis–trans
isomerase; DEATH: domain found in proteins involved in cell death; DExD: DExD/H-like helicases
superfamily; DSRM: double-stranded RNA-binding motif; ERM: ezrin/radixin/moesin family motif;
fSAP: functional spliceosome-associated protein; FF: two conserved F residues; G domain:
GTP-binding domain that contains a P-loop motif; GYF: contains conserved G-T-F residues; HAT:
Half-A-TPR (tetratrico-peptide repeat); Gly-rich: peptide sequences rich in G, R, S residues; HELICc:
helicase superfamily c-terminal domain; KH: hnRNP K homology RNA-binding domain; MIF4G:
middle domain of eukaryotic initiation factor 4G; NOP: putative snoRNA binding domain; NUDIX:
mutT-like domain; PABP: poly-adenylate binding protein, unique domain; PP2A: protein phosphatase
2A repeat; PWI: domain in splicing factors; RED: protein with extensive stretch of alternating R and E
or D; RRM: RNA recognition motif; RS: arginine–serine-rich domains; SKIP: conserved domain found
in chromatinic proteins; Sm: snRNP Sm proteins; SWAP: suppressor-of-white-apricot splicing
regulator; TUDOR: a domain present in several RNA-binding proteins; TyrKc: tyrosine kinase,
catalytic domain; UBQ: ubiquitin homologs; Ubox: modified RING finger domain; WD40s: WD40
repeats, structural repeats of the beta propeller domain; WW: domain with 2 conserved W residues,
interacting with proline-rich polypeptides; ZF: Zinc finger domain.

whereas the U12-type of spliceosome
involves U11, U12, and U4atac/U6atac,
with both sharing U5snRNP. Although
nucleotide sequences of U11, U12, and
U4atac/U6atac snRNAs are different from
their counterparts in the spliceosomes
for U2-type introns, the predicted sec-
ondary structures of the corresponding
snRNAs have striking similarity (Fig. 3a).
In addition, the specific interactions
between the spliceosomal snRNAs and
pre-mRNA substrates also appear to be
highly similar, as shown in Fig. 3(b). Both
U2- and U12-types of introns can be

found in the same genes. There is ev-
idence suggesting that the two types of
spliceosomes may interact and share some
protein components in addition to the
common U5snRNP. The evolutionary ori-
gins of these two types of spliceosomes
remain largely speculative.

U12-class introns contain more con-
served sequences at the 5′ss. The se-
quences around branch sites of the U12-
class introns are also highly conserved with
the TCCTTAAC (the underlined A as the
branch site) consensus signal located ap-
proximately 10 to 20 nucleotides upstream
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of the 3′ss. A typical U12-class intron lacks
a polypyrimidine tract between the branch
site and the 3′ss.

In the yeast, S. cerevisiae, only a small
fraction of genes contain introns, and these
are usually short introns (approximately
240 introns, averaging 270 nucleotides
in length). Splicing signals in yeast
introns are highly conserved and may
contain sufficient information for defining
splice junctions, especially considering
the number of genes devoted to or
associated with pre-mRNA splicing in the
yeast genome.

In mammals, pre-mRNA transcripts are
usually much longer and contain multiple
introns of variable sizes. In humans, the
average size of exons is 150 nucleotides,
and that of introns is approximately 3500
nucleotides. Mammalian introns can be
as large as 500 kbp. The basic splicing
signals in mammalian pre-mRNAs are de-
generate, especially in the case of U2-type
of introns. The branch sites for U2-type
introns are highly divergent. At both the
5′ss and 3′ss, only two nucleotides (/GT
at the 5′ss and AG/ at 3′ss) are highly
conserved. As a result, the nucleotide
sequences surrounding the splice junc-
tions, the 5′ss and 3′ss, usually contain
only a limited amount of information. This
is not sufficient for conferring the speci-
ficity required to achieve accurate splice
site selection. In mammals, the recog-
nition of not only exon–intron junction
sequences but also the regulatory elements
in intronic and exonic regions is important
for defining splice junctions and maintain-
ing splicing fidelity. In addition, multiple
networks of interactions among the ma-
chineries for transcription, cap formation,
splicing, and polyadenylation may also in-
fluence splice site selection. This high
degree of degeneracy in the splicing sig-
nals in mammalian pre-mRNA transcripts

provides the flexibility for alternative selec-
tion and pairing of different splice sites,
a fundamental mechanism for regulating
alternative splicing.

1.3
Spliceosomal UsnRNP Biogenesis

As essential subunits of the splicing ma-
chinery, spliceosomal UsnRNPs contain
not only uridine-rich snRNAs but also
a number of polypeptides. U1, U2, U4,
and U5snRNAs are transcribed by RNA
polymerase II as precursors containing
additional 3′ nucleotides. After acquir-
ing a monomethylated guanosine (m7G)
cap structure, these pre-UsnRNAs are
exported to the cytoplasm in a pathway de-
pendent on the m7G cap, the cap-binding
complex (CBC), RanGTP, and phospho-
rylated adaptor for RNA export. In the
cytoplasm, pre-UsnRNAs interact with Sm
proteins including B/B′, D3, D2, D1, E,
F, and G (Table 1A) to form the snRNP
core structure.

The Sm protein-binding sites in U1, U2,
U4, and U5snRNAs are highly conserved,
containing two stem-loop structures flank-
ing PuAU4-6GPu sequence (Fig. 3a). A
number of proteins interacting with Sm
proteins have been identified, including
the protein product of SMN (survival
of motor neuron) gene, SMN-interacting
protein/Gemin2, Gemin3, and Gemin4.
Genetic defects in the SMN gene cause
spinal muscular atrophy (SMA), possi-
bly by interfering with UsnRNP Sm core
assembly and therefore deficiency in Us-
nRNP biogenesis.

Following UsnRNP Sm core assembly,
the m7G cap of their snRNA is con-
verted to the 2,2,7-tri-methylated guano-
sine (m3G), and the 3′ extra nucleotides
of pre-UsnRNAs are removed. These core
UsnRNPs are imported into the nucleus to
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be assembled into the spliceosome. This
UsnRNP import process requires not only
general nuclear import factors such as
Importin-β but also specific factors such as
Snurportin-1 that recognizes the m3G cap
of the UsnRNP and interacts with general
factors for snRNP import into the nucleus.

Before the association of UsnRNP
particle-specific proteins, the UsnRNAs
undergo internal modifications including
pseudouridylation and 2′-O-methylation.
Such modifications appear to be necessary
for the assembly of a functional UsnRNP,
as shown for the human U2snRNP. These
posttranscriptional modifications are me-
diated by a small nucleolar (sno)RNA-
guided mechanism through the action
of snoRNPs. For example, U85 snoRNP
directs both 2′-O-methylation and pseu-
douridylation of U5snRNA. Following
these posttranscriptional internal modifi-
cations of snRNAs, the assembly of Us-
nRNPs is completed with the association
with individual UsnRNP-specific proteins
(Table 1A). Among these UsnRNP-specific
proteins, U5-220 kDa (also named Prp8 or
PRPC8) is a crucial spliceosomal protein
that is most highly conserved through evo-
lution. Prp8 interacts with sequences of
all major splicing signals including 5′ss,
branch site, and 3′ss. It has been pro-
posed that Prp8 plays a critical role in
catalysis by aligning 5′ss, and 3′ss at the
catalytic center.

U6snRNP plays an important role at the
catalytic center of the spliceosome, and
its biogenesis has several unique features.
The U6snRNA is transcribed by RNA
polymerase III, and its cap structure is
a γ -monomethyl group. The U6snRNP
does not contain an Sm protein. Instead,
U6snRNP contains seven Sm-like proteins
(Lsm2, 3, 4, 5, 6, 7, and 8) interacting with
the U-rich region at the 3′ end of the
U6snRNA. The assembly of U6snRNP is

believed to occur in the nucleus. The base-
pairing interactions between U4snRNA
and U6snRNA lead to the formation
of the U4/U6snRNP, which associates
with U5snRNP as the U4/U6.U5 tri-
snRNP complex to join the spliceosome.
The formation of U4/U6.U5 tri-snRNP
complex and association of tri-snRNP with
the spliceosome require PRPF31 (human
homolog of yeast Prp31p) in addition to
other proteins.

1.4
Spliceosome Assembly

A large number of studies show that mam-
malian spliceosomes are assembled on the
pre-mRNA splicing substrate in an or-
derly fashion. A recent study, on the other
hand, reported a penta-snRNP particle pu-
rified from the yeast extract. The finding
of this ‘‘preassembled’’ penta-snRNP par-
ticle suggests the potential importance of
concurrent multisite interactions during
spliceosome assembly among spliceoso-
mal components and different intronic
as well as exonic regions. Many com-
ponents of spliceosomes are conserved
between yeast and human. In fact, much
of our knowledge of spliceosome assem-
bly is based on genetic studies in yeast
and on biochemical experiments using
both yeast and mammalian systems. The
mammalian homologs of key spliceoso-
mal components have been identified
(Table 1). Systematic proteomic studies of
spliceosomes assembled on model splic-
ing substrates confirm the high degree
of conservation between mammalian and
yeast spliceosomal proteins (Table 1).

Spliceosome assembly is a highly dy-
namic process, with multiple RNA–RNA,
RNA–protein, and protein–protein inter-
actions. During spliceosomal assembly
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and activation, there are a series of con-
formational rearrangements. This process
involves not only changes in the RNA con-
formation but also remodeling of snRNPs
and exchanges of protein factors. Stud-
ies over the past two decades have only
provided a sketch of this multicompo-
nent interactive process. At the catalytic
center of the functionally mature spliceo-
some, the 5′ss and 3′ss must be juxtaposed
precisely to ensure accurate cleavage and
ligation.

The classical view of spliceosome assem-
bly features stepwise interactions between
the pre-mRNA substrate and different
spliceosomal UsnRNPs. Immediately after

transcription, nascent pre-mRNA tran-
scripts interact with hnRNP (heteroge-
neous nuclear ribonucleoprotein) proteins
(Table 2) to form H complex. Spliceosome
assembly is initiated with the recogni-
tion of the 5′ splice site by U1snRNP
in an ATP-independent manner. Efficient
interaction between the U1snRNP and
5′ splice site requires U1snRNP-specific
proteins (such as U-70 K) and possibly
other proteins. Recognition of the branch
site and 3′ splice site requires cooper-
ative binding of SF1 (also named the
branch point binding protein, BBP) to the
branch site and binding of U2 auxil-
iary factor (U2AF65 and U2AF35 as a

Tab. 2 Human H complex proteins.

Acce. # Protein name Motifs Cal. MWt

Q13151 hnRNP A0 2 RRMs 30 841
P09651 hnRNP A1** 2 RRM 38 715
P22626 hnRNP A2/B1 2 RRMs 37 430
P51991 hnRNP A3 2 RRMs 39 686
P07910 hnRNP C1/C2 1 RRM 33 299
Q14103 hnRNP D0 2 RRMs 38 434
P26599 hnRNP I/PTB** 4 RRMs 57 221
Q07244 hnRNP K KH 50 976
P14866 hnRNP L 3 RRMs 60 187
O43390 hnRNP R 3 RRMs 70 943
AL031668 hnRNP RALY 1 RRM 32 214
P35637 FUS/hnRNP P2 1 RRM 53 426
B54857 NF-AT 90 k 2 DSRMs, ZF 73 339
AJ271745 NFAR-1 DSRM, ZF 76 033
A54857 NF-AT 45 k DSRM, ZF 44 697
AF037448 GRY-RBP 3 RRMs 69 633
P43243 Matrin3 94 623
O43684 hBUB3 WD40s 37 155
Q15717 HuR 3 RRMs 36 062
Q92804 TAFII68 1 RRM, ZF 61 830
P16991 YB1** COLD 35 924
P16989 DBPA COLD 40 060
P08107 HSP70 HSP70 70 052
P11142 HSP71 HSP70 70 898
P11021 GRP78 HSP70 72 116

The H complex proteins that are involved in alternative splicing
regulation are marked with ‘‘**.’’
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heterodimer) to the intronic sequence
at the 3′ splice site. Splicing reactions
can occur in the absence of detectable
U1snRNP. However, efficient splicing of
most introns appears to require U1snRNP.
The formation of such an early complex
(E complex) is considered to be the com-
mitment step that directs the nascent
pre-mRNA transcript into the splicing
pathway.

A distinct feature of the formation of
mammalian splicing commitment com-
plex is the involvement of a family of
proteins named SR proteins that are not
found in the genome of S. cerevisiae. SR
proteins share common structural fea-
tures, with one or two RNA recognition
motifs (RRMs) of the RNP-consensus
(RNP-cs) type at the amino-terminus and
a carboxyl domain rich in arginine and
serine residues (RS domain, Table 1).
These proteins play important roles in
recognizing exons and mediating inter-
actions between splice sites. SR proteins
interact with exonic sequences and re-
cruit splicing factors for the formation
of ‘‘cross-exon’’ complex, (i.e. exon def-
inition). SR proteins also interact with
5′ss and facilitate the ‘‘cross-intron’’ recog-
nition by mediating protein–protein in-
teractions between U1snRNP and factors
associated with the branch site 3′ss includ-
ing U2snRNP, U2AF, and possibly other
proteins.

The binding of U1snRNP and SR
proteins promotes the interaction of
the 17S U2snRNP with the branch
site sequence. The stable association of
U2snRNP with the branch site to form
the A complex is ATP-dependent and
requires the U2snRNP-specific proteins
SF3a [SF3a60/SAP61 (Prp9), SF3a66/
SAP62 (Prp11) and SF3a120/SAP114
(Prp21)]. This process also requires non-
snRNP splicing factors including hPrp5

(a putative ATP-dependent RNA helicase).
Upon the integration of the U2snRNP
complex, a U2snRNP-protein, p14, con-
tacts the branch adenosine residue and
interacts with other U2snRNP proteins.
The next ATP-dependent step is the asso-
ciation of U4/U6.U5 tri-snRNP complex
to form the B1 complex, in which the
interaction of the 5′ss with U1snRNA
is destabilized by U5-100 kDa (hPrp28),
a putative RNA helicase. The 5′ss se-
quence is then engaged in interactions
with U6snRNA around the intronic region
and with U5snRNA at the exonic region.
After escorting the U6snRNP into the B1
complex, the U4snRNP is released to form
the B2 complex, a transition that requires
ATP and possibly U5-200 kDa (human ho-
molog of Brr2 in yeast, another putative
RNA helicase). The next ATP-dependent
transition is the formation of the C1 com-
plex, a process involving the activity of yet
another possible RNA helicase hPrp2 (hu-
man homolog of Prp2/Ynr011c). This may
directly lead to the formation of the cat-
alytic site for the first step of splicing, the
cleavage at the 5′ss with the formation of
a lariat intermediate (see Fig. 4). U2, U6,
and U5snRNPs are associated with the
catalytically active form of splicing com-
plex in which the first step of splicing
occurs. The second step of splicing (cleavage
at the 3′ss and ligation of exons) requires
an additional set of protein factors includ-
ing hPrp16, hPrp17, hPrp18, and hSlu7
(Table 1). The human homolog of the yeast
Prp16, hPrp16, contains an RS domain in
addition to DEXD-box helicase and AT-
Pase domains. The transition to form the
C2 complex is again ATP-dependent. The
catalytic center for the second step is also
formed by U6snRNA, U2snRNA, and/or
associated proteins. The splicing products,
ligated exons, and the lariat intron, are
then released from the spliceosome by
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another DEXD-box containing RNA he-
licase together with other factors. The
release of the lariat intron and dissocia-
tion of U2, U5, and U6snRNPs from the
I complex requires another putative RNA
helicase, hPrp43. The released U6snRNP
is reannealed with U4snRNP and associ-
ated with U5snRNP to form the U4/U6.U5
tri-snRNP complex to enter another cycle
of spliceosome assembly. The lariat intron
is debranched by the enzyme Dbr1. Many
spliceosomal components are presumably
recycled to form new spliceosomes.

It is clear that spliceosome assembly is a
highly dynamic process involving multiple
networks of RNA–RNA, protein–RNA,
and protein–protein interactions at each
step. Our understanding of this complex
process, as well as its regulation, remains
limited.

1.5
Biochemical Mechanisms of pre-mRNA
Splicing

The complex and dynamic process of
spliceosome assembly culminates in the
formation of the catalytic core in which
5′ss and 3′ss are precisely juxtaposed.
The biochemical reactions of pre-mRNA
splicing involve two transesterification
steps (Fig. 4). The first step is the cleavage
at the 5′ss and the formation of the lariat
intermediate with a 2′-OH displacing a 3′-
OH group. The second step is the cleavage
at the 3′ splice site with concomitant
ligation of the 5′ and 3′ exons in which
a 3′-OH displaces another 3′-OH group.
Although it remains controversial, these
two steps of splicing reactions may take
place in two catalytic sites. In addition
to the chemical differences between the
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Fig. 4 The biochemical mechanisms of pre-mRNA splicing: two steps of
transesterification. The phosphodiester linkages are indicated by the letter ‘‘p’’
inside a circle or a diamond.
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two reaction steps, the stereoselectivity of
the transesterification reactions and the
difference in the metal-ion dependence
support the existence of two reaction
sites.

Accumulating evidence suggests that
pre-mRNA splicing may be RNA-catalyzed
with U6snRNA at the center for cataly-
sis and protein factors including PRP8
as components of the catalytic core.
U6snRNA plays a critical role in catal-
ysis and in interacting with pre-mRNA
and other spliceosomal snRNAs. In yeast,
U6snRNA contributes to spliceosomal
catalysis by coordinating catalytic metals.
Precise catalytic mechanisms of mam-
malian pre-mRNA splicing remain to be
elucidated.

2
Alternative pre-mRNA Splicing

2.1
Alternative Splicing and its Role in
Regulating Gene Activities and Generating
Genetic Diversity

The vast majority of vertebrate genes con-
tains at least one intron. It is estimated
that more than 50% of human genes un-
dergo alternative splicing, the process that
generates distinct splicing products from
the same pre-mRNA transcript by using
different splice sites (Fig. 5). Alternative
splicing is an important mechanism for
regulating gene activities in eukaryotic
species. Alternative splicing events can

Mutually exclusive exons

Exon inclusion or skipping

Alternative 3′ splice site

Alternative 3′ splicing coupled with
alternative polyadenylation

Pairwise mutually exclusive

Alternative 5′ splice site

Stop

p(A)n p(A)n

Alternative splicing coupled
with differential promoter usage

Intron retention or removal

Trans-splicing

Fig. 5 Diverse patterns of alternative splicing. Alternatively spliced
regions or exons are illustrated as shaded boxes.
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occur in the protein-coding regions or in
the regulatory regions of genes, including
both 5′ and 3′ untranslated regions. Alter-
native splicing can affect peptide coding
capacity or influence mRNA stability or
translational control of the transcription
products. Alternative splicing regulation
can also be coupled with transcription,
polyadenylation, RNA editing, or mRNA
exporting processes. A recent example for
the coupling of splicing with other pro-
cesses of gene regulation is that steroid
hormone receptors can simultaneously
regulate transcription and alternative splic-
ing by recruiting coregulators involved in
both processes. In addition, alternative
splicing can affect posttranslational modi-
fications of protein products.

2.1.1 Different Patterns of Alternative
Splicing
A number of distinct alternative splic-
ing patterns have been reported (Fig. 5).
Most common alternative splicing events
include exon inclusion/skipping, intron
removal/retention, and alternative selec-
tion of competing 5′ or 3′ splice sites.
More complex patterns of alternative splic-
ing include mutually exclusive or cassette
types of exon inclusion. Alternative selec-
tion of terminal exons can be coupled with
differential promoter usage or polyadeny-
lation. Furthermore, recent studies have
documented possible alternative trans-
splicing of mammalian genes, although
it may occur only at a low frequency
in mammals.

2.1.2 Alternative Splicing and Genetic
Diversity
Alternative splicing regulates gene ac-
tivities involved in every aspect of cell
survival and function. It is a major
mechanism for generating the complexity
of mammalian proteomes. Alternative

splicing contributes to proteome ex-
pansion by a number of mechanisms,
such as the usage of distinct trans-
lation start sites, in-frame nucleotide
deletion or insertion, changes in pep-
tide sequence, and alternative usage of
different translation stop codons. Such
changes in peptide sequence or length
may lead to the formation of pro-
teins with distinct properties, includ-
ing biochemical/biophysical characteris-
tics, subcellular localization (secreted ver-
sus membrane associated, membrane-
tethered versus cytoplasmic, cytoplasmic
versus nuclear), posttranslational modifi-
cations (glycosylation, phosphorylation, or
lipid modification), or interactions with
other cellular components.

Alternative splicing can be an excellent
mechanism for generating functionally an-
tagonistic products from the same genetic
locus and for the fine-tuning of gene ac-
tivities at the posttranscriptional level. For
example, alternative splicing of a number
of genes critical for cell death leads to the
formation of both cell death–promoting
and cell death–preventing splicing iso-
forms. These include genes encoding for
death ligands, death receptors, Bcl-2 super-
family of death regulators, caspases, and
other cell-death regulatory genes. Several
human caspase genes utilize alternative
splicing to produce protein products that
either contain or lack their enzyme active
sites, resulting in antagonistic activities in
cell death.

The nervous system is a good exam-
ple where alternative splicing is utilized
to generate extreme functional diversity. A
vast number of genes involved in neu-
ral development and function undergo
complex alternative splicing. Some genes
encoding neural receptors and axon guid-
ance molecules can generate hundreds to
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even thousands of different splicing iso-
forms. Many ion channels and neurotrans-
mitter receptors have different alternative
splicing isoforms with distinct electrophys-
iological properties. Alternative splicing
regulation has a significant impact on the
proper function of the nervous system, in-
cluding learning, memory, and behavior
development.

2.2
Mechanisms Underlying Alternative
Splicing Regulation

The fundamental mechanisms underlying
alternative splicing are the intricate inter-
actions among trans-acting splicing factors
and cis-elements in the pre-mRNA sub-
strates, leading to selection of different
splice sites. These cis-elements include
splice sites and splicing regulatory se-
quences (splicing enhancers or silencers).

The sizes of the exons or introns, as
well as secondary structures of the pre-
mRNA also influence splice site selection.
The highly degenerate nature of mam-
malian splicing signals and the existence of
large numbers of trans-acting factors allow
versatile RNA–protein and RNA–RNA
interactions during different stages of
spliceosome assembly. Such interactions
can be modulated by both exonic and
intronic regulatory elements. The recogni-
tion of splice sites and cis-acting splicing
regulatory sequences is mediated by a net-
work of interactions between pre-mRNA
and trans-acting factors including snRNPs
and non-snRNP splicing factors. A num-
ber of splicing regulators, both positive
and negative, play important roles in al-
ternative splicing regulation (Table 3). The
final outcome of alternative splicing of a
given gene, including the production and
the delicate balance of distinct isoforms,

Tab. 3 Pre-mRNA splicing regulators.

Protein name Motifs RNA-binding sites

A. Splicing activators
SRp75 2 RRMs, RS
SRp55 2 RRMs, RS ESEs
SRp40 2 RRMs, RS
ASF/SF2 2 RRMs, RS
9G8 1 RRM, RS
SC35 1 RRM, RS
SRp30c 2 RRMs, RS
hTra2 1 RRM, RS
SRp20 1 RRM, RS
SRm300 RS-rich
SRm160 PWI, RS
SF1 (BBP) ZF, KH, CCHC, ISE
KSRP KH
NOVA1 3 KH (UCAUY)3
rSLM-2 KH, STAR
CUG-BP RRMs ISE
ETR3 3 RRMs, ISE
Halfpint (D.m.) RRM (homolog of PUF60)
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Tab. 3 (continued)

Protein name Motifs RNA-binding sites

TIA-1 3 RRMs U-rich
p72 DExD, Helicase, RGG
YB1 Cold box A/C-rich ESE

B. Splicing repressors
hnRNP A1 2 RRMs, Gly-rich ESSs or ISSs
hnRNP I/PTB 4 RRMs U/C-rich
nPTB 4 RRMs U/C-rich
SmPTB 4 RRMs U/C-rich
Elav (D.m.) 3 RRMs
Sxl (D.m.) 3 RRMs
Mec8 (C.e.) 2 RRMs
Fox1 (C.e.) RRM
PSI (D.m.) 4 KH ISS
QKI-5 KH ISS
SRp30c 2 RRMs, RS
SRrp35 1 RRM, RS
SRp38 1 RRM, RS
SRrp40 1 RRM, RS
SPF45 1 RRM, Gly-rich
RSF1 (D.m.) 1 RRM, GRS
SWAP (D.m.) RS

C. Bifunctional splicing regulators
p54/SFRS11 1RRM, RS
SRrP86 1RRM, RS
p32
HnRNP H 3RRMs, Gly ESE or ISE

ESS
Napor1 3RRMs

Note: A. Splicing activators. B. Splicing repressors. C. Bifunctional
splicing regulators.
STAR: signal transduction and activation of RNA.
For other abbreviations, see footnotes for Table 1.

is determined by combinatorial effects of
multisite interactions among pre-mRNA,
essential spliceosomal components, and
regulatory factors.

Genetic and biochemical studies in
Drosophila genes have tremendously ad-
vanced our understanding of alternative
splicing regulatory mechanisms, although
some mechanisms may not be conserved
in corresponding mammalian systems.
For example, Drosophila sex determination
genes are under extensive regulation by

alternative splicing, and this regulatory
mechanism is not conserved in mam-
malian sex determination. In general,
Drosophila genes contain more small in-
trons than mammalian genes. Here, we
focus on mammalian alternative splic-
ing regulation.

2.2.1 Splicing Signals and Splicing
Regulatory Elements
Unlike the yeast spliceosome, mammalian
spliceosomes have the daunting task
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of searching for small exons in the
vast sea of introns. This process of
‘‘exon recognition’’ or ‘‘exon definition’’ is
particularly remarkable because sequences
at mammalian splice sites are so highly
degenerate (see Fig. 2). A large number
of sequence elements with similarity to
authentic splice sites (pseudosplice sites)
can be found in both intronic and exonic
regions). Further complicating the issue,
some of these elements act as cryptic splice
sites that are only used by the splicing
machinery when the authentic splice
sites are altered by mutations. Therefore,
specific recognition of authentic splice
sites and correct pairing of corresponding
5′ and 3′ splice sites is a central issue for
both constitutive splicing and alternative
splicing regulation. The intrinsic sequence
degeneracy of mammalian splice sites
determines that alternative splicing is
a rule rather than an exception during
mammalian gene expression.

In addition to splice sites, sequence ele-
ments in both intronic and exonic regions
modulate alternative splicing. Such reg-
ulatory elements can either enhance or
suppress splicing, and are hence named
exonic splicing enhancers (ESEs) and in-
tronic splicing enhancers (ISEs), or exonic
splicing silencers (ESSs) and intronic splic-
ing silencers (ISSs).

A number of ESE motifs have been iden-
tified using biochemical systematic evolu-
tion of ligands by exponential enrichment
(SELEX) or bioinformatical approaches.
A/G-rich (also called purine-rich) and A/C-
rich elements are among ESE motifs char-
acterized by biochemical studies. Proteins
containing SR domains play a major role in
recognizing A/G-rich ESEs and recruiting
other spliceosomal components (includ-
ing snRNPs and other protein factors),
thereby promoting the usage of neighbor-
ing splice sites. A cold-box protein, YB-1,

has been shown to enhance splicing by
interacting with an A/C-rich ESE. Another
ESE in HIV-1 tev-specific exon interacts
with hnNRP H and SR protein SC35 to
enhance splicing. The SELEX method has
been used to identify preferred binding
sequences for individual SR proteins, and
optimal binding sites for individual SR pro-
teins are degenerate. ESE prediction pro-
grams based on SELEX and computational
analysis of human genes have been de-
veloped (http://exon.cshl.org/ESE). These
programs are useful in predicting alterna-
tive splicing patterns of natural pre-mRNA
substrates in cells.

ISE elements have been studied in
a number of genes, including c-src, β-
tropomyosin, calcitonin/calcitonin gene-
related peptide gene (CGRP), fibronectin,
nonmuscle myosin heavy chain, cardiac
troponin T (cTNT), FGFR-2, α2 subunit
of glycine receptor, and other genes. Such
ISEs may contain sequences similar to
5′ splice site, U-rich element adjacent to
the regulated 5′ splice site, UGCAUG el-
ement, (UCAUY)3-containing sequences,
or CUG-containing motif.

A number of ESSs have been char-
acterized in different genes such as β-
tropomyosin, CD44, and viral genes in-
cluding HIV Tat, bovine papillomavirus
type-1, and Rous sarcoma virus. They do
not share any obvious sequence motifs.
Their activities are often associated with
interactions with proteins of the hnRNP
family, including hnRNPA1, hnRNP H,
and hnRNP F.

A variety of ISSs have been ana-
lyzed in alternatively spliced genes in-
cluding hnRNP A1, fibroblast growth
factor receptor 2 (FGFR2), caspase 2,
GABAARγ 2 (γ -aminobutyric acid receptor
typeA γ 2subunit), NMDA R1 (N-methyl-
D-aspartate receptor R1 subunit;), clathrin
light chain B, and HIV tat. Many of
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these ISSs contain extended polypyrimi-
dine tracts. Some splicing repressor ele-
ments contain sequences similar to au-
thentic splice sites, or decoy splice sites.
It has been proposed that such decoy
splice sites mediate nonproductive interac-
tions to suppress the usage of upstream 5′
splice site. Again, several hnRNP proteins,
including polypyrimidine tract binding
protein (PTB, also known as hnRNP I),
hnRNP A1, and hnRNP H play important
roles in splicing repression by ISSs.

One of the common features of these
cis-regulatory elements is that they are
not simple sequence elements that act
independently of each other. Sequence
elements have been identified that can
act to stimulate the splicing of one exon
but repress another exon (e.g. in FGFR2
gene). Some regulatory elements contain
both enhancer and silencer domains. The
splicing of IgM exons M1 and M2 is
regulated by a sequence containing jux-
taposed splicing enhancer and silencer
elements. Alternative splicing of protein
4.1R pre-mRNA generates multiple iso-
forms. This alternative splicing event is
critical for red blood cell membrane bio-
genesis during erythroid differentiation
and is regulated by multiple cis-elements
and trans-acting regulators.

Splicing regulatory elements usually
contain multiple binding sites for splicing
regulators and function by recruiting
other spliceosomal components to form
RNP-like complexes. An evolutionarily
conserved 100 bp intronic suppressor
element in the caspase 2 (casp-2) gene,
In100, specifically inhibits its exon 9
splicing. Alternative splicing of this 61
bp exon 9 leads to the formation of two
functionally antagonistic products, casp-
2L and casp-2S. Casp-2L product promotes
cell death, whereas casp-2S prevents cell
death. The In100 element contains a decoy

3′ splice site juxtaposed to a PTB-binding
domain, both of which contribute to the
full activity of In100 in inhibiting exon
9 inclusion. The upstream portion of
In100 contains a sequence with features
of an authentic 3′ splice site (including
a branch site, a polypyrimidine tract,
and AG dinucleotide). However, this site
is not used under normal conditions.
This sequence is only recognized as a
3′ss when the site is isolated with the
downstream PTB-binding domain deleted.
Biochemical and cell culture experiments
show that this decoy 3′ acceptor site
interacts nonproductively with the 5′
splice site of the alternative exon 9, thus
repressing the efficient use of the 5′
splice site of exon 9 despite a high level
of U1snRNP binding to this 5′ splice
site. Downstream of the decoy 3′ splice
site resides the second functional domain
that interacts with PTB. The binding
of PTB to CU-rich motifs within this
downstream domain juxtaposed to the
decoy 3′ acceptor site correlates well with
the repressor activity of this domain. PTB
can modulate recognition of the adjacent
decoy 3′ acceptor site. In addition to
factors interacting with an authentic 3′
splice site (such as U2AF or U2snRNP),
PTB as well as other proteins interact
with In100 and contribute to recognition
of the In100 decoy 3′ splice site by
the spliceosome as an intronic repressor
element, rather than as an authentic 3′
splice site. The regulatory role of PTB
in casp-2 alternative splicing and its
mechanism of action appear to be distinct
from other systems (Sect. 2.2.2). A recent
survey of known human genes involved
in cell death regulation suggests that
In100-like intronic elements (i.e. 3′ splice
site juxtaposed to PTB-binding domains)
may represent a general intronic splicing
repressor motif. Such intronic elements
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may play a role in regulating alternative
splicing of other cell-death genes.

Another example of the complexity of
splicing regulatory elements is in the al-
ternative splicing of exon 10 in the human
tau gene. Alternative splicing of this exon
is associated with the pathogenesis of
dementias (Sect. 3.1). In this case, both
exonic and intronic regulatory elements
play important roles in controlling exon
10 inclusion. In addition, in the exonic re-
gion, both positive and negative elements
are involved and form a multidomain com-
posite regulatory element.

2.2.2 Trans-acting Splicing Regulators
The recognition and selection of splice
sites are determined during spliceosome
assembly, especially at early steps of
spliceosomal formation. Splicing activa-
tors facilitate interaction of U1snRNP with
5′ splice site and of U2snRNP with 3′ splice
site, whereas splicing repressors suppress
the recognition of splice sites. A number
of proteins involved in spliceosome assem-
bly also play important roles in regulating
alternative splicing (see Table 1).

Several families of splicing activators
have been reported (Table 3). SR proteins
are among the best characterized splic-
ing activators. The interactions between
SR proteins and ESEs play a critical role
in exon recognition by the spliceosome.
ESEs are present in both constitutively
and alternatively spliced exons. By medi-
ating protein–protein and RNA–protein
interactions during early steps of spliceo-
some assembly, SR proteins coordinate
the communication between 5′ and 3′
splice sites and promote interactions be-
tween exonic enhancers and splice sites.
Enhancer complexes are usually mul-
ticomponent complexes, containing not
only SR proteins but also other RS do-
main–containing proteins such as U2AF.

Some RS domain–containing proteins,
such as SRm300 and SRm160, act as
coactivators for ESE function. The RS do-
main in SR proteins can be differentially
phosphorylated, providing another level of
regulation. The phosphorylation status of
SR proteins regulates protein–protein in-
teractions, intracellular distribution, and
activities of SR proteins. Differential phos-
phorylation of SR proteins has been shown
to play a role in regulating gene expression
during development.

SF1, KSRP, NOVA-1, and rSLM-2 are
RNA-binding proteins containing hetero-
geneous nuclear ribonucleoprotein K-type
homology (KH) domain. They can en-
hance splicing by interacting with ISEs.
SF1, a protein important for branch site
recognition during spliceosome assembly,
binds to GGGGCUG repeats in an ISE
to activate the recognition of a 6-bp mi-
cro exon in cTNT gene. KSRP interacts
with UGCAUG sequence and stimulates
the neuronal-specific exon inclusion in c-
src. NOVA-1 enhances the splicing of exon
E3A in the α2 subunit of the glycine re-
ceptor gene (GlyRα2). The rat Sam68-like
mammalian protein (rSLM-2) is a mem-
ber of the STAR (signal transduction and
activation of RNA) protein family. It can in-
fluence the splicing pattern of the CD44v5,
human transformer-2beta, and tau mini-
genes in transfected cells.

Several members of CUG-BP and ETR-
like factors (CELF) family activate the
splicing of genes including cTNT, muscle-
specific chloride channel, insulin receptor,
and NMDA R1. Some of these CELF
proteins activate splicing by interacting
with ISEs.

TIA-1, a mammalian homolog of yeast
NAM8 protein, interacts with the U-rich
intronic sequence adjacent to the 5′ splice
site of the K-SAM alternative exon in the
FGFR2 gene. The activation of this splice
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site is U1snRNP-dependent, and TIA-1
may function by facilitating U1-snRNP
binding to the 5′ splice site.

Human Y-box binding protein (YB-1)
was initially identified as a transcrip-
tion factor interacting with single-stranded
DNA in response to cold shock. YB-1 con-
tains a five-stranded ß-barrel known as the
‘‘COLD’’ domain and accessory domains
rich in basic amino acids and aromatic
groups. This domain arrangement in YB-1
protein with specific interaction domain
containing ß-sheets and a basic domain
providing generic RNA binding is remi-
niscent of the modular structure of the SR
proteins. YB-1 stimulates the splicing of
the human CD44 alternative exon v4 by in-
teracting with the A/C-rich element in the
exonic splicing enhancer. Another protein,
DEAD-box RNA helicase p72, has been re-
ported to affect the splicing of alternative
exons containing AC-rich exon enhancer
elements. The mechanism of YB-1 or other
proteins interacting with the A/C-rich type
of ESEs in splicing activation remains to
be elucidated.

HnRNP proteins hnRNPA1 A1 and PTB
are among the best characterized splicing
repressors. HnRNP A1 can interact with
either ESSs or ISSs to prevent exon recog-
nition by SR proteins or U2 assembly.
A model has been proposed for interac-
tions between hnRNP A1 and ESS based
on studies on HIV Tat exon 3 splicing.
In this model, the high-affinity binding of
hnRNPA1 to ESS promotes nucleation of
multiple A1 along the exon. The formation
of this inhibition zone can be blocked by
SF2/ASF, but not by another SR protein
SC35, providing an explanation for differ-
ential antagonism between hnRNP A1 and
different SR proteins. Two different mod-
els have been proposed for the function of
hnRNPA1 in splicing silencing mediated
by ISSs. In the case of HIV Tat intron

2 splicing, the interaction of hnRNP A1
with an alternative branch point sequence
blocks the recognition of the branch site
by U2snRNP. In the second model, the
cooperative binding of hnRNP A1 to two
intronic elements flanking the alternative
exon inhibits exon inclusion by a looping-
out mechanism during autoregulation of
hnRNP A1 gene splicing.

PTB interacts with U/C-rich elements
in ISSs in a number of genes including
n-src, FGFR2, GABAARγ 2, tropomyosin,
NMDA R1 exon 5, clathrin light chain
B, caspase-2, and calcitonin/CGRP genes.
Depletion of PTB using an RNA inter-
ference approach demonstrates that PTB
is a negative regulator of exon definition
in cultured cells. PTB-binding sites are
frequently located in the intronic regions
upstream of the regulated 3′ splice sites,
although functionally active PTB-binding
sites are also found in intronic elements
downstream of the alternatively spliced ex-
ons (such as in c-src and caspase-2 genes).
Mechanisms by which PTB represses
splicing are not clear yet. One model
for repression by PTB is via competition
with U2AF binding to the polypyrimidine
tract to block early spliceosome forma-
tion. This model is based on studies of
alternative splicing of GABAARγ 2, NMDA
R1 exon 5, and clathrin light chain B
genes. In these genes, the high-affinity
PTB binding to the long polypyrimidine
tracts immediately upstream of the neural-
specific exons represses the inclusion of
these exons in nonneural tissues. A sim-
ilar repression mechanism may be used
in suppressing the inclusion of muscle-
specific exons in rat α- or β-tropomyosin.
PTB exists in a range of different tissues
as an abundant splicing repressor. The
repressor activity of PTB may be mod-
ulated by other regulatory proteins. Two
tissue-specific PTB-related proteins have
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been found, neuron-enriched (nPTB,) and
smooth muscle–enriched (SmPTB). For
example, nPTB can compete with PTB to
promote inclusion of neuronal-specific N1
exon inclusion in c-src. The expression of
SmPTB correlates with the smooth mus-
cle–specific suppression of α-tropomyosin
exon 3, which is included in nonsmooth
muscle cells. The release of PTB sup-
pression can be also achieved by cell-type
specific CELF proteins such as ETR3 and
Napor-1.

One exception to the general inhibitory
activity of PTB has been reported where
PTB stimulates the inclusion of an alter-
native 3′-terminal exon. In this case, the
splicing regulation is coupled with alter-
native polyadenylation. In addition, PTB
has also been implicated in translational
control of viral transcripts. More compre-
hensive understanding of the biological
roles of PTB in gene regulation requires
further investigation.

Several proteins containing an RS do-
main and RRM-cs domains have also
been reported to act as splicing repres-
sors, including SRrp30c, SRrp35, SRp38,
and SRrp40 (see Table 3). SR proteins are
generally hyperphosphorylated by the ki-
nase SRPK1. Dephosphorylated SRp38 is
required for the splicing repression in mi-
totic cells. Another RS domain-containing
protein, the Drosophila suppressor-of-
white-apricot protein (SWAP) suppresses
its own pre-mRNA splicing.

An RRM-containing spliceosomal pro-
tein, SPF45, represents a late-acting splic-
ing regulator. In Drosophila, SPF45 blocks
splicing at the second step by interact-
ing with Sex-lethal (Sxl) protein, indicating
that 3′ splice site recognition and splicing
regulation can occur at the second cat-
alytic step.

Proteins containing KH domains can
also act as splicing repressors. For

example, a nuclear isoform of quaking (qk)
protein, QKI-5, regulates alternative splic-
ing of myelin-associated glycoprotein gene
by interacting with an intronic splicing
repressor element. A Drosophila splic-
ing repressor, P-element somatic inhibitor
(PSI), is required for the soma-specific
inhibition of splicing of P-element pre-
mRNA both in vitro and in vivo.

Several splicing regulators can act as
either positive or negative splicing regula-
tors, depending on the sequence context
of the pre-mRNA substrates. We classify
these splicing regulators as bifunctional
splicing regulators. Some SR proteins
or SR-domain containing proteins can
repress splicing of certain pre-mRNAs
but activate splicing of other substrates.
SRrp86 is an 86-kDa related to SR pro-
teins. It can function as either an activator
or a repressor by regulating the activ-
ity of other SR proteins. Other proteins
can repress splicing by interacting with
SR proteins. For example, an ASF/SF2-
interacting protein, p32, was shown to act
as a splicing regulator by inactivating the
function of ASF/SF2.

HnRNP H and the related protein
hnRNP F contain three RRMs of RNP-
cs type. HnRNP H interacts with G-rich
elements in either splicing enhancers or
silencers. When binding to a splicing
enhancer in the HIV env gene, hnRNP
H acts as an activator by promoting the
assembly of a complex containing SC35
and U1snRNP. When interacting with
ESSs in the β-tropomyosin pre-mRNA
or HIV Tat exon 2, or with a negative
regulator of splicing (NRS) in the Rous
Sarcoma Virus (RSV) genome, hnRNP H
serves as a splicing repressor.

Napor1, a splice variant of ETR3, is
expressed at a high level in the forebrain
but at a low level in the cerebellum.
Overexpression of Napor1 exerts opposite
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effects on two different exons in NMDAR1,
inhibiting exon 5 inclusion but stimulating
exon 21 inclusion.

With more alternative splicing events
characterized in detail, more cases of bi-
functional splicing regulators may emerge.
It is conceivable that these splicing reg-
ulators interact with different sequence
elements and different spliceosomal com-
ponents. When these interactions promote
the productive recognition of splicing sig-
nals by the splicing machinery, such
proteins act as splicing activators. On the
other hand, when the same proteins com-
pete with other splice activators or facilitate
recognition of splicing silencers leading
to nonproductive interactions between the
spliceosome and splicing substrates, these
proteins behave as splicing repressors.

2.3
Tissue-specific and Developmentally
Regulated Alternative Splicing

Tissue-specific alternative splicing has
been studied in mammalian systems for
more than a decade. However, only a
limited number of tissue-specific splic-
ing regulators have been identified so far.
These include Nova-1, Nova-2, nPTB, and
SmPTB. Cell-type specific splicing regula-
tors have also been found in Drosophila and
Caenorhabditis elegans, such as neuronal-
specific Elav (embryonic lethal and abnor-
mal vision), ovary-specific Halfpint, and
muscle-specific Mec8. From a large num-
ber of biochemical, molecular, and genetic
studies, the emerging general theme is
that no single factor dictates the tissue
specificity of alternative splicing of any
genes. Instead, multicomponent interac-
tions among tissue-specific splicing reg-
ulators, pre-mRNA, and general splicing
factors determine the specific alternative
splicing pattern of a given gene in a tissue-

or cell-type specific manner. On the other
hand, genetic deletion of a single splicing
regulator, even those highly tissue-specific
ones, leads to defects in splicing of mul-
tiple target genes. For example, Nova-1
deletion in mice affects alternative splic-
ing of GABAARγ 2, GlyRα2 and perhaps
other unknown target genes. Similarly,
the Drosophila neural-specific splicing reg-
ulator Elav has at least three known
target genes, neuroglian (nrg), erectwing,
and armadillo.

In addition to tissue-specific expression
of splicing regulators, a number of other
mechanisms modulate tissue-specific al-
ternative splicing. Tissue-specific combi-
nation of different splicing regulators,
relative concentrations of distinct splic-
ing factors, and differential modification
of splicing regulators all contribute to the
tissue-specific alternative splicing of indi-
vidual genes in a given tissue or cell type.
For example, the level of the splicing re-
pressor PTB in neural tissues is lower
than in other tissues, providing an expla-
nation for a more permissive environment
for exon inclusion in a number of genes
in neural tissues. Although most SR pro-
teins are expressed in a wide range of
tissues, their expression patterns vary in
different tissues, both in different isoforms
and at different levels. Many SR proteins
have different isoforms either because
of alternative splicing or posttranslational
modifications. Kinases or phosphatases
that regulate phosphorylation of different
splicing factors can also be tissue specific.
One example is the SR protein–specific ki-
nase 2 (SRPK2), which is highly expressed
in the brain and presumably capable of
regulating activities of target SR proteins.

It is not clear yet how the extremely com-
plex alternative splicing pattern of different
genes in a given cell or a specific tissue is
coordinated. In some cases, the alternative
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splicing events of different genes appear
to be coregulated by the same protein. For
example, the splicing regulator PTB can
differentially recognize neural and non-
neural substrates. The expression pattern
of PTB in different regions of the brain
at different developmental stages supports
a role for PTB to act as an alternative
splicing coordinator for different splicing
target genes.

2.4
Regulation of Alternative Splicing in
Response to Extracellular Stimuli

Extracellular signals can induce changes
in alternative splicing of different genes.
For example, growth factors or hor-
mones stimulate alternative splicing of
intracellular responsive genes. Treatment
with growth factors induces changes in
alternative splicing of phosphotyrosine
phosphatase PTP-1B gene. The alter-
native splicing pattern of protein ki-
nase C beta is changed by insulin.
Activation of calmodulin-dependent ki-
nases (CaM kinases) stimulates changes
in alternative splicing of BK potas-
sium channels. In most cases, however,
signal transduction pathways involved
in splicing regulation have not been
characterized.

A number of genes important for the
functioning of the nervous system show
activity-dependent changes in their splic-
ing. Alternative splicing of syntaxin 3
changes in response to induction of long-
term potentiation. NMDAR1 alternative
splicing is modulated by both pH and
Ca2+. Stress hormones regulate alter-
native splicing of potassium channels.
A cis-acting sequence named calcium-
responsive RNA element (CaRRE) in the
stress-inducible exon of BK potassium
channels and in NMDAR1 exon 5 has

been identified. This element mediates
CaM kinase-dependent repression of the
inclusion of the CaRRE-containing ex-
ons. The mechanisms by which the
CaRRE causes exon skipping remain to
be elucidated.

Drastic changes in the cell growth en-
vironment are expected to affect RNA
metabolism, including alternative splic-
ing. For example, ischemia in mice in-
duces changes in alternative splicing of
several genes examined. Accompanying
such changes in alternative splicing are
changes in the intracellular distribution
of several splicing regulators. It is possi-
ble that these splicing regulators undergo
changes in posttranslational modifications
or at other levels induced by ischemia.

Chemical compounds, when adminis-
trated to animals or applied to cells in
culture, can also cause changes in alterna-
tive splicings. Sodium butyrate has been
tested in transgenic mice and shown to in-
crease exon 7 inclusion of the SMN gene.
Aclarubicin treatment induces changes in
SMN gene alternative splicing in cultured
cells. Treatment of A549 lung adenocarci-
noma cells with cell-permeable ceramide,
D-e-C(6) ceramide, downregulates the lev-
els of Bcl-xL and caspase 9b splicing
isoforms. The functional responses of nu-
clear splicing machinery to drug treatment
opens the possibility of correcting aber-
rant or defective splicing using therapeutic
agents (Sect. 4.2).

3
Pre-mRNA Splicing and Human Diseases

Aberrant pre-mRNA splicing has been
implicated in the pathogenesis of a num-
ber of human diseases. Alterations, or
dysregulation of either constitutive pre-
mRNA splicing or alternative splicing can
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cause disease phenotypes. Molecular ge-
netic studies of human diseases have
revealed a wide range of mutations that
cause diseases because of their effects
on pre-mRNA splicing. Investigating the
molecular nature of these genetic de-
fects and pathogenetic mechanisms will
facilitate both diagnosis of such dis-
eases and development of new therapeutic
approaches.

3.1
Splicing Defects in Human Diseases

Genetic defects that cause aberrant pre-
mRNA splicing can be found in every
category of disease, from malignancies af-
fecting a certain tissue or organ to diseases
or syndromes involving multiple systems.
Splicing mutations have been identified
in genes involved in the pathogenesis
of diseases in every system. Detailed in-
formation about these mutations can be
found in databanks including HGMD
(the Human Gene Mutation Database,
http://www.uwcm.ac.uk/uwcm/mg/) as
well as in a large number of publications.
As shown in Table 4, we use a few ex-
amples to illustrate the diverse range of
disease phenotypes and genes involved.
The current understanding of these splic-
ing defects will be summarized.

Malignancies are a major cause of mor-
tality. Splicing mutations in genes critical
for either cell proliferation or cell death re-
sult in malignancies in different systems.
These include oncogenes, tumor suppres-
sor genes, and genes involved in cell death.
Only a few examples are included here
to demonstrate the complexity of the in-
volvement of defective/aberrant splicing
in tumorigenesis. Cancer of the same tis-
sue or organ can be caused by splicing
mutations in different genes. For exam-
ple, splicing defects in p53, p51, CD44,

and members of epidermal growth factor
receptor (EGFR) family lead to lung can-
cer, the most common cancer in humans.
Breast cancer has been associated with
splicing mutations in a number of genes,
including HER-2/neu, p53, mdm2, and
BRCA1 or BRCA2. Glioblastomas are also
associated with splicing mutations in dif-
ferent genes. On the other hand, splicing
defects in a single gene can lead to tumori-
genesis in different tissues. For example,
CD44 aberrant splicing has been associ-
ated with the development of a range of
different tumors, such as breast cancer,
prostate cancer, lung cancer, and Wilm’s
tumor. CD44 is a polymorphic family of
cell surface glycoproteins important for
cell adhesion and migration. Aberrant
splicing of CD44 has been associated
with the invasive behavior and metasta-
sis of several types of tumors. Alternative
CD44 splicing variants have been corre-
lated with the poor prognosis of tumors.
Another gene is Mdm2, whose alterna-
tive splicing defects have been implicated
in oncogenesis in multiple tissues. Onco-
genic splicing variants of Mdm2 that lack
a domain important for its function in in-
teracting with the tumor suppressor p53
have been found in breast cancer, glioblas-
toma, and rhabdomyosarcoma. Alterations
in the balance of different FGFR2 splic-
ing isoforms have been correlated with
progression of prostate cancer. A signifi-
cant fraction of neurofibromatosis type 1
(NF1) cases are associated with an aber-
rantly spliced NF1 gene. Production of
tumor antigens as a result of alternative
splicing has been associated with neurob-
lastoma and other tumors. The role of
these tumor antigens in the development
and metastasis of these tumors remains to
be investigated. In pediatric acute myeloid
leukemia (AML), splicing isoforms of gene
fusion transcripts produced as a result of



154 Alternatively Spliced Genes

Tab. 4 Examples of human diseases associated with aberrant or defective pre-mRNA splicing.

Diseases Genes Aberrant splicing

Malignancies
Lung cancer p53, p51, CD44, EGFR Aberrant or defective

splicing products
Cancer in different

tissues
p53, CD44 Defective or aberrant

splicing isoforms
Wilm’s tumor CD44 Aberrant splicing isoforms
Breast cancer HER2/neu Aberrant splicing and

imbalance of splicing
isofors

Breast and ovarian
cancer

BRCA1, BRCA2 Exon skipping

Breast cancer,
rhabdomyosarcoma

Mdm2 Oncogenic variants lacking
p53-binding domain

Glioblastomas Mdm2 Oncogenic variants lacking
p53-binding domain

Neurofibromatosis
type 1

NF-1 Exon skipping

Neuroblastoma HUD, HUC, NNP-1,
α-internexin

Production of tumor
antigens

AML MLL-SEPTIN6 MLL-SEPTIN6
fusion-splicing variants

Cardiovascular
diseases

Hypercholesterolemia LDLR Cryptic ss usage, exon
skipping

Hypertriglyceridemia Hepatic lipase Cryptic ss usage
Marfan syndrome Fibrillin-1 Cryptic ss usage, exon

skipping
Cardiomyopathy cTNT Aberrant splicing isoforms
Hypertension G-protein β3 Exon skipping

Metabolic diseases
Glycogen storage

disease, type II
Lysosomal

α-glucosidase
Cryptic ss usage

Hereditary
tyrosinemia, Type I

Fumarylacetoacetate
hydrolase

Exon skipping

Acute intermittent
porphyria

Porphobilinogen
deaminase

Exon skipping

Ceruloplasmin
deficiency

Ceruloplasmin Cryptic ss usage

Fabry’s disease Lysosomal α

galactosidase A
Cryptic ss usage

Tay–Sach’s Disease β-hexosaminidase Intron retention, exon
skipping

Sandhof disease β hexosaminidase
β-subunit

Cryptic ss usage
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Tab. 4 (continued)

Diseases Genes Aberrant splicing

Neurodegenerative
diseases

FTDP-17 Tau Imbalance of splicing
isoforms

Alzheimer’s disease Presenilin-1 Exon skipping
Alzheimer’s disease Presenilin-2 Exon skipping
Ataxia telangiectasia ATM Cryptic ss usage
Multiple sclerosis CD45 Imbalance of splicing

isoforms
Spinal muscular

atrophy
SMN1, SMN2 Exon skipping

Retinitis pigmentosa HPRP3, PRPF31,
PRPC8

Unknown

Psychiatric
disorders

Schizophrenia GABAARγ 2, NCAM Imbalance of splicing
isoforms

Schizophrenia NMDAR1 Aberrant alternative
splicing

ADHD Nicotinic
acetylcholine
receptor

Aberrant alternative
splicing

Other syndromes or
diseases

Cystic fibrosis CFTR Exon skipping
IGHD II GH-1 Imbalance of splicing

isoforms
Frasier syndrome WT 1 Imbalance of splicing

isoforms
Epilepsy AMPA receptor Imbalance of splicing

isoforms
Menkes disease MNK Exon skipping
Beta-thalassemia β-globin Cryptic ss usage
Metachromatic

leukodystrophy
Arylsulfatase A Cryptic ss usage

Myotonic dystrophy DMPK (CUG)n
expansion:aberrant
splicing

chromosomal translocation have been re-
ported. Such aberrant gene fusion-splicing
products may contribute to pathogene-
sis of tumors caused by chromosomal
translocation. Finally, the development of
drug resistance has been associated with
changes in alternative splicing of members

of multidrug resistance genes or genes
involved in drug metabolism.

Cardiovascular diseases are among the
leading causes of human death. Aber-
rant splicing of structural genes such as
cTNT is associated with cardiomyopathy.
Splicing defects resulting in the formation



156 Alternatively Spliced Genes

of a defective receptor, such as the low-
density lipoprotein receptor (LDLR), lead
to familial hypercholesterolemia (FH). A
single-nucleotide change altering the func-
tion of intracellular signal transduction
molecules can cause diseases affecting
multiple systems. For example, a single-
nucleotide polymorphism leading to the
formation of a G-protein beta3 subunit
splice variant has been associated with hy-
pertension. Aberrant or defective splicing
can disrupt the function of genes encod-
ing a wide range of proteins important for
the function of the cardiovascular system,
from cell surface receptors to intracellular
signaling molecules. Both structural genes
and regulatory genes can be affected by
splicing mutations. These examples show
that splicing mutations can affect devel-
opment/formation of the cardiovascular
system and regulation of cardiovascular
system function.

A range of metabolic diseases is caused
by splicing mutations, affecting the pro-
duction of a single metabolic enzyme. For
example, the glycogen storage diseases,
Sandhof’s disease, and Fabry’s disease
can be caused by the usage of a sin-
gle cryptic splice site in the correspond-
ing genes. Hereditary tyrosinemia (type
I) and acute intermittent porphyria can
develop because of improper exon skip-
ping in the genes encoding for respective
metabolic enzymes.

The critical role of splicing regulation
for the normal function of the nervous
system is demonstrated by the large
number of neurodegenerative and psy-
chiatric disorders associated with aberrant
splicing. Splicing defects in tau and pre-
senilin genes have been identified in
different types of dementia, including
frontotemporal dementia with parkinson-
ism linked to chromosome 17 (FTDP-17)

and Alzheimer’s disease. Splicing muta-
tions that cause cryptic splice site usage
in the ataxia telangiectasia (ATM) gene
have been identified in ATM patients.
Multiple sclerosis has been associated
with imbalances of different splicing iso-
forms of CD45. A number of studies have
shown that genetic mutations in ubiqui-
tously expressed protein factors that affect
spliceosome formation can lead to diseases
with specific neurological manifestations,
such as spinal muscular atrophy and retini-
tis pigmentosa. For example, mutations
in SMN1 or SMN2 cause spinal muscu-
lar atrophy. Defects in genes essential for
spliceosomal assembly, including HPRP3,
PRPF31, and PRPC8, have been found in
autosomal dominant retinitis pigmentosa.
The molecular mechanisms underlying
such neuronal-specific diseases caused by
defects in the general splicing factors re-
main to be investigated.

Psychiatric disorders, including atten-
tion deficit/hyperactivity disorder (ADHD)
and schizophrenia, have been associ-
ated with aberrant splicing. Imbalance
of different splicing isoforms or aberrant
splicing products of several genes were
detected in the brain tissues of patients
with schizophrenia. These genes include
GABAARγ 2, NMDAR1, neuronal nico-
tinic acetylcholine receptors, and neural
cell adhesion molecule (NCAM). Changes
in splicing isoforms of astroglial AMPA
receptors have also been reported in hu-
man temporal lobe epilepsy. Several other
examples of diseases caused by splicing
mutations or disregulation of alternative
splicing are listed in Table 1, including
cystic fibrosis, familial isolated growth
hormone deficiency type II (IGHD II),
Frasier’s syndrome, Menkes disease, β-
thalassemia, and metachromatic leukodys-
trophy. Again, a variety of aberrant splicing
events in the corresponding genes cause
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the formation of defective gene products
and consequently the disease phenotypes.

3.2
Molecular Mechanisms Underlying Splicing
Defects Associated with Disease

Genetic defects in pre-mRNA splicing that
cause human diseases can be classified
into two categories, cis-acting mutations
that alter expression or function of single
genes and trans-acting defects that affect
the components of splicing machinery or
regulators of alternative splicing. Both cis-
acting and trans-acting splicing mutations
can result in clinical manifestations, either
primarily involving a single tissue/organ
or affecting multiple systems. These mu-
tations can cause diseases by their direct
effects on single genes or by indirect mech-
anisms such as disrupting expression or
regulation of multiple genes.

Cis-acting splicing mutations can cause
diseases by either producing defec-
tive/aberrant transcripts or by simply al-
tering the delicate balance of different

naturally expressed splicing isoforms. De-
velopment of disease phenotypes can be
the result of loss of function of the in-
volved genes or gain-of-function toxicities
associated with the aberrant gene prod-
ucts. A large number of studies have
focused on relationships between cis-
acting splicing mutations and specific
defects in the formation or function of
the affected genes. However, the relation-
ship is much less understood between
genetic defects in trans-acting splicing fac-
tors (such as spliceosomal components or
splicing regulators) and specific disease
phenotypes.

At least four types of molecular mech-
anisms have been described for cis-acting
splicing mutations that cause human dis-
eases (Fig. 6). These mutations often lead
to the formation of defective protein prod-
ucts or the loss of function of the genes
involved as a result of RNA or protein insta-
bility. Exon skipping is perhaps the most
commonly reported mechanism for the
production of defective gene products. Ac-
tivation of cryptic splice sites has also been

Exon ExonExon skipping X
XX X

Intron
Intron

X

Intron retention
X

X
X

Cryptic SS activation
*

*
3′ SS

*
*5′ SS

or ExonExonXX
X

X
XXImbalance of splicing isoforms Exon

Fig. 6 Mechanisms for cis-acting splicing mutations. Positions of mutations
are marked by ‘‘X,’’ and they can be at the splice sites or within intronic or exonic
sequences. The cryptic splice sites are marked by ‘‘*.’’ Normal splicing events
are illustrated by solid lines, and aberrant splicing events are depicted in
dotted lines.
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frequently associated with the production
of aberrant or defective gene products.
The failure to remove introns or intron
retention is another mechanism for the
formation of truncated protein products
or the complete loss of gene function, be-
cause the inclusion of intronic sequences
often introduces premature stop codons
in gene transcripts. Finally, disturbance
in the balances among naturally occur-
ring splicing isoforms can lead to hu-
man disease. These mechanisms are not
exclusive of each other. Multiple muta-
tions acting by different mechanisms have
been found in the same genes, leading
to similar disease phenotypes. For ex-
ample, both exon skipping and cryptic
splice site activation contributing to the
formation of defective LDLR lead to hyper-
cholesterolemia. Similarly, exon skipping
or cryptic splice site usage in Fibrillin-1
gene have been associated with Marfan
syndrome.

Exon skipping can be caused by mu-
tations at the splice sites or in splicing
enhancers (either ESEs or ISEs). Transla-
tionally silent mutations can be function-
ally significant in splicing. For example,
third codon changes that do not affect pep-
tide sequences have often been overlooked
as disease-causing mutations. Recently,
such mutations have been examined at
the splicing level. Such ‘‘silent’’ muta-
tions may cause significant disruption
in splicing, because defective function
of ESEs leads to either improper exon
skipping or imbalance of natural splicing
isoforms.

Activation of cryptic splice sites in a
large number of genes has been associated
with human pathogenesis (see examples
in Table 4). Single-nucleotide changes
at the authentic splice sites result in
inactivation of authentic splice sites. The
consequences can be failures in exon

inclusion or intron removal in some genes,
or selection/activation of cryptic splice
sites in other genes.

Intron retention has been examined
in a number of disease genes. The
average size of introns in human genes is
approximately 3 kbp. The retention of even
a small single intron may have catastrophic
effects on the function of the genes affected
because of the formation of defective or
truncated peptides. Alternatively, intron
retention can also cause a complete loss
of expression of the mutated genes as
a result of nonsense-mediated mRNA
decay or instability of the gene products.
Tay–Sach’s disease can be caused by either
intron retention or exon skipping in the
splicing of the β-hexosaminidase gene.

Disturbance in the delicate balance of
different natural splicing isoforms is now
being recognized as a common mecha-
nism for splicing diseases. It has been
identified in neurodegenerative diseases,
psychiatric disorders, and other diseases.
These types of splicing defects can be
caused by point mutations at splice junc-
tions or in splicing regulatory elements
(enhancers or silencers) located both
in exon and intronic regions. FTDP-17,
caused by mutations in the human tau
gene, is a good example of such splic-
ing defects. In addition to mutations that
affect biophysical or biochemical func-
tion of Tau proteins, a large number of
mutations that alter the ratio of natural
splicing isoforms have been identified in
FTDP-17 patients. The tau gene under-
goes complex alternative splicing during
the development of the nervous system.
Six splicing isoforms are produced, three
containing exon 10 and three lacking exon
10. These isoforms are named Tau4R and
Tau3R respectively, because exon 10 en-
codes one of four microtubule-binding
repeats. The balance among different Tau
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isoforms is important for normal brain
function, and disruption of the balance of
Tau isoforms leads to the development
of FTDP-17. Maintaining the appropri-
ate balance of different Tau isoforms is
controlled by complex interactions be-
tween the splicing machinery and various
splicing regulatory elements in the tau
gene. At the 5′ splice site of exon 10,
a stem-loop type of secondary structure
modulates the recognition of this 5′ splice
site by U1snRNP. A number of intronic or
exonic mutations destabilizing this stem-
loop structure leads to an increase in
Tau4R production. Other regulatory ele-
ments residing in exon 10, either splicing
enhancers or silencers, may be disrupted
by point mutations or small deletions,
leading to the imbalance of different Tau
isoforms. These mutations may increase
(such as N279K) or decrease (such as
L284L, del280K) the activity of the exonic
splicing enhancer.

Other examples of diseases caused by
disruption of the balance of different al-
ternative splicing isoforms include Frasier
syndrome, familial isolated growth hor-
mone deficiency type II (IGHD II) and
atypical cystic fibrosis. Such splicing de-
fects have also been implicated in the
pathogenesis of other diseases such as
multiple sclerosis and schizophrenia. In
Frasier syndrome, intronic mutations are
found to change the ratio of +KTS
to – KTS isoforms of Wilms tumor sup-
pressor (WT1) gene products. The for-
mation of these two splicing isoforms
is the result of selection of two com-
peting 5′ splice sites in exon 9. These
two splice sites are separated by 9 nu-
cleotides encoding KTS (lysine-threonine-
serine). The use of the upstream and the
downstream 5′ splice sites produces – KTS
and +KTS isoforms, and the balance

of these isoforms is important for kid-
ney and gonad development. Mutations
that decrease the use of the downstream
+KTS 5′ splice site with an increase in
the – KTS isoform have been associated
with the majority of Frasier syndrome
cases. These examples clearly show the sig-
nificant role of splicing defects in human
pathogenesis.

Spinal muscular atrophy (SMA) is an
example that demonstrates the complex-
ity of mechanisms underlying diseases
caused by defects in trans-acting factors,
such as proteins essential for spliceoso-
mal snRNP biogenesis. SMA is a leading
cause of infant mortality. Pathologically, it
is characterized by degeneration of motor
neurons in the anterior horn of the spinal
cord leading to muscular atrophy. Genetic
defects causing SMA include deletions or
mutations in the survival of motor neu-
ron genes (SMN). There are two copies
of highly homologous SMN genes in hu-
mans, SMN1 and SMN2. The SMN1 gene
is deleted or mutated in the majority of
SMA patients. The SMN proteins are de-
tected as distinctive speckles termed gems
within the nucleus. SMN proteins con-
tain an RNP1 motif and are critical for
snRNP biogenesis and therefore, the for-
mation of the spliceosome. Both SMN
genes are expressed in a wide range of
tissues. Although the predicted peptide
sequences of SMN1 and SMN2 genes
are identical, the gene products produced
from the two genes in cells are different.
A single translationally silent C to T nu-
cleotide change at position +6 of exon 7
leads to the inefficient inclusion of exon
7 in the SMN2 gene product, and thus
the failure of SMN2 to replace the func-
tion of SMN1 and to provide protection
against SMA. It is not clear why muta-
tions in the SMN gene specifically cause
motor neuron–specific disease. Although
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the SMN2 gene is not usually mutated
in SMA patients, studies on stimulating
SMN2 exon 7 alternative splicing suggest
a potential therapeutic approach based
on the activation of alternative splicing
of genes homologous to mutated genes
(Sect. 4.2).

Myotonic dystrophy (DM), an autoso-
mal dominant disease, is an example of
trans-acting genetic mutations in which
remarkable progress has been made. DM
is a most common form of muscular
dystrophy affecting both skeletal muscle
and smooth muscles. Type I myotonic
dystrophy (DM1) is caused by a CTG
trinucleotide expansion in the 3′ un-
translated region (3′UTR) of the DMPK
(DM protein kinase) gene on chromo-
some 19q13.3. Type II myotonic dystrophy
(DM2) is associated with a large CCTG
repeat expansion in the intron 1 of the
ZNF9 gene. An ‘‘RNA gain-of-function’’
hypothesis has been proposed that these
CTG or CCTG repeat expansions cause
the formation of aberrant RNA tran-
scripts containing large CUG or CCUG
repeats. Such RNA transcripts containing
long tracks of CUG/CCUG repeats may
disrupt the normal function of certain
RNA-binding proteins and induce sec-
ondary aberrant splicing of other genes.
The RNA-binding proteins involved are
likely to be the splicing regulators of CUG-
BP family. The disruption of CUG-BP
protein functions leads to aberrant splic-
ing of genes including cardiac troponin T,
insulin receptor, muscle-specific chloride
channel, and tau. The aberrant splicing of
these downstream genes can explain the
cardiac phenotype, insulin resistance and
myotonia found in DM patients. These
findings demonstrate the complex roles of
alternative splicing regulation in human
pathogenesis.

Several trans-acting splicing defects
have been reported in autosomal domi-
nant retinitis pigmentosa (adRP). Recent
genetic studies demonstrate that muta-
tions in genes encoding general splic-
ing factors such as HPRP3, PRPC8, or
PRPF31 cause adRP. It remains un-
clear why these seemingly general defects
in the splicing machinery cause such
neuron-specific diseases. The underlying
pathogenetic mechanisms await further
investigation.

4
Perspectives on Diagnosis and Treatment
of Diseases Caused by pre-mRNA Splicing
Defects

4.1
Diagnosis of Human Diseases Caused by
Splicing Defects

In the past three decades, significant
advances have been made in the diagno-
sis of human genetic diseases, including
diseases caused by splicing mutations.
However, currently available molecular di-
agnostic tools remain limited for detecting
splicing mutations.

Definitive diagnosis of splicing diseases
should be based on the following criteria.
First, the clinical manifestations should
correlate with defects in a given gene. Sec-
ond, corresponding splicing mutations are
detected in genomic DNA samples of the
patients. Third, aberrant or defective splic-
ing products should be detected in the
affected tissues or cells from patients. De-
tection of genomic mutations relies on
DNA sequence analysis. In most cases, ef-
forts in genomic DNA sequence analysis
have been focusing on either exonic re-
gions or near splice junctions. Detection
of aberrant or defective splicing products
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from patient samples can be technically
challenging. The most frequently used
methods include RT-PCR and analyses
of defective protein products. In general,
these methods are still limited to research
studies. Systematic approaches to detect-
ing disease-causing splicing mutations are
yet to be developed for diagnostic applica-
tions in clinics.

4.2
Potential Therapeutic Approaches

Molecular studies and mechanistic char-
acterization of splicing mutations that
cause human disease have led to the
development of a number of potential
therapeutic approaches. They can be clas-
sified into four types, oligonucleotide-,
ribozyme-, trans-splicing- and chemical
compound-based approaches. These ap-
proaches are still at the stage of research
and development.

4.2.1 Oligonucleotide-based Approaches:
Antisense, RNAi, and Chimeric Molecules
Several groups have tested oligonucleotide-
based methods for designing therapies
to treat diseases caused by aberrant pre-
mRNA splicing. These approaches include
using modified antisense oligonucleotides
or RNA interference (RNAi). Antisense
oligonucleotides could be used to restore
the proper function of mRNAs that are dis-
rupted by splicing mutations. Antisense
oligonucleotides designed to block cryp-
tic sites in the mutated globin gene in
β-thalassemia were reported to increase
wild-type mRNA and decrease aberrant
mRNA. A lentiviral vector-based system
using a modified U7snRNA containing
a sequence blocking the aberrant splice
sites, reduced aberrant pre-mRNAs and
increased levels of the correctly spliced β-
globin mRNA and protein. The production

of stress-induced aberrant AChE-R mRNA
was reduced by antisense oligonucleotides.
Another study using the antisense oligonu-
cleotide approach reported the reversal of
the aberrant splicing pattern caused by
mutations associated with FTDP-17 in the
human tau gene. On the other hand, anti-
sense oligonucleotides have been used to
increase the inclusion of exon 7 of SMN2
in order to develop therapeutic agents for
spinal muscular atrophy. 2′-O-Methylated
antisense oligoribonucleotides were used
to modify the splicing pattern of the dys-
trophin pre-mRNA in the mdx mouse
model of Duchenne muscular dystrophy.
Recently, RNAi was used to selectively de-
grade alternatively spliced mRNA isoforms
in Drosophila by treating cultured cells with
dsRNA corresponding to an alternatively
spliced exon.

One of most common splicing defects
associated with human diseases is exon
skipping. Because an RS domain can act
as a splicing activator, small chimeric
molecules containing a minimal synthetic
RS domain covalently linked to an anti-
sense moiety have been tested to target
defective BRCA1 or SMN2 pre-mRNA
transcripts and shown to restore splicing.
These oligonucleotide-based approaches
have shown feasibility in correcting splic-
ing defects and treating the corresponding
splicing diseases.

4.2.2 Ribozymes
Ribozymes are RNAs that catalyze bio-
chemical reactions in cells, especially
cleavage of other nucleic acids. Efforts
have been made in developing derivatives
from small naturally occurring RNAs, in-
cluding the hammerhead, the hairpin, the
tRNA processing ribonuclease P (RNase
P), and group I and group II ribozymes
as therapeutic agents. Ribozymes can
be used to reduce aberrant or defective
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splicing transcripts. In addition, a trans-
splicing group I ribozyme was shown
to convert mutant transcripts to nor-
mal mRNAs in the beta-globin and p53
genes.

4.2.3 SMaRT
Spliceosome-mediated RNA trans-splicing
(SMaRT) was developed utilizing the en-
dogenous trans-splicing activity in mam-
malian cells to correct aberrant splicing.
SMaRT-mediated repair was reported to
partially correct splicing defects in cys-
tic fibrosis transmembrane conductance
(CFTR) gene in cultured cells and
bronchial xenografts.

4.2.4 Chemical Compounds
A number of chemical compounds have
been shown to interact with RNA and/or
RNA-binding proteins. Using chemical
compounds to correct pre-mRNA splic-
ing defects is being actively explored as a
new therapeutic approach. Although the
underlying mechanisms remain unclear,
aclarubicin and sodium butyrate increase
the inclusion of exon 7 in SMN2 tran-
scripts in fibroblasts derived from spinal
muscular atrophy patients or in transgenic
mice, suggesting the therapeutic potential
of chemical compounds in treating dis-
eases associated with defective splicing.

Other chemical compounds are be-
ing tested that are capable of modifying
splicing regulators, for example, kinases
or phosphatases, that influence SR pro-
tein functions.

5
Concluding Remarks

After more than two decades of studies, a
general picture of mammalian pre-mRNA

splicing and alternative splicing regulation
has begun to emerge. The basic com-
ponents of the mammalian splicing ma-
chinery have been identified. The highly
dynamic process of spliceosome assembly
involves multiple networks of RNA–RNA,
RNA–protein and protein–protein inter-
actions. Recognition of splice sites and
splicing regulatory sequences has been in-
vestigated in a number of genes, leading to
identification and characterization of both
cis-acting regulatory elements and trans-
acting factors. We have begun to appreciate
the contribution of alternative pre-mRNA
splicing to creating genetic diversity, es-
pecially in mammals. A large number
of splicing mutations that cause human
diseases are being identified and charac-
terized. We now have a glimpse of the
complex picture of the involvement of
aberrant or defective splicing in the patho-
genesis of human diseases. Furthermore,
efforts are being made to improve the diag-
nosis and treatment of diseases associated
with pre-mRNA splicing defects.

Despite the significant progress, we are
only at the beginning stage of understand-
ing the molecular mechanisms controlling
pre-mRNA splicing and alternative splic-
ing regulation. A number of important
questions remain to be addressed.

For the majority of genes, we have little
knowledge about their complete expres-
sion profiles of different splicing isoforms
in different cell types. We do not know how
the splicing events of different genes are
coordinated during development or in re-
sponse to environmental changes. How a
cell senses the environmental stimuli and
responds by producing different splicing
products remains largely unknown. Molec-
ular pathways that transduce extracellular
signals into the nuclear splicing machin-
ery have not yet been delineated. Further
development of new technologies such as
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using microarray approaches to examine
splicing isoforms under different physi-
ological or pathological conditions at the
genome level may be important for under-
standing the role of alternative pre-mRNA
splicing in the biology of mammalian cells.

The basic components of mammalian
splicing machinery are now character-
ized at the molecular level. However,
the dynamic interactions among differ-
ent components of the splicing machinery
during spliceosome assembly and recog-
nition of splicing regulatory elements are
far from being understood. Little is known
about the structural basis of such multi-
component interactions. Furthermore, the
catalytic mechanisms of pre-mRNA splic-
ing remain to be elucidated.

On the basis of studies of the relatively
few model genes, a number of cis-acting
elements and trans-acting splicing regula-
tors have been identified. The mechanisms
by which the splicing machinery specifi-
cally recognizes authentic versus decoy, or
pseudosplice sites remain unclear. Some
of the splicing regulatory factors are also
important players for spliceosome assem-
bly. Spliceosomal proteins also play a
role in other processes of gene regula-
tion. Further work needs to be carried out
to understand the relationship between
pre-mRNA splicing and other processes
of gene expression and regulation, in-
cluding transcription, RNA editing, RNA
transport, translational control, and post-
translational modification.

Studies of human diseases caused by
splicing mutations or aberrant splicing
have significantly advanced our under-
standing of human genetic diseases.
Tremendous effort is still required to
understand pathogenetic mechanisms un-
derlying diseases caused by splicing de-
fects, to develop efficient diagnostic tools

and to design effective therapeutic ap-
proaches for these diseases.
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5(2), 167–179.

Sanford, J.R., Bruzik, J.P. (1999) Developmental
regulation of SR protein phosphorylation and
activity, Genes Dev. 13(12), 1513–1518.

Sato, N., Imaizumi, K., Manabe, T., Tani-
gushi, M., Hitomi, J., Katayama, T., Taku-
nari, Y., Morihara, T., Yasuda, Y., Takagi, T.,
Kudo, T., Tsudo, T., Itoyama, Y., Maki-
fuchi, T., Fraser, P.E., St George-Hyslop, P.,
Tohyama, M. (2001) Increased production of
beta amyloid and vulnerability to endoplasmic
reticulum stress by an aberrant spliced form
of presenilin 2, J. Biol. Chem. 276, 2108–2114.

Savkur, R.S., Philips, A.V., Cooper, T.A. (2001)
Aberrant regulation of insulin receptor
alternative splicing is associated with insulin
resistance in myotonic dystrophy, Nat. Genet.
29(1), 40–47.

Seifert, G., Schroder, W., Hinterkeuser, S.,
Schumacher, T., Schramm, J., Steinhauser, C.
(2002) Changes in flip/flop splicing of
astroglial AMPA receptors in human temporal
lobe epilepsy, Epilepsia 43(Suppl. 5), 162–167.

Shin, C., Manley, J.L. (2002) The SR protein
SRp38 represses splicing in M phase cells,
Cell 111(3), 407–417.

Siatecka, M., Reyes, J.L., Konarska, M.M. (1999)
Functional interactions of Prp8 with both

splice sites at the spliceosomal catalytic center,
Genes Dev. 13(15), 1983–1993.

Siebel, C.W., Kanaar, R., Rio, D.C. (1994)
Regulation of tissue-specific P-element pre-
mRNA splicing requires the RNA-binding
protein PSI, Genes Dev. 8(14), 1713–1725.

Siffert, W., Rosskopf, D., Siffert, G., Busch, S.,
Moritz, A., Erbel, R., Sharma, A.M., Ritz, E.,
Wichmann, H.E., Jakobs, K.H. (1998) Hors-
themke B association of a human G-protein
beta3 subunit variant with hypertension, Nat.
Genet. 18(1), 45–48.

Sigalas, I., Calvert, A.H., Anderson, J.J., Neal,
D.E., Lunec, J. (1996) Alternatively spliced
mdm2 transcripts with loss of p53 binding
domain sequences: transforming ability and
frequent detection in human cancer, Nat. Med.
2(8), 912–917.

Simard, M.J., Chabot, B. (2002) SRp30c is a
repressor of 3′ splice site utilization, Mol. Cell.
Biol. 22(12), 4001–4010.

Singh, R., Valcarcel, J., Green, M.R. (1995)
Distinct binding specificities and func-
tions of higher eukaryotic polypyrimidine
tract-binding proteins, Science 268(5214),
1173–1176.

Sontheimer, E.J., Steitz, J.A. (1993) The U5
and U6 small nuclear RNAs as active
site components of the spliceosome, Science
262(5142), 1989–1996.

Sontheimer, E.J., Sun, S., Piccirilli, J.A. (1997)
Metal ion catalysis during splicing of
premessenger RNA, Nature 388(6644),
801–805.

Spike, C.A., Davies, A.G., Shaw, J.E., Her-
man, R.K. (2002) MEC-8 regulates alternative
splicing of unc-52 transcripts in C. ele-
gans hypodermal cells, Development 129(21),
4999–5008.

Stevens, S.W., Ryan, D.E., Ge, H.Y., Moore, R.E.,
Young, M.K., Lee, T.D., Abelson, J. (2002)
Composition and functional characterization
of the yeast spliceosomal penta-snRNP, Mol.
Cell. 9(1), 31–44.

Sun, H., Chasin, L.A. (2000) Multiple splicing
defects in an intronic false exon, Mol. Cell.
Biol. 20, 6414–6425.

Staley, J.P., Guthrie, C. (1998) Mechanical
devices of the spliceosome: motors, clocks,
springs, and things, Cell 92(3), 315–326.

Staley, J.P., Guthrie, C. (1999) An RNA switch at
the 5′ splice site requires ATP and the DEAD
box protein Prp28p, Mol. Cell. 3(1), 55–64.



Alternatively Spliced Genes 175

Stamm, S., Zhu, J., Nakai, K., Stoilov, P.,
Stoss, O., Zhang, M.Q. (2000) An alternative-
exon database and its statistical analysis, DNA
Cell. Biol. 19(12), 739–756.

Stark, J.M., Cooper, T.A., Roth, M.B. (1999) The
relative strengths of SR protein-mediated
associations of alternative and constitutive
exons can influence alternative splicing, J. Biol.
Chem. 274(42), 29838–29842.

Stevens, S.W., Ryan, D.E., Ge, H.Y., Moore, R.E.,
Young, M.K., Lee, T.D., Abelson, J. (2002)
Composition and functional characterization
of the yeast spliceosomal penta-snRNP, Mol.
Cell. 9(1), 31–44.

Stickeler, E., Fraser, S.D., Honig, A., Chen, A.L.,
Berget, S.M., Cooper, T.A. (2001) The RNA
binding protein YB-1 binds A/C-rich exon
enhancers and stimulates splicing of the
CD44 alternative exon v4, EMBO J. 20(14),
3821–3830.

Stickeler, E., Kittrell, F., Medina, D., Berget, S.M.
(1999) Stage-specific changes in SR splicing
factors and alternative splicing in mammary
tumorigenesis, Oncogene 18(24), 3574–3582.

Stoss, O., Olbrich, M., Hartmann, A.M.,
Konig, H., Memmott, J., Andreadis, A.,
Stamm, S. (2001) The STAR/GSG family
protein rSLM-2 regulates the selection of
alternative splice sites, J. Biol. Chem. 276(12),
8665–8673.

Sun, H., Chasin, L.A. (2000) Multiple splicing
defects in an intronic false exon, Mol. Cell.
Biol. 20(17), 6414–6425.

Tange, T.O., Damgaard, C.K., Guth, S., Valcar-
cel, J., Kjems, J. (2001) The hnRNP A1 protein
regulates HIV-1 tat splicing via a novel intron
silencer element, EMBO J. 20(20), 5748–5758.

Tarn, W.Y., Steitz, J.A. (1996a) A novel
spliceosome containing U11, U12, and U5
snRNPs excises a minor class (AT-AC) intron
in vitro, Cell 84(5), 801–811.

Tarn, W.Y., Steitz, J.A. (1996b) Highly diverged
U4 and U6 small nuclear RNAs required for
splicing rare AT-AC introns, Science 273(5283),
1824–1832.

Teigelkamp, S., Mundt, C., Achsel, T., Will, C.L.,
Luhrmann, R. (1997) The human U5 snRNP-
specific 100-kD protein is an RS domain-
containing, putative RNA helicase with
significant homology to the yeast splicing
factor Prp28p, RNA 3(11), 1313–1326.

Todd, R.D., Lobos, E.A., Sun, L.W., Neu-
man, R.J. (2003) Mutational analysis of the

nicotinic acetylcholine receptor alpha 4 sub-
unit gene in attention deficit/hyperactivity
disorder: evidence for association of an in-
tronic polymorphism with attention problems,
Mol. Psychiatry 8(1), 103–108.

Tysoe, C., Whittaker, J., Xuereb, J., Cairns, N.J.,
Cruts, M., Vanbroeckhoven, C., Wilcock, G.,
Rubinsztein, D.C. (1998) A presenilin-1
truncating mutation is present in two cases
with autopsy-confirmed early-onset Alzheimer
disease, Am. J. Hum. Genet. 62, 70–76.

Vacek, M.M., Ma, H., Gemignani, F., Lac-
erra, G., Kafri, T., Kole, R. (2003) High-level
expression of hemoglobin A in human tha-
lassemic erythroid progenitor cells follow-
ing lentiviral vector delivery of an antisense
snRNA, Blood 101(1), 104–111.

Valadkhan, S., Manley, J.L. (2001) Splicing-
related catalysis by protein-free snRNAs,
Nature 413(6857), 701–707.

Valcarcel, J., Singh, R., Zamore, P.D., Green,
M.R. (1993) The protein Sex-lethal antagonizes
the splicing factor U2AF to regulate alternative
splicing of transformer pre-mRNA, Nature
362(6416), 171–175.

Van Buskirk, C., Schupbach, T. (2002) Half pint
regulates alternative splice site selection in
Drosophila, Dev. Cell. 2(3), 343–353.

Van Lith-Verhoeven, J.J., Van Der Velde-
Visser, S.D., Sohocki, M.M., Deutman, A.F.,
Brink, H.M., Cremers, F.P., Hoyng, C.B.
(2002) Clinical characterization, linkage
analysis, and PRPC8 mutation analysis of
a family with autosomal dominant retinitis
pigmentosa type 13 (RP13), Ophthalmic Genet.
23, 1–12.

Vithana, E., Al-Maghtheh, M., Bhattacharya, S.S.,
Inglehearn, C.F. (1998) RP11 is the second
most common locus for dominant retinitis
pigmentosa, J. Med. Genet. 35, 174–175.

Vithana, E.N., Abu-Safieh, L., Allen, M.J.,
Carey, A., Papaioannou, M., Chakarova, C.,
Al-Maghtheh, M., Ebenezer, N.D., Willis, C.,
Moore, A.T., Bird, A.C., Hunt, D.M., Bhat-
tacharya, S.S. (2001) A human homolog of
yeast pre-mRNA splicing gene, PRP31, under-
lies autosomal dominant retinitis pigmentosa
on chromosome 19q13.4 (RP11), Mol. Cell. 8,
375–381.

Vorgerd, M., Burwinkel, B., Reichmann, H.,
Malin, J.P., Kilimann, M.W. (1998) Adult-
onset glycogen disease type II: phenotypic
and allelic heterogeneity in German patients,
Neurogenetics 1, 205–211.



176 Alternatively Spliced Genes

Wagner, E.J., Garcia-Blanco, M.A. (2002) RNAi-
mediated PTB depletion leads to enhanced
exon definition, Mol. Cells 10(4), 943–949.

Watanabe, T., Sullenger, B.A. (2000) Induction
of wild-type p53 activity in human cancer
cells by ribozymes that repair mutant p53
transcripts, Proc. Natl. Acad. Sci. U.S.A. 97(15),
8490–8494.

Wang, H.Y., Lin, W., Dyck, J.A., Yeakley, J.M.,
Songyang, Z., Cantley, L.C., Fu, X.D. (1998)
SRPK2: a differentially expressed SR protein-
specific kinase involved in mediating the
interaction and localization of pre-mRNA
splicing factors in mammalian cells, J. Cell.
Biol. 140(4), 737–750.

Wang, J., Takagaki, Y., Manley, J.L. (1996)
Targeted disruption of an essential vertebrate
gene: ASF/SF2 is required for cell viability,
Genes Dev. 10(20), 2588–2599.

Watanabe, T., Sullenger, B.A. (2000) Induction
of wild-type p53 activity in human cancer
cells by ribozymes that repair mutant p53
transcripts, Proc. Natl. Acad. Sci. U.S.A. 97(15),
8490–8494.

Weidenhammer, E.M., Ruiz-Noriega, M., Wool-
ford, J.L. Jr. (1997) Prp31p promotes the
association of the U4/U6 × U5 tri-snRNP with
prespliceosomes to form spliceosomes in Sac-
charomyces cerevisiae, Mol. Cell. Biol. 17,
3580–3588.

Weidenhammer, E.M., Singh, M., Ruiz-Nori-
ega, M., Woolford, J.L. Jr. (1996) The PRP31
gene encodes a novel protein required for pre-
mRNA splicing in Saccharomyces cerevisiae,
Nucleic Acids Res. 24, 164–170.

Will, C.L., Schneider, C., MacMillan, A.M.,
Katopodis, N.F., Neubauer, G., Wilm, M.,
Luhrmann, R., Query, C.C. (2001) A novel U2
and U11/U12 snRNP protein that associates
with the pre-mRNA branch site, EMBO J.
20(16), 4536–4546.

Will, C.L., Urlaub, H., Achsel, T., Gentzel, M.,
Wilm, M., Luhrmann, R. (2002) Characteriza-
tion of novel SF3b and 17S U2 snRNP proteins,
including a human Prp5p homologue and
an SF3b DEAD-box protein, EMBO J. 21(18),
4978–4988.

Wimmel, A., Schilli, M., Kaiser, U., Have-
mann, K., Ramaswamy, A., Branscheid, D.,
Kogan, E., Schuermann, M. (1997) Preferen-
tial histiotypic expression of CD44-isoforms
in human lung cancer, Lung Cancer 16(2–3),
151–172.

Wu, J.Y., Maniatis, T. (1993) Specific interactions
between proteins implicated in splice site
selection and regulated alternative splicing,
Cell 75, 1061–1070.

Wu, J.A., Manley, J.L. (1991) Base pairing
between U2 and U6 snRNAs is necessary for
splicing of a mammalian pre-mRNA, Nature
352(6338), 818–821.

Wu, J.I., Reed, R.B., Grabowski, P.J., Artzt, K.
(2002) Function of quaking in myelination:
regulation of alternative splicing, Proc. Natl.
Acad. Sci. U.S.A. 99(7), 4233–4238.

Wu, S., Romfo, C.M., Nilsen, T.W., Green, M.R.
(1999) Functional recognition of the 3′ splice
site AG by the splicing factor U2AF35, Nature
402(6763), 832–835.

Xie, J., Black, D.L. (2001) A CaMK IV responsive
RNA element mediates depolarization-
induced alternative splicing of ion channels,
Nature 410(6831), 936–939.

Xie, J., McCobb, D.P. (1998) Control of
alternative splicing of potassium channels by
stress hormones, Science 280(5362), 443–446.

Yang, L., Embree, L.J., Hickstein, D.D. (2000)
TLS-ERG leukemia fusion protein inhibits
RNA splicing mediated by serine-arginine
proteins, Mol. Cell. Biol. 20(10), 3345–3354.

Yang, L., Embree, L.J., Tsai, S., Hickstein, D.D.
(1998) Oncoprotein TLS interacts with serine-
arginine proteins involved in RNA splicing, J.
Biol. Chem. 273(43), 27761–27764.

Yang, F., Hanson, N.Q., Schwichtenberg, K.,
Tsai, M.Y. (2000) Variable number tandem
repeat in exon/intron border of the
cystathionine beta-synthase gene: a single
nucleotide substitution in the second repeat
prevents multiple alternate splicing, Am. J.
Med. Genet. 95, 385–390.

Yang, X.L., Miura, N., Kawarada, Y., Terada, K.,
Petrukhin, K., Gilliam, C., Sugiyama, T.
(1997) Two forma of Wilson disease protein
produced by alternative splicing are localised
in distinct cellular compartments, Biochem. J.
326, 897–902.

Yazaki, M., Yoshida, K., Nakamura, A., Fu-
rihata, K., Yonekawa, M., Okabe, T., Ya-
mashita, N., Ohta, M., Ikeda, S. (1998) A novel
splicing mutation in the ceruloplasmin gene
rsponsible for hereditary ceruloplasmin defi-
ciency with hemosiderosis, J. Neurol. Sci. 156,
30–34.

Yeakley, J.M., Fan, J.B., Doucet, D., Luo, L.,
Wickham, E., Ye, Z., Chee, M.S., Fu, X.D.



Alternatively Spliced Genes 177

(2002) Profiling alternative splicing on fiber-
optic arrays, Nat. Biotechnol. 20(4), 353–358.

Yeakley, J.M., Tronchere, H., Olesen, J.,
Dyck, J.A., Wang, H.Y., Fu, X.D. (1999)
Phosphorylation regulates in vivo interaction
and molecular targeting of serine/arginine-
rich pre-mRNA splicing factors, J. Cell. Biol.
145(3), 447–455.

Yean, S.L., Wuenschell, G., Termini, J., Lin, R.J.
(2000) Metal-ion coordination by U6 small
nuclear RNA contributes to catalysis in the
spliceosome, Nature 408(6814), 881–884.

Yu, L., Heere-Ress, E., Boucher, B., Defesche,
J.C., Kastelein, J., Lavoie, M.A., Genest, J.
(1999) Familial hypercholesterolemia. Accep-
tor splice site (G→C) mutation in intron 7 of
the LDL-R gene: alternate RNA editing causes
exon 8 skipping or a premature stop codon in
exon 8, Atherosclerosis 146, 125–131.

Zachar, Z., Chou, T.B., Kramer, J., Mims, I.P.,
Bingham, P.M. (1994) Analysis of autoreg-
ulation at the level of pre-mRNA splicing
of the suppressor-of-white-apricot gene in
Drosophila, Genetics 137(1), 139–135.

Zahler, A.M., Lane, W.S., Stolk, J.A., Roth, M.B.
(1992) SR proteins: a conserved family of
pre-mRNA splicing factors, Genes Dev. 6(5),
837–847.

Zahler, A.M., Neugebauer, K.M., Lane, W.S.,
Roth, M.B. (1993) Distinct functions of SR
proteins in alternative pre-mRNA splicing,
Science 260(5105), 219–222.

Zamore, P.D., Patton, J.G., Green, M.R. (1992)
Cloning and domain structure of the

mammalian splicing factor U2AF, Nature
355(6361), 609–614.

Zapp, M.L., Stern, S., Green, M.R. (1993) Small
molecules that selectively block RNA
binding of HIV-1 Rev protein inhibit Rev
function and viral production, Cell 74(6),
969–978.

Zhang, L., Liu, W., Grabowski, P.J. (1999)
Coordinate repression of a trio of neuron-
specific splicing events by the splicing
regulator PTB, RNA 5(1), 117–130.

Zhang, W., Liu, H., Han, K., Grabowski, P.J.
(2002) Region-specific alternative splicing
in the nervous system: implications for
regulation by the RNA-binding protein
NAPOR, RNA 8(5), 671–685.

Zhang, W.J., Wu, J.Y. (1996) Functional
properties of p54, a novel SR protein active
in constitutive and alternative splicing, Mol.
Cell. Biol. 16(10), 5400–5408.

Zheng, Z.M., Huynen, M., Baker, C.C. (1998)
A pyrimidine-rich exonic splicing suppressor
binds multiple RNA splicing factors and
inhibits spliceosome assembly, Proc. Natl.
Acad. Sci. U.S.A. 95, 14088–14093.

Zhou, Z., Licklider, L.J., Gygi, S.P., Reed, R.
(2002) Comprehensive proteomic analysis of
the human spliceosome, Nature 419(6903),
182–185.

Zhu, J., Mayeda, A., Krainer, A.R. (2001) Exon
identity established through differential
antagonism between exonic splicing silencer-
bound hnRNP A1 and enhancer-bound SR
proteins, Mol. Cells 8(6), 1351–1361.





179

Alzheimer’s Disease

Jun Wang, Silva Hecimovic and Alison Goate
Department of Psychiatry, Washington University School of Medicine,
St. Louis, MO, USA

1 Pathology and Epidemiology of Alzheimer’s Disease 182

2 The Genetics of Alzheimer’s Disease 184
2.1 The Genetics of Familial Alzheimer’s Disease 184
2.1.1 β-amyloid Precursor Protein Mutations 184
2.1.2 Presenilin Mutations 185
2.2 The Genetics of Sporadic Alzheimer’s Disease 187
2.2.1 Apolipoprotein E 187
2.2.2 The Search for New Alzheimer’s Disease Susceptibility Genes 188

3 Molecular and Cellular Mechanisms Underlying Alzheimer’s Disease 189
3.1 β-amyloid Precursor Protein 189
3.2 Production of Aβ –Proteolytic Processing of APP 189
3.3 β-secretase – BACE1 190
3.4 γ -secretase – Presenilins and Cofactors 191
3.4.1 Presenilins 191
3.4.2 Cofactors 192
3.5 Neurofibrillary Tangles and Tau Protein 193
3.6 Apolipoprotein E 194

4 Transgenic Mouse Models of Alzheimer’s Disease 195
4.1 APP Transgenic Mice 195
4.2 Presenilin 1/2 Transgenic Mice 196
4.3 Tau Transgenic Mice 197
4.4 Apolipoprotein E Transgenic Mice 198
4.5 Modulating and Enhancing the Phenotype: Transgenic Crosses 198

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Edited by Robert A. Meyers.
Copyright  2004 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
ISBN: 3-527-30543-2



180 Alzheimer’s Disease

5 Potential Treatments 199
5.1 Secretase Inhibitors 200
5.2 Vaccine Approaches 201
5.3 Other Therapeutic Approaches 201

6 Summary 202

Bibliography 202
Books and Reviews 202
Primary Literature 202

Keywords

Association Study
Tests for differences in allele or genotype frequencies between unrelated, affected, and
unaffected individuals.

Autosomal Dominant Trait
A phenotype that is expressed in a heterozygote, which maps to a chromosome other
than the sex chromosomes.

β-secretase
Also known as BACE1; a transmembrane aspartyl protease involved in processing of
APP-generating N-terminal end of Aβ peptides.

Candidate Gene Study
An association study performed on a particular gene(s) selected according to the
biology of the disease and/or their location within chromosome regions found to be
implicated in disease (by linkage or association study).

Full Genome Scan
A linkage or association analysis performed between the disease and polymorphic
markers that are spaced throughout the genome.

γ -secretase
A multiprotein complex involved in intramembranous cleavage of APP-generating
C-terminal end of Aβ peptides. It contains four proteins: the catalytic component
(presenilins) and three cofactors (nicastrin, APH-1, and PEN-2).

Neurofibrillary Tangles (NFTs)
Abnormal intraneuronal deposits abundant in the brains of patients with AD and some
other neurodegenerative diseases. The main constituent of NFTs is
hyperphosphorylated tau protein.
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Senile Plaques
Complex extracellular deposits abundant in the brains of AD patients. The main
proteinaceous component of plaques is amyloid-β peptide.

Susceptibility Locus/Gene
A region of a chromosome or a specific gene that may influence the risk to a certain
condition/disease.

Familial Alzheimer’s Disease
Transmitted as an autosomal dominant trait; usually has an age of onset <60 years.

Sporadic Alzheimer’s Disease
Shows modest familial clustering and probably results from the synergistic action of
genetic and environmental factors. Usually has an age of onset >60 years.

Abbreviations

Aβ β-amyloid peptide
AD Alzheimer’s disease
AICD APP Intracellular domain
APLP amyloid precursor-like protein
APOE apolipoprotein E
APP β-amyloid precursor protein
BBB blood brain barrier
CAA cerebral amyloid angiopathy
CNS central nervous system
CTF C-terminal fragment
FAD familial Alzheimer’s disease
FTDP-17 frontotemporal dementia with parkinsonism linked to chromosome 17
KPI Kunitz-type protease inhibitor
MT microtubule
NFT neurofibrillary tangles
NSAID nonsteroidal anti-inflammatory drugs
NTF N-terminal fragment
PDGF platelet-derived growth factor
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� Alzheimer’s disease (AD) is the most common cause of dementia in the elderly.
It is characterized by a progressive loss of memory, reasoning, judgment, and
orientation, by the presence of large numbers of extracellular senile plaques and
intracellular neurofibrillary tangles, as well as substantial cell loss in the brain.
Genetic studies in early onset families have identified mutations in three genes that
cause AD, while genetic studies in sporadic AD have identified the apolipoprotein E4
allele as a risk factor for disease. In vitro cell biology and transgenic mouse studies
implicate all of these genes in the biology of Aβ metabolism. A consistent effect
of these genetic factors is an increase in Aβ deposition. Furthermore, cell biology
studies have identified targets for possible treatment of AD. Transgenic models are
now being used to test the validity of these targets and therapeutic approaches to the
treatment of AD.

1
Pathology and Epidemiology of Alzheimer’s
Disease

The German psychiatrist Alois Alzheimer
first described the clinical and pathological
features of Alzheimer’s disease (AD) in a
55-year-old female patient; he published
the discovery as a case report in 1907. It
was thought that the ‘‘presenile dementia’’
described by Alzheimer was distinct from
‘‘senile dementia’’ seen in older patients,
but it is now widely accepted that the two
conditions are the same disease, differing
primarily in the age of onset.

Alzheimer’s disease is the most com-
mon cause of dementia in the western
world, and the fourth leading cause of
deaths in the United States. The disease is
confined mainly to aged individuals and
is progressive. It affects 1% of people
in the developed nations and is likely to
become a major problem in developing
countries as the proportion of elderly per-
sons increases in these populations. The
incidence of AD rises with increasing age:
1 to 5% of people aged 65 years are af-
fected, while 10 to 20% of those over the
age of 80 have AD.

The first clinical manifestation is usu-
ally a loss of short-term memory; this
is followed, over the next 6 to 20 years,
by a progressive loss of memory, reason-
ing, judgment, and orientation (dementia).
Death occurs, on average, about 10 years
after the onset of symptoms. Many epi-
demiological surveys have been carried
out to identify risk factors. There is a
clear correlation between AD and a pos-
itive family history in about one-third of
cases; the risk of AD is also elevated in
individuals with Down syndrome. Severe
head trauma with loss of consciousness
increases risk for AD, particularly in those
individuals who also have an apolipopro-
tein E4 allele. In contrast, the use of
nonsteroidal anti-inflammatory agents or
cholesterol-lowering agents, such as the
statins, may reduce risk for AD. Another
factor that may potentially decrease risk
for AD is the years of education; the more
the years of education, the lower the risk
of disease.

Alzheimer’s disease is characterized
neuropathologically by the presence of
large numbers of neuritic plaques and neu-
rofibrillary tangles (NFT) within the brain
cortex (Fig. 1). In addition, there is massive
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Fig. 1 Plaques and tangles in an AD brain. Shown is a brain section from an
individual with mild AD. The section was double-stained with antibody PHF-1
specific to tangles and 10D5 specific to β-amyloid. Courtesy of Dr. Joel Price.

neuronal cell loss, and amyloid deposits
that occur in the walls of the blood ves-
sels of the meninges and cerebral cortex.
Neither plaques nor tangles are specific to
AD – they occur in intellectually normal,
elderly people and in certain other dis-
eases. However, they are more numerous
and more widely distributed throughout
the brains of Alzheimer’s patients. Senile
plaques are extracellular deposits, while
tangles initially appear within the degen-
erating neurons. The major proteinaceous
constituent of plaques is a 39 to 43 amino
acid peptide called β-amyloid, or Aβ. The
microtubule-associated protein, tau, is a
major constituent of tangles. In the AD
brain, there is extensive activation of as-
trocytes and microglia, the two primary
mediators of inflammation in the central
nervous system (CNS). A large number
of inflammatory mediators and comple-
ment components are elevated in the AD
brain, and colocalized with both plaques

and tangles. The inflammatory response
might be induced by increased Aβ levels
or by plaque formation.

The deposition of Aβ has also been ob-
served in association with several other
pathological conditions. Individuals with
Down syndrome, who live into their
late thirties and beyond, develop a neu-
ropathology indistinguishable from that of
AD. Temporal studies in Down syndrome
suggest that Aβ deposition is the earli-
est of the known pathological markers
to appear, and that neurofibrillary tan-
gles and neuronal cell loss occur decades
after the first Aβ deposition. However,
dementia correlates more closely with neu-
rofibrillary tangles and neuron loss than
with plaques. According to one hypothe-
sis based on these observations, amyloid
deposition precedes and induces tangle
formation; tangles (and perhaps plaques)
cause neuronal death, and the resul-
tant neuronal damage destroys important
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neurotransmission pathways in the brain,
producing dementia.

2
The Genetics of Alzheimer’s Disease

There are two forms of AD: familial
Alzheimer’s disease (FAD), in which the
disease is transmitted as an autosomal
dominant trait; and sporadic AD, which
shows modest familial clustering and
probably results from the synergistic ac-
tion of genetic and environmental factors.
Sporadic AD can have an early (<60 yrs)
or late (>60 yrs) age of onset. FAD does
not appear to be clinically or neuropatho-
logically different from the more common
sporadic form of AD, except that it gener-
ally has an earlier age of onset.

2.1
The Genetics of Familial Alzheimer’s
Disease

The existence of families in which AD
segregates as a fully penetrant, autosomal,
dominant trait presents the most striking
evidence for the involvement of genetic
factors in the etiology of AD. Mutations in
three distinct genes, β-amyloid precursor
protein (APP), PS1 (presenilin 1) and
PS2 (presenilin 2) have been identified
to cause FAD.

2.1.1 β-amyloid Precursor Protein
Mutations
The main component of the AD-associated
senile plaques, Aβ, is derived by the
proteolytic processing of APP. The gene
coding for APP is located on the long
arm of chromosome 21. It contains 18
exons, three of which can be alternatively
spliced to produce a variety of mRNA
species.

The first mutation shown to cause FAD
was a valine to isoleucine substitution at
residue 717 of APP (Fig. 2). To date, 22
APP mutations have been reported, of
which 17 are linked to early-onset AD
(www.alzforum.org). Most mutations lie
within the transmembrane (TM) domain
of APP in the region that is involved
in the generation of the C-terminal end
of Aβ. All TM domain FAD-APP muta-
tions result in an increased production
of the longer, more amyloidogenic form
of Aβ (Aβ42/43). The most severe muta-
tion (T714I) causes a 11-fold increase in
the Aβ42/Aβ40 ratio; it causes both a de-
crease in Aβ40 and an increase in Aβ42
production. Patients carrying the T714I
FAD-APP mutation die in their 40s. FAD
mutations in APP can differentially affect
Aβ-peptide formation by either increas-
ing Aβ42 or decreasing Aβ40, or both.
The Swedish mutation (K670N, M671L)
lies in the region outside of the TM do-
main in which cleavage by β-secretase
generates the N-terminal end of the Aβ,
resulting in an increase in both Aβ40
and Aβ42 levels. Five mutations are lo-
cated within the Aβ sequence but outside
the TM domain: Flemish (A692G), Dutch
(E693Q), Arctic (E693G), Italian (E693K),
and Iowa (D694N). Patients carrying these
mutations deposit Aβ in senile plaques
and/or in cerebral vascular walls (cerebral
amyloid angiopathy – CAA) and present
clinically with either AD or hemorrhagic
strokes, or both. For example, Flemish
A692G patients present with both AD and
strokes, while most Dutch E693Q patients
suffer from strokes followed by a progres-
sive multi-infarct dementia (HCHWA-D,
hereditary cerebral hemorrhage with amy-
loidosis Dutch type). Pathologically, Flem-
ish A692G patients demonstrate a classical
AD pathology although with a strong CAA
component, while Dutch APP patients
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Fig. 2 FAD mutations in APP. Shown is a schematic representation of the APP
protein showing the regions coding for Aβ peptide and C-terminal intracellular
domain-CTFγ /AICD. The location of each FAD mutation is shown. Letters in bold
are FAD-mutation sites, letters in gray are FAD substitutions. Major sites of APP
processing, α-, β-, and γ -secretase sites, are also labeled. The amino acid
numbering below the letters is according to the Aβ sequence.

have mainly vascular Aβ in the absence of
neurofibrillary pathology. Recent analysis
of pathogenic effect on Aβ levels of Arctic,
Italian, Dutch, and Flemish APP muta-
tions revealed that all, except the Flemish
mutation, cause a decrease in both Aβ40
and Aβ42. In contrast, the Flemish muta-
tion increases both Aβ40 and Aβ42 levels.

2.1.2 Presenilin Mutations
The discovery that mutations within the
presenilin 1 (PS1) gene located on chro-
mosome 14 (14q24.3) were responsible for
most FAD cases opened up a whole new
area of research into the molecular mech-
anisms of the pathogenesis of AD. Shortly
after the discovery of PS1, DNA sequence
database searches led to the identification
of a homologous gene named presenilin 2
(PS2), located on chromosome 1 (1q41.2).
Mutations in PS2 also result in FAD.

Pathogenic mutations in both of these
genes have been identified; overall, mu-
tations in PS1, PS2, and APP genes

account for the majority of FAD cases.
Although the proteins encoded by the
two presenilin genes are 63% homologous
at the amino acid level, intensive mu-
tation and epidemiological analysis have
revealed some interesting differences be-
tween the two proteins. The number of
mutations identified in PS1 is far greater
than those in PS2. To date, more than 107
individual point mutations in PS1 have
been identified (Fig. 3, http://molgen-
www.uia.ac.be/ADMutations) and found
to be responsible for the majority of the
early onset FAD. Most of these alter-
ations are missense mutations that result
in single amino acid changes in residues
that are conserved between the PS1 and
PS2 proteins. An intronic mutation (re-
ferred as �E9) results in the disruption
of a splice acceptor site leading to the
in-frame deletion of exon 9/10. This is
the only PS1-FAD mutation that results
in pathologically active protein that does
not undergo proteolysis. Endoproteolytic
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Fig. 3 FAD mutations in presenilin-1. Shown is a schematic representation
of human presenilin 1 protein. The protein is predicted to have eight
transmembrane domains. Arrow indicates the endocleavage site. Shaded
residues are those associated with FAD mutations.

processing of the presenilins is an impor-
tant aspect of the biochemistry of both PS1
and PS2 proteins, since it has been impli-
cated in the formation of the functionally
active complex (see Sect. 3). The most con-
sistent effect mediated by the presenilin
FAD mutations is increased production of
Aβ42. This has been confirmed both in
transfected cells and in transgenic mice.
Although the mechanism by which FAD
mutations in PS1 and PS2 cause AD is not
fully understood, it is suggested that FAD
mutations may alter γ -secretase activity to-
ward cleavage of the more amyloidogenic
peptide of Aβ, Aβ42/43. Although point
mutations are distributed throughout the
PS1 gene, the majority of them are clus-
tered within the TM domains and large

hydrophilic loop between TM6 and TM7
(Fig. 3). The mean age of onset in all PS1
families is about 45 years with a range of
28 to 62 years, suggesting that mutations
in PS1 result in a more aggressive form of
FAD than APP mutations.

In contrast to PS1, only eight point
mutations have been identified in PS2
(http: // molgen-www.uia.ac.be / ADMuta-
tions). The first PS2 mutation to be iden-
tified was the N141I mutation that is
responsible for disease in a large Volga
German kindred. Whether the preponder-
ance of PS1 versus PS2 mutations is due to
the differing genomic environment of the
two genes or the factors related to differing
biological functions of the two molecules,
remains unclear. Mutation analysis of the
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two proteins has also led to the identifi-
cation of a phenotypic difference. Overall,
the mutations in PS1 result in relatively
early and constant age of onset while those
in PS2 lead to a somewhat later and more
variable age of onset. The identification
of a PS1 N135I mutation, a position and
substitution that corresponds to the PS2
Volga German mutation, and the finding
that the affected members of this pedigree
have a relatively constant age of onset sug-
gests that the observed variations in age
of onset are dependent on the molecule
itself as opposed to the specific position or
nature of the amino acid substitution.

2.2
The Genetics of Sporadic Alzheimer’s
Disease

While the genetics of FAD is fairly
well understood, our understanding of
the more common sporadic AD remains
much less complete. The majority of
cases have onset >60 years. Some families
have stronger clustering of AD cases
than others, suggesting that the genetic
component of the disease can be quite
variable. The estimated cumulative risk
to first-degree relatives of AD-affected
probands approaches 50% by age 90
compared to a disease risk of 10 to 15%
in the general population. To date, only
the Apolipoprotein E4 (APOE4) allele has
been linked to increased risk for sporadic
AD. While it is clear that APOE is a major
risk factor for AD, epidemiological studies
estimate that 42 to 68% of AD cases
do not have an APOE4 allele, indicating
that additional genetic and environmental
factors are involved in this form of the
disease. The balance of these risk factors
most likely determines both the age of
onset of the disease and the number of
affected first-degree relatives.

2.2.1 Apolipoprotein E
Linkage analysis in late-onset AD pedi-
grees led to the observation that these
families inherit a genetic risk factor located
on chromosome 19. The defect involved in
these particular pedigrees is a susceptibil-
ity defect as opposed to a causative defect
such as those present in the gene coding
for APP and the presenilins. The inheri-
tance of the susceptibility gene defect alone
is not sufficient to cause the disease, and
one or more secondary events, either en-
vironmental or genetic, must accompany
the inheritance of the primary defect to
cause the disease. Association studies have
shown that the chromosome 19 suscepti-
bility gene (localized to 19q13.2) is within
the APOE gene locus.

APOE protein is a lipid-transport
molecule and the primary apolipoprotein
observed in the CNS. It is encoded by
a polymorphic gene that exists as three
alleles designated APOE2, APOE3, and
APOE4. These genetic variations result
in amino acid substitutions (arginine or
cysteine) at positions 112 and 158 of
the protein. Thus, whereas the APOE2
polypeptide has a cysteine at both of these
positions, APOE3 has a cysteine at 112
and an arginine at 158, and APOE4 has
arginine at both positions. In most Cau-
casian populations, the APOE3 is the most
common allele (frequency 0.78); APOE4
(frequency 0.14) and APOE2 (frequency
0.08) are considered variants.

When the association of the three com-
mon APOE alleles with AD was examined
in late-onset AD pedigrees, it was found
that the APOE4 allele frequency was 52%,
compared to 16% for age-matched con-
trols. In addition, in sporadic AD cases,
the APOE4 allele frequency was 40%. The
APOE4 association with AD was rapidly
and widely confirmed in patients with fa-
milial and sporadic AD. These multiple
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confirmations established the APOE4 al-
lele as the most important genetic marker
of risk for the disease identified so far, ac-
counting for approximately 50% of the ge-
netic component of AD. The frequency of
APOE4 allele among AD and control cases
can vary in different populations, however,
the association with AD is consistent.

Individuals inheriting two copies of
the APOE4 allele have an increased
risk and earlier age of onset of AD
than individuals with one APOE4 allele.
Likewise, individuals with one APOE4
allele have a greater risk and earlier onset
of disease than those with no APOE4
alleles. These data demonstrate that the
effect of APOE4 on risk and age of onset
is dose-related. In contrast to the effect
of APOE4 allele, the APOE2 allele has
a protective effect on AD, as evidenced
by a decreased frequency of this allele
in AD cases. The effect of the most
commonly inherited allele, APOE3, on risk
and age of onset falls between APOE4
and APOE2. There also appears to be
an interaction of APOE genotypes with
the age of onset in FAD. When survival
analysis was used in a large Colombian
kindred carrying a presenilin mutation, the
presence of an APOE4 allele was observed
to decrease age of onset, while presence
of an APOE2 allele increased age of onset.
Although it is still not clear how an APOE4
allele modifies risk for AD, several studies
suggest that APOE may act via an Aβ-
dependent mechanism.

2.2.2 The Search for New Alzheimer’s
Disease Susceptibility Genes
There are two genetic approaches to find-
ing susceptibility loci: full genome scans
and candidate gene studies. In candidate
gene studies, genes are selected on the
basis of the known biology of the dis-
ease or their location within chromosomal

regions implicated in risk for late-onset
AD, and are assessed individually in or-
der to determine whether variants in each
candidate are associated with disease. An
alternative approach, a genome scan, does
not select genes a priori, but instead tests
for linkage or association between the dis-
ease and polymorphic markers that are
spaced evenly through the genome. Asso-
ciation methods use unrelated case-control
samples or siblings who are discordant
for disease, and test for differences in
allele frequencies between affected and
unaffected individuals. In contrast, linkage
studies use extended families or affected
sibling pairs and look for regions of the
genome in which there is an increased
allele sharing between affected relatives.

To date, only five late-onset AD genome-
wide screens have been reported. The most
consistent findings among these studies
are evidences for AD susceptibility loci
on chromosomes 19 (APOE), 9, 10, and
12. Since FAD is closely associated with
elevated Aβ42 levels, some investigators
have hypothesized that loci, which mod-
ify plasma Aβ42, might also modify risk
for AD. Using this approach, evidence
for linkage was observed in the same re-
gion of chromosome 10 as was observed
in the AD-linkage studies. Over the past
few years, a large number of biologically
interesting candidate genes as well as can-
didate genes that map within chromosome
regions implicated in risk for late-onset
AD have been evaluated in case-control
populations. The genes that have received
most attention are those encoding APOE
on chromosome 19, α2-macroglobulin and
the LDL-receptor related protein on chro-
mosome 12 and insulin degrading enzyme
and urokinase on chromosome 10. All of
these genes have been closely linked to Aβ

metabolism. However, with the exception
of the APOE gene, whose association with
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AD has been universally replicated, the rel-
ative significance of these associations is
still in question.

3
Molecular and Cellular Mechanisms
Underlying Alzheimer’s Disease

3.1
β-amyloid Precursor Protein

β-Amyloid precursor protein (APP) is a
large, type I transmembrane protein that is
expressed in almost all cell types except ery-
throcytes. It consists of a large extracellular
N-terminal region, a transmembrane do-
main, and a short intracellular C-terminal
tail. The Aβ-peptide sequence begins close
to the membrane on the extracellular part
of APP and ends within the membrane-
spanning domain. At least five different
mRNAs arise as a result of alternative
splicing of the primary transcript of the
APP gene: APP770, 751, 714, 695, and
563. Transcript APP695 lacks the Kunitz-
type protease inhibitor (KPI) domain and
is the major form expressed in neurons,
whereas APP751, which contains the KPI
domain, is the major transcript in non-
neuronal cell types. The APP transcripts
appear to be developmentally regulated,
and all cell types so far tested contain at
least one of the transcripts.

In addition to differential RNA splicing,
APP undergoes posttranslational modifi-
cation, including phosphorylation, N- and
O-linked glycosylation, sulfation and pro-
teolytic processing. It is not clear how these
different events modify APP metabolism
or function. A detailed knowledge of post-
translational events is undoubtedly crucial
to understanding amyloid plaque forma-
tion and to elucidating the biological
functions of APP and Aβ.

The normal function of APP is still
unclear, but it has been implicated in
neuroprotective action. APP is a member
of a multigene family that contains at least
two other homologs known as amyloid
precursor-like protein 1 and 2 (APLP1
and APLP2). Both APP−/− and APLP2−/−
mice are viable while APP/APLP2 double
knockout mice are early postnatal lethal
suggesting that APP and APLPs may share
important physiological functions and the
APLPs may compensate for the function
of APP.

3.2
Production of Aβ –Proteolytic Processing of
APP

It is clear that Aβ production does occur
in normal cells, suggesting that excessive
Aβ production in AD is due to enhanced
or altered processing of APP by normal
pathways that generate Aβ, rather than by
an abnormal route specific to Alzheimer’s
cells. APP undergoes a series of proteolytic
processing events (Fig. 4) by several differ-
ent proteases called secretases. It is first
cleaved by either α- or β-secretase. Two
disintegrin metalloproteases, ADAM 10
and TACE (TNF-α converting enzyme), are
involved in α-cleavage of APP. This cleav-
age produces a large soluble N-terminal
fragment (NTF), APPsα and an 83-amino
acid membrane-bound C-terminal frag-
ment, C83 (CTFα). Alternatively, cleavage
by the β-secretase results in an N-terminal
fragment APPsβ and a 99-amino acid
membrane-bound fragment, C99 (CTFβ).
The β-secretase has recently been identi-
fied as a transmembrane aspartyl protease
called BACE1, for β-site APP-cleaving en-
zyme. Both C83 and C99 are substrates
for γ -secretase, a mysterious enzyme that
carries out an unusual proteolysis in the
middle of the transmembrane domain of
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Fig. 4 Proteolytic processing of APP. APP is initially cleaved by either α- or
β-secretase to generate membrane-bound C-terminal fragments, C83 or C99,
which are subsequently cleaved by the γ -secretase (in the transmembrane
domain) to produce p3 or Aβ.

APP, resulting in the release and secre-
tion of the 4-kD Aβ from C99 and the
3-kD p3, a nonpathogenic peptide, from
C83. γ -secretase cleavage is promiscuous
and produces a spectrum of Aβ peptides
varying from 39 to 43 residues in length.
Over 90% of the Aβ in the brain is Aβ40
and the remaining 5 to 10% is the longer
species Aβ42/43.

The C-terminal product of the γ -
secretase cleavage is called CTFγ or AICD
(from APP Intracellular Domain). Inter-
estingly, CTFγ , purified from brain tissue,
is not C59/57, which would be the pre-
dicted length of the C-terminal product
of Aβ cleavage. Instead, sequence analysis
reveals that it is C50/49, several amino
acids shorter. The mechanism that ac-
counts for such differential cleavages is
currently under investigation. Several re-
ports have suggested a role of CTFγ in
APP signaling to the nucleus. Indeed, it
was shown that CTFγ , when together with
Fe65 protein, translocates to the nucleus

and that this complex can activate tran-
scription of a reporter gene in vitro.

3.3
β-secretase – BACE1

In late 1999, four groups almost simulta-
neously reported the discovery of BACE1,
a novel aspartyl protease that exhibited
all the known functional characteristics of
the β-secretase. BACE1 is a type I trans-
membrane protein with an open reading
frame of 501 amino acids. It is most closely
related to the pepsin family of aspartyl pro-
teases. BACE1 is expressed in most tissues
and cell types at modest levels, but shows
much higher expression levels in neurons.
Structurally, it contains an N-terminal 21
amino acid signal peptide, a propeptide
domain, a large lumenal domain fol-
lowed by a transmembrane domain, and
a short cytosolic C-terminal tail. BACE1
contains two aspartyl protease active site
motifs in the lumenal domain: DTGS
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(residues 93–96) and DSGT (residues
289–292). Both aspartic acid residues have
been shown to be essential for enzymatic
activity. BACE1 contains intrinsic prote-
olytic activity; as a purified recombinant,
BACE1 can directly cleave APP in vitro.
Overexpression of BACE1 in cell lines dra-
matically increases β-secretase activity and
β-cleavage products: APPsβ and C99. In
addition, mice deficient in BACE1 show a
normal phenotype, but Aβ generation is
abolished, further supporting that BACE1
is indeed a β-secretase.

BACE1 is initially synthesized in the
ER as an immature precursor protein,
proBACE1, which undergoes rapid mat-
uration involving N-glycosylation as well
as removal of the propeptide domain by
a furin-like convertase in the Golgi appa-
ratus. Unlike most zymogens, proBACE1
possesses β-secretase activity. The propep-
tide domain does not appear to signifi-
cantly inhibit protease activity, but rather
acts as a chaperone to assist proper folding
of the protease domain. Phosphorylation
of BACE1 at Ser498 appears to be impor-
tant for the intracellular trafficking of the
protein between early endosomes and late
endosomes/TGN compartments.

A homologous aspartyl protease, BACE2
was shortly identified by searching the
EST database with the BACE1 sequence.
BACE1 and BACE2 share ∼64% amino
acid similarity. Together they define a
novel family of transmembrane aspartyl
proteases. Brain expression of BACE2 is
very low and most evidence suggests that
it does not play a major role in β-cleavage
of APP.

3.4
γ -secretase – Presenilins and Cofactors

The enzyme that is clearly central to AD
pathogenesis is the γ -secretase, which

cleaves C99 and produces Aβ. Evidence
suggests that it is an aspartyl protease with
the unusual property of cleaving substrates
within the transmembrane domain. Inde-
pendent from its role in processing APP,
γ -secretase also mediates the intramem-
branous cleavage of several other type I
transmembrane proteins including Notch
and ErbB-4. γ -secretase cleavage of Notch
releases the Notch intracellular domain,
which translocates to the nucleus and acts
as a cofactor to modify transcription of
target genes.

The identity of the γ -secretase is rather
enigmatic. It appears to be a multiprotein,
high molecular weight complex that con-
sists of presenilins (PS) and three other
cofactors: nicastrin, APH-1 and PEN-2.

3.4.1 Presenilins
Presenilins are a family of polytopic trans-
membrane proteins that are implicated in
AD pathogenesis. PS homologs have been
found in species as diverse as Drosophila
melanogaster, Caenorhabditis elegans and
Arabidopsis, but not in yeast. The function
of PS appears to be conserved. Deficiency
in sel-12, one of the nematode PS homolog,
causes egg-laying defects. This phenotype
can be rescued by expressing human PS1
in the mutant worms. In mammals, there
are two PS genes, PS1 and PS2, that share
65% identity. PS1 is believed to account
for the majority of PS functions, while PS2
seems to play a complementary role.

Presenilins are found primarily within
intracellular membranes including the ER
and Golgi as well as the plasma membrane.
Structurally, they are predicted to have
eight transmembrane domains with both
the amino and carboxyl termini oriented
toward the cytoplasm (Fig. 3). A large cy-
toplasmic loop is postulated between TM6
and TM7. PS are synthesized as single
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polypeptides that rapidly undergo endo-
proteolysis within the cytoplasmic loop,
generating a 30-kD N-terminal fragment
(NTF) and a 20-kD C-terminal fragment
(CTF). The NTF and CTF form a sta-
ble complex, which appears to be the
functional form of presenilins. PS endo-
proteolysis is tightly regulated such that
overexpression of PS leads to the accumu-
lation of a full-length protein, but does
not result in an increase in the frag-
ments. The NTF/CTF complex, but not
the holoprotein, are components of a high
molecular weight complex, estimated at
∼250 kD or even larger. This high molec-
ular weight complex is believed to be the
γ -secretase complex.

Many lines of evidence indicate that
PS1 is the catalytic component of the γ -
secretase. The two membrane-embedded
aspartyl residues in PS1 (D257 in TM6
and D385 in TM7) are essential for γ -
secretase activity. The mutation of either
residue abolishes γ -secretase processing
of APP and Notch. The knockout of the
PS genes blocks the Aβ production and
Notch function. While in PS1 single K/O
cells, there is residual Aβ production, in
PS1/2 double knockout cells, there is no
detectable Aβ, demonstrating that there
is no PS-independent γ -secretase activity.
Inhibitors designed to be transition-state
analogs of the γ -secretase bind to pre-
senilin fragments. Recently, a family of
signal peptide peptidases was discovered,
which are apparently bona fide intramem-
branous aspartyl proteases, with similar
active site motifs and similar topology to
the presenilins. This finding further sup-
ports the hypothesis that presenilin is an
aspartyl protease.

3.4.2 Cofactors
Nicastrin is a large type I transmembrane
glycoprotein that was immunopurified

from PS1 immunoprecipitates. It has no
significant sequence homology to other
functionally characterized proteins. Nicas-
trin is a 709 amino acid protein containing
a putative signal peptide, a long N-terminal
hydrophilic domain with numerous glyco-
sylation sites, a TM domain and a short
hydrophilic C-terminal tail of 20 residues.
The mature protein migrates at ∼150 kD
owing to heavy glycosylation. There is ev-
idence suggesting that the association of
nicastrin with γ -secretase is tightly reg-
ulated via glycosylation. Nicastrin binds
to presenilins and the active γ -secretase
complex. Nicastrin deficiency in Drosophila
abolishes Notch signaling and γ -secretase
cleavage of APP. In addition, presenilin
stability was compromised in the absence
of nicastrin. All these data support that
nicastrin is a component of the γ -secretase
complex and an important regulator of the
γ -secretase activity.

Genetic screens in C. elegans identified
two proteins, APH-1 and PEN-2, which in-
teract with worm homolog of PS1 and
nicastrin. Loss-of-function mutations of
either protein produces phenotypes that
resemble that of null mutants in nicas-
trin and presenilins. APH-1 is an integral
protein containing seven predicted TM do-
mains. There are two mammalian APH-1
genes (mAPH-1a and mAPH-1b). mAPH-
1a has at least two splice variants: mAPH-
1aL has seven exons and encodes a longer
protein of 265 residues; mAPH-1aS has six
exons and encodes a shorter protein of 247
residues. All three variants are widely ex-
pressed, although their abundance seems
to be coordinately regulated. To date, no
functional difference among these variants
has been documented. PEN-2 is a small
protein of 101 amino acids containing two
TM domains. Topology study suggests that
both the N- and C-terminals of the protein
face the lumen of the ER.
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Human APH-1 and PEN-2 can partially
rescue the C. elegans mutants, suggesting
functional conservation among eukary-
otes. The human genes must be present
together to rescue the phenotypes and
adding PS1 improves the rescue, indi-
cating that these proteins act in concert.
Consistent with the genetic studies, bio-
chemical studies showed that reduction
of APH-1 and PEN-2 expression in mam-
malian cells by RNA inhibition reduced
γ -secretase activity.

While the exact functions of these co-
factors remain to be elucidated, the data
obtained so far suggest that all four pro-
teins, presenilins, nicastrin, APH-1, and
PEN-2, are necessary components of the
γ -secretase. They appear to regulate one
another for protein stability, proper mat-
uration, and functional γ -secretase com-
plex formation. It is also very likely that
the least abundant component becomes
the cellular-limiting factor that controls
overall γ -secretase activity.

3.5
Neurofibrillary Tangles and Tau Protein

Neurofibrillary tangles are intracellular de-
posits that consist of aggregates of a fibrous
substance, the paired helical filaments
(PHF). These filaments are highly insol-
uble, even resistant to strong detergents
such as SDS and guanidine hydrochlo-
ride. A major component of PHF is tau,
a microtubule (MT)-associated phospho-
protein. Tau is abundantly expressed in
the brain. At least six isoforms of tau are
present in the brain, resulting from alter-
native mRNA splicing of a single gene on
chromosome 17q.

Unlike APP, whose functions are not
clear, tau has a biological role that is
reasonably well understood. One function
of tau is to promote microtubule assembly,

a process controlled by phosphorylation
of tau. In addition, it has been proposed
that tau has a specific role in the
generation of axon morphology. Increased
phosphorylation of tau decreases its ability
to promote tubulin polymerization to
microtubules.

Tau in PHF is hyperphosphorylated, and
is insoluble under conditions in which
normal tau is soluble. It is believed that
tangles are formed when tau becomes hy-
perphosphorylated and dissociates from
microtubules and spontaneously forms
insoluble PHF. Over 25 phosphorylation
sites have been identified in PHF tau
purified from AD brains. Most of the
phosphorylation sites are located in the
flanking region of the MT-binding do-
main. A variety of protein kinases, includ-
ing glycogen synthase kinase-3β (GSK3β),
cyclin-dependent kinase 5 (cdk5), mitogen-
activated protein kinase (MAPK) and pro-
tein kinase A, have been found to be
involved in hyperphosphorylation of tau.
This suggests that multiple phosphoryla-
tion cascades may be activated in NFT-
bearing neurons. However, it remains
unclear whether these cascades are acti-
vated independently or whether one or
more kinases are primarily responsible for
initiating the cascade in vivo.

In addition to their presence in AD,
filamentous tau inclusions accompanied
by extensive gliosis and loss of neurons
are the neuropathological hallmarks of
other neurodegenerative diseases that are
sometimes designated as tauopathies.
There has been considerable debate in
the AD literature concerning the primacy
of Aβ versus NFT in the pathogenesis
of AD. This was largely resolved by the
identification of mutations in the tau gene
in families with frontotemporal dementia
with parkinsonism (FTDP-17). FTDP-17 is
characterized clinically by the presence of
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prominent behavioral changes early in the
disease. The neuropathology associated
with FTDP-17 is characterized by large
numbers of NFT but no senile plaques.
Mutations in the tau gene in FTDP-17 can
alter splicing and produce a shift from
the short tau isoform with three repeats
to the longer isoform, which contains
four repeats. Several other point mutations
have been discovered in the coding region
of tau that impact the functional integrity
of the tau protein itself, P301L being the
most common. So far, genetic analysis has
not linked tau mutation directly to AD, but
tau dysfunction may still have a significant
role to play in the disease, if not in its
initiation, then in its progression.

3.6
Apolipoprotein E

Apolipoprotein E is a 299 amino acid
glycoprotein with a molecular weight of
∼34 kD. Its N-terminal domain consists
of four amphipathic α-helices and the
C-terminal domain contains most of the
lipid-binding activity. APOE is a major
apolipoprotein that regulates cholesterol
uptake and release. The CNS contains
high levels of APOE with abundance only
second to the liver. In the CNS, APOE is
synthesized predominantly by astrocytes
and is secreted into the CSF, where it is a
major lipid carrier.

APOE appears to have multiple func-
tions in the brain – any or all of which
could potentially influence AD pathogene-
sis. The molecular mechanisms by which
APOE protein is involved in AD patho-
genesis are unclear because reports on
the allele-specific effects of APOE are con-
troversial. Nevertheless, numerous studies
have demonstrated that APOE can affect
AD pathogenesis either by influencing Aβ

deposition or by a direct effect on neuronal

survival. APOE is a major component of
senile plaques and specifically binds to sol-
uble Aβs. Allele-specific differences in Aβ

binding, aggregation, and fibrillogenesis
have been reported. Most histopathologic
studies demonstrated a correlation be-
tween senile plaque density and APOE4
allele dose in AD. Animal studies also show
that APOE has isoform-specific effects on
Aβ deposition and plaque formation (see
Sect. 4.4).

There is also evidence that different
alleles of APOE have different effects on
neurite extension, neuronal survival, and
the cell’s response to oxidative stress. In
vitro studies with primary neurons and
neuronal cell cultures show that lipid-
bound E3 promotes neurite extension,
while E4 is neutral or inhibitory. These in
vitro findings are consistent with reported
defects in neuronal remodeling in AD
brains carrying an E4 allele. APOE can
have allele-specific differences on both
neurotoxic or neuroprotective activities.
High levels of APOE or some APOE
synthetic peptides were shown to cause
neurite degeneration or neuronal death
in cultured cells, with the E4 having the
most neurotoxic effects. On the other hand,
APOE appears to play a role in protection
against oxidative stress, a prominent
phenomenon in AD pathogenesis. Apoe
-/- mice exhibit increased markers of
lipid peroxidation within the brain and
appear to have increased susceptibility
to neuronal damage. Different APOE
alleles are shown to have isoform-specific
neuroprotective effects (E2 > E3 > E4) on
oxidative cytotoxicity caused by hydrogen
peroxide, or Aβ peptides. A possible
mechanism for the different antioxidant
activities of the APOE alleles is their ability
to detoxify 4-hydroxynonenal, a neurotoxic
lipid-peroxidation product that is believed
to play a key role in neuronal death in
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AD. 4-hydroxynonenal covalently binds to
APOE, with more binding to E2 and E3
than E4, probably because of the cysteine
residues that are present in E2 and E3.
E2 and E3 may therefore protect neurons
by binding to, and thereby detoxifying,
4-hydroxynonenal.

4
Transgenic Mouse Models of Alzheimer’s
Disease

A major hindrance to basic research
into the molecular pathogenesis of AD
has been the absence of a mouse or
rat model. As a result of the identifi-
cation of mutations that cause AD in
humans, this has begun to change. Al-
though initial efforts to make transgenic
models of AD failed, more recent efforts
have recapitulated at least some of the
key features of the disease. Many genet-
ically altered mice have been designed
to reproduce the neuropathology of AD,
however, the majority of them share only
some of the neuropathological and/or cog-
nitive impairment characteristics of AD
(http://www.alzforum.org). These include
mice expressing human forms of the APP,
the PS, APOE and, more recently, tau.
Transgenic mice expressing human APP
develop amyloid plaques, but neurodegen-
eration and neurofibrillary tangles are not
observed. The Presenilin transgenic mice
produced only increased Aβ42/43 levels
and did not develop signs of AD pathology,
even though the same mutations caused
some of the earliest forms of inherited AD
in humans. Strategies emphasizing tau
resulted in increased phosphorylation of
tau and tangle formation, although amy-
loid plaques were absent. Nevertheless,
crossing transgenic animals expressing
mutated tau and APP has produced a

mouse that closely recapitulates the neu-
ropathology of AD. This section provides a
review of the various murine models and
their role in understanding the pathogen-
esis of AD.

4.1
APP Transgenic Mice

The most extensively studied APP trans-
genic mouse lines are known as PDAPP
and Tg2576. The PDAPP transgenic
mouse expresses a human APP770 mini
gene containing the V717F FAD-APP mu-
tation, while Tg2576 expresses human
APP695 that contains the Swedish FAD-
APP mutation. In PDAPP, expression of
the APP gene is under the control of
the human platelet–derived growth fac-
tor (PDGF)-β chain neuronal promoter
that targets expression preferentially to
neurons in the cortex, hippocampus, hy-
pothalamus, and cerebellum of the trans-
genic animals. This mouse was made
on a mixed-strain background (C57BL/6,
DBA/2, and Swiss-Webster), while Tg2576
was made on a single C57B6/SJL back-
ground. Expression of the APP gene in
Tg2576 mice is under the control of the
prion protein promoter resulting in a less-
limited expression of APP both in the
CNS and the periphery. The success of
both models was due to the high level of
APP expression achieved (>10-fold over-
expression of human APP in PDAPP
mouse and >6-fold higher expression of
APP in Tg2576 compared to endogenous
murine APP levels). Cortical and limbic
amyloid deposits begin slightly earlier in
the PDAPP mouse: by 3 months of age in
homozygotes and at 6 to 9 months in het-
erozygotes, while in Tg2576 mouse they
occur between 9 to 12 months of age,
elevated Aβ production is observed as
early as 3 months of age. Both models
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develop β-amyloid deposits (in hippocam-
pus and neocortex but limited in striatum
and cerebellum), and the deposits are as-
sociated with dystrophic neurites, punctate
immunoreactivity to hyperphosphorylated
tau, astrocytosis, microgliosis, and vascu-
lar amyloidosis. The elevation of Aβ in the
Tg2576 mouse correlates with the appear-
ance of memory and learning deficits in
the oldest group of transgenic mice as well.
However, both APP transgenic models fail
to show all the pathological features of hu-
man AD; no significant neuronal loss and
no formation of NFTs were observed in
either line.

Several other APP transgenic models
were generated in order to obtain a com-
plete or more comprehensive picture of the
hallmarks of AD. The TgAPP22 transgenic
mice overexpress a double mutant APP
with Swedish (K670N, M671L) and Lon-
don (V717I) FAD mutations in cis, while
TgAPP23 only carries the Swedish muta-
tion. In both models, the human APP751
isoform is used and its expression is under
the control of the murine Thy-1 promoter.
The TgAPP22 mice show twofold overex-
pression of the transgene over endogenous
APP, and Aβ deposits were detected in the
neocortex and hippocampus at 18 months
of age, while the TgAPP23 has higher, sev-
enfold overexpression of human APP and
typical Aβ plaques appear at the age of six
months. Interestingly, these two murine
AD models showed differences in plaque
type; the majority of amyloid deposits in
TgAPP22 mice brains are of the ‘‘diffuse’’
type, while in the TgAPP23 mice almost
all extracellular amyloid deposits were fib-
rillar. Both substantial neurodegeneration
and a reduction of neuron numbers were
apparent in TgAPP23. In 14–18 months
old TgAPP23 neuronal loss was 14% and
reached 25% in mice with high Aβ plaque

load. Additional pathological features in-
cluded dystrophic neurites surrounding
the plaques, hyperphosphorylated tau, but
no NFTs developed.

Each of the models described above
is remarkable in that the anatomical
pattern of plaque formation parallels
that seen in human AD. Furthermore,
the morphology of amyloid plaques in
aged APP-transgenic mice recapitulates
amyloid pathology in human AD: the
plaques span a continuum from diffuse
Aβ deposits to compact core plaques
with inflammation and neuritic dystrophy.
However, none of these models reflects a
complete picture of the neuropathology
of AD.

4.2
Presenilin 1/2 Transgenic Mice

Several PS1 transgenic mice have been
created to study presenilin biology in vivo.
These mice differ in the promoter and
the strains of mice used, but are similar in
achieving high levels of protein production
(1–3 fold over endogenous) in neuronal
regions of the brain. Knockin transgenes
were created expressing either the wild-
type human PS1 or PS1 containing
the FAD mutation A246E under the
transcriptional control of the human Thy-
1 promoter in PS1 null background. Both
mice rescued the PS1 knockout mouse
from embryonic lethality, confirming that
PS1 mutation does not cause a loss of
function of PS1 protein but has similar
physiological properties as wild-type PS1.
A second PS1 transgenic model expressing
human mutant (M146L or M146V) and
wild-type PS1 was generated under the
control of the PDGF promoter. All three
PS1 transgenics showed similar results:
overexpressing mutant PS1 in the brains
of transgenic mice lead to the elevation of
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Aβ42/43, but not Aβ40. This effect was
a direct result of the mutation and not
overexpression of the human protein as
the overexpression of the wild-type PS1
did not have any significant effect on Aβ

levels. The physiological significance of
the specific elevation of Aβ42/43 appears
to be the observation that AD patients with
PS1 mutations show plaques composed
primarily of Aβ42/43. However, all three
PS1 transgenic mice, in contrast to APP
transgenics, revealed no Aβ deposition or
other AD-associated pathology.

Recently, a PS1 mouse model carrying
a PS1-P264L FAD mutation was devel-
oped using gene-targeting approach. The
gene-targeted models are distinct from
transgenic models because the mutant
gene is expressed at normal levels, in
the absence of the wild-type protein.
PS1P264L/P264L mice had normal expres-
sion of PS1 mRNA, but levels of the N- and
C-terminal protein fragments of PS1 were
reduced while levels of the holoprotein
were increased. APPsw/sw/PS1P264L/P264L

double gene-targeted mice had elevated
levels of Aβ42, sufficient to cause Aβ de-
position beginning at six months of age.
This was the first animal model that exhib-
ited Aβ deposition without overexpression
of APP.

Three transgenic mice that express PS2-
FAD mutation N141I under the control of
PDGFβ chain promoter, chicken β-actin
promoter or the neuron-specific enolase
promoter were designed. The first two PS2
transgenic mice showed increased levels
of Aβ42 in the brain of 12-month old
mice. The third model utilizing neuron-
specific enolase promoter did not show
any difference in Aβ42 levels compared
to the PS2 wild-type transgenic mice and
both had no obvious differences in AD
phenotypes (both had amyloid deposits).

4.3
Tau Transgenic Mice

One of the deficits of most AD transgenic
models is the lack of tau pathology. APP
and APP/PS transgenic mice, which ex-
hibit extensive amyloid deposition also
develop hyperphosphorylated tau around
the amyloid deposits but it does not
progress to resemble human NFTs. This
suggests that some disruption of tau does
occur in response to amyloid accumula-
tion, but it does not progress to resemble
human tauopathy in the mouse model.
The idea that a species barrier prevents
this progression has been proposed sug-
gesting that primates and rodents differ in
their response to injected amyloid not only
in terms of neurodegeneration, but also in
the accumulation of abnormal tau around
the injected amyloid.

The most exciting development in the
tau field is the creation of a transgenic
mouse model with robust and repro-
ducible tangle pathology. This transgenic
mouse line, designated JNPL3, express
human four repeat tau containing the
most common FTDP-17 mutation, P301L,
under the control of the mouse prion pro-
moter. The mice develop motor and behav-
ioral deficits that are associated with age-
and gene-dosage-dependent development
of congophilic NFT. Tau-immunoreactive
pretangles are found in cortex, hippocam-
pus, and basal ganglia, but at lower levels
than commonly found in human disease.
The tangles are associated with neurode-
generation, especially in the spinal cord
where motor neurons were reduced by ap-
proximately 48%. This mouse has recently
been used in breeding double and triple
transgenic mouse models to produce a
model system that more accurately reca-
pitulates the hallmark pathology of AD
(see further in the text). Recently, another
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P301L tau transgenic model has been de-
scribed that develops fivefold increase in
the numbers of NFT soon after 18 days af-
ter the intracerebral injection of Aβ42 into
the CA1 region of the hippocampus. These
experiments indicate that an interaction of
β-amyloid with the P301L tau mutation
accelerates NFT formation.

4.4
Apolipoprotein E Transgenic Mice

A consistent consequence of carrying the
APOE4 allele is an increased number of
amyloid plaques in the brain and more
abundant amyloid deposition in the cere-
bral vasculature. The mechanism by which
APOE4 contributes to the development of
neurodegeneration remains unknown, al-
though the evidence suggests that this
may be linked to the ability of APOE to
interact with the amyloid β peptide and
influence its concentration and structure.
Recent studies with transgenic mice that
overexpress the human APOE isoforms
APOE2, APOE3, and APOE4 in a PDAPP
hemizygous mouse (Apoe-/- background)
show that isoforms that are known to in-
crease the risk of AD enhance amyloid load
and increase the neuritic pathology associ-
ated with fibrillar plaque development in
aged animals (by 15 months of age APOE4
expressing mice having a 10-fold greater
amyloid burden than APOE3 mice). The
time course of Aβ deposition, Aβ levels,
structure, and anatomic and subcellu-
lar distribution showed profound age-,
species-, and isoform-dependent effect of
APOE. It was also found that APOE not
only impacts on the nature of aggregated
Aβ, but also on the clearance of soluble Aβ

from the brain across the blood–brain bar-
rier (BBB). Aβ40 was rapidly cleared from
the brain, while Aβ42 was cleared much
less effectively, supporting the idea that

Aβ42 production may favor amyloid depo-
sition due to a reduced clearance across
the BBB. However, Aβ clearance was not
APOE isoform specific.

These recent findings are consistent
with earlier work on Apoe null mice. When
Tg2576 and PDAPP mice were crossed
with Apoe null mice it was revealed that
the absence of Apoe altered the quantity,
character, and distribution of Aβ deposits
in the transgenic animals, confirming that
APOE affects the neuropathological phe-
notype in AD brains. The Aβ deposition is
significantly reduced and is not thioflavine-
S-positive.

4.5
Modulating and Enhancing the Phenotype:
Transgenic Crosses

One of the great advantages of transgenic
animals is that different mice can be mated
together so that the effect of multiple
transgenes on the disease phenotype can
be observed. In particular, since most
transgenic AD models do not exhibit all
the pathological features of AD, different
crosses have been made in order to design
a model that will more closely describe
the pathology, neurodegeneration, and
memory loss seen in AD patients.

Double transgenic mice that carry PS1-
A246E and APPsw FAD mutations show
an elevated Aβ42/Aβ40 ratio in brain ho-
mogenates compared to the ratio observed
in transgenic mice expressing APPsw
alone or transgenic mice coexpressing
wild-type human PS1 and APPsw. In addi-
tion, double transgenic mice APPswxPS1-
A246E developed numerous amyloid de-
posits much earlier (9 months of age)
than age-matched mice expressing APPsw
(18 months of age) and wild-type huPS1
and APPsw alone. Interestingly, the major-
ity of Aβ deposits in the double transgenic
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mice were not immunoreactive to Aβ42
but instead were stained with antisera
to Aβ40. Similarly, crossing the Tg2576
transgenic mice, which express mutant
APPsw, with mice transgenic for PS1-
M146L (PDPS1) revealed 41% increase in
Aβ42/43 levels and formation of Aβ de-
posits in the cortex and hippocampus as
early as 12 weeks of age, compared to de-
velopment of Aβ deposits in Tg2576 mice
of 9–12 months of age and approximately
1.5-fold elevation of Aβ42/43 from birth
in PDPS1 line. The early Aβ deposits were
found to be primarily composed of fibril-
lar Aβ and resembled compact amyloid
plaques. As the mice aged, these fibril-
lar deposits did not increase substantially
beyond the 12 months of age. Interest-
ingly, the diffuse deposits appeared only
until later, this is opposite to the general
perception that in AD the compact de-
posits are formed by condensation of the
diffuse material.

Studies on APPxPS1 double transgenics,
therefore, revealed that marginal increases
in Aβ42/43 levels, evoked by PS1 mutant
transgene, can accelerate the deposition
process by several months. As these mice
have a severe Aβ pathology for an extended
time relative to singly transgenic APP
mice, other features of the disease such
as tau abnormalities or major cell loss may
become apparent as the animals age.

Double mutants produced from crossing
JNPL3 transgenic mice expressing mutant
P301L tau with Tg2576 mice expressing
the APPsw mutation offered proof that Aβ

influences the development of NFTs. The
double mutant exhibited NFT pathology
that was substantially enhanced in the lim-
bic system and the olfactory cortex. These
results suggest that APP or Aβ augments
the formation of NFTs in the regions of
the brain vulnerable to the formation of
these lesions. Recently, a triple transgenic

mouse was generated expressing APPsw,
PS1-M146L, and P301L tau mutant pro-
tein that exhibited both plaques and NFT.
However, other characteristics of AD such
as neurodegeneration and memory loss
have yet to be examined.

Although most of the transgenic mod-
els for AD do not completely recreate
the disease phenotype, they have shown
considerable utility, both for studying the
disease mechanisms and for the prelimi-
nary testing of therapeutic agents, partic-
ularly those that are designed to modulate
Aβ deposition.

5
Potential Treatments

The ultimate goal of AD research is to
prevent disease and/or develop treatments
for this devastating disease. Unfortunately,
there is still no effective treatment avail-
able. Currently, the only FDA-approved
therapy for AD is cholinesterase inhibitors,
which can enhance cholinergic activity and
temporarily improve cognitive function in
some individuals in the early stages of dis-
ease. However, these drugs only treat the
symptoms but have no impact on progres-
sion of the disease.

Recent advances in dissecting the molec-
ular and cellular mechanisms that are
involved in AD pathogenesis have pro-
vided substantial knowledge for determin-
ing novel targets for drug development.
Several new therapeutic approaches tar-
geted at distinct aspects of the disease are
currently being pursued. Potential ther-
apies include: anti-inflammatory agents,
cholesterol-lowering drugs, antioxidants,
hormonal therapy, and approaches that
inhibit Aβ production or increase Aβ

degradation and clearance. Strategies tar-
geted directly at Aβ may be most effective
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given the fact that Aβ deposition is the
central and fundamental event that causes
AD. Other approaches affecting down-
stream events in the neurodegenerative
process are likely to be used as supple-
mentary treatments.

5.1
Secretase Inhibitors

Two prime targets for drug development
are β- and γ -secretases, the two enzymes
that process APP to Aβ. Inhibitors to
these two proteases are expected to have
the greatest Aβ-lowering effect since
inhibiting either enzyme can completely
inhibit Aβ generation.

γ -secretase is considered to be central
to AD pathogenesis because altering its
activity invariantly favors Aβ42 produc-
tion and causes AD. The major concern
in developing a drug that targets the γ -
secretase is its potential for side effects.
It is clear that γ -secretase is important
for several physiological functions through
its role as the protease that mediates the
intramembranous cleavage of a number
of TM proteins, including Notch. One
possible solution is to develop an in-
hibitor that selectively lowers Aβ (Aβ42
in particular) production without signif-
icantly affecting the cleavage of other
γ -secretase substrates. The development
of such inhibitors has been reported.
Another possible approach is partial in-
hibition of γ -secretase activity, at inhibitor
concentrations that reduce Aβ produc-
tion without affecting Notch signaling.
Indeed, it has been shown that compounds
with no reported selectivity allow signifi-
cant Aβ reduction without changing the
Notch-related function. Some inhibitors,
however, are reported to preferentially in-
crease Aβ42 production when used at low
concentrations.

Most evidence suggests that β-secretase
(BACE1) may be a better therapeutic target
than γ -secretase. BACE1 knockout mice
do not generate Aβ, but are otherwise
healthy and fertile without obvious deficits
in the basal, neurological, and physio-
logical functions. In addition, the X-ray
structure of the BACE1 protease domain
has been solved and should provide valu-
able knowledge for inhibitor design.

Although the knockout data are re-
assuring that the detrimental effects of
inhibiting β-secretase may be minimal,
concerns regarding the possible side ef-
fects remain. First, there are likely other
β-secretase substrates since it is counterin-
tuitive to assume that BACE1 has evolved
just to generate Aβ. Indeed, one recent
study suggests that β-secretase may be re-
sponsible for the cleavage and secretion of
a Golgi resident sialyltransferase. It is very
important to identify these substrates be-
cause they are valuable for predicting the
possible side effects of BACE1 inhibitors.
It will also be important to know the phe-
notype of BACE1/2 double knockout mice.
Although BACE2 is not primarily involved
in Aβ generation, it may have an impor-
tant physiological role and inhibitors of
BACE1 may also inhibit BACE2 because
of the high degree of homology between
these two proteins.

While inhibitors to both secretases may
potentially be effective in AD treatment,
the challenges facing drug development
are significant. The inhibitors need to be
highly selective for the target enzyme and
target substrate to reduce possible side
effects to a minimum. The inhibitors need
to be able to efficiently cross the BBB.
Potent peptide-based inhibitors to BACE1
have been developed. However, such large
compounds are not viable drug candidates
because they will not penetrate the BBB
to a sufficient extent. Instead, the enzyme
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inhibitors with therapeutic potential are
preferably small organic molecules with
high specificity. The X-ray structure of
BACE1 suggests that its active site is
more open and less hydrophobic than that
of other aspartyl proteases. It may pose
challenges for the development of small-
molecule inhibitors.

5.2
Vaccine Approaches

Another novel approach for Alzheimer
therapy is Aβ immunization. Many studies
have shown that direct immunization with
Aβ peptide or anti-Aβ antibodies can
greatly reduce plaque formation, neuritic
dystrophy, and other AD-like pathology
in APP transgenic mice. One study also
shows that such an immunization strategy
is also effective in reversing behavioral
deficits in the transgenic mouse model.
It appears that antibodies to Aβ can
enhance Aβ clearance, prevent Aβ fibril
formation, disrupt Aβ fibrils, as well as
block Aβ toxicity.

Despite the great effects in mice, there
are serious concerns about the safety of
this approach when used in humans. One
concern is that autoimmunity may occur in
humans, although it has not been reported
in mice. Another major concern is the
toxicity of Aβ42, which can cross the BBB
and seed fibril formation in the brain,
and therefore may actually promote plaque
formation. In addition, Aβ42 may cause
inflammation and neurotoxicity. A phase
II clinical trial using Aβ42 vaccination was
eventually terminated because of cerebral
inflammation observed in several patients.
The first autopsy result from this trial was
just published. It shows exactly the two
sides of this approach. Vaccination has
such a powerful effect that the patient’s
cerebral cortex was almost cleared of Aβ

deposition, but the side effect of cerebral
inflammation was so severe that the
patient developed meningoencephalitis,
which led to death.

Safer therapeutic approaches includ-
ing using nonamyloidogenic/nontoxic Aβ

derivatives as an immunogen or passive
immunization with Aβ antibodies are be-
ing developed. One study shows that pas-
sive immunization with (Fab’)2 fragments
of Aβ-specific antibody can clear Aβ in a
mouse model. This is promising because
(Fab’)2 fragments do not interact with
Fc receptors and so will not activate the
cellular-immune response which has been
the major cause for the severe side effects.

5.3
Other Therapeutic Approaches

Several FAD-approved nonsteroidal anti-
inflammatory drugs (NSAIDs), including
ibuprofen, indomethacin, and sulindac
have been shown to selectively reduce
Aβ42 levels in cultured cells. In addition,
treatment of APP transgenic mice with
ibuprofen reduces Aβ42 levels in the
brain and suppresses plaque pathology.
It appears that NSAIDs can subtly alter γ -
secretase activity so that cleavage is shifted
from Aβ42 to Aβ38.

Many studies also indicate that choles-
terol influences Aβ metabolism and
cholesterol-reducing drugs may have a
beneficial effect on AD. Individuals taking
cholesterol-lowering drugs such as statins
show greatly reduced risk for develop-
ing AD, whereas individuals with elevated
cholesterol are at a higher risk. Statins
and other cholesterol-lowering drugs have
been shown to reduce Aβ levels and Aβ

deposition in both cell culture systems and
animal models. The role of cholesterol in
Aβ metabolism appears to be quite com-
plex and the mechanisms are not clear.
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Nevertheless, treatment with statins and
other cholesterol-reducing drugs may have
a significant clinical benefit in the preven-
tion of AD.

6
Summary

We have seen a dramatic increase in our
knowledge of the underlying molecular
mechanisms of AD pathology during the
last ten years. Understanding the effects
of causative mutations in APP and the
presenilins and the genetic risk factor,
APOE4 has led to the conclusion that
changes in Aβ metabolism and deposition
are central to the disease process. These
studies suggest that similar mechanisms
underlie both FAD and sporadic AD.
Transgenic models of AD now provide
a new hope for the rapid development in
rational treatments for AD.

See also Brain Development; Medic-
inal Chemistry.
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DNA Microinjection
A gene-transfer technique utilizing micromanipulation to inject DNA constructs
(transgenes) directly into the pronuclei or nuclei of cells. The foreign DNA integrates
into the host cell genome at a random location and usually in concatemers. DNA
microinjection is the most commonly used gene-transfer technique for creating
transgenic mammalian species.

Embryonic Stem (ES) Cell Transfer
The transfer of genetically manipulable pluripotent embryonic stem cells into a
developing embryo; achieved by microinjection of stem cells into blastocysts or
coculture with earlier stage ova. The resultant transgenic animal possesses a
proportion of cells descended from the embryonic stem ES-cell lineage. Gene targeting
resulting in both loss-of-function (knockout) and gain-of-function (knockin) is possible.
In mammalian species, this gene-transfer technique has been successful only in
producing germ line transmission of ES cell lineages in mice.

Gene Transfer
A set of techniques directed toward manipulating biological function via the
introduction of foreign DNA sequences (genes) into living cells.

Nuclear Transfer (Cloning)
The nucleus of a cell with organism-specific DNA is provided by a donor cell and
introduced into an enucleated oocyte (unfertilized ovum) or zygote, allowing for
reprogramming fate of the developing embryo.

Transgenic Animal
An animal either integrating foreign DNA segments into its genome following gene
transfer, or resulting from the molecular manipulation of endogenous genomic DNA.
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Transgenic Founder
The first-generation transgenic organism directly produced as a result of gene
transfer/germ plasm manipulation procedures. The term does not imply that the
transferred gene (transgene) is heritable to future generations.

Transgenic Line
A direct familial lineage of organisms derived from one or more transgenic founders,
characterized by the passing of the transgene(s) to successive generations as a stable
genetic element. The line includes the founder and any subsequent offspring inheriting
the specific germ line manipulation.

� Transgenic animals and our ability to manipulate the genome of whole animals in vivo
have influenced the life sciences in dramatic fashion. In less than 15 years, practical
aspects of germ line manipulation of the genetic composition of animals have allowed
researchers to address fundamental questions in fields ranging from medicine
and biology to biotechnology and production agriculture. Studies emanating from
basic efforts in gene regulation have led the way to in vivo gene-transfer studies
focused on the expression of foreign genes and the ablation of endogenous genes.
Our appreciation of basic biological development in animals and the potential
ramifications of novel phenotypes resulting from genetic engineering efforts have
been markedly influenced by pioneering efforts in transgenic animal technology.

1
Introduction

1.1
Brief History and Definition of Transgenic
Animals

The ability to introduce functional genes
into animals provides a very powerful tool
for dissecting complex biological processes
and systems. Hence, transgenic animals
represent unique models that are custom-
tailored to address specific biological
questions. Furthermore, classical genetic
monitoring cannot engineer a specific
genetic trait in a directed fashion. For
identification of interesting new models,
the genetic screening and characterization
of chance mutations remains a long and

arduous task. Therefore, gene-transfer is
also of great value, particularly for animal
species in which long life cycles reduce
the value of classical breeding practices for
genetic modification.

Although the entire procedure for mi-
croinjection into living cells was described
in the late 1960s, it took 15 years be-
fore transgenic animals were created. In
1980 and 1981, six pioneering laborato-
ries reported successful gene transfer and
the production of transgenic mice. Their
success would not have been possible,
however, were it not for the refinement of
recombinant DNA technologies needed to
develop viable protocols and to document
results. In gene transfer, animals receiv-
ing new genes (foreign DNA sequences
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integrated into their genome) are referred
to as ‘‘transgenic,’’ a term first coined
by Gordon and Ruddle in 1981. As such,
transgenic animals are recognized as spe-
cific species variants or strains, which
result from the introduction and integra-
tion of new gene(s), or ‘‘transgenes,’’ into
the genome. More recently, the term trans-
genic has been extended to chimeric or
knockout mice in which researchers have
selectively removed or modified a gene or
genes within the host genome.

For years, many studies were envi-
sioned – if only an animal genome could
be readily modified. The realization of
the many technologies at hand today has
opened numerous avenues for research.
Production of transgenic mice has marked
the convergence of earlier advances in
the areas of recombinant DNA technol-
ogy and the manipulation and culture of
animal germ plasm (Fig. 1). Transgenic
mice provide powerful models to explore
the regulation of gene expression as well
as the regulation of cellular and physio-
logical processes. The use of transgenic
animals in biomedical, agricultural, and
biotechnological fields requires the ability
to target gene incorporation and to control
the timing and level of transgene expres-
sion. Experimental designs have taken
advantage of the ability to direct specific
(e.g. cell, tissue, organ specificity) as well
as ubiquitous (whole-body) expression in
vivo. Furthermore, from embryology to
virology, transgenic technology provides
unique animal models for studies in vari-
ous disciplines that would otherwise be all
but impossible to develop spontaneously.

1.2
Applications of Transgenic Animals

A number of methods exist for gene
transfer in mammalian species, including

DNA microinjection, embryonic stem
(ES) cell transfer, retroviral infection,
blastomere/embryo aggregation, terato-
carcinoma cell transfer, electrofusion,
nuclear transplantation, spermatogonial
cell transfer, and perhaps spermatozoa-
mediated transfer.

Transgenic technology has been ex-
tended to a variety of animal species in
addition to the mouse, including rats, rab-
bits, swine, ruminants (sheep, goats, and
cattle), poultry, and fish. Transgenic am-
phibians, insects, nematodes, and mem-
bers of the plant kingdom have also been
produced. With advances in the under-
standing of promoter/enhancer elements
and transcription/regulatory proteins in-
volved in the control of gene expression,
the technology continues to evolve using
different model systems (Table 1). In the
systems explored to date, gene-transfer
technology is a proven asset in science
as a means of dissecting gene regula-
tion and expression in vivo. As such,
the primary questions that are addressed,
concern the roles of individual genes in de-
velopment or in particular developmental

Tab. 1 Applications of transgenic mice.

Transgenic mice have provided models in
biomedical, veterinary, agricultural, and
biotechnological disciplines in the study of
gene expression and developmental biology,
as well as for

• the fields of embryology, endocrinology,
genetics, immunology, neurology, oncology,
pathology, physiology, toxicology, and
virology;

• the study of genetic bases of disease, and the
design and testing of therapeutic strategies;

• gene therapy;
• disease resistance in humans and animals;
• drug and product efficacy testing/screening;
• novel product development through

‘‘molecular pharming’’
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DNA microinjection

Foreign DNA
linearized for

pronuclear injection

Transgenic

Superovulate
donor

Harvest
ova

Pronuclear
injection

Transfer to
recipient

ES cell transfer

ES cell culture

Transfect with
foreign DNA

Clonal
selection

Superovulate
donor

Injection

Harvest
ova
or Coculture

Transfer to
recipient

Transfer to
recipient

Chimeras Transgenic

(a) (b)

Fig. 1 (a) DNA microinjection and (b) embryonic stem (ES) cell transfer are
the two most practiced methods for producing transgenic mice. Note that an in
vitro culture step is not necessary for DNA microinjection; DNA is injected
directly into the male pronucleus of fertilized one–cell ova (pronuclear zygotes).
In general, if transgenic mice (represented by black mouse) are derived by DNA
microinjection, all their cells will contain the new transgene(s). In (b), after
clonal selection of transfected ES cells, one of two techniques is used for ES cell
transfer. Ova are harvested between the eight-cell and blastocyst stages, ES cells
are either injected directly into a host blastocyst (‘‘injection’’) or cocultured with
eight-cell to morula stage ova, so that transfected ES cells are preferentially
incorporated into the inner cell mass of the developing embryo (‘‘coculture’’).
With blastocyst injection, transgenic offspring are termed chimeric because
some of their cells are derived from the host blastocyst and some from
transfected ES cells (denoted by white mice with black patches). Using coculture
and tetraploid embryos, one can obtain founder mice derived completely from
the transfected ES cells (denoted as all-black mice).
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pathways. With this caveat, considerations
include the ramifications of gene activity
from intracellular to inter- and extra-
cellular events within a given tissue or
cell-type milieu.

Normally, gene function is influenced by
cis-acting elements and trans-acting fac-
tors. For transferred genes, the cis- and
trans-activators, in conjunction with the
gene integration/insertion event within
the host genome, influence regulation of
both endogenous and transferred genes.
Using genes that code for reporter proteins
(e.g. oncogene or lacZ/βgal constructs),
analysis of transgenic animals has re-
vealed the importance of these factors
in determining developmental timing, tis-
sue distribution, and relative efficiency of
gene expression. Transgenic animals have
also proven quite useful in determining
in vivo artifacts of other model systems
or techniques.

There are a number of strategies in the
development of transgenic mouse mod-
els, including systems designed to study
dominant gene expression, homologous
recombination/gene targeting and the use
of ES cells, efficiency of transformation of
eggs or cells, disruption of gene expres-
sion by antisense transgene constructs,
gene ablation or knockout models, reporter
genes, and marking genes for identifica-
tion of developmental lineages.

1.3
Societal and Ethical Considerations

While gene-transfer technology continues
to open exciting new biological frontiers,
it also raises questions concerning reg-
ulation and commercialization. It is not
within the scope of this presentation
to fully address these issues; yet they
do exist and will continue to influence

the genetically engineered systems under
development.

Contrary to the early prospects re-
lated to potential commercialization of
this technology, there are societal chal-
lenges regarding perceived risks still ahead
(Table 2). The risks at hand can be de-
fined not only by scientific evidence but
also in relation to public concern. There-
fore, the central questions will revolve
around the proper safeguards to employ
and the development of coherent and
unified regulatory guidelines. Can new an-
imal reservoirs of fatal human diseases
be created? Can more virulent pathogens
be artificially created? What is the en-
vironmental impact of the ‘‘release’’ of
genetically engineered animals? Do the
advantages of a bioengineered product out-
weigh potential consequences of its use?
These are but a few of the questions that
we cannot ignore. Yet, the regulatory hur-
dles that exist today will challenge not
only scientists and policy makers, but aca-
demicians, bioethicists, and legal scholars
as well.

The strategies associated with the pro-
duction of transgenic animals are quite
variable, even between laboratories that
utilize similar systems. However, most
of the techniques for extensions to dif-
ferent systems are unique and timely

Tab. 2 Societal concerns regarding genetically
engineered animals.

Environmental impact following ‘‘release’’ or
commercialization of transgenic animals

Public perceptions of perceived risk
Ethical considerations of transgenic animal

exploitation
Legislative oversight of technology
Safety of transgenic products, by-products, and

foodstuffs
Patent aspects and product

uniformity/economics of production
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for new investigators. The overall effi-
ciency of many procedures will vary, as
will the cost–benefit ratios, however, one
must not let the formidable challenges of
gene-transfer experimentation outweigh
the primary reason for instituting such
studies – the desire to develop a biological
model with specific genetic characteristics
in a whole-animal environment.

2
Production of Transgenic Laboratory
Animals

2.1
Choice of Animals

The relative importance of using particular
strains or breeds of animals in gene-
transfer experimentation will vary dra-
matically according to the species under
consideration. Probably the most complex
system is encountered in the production of
transgenic mice, simply because so much
work has been done with murine species.
Here, well-documented differences in re-
productive productivity, behavior, related
husbandry requirements, and responses
to various experimental procedures play
major roles in determining the efficiency
and the degree of effort associated with
production of transgenic founder animals.
A general discussion of these factors there-
fore serves as an appropriate starting point
for understanding the many processes and
procedures that must be evaluated and
monitored when considering production
of transgenic animals.

DNA microinjection, the most direct
and reproducible method for producing
transgenic animals, necessitates that sev-
eral ‘‘pools’’ of animals be maintained for
specific purposes. Most commonly, donor
females are induced to superovulate by

means of a regimen of injections of preg-
nant mare serum gonadotropin (PMSG,
to stimulate follicular growth and devel-
opment) followed by human chorionic
gonadotropin (hCG, to induce ovulation
of mature eggs). These donor females are
then mated to fertile males, and large num-
bers of fertilized one-cell eggs (‘‘zygotes’’)
are obtained surgically. Alternatively, ova
may be collected from donor females and
then subjected to in vitro fertilization (IVF)
to obtain zygotes. In either case, the DNA
construct, in a buffer solution, is mi-
croinjected into the male pronuclei of
the fertilized eggs. Ova that survive mi-
croinjection are surgically transferred to
the reproductive tracts of hormonally syn-
chronous female recipients, which carry
the embryos to term. In mice, DNA from
offspring is isolated from tissue samples
(e.g. tail biopsies) obtained at weaning and
analyzed by Southern blot analysis and/or
methods based on the polymerase chain
reaction (PCR) to determine which indi-
viduals carry the transgene.

Certainly, the relative costs of different
strains of mice that are chosen to serve
as gamete donors or recipients is a
factor. This must be balanced with the
background genetics of the various strains
and the effects these may potentially
exert on expression of the integrated,
foreign DNA construct (the transgene) and
the resulting phenotype. Strains used for
donor females are chosen for (1) numbers
of eggs ovulated in response to hormonal
superovulation regimen, (2) the relative
uniformity of this response within the
strain, (3) the viability of superovulated
eggs both before and after microinjection,
(4) the ease with which fertilized eggs
are visualized and recovered from the
reproductive tract, and (5) the morphology
and/or size of pronuclei (which affects the
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ease and speed with which eggs can be
microinjected).

The strain chosen for embryo transfer
recipient use is evaluated for (1) parenting
ability, (2) docile behavior (which allows
for inspection of pups or cross-fostering
after birth), (3) ease of embryo transfer
procedures, and (4) the regularity with
which females exhibit readily detectable
vaginal plugs and undergo a pseudopreg-
nant response when mated with vasec-
tomized males.

Obviously, the genetic background of the
strain used for vasectomized males (and
also recipient females) is less important,
since these animals do not contribute to
the genetic composition of the transgenic
offspring. Strains are favorably considered
in which vasectomized males exhibit libido
and are able to form visible copulatory
plugs in the recipient females both fre-
quently (two to three matings/week) and
with regularity over a period of about
12 months.

Conversely, intact males are chosen for
their (1) libido, (2) absence of nonmating
aggressiveness when placed with families,
(3) fertility and capacity to produce visi-
ble copulatory plugs, and, if serving as
IVF donors, (4) sperm concentration and
quality. Finally, it is desirable to maintain
a pool of synchronous, pregnant females
that can serve as foster mothers in the
event that recipient females begin to can-
nibalize pups or fail to adequately nurse
their offspring.

For most other nonmurine species, it
will remain important to use donor fe-
males that respond well to hormonal syn-
chronization and superovulation, and to
have recipients that are able to carry fetuses
to term and care for neonates appropri-
ately. However, differences in methods
used for hormonal synchronization, selec-
tion of proestrus females, and evaluation of

other forms of reproductive behavior may
differ significantly from those identified
for mice.

2.2
Gain-of-function, Loss-of-function and
Conditional Modeling

With advances in the characterization
of factors that control gene expression,
gene-transfer technology has become an
important means of dissecting gene regu-
lation and developmental pathways in vivo.
Normally, endogenous gene function is
regulated by a variety of molecular fac-
tors. Analysis of transgenic animals has
illustrated molecular underpinnings and
events associated with developmental tim-
ing, tissue distribution, and consequences
of modifying gene expression. Addition-
ally, transgenic animals have also proven
quite useful in validating an array of
in vitro, in vivo, and theoretical model
systems. Today, there are multiple mod-
eling capabilities that allow a researcher
to develop a given hypothesis revolving
around a gain-of-function experiment (e.g.
DNA microinjection, retroviral-mediated
transgenesis, or knockin gene targeting
procedures are used), a loss-of-function
model (e.g. knockout gene targeting or
overexpression of cellular toxins may be
envisioned) or conditional systems (e.g.
use of traditional temporally or spatially
regulated transgenes, or where Cre-lox
or other in vivo recombinase systems
are employed).

2.3
Methodologies

2.3.1 DNA Microinjection
The microinjection method, referred to
earlier, involves the use of micromanipula-
tors and an air- or oil-driven microinjection
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apparatus to physically inject the DNA
construct solution into the male pronu-
clei or nuclei of fertilized one- or two-cell
ova. As such, the method is also sometimes
referred to as pronuclear microinjection.

Virtually any cloned DNA construct can
be used, albeit some caveats apply. Lin-
earized (as opposed to closed, circular)
DNA constructs are more readily inte-
grated into the host genome. The presence
of extraneous plasmid- or vector-related
DNA sequences associated with the con-
struct can adversely affect expression of
the integrated construct/transgene. Also,
greater care must be taken when handling
larger DNA constructs, such as those de-
rived from yeast artificial chromosomes
(YACs), to avoid damage by shearing prior
to and during microinjection.

With few exceptions, microinjected con-
structs integrate randomly throughout the
host’s genome, but usually only in sin-
gle locations. This fact can be exploited to
obtain functional linkage of independent
transgenes by simultaneous coinjection of
more than one DNA construct. In such
a case, both constructs tend to integrate
in the same randomly located site and
may exhibit coexpression. Because integra-
tion is spatially random, transgenes may
be integrated into either a somatic or a
sex chromosome.

The integration process itself is poorly
understood, but it apparently does not
involve homologous recombination. Dur-
ing integration, single or multiple copies
(1–200) of a transgene are incorporated
into the genomic DNA, predominantly as
head-to-tail concatemers. Regulatory ele-
ments in the host DNA near the site
of integration, and the general availabil-
ity of this region for transcription, appear
to play a major role in affecting the level
of transgene expression. This ‘‘positional

effect’’ is presumed to explain why the lev-
els of expression of the same transgene
may vary dramatically between individual
founder animals as well as their offspring
(or ‘‘lines’’). It is therefore prudent to
examine transgene expression in offspring
from at least three or four founder animals
to determine what might be a result of
position or incorporation site influences.
Additionally, the presence of tissue- or cell-
type-specific nuclear regulatory factors that
act on host genes near the site of integra-
tion in cis or trans may restrict transgene
expression to only a subpopulation of cells
even though the transgene is present in
virtually all cells of a founder.

The host DNA near the site of integra-
tion frequently undergoes various forms
of sequence duplication, deletion, or rear-
rangement as a result of transgene incor-
poration. Such alterations, if sufficiently
drastic, may disrupt the function of nor-
mally active host genes at the integration
site, an activity that constitutes ‘‘insertional
mutagenesis,’’ wherein an aberrant phe-
notype may result. Such events cannot be
purposefully designed, but they have led to
the serendipitous discovery of previously
unsuspected genes and gene functions.

Because gene transfer is accomplished
at the one- to two-cell stage very early
in embryonic development, the transgene
is incorporated into essentially every cell
that contributes to development of the
embryo. Thus, transgenic animals (or
‘‘founders’’) produced by this method are
usually considered to be ‘‘nonmosaic’’
or ‘‘nonchimeric,’’ in the sense that the
transgene is physically present in the
nuclei of all cells of the body. The DNA
or gene construct must be incorporated
into the one-cell ovum (or a single viable
blastomere) prior to DNA replication in
order to appear in every descendent cell.
If incorporation or integration occurs at
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any later time point, then mosaicism
can occur. Incorporation of the transgene
into cells that will eventually contribute
to development of germ cells (sperm or
ova) is a common occurrence with this
method, and it makes possible heritability
of the transgene by offspring of founder
animals. In such cases, the transgene
has been said to have gone ‘‘germ-line.’’
However, integration of the microinjected
DNA construct into the host’s genome
occasionally may be inexplicably delayed.
In such a case, if cells of the early embryo
(‘‘blastomeres’’) undergo mitosis before
integration occurs, some but not all of the
cells will contain the transgene, and the
founder animal, although still considered
to be transgenic, will be classified as a
mosaic or chimera.

Advantages of the microinjection
method are as follows: (1) the relatively
high frequency of generating transgenic
animals from viable microinjected
embryos transferred to recipient females
(20–30%), (2) the high probability of germ-
line transmission of the transgene, (3) the
relative lack of constraints on the size
or type of DNA construct used, (4) the
relative stability of the transgene as it is
transmitted from generation to generation,
and (5) the low frequency of mosaicism or
double integrations (combined estimate of
10–30% of founders).

Disadvantages of this method include
the following: (1) the random and po-
tentially significant influence of the site
of integration on transgene expression
(positional effects), (2) the potential for
undesired insertional mutagenesis, (3) the
occasional production of mosaic founders,
(4) the occasional lack of germ line in-
corporation, and (5) the time and expense
required to obtain the skills necessary for
micromanipulation and microinjection.

2.3.2 Retroviral Introduction of
Transgenes
Transfer of foreign genes into animal
genomes has also been accomplished
using retroviruses. Although embryos can
be infected with retroviruses up to midges-
tation, early eggs, usually at the 4- to
16-cell stages, are used for infection with
one or more recombinant retroviruses
containing a foreign gene. Immediately
following the infection, the retrovirus pro-
duces a DNA copy of its RNA genome
using the viral enzyme reverse transcrip-
tase. Completion of this process requires
the host cell to undergo the S phase of
the cell cycle. Therefore, retroviruses ef-
fectively transduce only mitotically active
cells. Incomplete infections, in which not
all embryonic cells acquire the retrovirus,
occur more frequently when using em-
bryos after the 4-cell stage, with resultant
chimeric embryos. Modifications to the
retrovirus frequently consist of removal
of structural genes, such as gag, pol, and
env, which support viral particle formation.
Additionally, most retroviruses and com-
plementary lines are ecotropic in that they
infect only rodents (e.g. rats, mice) and
rodent cell lines rather than humans.

The DNA copy of the viral genome,
or provirus, integrates randomly into the
host cell genome, usually without deletions
or rearrangements. However, as is the
case for gene transfer by microinjection,
because integration is not by way of
homologous recombination, this method
is not used effectively for site-directed
mutagenesis.

Very high rates of gene transfer are
achieved with the use of retroviruses.
However, disadvantages include (1) a gen-
eral limitation on the size of the foreign
DNA insert that can be accommodated
by individual viral strains, (2) biosafety
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considerations, and potential for unde-
sired genetic recombination that may alter
the replicative characteristics of the retro-
virus, (3) low copy number integration,
(4) a high frequency of mosaicism (which
necessitates subsequent outbreeding of
founder animals to generate pure lines),
and (5) possible interference by retroviral
sequences on transgene expression.

2.3.3 Embryonic Stem Cell Technology
Gene transfer has been used to produce
both random and targeted insertion or ab-
lation of discrete DNA fragments into the
mouse genome. For targeted insertions,
where the integration of foreign genes is
based on a recombinational gene inser-
tion with a specific homology to cellular
sequences (termed homologous recombina-
tion), the efficiency of DNA microinjection
is extremely low. In contrast, the use of ES
cell transfer into mouse embryos has been
quite effective in allowing an investigator
to preselect a specific genetic modifica-
tion, via homologous recombination, at a
precise chromosomal position. This pre-
selection has led to the production of mice
that (1) incorporate a novel foreign gene
into their genome, (2) carry a modified
endogenous gene, or (3) lack a specific en-
dogenous gene following gene deletion or
‘‘knockout’’ procedures.

Technologies involving ES cells, and
more recently primordial germ cells,
have been used to produce a host of
mouse models. Pluripotential ES cells
are derived from early preimplantation
embryos and maintained in culture for
a sufficient period for one to perform
various in vitro manipulations. The cells
may be injected directly into the blastocoel
of a host blastocyst or incubated in
association with a zona-free morula. The
host embryos are then transferred into
intermediate hosts or surrogate females

for continued development. Currently, the
efficiency of chimeric mouse production
results in about 30% of the live-born
animals containing tissue derived from
the injected stem cells. This ability to
produce ‘‘chimeric’’ animals using ES
cells has given researchers another tool in
their armamentarium for the production
of transgenic animals. In this set of
techniques, the power of gene-transfer
technology has been catapulted forward
because such processes allow for targeted
insertions into the genome. Such targeting
is extremely important, particularly in
areas of gene therapy and correction,
wherein previous technologies allowed
only for random integration events.

The genome of ES cells can be manipu-
lated in vitro by introducing foreign genes
or foreign DNA sequences by techniques
including electroporation, microinjection,
precipitation reactions, transfection, or
retroviral insertion. The use of ES cells to
produce transgenic mice faced a number
of procedural obstacles before it became
competitive with DNA microinjection as a
standard technique in mouse modeling.

The first procedural obstacle in creating
ES cell–derived transgenic animals was
the extreme difficulty associated with the
production and maintenance of ES cell
lines. This problem lies in the general in-
ability of embryos of most mammalian
species, other than mice, to survive in
vitro. A standard technique for producing
murine ES cells involves culture of em-
bryos in vitro, up to and beyond the point
at which they would normally implant in
the uterus. In mouse-embryo culture, this
period is mimicked through coculture on
fibroblast monolayers or by the inclusion
of various growth factors, (leukemia in-
hibitory factor [LIF], ciliary neurotropic
factor [CNTF], etc.) in the medium. In
the case of coculture, fibroblasts serve as
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a substrate for the attachment of develop-
ing embryos, enabling them to develop
to a stage at which ES cells may be
harvested. Additionally, although not com-
pletely understood, culture conditions and
media/sera, as well as the handling of
ES cells before and during transfer proce-
dures, play critical roles in experimental
efficiencies.

Following identification of true ES cells
and subsequent gene-transfer procedures,
it is necessary to accurately and efficiently
identify ES cells that have integrated
foreign DNA. In this regard, the use
of marker-assisted selection schemes has
greatly simplified mouse experimentation.
Some genes were easily selectable in
vitro and therefore made screening less
difficult, but most were not. In these
latter cases, PCR technology has been
used effectively to screen for homologous
recombination events. Mutated copies of
normal endogenous gene sequences have
been inserted in place of normal cellular
sequences, and PCR techniques were
used to screen for the novel mutants,
with the capability of detecting even a
single base-pair mutation. Hence, PCR
techniques have proven to be valuable tools
in selecting altered ES cell clones for use
in transgenic animal production.

ES cell–chimeric animals may indeed
harbor cells of both host embryo and ES
cell derivation, extending the study of germ
line transmission of desired transgenes
to one or more additional generations,
compared to most microinjection-derived
transgenic animals. Concerns associated
with the difficulty of line maintenance for
DNA microinjection-derived transgenic
animals are minimized, however, because
the ES cells have the potential to give rise
to multiple founder animals harboring the
same transgene at the same chromoso-
mal integration site. More recently, with

the addition of coculture techniques in-
volving tetraploid host embryos (eight-cell
stage to morula), founders can be de-
rived completely from the cocultured ES
cells. Hence, the founders are no longer
chimeras, having become ‘‘better engi-
neered’’ models.

Still, for most modeling employed to-
day, germ line transmission of transferred
genes in ES cell derived mice is influenced
to a great extent by the background ge-
netics of host and donor strains of mice.
Interestingly, germ line transmission is
routinely problematic in some strains but
not in others. The underlying biological
mechanisms responsible for such differ-
ences are not known.

While putative ES cell lines have been
identified for species other than the
mouse, production of germ line ES
cell derived/chimeric animals has proved
difficult. If ES cells are identified that
could give rise to germline–competent
animals, it is probable that gene transfer
into such cells would be successful – based
on the wealth of available gene-transfer
literature. Thus, the most obvious question
to pose today is: Why has it been difficult
to procure and utilize embryonic-derived
pluripotential stem cells (ES cells) in
mammalian species other than the mouse?
Is it that present-day difficulties reflect
an evolutionary mutation in the mouse
genome, but not in other species, allowing
immortalization of pluripotent cells? Or
perhaps, might the idealized conditions
just be beyond our immediate grasp?

2.3.4 Nuclear Transfer (Cloning) Methods
Nuclear transfer, or cloning, refers to the
transfer of a nucleus from either an un-
differentiated stem cell or a differentiated
adult (somatic) cell to an enucleated oocyte,
thereby producing a now-viable embryo.
When this embryo is transferred into a
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suitable female, it can develop to term and
produce a live animal that is theoretically
genetically identical to that from which the
donor nucleus was obtained. If cloning
can be done with differentiated cells from
adult animals with desirable genotypic and
phenotypic superiority, then many genet-
ically identical copies can be produced as
an important experimental or commer-
cial resource.

The first cloned mice were identified
in 1998 by the ‘‘Honolulu Method’’ of
nuclear transfer using adult cells (cumulus
cell nuclei). Furthermore, serial nuclear
transfer resulted in cloned offspring from
previously cloned animals, demonstrating
conclusively that cells from cloned animals
were not different from normal mice
in their ability to create new clonal
generations.

Embryonic stem cells, cumulus cells,
cultured follicular epithelial cells, tail
tip cells, fibroblast cells, neuronal cells,
lymphocytes, fetal gonadal cells, Sertoli
cells, as well as blastomeres up to the
compacted morula stage have now been
successfully used in nuclear transfer
protocols. Yet surprisingly, at this time,
cloning by nuclear transfer using adult
donor cells has not been successful
in nonhuman primates, suggestive of
a comparative species-specific biological
phenomenon; however, nuclear transfer
was pioneered in domestic animals, and
has now been demonstrated in a number
of species to date.

In the Honolulu method, metaphase II
oocytes are collected from the oviducts of
superovulated donors and enucleated us-
ing a holding pipette to stabilize the oocyte
and an enucleation pipette to aspirate the
chromosome–spindle complex. A nucleus
from a cumulus cell, with most of the cyto-
plasmic material removed, is then injected
into the oocyte. Electrofusion has also been

used in place of nuclear microinjection to
reconstitute the embryo. Following acti-
vation, the embryos are cultured to the
two-cell stage overnight and then trans-
ferred into oviducts of foster mothers.

The advantages of nuclear transfer over
other techniques include the following:

• Most of the oocyte and embryo-handling
procedures have already been worked
out in the course of transgenic ani-
mal production.

• Because cumulus cells are relatively
easily obtained and greater than 90%
are in G0/G1 phase of the cell cycle,
(no in vitro culturing required), cumulus
cells are good nuclear donors for cloning
in mice.

• Cloning of mice from ES cell nuclei
combines the possibility of genetic
manipulation of ES cells with cloning
by nuclear transfer.

Yet, there are still a number of limi-
tations to the current technologies. The
principal concern, reported by a number
of leading laboratories, is that cloning by
nuclear transfer remains relatively ineffi-
cient. Well under 5% of ova and nuclear
transfers with cumulus or somatic donor
cells develop to term. Beyond the rel-
ative experimental efficiencies, potential
reprogramming and developmental conse-
quences of the various nuclear transfer re-
lated procedures are poorly characterized
to date. Similarly, influences of epigenetic
and mitochondrially encoded modifiers
will undoubtedly influence potentially un-
desirable outcomes.

2.3.5 Other Methodologies
Today, a host of techniques have been ap-
plied to the genetic modification of mice.
In the late 1960s and 1970s, blastomere or
embryo aggregation and teratocarcinoma
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cell transfer were used to transfer whole
genomes into mouse ova. From the early
1980s, beyond DNA microinjection, retro-
viral infection, ES cell technologies, and
nuclear transfer, we have also seen devel-
opment of cytoplast and karyoplast fusions
(including nuclear transfer), spermatozoa-
and spermatogonial cell–mediated trans-
fer, and particle bombardment and jet
injection procedures. The later techniques
expand upon earlier ‘‘building blocks’’ of
genetic engineering technologies. As such,
our capabilities and efficiencies will surely
continue to evolve. Yet, there have been
some conspicuous developments of gen-
eral interest to the scientific community
that may augment some of these exist-
ing methods.

Gain-of-function and loss-of-function
modeling have, for the most part, concen-
trated on introducing specific mutations
into the nuclear genome. From a gene
ablation standpoint, creation of loss-of-
function models will be facilitated by
the emerging technology of RNA inter-
ference (RNAi). Short, interfering RNA
(siRNA) exists in a double-stranded state
and inhibits endogenous genes (and/or
exogenous sequences as in viral genes)
due to a complementary sequence ho-
mology. RNAi technology has potential
applications including the inhibition of vi-
ral gene transcription and inhibition of
endogenous genes coding for deleterious
gene products. Indeed, germ line com-
petent transgenic mouse and rat models
using RNA interference have been shown
to recapitulate null phenotypes.

In contrast to various methods to target
modification of the nuclear genome, little
attention was focused until recently, on the
importance of mitochondrial genetics and
the mitochondrial genome in mammalian
development. This omission, in part, is
related to the difficulty associated with in

vivo mitochondrial transfer. Without an
approach in hand, a significant technolog-
ical hurdle remained in the identification
of mitochondrial gene targets appropriate
for engineering or modification. For a host
of applications, the ability to manipulate
the mitochondrial genome and to regu-
late mitochondrial gene function would
provide an additional target in modifying
mammalian development.

We and others have initiated studies re-
volving around mitochondrial transfer and
techniques to produce animals harboring
foreign mitochondrial genomes. The cre-
ation of transmitochondrial animals repre-
sents a new model system that will provide
a greater understanding of mitochondrial
dynamics, leading to the development of
genetically engineered production animals
as well as therapeutic strategies for human
metabolic diseases affected by mitochon-
drial mutation or function.

2.4
Other Laboratory Animal Models

Transgenic animal protocols developed in
mice have been modified to accommodate
production of other transgenic species. In
particular, the larger body sizes of rats
and rabbits, their short estrous cycles
and gestation lengths, their relatively
rapid generation times, and their litter-
bearing ability have helped make these
animals preferred models for several areas
of research employing gene transfer. As
with mice, DNA microinjection has been
the method used most frequently for
introduction of foreign DNA. Differences
between these species and mice in the size
of ova, physical response to microinjection,
requirements for in vitro ova culture, and
numbers of fertilized eggs needed for
embryo transfer (to maintain pregnancy),
as well as differences in general husbandry
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practices are well documented and used
to optimize production of transgenic rats
and rabbits.

In some cases, specific physiological
characteristics unique to a species have
made it a more appropriate or successful
model for a particular disease; such was
the case for lines of transgenic rats exhibit-
ing hypertension-induced symptoms and
pathology resulting from overexpression
of specific transgenes (viz. a mouse Ren-2
renin transgene or a human angiotensino-
gen gene construct) that were not similarly
expressed in transgenic mice.

Both transgenic rats and rabbits have
provided models for the study of specific
cancers: transgenic rats expressing an SV-
40 T-antigen construct controlled by an
albumin promoter develop hepatocellular
carcinomas. Transgenic rabbits in which
expression of a c-myc transgene construct
is driven by a rabbit immunoglobulin
enhancer exhibit malignant lymphocytic
leukemia. Particular strains of rabbits
have historically served as models for the
study of lipid and lipoprotein metabolism.
In this tradition, lines of transgenic
rabbits bearing human apolipoprotein A-I
antisense transgenes have been generated
for the study of the biosynthesis of high
density lipoproteins.

Finally, several studies have proven rab-
bits to be acceptable models for ‘‘gene
pharming.’’ In these experiments, foreign
proteins are expressed in transgenic an-
imals, preferentially in mammary tissue,
and are secreted into milk, from which
they can be readily purified. Rabbits are
considered to be suitable models for such
use for three reasons: lactating females
produce relatively large volumes of milk
daily, rabbit milk possesses a high protein
concentration, and they tend to nurse their
offspring infrequently. To date, transgenic
rabbits have been separately produced, in

which human proteins (e.g. α1-antitrypsin,
interleukin 2, growth hormone, tissue
plasminogen activator) and bovine α-
lactalbumin have been expressed in mam-
mary tissue and harvested from milk.

3
Production of Transgenic Domestic Animals

3.1
Overview

The success of transgenic mouse experi-
ments led a number of research groups
to study the transfer of similar gene con-
structs into the germ line of domestic ani-
mal species. These efforts have focused on
addressing one of the three research goals:
improving the productivity traits of domes-
tic food animal species, development of
transgenic animals for use as bioreactors
(i.e. producers of recoverable quantities of
medically or biologically important pro-
teins), and in developing tissues, organs,
or reagents for transplantation-related end-
points. Toward these goals, a number of
strategies have been employed to date.
Such strategies run the gamut from molec-
ular modeling (systems designed to study
dominant gene expression, homologous
recombination/gene targeting and the use
of ES cells) to cell biology (efficiency of
transformation of eggs or cells) to block-
ing or ablating gene function (disruption
of gene expression by antisense or RNAi
transgene constructs, gene ablation or
knockout models). Since 1985, numer-
ous studies have focused on transgenic
farm animals created using growth-related
gene constructs. Unfortunately, for the
most part, deleterious consequences of
various manipulations have failed to iden-
tify commercially useful animals because
of an inability to coordinately regulate
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gene expression – in deference to the en-
suing cascade of endocrine events that
unfolded. In contrast, efforts at using do-
mestic farm animals as bioreactors or in
transplantation-related efforts have contin-
ued to progress, and viable products are
expected to petition for regulatory approval
shortly. Whether they will gain market ac-
ceptance is still largely unknown.

3.2
Methodology

Today, DNA microinjection, retroviral
transfection, nuclear transfer and passive
transfer procedures (e.g. sperm-mediated
transfer) have been used to successfully
produce transgenic livestock. Genetic-
engineering capabilities will continue to
mature, in concert with advances in whole-
animal and somatic-cell techniques (in-
cluding liposome-mediated gene transfer,
jet injection, and particle bombardment).
Envisioned progress and expansion of our
existing knowledge base will allow us to
better maximize and engineer production
traits in farm animals in a most effec-
tive fashion.

Along the same lines, procedures to aug-
ment gene-transfer efficiencies have a high
priority, especially where long gestational
intervals prove problematic. Protocols have
been developed to permit removal and
screening of individual blastomeres from
preimplantation embryos maintained in
culture prior to transfer to recipient fe-
males. Sensitive methods involving the use
of conventional and real-time PCR allow
analysis of DNA purified from individual
blastomeres and subsequent identification
of those embryos that bear genetic modi-
fications of interest. Use of such methods
offers the potential to greatly increase the
efficiency associated with production and
selection of transgenic farm animals and

to thereby significantly reduce the associ-
ated costs.

3.2.1 DNA Microinjection
DNA microinjection was the first method
used to successfully produce transgenic
livestock. Although involved and at times
quite tedious, the steps in the development
of transgenic models are relatively straight-
forward. Once a specific gene sequence is
cloned and characterized, sufficient quan-
tities are isolated, purified, and tested in
cell culture. If in vitro mRNA expression of
the gene is identified, the appropriate frag-
ment is linearized, purified, and readied
for preliminary mammalian gene-transfer
experiments. The DNA microinjection ex-
periments are first performed in the
mouse model. While the transgenic mouse
model will not identify likely phenotypic
expression patterns in domestic animals,
we have not observed a single construct
that would function in a pig when there
was no evidence of transgene expression
in mice. Therefore, preliminary in vitro
and/or in vivo experimentation has been
a crucial component of any gene-transfer
experiment in domestic animals.

Following confirmation of transgene
expression in mice, it then becomes cost-
effective to initiate DNA microinjection
experiments in other species. In mouse
experiments, less than two months is
required from the time the purified
construct is ready for microinjection
through weaning of founder pups. In
contrast, for pig experiments, one month
to a year is required for a sufficient number
of DNA injections and recipient transfers
to ensure the likelihood of success.
Experimental efficiencies coupled with a
long generational interval (i.e. 114 day
gestation period, 21–28 day lactation, and
onset of puberty between 6–9 months
of age), reflect the efforts necessary to
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identify and characterize transgenic pigs
and illustrate the extended time lines
associated with the production of any
transgenic livestock model. In addition,
the time frame from birth of pigs or
cattle to the establishment of lines can be
1–2 years to 4–5 years respectively (while
also dependent on the sex of founders).
Hence, there is an obvious advantage to
characterizing transgenic mouse models
to expedite what will ultimately be a
lengthy undertaking.

3.2.2 Retroviral Infection
Retroviruses have been used as vectors for
transfer of foreign genes into domestic ani-
mal genomes, and are particularly exciting
because of the promise of 100% transfer ef-
ficiency. Although embryos can be infected
with retroviruses up to midgestation, early
eggs, from oocytes to 16-cell stage ova, are
used for infection with one or more recom-
binant retroviruses containing a foreign
gene. Immediately following infection, the
retrovirus produces a DNA copy of its RNA
genome using the viral enzyme, reverse
transcriptase. Completion of this process
requires that the host cell undergoes
the S-phase of the cell cycle. Therefore,
retroviruses effectively transduce only mi-
totically active cells. Modifications to the
retrovirus frequently consist of removal
of structural genes, such as gag, pol, and
env, which support viral particle formation.
Additionally, most retroviruses and com-
plementary lines are ecotropic in that they
infect species-specific cell lines, limiting
risk to humans in animal experimentation.

Advantages of retrovirus-mediated gene
transfer include the technical ease and
efficiency of existing methods. Very high
rates of gene-transfer are achieved with
the use of retroviruses, thus, minimizing
the numbers of ova and animals needed
for gene-transfer studies. Additionally,

integration of viral genes does not appear
to induce genetic rearrangements of the
host genome (occasionally reported with
other methods), with the exception of a
possible short duplication at the site of
integration.

However, of the disadvantages listed
in Sect. 2, the first two limitations ap-
pear to raise the greatest concern at
this time. From a size perspective, the
maximum permissible size for efficient en-
capsidation or reverse transcription of each
retroviral vector is approximately 10 kb.
Because introns of foreign genes carried
by retrovirus vectors are spliced out dur-
ing replication, the insert does not have
to contain introns, yet, intronic sequences
can be critical for optimal gene expression
and regulation. From a biosafety perspec-
tive, disabled retroviruses may become
replication-competent via potential recom-
bination events that may occur between
or within retroviral vector, packaging cell
lines, and the host genome. Biocontain-
ment and safety considerations are still de-
bated. Yet, work to date has illustrated and
further characterized the utility of sensitive
analytical methods to detect unexpected vi-
ral transmission and recombination risks.
In addition to legislative and regulatory
oversight, conscientious mechanisms now
in place help ensure that proper methods
and safeguards are incorporated into on-
going experimentation.

3.2.3 Nuclear Transfer
Cloning is generally associated with nu-
clear transfer whereby a nucleus provided
by a donor cell is introduced into an enucle-
ated oocyte (unfertilized ovum) or zygote
allowing for reprogramming of the de-
veloping embryo. It should be noted that
nuclear transfer, with nuclei obtained from
either mammalian stem cells or differenti-
ated adult cells, is an especially important
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development in species beyond the mouse
model. This is because a technological
barrier was surpassed that allowed for
specific in vitro manipulations that lead
to targeted genetic modifications in first-
generation founder animals. Prior to the
mid-1990s, it was not possible to pro-
duce germ line–competent transgenics in
mammalian species other than in mice,
using any technique other than DNA mi-
croinjection (that only allowed for random
and imprecise integration of transgenes in
founder animals). Unfortunately, relative
efficiencies for nuclear transfer experi-
mentation still pales in comparison to
conventional DNA microinjection. How-
ever, while nuclear transfer might be
considered inefficient in its current form,
major strides in enhancing experimen-
tal protocols within the next few years
are envisioned, comparable perhaps to

the early advances in DNA microinjection
technology.

Nuclear transfer involves a technique in
which nuclei of various cell origins are in-
troduced as noted in Sect. 2 above (Fig. 2).
The successful ‘‘cloning’’ of a sheep was
reported in the mid-1990s and rekindled
the imagination of researchers struggling
with microinjection and related technolo-
gies. Yet, while nuclear transfer might be
considered inefficient in its current form,
major strides in enhancing experimental
protocols have been envisioned, and with
recent in vitro maturation of pluripotential
cell lineages, the marriage of a number of
existing techniques may prove fruitful in
the near term.

The techniques for nuclear transfer in
domestic animals mirror what is cur-
rently employed for mouse studies. Nuclei
from quiescent (G0) cells (or the intact

Blastocyst

Oocyte

Removal of
chromosomes

and polar bodies

Electrofusion
of nucleus and

oocyte

Inner cell mass

Nuclear donor
cells cultured

Nuclear
transfer

Fig. 2 Cloning sheep by nuclear
transfer. In this example, inner cell mass
cells from blastocyst stage embryos (or
cells from somatic tissues) are obtained
and propagated in culture. If so desired,
the culture capability here, allows one to
genetically modify cells prior to transfer.
Selected cells are then used as nuclear
donors for transfer into enucleated
oocytes. In contrast to DNA
microinjection, a fusion step is generally
employed to fuse the transferred nuclei
and enucleated oocytes. Here,
electrofusion is used to fuse couplets (a
donated nucleus plus enucleated
oocyte) that are then transferred to
recipients for the remainder of
gestation. (Reprinted from Pinkert, C.A.,
(2000) Reproduction in Farm Animals,
7th ed., Hafez, E.S.E. and Hafez, B.,
Eds., Williams & Wilkins, Baltimore,
Chap. 21, pp. 318–330. With
permission.)



Animal Biotechnology and Modeling 227

cells themselves) can be transferred by
electrofusion, polyethylene glycol-induced
fusion, or by direct injection into enu-
cleated metaphase II oocytes. Following
culture, the reconstituted embryos are
transferred to the reproductive tracts of
host animals. Since in vitro culture of
reconstituted sheep embryos is relatively
inefficient, they can instead be transferred
to an intermediate (temporary) host. After
in vivo incubation, they can be recovered
and transferred to the final host to develop
to term.

If cloning can be done with differ-
entiated cells from adult animals with
proven phenotype/genotype superiority,
then many genetically characterized clones
can be produced as an important experi-
mental/commercial resource (particularly
for the requisite ‘‘between batch’’ con-
sistency needed for biomedical reagent
production). However, there are still a
number of procedural hurdles to reduce
the costs associated with nuclear trans-
fer – extending the overall utility of the
methodology. With both sheep and cattle,
there has been a very low success rate with
a high percentage of fetal loss. With sheep,
especially using adult donor cells, there is
a significant loss of embryos, fetuses, and
newborns and the process is very ineffi-
cient. Only 10–50% of nuclear-transferred
embryos develop to the blastocyst stage, in-
dependent of in vitro or in vivo developmen-
tal concerns and again, there is less than a
5% yield in total live offspring (on the ba-
sis of embryos needed to generate founder
animals). Lastly, the developmental conse-
quences of nuclear transfer procedures are
still controversial, with issues regarding
birth weight of cloned animals, premature
aging phenomena, and relative health and
immunocompetence coming under signif-
icant scrutiny as various animal models
entertain commercialization prospects.

3.3
Traits Affecting Domestic Animal
Productivity

Interest in modifying traits that deter-
mine productivity of domestic animals
was greatly stimulated by early exper-
iments conducted by Ralph Brinster,
Richard Palmiter, and their colleagues,
in which body size and growth rates
were dramatically affected in transgenic
mice expressing growth hormone trans-
genes driven by a metallothionein (MT)
enhancer/promoter. From that starting
point, similar attempts followed in swine
and sheep studies to enhance growth by
introduction of various growth hormone
(GH) gene constructs under control of a
number of different regulatory promot-
ers. Use of these constructs was intended
to allow for tight regulation of individual
transgene expression by dietary supple-
mentation. However, although resulting
phenotypes included altered fat compo-
sition, feed efficiency, rate of gain, and
lean/fat body composition, they were ac-
companied by undesirable side effects (e.g.
joint pathology, skeletal abnormalities,
increased metabolic rate, gastric ulcers,
infertility). Such problems were attributed
to chronic overexpression or aberrant ex-
pression of the growth-related transgenes
and could be mimicked, in several cases,
in normal animals by long-term treatment
with elevated doses of GH.

Subsequent efforts to genetically alter
growth rates and patterns have included
production of transgenic livestock harbor-
ing a vast array of genes – from growth-
related transgenes to immune system
modulators. Other productivity traits that
are major targets for genetic engineering
include altering the properties or propor-
tions of caseins, lactose, or butterfat in
milk of transgenic cattle and goats, more
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efficient wool production, and enhanced
resistance to viral and bacterial diseases
(including development of ‘‘constitutive
immunity’’ or germ line transmission of
specific, rearranged antibody genes). Cu-
mulatively, it has become apparent from
these studies that greater knowledge of the
biology of animal development will be re-
quired before lines of domestic animals
with these desired characteristics can be
genetically engineered.

3.4
Domestic Animals as Bioreactors

The second general area of interest has
been the development of lines of trans-
genic domestic animals for use as biore-
actors. One of the main targets of these
so-called gene pharming efforts has in-
volved attempts to direct expression of
transgenes encoding biologically active hu-
man proteins. In such a strategy, the goal
is to recover from serum or from the
milk of lactating females large quantities
of functional proteins that have therapeu-
tic value. To date, expression of foreign
genes encoding α1-antitrypsin, tissue plas-
minogen activator, clotting factor IX, and
protein C were successfully targeted to the
mammary glands of goats, sheep, cattle,
and/or swine.

Targeting expression of the cystic fibro-
sis transmembrane conductance regulator
(CFTR) gene to the mammary epithelium,
in which the protein becomes associated
with the apical membranes of these cells,
has resulted in apocrine secretion of the
CFTR protein as a constituent of the milk
fat globule membrane. The demonstrated
utility of such a targeting strategy has led
to proposals for largescale production and
harvesting from milk of other classes of
important membrane-associated proteins,

such as hormone receptors, channel pro-
teins, and transport proteins.

Similarly, lines of transgenic swine and
mice have been created, which produce
human hemoglobin or specific circulating
immunoglobulins. The ultimate goal of
these efforts is to harvest proteins, from
the serum of transgenic animals, for
use as important constituents of blood
transfusion substitutes, or for use in
diagnostic testing.

3.5
Examples from Domestic and Miniature
Pigs

In contrast to gene transfer in mice, the
efficiency associated with the production
of transgenic livestock, including swine,
is quite low. However, two advantages of-
fered by swine over other domestic species
include a favorable response to hormonal
superovulation protocols (20–30 ova can
be collected on average) and a significant
uterine capacity, in that swine are a litter-
bearing species. The highest transgenic
success rate in domestic animals has been
with outbred domestic pigs, while use of
inbred strains was reported to have lower
overall efficiency. Since the description
in 1985 of the first transgenic livestock
species, DNA microinjection has to had
been the only successful method identified
to produce germ line competent transgenic
livestock prior to nuclear transfer.

An initial problem encountered during
the creation of transgenic farm animal
species concerned the visualization of the
pronuclei or nuclei within the ova. In
lipid-dense swine ova, for example, the
cytoplasm is opaque and the nuclear struc-
tures are not discernible without some
type of manipulation. This was a critical
problem to overcome because transgenic
pigs were not produced following injection
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of DNA into the cytoplasm of one- and
two-cell ova. Fortunately, it was found that
centrifugation of pig ova resulted in strati-
fication of the cytoplasm, rendering pronu-
clei and nuclei visible under differential
interference contrast or Nomarski/Smith
microscopy. Even though the situation was
greatly improved, centrifugation failed to
reveal the nuclear structures in 15–33% of
fertilized eggs. However, when using con-
ditions initially optimized for transgenic
mouse production, DNA microinjection
into pronuclei/nuclei resulted in nearly a
10% yield of transgenic offspring (vs. total
live-born/viable offspring).

The proportion of transgenic swine that
develop from microinjected ova, which
varies from zero to about 12%, is generally
much lower than that observed in mice.
The survival of microinjected pig embryos
is related to several factors including the
developmental stage of ova injected, the
duration of in vitro culture, synchrony of
ova donors and recipients, the number
of ova transferred, and donor age. Other
factors that have been shown to influence
the developmental efficiency of transgenic
mouse production – including technician
proficiency and embryo handling/transfer,
pipette dimensions, DNA preparation, and
the viability of microinjected ova – readily
influence transgenic production efficiency
for all other species.

If a foreign gene fragment is inte-
grated into a domestic animal’s genome,
the gene copy number and orientation
(head-to-head vs. head-to-tail arrays) vary
considerably, as might be anticipated from
the mouse studies. In addition, mosaic
animals are sometimes produced, making
analysis of transgene integration more dif-
ficult. Recently, the results of PCR analyses
of founder animals were useful in detect-
ing extreme mosaicism, where a given
transgene is found in only a proportion

of the animal cells. While the identifica-
tion of transgenic founders (both mosaic
and nonmosaic) can be enhanced using
PCR analyses, confirmatory DNA slot-blot
or Southern blot analyses are necessary
to avoid extreme and costly breeding ef-
forts to identify germ line transmission of
the transgene.

In one set of experiments, approximately
70% of pigs harboring a growth hormone
gene construct (as determined by Southern
blot analysis) expressed the transgene-
encoded growth hormone. Failure of the
remaining 30% of transgenic swine to
express the foreign gene was attributed
to integration of the transgene into an
inactive chromosomal locus or alteration
of the transgene sequence during its
integration. Of the pigs that did express the
transgene, the level of expression appeared
to vary greatly among individuals. While
cis- and trans-acting factors are obviously
important influences affecting transgene
expression, the integration site of the
transgene is equally critical. Transgene
transcription rates are likely influenced by
the level of activity present at the locus, or
the site of integration, and the properties
of enhancer sequences located in genes
flanking the transgene.

While it is not unreasonable for an inves-
tigator to suggest that 40 transgenic mice
can be produced in a week’s worth of DNA
microinjections, there are significant dif-
ferences in undertaking pig experiments.
In the pioneering collaboration of the Uni-
versity of Pennsylvania, the University of
Washington, and the United States Depart-
ment of Agriculture, which first reported
on the production of transgenic pigs, more
than four years went into amassing the
experimental results that culminated in
the production of 40 founder transgenic
pigs. The 55% of founder animals that
expressed transgene-encoded mRNA was
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very much in line with results reported by
other groups.

Currently, estimates for the cost of pro-
duction for each transgenic pig run from
$25 000 to $125 000 (U.S.$), with the broad
range reflecting the low overall experimen-
tal efficiency. The costs are compounded
(doubled or even tripled) if functional
transgenes and pig survival are factored
into the cost estimates. To address the ef-
ficiency of the gene-transfer experiments,
a modified scheduling can be employed
to decrease some of the fixed and variable
costs, particularly in the use and schedul-
ing of research animals. By overlapping
days of experimentation rather than syn-
chronizing one group of donor animals per
week, actual experimental costs can be re-
duced by more than 25%. Superovulation
can induce an average of 25–30 embryos
per sow. While cost-effectiveness dictates
the specific regimen, all pigs do not re-
spond similarly, and only 60% respond
within a specific window of opportunity for
embryo collection. This low response rate
may appear unacceptable, but it should
be noted that the actual yield of suitable
embryos is still higher than might be avail-
able using naturally synchronized females
or other superovulatory schemes.

Surgical transfer of microinjected em-
bryos usually follows the microinjection
efforts. The mechanical insult to the em-
bryos is severe, however, and only 15–25%
of them will still be viable 5 days after
transfer. Therefore, 30–50 microinjected
embryos are routinely transferred per re-
cipient sow, with the expectation that 50%
of the recipient females will maintain
pregnancy. While the number of embryos
transferred may seem excessive, the basis
is derived from classical studies that estab-
lish a requirement of four viable embryos
at the time of implantation for a sow to ini-
tiate and maintain successful pregnancy.

For transgene expression studies tar-
geting pigs, the use of outbred domestic
pigs is the most practical way to produce
and evaluate potential models. However,
miniature or laboratory swine are now
used with increasing frequency in biomed-
ical research in which desirable, well-
characterized background genetics make
these animals more suitable for human
modeling studies (e.g. xenotransplantation
research). While miniature swine are com-
mercially available, research in developing
methodologies to explore or enhance re-
productive performance has been limited.
Reproductive efficiency in miniature swine
is low compared to commercial swine and
is characterized by a low ovulation rate, low
birth weight, and small litter size. In ad-
dition, extensive management is required
to maintain neonates. Average litter size is
between 4 and 7 pigs at birth, with each
breeding sow producing 12 to 18 pigs per
year. Estrous cycles and gestation length
are similar to standard commercial swine;
however, sexual maturity in males and
females occurs between 4 and 6 months
of age in some breeds, which is sooner
than the 6- to 9-month norm of commer-
cial swine.

It is important to evaluate the potential
breed differences and ultimate production
efficiencies using a superovulatory proto-
col on groups of donor animals, to be able
to assess and possibly enhance the repro-
ductive performance prior to embarking
on a gene-transfer program. Trials were
conducted using Yucatan miniature pigs
to ascertain the feasibility of a superovula-
tion regimen, artificial insemination, and
embryo transfer to standard commercial
crossbred females. Yucatan semen was
collected and used to successfully fertilize
ova obtained by hormonal stimulation of
donor females. As it happened, only 25%
of the potential eggs were recoverable and
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usable (fertilized one- and two-cell ova).
However, fertilized ova were obtained with
enhanced efficiency compared to sponta-
neous ovulations in both young and aged
miniature pigs.

Breeding requirements for transgenic
pigs are critical, and successful manage-
ment calls for expertise in fields ranging
from record keeping to animal husbandry.
With a gestation length of 114 days, and
an interval from birth to puberty of
6–12 months, the generational interval
seems extraordinarily long, particularly
when one is accustomed to the experimen-
tal progress observed in mouse studies.
For xenotransplantation studies, the de-
sire to breed animals to homozygosity for
the transgene poses additional challenges.
Breeding schemes have been reported for
production efforts that, even under ideal
circumstances, lead to a three- to five-
year timetable (after founders have been
produced and identified), assuming no
lethality associated with transgene inte-
gration and insertional mutations. There
are a number of additional questions
that may arise in the breeding efforts.
If transgenes interact, for example, their
effects may not be cumulative; indeed,
it might happen that such effects mask
one another, perhaps in competition for
trans-activators. Other issues involve sta-
bility of the genome as well as limiting the
gene pool in intricate breeding schemes.
Additionally, from a technical viewpoint,
evaluation of homozygosity of low copy
number or single-copy transgenic animals
can be very difficult, with an additional
breeding/generational cycle needed to en-
sure the homozygous status of a transgene
in any particular animal.

In future experiments with domestic
animals, the ability to utilize embryonic
stem cells could represent a tremen-
dous improvement over the microinjection

protocols currently in use. The ability to
‘‘knockout’’ or replace endogenous genes
has been an extremely valuable tool in
mouse genetics and modeling. Yet, char-
acterization and use of embryonic stem
cells for gene transfer has not worked to
date in any species other than the mouse.
The need for such technology in domestic
animal species is great, and the persever-
ance by the groups focused on this work
is exemplary.

4
Analysis of Transgene Integration and
Expression

4.1
Transgene Integration

When founder mice are three to four weeks
of age, biopsies are readily performed to
obtain representative tissues for analysis
of transgene integration and expression.
For integration analysis in mice, typically
tail cuts (biopsies) are performed and the
tissue is digested with proteinase K fol-
lowed by DNA extraction using standard
protocols. Preliminary determination of
transgene integration by the PCR tech-
nique can be very useful when the target
sequence, the transgene, possesses unique
sequences (not endogenous to the genome
of the animal). However, given the extreme
sensitivity of PCR and the potential for
mispriming and false positives, other more
specific techniques should always be used
to confirm the presence of the transgene
in PCR-positive samples. These include
DNA slot-blotting and Southern blot hy-
bridization, the latter being not only more
informative but also less likely to present
false positive signals. Additionally, the
transgene can be constructed to include
a molecular ‘‘tag,’’ a unique sequence
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that is easily detected and has minimal
similarity to any endogenous sequence.
This strategy is especially useful when the
transgene itself is similar or nearly iden-
tical to an endogenous sequence. In such
cases, another strategy that may be help-
ful is the introduction of new restriction
sites into the transgene, without perturb-
ing function, so that restriction fragment
length polymorphism (RFLP) analysis can
be used to distinguish the transgene from
its endogenous counterpart. Finally, in
some instances phenotypic screening is
possible if the expression of the trans-
gene leads to an identifiable change in
the appearance of the animal. Phenotypic
screening by coinjection of a second trans-
gene that gives rise to a specific phenotype
can also be useful, since cointegration
is much more likely than integration of
the phenotypic marker gene alone. Later,
however, the integration of the transgene
of interest must be confirmed by other
means.

Other concerns related to the analysis
of transgene integration include determi-
nations of copy number of the transgene
per cell, orientation of tandemly arranged
copies, and the presence of multiple in-
tegration sites. These questions can be
addressed by Southern blot hybridization
following digestion of the genomic DNA
with appropriate restriction enzymes. In
addition, the functionality of the transgene
is an important consideration in the analy-
sis of transgene integration. However, this
aspect is usually dealt with in the analy-
sis of transgene expression (detection of
a functional mRNA transcript or protein
product). Finally, the critical question of
whether the transgene is integrated into
the germ line of the founder animal and is
heritable as a stable genetic element must
be answered.

4.2
Transgene-encoded mRNA Expression

The analysis of expression of the transgene
is, of course, absolutely essential in
determining the utility of the transgenic
animals produced. As with integration
analysis, the presence or absence of similar
or identical endogenous counterparts will
determine, to a degree, the strategies that
may be most useful. For transgenes that
are unique (no endogenous counterpart)
or contain some unique sequences, the
strategies that can be used are more
straightforward. The presence of a novel
mRNA transcript or a unique protein (or
enzyme activity) is more easily determined
than in situations involving transcripts
or protein products that are very similar
to endogenous transcripts or proteins.
As with integration analysis, molecular
‘‘tags’’ are also sometimes useful in
that the transcripts will contain some
unique identifying sequence that can
be readily and unequivocally determined.
Once again, care must be taken to
ensure that any additions or deletions
designed to aid in analysis do not interfere
with expression.

Technically, the most critical step in
analyzing transgene expression is the
isolation of RNA. Great care must be
taken to avoid contamination of RNA
preparations with ribonucleases (enzymes
that degrade RNA). Ribonucleases are
present in significant amounts in a variety
of locations from which they may gain
access to samples of purified RNA (e.g.
the skin surface, saliva aerosols from
coughing or sneezing, and airborne dust).
Once a high quality RNA preparation has
been obtained from the appropriate tissue,
the presence of mRNA transcripts of the
transgene can be determined by RNA slot-
blot hybridization. A more informative
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technique, Northern blot hybridization,
confirms not only the presence but also
the size of the transcript of interest. The
Northern blotting technique consists of
electrophoresis into an agarose gel to
separate the RNA molecules on the basis
of size, transfer (blotting) of the RNA
to a nylon or nitrocellulose membrane,
and detection of the mRNA of interest by
hybridizing it to a specific, radiolabeled
probe, followed by autoradiography.

Additional techniques exist for deter-
mining the presence of relative levels of
mRNA transcripts from transgenic ani-
mals. In the nuclease protection assay, a
radiolabeled probe is allowed to hybridize
to the RNA in solution, followed by nucle-
ase digestion of unhybridized RNA. The
sample is then resolved on a polyacry-
lamide gel, followed by autoradiography to
detect the probe. This technique is very
useful in determining the steady state lev-
els of RNA in a given tissue and offers an
inherently high signal-to-noise ratio. In the
reverse transcription-PCR (RT-PCR) assay,
the RNA of interest is transcribed into a
cDNA molecule by means of a specific
primer and the enzyme reverse transcrip-
tase. A second primer is added, and a
standard PCR amplification is performed.

The advantage of RT-PCR lies in
its extreme sensitivity – theoretically, one
mRNA molecule can be amplified to a
quantity sufficient for visualization on an
agarose gel after ethidium bromide stain-
ing. The drawbacks include the possibility
of genomic DNA contamination, in ad-
dition to the concerns associated with
standard PCR reactions (e.g. false posi-
tives, mispriming, contamination, etc.).

In the in situ hybridization technique,
a labeled probe is hybridized to a target
mRNA transcript in sections of tissue to
permit the identification of individual cells
containing the transcript. This technique is

particularly useful in identifying subsets of
positive cells within a given tissue in which
the relative levels of specific transcript for
the tissue as a whole might be too low to
be detectable by other means.

4.3
Protein Expression

In addition to the foregoing assays for tran-
scription of the transgene, various other
techniques to determine the translation of
the transcript into a protein product are
often employed. Most of these depend on
the availability of specific antibodies to the
protein of interest. The immunoblotting
technique, in which proteins are resolved
on a polyacrylamide gel, transferred to a
membrane, and detected by means of a
labeled antibody, is useful in verifying the
appropriate molecular weight of the pro-
tein product of interest. Although rarely
used, the radioimmunoprecipitation assay
can also serve in the determination of the
size of the protein product and to allow
for various other manipulations, including
peptide mapping and isoelectric focusing,
to verify proper modification of the protein.
To identify the cells within a tissue that
contain the protein product of the trans-
gene, immunohistochemical ‘‘staining’’ of
tissue sections with a labeled antibody is
often employed.

Some experiments involving transgenic
animal production focus on measuring the
influence of various cis-regulating DNA
sequences; the transcript and ultimate
protein product are for the most part ir-
relevant. In these cases, ‘‘reporter genes’’
are often employed because they can sim-
plify determination of expression levels by
producing a transcript or protein that is
easily and unequivocally detectable. Par-
ticularly useful in these applications are
reporter genes that code for novel enzymes
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in that the activities of the enzymes can be
assayed, thus greatly increasing the sensi-
tivity of detection.

In analyzing the expression of any trans-
gene, it is always important to evaluate
at least two separate lines of transgenic
animals, to show that the expression pat-
terns are consistent and reproducible. It
is not uncommon for the site of inte-
gration within a given line of transgenic
animals to have profound influence on
transgene expression, independent of any
transcriptional control sequences in the
transgene itself.

5
Conclusions and Future Directions

5.1
Gene Transfer Today

The efforts and costs for gene-transfer
experimentation in animal biology are
challenging and limiting. Innovative tech-
nologies to enhance experimental gene-
transfer efficiency in different species
are desperately needed. Such enabling
techniques would not only bring the
cost of individual projects into a rea-
sonable realm but would also increase
the likelihood of breakthrough studies
in many disciplines. As stated earlier,
aside from mouse modeling, DNA mi-
croinjection into preimplantation em-
bryos has been the only reproducible
means for heritable gene transfer in the
preponderance of mammalian species,
other than multigene-targeted (nonspe-
cific) blastomere aggregation and nuclear
transplantation studies.

The outlined efficiencies for the pro-
duction of transgenic animals represent
what is considered to be current ‘‘state-of-
the-art’’ technology. It is envisioned that

procedures will be modified and enhanced
as new research efforts are reported. Under
the circumstances, there are a number of
specific achievements that would signifi-
cantly enhance experimental productivity.
Enabling technologies would center on the
following areas:

• development of alternate DNA delivery
systems (e.g. embryonic stem cell trans-
fer for stable gene transfer, liposome-
mediated gene transfer, or perhaps
targeted somatic-cell techniques);

• the identification of optimal experimen-
tal conditions for a given form of gene
transfer and the identification of ani-
mal strains best suited to the individual
technologies;

• complete animal genome mapping and
identification of homologies to hu-
man genes;

• the establishment of routine and ef-
ficient embryo and germ plasm cul-
ture systems;

• the development of a means to reduce
the number of animals and embryos
required (e.g. use of PCR amplification
of blastomere DNA or fluorescence-
activated cell sorter (FACS) analyses and
gating of transfected germ plasm);

• enhancement of relative experimental
efficiencies to minimize the numbers of
animals, gametes, and related reagents
necessary to generate founder animals
or experimental models.

Primary considerations for genetic ma-
nipulations and gene transfer are not
limited to donor and recipient require-
ments, surgical manipulations, embryo
handling, and gene-transfer skills, but
also include expertise in tissue/cell cul-
ture and molecular biological techniques.
For any animal experimentation, ethical
considerations, regulatory requirements,



Animal Biotechnology and Modeling 235

and experimental design are also impor-
tant considerations that may limit research
efforts. For most species, husbandry con-
siderations are extensive in comparison to
mouse requirements, running the gamut
from animal and record-keeping manage-
ment to female- (e.g. controlled estrus
cycles/synchronization) and male-specific
(e.g. sperm analysis/quantitation) require-
ments. For most nonrodent species, pro-
curement of embryos and the trauma
associated with most manipulations are
significant factors. The refinement of non-
surgical techniques for embryo collection
and transfer would bypass a huge fi-
nancial and labor requirement for many
large domestic animal species. More im-
portantly, experimental animals would no
longer be necessarily subjected to sig-
nificant surgical manipulations. Perhaps
recent advances, involving embryo aggre-
gation and the derivation of transgenic
mice completely from early passage ES
cells, may shed new light on novel and
efficient techniques.

5.2
Future Directions

For many species, there are technical
drawbacks to various genetic-engineering
technologies that are manifest in the lack
of significant gene characterization and
mapping efforts. With the complexity of
the mammalian genome, this information
is critical for the determination of ap-
propriate genes to engineer and transfer,
and in providing preliminary indications
of the potential biological consequences
of genetic-engineering experimentation.
What are the appropriate genetic tar-
gets in different species and how will
gene-targeting manipulations influence
mammalian development? If genetic poly-
morphisms (indicative of related genes

that code for different isoform proteins)
or pseudogenes are present, targeting
efforts can be long and arduous. For well-
characterized genomes, the identification
of specific genetic variations or deficiencies
may provide only a glimpse of the effort
necessary to develop in other species. Yet,
it is hoped that with current efforts focused
on the human and animal/species-specific
genomes, accumulating data will prove
quite informative and adaptable, inasmuch
as conserved linkage groups are highly
probable and would be exploitable.

While current experimental efficiencies
for transgenic animal production are rel-
atively poor, the mechanical aspects of
producing transgenic animals should not
overshadow our ability to create and evalu-
ate biologically important animal models.
Much has been learned about early devel-
opment and effects of altering the growth
cascade as well as other physiological pro-
cesses in initial transgenic animal models.
These models have had far-reaching ef-
fects and have redefined what is possible in
the biological, biomedical, and agricultural
sectors. While studies of transgene expres-
sion and overexpression in mammalian
models may not always correlate exactly,
nor reveal all the possible effects and
consequences when extended to human
biology, the utility of transgenic animal
models to scientific discovery cannot be
overestimated. The use of ES cell or related
methodologies to provide efficient and tar-
geted in vivo genetic manipulations offers
the prospects of creating profoundly useful
animal models for biomedical, biological,
and agricultural applications. However,
the road to such success will continue to
be most challenging.

See also Gene Targeting.
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Keywords

Exocytosis
Release of secretory product from a cell by fusion of an intracellular vesicle containing
the product with the cell-surface membrane.

Membrane Fusion
Merger of two biological membranes to form a single membrane, as when the
membrane of a secretory vesicle fuses with the surface membrane of the cell.

Phospholipid
Common constituent of biological membranes composed of two fatty acids esterified to
a glycerol backbone with a head group containing a phosphate ester.
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Phosphorylation
Covalent attachment of phosphate, as in the enzyme-catalyzed phosphorylation of serine
or tyrosine amino acid side chains in a protein.

� The annexins are a family of structurally related, calcium-dependent, phospholipid-
binding proteins that have been postulated to mediate calcium-dependent activities at
membrane surfaces such as membrane fusion, lipid metabolism and reorganization,
and ion permeation. The basic annexin structure consists of 4 homologous 70–amino
acid repeats and a unique N-terminal domain. These repeats do not contain
sequences found in other intracellular calcium-binding proteins; therefore, the
annexins represent a novel class of calcium-binding proteins. The ‘‘core’’ domains
of all the annexins, composed of the four 70–amino acid repeats, are 40 to 60%
identical in sequence. One annexin family member (annexin VI) has been formed
as a result of gene duplication and consists of 8 of the 70–amino acid repeats.
Another type of duplication has occurred with annexin II (calpactin), in which two
36-kDa molecules, the ‘‘heavy chains,’’ each containing four repeats, bind to a dimer
of a 10-kDa protein, the ‘‘light chains,’’ to form a tetramer. In contrast to other
lipid-binding proteins such as protein kinase C, or phospholipase A2, the annexins
are unique in that most are bivalent. That is, they can attach to two membranes,
rather than just one, and as a consequence, draw them together.

1
Diversity and Functions

Members of the annexin family of pro-
teins, of which there are now 11 recognized
mammalian variants, have been indepen-
dently discovered in a number of contexts.
As a consequence, a variety of names
have been used for the different family
members, such as synexins, chromobindins,
lipocortins, calcimedins, calphobindins, and
calpactins. However, a standard reference
nomenclature has been adopted involving
the term annexin followed by a Roman
numeral (Fig. 1). Representative annexins
have been isolated from animals, plants,
and the slime mold Dictyostelium, attest-
ing to the universality of the functions
performed by annexins. Owing to the

bivalent activity of the annexins, one of
their postulated roles is the promotion
of membrane fusion in exocytosis. After
secretory vesicle membranes have been
aggregated by an annexin, they undergo
fusion if exposed to cis-unsaturated fatty
acids. In a cell, such fusogenic fatty acids
might be made available through activa-
tion of lipases. Alternatively, the annexins
might function in concert with other pro-
teins that promote membrane fusion and
remodeling after the membranes have
been brought into close apposition by the
annexin. In addition to a possible role
in exocytosis and membrane trafficking,
some of the annexins have been suggested
to be mediators of the anti-inflammatory
effects of steroids, components of the
submembranous cytoskeleton, inhibitors
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Fig. 1 Schematic illustration of the primary
structures of six annexins. Each of the 4 (or 8)
homologous domains contains the 17–amino
acid ‘‘endonexin fold’’ sequence represented by a
sawtooth line (sequence: KGhGTDExxLIpILApR:
h, hydrophobic residue; p, polar residue; x,
variable residue). The unique N-terminal
structures are on the left (or right in the case of

annexin VI); Y and S represent phosphorylation
sites in the tails of annexins I and II. The annexin
II tetramer is drawn showing the association of
the N-termini of the heavy chains with the
light-chain (p10) dimer. The Ys inside the loops
in the tail of synexin represent a pro-β-helix.
[Reproduced from Dedman and Smith (1990),
with permission.]

of blood coagulation, transducers of sig-
nals generated by tyrosine kinases at
the cell membrane, mediators of bone
formation and remodeling, mediators of
cell-matrix interactions, voltage-dependent
ion channels, actin bundling proteins, reg-
ulators of calcium release channels in
muscle, regulators of DNA polymerase
activity, and extracellular binding sites
for plasminogen. This diversity of hy-
potheses attests to the ubiquitous and
abundant nature of these proteins. In
most cases, the data supporting a role
for the annexins in these various pro-
cesses are derived from in vitro systems

involving calcium and lipid membranes,
and it has been difficult to relate these
activities to true cellular functions. How-
ever, it seems likely that this family of
proteins has radiated to perform a vari-
ety of cellular functions, since so many
are coexpressed in single cells and their
individual differences have been highly
conserved during evolution. In that sense,
the annexins may be similar to the other
major class of calcium-binding proteins,
the ‘‘EF-hand’’ family, which includes
calmodulin and troponin C, and are re-
sponsible for a variety of nonoverlapping
cellular phenomena.
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2
Structure and Mechanism of Action

The annexins, in general, have proven to be
relatively easy to isolate in high purity, and
this advantage has led to several success-
ful attempts to crystallize members of the
family. The structure of annexin V reveals
that each of the four 70–amino acid re-
peats forms a compact bundle of α-helices
and these four bundles are arranged in a
plane (Fig. 2). Viewed from the side, the
molecule displays a convex face, thought to
be the membrane-binding face, and a con-
cave face, thought to face the cytoplasm.
Each homologous domain forms one or
two potential calcium binding sites, which
are complex in that they involve convergent

loops from different parts of the domain.
In addition, the positions of sulfate ions in
the loops (derived from the crystallization
medium) suggest that the phosphate of a
lipid head group may also sit in the bind-
ing pocket and coordinate the calcium ion.
This geometry would explain the interde-
pendence of calcium and lipid binding by
the annexins. Since all the lipid binding
sites of the annexin core domains face a
single membrane, they may be able to in-
tegrate information about membrane-lipid
composition. In general, all the annexins
bind with higher affinity (i.e. at lower lev-
els of calcium) to acidic phospholipids.
However, there is some variation reported
in the literature for different annexins
with regard to order of preference for

(a)

(b)

Fig. 2 Ribbon plots of the structure of
annexin V as determined by X-ray
diffraction. (a) ‘‘Side’’ view of the
molecule, with the calcium binding sites
and the membrane-binding face at the
top. Calcium ions are represented by the
spheres. The high-affinity sites are
represented by the first, second, and
fifth spheres from left to right; the third
and fourth spheres indicate low-affinity
ion binding sites that were identified by
lanthanide binding. The extended
N-terminus is seen at the bottom.
(b) View of the ‘‘cytoplasmic’’ side of
the molecule and the N-terminus. The
calcium binding sites are on the
opposite face. Note the potential
channel structure in the center of the
molecule. [From Creutz (1992), with
permission. Original figure kindly
provided by A. Burger and R. Huber.]
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different acidic lipids. In addition, the four
homologous repeats may have different
specificities, since the repeats are only 40
to 50% identical in sequence.

The crystal structure of annexin V has
also been interpreted in terms of the ion
channel–forming properties of the pro-
tein. The molecule has a hydrophilic pore
perpendicular to the face of the membrane
(Fig. 2). Because the molecule has no hy-
drophobic external surfaces, it is assumed
that it cannot actually enter the bilayer in
this conformation. However, it has a cal-
culated external electrical field similar to
the field strength necessary to punch a
hole through a membrane by electropo-
ration. Therefore, it has been suggested
that the molecule sits on the surface of
the membrane and leads to a disordered
state in the lipids immediately below it.
In this disordered state, the membrane
conducts ions that must also pass through
the hydrophilic pore in the molecule. The
molecule thus provides the ion selectiv-
ity of the overall transmembrane channel.
A similar mechanism of membrane per-
meabilization has been suggested for the
action of cholera toxin.

An alternative mechanism for the ability
of annexins to promote ion permeation has
been proposed that involves a significant
reorganization of the molecule at low pH to
form a transmembrane channel. However,
a crystallographic model of this proposed
structure has not yet been determined. It
is also not known if the channel activity
that annexins exhibit in vitro corresponds
to a specific physiological channel in cells.

Since the calcium/lipid binding sites
all appear to be on one side of the an-
nexin molecule, it is not obvious how
the annexins aggregate membranes. It
seems likely that a self-association of
annexin molecules attached to different
membranes is required for membrane

aggregation (Fig. 3). The concave faces
of the molecules that face the cytoplasm
might interlock during this self-association
event. In the case of synexin acting in vitro
on chromaffin granules (secretory vesicles
of the adrenal medulla), binding to mem-
branes occurs at low levels of calcium (less
than 10 µmol), but membrane aggrega-
tion and fusion depend on higher levels of
calcium (greater than 100 µmol). The cal-
cium dependence of granule aggregation
correlates exactly with the calcium depen-
dence of synexin self-association in the ab-
sence of membranes, suggesting a mecha-
nism for membrane aggregation whereby
membrane-bound synexin molecules un-
dergo self-association to bring the two
membranes together. If this mechanism
is correct, then the ‘‘bottleneck’’ in the sys-
tem is the high level of calcium needed
to promote annexin self-association. The
annexin II (calpactin) tetramer promotes
the aggregation and fatty acid–dependent
fusion of chromaffin granules at the lowest
level of calcium of any annexin (approxi-
mately 1 µmol). This may occur because
the tetramer represents a permanently
self-associated annexin (Fig. 1). The two
heavy chains might be associated through
the light-chain dimer in such a way that
each heavy chain can bind a different
membrane and thus pull them together.
Therefore, the processes of overall mem-
brane aggregation and fusion are catalyzed
by the low levels of calcium needed simply
to promote membrane binding.

3
Regulation

The N-terminal domains of the annexins
are the major sites of sequence divergence
in the family (Fig. 1). They may be the
site of interaction with other proteins, as
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Chromaffin granule
membrane

Synexin

10 > [Ca2+] > 1 µM

[Ca2+] > 10 µM

Fig. 3 Hypothesis for the mechanism
of action of synexin (annexin VII) in
promoting intermembrane contacts in a
cell. In the resting cell (top), the Ca2+
concentration is less than 1 µM and
synexin is freely soluble. In the
stimulated cell (middle), as the calcium
concentration rises to between 1 and
10 µM, synexin attaches to membranes.
When the calcium concentration further
increases above 10 µM (perhaps near
the plasma membrane), synexin
molecules on different membranes
self-associate to bring the membranes
together. [Reproduced from Creutz and
Sterner (1983), with permission.]

in the case of the annexin II heavy chain,
which associates with p10, and annexin XI,
which associates with the small calcium-
binding protein, calcyclin. The N-terminal
domains are also potential regulatory sites
for the rest of the molecule. For example,
cleavage of the N-terminus of the isolated
annexin II heavy chain is necessary for this
protein to aggregate chromaffin granules
at low levels of calcium. Furthermore, the
calcium sensitivity of membrane aggrega-
tion by such cleaved molecules is strongly
affected by the exact site of cleavage. In
addition, annexins I and II are phos-
phorylated in the N-terminal domain by
tyrosine- or serine-/threonine-specific ki-
nases. Phosphorylation of the N-terminus
of annexin I by protein kinase C blocks the
ability of this protein to aggregate chro-
maffin granules, while slightly enhancing
its ability to bind the granule membrane.
These biochemical observations on the

importance of the annexin N-terminal
structure can be interpreted in terms of
the crystal structure of annexin V. Since
the N-terminus is located on the ‘‘cyto-
plasmic’’ side of the membrane-bound
annexin, it may be in a position to partic-
ipate in annexin–annexin self-association
essential to membrane aggregation. This
may explain why alterations of the tails of
other annexins strongly affect membrane
aggregation but not membrane binding.
Such alterations, resulting from either pro-
teolysis or phosphorylation, may provide
additional mechanisms for cellular control
of these calcium-dependent proteins.

4
Applications

Although the complete breadth and details
of the biological roles of annexins are yet
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to be determined, a number of biotech-
nological and medical applications are
under development. Most of these appli-
cations relate to the signature ability of
annexins to bind to acidic phospholipids
in the presence of calcium. Members of
this protein family have potential utility
as anticoagulants because they can pre-
vent the association of clotting factors with
acidic lipids on the surface of activated
platelets and endothelial cells. Annexins
may also function as immunosuppressive
agents by shielding phospholipids from at-
tack by phospholipase A2, thus preventing
the release of arachidonic acid, which is
the precursor for a number of inflamma-
tory lipid mediators. Annexins are a staple
of any research laboratory studying apop-
tosis in vitro since one hallmark of the cell
death pathway is the exposure of phos-
phatidylserine on the cell surface, which
can be marked by the binding of a fluores-
cent annexin. Labeled annexins have also
been tested in whole animals for the ability
to localize occult thromboses or apoptotic
cells in whole-body imaging techniques,
and annexins fused to clot-dissolving en-
zymes have been tested for the ability to
direct these enzymes to thromboses.

See also Bioorganic Chemistry;
Bioinorganic Chemistry; Calcium
Biochemistry; Phospholipids.
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AP Endonuclease
An enzyme that cleaves apyrimidinic or apurinic sites in DNA.

Autonomous Transposable Element
A mobile element encoding enzyme(s) necessary for its proliferation in the host
genome. All other mobile elements are called nonautonomous.

Consensus Sequence
A DNA or protein sequence made of nucleotides or amino acid residues prevalent at
each position in a set of multiply aligned homologous sequences.

cDNA
A DNA copy of an RNA molecule created during reverse transcription.

DNA Transposon
A transposable element that moves from one genomic site to another in the form of
DNA only.

Family of Repetitive Elements
Multiple DNA copies derived from a number of related transposable elements called
source, founder, or master genes. A repetitive family can be divided into subfamilies,
each corresponding to a separate founder gene.

Interspersed Repeats
Randomly inserted copies of currently or historically active transposable elements.

Long Interspersed Repeat (LINE) Element
A non-LTR retrotransposon encoding reverse transcriptase and endonuclease
catalyzing nuclear reverse transcription and integration of cDNA in the host genome.

Long Terminal Repeats (LTRs)
200 to 3000 bp long identical DNA sequences flanking a provirus sequence.
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LTR Retrotransposons
A class of retrotransposons that are reverse transcribed in the cytoplasm. The resulting
cDNA is integrated into the host genome, forming a provirus flanked by long
terminal repeats.

Microsatellites
DNA sequences, typically shorter than 1000 bp, composed of tandemly repeated units
1 to 10 bp long (1–6 bp or 1–13 bp ranges are also used). Microsatellites are also
known as short tandem repeats (STR) or simple sequence repeats (SSRs).

Minisatellites
DNA sequences composed of tandemly repeated units longer than in microsatellites.
Minisatellites span from 1 kb to 100 kb and are also known as variable number of
tandem repeats (VNTRs).

Non-LTR Retrotransposons
A class of retrotransposons that are transposed via target-primed reverse transcription.
Autonomous non-LTR retrotransposons encode reverse transcriptase.

Processed Pseudogene (Retropseudogene)
A pseudogene derived from usually spliced and polyandenylated host mRNA by
LINE-mediated reverse transcription.

Provirus
A DNA copy of a retrovirus inserted into the genome.

Pseudogene
A nonfunctional gene copy.

Recombination
The exchange of DNA or RNA molecules.

Repetitive Elements (Repeats)
DNA fragments present in multiple copies in the genome without clearly assigned
biological function.

Ribonuclease H (RNase H)
An enzyme that degrades the RNA strand of RNA–DNA hybrid molecules.

Retrotransposition (Retroposition)
A process involving transcription, processing of mRNA, translation, reverse
transcription of the transcribed mRNA, and integration of the resulting cDNA into the
host genome.
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Retrotransposon (Retroposon)
A transposable element that is reproduced via reverse transcription of an RNA
intermediate. They can be split into two classes: LTR and non-LTR retrotransposons.

Retrovirus
An RNA virus, whose life cycle includes cytoplasmic reverse transcription of the RNA
transcribed from its provirus integrated into the host genome.

Reverse Transcriptase
An RNA-dependent DNA polymerase.

Satellite DNA
An array of tandemly repeated units spanning up to 106 bp and present mainly in
centromeric and paracentromeric heterochromatin. Satellite DNA usually forms a
prominent ‘‘satellite band’’ separable from the rest of genomic DNA by density
gradient centrifugation.

Short Interspersed Repeat (SINE) Element
A nonautonomous non-LTR retrotransposon derived mostly from host genes
containing a pol III internal promoter. SINE elements are retrotransposed by reverse
transcriptase encoded by LINE elements.

Superfamily of TEs
A group of related families of transposable elements.

Tandem Repeats
DNA units arranged in a head-to-tail manner.

Target-primed Reverse Transcription (TPRT)
A mechanism of integration of non-LTR retrotransposons into the genome.

Transposable Elements (TEs, Transposons, Mobile Elements)
DNA sequences that can move to different positions in the genome either by excision
and reinsertion, or by retrotransposition.

Transposase
An enzyme encoded by a DNA transposon and involved in its insertion and excision
from the host DNA.

Transposition
A relocation of a DNA sequence from one genomic site to another.
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� Human repetitive DNA includes tandemly arrayed and interspersed repeats.
Tandemly arrayed microsatellites, minisatellites, telomeric repeats, and centromeric
satellites constitute a significant portion of the genomic DNA, particularly of hete-
rochromatin. Furthermore, around 45% of the genome is represented by so-called
interspersed repeats that are mostly remnants of retrovirus-like LTR retrotrans-
posons, non-LTR retrotransposons, and DNA transposons inserted in the genomic
DNA over millions of years. Currently, the most active are L1 and Alu families of
non-LTR retrotransposons, and they are known to cause genetic diseases through
insertion into genes. Furthermore, repetitive sequences, particularly Alu elements,
can stimulate illegitimate recombinations producing chromosomal instabilities lead-
ing to genetic disorders. Analysis of repetitive DNA is an important part of genome
studies, and it is based on specialized databases and computer programs.

1
Introduction

The generally synonymous terms repetitive
elements, repetitive (reiterated) sequences, and
repeats describe a broad variety of DNA
sequences with copies present in multiple
locations throughout the genome. They
can be divided into families of similar
or sometimes identical elements. This
definition also covers families of genes
with known functions, such as RNA genes
and other multigene families. However,
the subject of this chapter is limited to
repetitive elements that do not have a
clearly assigned biological function.

Historically, the first categorization of
repetitive DNA into ‘‘highly repetitive’’
and ‘‘middle repetitive’’ was based on
DNA denaturation/renaturation kinetics.
This categorization refers to the physical
properties of DNA that cannot be trans-
lated satisfactorily into a classification of
repeats based on cloning and detailed
sequence studies. In general, highly repet-
itive DNA primarily includes the tandemly
repeated sequences described in Sect. 2,
whereas the middle-repetitive DNA in-
cludes repetitive elements interspersed

with single-copy DNA (Sect. 3). However,
the middle-repetitive DNA may contain
sequences with a very high copy num-
ber such as the Alu family described in
Sect. 3.1.2.2.

On the basis of chromosomal distribu-
tion, repetitive elements are divided into
tandem repeats, consisting of direct repeti-
tions of the same motif, and interspersed
repeats. Interspersed repeats are mostly
inactive copies of transposable elements
(TEs). Together, these elements represent
around 50% of the sequenced human
genome. Some abundant interspersed re-
peats are relatively old and diverse and can-
not be clearly distinguished from ‘‘unique’’
DNA. This is due to the acquisition of
random mutations and sequence fragmen-
tation over time. Therefore, it is believed
that the real contribution of repetitive DNA
to the human genome is underestimated,
and that the cited proportion of 50% only
reflects the current limits of detectability.

2
Tandemly Arrayed Repeats

Tandemly arrayed repeats are composed of
multiple head-to-tail repetitions of simple
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GTACTTTGATATTTTATGTACAGTATATAATATATATTTTGG

17 bp 25 bp
(b)   Satellite I

(c)   Satellite a

(a)   SSR

a1 a1 a1a2 a2an an

Fig. 1 Structure of human tandem repeats. (a) Schematic structure of simple
sequence repeats. Arrows represent units ordered in head-to-tail fashion.
(b) Structure of human classical satellite 1. Satellite 1 was originally described as a
17mer (A) and a 25mer (B) arranged in an alternating pattern A-B-A-B. This
structure was inferred from the cutting of human DNA by the RsaI restrictase (the
RsaI cutting sites are highlighted). Further sequence analyses revealed that satellite
1 is in fact composed of a single 42 bp-long basic unit. (c) Diagram of the
hierarchical structure of human alpha satellites, showing the organization of a
typical alpha satellite DNA region. Monomeric 171 bp units are represented by the
small labeled arrows. The hierarchical structure of the alphoid DNA is shown by the
large arrows.

sequence motifs (Fig. 1a). Human tandem
repeats are composed of units ranging in
size from 1 to ∼1000 bp. On the basis
of unit length and genomic distribution,
they are somewhat arbitrarily divided into
microsatellites, minisatellites, and satel-
lites. Microsatellites are tandem arrays
of short units, while minisatellites are
composed of longer patterns. Micro- and
minisatellites tend to be scattered all over
chromosomal DNA, with some bias toward
telomeric ends. The moderate degree of
tandem repetition and high degree of dis-
persion throughout the chromosomes are
the major features distinguishing micro-
and minisatellites from satellites. Satel-
lites are long, tandemly arrayed sequences
located in well-defined chromosomal ar-
eas such as pericentromeric, subtelomeric,
and telomeric regions. Satellites may con-
sist of simple micro- or minisatellite-like

units, but these are often organized into
higher-order structures.

2.1
Microsatellites and Minisatellites

Originally, microsatellites were referred
to as simple sequence repeats (SSRs)
and minisatellites as variable number of
tandem repeats (VNTR). Currently, the
term simple sequence repeats is applied
to both micro- and minisatellites. Micro-
and minisatellite repeats are defined by
three parameters: the pattern (or sequence
of the unit), unit length, and the number
of units.

The boundary separating micro- and
minisatellites differs considerably in the
scientific literature. Microsatellites are
usually defined as repetition of 1–6
base pair (bp) long units, but the upper
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boundary is often extended to 10–13 bp.
Microsatellites are much more abundant
than minisatellites.

The distribution of microsatellites in
the human genome appears to be more
uniform than that of minisatellites, with
approximately one microsatellite for ev-
ery 6 kb of DNA. Almost one-third of all
potential microsatellites are simple runs
of A. Such runs are often introduced as
poly(A) tails of non-LTR retroposons, in
particular, of Alu repeats (Sect. 3.1.2.2).
Therefore, the abundance of (A)n may
not be directly comparable to the abun-
dance of other, spontaneously expanding,
microsatellites. Other highly abundant
microsatellites ranked in descending or-
der are (AC)n, (AAAN)n, (AAAAN)n, and
(AAN)n, including the complementary se-
quences. Many of these A-rich microsatel-
lites are also spin-offs of poly(A) tails of
non-LTR retroposons. Microsatellites com-
posed of (CAG/CTG)n and (CGG/CCG)n

trinucleotide repeats are less abundant, but
nevertheless very important due to their
connection with human diseases (Sect. 4).

The variation patterns of microsatellites
and minisatellites appear to be very simi-
lar. In each case, the majority of variations
are due to differences in the number of
tandemly repeated units, not from muta-
tions of the individual units. Despite the
similarities between micro- and minisatel-
lites, there are several different underlying
mechanisms involved in their evolution.
Indeed, the traditional division of tandem
repeats into microsatellites and minisatel-
lites is based on early hypotheses about
mechanisms driving their expansion. For
microsatellites, ‘‘replication slippage’’ dur-
ing DNA replication was suggested, while
minisatellite expansion was thought to
result from unequal crossing-over. Nev-
ertheless, our current knowledge suggests
that processes driving SSR expansion are

more complex and range from polymerase
slippage and gap repair to DNA recom-
bination and gene conversion. Another
pathway of SSR expansion involves an ini-
tial comobilization of the microsatellite or
minisatellite with transposition of another
repeat, as in the case of poly(A) tails of
non-LTR retrotransposons (Sect. 3.1).

Loci containing micro- or minisatellites
produce a very large number of variant
alleles, and the sequence length polymor-
phism makes micro- and minisatellites
some of the most informative genomic
markers. The most widely used microsatel-
lites are the (CA/GT)n dinucleotide re-
peats. The variation at microsatellite loci
has been used in genetic linkage analysis
to establish the locations of disease genes
as well as in forensics, human population
genetics, and cancer genetics.

Many other kinds of simple repetitive se-
quences represent variable permutations
of a limited number of motifs, some-
times interspersed with unique sequences.
Such ‘‘composed’’ or ‘‘cryptically simple
repeats’’ occur up to ten times more of-
ten in the genomic DNA than in any
equivalent random sequence. They result
from a systematic reshuffling of various
DNA fragments differing in length and se-
quence composition. Therefore, they are
of interest from the standpoint of genetic
variability. These repeats have not yet been
systematically classified or explored.

2.2
Satellites and Telomeric Repeats

Typically, satellites are arrays of 103 –107

tandemly repeated units, or monomers,
predominantly located in the well-defined
chromosomal regions, such as cen-
tromeres and heterochromatin. Tradition-
ally, the term satellites was restricted
to centromere-specific repeats; however,
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telomeric repeats can also be viewed as
satellite-like sequences. Because of their
distinct base composition, many satellites
were originally discovered as a result of
their separation from bulk DNA by cen-
trifugation in buoyant density gradients.
Satellites with GC content similar to that
of the unique genomic DNA, which could
not be separated by centrifugation, have
been called cryptic satellites. The function
of satellite DNA remains unclear. Satel-
lites represent up to 20% of the genomic
DNA, but they are underrepresented in the
sequenced portion of the genome.

Table 1 lists representative human satel-
lite sequences collected in Repbase Update
(RU), the reference collection of repetitive
sequences (Sect. 6.1). The most exten-
sively studied centromere- and telomere-
specific repeats are reviewed in the next
two sections. In addition, there are sev-
eral chromosome-specific tandem repeats,
some of which are listed in Table 1.

2.2.1 Centromeric Satellites
Human centromeric DNA contains a va-
riety of different satellite repeats. The
major noncryptic satellite fractions were

Tab. 1 Human satellites and satellite-like sequences in repbase update.

Repbase Description

Centromeric
SAR Satellite I
GAATG Satellites II and III, both contain 5-ATTCC basic unit
HSATII Satellite II (example, diverged copy)
ALR Alpha satellite
ALR1 Alpha satellite subfamily 1
ALR2 Alpha satellite subfamily 2
BSR Beta satellite
GSAT Gamma satellite
GSATX Gamma X satellite, X chromosome specific
CER 48-bp satellite
SN5 SN5 satellite
LSAU Heterochromatic satellite
HSAT4 35-bp centromeric repeat
HSAT5 Centromeric repeat, 14-bp unit
GSATII Centromere-associated repeat
D20S16 Centromere-associated repeat

Telomeric
TAR1 Telomere-associated repeat sequence, TAR1 or SUBTEL−sat in RepeatMasker
REP522 Repetitive subtelomeric-like sequence

Others
SATR1 Primate satellite-like sequence
SATR2 Primate satellite-like sequence
MSR1 37 bp minisatellite repeats, specific to chromosome 19, but detected in

chromosome 19-derived segmental duplications located in other chromosomes
MER22 SSTI moderately repetitive family, strictly tandem repeat, appearing at 2

chromosomal locations only
ACRO1 Satellite/acromeric in all short arms of acromeric chromosomes
HSATI Chromosome 22 satellite
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defined as classical satellites I, II, III,
and IV. Classical satellite I was found
to be dominated by a simple component
called satellite 1. Satellite 1 contains a 42-
bp basic unit, originally described as a
17-mer (A) and a 25-mer (B), arranged in
an alternating pattern: A-B-A-B (Fig. 1b).
The major simple components of classical
satellites II and III are named satellites 2
and 3, both containing the GAATG unit
(sometimes described by the complemen-
tary ATTCC). Repetitive sequences from
the satellite DNA fraction IV are nearly
identical to those in fraction III.

Among other well-defined and exten-
sively studied components of classical
satellites II and III are the so-called al-
pha satellites, first discovered in African
green monkeys and subsequently in other
primates. Alpha satellite DNA is composed
of a 171-bp unit (Fig. 1c). Interchromoso-
mal sequence identities suggest that all
human alpha satellites arose from two or
three different ancestral monomers, which
in turn diverged into 12 distinct types of
alphoid monomers. They can differ by as
much as 20 to 40% from one another by
sequence identity.

Human chromosomes contain alpha
satellites organized hierarchically into
higher-order repeat arrays (Fig. 1c), which
can differ between different chromosomal
locations. On the basis of this organi-
zation, the alpha satellites from the hu-
man genome have been divided into five
suprachromosomal families: the first fam-
ily consists of alpha satellites located on
chromosomes 1, 3, 5, 6, 7, 10, 12, 16, and
19; the second comprises chromosomes
2, 4, 8, 9, 13, 14, 15, 18, 20, 21, and 22;
the third is located on chromosomes 1, 11,
17, and X; the fourth family is found on
chromosomes 13, 14, 15, 21, 22, and Y;
and, finally, the fifth family was detected
on chromosomes 5, 6, 13, 14, 19, and 21.

Members of each suprachromosomal
family share a common alpha satellite
repeat unit. The size, conservation, and
organization of these higher-order struc-
tures depend on the chromosome and
on the physical distance from the cen-
tromere. Apart from the five classical
suprachromosomal families, other higher-
order structures have also been described.
For example, the central region of the chro-
mosome X centromere contains a specific
alpha satellite array arranged into 2-kb long
highly identical blocks.

The evolution of alpha satellites is
complex, and is driven by intra- and in-
terchromosomal recombination and gene
conversion. The recombination occurs
during chromosomal pairing and leads to
an unequal crossing-over between chro-
mosomes. As a result, stretches of alpha
satellite DNA expand and contract at a very
rapid rate. In addition, the alpha satellite
regions of chromosomes within the same
suprachromosomal families may undergo
exchanges between nonhomologous chro-
mosomes, thus increasing the mode and
tempo at which these sequences evolve.
However, the intrachromosomal recombi-
nation within alpha satellites appears to
be the predominant evolutionary driving
force. In general, the average intrafam-
ily identity of alpha satellite monomers
(∼90%) is much higher than the interchro-
mosomal identity (∼75%). In addition,
the average intrafamily identity within a
species (99% in human and gorilla) is gen-
erally greater than that between species
(90% between the human and gorilla
satellite monomers). Humans and goril-
las share the basic monomer as well as
a higher-order repeat unit for suprachro-
mosomal family 3, suggesting that this
alpha satellite structure predates the hu-
man/great ape divergence. Thus, the alpha
satellites within each species have evolved
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in a ‘‘concerted’’ manner, giving rise to a
significantly lower nucleotide divergence
within a species than between species.

Alpha satellites have been found only
within primate genomes, usually located
around the centromere, and can bind
key centromere proteins. Occasionally,
however, ectopic centromeres are formed
in noncentromeric segments of chro-
mosomes, producing cytogenetic aberra-
tions including visible karyotype disor-
ders. These new centromeres were termed
neocentromeres. However, not all neocen-
tromeres detected in humans are derived
from alpha satellites. About 60 reported
neocentromeres completely lack alpha
satellites but maintain their ability to
bind main centromeric proteins. These
neocentromeric sequences are promising
material for the construction of artificial
chromosomes. However, these results also
suggest that centromeric repeats, includ-
ing alpha satellites, may not have any
essential role in the genome.

Table 1 lists other reported human
centromeric satellites. The human beta
(Sau3A) satellite family is defined by the
68-bp GC-rich monomer. This satellite is
present in pericentromeric regions and
in the short arms of human acrocentric
chromosomes. Gamma satellite DNA was
initially detected as a 220-bp repeat located
on chromosome 8. A second subfamily of
gamma satellite, gamma X, was identified
in the centromeric region of the X
chromosome. Both families share 220-bp
units 62% identical to each other. The CER
satellite family, characterized by the 48-bp
unit, is present on chromosomes 13, 14,
15, 21, and Y.

Among poorly defined satellite families
are the Sau (Lsau) and Sn5 families char-
acterized by the 498- and 455-bp units,
respectively. Many centromeric satellites
listed in Table 1 were defined by sequence

analyses. Classification of centromeric
satellites continues, and additional fami-
lies may be detected during the course of
sequencing centromeric and heterochro-
matin regions.

2.2.2 Telomeric and Subtelomeric Repeats
In contrast to the highly variable
monomers in centromeric satellites,
the TTAGGG telomeric monomers are
conserved in all vertebrates. They
form tandem arrays 3 to 20 kb long
and their conservation is indicative
of the importance of telomeres for
normal chromosomal maintenance and
viability. Historically, telomeres have
been found to be associated with the
nuclear envelope, and they have been
implicated in chromosomal positioning
within the cell. Telomeres are implicated
in aging, immortalization of cells, and
chromosomal rearrangements.

The maintenance of telomeric repeats
presents a unique challenge to the cell,
since standard DNA replication would re-
sult in the progressive shortening of the
telomere over time. The replication of hu-
man chromosomes is catalyzed by DNA
polymerases. However, DNA polymerases
require short template primers for the ini-
tiation of replication. Thus, the ends of
chromosomes or telomeres would become
gradually shorter over time through the
exclusive use of this mode of replication.
The length of telomeres is maintained by a
special replication mechanism for the ends
of chromosomes involving a telomere-
specific terminal transferase. This en-
zyme, called telomerase, is a ribonucleopro-
tein (RNP), and it uses the RNA compo-
nent as a template to initiate the replication
of the telomeres. The enzymatic addition
of bases is catalyzed by the protein com-
ponent. Faithful replication of telomeres
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protects chromosome ends from degrada-
tion, fusion, and recombination.

The length of telomeres appears to de-
pend on the number of cell divisions with
a general tendency toward shortening.
This has been implicated in chromoso-
mal aberrations, involving translocations
in differentiated and abnormal cells. The
length of telomeres has been used as a
measure of the age of individual cells and
is implicated indirectly in aging. It is still
unclear whether changes in the telomere
length have a direct impact on the aging
process of a cell or whether they are the
consequence of aging, possibly through a
decrease in the telomerase fidelity.

The 100 to 300-kb long sequences ad-
jacent to telomeric repeats are called
subtelomeric repeats. They represent the
boundary between the telomere and the
rest of the chromosome. Most subtelom-
eric repeats contain motifs similar to
TTAGGG, but there are exceptions such
as REP522. Unlike telomeric repeats, most
subtelomeric repeats are not substantially
conserved in vertebrates. In fact, they
are highly polymorphic in humans and
even in different chromosomes. The distal
ends of human chromosomes are char-
acterized by an enhanced rate of recom-
bination and aberrations in subtelomeric
regions have been shown to be associated
with several congenital abnormalities. The
high divergence of subtelomeric repeats
may prevent recombinations between non-
homologous chromosomes and increase
their stability.

3
Interspersed Repeats

Usually, interspersed repeats are scattered
remnants of transposable elements that
were transpositionally active either in

the human genome or genomes of our
evolutionary ancestors. Active TEs have
produced families and subfamilies of
interspersed repeats of different age and
size. There are over 600 families of
human interspersed repeats represented
in Repbase (Sect. 6.1). Most of them
originated and became extinct during the
last 30 to 150 million years but some of
the oldest ones ceased to proliferate as
long as 200 million years ago and are
barely identifiable by sequence analysis.
Detectable interspersed repeats represent
∼45% of the human genome. Given the
limits of detectability, it is very likely that
the bulk of the remaining nonprotein
coding DNA is also composed of very old,
unrecognizable remnants of TEs.

The consensus sequence of a TE can
be reconstructed by applying the so-called
simple majority rule to its multiply aligned
interspersed copies (Fig. 2). The average
similarity of diverged repeats to their
consensus sequence (y) is higher than
the average similarity between individual
repeats (x). The approximate relation
between the two variables is given by the
following simple formula:

y = 1 + √
12x − 3

4
.

In many cases, consensus sequence is a
quite accurate approximation of the orig-
inal TE that generated a particular family
of repeats. It can be further improved
by correcting stop codons in open read-
ing frames (ORFs) or restoring rapidly
mutating CpG dinucleotides, which some-
times erroneously converge to CpA or TpG
in the consensus sequence. At least one
TE reconstructed this way, named Sleep-
ing Beauty, has been shown to transpose
in vivo.

Transposable elements harbored by the
human genome can be divided into three
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Fig. 2 Molecular paleontology of transposable elements. The top
white rectangle represents an ancient active transposon that
multiplied into interspersed repeats shown as gray rectangles
subsequently marked by black vertical bars indicating mutations.
Most of these mutations can be ‘‘undone’’ after multiple
alignments and construction of a consensus sequence
representing the reconstructed transposon (bottom white
rectangle). The gray bar in the consensus sequence indicates an
unresolved mutation.

groups. Two of these groups belong to
a class of retroelements that include
non-LTR retrotransposons and endoge-
nous retrovirus-like elements also known
as long terminal repeat (LTR) retrotrans-
posons. Retroelements proliferate via re-
verse transcription of their RNA expressed
in the host cell. An RNA copy of the
transcribed retroelement is used as a
template to produce its DNA copy, the
so-called cDNA, which can be inserted
in the genome. In non-LTR retrotrans-
posons, a nick in the host DNA primes
cDNA formation, whereas in retroviral-
like elements, the DNA nicking and cDNA
integration occur after reverse transcrip-
tion. The nicking and cDNA formation are
catalyzed by the endonuclease/integrase
(IN) and reverse transcriptase (RT), re-
spectively, encoded by the transposable
element itself or by one of its au-
tonomous relatives present in the genome.

Unlike DNA transposons, active retroele-
ments do not relocate from their original
position.

The third group of TEs is represented by
the cut-and-paste DNA transposons, called
so because they are excised (cut) from
the original genomic location and inserted
(pasted) into a new site. Typically, a
single enzyme called transposase mediates
the process.

All groups of TEs are composed of
autonomous and nonautonomous ele-
ments. An autonomous element encodes
a complete set of enzymes characteristic
of its family. Nonautonomous families
use the protein machinery of their au-
tonomous relatives. Therefore, the nonau-
tonomous TEs can be viewed as para-
sites competing for enzymes encoded by
the autonomous elements. Both groups
also require additional cellular factors for
amplification.
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3.1
Non-LTR Retrotransposons

Detectable copies of non-LTR retrotrans-
posons contribute ∼34% of the human
genome compared to the ∼11% repre-
senting other detectable interspersed re-
peats. Non-LTR retroelements appear to be
strictly intracellular parasites, inherited for
millions of years rather than passed hori-
zontally. For historical reasons, some au-
tonomous non-LTR retrotransposons are
referred to as long interspersed repeats
(LINEs) due to the fact that they are several
kilobases long. Analogously, their short
nonautonomous associates are referred to
as short interspersed repeats (SINEs). Au-
tonomous non-LTR retrotransposons in
eukaryotic species are currently divided
into 13 superfamilies or clades: L1, CRE,
NeSL, R4, R2, RTE, Tad1, R1, LOA, I, Ingi,
Jockey, CR1, and Penelope. Only two of
them, L1 and CR1 superfamilies are repre-
sented in the human genome. The human
population continues to carry active el-
ements of L1 non-LTR retrotransposons
whereas CR1-like retroelements are ex-
tinct. L1-dependent Alu and SINE, VNTRs
and ALU (SVA) nonautonomous retroele-
ments also continue to proliferate in the
human population.

3.1.1 L1 Non-LTR Retrotransposons
The typical L1 (or LINE1) autonomous
retrotransposon is ∼6 kb long, and con-
tains two open reading frames referred to

as ORF1 and ORF2, encoding the ∼500-
aa and ∼1000-aa proteins, respectively
(Fig. 3). The function of the L1-ORF1p pro-
tein is not well understood. Since it has a
common leucine zipper (LZ) motif present
in its sequence, it presumably binds
RNA/DNA molecules. The L1-ORF2 pro-
tein includes the apurinic–apyrimidinic
endonuclease (APE), reverse transcrip-
tase (RT), and conserved cysteine-rich
(C) domains. The endonuclease domain is
involved in nicking the host DNA, followed
by priming of an RNA-directed DNA syn-
thesis that is catalyzed by the RT domain.

Out of several hundred thousand L1
copies present in the human genome,
about 5000 are full-length elements and
only around 100 contain intact open read-
ing frames. In addition to ORF1 and ORF2,
the full-length L1 elements contain 5′ and
3′ untranslated regions (UTRs), each sev-
eral hundred bp long. The 5′ UTR includes
a poorly characterized internal pol II tran-
scription promoter. Unlike most human
genes that contain pol II promoters up-
stream of the transcription start site, the
L1 promoter is located downstream of the
start site. Occasionally, the 5′ L1 UTR may
also promote transcription that starts in
the strand complementary to the 5′ UTR
and extends to the genomic region flank-
ing the L1 5′ end. The 3′ L1 UTR includes
an AATAAA polyadenylation signal and a
polyA tail.

In addition to the transcription, the L1
life cycle includes export of the transcribed

ORF1 ORF2
pol II AATAAA (A)n [TSD]APE RT CLZ

3′UTR5′UTR
[TSD]

Fig. 3 Schematic structure of the L1 non-LTR retrotransposon. It consists of a 5′
untranslated region (5′ UTR) with pol II internal promoter, two open reading frames (ORF1
and ORF2), a 3′ untranslated region, a polyA signal (AATAAA), and a polyA tail. L1 elements
are flanked by target site duplications (TSDs). The ORF1 protein includes a conserved leucine
zipper motif (LZ). The ORF2 protein includes domains for the apurinic/apyrimidinic-like
endonuclease (APE), RT, and a conserved cysteine-rich motif (C).
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RNA from the nucleus to the cytoplasm,
translation and formation of ribonucleo-
protein particles, which are transported
back into the nucleus, reverse transcrip-
tion, and integration into the genome. L1
elements lack splice signals and there-
fore, L1 mRNA is bi-cistronic with two
open reading frames separated by a short
noncoding spacer. Translation of ORF1 is
likely to be initiated at the 5′ UTR by ri-
bosomal scanning. ORF2 translation may
be initiated by an internal ribosomal en-
try site (IRES) or by the so-called ribosomal
shunting or jumping. Also, it is unclear how
the L1-encoded proteins enter the nucleus.
Usually, nuclear export of proteins as large
as those encoded by ORF1 and ORF2 is
driven by specific amino acid sequences
called nuclear localization signals. As there
are no known nuclear localization signals
encoded by either ORF1 or ORF2 proteins,
the mechanism involved in their entry into
the nucleus remains a mystery. It is even
unclear if the ORF1 translation products
ever enter the nuclear compartment.

The model of reverse transcription and
integration of L1 into the genome invokes
a coupled process known as target-primed
reverse transcription (TPRT). According to
this model, the APE domain of the
ORF2 protein recognizes a 6-bp target
site described by the TTAAAA consensus
sequence, and nicks the second DNA
strand between the bases complementary
to TT and AAAA (Fig. 4). The free
3′-OH end of the nick is then used
for priming reverse transcription of L1
RNA by the ORF2 reverse transcriptase,
starting from the 3′ polyA tail. Eventually,
a second nick is created on the first
strand, preferably ∼15 bp downstream
of the first nicking site, leading to a
staggered break and, after integration, to
the formation of target site duplications
(TSDs) flanking the integrated sequence.
The typical size of TSDs generated by
L1 retrotransposition is ∼15 bp, but the
size may vary and sometimes even short
deletions of target sequences are observed.
The final integration steps, including
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5′
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5′
3′

3′
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ACTTTAAAACGTATGTTYTNAAA
TGAAATTTTGCATACAARANTTT

ACTTTAAAACGTATGTTYTNAAA
TGAAA TTT

TTTTG
CATAC

AARAN

AAAA
L1 RNA

ACTTTAAAACGTATGTTYTN
TGAAA

L1  cDNA

ACTTTAAAACGTATGTTYTN
TGAAATTTTGCATACAARAN            TTTTGCATACAARANTTT

AAAACGTATGTTYTNAAA
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(c)

(d)

(b)
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TSD TSD

TTTTGCATACAARANTTT
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Fig. 4 The target-primed reverse transcription (TPRT) mechanism. (a) The
L1 endonuclease cleaves the antiparallel DNA strand between 3′ AA and 3′
TTTT, and exposes a free 3′ hydroxyl group at the nick, serving as a primer for
reverse transcription of L1 mRNA. (b) The second nicking occurs ∼15
nucleotides from the first nicking site, preceded by a TYTN consensus
sequence. (c) The remaining steps include elimination of L1 RNA, DNA
synthesis, and repair, probably mediated by the host enzymes. (d) Integrated
L1 retroelement and its flanking sites.
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synthesis of the second strand, ligation,
and elimination of the L1 RNA, are
probably mediated by host enzymes.

The majority of L1 elements undergo
5′ truncations and inversions during
retroposition and, as a result, they are
represented mostly by 3′ terminal portions
that are shorter than 1 kb in length.
Possible reasons for the truncation may
be digestion of the L1 RNA by cellular
ribonucleases, or premature termination
of the reverse transcription, or both.

Occasionally, transcription of L1 ele-
ments does not stop at the L1 polyadeny-
lation signal but continues until another
transcription termination signal encoded
by the host DNA is encountered. As a re-
sult, host sequences adjacent to the 3′ L1
terminus and the new polyA sites may
be transduced by the L1 to a new ge-
nomic location. Over 10% of the analyzed
L1 insertions in the human genome con-
tain 3′ transduced sequences that range
from 30 bp to several kb in length. This
represents an attractive mechanism that
could be involved in exon shuffling in
the host genome. However, no real exons
have yet been detected in L1-transduced
sequences. Therefore, it is possible that
the L1-mediated 3′ transduction is sup-
pressed in the vicinity of human genes.
Some L1 retrotransposons can also be
accidentally transcribed from upstream
promoters leading to transduction of ge-
nomic DNA flanking the 5′ ends of L1
elements. Also, new L1 subfamilies can be
generated by the addition of both 5′ and 3′
flanking DNA.

3.1.2 L1-dependent Nonautonomous
Non-LTR Retrotransposons
There are two major groups of L1-
dependent non-LTR retrotransposons pre-
sent in the human genome: processed
pseudogenes, and SINEs that include Alu

and SVA elements. Elements from both
groups are flanked by ∼15-bp TSDs, have
the 3′ polyA tails, and are inserted pref-
erentially into the TTAAAA target sites. It
has also been demonstrated experimen-
tally that the propagation of processed
pseudogenes and Alu elements is me-
diated by the L1-encoded RT. Therefore,
both processed pseudogenes and Alu re-
peats are classified as nonautonomous
non-LTR retroelements mobilized by the
L1 retroposition machinery. The L1 reverse
transcriptase, in a cis-acting manner, pref-
erentially binds the same mRNA molecule
it was translated from. Therefore, Alu and
other nonautonomous retropseudogenes
probably intercept the L1 RT while inter-
acting with ribosomal components.

3.1.2.1 Processed pseudogenes Proces-
sed pseudogenes, or retropseudogenes, are
products of occasional retrotransposition
of spliced mRNA formed during regular
transcription of the host genes (Fig. 5).
Since transcription of these genes is usu-
ally driven by external pol II promoters,
processed pseudogenes do not include
the promoters. Therefore, it is extremely
unlikely that they can be repeatedly tran-
scribed and retrotransposed. Nevertheless,
the human genome is estimated to contain
at least 30 000 retropseudogenes formed
from a variety of host genes. The most
abundant retropseudogenes appear to be
derived from highly expressed genes rang-
ing from those coding for small nuclear,
nucleolar, and cytoplasmic RNA, to those
coding for ribosomal proteins.

3.1.2.2 Alu repeats Alu elements were
first discovered using DNA renatura-
tion–reassociation experiments that were
performed during the early era of repeat
studies. They are represented by more
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(A)n

(A)n  [TSD][TSD]

Transcription and splicing

mRNA

Gene

(a)

(b)

(c)

Retrotransposition

Processed pseudogene

pol II e1 e3e2i1 i2

e2 e3e1

e2 e3e1

Fig. 5 Formation of processed pseudogenes
(retropseudogenes). (a) The original gene that is transcribed into
RNA, excluding pol II promoter. Exons e1–e3 and introns i1, i2
are indicated. (b) mRNA afer splicing and polyadenylation.
(c) L1-retrotransposed, processed retropseudogene with
∼15 bp TSDs.

than one million copies in the human
genome, which makes them numerically
the most abundant of all human inter-
spersed repeats. The name ‘‘Alu’’ is de-
rived from an AluI restriction site present
in these elements.

Full-length Alu elements are ∼300-bp
long (Fig. 6) dimers composed of two
homologous 120- and 148-bp left and
right monomers respectively, derived from

the 7SL RNA gene ∼100 million years
(Myr) ago. The 7SL RNA molecule is
an important component of the signal
recognition particle (SRP) that binds to
nascent signal sequences and transiently
arrests translation. The 7SL RNA gene
contains the pol III internal promoter
composed of the conserved ∼15-bp A and
B boxes. The right monomer contains
an additional 31-bp 7SL-derived sequence

 7SL RNA gene

Ancestral monomeric Alu gene (FAM)

Free right monomeric Alu gene (FRAM-A)Free left monomeric Alu gene (FLA/FLAM-A)

Ancestral dimeric Alu gene

GGCGCGGTGG

Split polymerase III promoter

GTTCGAGAC ACTAAAAATACAAAAATT TTGCAGTGAGCCGAGATCGCGCCACTGCACT

(A)n

(A)n(A)n

(A)n

A B 31 bp

Fig. 6 A scheme for the origin and early
evolution of human Alu master (source) genes.
Dimeric Alu was derived from the 7SL RNA gene
after a two-step deletion process leading first to
an ancestral family of Alu-like monomers (FAM)

and then to other monomers, of which two,
FLA/FLAM-A, and FRAM, merged into a
precursor of dimeric Alu characteristic
of primates.
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relative to the left monomer, and the
monomers are separated by the A-rich
central region. The right monomer also
contains a 3′-oligo-dA-rich tail (or polyA
tail), usually 20 to 30 bp long. Free Alu
monomers such as FLA, FLAM, and
FRAM were very active during the early
era of Alu evolution, and at least one
of them, BC200, has been recruited as
a regulated gene expressed in the brains of
higher primates.

Probably around one hundred Alu el-
ements out of one million appear to be
currently participating in retrotransposi-
tion. It is unclear why Alu retroposition is
confined to this limited number of ‘‘mas-
ter’’ or ‘‘source’’ genes. One often invoked
explanation is that most retroposed ele-
ments remain untranscribed. For example,
pol III transcription depends on flank-
ing sequences and most Alu elements
may be inserted into genomic sites that
do not complement their pol III promot-
ers. Furthermore, most Alu sequences are
heavily methylated at CpG positions that
are also present in the promoter region.
The methylation occurs at position 5 of cy-
tosine residues. Deamination of 5-methyl
cytosine produces thymine – a mutation

that is likely to escape the repair mech-
anism. As a result, CpG dinucleotides
mutate to TpG and CpA at a rate ap-
proximately ten times higher than that
of the non-CpG dinucleotides. Other re-
gions of rapid mutations include A-rich
linker and tail regions often associated
with microsatellite expansion. This rapid
rate of mutations represents another po-
tential way to eliminate or mitigate the
ability of any particular Alu repeat to mo-
bilize. Thus, the majority of Alu repeats
appear to be fossil relics that integrate
in the genome and accumulate mutations
in a random manner, characteristic of
pseudogenes.

The human Alu family has been di-
vided into nine major subfamilies: AluJo,
Jb, Sz, Sx, Sg, Sq, Sp, Sc, and Y, or-
dered approximately from the oldest to
the youngest (Table 2). AluJo and Jb form
a separate branch distinct from the AluS
branch that includes all the other seven
major subfamilies. Each Alu subfamily
represents a set of elements derived from
a small group of closely related master
genes. As a result, members of the same
family share, in principle, the same con-
sensus sequence, which is different from

Tab. 2 Average chromosomal density and estimated age of major Alu subfamilies.

Alu subfamilya AluJo AluJb AluSz AluSx AluSg AluSq AluSp AluSc AluY

Numberb 216 465 130 297 192 932 155 182 88 697 106 344 61 465 47 071 146 176
Proportionc 18.91 11.3 16.9 13.6 7.8 9.3 5.4 4.1 12.8
Genomic density

(%)
1.60 1.1 1.9 1.5 0.9 1.0 0.6 0.5 1.4

Age (Myr)d 81 81 48 37 31 44 37 35 19

aAlu subfamilies were classified by censor. Alu classification may slightly differ between different
programs and parameters used for Alu detection.
bNumbers of Alu elements from major subfamilies present in the sequenced part of the human
genome (2805 Mb).
cProportions of elements from the corresponding subfamilies relative to all Alu sequences.
dAge (in million years), based on Kimura’s distance.
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consensus sequences for other subfami-
lies. AluJo and AluJb are the two oldest
subfamilies that proliferated ∼65 million
years ago. AluY is the youngest among
major AluS subfamilies as it was retro-
transposed 5–30 million years ago. AluY
gave rise to a number of still younger
sub(sub)families of which the following
22 have been reported so far: AluYa1, Ya4,
Ya5, Ya8, Yb3a1, Yb3a2, Yb8, Yb9, Ybc3a,
Yc1, Yc2, Yd2, Yd3, Yd3a1, Yd8, Ye2, Ye5,
Yf1, Yf2, Yg6, Yh9, Yi6. At least some
of these sub(sub)families still contain el-
ements actively proliferating in human
populations, as indicated by their inser-
tion polymorphism. Among the largest
and best-studied active sub(sub)families
are AluYa5 and Yb8. However, some
of the smaller ones such as AluYb9,
Yc2, Yg6 and Yi6 are also of growing
interest in human population genetics
studies.

Densities of recently retroposed Alu
elements are about three times higher
on chromosome Y than on chromo-
some X, and about two times higher
than on autosomes. This indicates that
Alu elements are primarily retroposed
in paternal germlines. However, these
original chromosomal proportions change
very rapidly with time. The most strik-
ing long-term trend is the accumulation
of Alu elements in GC-rich and gene-
rich regions. At the same time L1 ele-
ments are predominant in AT-rich and
gene-poor regions. Given that newly retro-
transposed Alu and L1 elements are in-
serted into regions of similar GC content,
the evolution of the human genome is
characterized by massive subsequent re-
distributions of Alu repeats. The most
likely factor involved in the redistribu-
tions may be related to the different
patterns of postinsertion duplications and
deletions.

3.1.3 CR1-like Non-LTR Retrotransposons
CR1 is one of the most abundant and
widely distributed clades of non-LTR
retrotransposons that are present in the
genomes of birds, amphibians, fishes,
reptiles, invertebrates, and mammals.
Typically, autonomous CR1-like elements
are several kb long and contain two open
reading frames, ORF1 and ORF2, coding
for multidomain proteins. The ORF1p may
be involved in DNA/RNA binding, but
other interesting functions are also likely
(see below). The ORF2 protein includes the
APE and RT domains, which are distantly
similar to those identified in the L1 ORF2
protein. CR1-like elements do not generate
target site duplications.

3.1.3.1 L2 and L3 retroelements Two hu-
man families of long interspersed repeats
called L2 and L3 were most likely am-
plified from active autonomous CR1-like
retroelements (Fig. 7). Given the high se-
quence diversity, their retrotransposition
probably occurred 200 to 300 million years
ago, long before mammalian radiation. To-
gether with the nonautonomous elements
described below, L2 and L3 represent ∼5%
of the human genome. Most of the pre-
served L2 and L3 copies are 5′ truncated,
which, in addition to their very old age, im-
pedes reconstruction of their source genes.
For example, the ∼3300-bp L2 consensus
sequence does not seem to contain the
ORF1 protein that is present in other CR1-
like retroelements. However, it is not clear
whether this is due to incomplete recon-
struction or because the active L2 source
gene lacked such a protein. The ORF1
protein is present in the L3 consensus
sequence, and it contains the esterase do-
main that is also present in the ORF1
proteins encoded by CR1-like elements
in birds, reptiles, and fishes. Unlike L1,
neither L2 nor L3 elements are flanked
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APEL2 RT
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Fig. 7 L2 and L3 autonomous CR1-like retrotransposons and their
nonautonomous companions MIR and MIR3. L2 and L3 encode enzymes
containing endonuclease (APE) and reverse transcriptase (RT) domains. L3-ORF1
is homologous to esterase (ES).

by target site duplications. Furthermore,
instead of the 3′ polyA tail, L2 and L3
carry the (TGAA)3 and (GATTCTAT)2 mi-
crosatellites at their 3′ termini respectively.

3.1.3.2 Nonautonomous MIR and MIR3
elements MIR and MIR3 are considered
to be nonautonomous elements amplified
by L2- and L3-encoded proteins, respec-
tively. MIR is a classical 262-bp SINE
element derived from a tRNA-like se-
quence and a 50 bp sequence fragment
homologous to the 3′ terminus of the L2 el-
ement (Fig. 7). This terminus was probably
recognized by the L2-encoded RT that led
to amplification of MIRs. Approximately
4% of the human genome is made up of
L2 and MIR copies.

MIR3 is viewed as a nonautonomous ele-
ment that parasitized the L3 retroposition
machinery (Fig. 7). Analogously to MIR
and L2, MIR3 and L3 also share the ∼50-
bp 3′ termini, which are likely to serve as
binding sites of the L3-encoded RT. In ad-
dition, the ∼140-bp 5′ terminal portions of
the MIR3 and MIR consensus sequences
are 81% identical to each other. This por-
tion is homologous to tRNA and probably
includes the pol III internal promoter es-
sential for proliferation of MIR3 and MIR

retroelements. Approximately 0.5% of the
human genome is derived from L3 and
MIR3 elements.

3.2
LTR Retrotransposons

Human long terminal repeat retrotrans-
posons are retrovirus-like elements retro-
transposed in the genome and inherited
by the host from generation to gener-
ation. It is believed that human LTR
retrotransposons are descendants of ex-
ogenous retroviruses that repeatedly in-
fected germlines of human ancestors and
became endogenous. Endogenous retro-
viruses retain their ability to retrotranspose
within cells for some time, but cannot
be transmitted efficiently between cells.
Their subsequent evolution reflects adap-
tation to an intracellular environment,
simplification, and formation of nonau-
tonomous copies.

Most human endogenous retroviruses
(HERVs) are extinct and are represented
only by mutated interspersed copies, par-
ticularly by LTRs. The interspersed copies
of LTR retrotransposons constitute around
9% of the human genome. Although LTR
retrotransposons are not as abundant as
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the non-LTR retrotransposons, they are
by far the most diverse and complex TEs
harbored by our genome. Approximately
200 families of LTR retrotransposons have
been identified in the human genome. A
vast majority of them were identified and
reconstructed using computer-assisted se-
quence analysis.

On the basis of the similarities to known
animal exogenous retroviruses, all LTR
retrotransposons present in the human
genome can be divided into three classes
(Table 3).

Class I non-LTR retrotransposons are
similar to gamma retroviruses including
mammalian type C retroviruses such
as murine leukemia virus (MLV). All
elements from this class are flanked by
4- and 5-bp TSDs that are generated upon
their integration in the genome (Table 4).

Class II non-LTR retroelements are
similar to beta retroviruses represented
by mammalian type B and D retroviruses
such as the mouse mammary tumor virus
(MMTV), Mason-Pfizer monkey virus, and
primate lentiviruses. The latter include
human immunodeficiency virus (HIV). All
Class II retroelements are characterized

by 6-bp target site duplications (Table 5).
They were probably active in hominoids
including Homo sapiens.

Class III families represent the oldest
LTR retrotransposons detected in the hu-
man genome. Some of them were active
in the common ancestor of primates and
other mammals. Class III elements ampli-
fied to a larger copy number than Class I
and Class II elements together. Class III
families are related to spumaviruses such
as human foamy virus, and they are char-
acterized by 5-bp target site duplications
(Table 6).

Structural features of LTR retrotransposons
A typical retrovirus is inserted into the
genome in the form of a provirus con-
taining two copies of 200 to 3000-bp long
LTRs, which are identical to each other
at the time of insertion (Fig. 8). Most
LTRs have conserved 5′-TG and CA-3′
termini, but in some families such as
HERVK11 and HERVK11D, LTRs con-
tain TA-3′ termini instead of CA-3′. The
internal portion of a provirus is defined
as a sequence flanked by LTRs. Usually

Tab. 3 Classification of human LTR retrotransposons.

Human LTR
retrotransposons

Percentage of
the genome [%]

Target site
duplications [bp]

Related exogenous
retroviruses

Age [Myr]

Class I 2.5 4–5 Gamma retroviruses (C typea):
Murine leukemia virus

20–80

Class II 0.5 6 Beta retroviruses (B typeb, D
typec): mouse mammary
tumor virus; Mason–Pfizer
monkey virus; lentiviruses

1–35

Class III 6 5 Spumaviruses: human foamy
virus

20–150

Distinctive features seen in transmission electron micrographs:
aCentral and spherical viral core, ‘‘C particles’’.
bAccentric and spherical viral core, ‘‘B particles’’.
cCylindrical core, ‘‘D particles’’.
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Tab. 4 Class I endogenous retroviruses.

Family name Names in repbase update Alternative
namesa

Coding status tRNAb

Internal portion LTR

HERV-I HERVI LTR10B, RTVL-I Gag, PR, RT, RH, I
LTR10A,
LTR10C,
LTR10E

IN, ENV

HERVIK10D HERVIP10D LTR10D Gag, PR, RT, RH,
IN, ENV

K

HERVIP10F HERVIP10F LTR10F Gag, PR, RT, RH,
IN, ENV

I/P

HERVIP10FH HERVIP10FH LTR10F Nonautonomous I/P
HERV-E HERVE LTR2 Gag, PR, RT, RH,

IN, ENV
E

Harlequin HARLEQUIN LTR2B, LTR2C Nonautonomous E
HERV3 HERV3 LTR4 BaEV, HERV-R,

ERV3
Gag, PR, RT, RH,

IN, ENV
R/L

HERV15 HERV15I LTR15 RRHERV-I,
HSRIRT

Gag, PR, RT, RH,
IN, ENV

I

HERV17 HERV17 LTR17 HERV-W Gag, PR, RT, RH,
IN, ENV

R/W

HERVS71 HERVS71 LTR6A, LTR6B S71 Gag, PR, RT, RH,
IN, ENV

T

HERV9 HERV9 LTR12, LTR12B,
LTR12C,
LTR12D,
LTR12E

HERV-pHE1,
ERV9, PTR5,
HRES-1/1

Gag, PR, RT, RH,
IN, ENV

R

MER52AI MER52AI MER52A Gag, PR, RT, RH, P
MER52B,
MER52C,
MER52D

IN

HERVG25 HERVG25 LTR25 Gag, PR, RT, RH,
IN, Env

G

HUERS-P3 HUERS-P3 LTR9 HuRRS-P, HERV-P Gag, PR, RT, RH,
IN, Env

P

HUERS-P3B HUERS-P3B LTR9B Nonautonomous
Env

P

HUERS-P2 HUERS-P2 LTR1, LTR1B,
LTR1C,

Nonautonomous
Gag

P

LTR1D
HUERS-P1 HUERS-P1 LTR8, LTR8A ? P
HERV-H HERVH LTR7A, LTR7B RTVL-H, RTVL-H2,

RGH
Gag, PR, RT, RH,

IN, Env
H

HERV19 HERV19I LTR19A Nonautonomous F
HERVFH19 HERVFH19I LTR19B, LTR19C, HERV-F Gag, PR, RT, RH,

IN, Env
F

(continued overleaf )
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Tab. 4 (continued)

Family name Names in repbase update Alternative
namesa

Coding status tRNAb

Internal portion LTR

HERVH48 HERVH48I MER48 HERV-Fb Gag, PR, RT, RH,
IN, Env

F

HERVFH21 HERVFH21I LTR21A, LTR21B HERV-XA34, Gag, PR, RT, RH, F
HERV-F(XA34) IN, Env

HERV46 HERV46I LTR46 Gag, PR, RT, RH,
IN, Env

F

PABL−A PABL−AI PABL−A HERV-Rb Nonautonomous R/L
PABL−B PABL−BI PABL−B Gag, PR, RT, RH,

IN, Env
R/L

LOR1 LOR1−I LOR1 Nonautonomous E
MER51 MER51I MER51A-E Nonautonomous E

MER4
MER110 MER110I MER110,

MER110A
? ?

HERV23 HERV23I LTR23 Nonautonomous ?
HERV30 HERV30I LTR30 Gag, PR, RT, RH,

IN, Env
R/L

MER34B MER34B−I MER34B Nonautonomous ?
HERV35 HERV35I LTR35 Nonautonomous ?
HERV38 HERV38I LTR38, LTR38B-C Nonautonomous M
HERV39 HERV39 LTR39 Nonautonomous R
HERV43 HERV43I LTR43 Nonautonomous

(Env only)
H

HERV45 HERV45I LTR45, LTR45,
LTR45B-C

? PR, RT, RH, IN ?

HERV49 HERV49I LTR49 Nonautonomous ?
HERV70 HERV70−I LTR70 Nonautonomous ?
PRIMA4 PRIMA4−I PRIMA4−LTR Gag, PR, RT, RH,

IN, Env
R/W

MER4I MER4I MER4 Nonautonomous R/W
MER4BI MER4BI MER4B Nonautonomous

(+remnants of
class III-derived
gag and pol)

R/F

MER41 MER41I MER41A-B, D-G Nonautonomous R/W
PRIMA41 PRIMA41 MER41C Gag, PR, RT, RH,

IN, Env
R/W?

MER57 MER57I MER57A, MER57B HERV-HS49C23 Nonautonomous S

Notes: Internal sequences are not reconstructed yet for LTR24, LTR24B, LTR24C, LTR26, LTR26E,
LTR27, LTR27B, LTR28, LTR29, LTR31, LTR34, LTR36, LTR37A-B, LTR44, LTR48, LTR48B, LTR51,
LTR54, LTR54B, LTR56, LTR58, LTR59, LTR60, LTR61, LTR65, LTR68, LTR72, LTR72B, LTR73, LTR76,
LTR77, MER4C, MER4D, MER4E, MER72, MER72B, MER90.
aNames given to partially sequenced retroviruses, and secondary names given to individual
sequences of retroviruses whose consensus sequences were deposited in repbase update
much earlier.
btRNAa are designated by the corresponding one-letter amino acid code.
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Tab. 5 HERVK-like endogenous retroviruses (class II).

Family Internal portion LTRs Alternative names

HERVK10 HERVK LTR5 HERV-K(HML-2)
HERVK3 HERVK3I LTR3, LTR3B HERV-K(HML-6)
HERVK11 HERVK11I MER11A, MER11B, MER11C HML-8
HERVK11D HERVK11DI MER11D HML-7
HERVK9 HERVK9I MER9 HML-3
HERVK22 HERVK22I LTR22, LTR22A, LTR22B HML-5
HERVK13 HERVK13I LTR13 HML-4
HERVK14 HERVK14I LTR14A, LTR14B HML-1
HERVK(C4) HERVKC4 LTR14 HML-10
HERVK14C HERVK14CI LTR14C
HERVK(HML9) HERVK(HML9)I HERVK(HML9)−LTR HML-9

Tab. 6 HERV-L-like endogenous retroviruses (class III).

Family Repbase update ENV

Internal portion LTRs

HERV-L HERVL MLT2A1, MLT2A2
ERVL ERVL MLT2B1, MLT2B2
HERVL68 HERVL68I MER68A, MER68B
HERVL74 HERVL74 MER74, MER74A-C
HERV16 HERV16 LTR16, LTR16A, LTR16A1, LTR16C-D
HERV18a HERV18 LTR18A, LTR18B +
HERV32 HERV32 LTR32
HERVL40 HERVL−40 LTR40A, LTR40B, LTR40C
HERV47 HERV47 LTR47A, LTR47B
HERVL66 HERVL66I LTR66 +
HERV52 HERV52I LTR52
HERV57 HERV57I LTR57
HERVL70 MER70I MER70A, MER70B
THE1B THE1BR THE1B
MSTA MSTAR MSTA
MLT1 MLT1R MLT1
MLT1C MLT1CR MLT1C
Unknown Unknown LTR33, LTR33A, LTR41, LTR42, LTR50, LTR53, LTR67,

LTR69, LTR75, MER54, MER54A, MER54B, MER73,
MER74B, MER88, MaLRs, MLT2-like, MLT1-like

aThis family is also known as HERV-S.

it is several kb long, and encodes a
set of proteins necessary for the retro-
viral life cycle. These proteins are en-
coded by the gag (group specific antigen),

pro (protease), pol (polymerase), and env
(envelope) genes (Fig. 8). Also, some Class
II and Class III retroviruses encode
deoxyuridine triphosphatase (dUTPase).
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Fig. 8 The general structure of LTR retrotransposons. (a) Structural features of a provirus.
Black circles indicate target site duplications; LTR, long terminal repeat; ← , primer binding
site; �, packaging signal; gag, capsid protein gene; pro, protease gene; pol, polymerase gene;
env, envelope protein gene; �, deoxyuridine triphosphatase (dUTPase), which lies between
gag and pro in some Class III retroviruses, and between pol and env in Class II retroviruses.
PPT stands for polypurine tract. The pro gene encodes the protease (PR), involved in the
processing of the gag-, pol-, and env-encoded proteins. The pol gene encodes the reverse
transcriptase (RT), ribonuclease H (RH), and integrase (IN). The env gene encodes the
surface (SU) and transmembrane (TM) proteins. Typically, the gag gene encodes the matrix
(MA), capsid (CA), and nuclear capsid (NC) structural proteins. (b) Schematic structure of a
retroviral particle. The viral envelope (green) is made of a host-cell-produced lipid bilayer. It
harbors multiple complexes formed by the env-encoded TM and SU components linked
together by disulfide bonds. The retroviral capsid formed by the CA surrounds two RNA
copies of the retrovirus, tRNAs, RT, IN, and PR. (See color plate p. xxiii).

Historically, LTR retrotransposons were
viewed as endogenous retrovirus-like el-
ements that did not encode the env
protein. Currently, they are considered

as nonautonomous retrovirus-derived el-
ements, and the originally introduced
distinction between retroviruses and LTR
retrotransposons is becoming obsolete.
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Gag is a multifunctional structural
polyprotein separated into matrix, capsid,
and nucleocapsid structural proteins by
the pro-encoded protease (PR), which is
related to cellular aspartic proteases.

The pol gene encodes a polyprotein
precursor processed by the protease to
reverse transcriptase and integrase. RT
contains a ribonuclease H domain (RH),
which digests RNA strands in RNA–DNA
duplexes. RT encoded by LTR retrotrans-
posons is capable of both RNA- and
DNA-dependent DNA syntheses. It is the
most conserved endoretroviral protein.
The retroviral IN may be distantly related
to DD35E transposases (see Sect. 3.3.2).

The env-encoded protein precursor is
cleaved by the protease into the enve-
lope, surface and transmembrane glyco-
proteins. It is thought that viral particles
bind host cells through interactions be-
tween the surface glycoproteins and spe-
cific cell surface receptors (Fig. 8). Such
interactions trigger fusion of the cell and
virus membranes, followed by intrusion of
the virus into the cell cytoplasm.

Transcription Transcription of the pro-
virus starts at the pol II promoter present in
the long terminal repeat (see LTR; Fig. 8a;
Fig. 9). LTR is composed of three regions,
called U3, R, and U5. The U3 region
contains the pol II promoter. Additional
signals affecting transcription, including
enhancers, were also detected in the U3
region. The start of the LTR transcrip-
tion corresponds to the U3-R boundary.
Conversely, the R-U5 boundary is de-
fined by the transcription stop-site. The
transcription termination is mediated by
the AATAAA or ATTAAA polyadenyla-
tion signals usually present in the U3
region. Therefore, the transcription is
terminated in the second LTR only. In
some retroviruses, including HIV, the

polyadenylation signal is placed down-
stream of the U3-R boundary. However,
the first LTR is still bypassed during tran-
scription, presumably due to suppression
of the transcription termination by a small
distance between the transcription start-
site and the polyadenylation signal.

Reverse transcription Reverse transcrip-
tion of retroviral RNAs occurs in the cyto-
plasm of the infected host cell. It begins
either when the viral particles enter the cy-
toplasm or when nuclear transcription of
the already integrated provirus produces
its functional RNA. The cytoplasmic local-
ization of the retroviral reverse transcrip-
tion is in sharp contrast to nucleus-based
reverse transcription of non-LTR retro-
transposons (Fig. 4). The retroviral reverse
transcription is believed to follow a mul-
tistep process outlined schematically in
Fig. 9 and described below.

1. The reverse transcription starts with the
minus-strand DNA synthesis primed by
the 3′ end of a tRNA molecule annealed
to the primer binding site (PBS).
Usually, the PBS is complementary to
the ∼18-bp 3′ end of the virus-specific
tRNA that starts just a few nucleotides
downstream of the U5 region.

2. Minus-strand DNA synthesis proceeds
to the 5′ end of the RNA, producing
a 100 to 150 bp DNA molecule called
minus-strand strong-stop DNA, which is
released from the original RNA–DNA
duplex by the RNaseH mediated diges-
tion of the complementary RNA.

3. Following the digestion, the minus-
strand strong-stop DNA performs the
first strand transfer, annealing to the
R-region at the 3′ end of the plus-
strand RNA.

4. After the strand transfer, minus-strand
DNA synthesis continues, and it is
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Fig. 9 Reverse transcription of the retroviral RNA. Dotted lines
mark newly synthesized DNAs; green, plus-strand DNA; red,
minus-strand DNA; RH, RNaseH digestion of RNAs. (See color
plate p. xxiv).

accompanied by digestion of the RNA
template, except for a short RNaseH-
resistant polypurine tract (PPT).

5. The 3′ end of the PPT primes plus-
strand DNA synthesis, which continues
until the PBS-like portion of the tRNA
molecule is reverse transcribed. As a
result, the so-called plus-strand strong-
stop DNA is generated.

6. RNaseH digests the PBS-annealed
tRNA molecule.

7. The second strand transfer is per-
formed by annealing the complemen-
tary PBS segments present at the
termini of the plus-strand and minus-
strand DNAs.

8. The plus and minus DNA strands
serve as templates for each other.
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The replication is completed when RT
synthesizes the entire plus and minus
DNA strands. The final product is a
linear duplex DNA.

Life cycle of LTR retrotransposons The life
cycle of an LTR retrotransposon starts
with the transcription of its provirus
copy integrated in the genome. The
resulting mRNA is transported from the
nucleus to the cytoplasm, where it is
translated. Usually, reverse transcription
of the proviral mRNA occurs in the
viral particles in the cytoplasm. The
resulting cDNA is then transported back
to the nucleus, together with the retroviral
integrase where the integrase inserts the
cDNA into the host genome, producing
a new provirus flanked by identical LTRs
and short TSDs.

Subsequent homologous recombination
between the LTRs may result in elimi-
nation of the provirus with the exception
of a solo LTR (Fig. 10). The number of
endogenous retroviruses that retain their
internal portions flanked by both LTRs is
about ten times smaller than the number
of solo LTRs. Therefore, recombination
between the flanking LTRs is a significant
factor in elimination of LTR retrotrans-
posons. Gene conversion between LTRs
can also occur at a very low rate. Therefore,

the average divergence between provi-
ral LTRs does not adequately reflect the
age of the corresponding family of LTR
retrotransposons.

RNA recombination of LTR retrotransposons
LTR retrotransposons copackage two
copies of their RNAs, which can recom-
bine with each other, in the same viral
particle. Two RNAs representing essen-
tially distinct LTR retrotransposons can
also be copackaged together if they share
similar ψ packaging signals. Retroviral re-
combination is usually mediated by the
RNA template switch that occurs during
minus-strand DNA synthesis, when RT
is paused by a break in the reverse tran-
scribed RNA. The RT pausing can also be
caused by a specific secondary structure of
the RNA template and by internal repeats.

Characteristics of human LTR retrotrans-
posons The most abundant and ancient
group of LTR retrotransposons preserved
in the human genome are class III retro-
transposons (Table 6). For example, the
HERVL16 and HERVL33 families are
more than 200 million years old. Despite
their high abundance, they have remained
undetected for a long time due to their ex-
tensive modification by mutations. Most

Fig. 10 Formation of a solo
LTR through the illegitimate
recombination between
proviral LTRs.

Recombination

Heteroduplex formation

+

Solo LTR
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Class III families of retroelements re-
constructed so far are nonautonomous,
including HERV-L, which was discovered
as the first representative of class III ele-
ments. For example, the HERV-L family
does not contain env, HERVL66 misses
gag and protease, and HERVL68 does not
encode any proteins at all. The most abun-
dant Class III families are MaLRs (Mam-
malian apparent LTR retrotransposons)
and THE1 elements, which probably did
not encode any functional proteins at the
time of their activity. MaLRs (THE1) were
recently classified as members of Class
III based on the observation that some of
their noncoding sequences were derived
from HERV-L-like elements. HERV18 was
the first Class III element found to con-
tain env. Many different families of LTR
retrotransposons are still represented by
their LTRs only. As shown in Tables 4 and
6, these families were reliably assigned to
their proper classes based on similarities
to LTRs from classified retroelements.

Class I LTR retrotransposons (Table 4)
include dozens of nonautonomous fami-
lies that are members of the same group,
also called the MER4 or MER4I group af-
ter the MER4 element that was discovered
over a decade ago and later identified as
an LTR flanking the internal portion of
a retrovirus-like element (MER4I). Other
Class I families of LTR retrotransposons
were discovered and classified on the ba-
sis of their sequence similarity to MER4I.
All these families are characterized by 4-
bp target site duplications. Analogously to
MaLR and THE1 elements, the originally
discovered MER4I-like retrotransposons,
do not code for any proteins. Further-
more, the human genome also harbors
autonomous Class I families whose mem-
bers were ancestral to nonautonomous
MER4I-like elements. For example, the in-
ternal portion of the PRIMA4 autonomous

retrovirus is similar to the entire MER4I
sequence; even their LTRs are similar.
Analogously, the autonomous PRIMA41
retrovirus is an ancestor of the MER41
family of MER4I-like nonautonomous el-
ements. Class I elements were involved
in vigorous multiple recombinations be-
tween RNA copies of different retroviruses.
As a result, many Class I families are
chimeras composed of parts that came
from retroviruses dissimilar to each other,
for example, Harlequin.

Class III and Class I elements were
probably engaged in extensive comple-
mentation, meaning that various families
mutually assisted each other by shar-
ing necessary enzymatic and packaging
activities. For instance, the RNA of nonau-
tonomous proviruses can be copackaged
into functional viral cores produced by
autonomous LTR retroelements and ex-
ogenous retroviruses. These viral cores can
be released from the host cell and can
infect other cells. Given the low fidelity
of reverse transcription (∼10−5 per nu-
cleotide per cDNA molecule), the original
nonautonomous retrovirus can be dramat-
ically transformed after multiple rounds
of reverse transcription and intercellular
migrations. As a result of such transfor-
mation, the similarity between the original
provirus and the transformed retrotrans-
poson can wane rather fast.

Human Class II elements are repre-
sented by 11 families (Table 5) with ages
ranging from ∼35 million to less than
5 million years. The oldest Class II family
is HERVK22. On the other hand, some
HERVK10 elements are polymorphic in
the human population, and contain nearly
intact ORFs coding for the standard retro-
viral proteins. In addition to the standard
proteins, some HERVK elements encode
dUTPase and K-Rev. The latter is a 105-aa
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protein, also called cORF, which is a func-
tional homolog of the HIV Rev protein.
K-Rev mediates nuclear export of the un-
spliced HERVK RNA by binding to both
the host Crm1 nuclear export factor and to
a cis-acting retroviral RNA target.

Mechanisms of retroviral evolution are
poorly understood since very few inter-
mediate forms of exogenous retroviruses
are available for analysis. Therefore, LTR
retroelements deposited in mammalian
genomes provide us with a unique op-
portunity to study retrovirus-like ele-
ments, which became extinct millions of
years ago.

3.3
DNA Transposons

All DNA transposons detected in the
human genome represent the so-called

cut-and-paste category since they use
excision from host DNA (cut) followed
by reinsertion (paste) as two basic steps
in their life cycle. Both steps are medi-
ated by the transposon-encoded enzyme
called transposase, which recognizes termi-
nal inverted repeats (TIRs; Fig. 11). The
transposon insertion is accompanied by
target site duplication.

The cut-and-paste process is thought to
be associated with the active replication
process. As shown in Fig. 12, the excision
is more likely in already replicated DNA
segments, whereas the insertion occurs
preferentially in nonreplicated segments.
On the basis of this model, the predicted
multiplication rate of cut-and-paste DNA
transposons is 1.5 per replication cycle; but
the real rate is expected to vary between 1
and 1.5.

To date, no active DNA transposons have
been found in the human genome. All
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[TSD]
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Fig. 11 Schematic structure of autonomous and nonautonomous DNA transposons.

Fig. 12 Relationship between
DNA transposition and host
replication.
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basic properties of human DNA trans-
posons were deduced from sequence anal-
ysis of human repetitive DNA, followed
by reconstruction of DNA and protein se-
quences encoded by once-active elements.
On the basis of their structural common-
alties, eukaryotic DNA transposons can be
divided into eight different superfamilies,
of which six are represented in the hu-
man genome (Table 7). DNA transposons
that belong to the same superfamily, even
those from different vertebrates, plants,
and insects, are characterized by common
structural hallmarks such as similar TIRs,
transposases, and the same characteris-
tic sizes of TSDs. Additional superfamily
characteristics include conserved termini
of TIRs, usually 2 to 3 bp long. Like
other classes of TEs, DNA transposons are
represented by autonomous and nonau-
tonomous elements.

The human genome harbors families
derived from over 29 autonomous trans-
posons. Of these, over 25 belong to the hAT
and mariner/Tc1 superfamilies (Table 8).
However, only 13 of them have been recon-
structed and characterized in more detail.
Some of the most abundant families of

nonautonomous hAT elements, such as
MER5A and Cheshire A, are represented
by more than 104 copies each. Overall,
the transposon-derived interspersed re-
peats account for ∼5% of the human
genomic DNA.

3.3.1 hAT-like Transposons
The superfamily of hAT-like elements was
named after the initials of hobo, Activator
and Tam transposons identified in the fruit
fly and maize. They are flanked by ∼15-
bp terminal inverted repeats that include
characteristic 5′-CA and TG-3′ termini, and
generate 8-bp target site duplications upon
integration in the genome. Autonomous
hAT-like transposons are ∼3000-bp long
and encode ∼500-aa transposase similar
to transposases encoded by all known
hAT-like transposons detected in different
eukaryotic species. Analogously, the ORFs
in the human hAT-like transposons are
also expected to encode the transposases.

The most abundant hAT elements
are the nonautonomous deletion prod-
ucts of the corresponding autonomous
transposons. They retain TIRs, but the

Tab. 7 Superfamilies of cut-and-paste DNA transposons represented in
humans.

Superfamily Related bacterial
transposases

Termini TSDs

Mariner/Tc1 IS630 CA-TG 2 (TA)
hAT – CA-TG 8
piggyBac – CCC-GGG 4 (TTAA)
MuDra IS256 GGG-CCC 9–10
Harbingerb IS5 GGG-CCC 3
Pc – CA-TG 7–8

aOnly nonautonomous Ricksha has MuDr hallmarks: 9-bp TSDs, 70-bp
TIR, 5′-GGG and CCC′- 3′ termini.
bHarbinger- and
cP – like transposases are present as single-copy genes conserved in
mammals including humans.
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Tab. 8 Families of DNA transposons identified in the human genome.

Superfamily Autonomous elements Nonautonomous elements %

hAT Blackjack MER81, MER94 0.06
Charlie1 Charlie1A, Charlie1B 0.21
Charlie2 Charlie2A, Charlie2B 0.08
Charlie3 MER1A, MER1B 0.11
Charlie4 MER80 0.05
Charlie5 MER3, MER33 0.40
Charlie6 0.04 · 10−1

Charlie7 0.04
Charlie8 Charlie8A, MER102 0.08
Charlie9 MER112 0.03
Charlie10 MER5A, MER5B, MER5C 0.42
Cheshire Cheshire−A, Cheshire−B (MER58, MER58A-C) 0.31
Zaphod Zaphod2 (Fordprefect) 0.03
Unknown MER20, MER20B, MER30, MER30B, MER45,

MER45A-C, MER45R, MER63A-D,
MER69A-C, MER91A-C, MER96, MER96B,
MER97A-C, MER99, MER106, MER106B,
MER107, MER117, MER119, ORSL

0.54

2.4

Mariner/Tc1 Golem (Tigger3) Golem−A, Golem−B, Golem−C (Tigger3) 0.14
HSMAR1 MADE1 0.04
HSMAR2 0.04
HSTC2 MER104, MER104A-C, Kanga1, Kanga2 0.06
Tigger1 0.32
Tigger2 MER28 (Tigger2a) 0.15
Tigger5 TiggerA-B 0.01
Tigger6 Tigger6A-B 0.03
Tigger7 MER44A-D 0.09
Zombi (Tigger4) Zombi−A-C 0.03
Unknown MARNA, Tigger8, Tigger9, MER2, MER2B,

MER6, MER6A-C, MER8, MER53,
MER82

1.95

2.8

piggyBac Looper MER75, MER85 0.02

MuDR Unknown Ricksha, Ricksha−0 0.03
Merlin1−HS 0.01 · 10−3

Unclassified Unknown MER81, MER94, MER121, MER122, MER103,
MER105, MER113, MER116

0.13

transposase is either partially or com-
pletely deleted. Typically, the number of
nonautonomous copies representing a par-
ticular hAT family is at least an order of
magnitude higher than the copy number of
the corresponding autonomous elements.

Sometimes, nonautonomous elements
differ from their autonomous compan-
ions by possessing additional internal
fragments (for example, MER5A-B and
Charlie10). It is possible that these addi-
tional fragments represent genomic DNA
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captured by the nonautonomous trans-
posons (analogously to MuDR transposons
in the Arabidopsis thaliana genome).

The most abundant human hAT fami-
lies are Charlie10, Charlie5, Cheshire and
their nonautonomous companions repre-
sented by ∼60 000, ∼50 000 and ∼40 000
copies respectively (see Table 8). As in-
dicated above, there are no active DNA
transposons in the human genome. The
youngest hAT elements are Charlie3 re-
peats that are ∼8% diverged from their
family consensus sequence. Given the
standard neutral mutation rate in the
human genome, this corresponds to
∼35 million years. Most of the human
hAT-like families are much older and they
might have been active in a common an-
cestor of primates and rodents.

3.3.2 Mariner/Tc1-like Transposons
The Mariner/Tc1 superfamily reflects the
names of the two founding DNA trans-
posons mariner and Tc1, first discov-
ered in the Drosophila melanogaster and
Caenorhabditis elegans genomes. Members
of this superfamily are characterized by
2-bp target site duplications (usually TA),
by ∼28-bp TIRs, and by the 5′-CA. . .TG-
3′ termini. However, some elements may
have different termini; for example, HS-
MAR1 and HSMAR2 are characterized by
the 5′-TT. . .AA-3′ and 5′-CG. . .CG-3′, re-
spectively. Mariner/Tc1 transposases are
distantly related to a broad set of bacterial
transposases similar to that encoded by
IS630 insertion element, and are charac-
terized by the conserved DD35E motif.

3.3.3 piggyBac-like Transposons
The piggyBac superfamily includes DNA
transposons with TTAA TSDs, the ∼15-
bp terminal inverted repeats, the 5′-CCC
and GGG-3′ termini, and the unique

piggyBac transposase. The piggyBac trans-
poson was first discovered as an active
mobile element in the cabbage looper,
Trichoplusia ni. The human transposon
called Looper was the first piggyBac-like
element identified outside cabbage looper.
It was reconstructed from copies trans-
posed ∼100 million years ago. Since then,
piggyBac-like elements were identified in
nonmammalian vertebrates, insects, and
fishes. In addition to Looper, the human
genome harbors MER75 and MER85 trans-
posons that were active 10 to 50 million
years ago. Only ∼2000 copies of the
piggyBac-like elements are present in the
human genome.

3.3.4 MuDR-like Transposons
MuDR/Mu transposons, also known as
Mutators, were first discovered in maize.
They are characterized by 9 to 10-bp TSDs
and by ∼70 to 400-bp TIRs, typically end-
ing with 5′-GGG and CCC-3′ conserved
termini. However, some families of MuDR
transposons in the A. thaliana genome can
transpose without any discernible TIRs.
Different autonomous MuDR transposons
encode similar MuDR-like transposases,
which share common conserved mo-
tifs with bacterial IS256-like transposases.
Currently, only two families of MuDR-
like transposons are known to be harbored
by the human genome. One of them
is represented by the nonautonomous
transposons Ricksha and Ricksha 0, and
characterized by 9 to 10-bp TSDs, ∼70-bp
TIRs, and 5′-GGG and CCC-3′ termini.
Ricksha and Ricksha 0 were active 40 to
100 million years ago and are present in
only ∼1000 copies in the human genome.
Ricksha is a composite transposon that
differs from Ricksha 0 by having a ∼700-
bp insertion of the HERVL endogenous
retrovirus including its long terminal re-
peat (MLT2B). Presumably, the HERVL
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provirus was inserted into an active Rick-
sha 0 copy, which amplified into the
Ricksha subfamily. A second family of hu-
man MuDR-like transposons was reported
recently as the Merlin1 HS autonomous
transposon, which encodes a transposase
that is the most similar to the IS1016
bacterial transposase. Since the IS1016
and IS256 transposases are distantly re-
lated, Merlin1 HS can be considered to
be a member of the MuDR superfam-
ily, quite different from standard MuDR
transposons. Merlin1 HS is characterized
by the 8-bp TSDs and 21-bp TIRs with
5′-GGA and TCC-3′ termini. The human
genome harbors fewer than 100 copies
of Merlin1 HS. They are ∼20% diver-
gent from the consensus sequence, which
indicates their activity some 100 million
years ago.

4
Repetitive Elements and Human Diseases

The potential pathogenic impact of repet-
itive elements can manifest itself through
a broad spectrum of pathways. The first
category of disorders is linked to the
expression of active TEs, particularly to
the production of proteins. Such proteins
can interfere with cellular processes and,
most importantly, they can provoke host
immune reactions against cells contain-
ing TE antigens. The second group of
pathogenic effects linked to repetitive DNA
includes mutations and genetic rearrange-
ments such as satellite expansion, repeat
insertions, deletions, illegitimate recombi-
nation, or nucleolytic activity of proteins
encoded by TEs. These mutations can oc-
cur both in germline or somatic cells.

The pathogenic potential of TE-derived
protein products is far from being un-
derstood. Relevant research was done

mostly on human endogenous retro-
viruses (HERVs; Sect. 3.1.2). HERVs have
been proposed as causative agents of
autoimmune diseases such as rheuma-
toid arthritis, systemic lupus erytremato-
sus, insulin-dependent diabetes melli-
tus, and multiple sclerosis. Other po-
tentially HERV-linked disorders include
schizophrenia and several types of cancer.
In many such cases, retroviral mRNAs
or even entire particles were detected
in malignant tissues. Retroviral antigens
such as the gag gene product may indeed
trigger immune reaction against affected
tissues leading to autoimmune abnormal-
ities. However, it is still unclear whether
expression of retroviral mRNAs and pro-
teins causes or merely correlates with the
pathological processes. Increased expres-
sion of TEs is typical of many cellular
alterations including cell transformations.
This indicates that rather than inducing
the pathogenesis, the expression of TEs
may simply reflect relaxed transcription
control in malignant cells.

Repeat-induced DNA rearrangements
represent a wide range of mutation defects
related to the amplification of repetitive ele-
ments and genetic recombination. Genetic
diseases can be caused by both simple and
interspersed repeats. The unstable expan-
sions of simple sequence repeats, namely,
trinucleotides, are involved in a number
of genetic diseases. The fragile X syn-
dromes (known as FRAXA and FRAXE)
involve CGG and GGC triplet expansions.
Myotonic dystrophy can be caused by the
CTG/CAG repeat expansion. Other exam-
ples of diseases associated with moderate
expansion of CAG repeats include neural
diseases such as Kennedy’s disease, Hunt-
ington’s disease, spinocerebellar ataxia 1
(SCA1) and dentatorubropallidoluysian at-
rophy (DRPLA). The disease-related triplet
expansions are much more frequent than
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contractions, and occur primarily in GC-
rich genes.

Centromeric and telomeric repeats can
also trigger chromosomal instabilities
in the human genome. Recombinations

between both centromeric and telom-
eric satellites were reported in cases
of chromosome rearrangements, chromo-
some fragility, or jumping chromosomal
translocations.
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Fig. 13 Transposable elements and human
disease. Three different mechanisms of
TE-mediated disruptions affecting the gene
functionality: (a) intronic repeats that contain
splice donor (SD) and splice acceptor (SA) sites,
can provide a new exon. (b) Insertion of
transposable element into exon. (c) Insertion of
transposable element into intron, disrupting
proper splicing can lead to exon skipping. All
three disruptions lead to similar changes on the
mRNA level. Insertion or deletion in coding
sequences may change the reading frame, if the
indel length is not a multiple of three. Long
frameshifts are likely to induce premature stop
codon(s) into mRNA (case 1). mRNAs with
premature stop codon (i.e. located more than
50–55 bp upstream of the last exon–exon
junction) are likely to be destroyed by the
nonsense-mediated RNA decay (NMD), and the
corresponding protein is not produced. In some

cases, particularly for short frameshifts, the
random stop codon is found close enough to the
last exon–exon boundary and the protein can be
synthesized, albeit with an aberrant C-terminal
domain (case 2). Note that mRNAs completely
lacking stop codons are also destroyed by the
cellular RNA control, although by a different
pathway than the nonsense-mediated RNA
decay. Insertions containing stop codon without
change in the reading frame (case 3). Again, if
the stop is more than 50 to 55 bp 5′ from the last
exon–exon junction, the RNA is likely to be
NMD-sensitive and the protein is not produced.
Finally, if neither frameshifts nor new premature
stop codons are induced, insertions lead to
creation of a protein with a new repeat derived
domain. Exon-skippings induce deletions of
some domains. These new proteins may or may
not be functional.
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Interspersed repeats can affect alter-
native splicing and cause inclusion of
intronic repeats into cellular mRNAs. This
can alter or destroy the mRNA or pro-
tein functionality and be manifested as a
disease phenotype. Notably, Alu repeats
contain cryptic splice sites in the an-
tisense orientation that, after acquiring
specific mutations, can give rise to new
Alu-derived exons (Fig. 13a). The major-
ity of such Alu cassettes are alternatively
spliced and produce premature termina-
tion (stop) codons. The affected mRNAs
are probably destroyed by cellular mRNA
quality control machinery, particularly by
the nonsense-mediated RNA decay (NMD)
pathway, which degrades mRNAs with pre-
mature stop codons at the time of protein
translation. However, if the new exon be-
comes constitutively spliced in, the NMD
control prevents efficient translation of the
affected mRNA, and thus causes a dele-
terious phenotype at the protein level. So
far, there are two known cases of disease-
related Alu splicing into cellular mRNAs.
One, reported in a case of ornithine-delta
aminotransferase deficiency, was caused
by alternative Alu splicing, creating a pre-
mature stop codon. In a second instance,
a splice-mediated insertion of an Alu se-
quence in the precursor of alpha 3 type
IV collagen mRNA caused autosomal re-
cessive Alport syndrome in the affected
patient. The affected proteins were not ex-
pressed in either case, despite the fact that
the insertion preserved the open reading
frame in the second case.

Insertion into genomic DNA is an
integral part of the amplification of
interspersed repeats. An integration into
coding sequences is likely to cause an
insertional inactivation of the targeted
gene, which subsequently manifests itself
as a genetic abnormality. To date, there are
41 published repeat insertions associated

with human diseases (Table 9). All the
insertions are either L1 elements (14
cases), L1-dependent Alu (23 cases), or
SVA elements (4 cases). The Alu and L1
insertions come nearly exclusively from
the two active subfamilies AluY and
L1-Ta respectively (Table 9). No recent
insertions of endogenous retroviruses or
DNA transposons have been reported.

From Table 9 it is clear that some genes
are overrepresented among insertion tar-
gets, particularly coagulation factors VIII
and XI and the dystrophin gene. Further-
more, 42% (19 out of 41) of all documented
insertions are on chromosome X, which
represents only 5% of the human genome.
The bias is particularly strong for L1
insertions 11/14 (79%), and less so for L1-
dependent nonautonomous Alu and SVA
elements, which represent 26% (6/23) and
25% (1/4) of all documented insertions re-
spectively. Chromosome X is present in
only one functional copy in both males
and females, due to female imprinting
(inactivation) of one X copy. Therefore,
the X-linked genes are more vulnerable to
mutations. The excess of detected inser-
tions on the X chromosome may reflect
the detection bias for dominant pheno-
types rather than any preferential insertion
patterns on this chromosome.

The majority of insertions listed in
Table 9 occurred in exons and the remain-
ing intronic insertions appear to have dis-
rupted splicing or other essential signals
located within introns. The deleterious ef-
fect of intraexonic insertions is mainly due
to the incorporation of premature stop
codons into the reading frame and mRNA
degradation by NMD (Fig. 13b). Other de-
fects can be caused by intron inclusion
or exon skipping (Fig. 13a, c), leading to
either truncation of the protein or induc-
tion of premature stop codons and NMD
sensitivity.
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Table 9 compiles both de novo inser-
tions, such as in the case of L1-induced
Fukuyama muscular dystrophy, and inher-
ited insertions causing familial disorders,
such as an Alu insertion into the adeno-
matosis polyposis coli (APC) gene, causing
hereditary desmoid disease. The table also
contains one somatic L1 insertion that
inactivates APC, indicating that the L1
retrotransposition can take place in both
germline and somatic tissues. Most phe-
notypes caused by insertional inactivations
are negatively selected in the population
and subsequently eliminated. Neverthe-
less, in cases of nonessential genes with
mild defects, the insertions may eventu-
ally become fixed in the population. For
example, an Alu insertion seems to have
inactivated the CMP-N-acetylneuraminic
acid hydroxylase (CMAH) in the human
lineage after the evolutionary separation
of human and chimp, since all primates
except humans contain a functional copy
of CMAH. In rare cases, insertions may
even produce a positive phenotype. For
instance, AluYa5 insertion into intron 16
of angiogenesin-converting enzyme (ACE)
seems to provide protection against my-
ocardial infarction and age-related macular
degeneration, since genotypes without the
insertion have a higher incidence of the
aforementioned diseases in comparison
to individuals having Alu insertion in
both alleles.

Table 10 shows a list of the genetic
defects attributed to recombination be-
tween interspersed repeats. Preliminary
indications for linkage between Alu poly-
morphisms and genetic diseases, based
solely on polymorphism studies, are not
included. While for some genes only a
single case of recombination between in-
terspersed repeats is known, other loci in-
cluding LDLR, C1NH, alpha-globin, APC,

HEXB or MLL represent hotspots for re-
combinations. Many independent cases of
such recombination have been reported.
As in the case of insertions, there is a
detection bias for recombinations in X-
linked genes. Twelve out of 54 (22%)
deletion/duplication loci are located on
chromosome X.

In mammalian cells, two major recom-
bination pathways exist: homologous recom-
bination and nonhomologous end joining,
also known as nonhomologous recombina-
tion. In the great majority of genes listed
in Table 10, homologous recombination
between TEs was detected, but nonhomol-
ogous recombination between one or more
TEs was also found in many genes.

The majority of known rearrangements
were reported for direct repeats located
within or near one gene. While some rear-
rangements listed in Table 10 are inherited
(i.e. passed through germline cells), others
occur primarily during mitosis in somatic
tissues. This includes many leukemia-
or other cancer-related recombinations.
Figure 14 shows a model of mitotic in-
trachromosomal recombination between
direct repeats. Unequal sister chromatid
exchange produces one duplicated and one
deleted copy. Reciprocal intrachromatid
exchange, on the other hand, results in one
deletion and one circular episomal DNA,
which is frequently lost. The mechanism
is the same as for the creation of solo LTRs
(see Fig. 10). Mispairing and crossing-over
between repeats, leading to deletion, have
been reported in 54 genes, compared to
duplications in only five.

Internal indels can result in altered
lengths of the protein, if the reading
frame is preserved, or in premature
stop codons within the reading frame.
Typical outcomes of internal exon/gene
deletions and duplications are shown in
Fig. 14. RNAs with premature stop codons
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Fig. 14 Recombinations between repetitive elements and human disease.
Figure shows classical recombination between two direct intragenic repeats,
producing (a) exons duplication; and (b) exon deletion. The effects are
similar to those described in Fig. 13.

are likely to be NMD-sensitive, and the
resulting phenotype will be manifested by
lack of the corresponding protein.

The prevalence of Alu-mediated rear-
rangements is overwhelming: 55 out of
the 61 genes in Table 10 are affected by
Alu-induced recombinations. Only three
genes with L1 homologous recombina-
tions have been reported so far, and only
one case is known for endogenous retro-
viruses (Table 10). One deletion and one
translocation were induced by nonhomol-
ogous Alu-L1 recombinations. The excess
of detected Alu recombinations is proba-
bly related to the Alu genomic distribution

and structure. A typical Alu is about 300 bp
long, and this size seems to be sufficient
for efficient homologous recombination
in mammalian cells, where the mini-
mal length requirement is around 150 bp.
Alus are by far the most frequent repeats
found in human genes. L1 and endoge-
nous retroviruses are underrepresented in
GC- and gene-rich regions and are often
truncated or rearranged. The rearrange-
ments disrupt the long sequence similarity
necessary for homologous recombination.
In summary, Alu elements frequently pro-
vide closely spaced, highly identical copies
prone to recombination in GC-rich and



Anthology of Human Repetitive DNA 295

gene-rich regions, and thus represent the
main risk for human genetic disorders
caused by recombination between repeti-
tive elements.

Alu sequences contain several regions
with elevated occurrence of recombination
breakpoints. These include promoters and
the AT-rich linker between the left and
right Alu monomer. Moreover, Alu el-
ements harbor a 26-bp motif (positions
22–47 at the Alu consensus), possibly
associated with increased frequency of
recombination. The region contains the
pentanucleotide motif core CCAGC, which
is also part of chi, and an 8-bp sequence
known to stimulate recBC-mediated re-
combination in Escherichia coli.

Alu repeats have also been implicated
in the etiology of some recurrent so-
matic chromosome rearrangements de-
tected in neoplastic tissues. The large-
scale rearrangements lead to visible
karyotype changes such as Philadelphia
translocation, which is associated with
chronic myelogenous leukemia. Chromo-
somal aberrations found in cancers result
in loss of heterozygosity and in cancer
progression. Apart from somatic translo-
cation, nonlethal cytogenetically balanced
chromosomal translocations in germline
cells can lead to constitutional congenital
disorders. An Alu-mediated translocation,
t(9;11)(p23;q23), was shown to cause a fa-
milial form of the bipolar affective disorder
(manic depression). Also, a patient with
translocation t(1;19)(q21.3;q13.2) induced
by nonhomologous Alu-L1 recombination
was diagnosed with brain atrophy, ataxia,
and mental retardation.

Some rearrangements may protect
against deleterious changes. For example,
the reciprocal translocation t(11;22)(q24;
q12) fusing the Ewing’s sarcoma (EWS)
gene on 22q.12 with the FLI1 gene on
11q.24, is associated with about 80%

of primitive neuroectodermal tumors, in-
cluding Ewing’s sarcoma. However, a
2.4 kb Alu-mediated deletion in ESW in-
tron 6, located near the translocation
hotspot, seems to stabilize the region,
since the carriers of this allele have a ten-
fold decreased incidence of EWS compared
to populations without the 2.4 kb deletion.

In summary, repetitive elements con-
tribute to human diseases through a
variety of mechanisms. While the patho-
genetic effects of repeat-encoded mRNAs
and proteins are still debatable, repeat
insertions and recombinations are sig-
nificant contributors to genetic variability
and abnormalities. The overall frequency
of such events is unknown. Typical PCR-
based detection of human mutations fails
to amplify many large-scale variations,
and the resulting defects are likely to be
underrepresented in mutation databases.
Also, germline recombination producing
large rearrangements can terminate em-
bryonic development in early stages, thus
providing no opportunity for prenatal
diagnostics.

The impact of retrotransposon inser-
tions is small compared with the effect
of deletions. Insertions correspond to
about 0.1% of all human diseases. Alu-
mediated recombinations are estimated
to contribute to only 0.3% of human
diseases. However, since large rearrange-
ments (about 7.4% of all human muta-
tions) often lack precise determination of
breakpoints, it is possible that the impact
of Alu recombination is higher.

5
Potential Contribution of Repetitive DNA to
Cellular Functions

Satellites and TEs are thought to be in-
volved in a broad variety of processes
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directly related to the host cell. They can
affect host replication, imprinting, gene
silencing, transcriptional and posttran-
scriptional regulation, alternative splicing,
and evolution of genes and proteins. Below
are critically reviewed examples of such
involvements.

It is believed that alpha satellites
are functional elements in human cen-
tromeres, and they bind key proteins in-
volved in host replication (see Sect. 2.2.1).
However, the complete lack of alpha
satellites in de novo-created (functional)
neocentromeres indicates that they may
represent well-adapted selfish DNA.

It has been proposed that L1s may
be involved in inactivating chromosome
X in female somatic cells. This view is
based on the observed overrepresentation
of L1 elements on human chromosome X,
particularly near the X inactivation center.
However, the lack of L1 clusters in the
mouse X inactivation center indicates that
L1 accumulation near the inactivation start
may not be functionally related to the
imprinting of the X chromosome.

As mentioned in Sect. 3, TEs contain
different transcription regulation sites
including promoters, enhancers, and
polyadenylation signals. Accordingly,
insertions of TEs into regulatory regions
may alter the gene expression, and thus
they can be negatively selected. For
example, the majority of L1 and HERV
elements present in introns are in the
opposite orientation to the transcription
direction of the corresponding genes.
The most likely explanation is that
polyA signals of these retrotransposons
prematurely terminate the transcription
if inserted in the direct orientation.
Nevertheless, at least some TE-derived
polyA signals may be recruited by cellular
genes. Pol II transcription signals encoded
by endogenous retroviruses and DNA

transposons may serve as mobile ‘‘ready-
to-use’’ blocks involved in the evolution
of host genes. In several cases, TE-derived
promoters and enhancers are incorporated
into human genes. However, repetitive
elements are found in many genomic
regions, including promoters. Therefore,
repeats present in these regions may be
tolerated rather than being functional.

Potentially important regulation of
genes by TEs may also occur at the RNA
level. Antisense transcripts from promoter
regions of TE inserted into introns can
inhibit gene expression. For instance, a
HERV-K element inserted into intron 9 of
complement C4 gene in the orientation op-
posite to the gene transcription produces
an antisense mRNA modulating the gene
expression. Transposable elements are fre-
quently found in untranslated regions of
many mRNAs. Therefore, these mRNAs
can also be regulated by transcripts derived
from other similar copies of genomic TEs.
Expressed SINE sequences can be acquired
by the host as novel RNA genes. Indeed,
BC200, a small RNA gene expressed in
the primate brain, is the best-studied ex-
ample of an Alu element recruited by
the genome.

Protein-coding TEs can also be recruited
as host protein-coding genes. Table 11 lists
examples of TE-derived genes present in
the human genome. Well-known exam-
ples of such genes are V(D)J recombinase
and syncytin. V(D)J recombinase, which
catalyzes rearrangements of immunoglob-
ulin and T-cell receptor genes in lym-
phocytes, shares enzymatic characteristics
with mariner/Tc1-like DNA transposases.
Syncytin, a cell-fusion protein probably
participating in placental morphogenesis
and antiviral defense, was derived from
the env gene encoded by the HERV17
(HERV-W) retrovirus. While the V(D)J
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Tab. 11 Known human protein-coding genes derived from transposable elements.

GenBank ID Gene name Related transposon family Type

pID 7959287 KIAA1513 Tc1/Pogo/Tc2 DNA transposon
pID 7662294 KIAA0766 hAT DNA transposon
pID 7513096 JRKL Tc1/Pogo DNA transposon
pID 7513011 KIAA0543 hAT/Tip100/Tip100 DNA transposon
pID 7243087 KIAA1353 hAT DNA transposon
pID 7243087 Buster2 hAT DNA transposon
pID 7021900 hAT/Charlie3 DNA transposon
pID 6581097 Buster3 hAT DNA transposon
pID 6581095 Buster1 hAT DNA transposon
pID 6453533 piggyBac/MER85 DNA transposon
pID 4758872 DAP4,pP52rIPK hAT/Tip100/Zaphod DNA transposon
pID 4504807 Jerky Tc1/Pogo/Tigger4/Zombi DNA transposon
EST 6986275 Sancho Tc1/Pogo DNA transposon
pID 4263748 hAT DNA transposon
pID 4160548 Tramp hAT DNA transposon
pID 3413884 KIAA0461 Tc1/Pogo/Tc2 DNA transposon
pID 3327088 KIAA0637 hAT DNA transposon
pID 29863 CENP-B Tc1/Pogo DNA transposon
pID 2231380 Tc1/Mariner/Hsmar1 DNA transposon
pID 131827 V(D)J recombinase

(RAG1/2)
Tc1/Mariner DNA transposon

pID 10439762 hAT/Tip100 DNA transposon
pID 10439744 hAT/Tip100 DNA transposon
pID 10439678 hAT DNA transposon
pID 10047247 KIAA1586 hAT/Tip100 DNA transposon
BAC 4309921 piggyBac/MER85 DNA transposon
BAC 3522927 hAT/Tam3 DNA transposon
NP−776172 Harbinger DNA transposon
NT−006413 P DNA transposon
pID 4773880 Syncytin HERV-W LTR retrotransposon
pID 1196425 HERV-3 env HERV-R LTR retrotransposon
NP−055883 PEG10 Gypsy LTR retrotransposon
AL117190 Rtl1 Gypsy LTR retrotransposon
XP−291322 Gypsy LTR retrotransposon
NP−689907 Gypsy LTR retrotransposon
XP−293405 Gypsy LTR retrotransposon
NP−065820 Gypsy LTR retrotransposon
NP−036449 Gypsy LTR retrotransposon
Z75407 Gypsy LTR retrotransposon

recombinase is an ancient gene, possi-
bly derived from the DNA transposase
∼400 million years ago, syncytin is less
than 5 million years old. Some host pro-
teins listed in Table 11, like syncytin and
Jerky, are entirely derived from proteins

encoded originally by TEs. The remain-
ing protein-coding genes were formed by
the fusion of the preexisting host proteins
with transposon-encoded proteins. Such
fusions might have been initiated by alter-
native splicing.
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DNA transposons are most abundant
among recruited genes, despite their
relatively low abundance in the genome
compared to other TEs (Table 11). Rtl1 is
the only clear example of RT recruited
in the host gene. Genes derived from
DNA transposase are probably involved
in specific DNA binding and cleavage
(e.g. the V(D)J recombinase). Surprisingly,
eight genes are derived from Gypsy-like
LTR retrotransposons, whose remnants
are otherwise not detectable in the human
genome. Two genes are derived from env
genes encoded by HERV-W and HERV-
R elements. Proteins from env-derived
genes may prevent retroviral infections
by saturating the cellular receptors for
exogenous retroviruses.

The extent of the contribution of TEs
to the host protein-coding capacity is still
not well known. The number of well-
supported examples of TE-derived host
proteins is relatively small (Table 11). On
the other hand, analyses of human mRNA
sequences disclosed several hundreds
of mRNAs with one or several exons
derived from TEs. However, some of these
TE-containing sequences can represent
common contaminations in EST libraries.
In addition, many of the transcripts
contain short reading frames, indicating
that they do not code for functional
proteins. Indeed, it should be noted that
the majority of cellular polymerase II
transcripts do not code for any proteins
and never reach the cytoplasm. Cellular
mRNA control mechanisms such as the
nonsense-mediated RNA decay protect
cells from potentially pathogenic truncated
or aberrant proteins. Indeed, products
of TE-containing transcripts are seldom
detected at the protein level.

In conclusion, while there are a few
well-documented examples of novel func-
tional genes derived from TEs, the extent

of this phenomenon is unknown. Many
proteins deposited in public databases are
hypothetical ORFs predicted by statistical
methods based on computational analysis
of genomic DNA and/or cDNA sequences.
These methods are less than 90% accu-
rate and, as a result, they may include
TEs in erroneously predicted proteins.
Analogously, databases of sites involved
in transcription regulation may include
regions whose ‘‘regulatory’’ effects are
shown in vitro only.

6
Databases and Programs for Analysis of
Repetitive DNA

About half of the human genome is
composed of various repetitive elements.
Detection of repetitive elements is a ba-
sic step in many biologically important
analyses, including, but not limited to,
sequence assembly during genome se-
quencing, genome annotation, similarity
searches, and gene and coding sequence
prediction. Therefore, specialized tools
and databases have been developed for
the detection and masking of repetitive
elements.

6.1
Databases of Repetitive Elements

The first database of human repeti-
tive elements, Repbase, was published
in 1992. Currently it contains over 620
families and subfamilies of human re-
peats. Repbase became a regularly updated
general database of eukaryotic repetitive
elements, renamed as Repbase Update
(RU). RU is accompanied by the monthly
online journal Repbase Reports, which
publishes newly discovered eukaryotic
repeats.
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Currently, RU is released in the EMBL
and Fasta formats. Only the EMBL format
contains a detailed description and anno-
tation of every RU consensus sequence.
In addition, a version of RU manually tai-
lored for RepeatMasker is available. RU
contains several sections dedicated to sep-
arate eukaryotic species. Human TEs are
listed in the section ‘‘humrep.ref.’’ Most of
the abundant processed pseudogenes can
be obtained from the ‘‘pseudo.ref’’ library.
The ‘‘simple.ref’’ library contains the most
common simple repeat motifs.

Apart from Repbase Update, there
are other useful online resources for

studies of human repeats. Table 12 lists
selected databases as well as related
resources devoted to human repetitive
elements.

6.2
Programs for Detection and Analysis of
Repetitive DNA

There are two basic approaches for de-
tection of repetitive elements in bio-
logical sequences. The first is based
on the detection of similarity with
previously known repeats. The sec-
ond de novo approach is based on a

Tab. 12 Databases of human repeats, and related sources.

Database URL description

Repbase Update http://www.girinst.org/Repbase−Update.html
De facto the only specialized database of eukaryotic repetitive elements.

To date, Repbase Update contains consensus sequences and
annotation for more than 4000 different eukaryotic repetitive
elements. The content can be searched through sequence similarity
search on the Censor web server, or through the text search using
keywords.

HERVd http://herv.img.cas.cz/
The Database of Human Endogenous Retroviruses (HERVs) maps all

known endogenous retroviruses in the human genome. Retroviruses
can be searched using several criteria such as family, length,
chromosome etc., or by fasta similarity search. Several characteristics
including the GC content, CpGs are calculated.

Human TE Insertion http://www.med.upenn.edu/genetics/labs/kazazian/human.html
The database lists known insertions of repetitive elements into the

human genome associated with human genetic diseases.
Exapted retrogenes http://www-ifi.uni-muenster.de/exapted-retrogenes/tables3.html

Examples of vertebrate regulatory elements, parts of coding regions or
genes generated by retroelements. Vertebrate genes generated by
retrosequences.

UCSC GoldenPath http://genome.ucsc.edu/
The UCSC human genome assembly contains extensive annotation files

including tables with maps of repetitive elements in the human
genome.

Ensembl http://www.ensembl.org/
The ensembl genome assembly contains extensive annotation files

including tables with maps of repetitive elements in the human
genome.
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search for characteristic properties of
particular repeats. Table 13 lists some
of the most popular programs devel-
oped for the detection of repetitive
elements.

Similarity-based methods typically com-
pare a library of known repetitive se-
quences against genomic DNA using
general programs for sequence similar-
ity search such as blast, wublast or
cross−match. The repetitive library can
be any custom set of repeats; how-
ever, specialized programs nearly ex-
clusively rely on consensus sequences

from Repbase. De novo detection methods
do not require prior knowledge of re-
peats and the guiding principle of
this approach is to search for the
presence of multiple copies in the
genome.

Standard detection programs for
interspersed repeats use similarity-
based detection of repeats. Censor
and MaskerAid require wublast, while
RepeatMasker uses the Smith-Waterman
algorithm implemented in cross−match.
For large quantities of data or for quick
searches, it is better to use Censor or

Tab. 13 Programs for detection of repetitive sequences in biological sequences.

Program (package) URL description

Censor http://www.girinst.org/Censor−Server.html
General package for similarity-based identification of

interspersed and tandem repeats in both nucleic and amino
acid sequences. Requires wublast and Repbase Update repeat
libraries. Both online and local versions are
available.

RepeatMasker http://ftp.genome.washington.edu/cgi-bin/RepeatMasker
General package for similarity-based identification of

interspersed and tandem repeats in nucleic acid sequences.
Requires cross−match and Repbase Update repeat libraries.
Both online and local versions are available.

MakerAid http://sapiens.wustl.edu/maskeraid/
Program performs a similarity-based detection of interspersed

and tandem repeats in nucleic acid sequences. Can be used
with RepeatMasker for fast repeat identification. Requires
wublast and external repeat libraries. Local versions only.

Tandem repeat finder http://tandem.biomath.mssm.edu/trf/trf.html
An excellent program to for de novo detection of tandem repeats

in DNA sequences. Both online and local versions available.
Satellites http://bioweb.pasteur.fr/seqanal/interfaces/satellites.html

Program to for de novo detection of tandem repeats in DNA
sequences. Online version only.

Sputnik http://espressosoftware.com:8080/esd/pages/sputnik.jsp
Scans for 2–5 long tandem repeats using de novo search.

EMBOSS http://www.hgmp.mrc.ac.uk/Software/EMBOSS/index.html
A general open source package for analysis of biological

sequences. Two included programs etandem and
equicktandem detect tandem repeats using de novo search.
Local versions only.
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MaskerAid, since they are much faster
than cross−match-based RepeatMasker.
RepeatMasker and MaskerAid are
restricted to nucleic acid sequences
only. Censor, on the other hand, can
perform virtually any similarity search
implemented in the wublast package,
including translated searches, and can
even detect repetitive elements in protein
sequences. All these programs produce
maps of repetitive elements in query
sequences, with the exact position of
each repeat. These three programs also
‘‘mask’’ sequences, that is, they replace
detected repeats by special characters,
usually by ‘‘N’’ for nucleic and ‘‘X’’
for protein sequences. Such masking
is essential for many database searches
or gene predictions. Moreover, all these
programs detect the most frequent simple
repeats.

Unlike in the case of interspersed
repeats, de novo detection is the pri-
mary approach in the analysis of sim-
ple repeats. There are several pack-
ages for the detection of microsatellites
with short unit sizes, but for minisatel-
lites with large units there are only a
few suitable programs. In such situa-
tions, Tandem Repeat Finder can be
applied.

In summary, for routine detection of
known repeats it is best to use Cen-
sor, RepeatMasker, or MaskerAid with
appropriate repeat libraries (Repbase Up-
date libraries). These programs also detect
the majority of simple sequence repeats,
particularly the most abundant microsatel-
lites. Specialized analysis of simple se-
quence repeats may involve specialized
de novo detection programs. The major-
ity of programs listed in Table 13 can be
installed only on Linux/Unix-related sys-
tems. Users of other operating systems

may use several programs that have on-
line submission forms, as specified in
Table 13.

See also Genetics, Molecular Basis
of; Genomic Sequencing (Core
Article).
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Keywords
Spore
A dormant, protective form that certain bacteria can take to help them survive
adverse conditions.

Phagosome
Cellular compartments formed when cells engulf large particles, such as bacteria, from
their environment.

Endocytosis
The process by which cells take up material from their environment. This involves
membrane invagination and the formation of an internal membranous compartment
called an endosome.

Transposon
A mobile genetic element that is able to insert a copy of itself into a chromosome
or plasmid.

Virulence Factor
A factor that helps a pathogen cause disease.

Regulon
A set of genes whose expression is regulated in a coordinated fashion.

Abbreviations

PA Protective antigen
EF Edema factor
LF Lethal factor
AFLP Amplified fragment length polymorphism
MLVA Multiple-locus variable-number tandem repeat analysis
LR REP PCR Long-range repetitive element polymorphism-PCR
VNTR Variable-number tandem repeat

� Bacillus anthracis, the causative agent of anthrax, has been a subject of research for
over 150 years, beginning with the work of Rayer and Davaine who found ‘‘small
filiform bodies’’ in the blood of anthrax-infected sheep and, from this finding, coined
the term bacteria. Several years later, Koch proved conclusively that B. anthracis was
the causative agent of anthrax, providing the first demonstration that a disease was
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caused by a specific bacterium. He later developed the first live attenuated bacterial
vaccine with a heat-attenuated strain of B. anthracis. Despite its illustrious beginnings
as a subject of research, an understanding of the molecular biology of B. anthracis
has lagged behind that of some other bacteria. Bacillus anthracis has recently come
back into focus as a target of research with the goal of being able to readily detect
this bacterium in environmental samples and to understand its pathogenesis and
evolution better.

1
Anthrax

Bacillus anthracis is a gram-positive, spore-
forming bacterium that normally resides
in the soil, but when taken up into the
body, causes anthrax. This facultative aer-
obe grows on many types of culture media
and its colonies appear mucoid and are not
generally hemolytic. Upon microscopic
examination, chains of encapsulated, non-
motile, rod-shaped bacteria are seen. For
infection to occur, spores of B. anthracis
may be taken up through one of three
routes: inhalation, ingestion, or via an
abrasion of the skin. From there, the
spores are engulfed by macrophages and
carried to regional lymph nodes. Spore
germination in macrophages appears to be
required for the establishment of disease,
and the spores require this intracellular
environment to stimulate germination. It
has been shown that, at least in cul-
ture, the newly vegetative bacilli escape
the phagosome to reach the cytoplasm
of macrophages, where they multiply and
are eventually released into the extracellu-
lar environment. Macrophages, therefore,
end up playing a major role in the
pathogenesis of B. anthracis because they
provide an appropriate environment for
spore germination and they also provide
a transportation route that gives the bac-
teria access to the blood stream where

high levels of bacteremia can ensue. Once
this stage is reached, a shock-like syn-
drome and death follow; although this
severe disease course is usually associated
with inhalation or gastrointestinal anthrax,
a cutaneous anthrax infection is gener-
ally contained prior to the achievement of
bacteremia.

The majority of B. anthracis strains carry
two large virulence plasmids, called pXO1
and pXO2. Both plasmids are required for
full virulence. pXO2 carries the cap region,
an operon encoding a poly-D-glutamic
acid capsule that helps the bacteria evade
the immune system by allowing them to
resist phagocytosis. The other plasmid,
pXO1, carries pagA, lef, and cya, the genes
encoding the three components of the
anthrax toxin: protective antigen (PA),
lethal factor (LF) and edema factor (EF)
respectively. The symptoms of anthrax are
largely mediated by this toxin. In fact, an
anthrax infection can be fatal even after the
blood has been cleared of all B. anthracis
owing to the toxin that has already been
released into the body.

The toxin proteins work in binary
combinations to produce toxic effects;
PA is the carrier molecule that delivers
the enzymatic portions of the toxin,
EF and LF, to the cytosol of cells.
There, EF, an adenylate cyclase, increases
cAMP levels, which are presumed to
play a role in the development of the
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pulmonary edema and tissue swelling
that are seen with anthrax infections. LF,
on the other hand, appears to alter the
production of cytokines by macrophages
and to induce macrophage lysis. It is
a zinc-dependent metalloprotease that
cleaves MAP kinase kinases, leading to
apoptosis of the cells through inhibition
of an antiapoptotic signaling pathway
that involves p38 MAP kinase. LF gets
its ominous name from the fact that
coinjection of PA and LF, even in the
absence of any B. anthracis, is sufficient
to kill an animal.

Briefly, the intoxication process, as
we currently understand it, occurs as
follows (Fig. 1): PA binds to a ubiquitous
receptor, named anthrax toxin receptor
(ATR), on mammalian cells. A 20-kD

amino-terminal piece of PA is then cleaved
off the protein by a furin-like protease,
leaving the remaining 63-kD carboxy-
terminal portion of PA (PA63) bound to
the receptor. This proteolysis, also called
nicking, facilitates the organization of
PA63 into a seven-membered ring-shaped
structure, reveals the binding sites for EF
and LF, and stimulates endocytosis of the
PA-LF and PA-EF complexes. The toxin
complexes are trafficked to endosomal
compartments, wherein low pH triggers
the PA63 ring to insert into the endosomal
membranes as a protein channel. Through
a mechanism that involves unfolding of
EF and LF, the PA63 channel delivers its
ligands to the cytosol of the intoxicated
cells, where they exert their enzymatic
effects.

Protective antigen (PA)

PA63

Anthrax toxin receptor

Lethal factor (LF)

Edema factor (EF)

1.

2.

3. 4.

5.

6.

H+

cAMP Cleavage of
MAP KK

Fig. 1 Cellular intoxication cycle for anthrax.
Step 1. PA binds to the anthrax toxin receptor.
Step 2. PA is nicked, removing a 20-kD
amino-terminal portion of the protein and
leaving PA63 bound to the receptor. Step 3.
Seven PA63 molecules come together to form a
ring-shaped heptamer. Step 4. The PA63

heptamer binds EF or LF. Step 5. The toxin
complex is endocytosed. Step 6. In response to a
drop in pH in the endosomal compartment, the
PA63 heptamer forms a membrane channel that
mediates the translocation of EF and LF to the
cytosol of cells, where they exert their enzymatic
effects.



Anthrax (Bacillus anthracis), Molecular Biology of 311

2
The Virulence Plasmids

A gapped, linear sequence of approxi-
mately 93 kbp has been generated for
pXO2, but a detailed analysis of the
sequence has not yet been published.
Comparison of the pXO2 sequences from
various B. anthracis isolates identified sev-
eral variable pXO2 markers, leading to the
suggestion that this plasmid is the source
of much of the variability in the B. anthracis
genome. More work needs to be done be-
fore the functions of the gene products
encoded by this plasmid are discovered.

The 181-kbp pXO1 plasmid has been
fully sequenced. It has 143 predicted open
reading frames, most encoding proteins of
unknown function. There are also several
pXO1-associated phenotypes that have not
been assigned to a particular gene. Among
these phenotypes are different nutritional
requirements, altered sensitivity to bacte-
riophages, and escape of B. anthracis from
cultured macrophages.

The most striking feature of this plas-
mid is a 44-kbp region that has been
designated a pathogenicity island (Fig. 2).
These islands are large regions of DNA
that confer virulence phenotypes and are
believed to have been acquired from

unrelated organisms. The pathogenicity is-
land of pXO1 contains 31 predicted open
reading frames, including all three toxin
genes and their regulatory elements. It
is flanked by two inverted and nearly
identical copies of an insertion sequence
element that serve as footprints for previ-
ous transposition of DNA. Also, within
the island are genes encoding trans-
posases and integrases – enzymes that are
involved in the movement of DNA seg-
ments – which, along with the insertion
sequences, suggest that there may be plas-
ticity to this region. In fact, comparative
restriction analysis of this region in differ-
ent B. anthracis isolates indicates that the
pathogenicity island is inverted in some
strains.

The origin of this pathogenicity island
is unclear, if, in fact, it did come
from another species. One possibility
is that it came from a member of
the Bacillus cereus phylogenetic group,
to which B. anthracis belongs, as some
of the insertion sequence elements in
the pathogenicity island are very similar
to those isolated from other members
of this group. Further supporting this
hypothesis is the fact that the GC content
of the pathogenicity island does not differ
significantly from that of the rest of

lef pagR pagA

Insertion sequence elements

Known virulence factors

Transposases, integrases

Other genes

gerXC gerXA gerXB atxA cya

Fig. 2 The pathogenicity island of B. anthracis.
Depicted is the basic structure of the
pathogenicity island that is located on the pXO1
plasmid. It encodes, among other things, a
major virulence gene regulator (atxA), the
anthrax toxin proteins (pagA, lef, cya), and an
operon involved in sporulation (gerXA, gerXB,
and gerXC). Adapted from Okinaka, R.T., Cloud,

K., Hampton, O., Hoffmaster, A.R., Hill, K.K.,
Keim, P., Koehler, T.M., Lamke, G., Kumano, S.,
Mahillon, J., Manter, D., Martinez, Y., Ricke, D.,
Svensson, R., Jackson, P.J. (1999) Sequence and
organization of pXO1, the large Bacillus anthracis
plasmid harboring the anthrax toxin genes,
J. Bacteriol. 181, 6509–6515.



312 Anthrax (Bacillus anthracis), Molecular Biology of

pXO1 or the B. anthracis genome, nor is
there a difference in codon usage between
them, so the pathogenicity island must
have evolved in a species very similar to
B. anthracis.

In fact, other members of the B. cereus
group possess many sequences related
to the pXO1 coding sequences. A re-
cent hybridization study found that DNA
from three members of this group (two
B. cereus strains and a Bacillus thuringien-
sis strain) each hybridized with over half
of the probes that were used to rep-
resent the pXO1 open reading frame
complement. This conservation of pXO1
genes is independent of evolutionary re-
latedness in terms of the chromosomal
sequences, further supporting the idea that
these sequences may shuffle between re-
lated species.

Lest the reader fear that the deadly
anthrax toxin genes are jumping around
between bacteria, I will point out that
approximately 20% of the open reading
frames tested in this study, including
those encoding the anthrax toxin, were
not found in any of the related species
that were tested, and are, as far as we
know, unique to anthrax. Further, the
results of a phylogenetic analysis of pag
sequences from several B. anthracis strains
largely agreed with those from a similar
analysis of chromosomal sequences. This
suggests that the pag gene did not evolve
separately from the chromosome, so this
gene probably did not undergo horizontal
transfer during the recent evolution of
B. anthracis.

3
Molecular Identification of B. anthracis

Standard microbiological techniques can
be used to distinguish B. anthracis from

other bacilli. Distinguishing characteris-
tics include lack of motility and hemolysis,
a typical colony morphology (including
a flat, tacky appearance and gray-white
color), and susceptibility to lysis by gamma
phage. Although these techniques can be
used to identify B. anthracis in most cases,
the threat of bioterrorism makes the de-
velopment of rapid molecular surveillance
methods, for use in environmental sam-
ples, a priority. Microbiological techniques
rely upon isolation and culture of bacteria,
and they generally take at least 24 h to
complete. This fact can limit their suc-
cessful use in certain situations. It would
be desirable to develop faster diagnostic
methods so that anthrax outbreaks can
be identified and managed as rapidly as
possible. A second limitation to standard
microbiological techniques is the fact that
anthrax victims who are treated with an-
tibiotics before blood cultures are taken
often have blood cultures that are negative
for B. anthracis. For accurate diagnosis of
these patients, molecular diagnostic tech-
niques must be perfected.

As mentioned above, B. anthracis is ge-
netically closely related to B. cereus and
B. thuringiensis and, in fact, some re-
searchers have proposed on the basis of
multilocus enzyme electrophoresis as well
as 16S and 23S rRNA sequence analy-
sis, that these organisms be classified as
subtypes of the same species. The relat-
edness of these bacteria has complicated
efforts to develop B. anthracis-specific tests
because the detection of related species as
false-positives can be a problem.

3.1
Molecular Methods to Distinguish
B. anthracis from Other Bacteria

The presence of virulence plasmids, in-
cluding pXO1 and pXO2 in B. anthracis,
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is the primary characteristic used to dis-
tinguish B. anthracis from related bacilli.
However, it has been demonstrated ex-
perimentally that plasmids can be trans-
ferred between B. cereus, B. thuringiensis,
and B. anthracis. Further, there are nat-
urally occurring isolates of plasmidless
B. anthracis, so a method to distinguish
chromosomal DNA is important. Because
the genomes of B. anthracis and B. cereus
are estimated to share 98% DNA se-
quence homology, identification of unique
diagnostic markers will be important for
the definitive identification of the related
strains. In the following section, several
genetic sequences that have been pur-
ported to be unique to B. anthracis will
be discussed, as will their usefulness in
the identification of this species.

Ba813 was the first locus that was pro-
posed as a unique marker for B. anthracis.
A PCR assay for the detection of this
chromosomal DNA fragment was pro-
posed as a reliable method to detect
this species. Subsequent studies found
the Ba813 marker in other bacilli, so
this marker alone does not appear to be
sufficient to distinguish anthrax from en-
vironmental samples. The relationship of
the Ba813-carrying, nonanthrax Bacillus
strains to verifiable B. anthracis is not yet
clear. Genetically, these strains are closely
related to each other but distinct from
B. anthracis.

Other assays for specific chromosomal
regions have been developed, including
one for variability in rpoB, which is almost
exclusively found in B. anthracis strains.
Interestingly, the one exception to this
was a nonanthrax Bacillus strain that also
carried Ba813.

A variable region in the B. anthracis
chromosome has been identified using
arbitrarily primed PCR. Only one complete
open reading frame was present in this

region, and it was dubbed vrrA, for
variable region with repetitive sequence.
PCR of this region amplified a fragment
of distinct size from B. cereus, Bacillus
mycoides, and B. anthracis, allowing these
closely related species to be distinguished
from each other. Although most of this
variation was located in vrrA, many of
the single nucleotide substitutions that
differed between B. anthracis and the other
bacilli were third position synonymous
mutations that would not change the
encoded amino acid sequence. The role
of the vrrA-encoded protein is unknown,
but the gene most closely resembles shp2,
a gene that encodes a sheath protein
in microfilarial parasites. A repetitive
sequence, QYPQ, in the parasite protein is
also predicted in the vrrA-encoded protein,
and this sequence has been implicated
in the covalent cross-linking of multiple
protein subunits.

Rather than looking at one locus at
a time, a more effective method of
distinguishing B. anthracis from related
species is to use techniques that look
at multiple loci simultaneously. One of
the methods that has been used is
amplified fragment length polymorphism,
or AFLP. In this method, restriction
fragments of DNA from the test sample are
ligated to linker fragments that are then
used to prime an amplification reaction
(Fig. 3). The labeled primers used in
this reaction can be made more or less
specific, so that a manageable number of
fragments are produced in the final output.
These amplified fragments can then be
screened for length polymorphisms using
gel electrophoresis, with the idea that
there will be a species-specific pattern of
restriction polymorphisms.

AFLP has the advantage that a large
number of loci are examined at once
and that no prior knowledge of the
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3. Amplify fragments by polymerase chain reaction using labeled primers complementary to the linker sequences

2. Ligate restriction fragments to linker sequences

1. Cut genome with two restriction enzymes

4. Separate fragments by size using gel electrophoresis

Fig. 3 The basic method for AFLP analysis. In
this method, DNA from a sample is cut into
pieces using restriction enzymes. The size of
these fragments should differ between samples,
based on the location of restriction enzyme sites
in the DNA sequences. Rather than amplifying
the DNA restriction fragments using sequences
within them, linkers of known DNA sequence are

attached to the ends of these fragments so that
they may be amplified using primers
complementary to the linker fragments. This
allows one to amplify DNA even when the
sequences in the target organism are unknown.
The amplified fragments can then be separated
by size so that the patterns of fragments
between samples can be compared.

genetic makeup of the target organism
is necessary. The AFLP profile of a
sampled organism can be compared to
that of known profiles for identification.
These comparisons can be logistically
difficult, especially when a large number
of fragments are examined at once. To
make this easier, AFLP profiles for a
number of organisms are being archived
and algorithms developed to automate
these comparisons. This method does
show promise for use in the identification
of B. anthracis, because the AFLP profiles

generated for a variety of B. anthracis
strains show significant differences from
closely related Bacillus species.

Long-range repetitive element-polymor-
phism PCR (LR REP-PCR) is another
method that uses length polymorphisms
to distinguish between bacterial species.
This technique uses highly conserved
repetitive extragenic palindromic (REP)
sequences in DNA as target sequences
in a PCR reaction. DNA sequences that
lie between two adjacent REP sequences
are amplified in these reactions (Fig. 4).
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Repetitive elements

Separate amplified fragments by size using gel electrophoresis

Amplify DNA using primers
complementary to repetitive sequences.

Fig. 4 Long-range repetitive element
polymorphism-PCR (LR REP-PCR). Certain
sequences occur many times within a bacterial
genome, and these are called repetitive
elements. The number and location of these
REPs will vary between bacterial species. One
can use primers complementary to the REPs to

amplify fragments of DNA that will vary in size
depending on the spacing of the REPs in the
genome. As with AFLP, these fragments can be
separated by size using gel electrophoresis and
the patterns of fragments can be compared
between samples.

PCR fragments of different size will be
amplified in different strains, depending
on the spacing of REPs in each. This
technique clearly distinguishes between
B. anthracis and related Bacillus species.

Another method that is proving useful
for the identification of B. anthracis is
multiple-locus variable-number tandem
repeat analysis (MLVA). Variable-number
tandem repeat (VNTR) loci are short,
repeated sequences of DNA that vary in
copy number, thereby creating a length
polymorphism that can be detected by PCR
amplification of fragments in the region.
Because of their greater diversity, these
markers have more power to discriminate
between species of bacteria than other
molecular typing methods. Most of the
MLVA primers developed for B. anthracis
do not amplify sequences from related
Bacillus species, so this method appears

to be useful in distinguishing B. anthracis
from closely related species.

3.1.1 Post-October 2001 Research
Research efforts aimed at understanding
and detecting anthrax have been ramped
up since the intentional release of anthrax
in 2001. This research has covered ev-
erything from epidemiologic surveillance,
to methods of sample collection during
an investigation, and to rapid methods
for the detection of anthrax during a po-
tential outbreak. The following section
provides a discussion of the technologies
that were found to be useful in the detec-
tion of anthrax.

The sequence of the 16S rRNA gene is
often used to identify unknown bacteria.
Owing to the similarities between the
16S rRNA sequences of B. anthracis and
its relatives, it was thought that this
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Fig. 5 5′ nuclease real-time PCR assay.
1. A probe complementary to the target
sequence is labeled with a fluorescent
reporter (R) and a quencher (Q). At the
beginning of the reaction, the close
proximity of these molecules allows the
quencher to act on the reporter and little
fluorescent signal can be detected. 2. As
the target sequence is amplified, the
probe binds to it. 3. The Taq DNA
polymerase in the reaction uses its 5′ to
3′ nuclease activity to degrade the
probe. 4. As the probe is degraded, the
reporter and quencher separate and the
quencher no longer acts on the reporter,
leaving it free to fluoresce. This signal is
used as a measure of the amount of
probe that has been degraded, which is
directly related to the amount of target
sequence in the reaction.

analysis would not be useful for the
identification of B. anthracis. However,
this conclusion was based on a limited
number of 16S rRNA sequences. During
the investigation of the outbreak, the
16S rRNA sequences from a number of
B. anthracis, B. cereus, and B. thuringiensis
strains were determined, and it was found
that, indeed, it was possible to distinguish
between the species. All bacillus strains
in this study, including 86 B. anthracis
strains, possessed 16S rRNA types that
were unique to their species. In Genbank,
there are, however, 3 16S rRNA sequences
from B. anthracis that fall into a type that
was exclusively found in B. cereus in this
study. The explanation for this discrepancy
is unclear at this point, and it may be
due to a methodological or an actual
biological difference.

Real-time PCR has also proven effec-
tive for the rapid identification of anthrax.
The method that has been used is a 5′
nuclease assay, which exhibits increased
sensitivity compared to a traditional PCR
method (Fig. 5). In addition to primers, 5′
nuclease assays use a fluorescently labeled

probe that is complementary to the target
sequence. This probe is labeled with a re-
porter fluorophore as well as a quencher
for this reporter. When the probe is added
to the reaction, the quencher and reporter
are in close proximity and little fluorescent
signal is detectable. However, as the tar-
get sequence is amplified and the probe
binds to it, the 5′ to 3′ exonuclease activ-
ity of the Taq polymerase in the reaction
degrades the probe, releasing the reporter
fluorophore from its quencher and leading
to an increase in the fluorescent signal. In
the case of B. anthracis, three primer and
probe sets were used; one each to detect
pXO1, pXO2, and the B. anthracis chromo-
some. All fully virulent B. anthracis strains
tested were positive for all three targets,
yielding 100% sensitivity for virulent bac-
teria. Further, none of the non-Bacillus.
anthracis strains, including B. cereus and
B. thuringiensis, tested positive for all three
targets, giving 100% specificity, as well.
The lower limit of detection with this assay
is estimated to be 1 pg of DNA or approx-
imately 5 to 10 spores. B. anthracis strains
lacking one or the other virulence plasmid
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will obviously not test positive in all three
reactions, and additional methods will
need to be used to confirm their identity.

Some anthrax detection methods look
for actual bacteria rather than for DNA.
One such method is a fluorescent anti-
body assay that has also been validated for
rapid identification of B. anthracis. In this
method, two fluorescently labeled mono-
clonal antibodies, one against the cell wall
polysaccharide antigen and one against the
capsule antigen, are incubated with bacte-
rial samples. The cells are then washed to
remove unbound antibody and scored un-
der a fluorescent microscope. Although
other bacillus strains express a similar
polysaccharide antigen, these bacteria lack
the poly-D-glutamic acid capsule and will
not score positive with both antibodies.
The combined assay was 99% specific,
with 227 of 230 B. anthracis isolates scoring
positive, and 100% specific, with none of
the 56 non-Bacillus anthracis strains scor-
ing positive. It also could provide results
within 3 to 6 h. Several clinical samples
that were positive for B. anthracis by the
real-time PCR assay were not detected by
this fluorescent assay, so the latter assay
may not be as sensitive. However, the an-
tibody assay requires less lab space and
sophisticated equipment and, therefore,
may be useful in an outbreak situation,
especially as a rapid confirmatory assay.

A method that may be useful for
the detection of exposure to B. anthracis
in clinical samples is an enzyme-linked
immunosorbent assay (ELISA) that detects
antibodies to PA. Only individuals who
have been exposed to or vaccinated for
anthrax will show positive results in this
assay. In this ELISA, recombinant PA
is bound to a microtiter plate. Serum
from the test subject is then added to
the plate and incubated to allow anti-PA
antibodies from the serum to bind to

the plate. Following extensive washes, an
antihuman IgG antibody labeled with a
reporter molecule is used to measure the
amount of anti-PA antibody bound to the
plate. The specificity of this assay can be
enhanced through competitive inhibition,
where test sera are incubated in the
presence or absence of excess recombinant
PA in solution before analysis in the
standard ELISA. If the antibodies detected
in the ELISA are truly specific for PA
(and not just sticking to something in
the assay nonspecifically), they should be
removed from the assay by this competitive
inhibition, and little antibody will bind to
the microtiter plate. This assay will be
used as part of a panel of tests for the
confirmation of clinical human anthrax.
This test should not be used as the
sole confirmation of anthrax because it
is known that, at least in nonhuman
primates, early antibiotic treatment of
an anthrax infection can abrogate the
development of anti-PA antibodies.

3.2
How do You Tell One Strain from Another?

Not only is it important to be able to dis-
tinguish B. anthracis from related Bacillus
species, it has also become important to
distinguish between different strains of
B. anthracis. This is important for tracking
the history of an environmental outbreak
and in the investigation of acts of ter-
rorism that use B. anthracis. It has been
difficult to develop methods to distinguish
between B. anthracis strains because this
is one of the most monomorphic species
known – which means that it has very little
genetic variation. Of 1221-AFLP fragments
examined in 79 B. anthracis isolates in one
study, 97% were monomorphic – no se-
quence variation was found between the
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isolates. Looking at a specific gene impor-
tant for virulence, Price et al. found only 5
single base pair changes in pagA between
26 B. anthracis strains, using complete
DNA sequence data for the gene. Further,
LR REP-PCR analysis of 105 B. anthracis
strains of diverse geographical origins al-
lowed the strains to be classified into only
five groups. A few explanations for the
monomorphic nature of B. anthracis have
been proposed. It may be that anthrax has
a slow rate of evolution and divergence, al-
though this is thought to be unlikely. Other
possible explanations include a very recent
origin for this species, giving it little time
to evolve and diverge, or a population bot-
tleneck that reduced its genetic diversity in
the recent past.

So far, the best screening method for dis-
tinguishing B. anthracis strains has been
MLVA. In one study, MLVA of 426
B. anthracis isolates using 8 VNTR loci
identified 89 distinct genotypes that could
be studied in terms of their genetic re-
latedness. MLVA was used for molecular
subtyping of B. anthracis in the 2001 an-
thrax outbreak. All 135 isolates from the
outbreak had identical MLVA character-
istics. Rather than being useful for dis-
tinguishing this strain from others, MLVA
characterization turned out to be useful for
the confirmation that each case was caused
by the same B. anthracis strain and for sep-
arating these results from environmental
contamination. During this investigation,
it became clear that MLVA was not suffi-
cient to determine the origin of the attack
strain. On the basis of MLVA analysis,
the strain of B. anthracis isolated in the
attacks appeared to be identical to the
Ames strain that is used by many research
labs, so this technique did not provide
the resolution necessary for the genetic
investigation.

As the B. anthracis genome sequence
was nearing completion at this time, re-
search turned to comparing the DNA
sequence of the B. anthracis strain isolated
from a patient who contracted anthrax in
Florida with that of the Porton isolate
of the Ames strain, which was used to
generate the standard B. anthracis genome
sequence. Even at this level of resolution,
only four differences were found between
the chromosomal sequences of the Florida
and Porton isolates. As for plasmid se-
quences, the Porton isolate has been cured
of its plasmids, so the pXO1 and pXO2
sequences of the attack isolate were com-
pared with those of the Sterne (pXO1) and
Pasteur (pXO2) strains. A total of 38 sin-
gle nucleotide polymorphisms, 8 VNTRs,
3 insertion/deletion polymorphisms, and
2 inversions were identified. One of the
inversions was found on pXO1 and was
centered on the pathogenicity island. In
fact, the Florida isolate contained a mix-
ture of both orientations of this plasmid
segment, confirming the fact that this
DNA segment can invert, as had been
suggested previously.

The polymorphisms identified in this
sequence comparison were then used
in an attempt to distinguish five addi-
tional Ames isolates that previously had
been indistinguishable. When plasmid se-
quences were compared, one laboratory
isolate and a strain isolated from an in-
fected goat did have a small number of
plasmid sequence differences that allowed
them to be classified separately. The poly-
morphisms identified in this study also
enabled researchers to readily distinguish
two non-Ames B. anthracis strains from
the Ames strains. However, the remaining
three Ames lab isolates and the Florida
strain could not be distinguished from
each other, on the basis of either the chro-
mosomal or plasmid sequences.
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Owing to the monomorphic nature
of the B. anthracis genetic composition,
direct sequence comparisons between
isolates are the most effective method for
distinguishing related strains. Even with
this complete sequence comparison, it is
not possible to distinguish between all
isolates, as indicated by the difficulty in
distinguishing between various isolates of
the Ames strain.

4
Regulation of Virulence

As mentioned above, the major virulence
factors for B. anthracis are a poly-D-
glutamic acid capsule and the anthrax
toxin. Synthesis of the capsule requires
four genes: capA, capB, capC, and dep
(capD). The toxin, composed of protective
antigen, edema factor, and lethal factor, is
encoded by pagA, cya, and lef respectively.

The genes encoding these factors are
expressed in a regulated fashion, through
the action of two major regulators, AtxA
and AcpA, but additional regulatory factors
are also involved. A figure summarizing
the virulence regulation pathways in
B. anthracis, as we currently understand
them, is shown in Fig. 6.

4.1
AtxA

The toxin genes and atxA are expressed
by vegetative cells shortly after spore
germination in cultured macrophages.
Expression of atxA at this time is important
because it is essential for the release of
the bacteria from macrophages. The atxA
gene is located on pXO1 between the
cya and pagA genes. In atxA+ strains,
the toxin genes are coexpressed, and this
expression is enhanced by elevated CO2
levels and temperature, with induction at
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Fig. 6 Regulation of plasmid-encoded virulence gene expression. This figure is an
overview of regulatory pathways known to be involved in B. anthracis virulence gene
expression. Additional factors involved in the control of virulence gene expression will
certainly be identified in the future. Although environmental signals are known to be crucial
for regulation of virulence gene expression, the mechanism for this signaling is not known,
nor have all of the factors involved in environmental sensing probably been identified.
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5% CO2 and 37 ◦C. AtxA− strains show
significantly reduced production of all
three toxin proteins in culture and are
avirulent in a mouse model.

AtxA is an activator of toxin synthesis
that acts at the transcriptional level.
Although pagA, lef, and cya are transcribed
as part of an AtxA-dependent regulon,
there are no obvious sequence similarities
upstream of the virulence genes that would
suggest an AtxA binding site, nor does
the AtxA protein sequence suggest any
characteristics of DNA-binding proteins,
so the mechanism it uses to regulate
transcription of these genes is not clear.

The temperature requirement for toxin
synthesis is at the level of the atxA
transcript, as steady state levels of atxA
mRNA are significantly increased in cells
grown at 37 ◦C compared to cells grown
at 28 ◦C. Higher levels of AtxA do not
directly translate into increased levels
of toxin production, however. Strains
that carry atxA on a multicopy plasmid
have high levels of AtxA, but they do
not produce more, and some strains
even produce significantly less, protective
antigen than do matched strains carrying
atxA in a single copy on pXO1. Further,
although CO2-enhanced toxin expression
is AtxA-dependent, CO2 does not affect
AtxA levels. Although altering AtxA levels
does not directly lead to an alteration
of toxin levels, it can have a regulatory
effect. It has been reported that some
B. anthracis strains carrying a multicopy
plasmid encoding atxA produce toxin in
a CO2-independent fashion in contrast
to the CO2-dependence seen in the
parental strain.

The toxin genes are not the only
B. anthracis genes that are AtxA-regulated.
The presence of pXO1 also increases
capsule synthesis. AtxA appears to
be necessary and sufficient for this

stimulation, as indicated by enhanced
transcription of a capB-lacZ fusion
in an AtxA-dependent manner. To
identify additional AtxA-dependent gene
expression, Hoffmaster and Koehler used
a lacZ-containing transposon as a marker
for genes that were induced by CO2
in an AtxA-dependent manner. In this
scheme, lacZ, which is a gene whose
expression can be easily monitored, will
be placed randomly under the control
of the regulatory sequences of the gene
into which the tranposon inserts. lacZ
expression will therefore mark genes that
are expressed under the conditions of
interest – in this case, the presence of CO2
and AtxA. In this experiment, there were
10 independent transposon insertions
with AtxA-dependent expression that did
not map to the toxin genes. Two-
dimensional electrophoresis of protein
extracts from atxA+ versus atxA–cells
also indicates that synthesis of nontoxin
proteins is influenced by AtxA. Some of
these AtxA-regulated genes may play a
role in the growth of B. anthracis, because
atxA-null mutations cause B. anthracis to
grow poorly on certain minimal media,
and in sporulation, because an atxA-null
mutant sporulates more efficiently than
the parent strain when grown in rich
media. Finally, atxA, but not the toxin
genes, is required for release of B. anthracis
from macrophages, so an atxA-regulated
gene is likely to be involved in this process.

4.2
PagR

One of the CO2-enhanced, atxA-dependent
loci on pXO1 is a repressor of the pagA
operon that serves to limit pagA expression
under conditions optimal for PA synthesis.
It was named pagR for protective antigen
repressor. pagR is located downstream of
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pagA and is cotranscribed with that gene.
Transcription from the pagA promoter
results in a monocistronic transcript con-
taining pagA alone, and in a bicistronic
transcript that encodes both pagA and
pagR. Expression of pagR, as with pagA, is
atxA-dependent and CO2-enhanced. PagR
has sequence similarity to transcription
regulators, and it has been found that the
level of the pagA transcript, and PA protein,
is higher in a pagR mutant than in its par-
ent strain, indicating that PagR normally
represses pagA expression. Interestingly,
PagR also represses atxA expression; the
pagR mutant strain produces approxi-
mately twofold more atxA mRNA than
its parent strain. It is not believed that the
effects of pagR on pagA expression occur
through AtxA because AtxA levels are not
limiting for pagA expression.

Before pagR was discovered, a mutant
B. anthracis strain was found that ex-
pressed the toxin genes in the absence
of CO2. An unidentified virulence regu-
lator was therefore proposed. This strain
was postulated to have a mutation in a
negative regulator of toxin gene expres-
sion, whose repressive effect is alleviated
in the presence of CO2, thereby allowing
AtxA to stimulate toxin expression. CO2

has the opposite effect on pagR-regulated
toxin expression – it would be predicted to
decrease toxin gene expression because it
stimulates pagR expression. pagR, there-
fore, cannot be the sole CO2-dependent
regulator of toxin gene expression because
CO2 has the overall effect of increasing
toxin gene expression, rather than limit-
ing it. Does CO2 turn off the proposed
repressor while at the same time increas-
ing repression by PagR so that toxin gene
expression does not get out of control? Un-
fortunately, several things about the CO2

regulatory system are unknown, including
the effects of PagR on expression of lef and

cya, the effect of CO2 on toxin expression
in a pagR mutant, and the identity of the
gene mutated in the strain that produces
toxin in the absence of CO2. As such, more
research needs to be done before the reg-
ulatory pathways that limit anthrax toxin
synthesis are fully understood.

4.3
AbrB

Another regulator of toxin expression is
abrB, an ortholog to abrB from Bacillus
subtilis. The B. subtilis gene is a transition
state regulator, meaning it mediates the
transition of cells from one state to an-
other, such as from quiescence to active
growth. The B. anthracis ortholog is lo-
cated on the chromosome and appears to
work similarly. An abrB null mutant shows
increased expression of toxin gene–lacZ
reporter fusions, with the largest effect
seen for pagA::lacZ. Slightly elevated ex-
pression of an atxA::lacZ reporter was also
found in the abrB null mutant, although,
in the reciprocal experiment, abrB expres-
sion was found to be independent of atxA.
Thus, similar to pagR, abrB appears to
be a negative regulator of toxin gene and
atxA expression. As with pagR, however,
the abrB-mediated regulation of toxin gene
expression is not believed to occur solely
through abrB’s effects on atxA expression
because AtxA levels in cells are not limiting
for toxin gene expression.

In B. subtilis, abrB is regulated by Spo0A.
The situation is similar in B. anthracis.
Normally, low levels of AbrB are found
in early log phase. These levels increase
to a maximum level in log phase then
drop back down to a low level as the
cells enter stationary phase. In contrast,
AbrB in an spo0A mutant persists at high
levels in stationary phase, suggesting that
abrB expression is normally negatively
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regulated by spo0A. In conjunction with
these findings, the pattern of toxin gene
expression is affected by abrB. In a
parent strain, toxin expression increases
gradually throughout log phase, reaching
a maximum in late log phase. The
derivative abrB mutant strain, on the other
hand, shows a sharp increase in toxin
gene expression in early log phase, and
maximum expression is reached in mid-
log phase before a decline in expression is
seen in late log phase. Although it has not
yet been tested, it is likely that signaling
pathways containing AbrB play a role in
environmental sensing in B. anthracis, as
they do in B. subtilis.

4.4
AcpA

Another major virulence regulator in
B. anthracis is AcpA, a protein with signif-
icant similarity to AtxA. AcpA is encoded
by a gene on pXO2 and is a regulator of
capsule production that works at a tran-
scriptional level. Northern blots indicate
that the genes for capsule production, capA
to capD, are transcribed as one message
and thus constitute an operon. Strains
with mutations in acpA are significantly
reduced in capsule production and in viru-
lence. AcpA is involved in the bicarbonate-
mediated regulation of capsule production.
Unlike AtxA, whose production requires a
temperature of 37 ◦C, acpA transcription
is regulated by bicarbonate.

Green et al. reported that the require-
ment for CO2 in capsule production in-
creases in the absence of pXO1. And, as
mentioned above, the presence of pXO1
increases capsule synthesis in an AtxA-
dependent manner. This led Uchida et al.
to speculate that AtxA may work with
AcpA to induce capsule production. In-
deed, they found that an acpA-null mutant

is complemented, not only by acpA but
also by atxA in a CO2-dependent fash-
ion. This regulation is at the level of
transcription, and the same sequences up-
stream of cap are required for both AtxA-
and AcpA-mediated activation of transcrip-
tion. Reciprocal experiments suggest that
AcpA cannot complement an atxA defec-
tive strain. No obvious similarities between
the sequences upstream of pagA and cap
have been identified, so an AtxA target
sequence is yet to be identified.

4.5
Other Potential Virulence Factors

Homologs of virulence genes from closely
related species have been identified in
B. anthracis, but their roles in virulence
have not been fully studied. These in-
clude extracellular proteases, hemolysins,
enterotoxins, and phospholipases. In
B. cereus and B. thuringiensis, the expres-
sion of some of these nonspecific vir-
ulence factors is regulated by PlcR, a
pleiotropic activator. Strains of B. cereus
and B. thuringiensis with plcR deletions
have attenuated virulence in a mouse
model, indicating that the proteins turned
on by this regulator do, in fact, play a role in
virulence. In contrast, wild-type, fully viru-
lent B. anthracis has a nonsense mutation
in plcR and encodes a truncated, nonfunc-
tional protein. This mutation silences a
regulon; if a functional plcR is expressed
in B. anthracis, a number of genes are ac-
tivated. The addition of a functional plcR
does not, however, affect the virulence of
the organism, but it does inhibit sporula-
tion of B. anthracis in an atxA-dependent
manner. A strain that carries a functional
plcR but no functional atxA sporulates nor-
mally. It has been postulated, therefore,
that, after the acquisition of pXO1, there
may have been counterselection for the
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plcR regulon in B. anthracis because it puts
the bacteria at a selective disadvantage due
to its effect on sporulation.

5
Regulation of Sporulation/Germination

Appropriate sporulation and germination
responses are crucial for the survival of
B. anthracis. Spores can survive for years
and can withstand harsh environmental
conditions. The spores must be able to
sense and respond to the environment,
such that germination occurs under the
appropriate conditions. In the case of
B. anthracis, spores must germinate once
they are taken up by a host so that the
bacteria can replicate and the disease can
be established. A tricistronic operon on
pXO1 is responsible for spore germina-
tion. The genes in this operon, gerXB,
gerXA, and gerXC, are located between
pagA and atxA on the plasmid. The ger
genes have significant similarity to the ger-
mination genes found in other bacilli, such
as the gerB operon of B. subtilis and the gerI
operon of B. cereus. In culture, expression
of this operon is barely detectable during
exponential growth and increases rapidly
during stationary phase so that maximal
expression is seen 3 h after the initiation
of sporulation. Expression is limited to
the developing forespore. In macrophages,
spores of a gerX null mutant do not germi-
nate as readily as do wild-type spores, and
this is also true in mice infected subcuta-
neously with the gerX null strain. In the
animals, there is a significant delay in the
onset of germination with the gerX mu-
tant, and this is associated with a fivefold
decrease in virulence. Once the gerX null
spores have germinated, they are able to
multiply and invade the host. It has been
speculated that the rate of germination

may affect the rate of the infection and
that this may play a role in the reduced
virulence of this strain.

The gerX operon is not the only reg-
ulator of sporulation and germination
in B. anthracis; plasmidless strains of
B. anthracis germinate and grow in an-
imal models. Inosine and L-alanine are
two of the major germinants that induce
plasmidless strains to germinate. At physi-
ological levels, these germinants work only
in combination with other compounds.
For alanine, an aromatic amino acid (either
L-histidine, L-tyrosine, or L-tryptophan) is
also required for germination, and this
has been termed the aromatic-enhanced
alanine response (AEA). For inosine, ei-
ther a nonaromatic amino acid or an
aromatic amino acid are required as coger-
minants, and these exhibit different germi-
nation kinetics. These responses have been
called AAID for amino acid – and inosine-
dependent responses. A gerX homolog was
found on the chromosome of B. anthracis
and called gerS. Characterization of a gerS
mutant indicated that it is involved in
both the AAID and AEA germination re-
sponses. Analogous to the situation in even
more well-characterized germination path-
ways in other bacilli, it has been proposed
that gerS encodes an aromatic respon-
sive element that works in conjunction
with other sensors to detect germinants
with multiple components. Homologs of
gerI and gerL from the B. cereus germi-
nation operon have been identified in the
B. anthracis genome, and they may be com-
ponents of this pathway.

6
Conclusions

Great strides have been made recently
in the development of methods for the
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detection of B. anthracis. These methods
will facilitate the investigation of anthrax
outbreaks in the future. Although research
yields ever-increasing knowledge of the
molecular biology of B. anthracis, much
more work remains to be done to achieve
a full understanding of this organism’s
life cycle, how it evolved into such a
deadly pathogen, and how its virulence is
controlled. As has been outlined in this re-
view, B. anthracis shows evidence of gene
functions that are encoded by unknown
genes and of genes that encode proteins
of unknown function. Further research on
B. anthracis, which should be facilitated
by the completed genome sequence, will
hopefully make it possible to connect addi-
tional genes with their functions and result
in a deeper understanding of the life cycle
and pathogenesis of B. anthracis.

See also Autoantibodies and Au-
toimmunity; Genetic Engineering
of Vaccines; Genetics, Molecular
Basis of; Infectious Disease Testing
by LCR
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Keywords

Antibody/Antigen
Antibodies are proteins known as immunoglobulins (Igs), which are produced by the
immune system in response to the presence of a foreign substance. Antigens are
molecules (usually proteins) on the surface of cells, viruses, fungi, bacteria, and some
nonliving substances such as toxins, chemicals, drugs, and foreign particles, which are
recognized and specifically bound by antibodies. The immune system recognizes
immunogenic antigens (also known as immunogens), and produces antibodies that
destroy or neutralize substances or organisms containing antigens.

Antibody-dependent Cellular Cytotoxicity (ADCC)
Cell-killing reaction in which the Fc receptor bearing killer cells recognizes target cells
via specific antibodies.

Bacteriophage
Bacteriophages or phages are viruses that infect bacteria. Bacteriophage λ is a
temperate phage, which can grow lytically lysing the bacteria and forming a clear
plaque on a lawn of bacteria. Infection with filamentous phages such as M13 is not
lethal and the host bacteria do not lyse. Instead, their rate of growth slows and they
form turbid plaques on the bacterial lawn.

Complement
Group of serum proteins participating in the lysis of foreign cells and pathogens [a
process known as complement-dependent cytotoxicity (CDC)]; they also play an important
role in phagocytosis.

Constant Region
Portion of the antibody molecule exhibiting little variation and determining the isotype
(class or subclass) of the antibody.

Fab
The Fab fragment is a monovalent antigen-binding fragment of an antibody that
consists of one light chain and part of one heavy chain (the variable region and the first
constant region domain). It can be obtained by digestion of intact antibody with papain
or by genetic engineering techniques.

Fc
The Fc is a nonantigen binding fragment of an antibody that consists of the
carboxy-terminal portion of both heavy chains. It can be obtained by papain digestion of
an intact antibody. Two Fabs and one Fc fragment comprise a complete IgG antibody.

Fv/scFv
The Fv is a monovalent antigen-binding fragment of an antibody composed of the
variable regions from the heavy and light chains. scFv fragments are composed of the
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variable domains of heavy and light chains (VL and VH) joined by a synthetic flexible
linker peptide. Thus, the scFv provides a fully functional antigen binding domain that
is encoded in a single gene and expressed as a single polypeptide.

Hybridoma
Cell derived by a fusion between a normal cell, usually a lymphocyte, and a tumor cell,
usually a myeloma cell.

Variable Region
Variable portion of the antibody molecule that is responsible for antigen binding.

� Antibodies have long been appreciated for their exquisite specificity. With the
development of the hybridoma technology, it was possible to produce rodent
(mouse or rat) monoclonal antibodies that are the product of a single clone of
antibody-producing cells and have only one antigen-binding specificity. Advances
in genetic engineering and expression systems have been applied to overcome
problems of immunogenicity of rodent-produced antibodies and to improve their
ability to trigger human immune effector mechanisms. The production of chimeric,
humanized, and totally human antibodies as well as antibodies with novel structures
and functional properties has resulted in improved monoclonal antibodies. As a
consequence, recombinant antibody-based therapies are now used to treat a variety
of diverse conditions that include infectious diseases, inflammatory disorders, and
cancer. This article summarizes and compares different strategies for developing
recombinant antibodies and their derivatives.

1
Antibody Structure and Engineering

1.1
The Basic Structure of Antibodies

Antibodies are molecules with multiple
properties that make them a critical
component of the immune system. These
properties include the ability to recognize
a vast array of different molecules known
as antigens and to interact with and activate
the host effector systems.

The basic structure of all antibodies,
also known as immunoglobulins (Igs), is
a unit consisting of two identical light

polypeptide chains and two identical heavy
polypeptide chains linked together by
disulfide bonds (Fig. 1). Heavy and light
chains are encoded by separate genes
and are organized into discrete globular
domains separated by short peptide seg-
ments. The amino-terminus end of both
heavy and light chains is the antigen
binding site and consists of one domain
characterized by sequence variability (vari-
able region or V) in both the heavy and
light chains, called the VH and VL regions
respectively. The rest of the molecule has a
relatively constant (C) structure. The con-
stant region of the light chain is termed
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Fig. 1 (a) Diagram of an immunoglobulin G
(IgG) molecule (the most abundant antibody in
serum) and the active fragments that can be
derived from it. The antibody molecule is divided
into discrete functional domains: two domains
constitute the light chain (VL and CL), while four
domains make up the heavy chain (VH, CH1,
CH2, and CH3). The variable region domains
make the antibody binding site and are
designated as the Fv region. The effector
functions of the antibody are properties of the
constant region domains. The carbohydrate
units (black circles) present within the CH2
domains contribute to the functional properties
of the antibody. The hinge region provides
flexibility to the antibody molecule, facilitating
antigen binding and some effector functions. The

enzyme papain cleaves the antibody into two Fab
fragments containing the antigen binding sites
and an Fc fragment responsible for the effector
functions. (b) Genes that encode the heavy and
light chains. In the genes, each domain is
encoded by a discrete exon (indicated by boxes)
separated by intervening sequences (introns)
indicated by the line; the intervening sequences
are present in the primary transcript but are
removed from the mature mRNA by splicing.
Both heavy and light chains contain hydrophobic
leader sequences (indicated by the black exon)
necessary for their secretion. This leader
sequence is present in the newly synthesized
heavy and light chains but is cleaved from them
after they enter the endoplasmic reticulum and,
therefore, is not present in the mature chains.

the CL region. The constant region of the
heavy chain is further divided into three
structural domains stabilized by intrachain
disulfide bonds: CH1, CH2, CH3 (Fig. 1).
The CH3 domain of the heavy chain repre-
sents its carboxy-terminus. The domain
structure of the antibodies is very im-
portant for genetic engineering because
it facilitates protein engineering, allowing
the exchange between molecules of func-
tional domains carrying antigen-binding
activities (Fabs or Fvs) or effector func-
tions (Fc).

The hinge region, a segment of heavy
chain between the CH1 and CH2 domains,
provides flexibility in the molecule. Papain

digestion of IgG yields two Fab fragments
and one Fc fragment. The Fab region binds
antigen, while the Fc region mediates
effector functions such as complement
activation, antibody-dependent cellular cy-
totoxicity (ADCC), and placental transmis-
sion. All antibodies are glycoproteins, and
the carbohydrate present in the constant
region has been shown to be essential for
many of its effector functions.

1.2
Classes and Subclasses of Antibodies

The constant region of the heavy chain
determines the class or isotype of the
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Fig. 2 The five classes of antibodies: IgG, IgD, and IgE are monomeric antibodies; IgA and
IgM are polymeric antibodies.

antibody. Figure 2 shows the five different
classes of antibodies, which differ in the
constant region of their respective heavy
chains. The different heavy-chain isotypes
that define these classes of antibodies are
designated by lower-case Greek letters:
γ for IgG, δ for IgD, ε for IgE, α for
IgA, and µ for IgM. IgM and IgE heavy
chains contain an extra CH domain (CH4)
and lack the hinge region found in IgG,
IgD, and IgA. However, the absence of a
hinge region does not imply that IgM and
IgE lack flexibility; electron micrographs
of IgM molecules binding to ligands have
shown that the Fab arms can bend, relative
to the Fc fragment. There are also two
different light-chain isotypes, which are
designated by the lower-case Greek letters
κ and λ. Light chains of both isotypes

are found associated with all the heavy-
chain isotypes.

In humans, there is only one class of
IgD, IgE, and IgM with monomeric struc-
tures having a molecular weight (MW) of
around 190 kDa. However, human IgA an-
tibodies can be further subdivided in two
subclasses (IgA1 and IgA2) with a molec-
ular weight of around 160 kDa for each
monomer, and human IgG antibodies can
be subdivided into four subclasses: IgG1,
IgG2, IgG4 (all three with a molecular
weight of around 150 kDa) and IgG3 with
a molecular weight of around 165 kDa.
The higher molecular weight exhibited by
human IgG3 is due to the presence of an
extended hinge region, which provides ex-
traordinary flexibility. In fact, IgG3 is the
most flexible human IgG.
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Although all antibody molecules are con-
structed from the basic unit of two heavy
and two light chains (H2L2), both IgA and
IgM form polymers (Fig. 2). IgA forms
a dimeric structure in which two H2L2

units are joined by a J-chain [(H2L2)2J],
and IgM forms either a pentameric struc-
ture with five H2L2 units joined by a
J-chain [(H2L2)5J] or a hexameric structure
[(H2L2)6], which does not have the J-chain
(not shown). IgM and IgA heavy-chain
constant regions contain a ‘‘tailpiece’’ of
18 amino acids that contains a cysteine
residue essential for polymerization. The
J-chain is a 15 kDa polypeptide produced
by B-lymphocytes and plasma cells (the
same cells that produce the antibodies)
that promotes polymerization by linking
to the cysteine of the tailpiece (Fig. 2). Dif-
ferences in the isotype of the heavy chain
determine the number of carbohydrate
units and the ability to engage in vari-
ous effector functions such as complement
activation, ADCC, and placental transmis-
sion. Differences in the isotype of the light
chain do not appear to significantly influ-
ence the structure or the effector functions
of the antibody molecule.

2
From Mouse to Human Antibodies

2.1
Murine Monoclonal Antibodies

During the normal immune response, a
wide variety of antibodies is produced.
These antibodies, known as polyclonal
antibodies (i.e. they are the product of
many different antibody-producing cells),
include antibodies with different variable
regions as well as antibodies with the
same variable regions associated with
different constant regions. Rarely do

different individuals mount an identical
immune response. This heterogeneity in
the immune response plus ethical and
safety concerns has made it difficult
to use polyclonal antibodies for many
applications.

A significant breakthrough was made
when it became possible to produce
stable cell lines that synthesize a single
homogeneous antibody (Fig. 3). By fusing
a normal B-cell from the splenocytes of an
immunized animal (initially a mouse or a
rat) with a myeloma cell, it is possible to
generate a ‘‘hybridoma,’’ which possesses
the immortality of the myeloma cell and
secretes the antibody characteristic of the
normal B-cell. Antibodies produced by
hybridomas are monoclonal (i.e. they are
the product of a single antibody-producing
cell) and therefore have a single variable
region associated with only one constant
region. The immortality of the hybridoma
ensures the continued availability of a well-
characterized antibody. Once a hybridoma
cell line is developed, it can be grown in
vitro or in vivo for large-scale production
of the monoclonal antibody, or it can
be used to clone the variable regions
of the monoclonal antibody for genetic
engineering purposes.

Owing to their high affinity and exquisite
specificity, murine monoclonal antibodies
seemed to be the ideal ‘‘magic bullets’’ for
diagnosis or therapy of multiple diseases
including cancer. However, the progres-
sion of ‘‘magic bullets’’ from dream to real-
ity has been slow because mouse (murine)
monoclonal antibodies are not the ideal
agents to be administered into a human.
Murine monoclonal antibodies compared
to human antibodies require more fre-
quent dosing to maintain a therapeutic
level of monoclonal antibodies because of
a shorter circulating half-life in humans
than human antibodies. In addition, the
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1) Culture in HAT medium

2) Test each supernatant for 
secretion of antigen-specific 
antibodies
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of  immunized mice

Antigen
immunization 

Myeloma cells 
from tissue culture

Cell fusion

Clone each positive culture to 
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Fig. 3 Production of monoclonal antibodies. Mice are immunized with the
antigen of interest and spleen cells are isolated and then fused with myeloma
cells. HAT (hypoxanthine, aminopterin, and thymidine) medium is used to
separate unfused myeloma cells from fused hybridoma cells. It takes advantage
of the fact that normal mammalian cells can synthesize nucleotides by both a de
novo and a salvage pathway, while the myeloma cells used have a defect in the
salvage pathway. When the de novo pathway is blocked by aminopterin, cells must
then utilize the enzymes of the salvage pathway. Thus, in the presence of
aminopterin, unfused myeloma cells will die. Normal spleen cells do not grow.
Only cells that have acquired the enzymes of the salvage pathway from the
normal cells and the capacity for continuous growth from the myeloma cell will
survive. Supernatants of hybridomas are screened for the presence of the
antibody with the desired specificity, and positive cell cultures are subcloned to
obtain a homogeneous cell line.

human immune system recognizes the
mouse protein as foreign, generating a
human antimouse antibody (HAMA) re-
sponse, which results in an even more
rapid clearance of the murine antibody

(rendering the therapeutic useless) and,
in some cases, in a severe allergic reac-
tion. Moreover, murine constant regions
can be ineffective in interacting with the
human immune effector system. These
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problems would be overcome by produc-
ing human monoclonal antibodies using
human B-cells from immunized human
donors. However, human monoclonal an-
tibodies are difficult to produce using the
hybridoma technology originally designed
for the production of murine antibodies:
the cell lines are unstable and frequently
produce antibodies of the IgM isotype,
which have low affinity for the antigen and
are difficult to purify and handle. In addi-
tion, there are ethical and safety problems
in obtaining humans immunized with cer-
tain antigens.

2.2
Chimeric Antibodies

To overcome the problems associated with
the administration of murine monoclonal
antibodies to humans, protein engineer-
ing has been used to convert murine
monoclonal antibodies to mouse/human
chimeric antibodies by genetically fusing
the mouse variable regions to the human
constant regions (Fig. 4), a procedure that
is facilitated by the structure of antibodies.

Initially, variable region genes were ob-
tained from genomic or cDNA libraries
produced using DNA or mRNA from
antibody-producing cells. More recently,
cloning of genes encoding for the antibody
variable region has been greatly facilitated
by polymerase chain reaction (PCR)-based
procedures. The variable region consists of
hypervariable complementarity determin-
ing regions CDRs that are responsible for
antibody specificity supported by relatively
conserved framework regions. A limited
number of different hydrophobic leader
sequences are also found associated with
the different variable regions. Therefore, it
is possible to design sets of oligonucleotide
primers on the basis of either the frame-
work or the leader regions that will bind to
virtually all mouse variable regions. A lim-
ited number of primers are required for all
constant regions. Using upstream consen-
sus primers for framework or leader re-
gions in light- and heavy-chain variable re-
gions and downstream primers for the con-
stant regions, PCR can be used to amplify
cDNAs generated by reverse-transcription
(RT-PCR) directly from hybridoma mRNA.

Mouse
monoclonal

antibody

Human
monoclonal

antibody

Mouse–human
chimeric
antibody

Humanized
antibody

Fig. 4 Schematic representation of a murine monoclonal antibody, a human
monoclonal antibody, a mouse–human chimeric antibody, and a CDR-grafted or
humanized antibody. Chimeric antibodies have murine derived variable regions and
binding specificities joined to human constant regions with their corresponding effector
functions. Humanized antibodies are composed mostly of human sequences except for
the areas in contact with the antigen (CDR regions), which are derived from mouse
sequences.
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This product is cloned and sequenced, and
then used for the construction of chimeric
antibodies or for further genetic modifica-
tions, as described below.

For the most part, chimeric antibodies
retain their target specificity and show
reduced HAMA responses. An example
of a successful mouse–human chimeric
antibody approved for clinical use is Rit-
uximab (Rituxan/Mabthera), which targets
the CD20 antigen and is now widely used
to treat non-Hodgkin’s lymphoma.

2.3
Humanized Antibodies

Although mouse–human chimeric anti-
bodies are less immunogenic than mouse
antibodies, in some cases they can still
elicit a significant human antichimeric an-
tibody (HACA) response. One approach
to overcome this problem is to further
manipulate the antibody variable region
encoding for the antigen binding site re-
sulting in humanized antibodies (Fig. 4).
Each variable domain consists of a β-
barrel with seven antiparallel β-strands
connected by loops. Among the loops are
the CDR regions. It is feasible to move
the CDRs and their associated specificity
from one scaffolding β-barrel to another,
thereby creating ‘‘CDR-grafted’’ or ‘‘hu-
manized’’ antibodies. However, it is rarely
sufficient to move only the CDRs from a
murine antibody onto a completely human
framework because the resulting antibody
frequently has reduced or no binding ac-
tivity. In these cases, additional mouse
residues near the CDRs are incorporated
until binding is restored.

An example of a successful humanized
monoclonal antibody that has been ap-
proved for clinical use is Trastuzumab
(Herceptin), which has demonstrated
significant antitumor activity in patients

affected with breast cancer overexpressing
the tumor-associated antigen HER2/neu.

2.4
Human Monoclonal Antibodies in Mice

Recently, mice have been produced that
make antigen-specific antibodies that are
totally human. To accomplish this goal,
transgenic mice carrying portions of the
human IgH and Igκ loci [in germ line
configuration using megabase-sized YACs
(yeast artificial chromosome)] were ob-
tained that included the majority of the
variable region repertoire, the genes for
Cµ, Cδ and Cγ 1, Cγ 2, or Cγ 4, as well
as the cis elements required for their
function. The IgH and Igκ transgenic
was then bred into a genetic background
deficient in the production of murine im-
munoglobulin. Therefore, the resulting
mouse model, named XenoMouse, has ele-
ments of the human heavy- and light-chain
loci in a murine context in which en-
dogenous mouse heavy and light chains
were disrupted.

The large and complex human variable
region repertoire encoded on the im-
munoglobulin transgenes in XenoMouse
strains support the development of large
peripheral B-cell compartments and the
generation of a diverse primary immune
repertoire similar to that of adult humans.
The human genes are compatible with
mouse enzymes mediating class switch-
ing from IgM to IgG as well as somatic
hypermutation and affinity maturation.
Importantly, the immune system of the
XenoMouse recognizes human antigens
as foreign, with a concomitant strong
human humoral immune response. The
use of XenoMouse mice in conjunction
with well-established hybridoma proce-
dures (see Fig. 3) reproducibly results in
human IgG monoclonal antibodies with
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high affinity for human antigens and
suitable for repeated administration to hu-
mans. To date, these engineered mice can
produce only some of the human isotypes,
but further genetic modification of these
mice promises to expand their potential.

3
In Vitro Antibody Production by Phage
Libraries

The production of monoclonal antibodies
frequently requires several injections of
antigen, which can take weeks to months.
Hybridoma construction and screening
require additional time. In addition, the
immune response is often biased toward
certain ‘‘immunodominant’’ epitopes of
the antigen, making it difficult or impossi-
ble to produce monoclonal antibodies with
the specificity desired for a particular use.
Moreover, the production of antibodies
against antigens conserved among species
may be difficult or impossible. Phage
display, a technology that allows the ex-
pression of immunoglobulin genes in bac-
teriophages (viruses that infect bacteria)
without the need for developing hybrido-
mas, provides an alternative approach that
overcomes many of these problems.

In phage display, the heavy and light
V-gene obtained from the spleen of an
immunized mouse or from the peripheral
blood of a naive or immunized donor
are expressed as Fab or single-chain Fv
(scFv) on the surface of filamentous phages
(f1, M13, and fd). Phage libraries can be
generated using variable antibody gene
repertoires from any species including
humans, or even synthetic sequences.
Figure 5 shows the development of scFv
libraries using a human donor.

Both scFv and Fab fragments can be
expressed on the surface of filamentous

bacteriophages (f1, M13, and fd) as either
single or multiple copies of the anti-
body of interest depending on the phage
protein used for fusion. Expression of mul-
tiple copies facilitates the identification
and isolation of low-affinity antibodies.
When functional antibody V domains are
displayed on the surface of filamentous
phages, the resulting phages bind specif-
ically to antigen, and rare phages can be
isolated on the basis of their ability to
bind antigen. Multiple rounds of enrich-
ment consisting of binding to immobilized
antigen, expanding the bound phage, and
further enriching by again binding to
immobilized antigen can yield specific
phages even if the desired specificity was
present on less than 1 in 106 of the original
phages in the library. The selected variable
regions will generally have affinities sim-
ilar to monoclonal antibodies and can be
expressed as antibody fragments in the
bacterium Escherichia coli or they can be
used to produce complete antibodies and
can be expressed in mammalian hosts. In
addition, specific variable regions can be
mutagenized and phages that express vari-
able regions with increased affinity can
be selected. The bacteriophage expression
systems are designed to allow the genes
encoding for heavy and light chains to
undergo random combinations, which are
tested for their ability to bind the desired
antigen.

The decision of whether to produce
scFv or Fab libraries depends partly on
the intended use. The single gene for-
mat of the scFv is an advantage for the
construction of fusion proteins such as
‘‘immunotoxins’’ (antibodies or antibody
fragments fused to a toxin) or for targeted
gene therapy approaches where the scFv
gene is fused to a viral envelope protein
gene. The use of scFv also appears to
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B-cells harvested
from blood

VH genes VL genes

PCR cloning of
VH and VL gene
repertoires

PCR  assembly and cloning
into a phage-display vector

Selection

1) Bind phage to antigen
2) Wash away nonbinding
phage
3) Elute binding phage and
amplify in E. coli
4) Repeat 3 to 4 times

Round 1 Round 2 Round 3

Production
in E. coli
culture

Screening

Desired scFv

Fig. 5 In vitro human antibody production using phage libraries
(phage-display technology). Peripheral blood mononuclear cells are
harvested from a nonimmunized or immunized human donor, and the
heavy- and light-chain V-gene regions (VL and VH) are amplified by PCR
and assembled as a single-chain Fv region (scFv). Note that the original
heavy- and light-chain pairings become scrambled during scFv
assembly. The scFv genes are cloned into filamentous bacteriophages,
where the encoded scFvs are displayed in a functional form on the phage
surface. Multiple rounds of selection with a solid-phase antigen allow
the isolation of even rare phages from the original library. The selected
scFv can be expressed in E. coli (The illustration was adapted from
Powers D.B. and Marks J.D. Monovalent Phage Display of Fab and scFv
fusions. In Antibody fusion proteins. John Wiley & Son, Inc., New York,
1999).
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be a better option for ‘‘intracellular im-
munization,’’ a procedure in which the
gene encoding the antibody binding site
is delivered intracellularly to achieve phe-
notypic knockout. However, the use of
Fab fragments offers the advantage that
heavy- and light-chain libraries can be
produced independently and reassorted.
The use of two vectors also facilitates
the construction of hierarchical libraries
in which a fixed heavy or light chain is
paired with a library of partners. In the-
ory, Fab libraries may be preferred where
the final product will be a complete an-
tibody, since, in some instances, removal
of the scFv linker might alter the antigen-
binding properties. However, scFvs have
been successfully converted into complete
antibodies.

Phage display has proved to be very
effective in generating a variety of anti-
bodies that are difficult to obtain using
the hybridoma technology. For preexist-
ing mouse monoclonal antibodies, phage
display can be used to obtain antibodies
that are entirely human in sequence, but
which bind to the same part of the anti-
gen (epitope) as the mouse monoclonal

antibodies. Antibodies to targets previ-
ously inaccessible using immunization
approaches (for example, self-antigens,
ubiquitous compounds, or toxic com-
pounds) have been isolated by selection
of phage on antigen in vitro. Building on
the concept of phage display, alternative
display strategies such as ribosome dis-
play and cell-surface display have been
recently developed.

4
Further Genetic Modifications of Antibodies

4.1
Engineering Antibody Fragments:
Monovalent, Bivalent, and Multivalent
scFvs

As explained in Sect. 3, scFv fragments
consist of the variable domains of heavy
and light chains (VL and VH) genetically
fused by a flexile linker peptide. scFvs
are much smaller than intact antibodies
(Fig. 6) (25–27 kDa vs around 150 kDa for
intact IgG), yet can retain the specificity
and the affinity of the parental molecule.
The small size of scFvs is a tremendous

CH1

CH2

CL

CH3

Intact antibody

scFv scFv dimer
diabody

scFv-CH3
minibody

VH

VH

VL

VL

VHVL

CH3

VL VL

VH VHVL
VH

Fig. 6 Schematic representation showing the relative size and domain
relationships between intact IgG (around 150 kDa) and engineered
single-chain Fv (scFv, 25–27 kDa), scFv dimer or diabody (55 kDa), and
minibody (scFv-CH3, 80 kDa) fragments.
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advantage in certain applications such
as tumor targeting for detection and/or
therapeutic purposes. In fact, scFv frag-
ments display a combination of rapid,
high-level tumor targeting with concomi-
tant clearance from normal tissues and
circulation that have made radiolabeled
scFvs important tools for detection and
treatment of cancer metastasis in both pre-
clinical models and patients. An example
of a successful scFv in the clinic is MFE-23.
This scFv is specific for carcinoembry-
onic antigen (CEA), a glycoprotein that is
highly expressed in colorectal adenocarci-
nomas. MFE-23, expressed in bacteria, has
been used in two clinical trials: a gamma
camera imaging trial using 123I-MFE-23
and a radioimmunoguided surgery trial
using 125I-MFE-23, in which tumor de-
posits are detected by a handheld probe
during surgery. Both trials showed that
MFE-23 is safe and effective in localizing
tumor deposits in patients with cancer.

Despite their successful use in some
tumor-targeting studies, a significant lim-
itation of using scFvs for targeting in vivo
is their monovalent binding to antigen.
Intact antibodies have significant avidity
as a result of the presence of two antigen
binding sites. To address this problem, an-
tibody engineers have used the monomeric
scFv as a building block for larger engi-
neered fragments. One approach consists
of producing dimers of scFv by incorpo-
rating a carboxy-terminal cysteine residue
so that a disulfide bridge forms, yielding
(scFv)2 fragments. Alternately, the single-
chain concept has been extended by using
an additional linker peptide to join the two
scFv molecules in tandem. Another ap-
proach for the production of scFv dimers
results from the observation that the use of
a very short linker peptide to connect the
antibody variable regions caused the for-
mation of ‘‘cross-paired’’ dimers, in which

the VL of one molecule associates with the
VH of a second and the VL of the second
molecule associates with the VH of the
first (Fig. 6). These noncovalent dimers,
also known as diabodies, are capable of bi-
valent binding to antigen. scFv dimers and
diabodies have a molecular weight simi-
lar to that of the antibody Fab fragments
(55–60 kDa) but contain two antigen bind-
ing sites. Diabodies show significant im-
provement in tumor targeting compared
to monovalent scFv. scFv fragments can
also be fused to an immunoglobulin CH3
domain, resulting in a self-assembling bi-
valent ‘‘minibody’’ (Fig. 6).

To further increase the avidity of anti-
body fragments, several laboratories have
generated fragments with an increased va-
lence. One strategy to develop fragments
with increased valence has been to ex-
tend the diabody approach by decreasing
the length of the interdomain linker pep-
tide, which may result in the formation
of tribodies and tetrabodies. It is also
possible to obtain larger bivalent or multi-
valent fragments by fusing scFvs to protein
domains normally involved in protein as-
sociation such as helix bundles or leucine
zippers. An alternative approach for pro-
ducing multivalent fragments has been
the fusion of scFvs to the bacterial pro-
tein streptavidin. Since streptavidin is a
tetramer composed of four noncovalently
linked monomers, four scFvs assemble
to form a tetrameric structure with four
antigen binding sites. A practical example
of this technology was the development
of Rh-specific scFv fused to streptavidin.
This fusion protein named scFv::strep was
able to directly agglutinate antigen-positive
red blood cells (a reaction that is impos-
sible to achieve by using antigen-specific
monomeric scFv or IgG), suggesting the
potential use of scFv::strep as a blood-
typing reagent.
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4.2
Bispecific Antibodies

In contrast to normal antibodies, which
are monospecific, bispecific antibodies
contain binding sites with two different
specificities. Antibodies with two differ-
ent specificities have been prepared by
chemical modification to combine univa-
lent fragments of different pepsin-treated
antibodies, by fusing two hybridomas se-
creting antibodies of different specificities
yielding a quadroma and by joining two
different single-chain antibodies (scFvs).
However, chemical modification of an-
tibodies is inefficient and can lead to
side reactions that damage the combin-
ing site. In a quadroma, it is difficult to
separate the desired bispecific antibodies
from the mixed population of heavy and
light chains produced by the two hybrido-
mas, and scFvs lacking constant regions
also lack the antibody effector functions,
which may be critical in certain applica-
tions. To address these problems, novel
bispecific antibodies have been produced
in which an scFv of one specificity has
been genetically fused after the hinge
(hinge-scFv) or at the carboxy-terminus
(CH3-scFv) of an antibody with a dif-
ferent specificity. Both fusion proteins
were expressed by gene transfection in
the context of a murine variable region.
Transfectomas secreted a homogeneous
population of the recombinant antibody
with the two different specificities, one
at the amino-terminus (anti-dextran) and
the other at the carboxy-terminus (anti-
dansyl). The CH3-scFv antibody, which
maintains the constant region of human
IgG3, has some of the associated effec-
tor functions such as long half-life and
Fc receptor binding. As expected, hinge-
scFv antibody, which lacks the CH2 and

CH3 domains, has no known effector
functions.

Bispecific antibodies provide potential
tools for use in immunotherapy. They take
advantage of the great specificity of vari-
able regions for their antigens and can
be envisioned as transporters of therapeu-
tic drugs or molecules or even immune
effector cells to the specific targets identi-
fied by one of their binding sites. In fact,
bispecific antibodies have been shown to
be beneficial in the recruitment of im-
mune cells for the treatment of cancer.
Depending on the effector/target interac-
tion, bispecific antibodies enhance cyto-
toxicity and phagocytosis. Several of these
antibodies are currently undergoing eval-
uation in phase I and II clinical trials.
Among the most extensively studied bis-
pecific antibodies are 2B1 and MDX-210.
2B1 produced from a hybrid hybridoma
is specific for the tumor-associated anti-
gens HER2/neu and Fcγ RIII (CD16, the
Fc gamma receptor expressed by key
cytotoxic effector cells such as natural
killer cells, neutrophils, and activated
mononuclear phagocytes), while MDX-
210 is a chemically conjugated hetero
F(ab)′2 fragment specific for HER2/neu
and Fcγ RI (CD64, the Fc gamma receptor
expressed by key cytotoxic effector cells
such as monocytes, macrophages, and
IFN-γ –activated granulocytes). Both an-
tibodies showed therapeutic promise in
late-stage cancer patients whose tumor
was refractory to conventional therapy.
Since conventionally prepared bispecific
antibodies have already shown promise
in clinical trials and results from pre-
clinical studies of recombinant bispecific
antibodies are encouraging, in the future
recombinant bispecific antibodies will un-
doubtedly be used in multiple clinical
trials.
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4.3
Polymers of Monomeric Antibodies

Although IgM is a naturally occurring
polymeric antibody (see Fig. 2), for sev-
eral applications it is desirable to have
other classes of antibodies in an IgM-like
(polymeric) structure. For example, IgM
does not bind the Fc receptors on phago-
cyte cells, whereas IgG effectively trig-
gers effector functions mediated through
gamma-specific Fc receptors. In addition,
since in IgG both heavy and light variable
regions are usually somatically mutated
(because of isotype switching to IgG), it
is expected that polymeric IgG may be
of higher intrinsic and functional affinity
than the currently available IgM, resulting
in more sensitivity and/or specificity. In
addition, many methods such as protein-
A binding are available that facilitate the
isolation of IgG.

Vectors have been developed for the
construction and expression of human
polymeric IgG. It was observed that the
18–amino acid carboxyl-terminal tailpiece
from human µ heavy chain is sufficient
for polymer assembly. This finding was
exploited to produce IgM-like polymers of

IgG by fusing the 18–amino acid carboxyl-
terminal tailpiece from human µ to the
carboxyl-terminal of γ constant regions
(Fig. 7). Using this technique, IgM-like
polymers of IgG1, IgG2, IgG3, and IgG4
have been produced. IgGs obtained by
this approach possess up to 6 Fcs and 12
antigen-combining sites, greatly increas-
ing the avidity of their interactions with
other molecules. These polymeric anti-
bodies possess the Fcγ receptor–binding
properties of IgG. Not surprisingly, the
complement activity of normally active
IgG1 and IgG3 and somewhat less-active
IgG2 antibodies is dramatically enhanced
upon polymerization. An unexpected re-
sult is that IgG4, normally devoid of
complement activity, when polymerized
in the same fashion directs complement-
mediated lysis of target cells almost as
effectively as the other polymers. These
experiments demonstrate that polymer-
ization of monomeric antibodies such as
IgG is an effective approach to obtain
antibodies with broader and more power-
ful effector functions than their wild-type
counterparts.

An alternative strategy to make poly-
mers of IgG is to genetically fuse chicken

CH1 CH2 CH3

BamHIScaISal I

IgG constant region

ScaI

3' C4 with tp

BamHI

BamHIScaISal I

CH1 Hinge CH2 CH3
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Fig. 7 Strategy for the construction of polymeric IgG. Using appropriate
restriction sites, the µ tailpiece (µtp) of human IgM is genetically fused
to the end of the heavy chain of human IgG.
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avidin to the carboxy-terminus of the heavy
chain of IgG. This approach is similar
to that described in Sect. 4.1 (produc-
tion of tetramers of scFv by fusing it
with streptavidin) based on the fact that
both streptavidin and avidin are tetramers
of four noncovalently linked monomers.
Since each antibody-avidin protein con-
tains two molecules of avidin (one geneti-
cally fused at the carboxy-terminus of each
heavy chain), two independent antibody
fusion proteins bind to each other through
their respective avidins forming a dimeric
structure. One example of this approach is
a recently developed human IgG3-avidin
fusion protein specific for the transferrin
receptor (TfR). The anti-TfR IgG3-avidin
was able to function as a universal vector to
deliver different biotinylated compounds
into cancer cells overexpressing the TfR.
Furthermore, it was unexpectedly discov-
ered that anti-TfR IgG3-avidin, but not a
recombinant anti-TfR IgG3 or a nonspe-
cific IgG3-avidin, possesses a strong an-
tiproliferative/proapoptotic activity against
hematopoietic malignant cell lines. Stud-
ies confirmed that anti-TfR IgG3-avidin
exists as a dimer, suggesting that cross-
linking of the surface transferrin receptor
may be responsible for the cytotoxic ac-
tivity. These findings demonstrate that it
is possible to transform an antibody spe-
cific for a growth factor receptor that does
not exhibit inhibitory activity into a novel
drug with significant intrinsic cytotoxic ac-
tivity against selected cells by fusing it
with avidin. The antitumor activity may
be enhanced by delivering biotinylated
therapeutics into cancer cells. Further de-
velopment of this technology may lead to
effective therapeutics for in vivo eradica-
tion of hematological malignancies and ex
vivo purging of cancer cells in autologous
transplantation.

4.4
Antibody Fusion Proteins

Fusion proteins with nonantibody
molecules fused to antibodies can be
produced using different approaches.
Antibody fusion proteins that contain
an intact antigen binding site should
retain the ability to bind antigen,
while the attached nonantibody partner
should be able to exert its function.
Such molecules, which have been called
immunoligands, can be produced in
several different ways (Fig. 8 a–f). When
the nonantibody partner is fused to
the end of the CH3 domain (CH3-
ligand) (Fig. 8a), the antibody-combining
specificity can be used to deliver an
associated biological activity as well as
antibody-related effector functions. An
example is the anti-TfR IgG3-avidin fusion
protein described in Sect. 4.3. Other
examples are antibodies targeting cancer
cells fused with interleukin-2 and GM-
CSF. The goal of this approach to cancer
therapy is to concentrate the cytokine in
the tumor microenvironment and, by so
doing, enhance the tumoricidal effect of
the antibody and/or the host immune
response against the tumor, while limiting
severe toxic side effects associated with
a high dose of cytokine administration.
Such antibody–cytokine fusion proteins
have shown significant antitumor activity
in mice bearing tumors, leading to
clinical trials. Immunoligands with the
nonantibody partner fused immediately
after the hinge (H-ligand) (Fig. 8b) or to the
CH1 domain (CH1-ligand) (Fig. 8c) may be
useful when the antibody-related effector
functions are unnecessary or harmful.
In addition, for many applications such
as tumor targeting, the small size of
the H-ligand and CH1-ligand may be an
advantage over the larger CH3-ligand.
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Fig. 8 Schematic representation of
antibody fusion proteins. (a) to (c)
represent different antibody fusion
proteins in which the nonantibody
partner was fused at the
carboxy-terminus after the CH3 domain
(a), immediately after the hinge (b), or
after the CH1 domain (c). (d) to (f)
represent antibody fusion proteins in
which the nonantibody partner has been
joined to the amino-terminus of the
full-length heavy chain (d) or the
truncated heavy chain (e and f). (g) and
(h) represent two fusion proteins with
the nonantibody partner fused to the
amino-terminus of the CH1 domain (g)
or immediately before the hinge (h).
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An alternative approach is to construct
antibody fusion proteins with the ligand
fused to the amino-terminus of the heavy
chain (Fig. 8 d–f). This may be neces-
sary for proteins that require N-terminal
processing or folding for activity such as
nerve growth factor (NGF), the costimu-
latory molecule B7.1, and interleukin-12
(IL-12). In fact, antibody-NGF, antibody-
(B7.1), and antibody-(IL-12) fusion pro-
teins containing the ligand fused to the
amino-terminus of the antibody retain
both the ability to bind antigen and the
activity of the nonantibody partner.

Nonantibody sequences can also be used
to replace the VH domain or the VH –CH1
domains (Fig. 8 g and h). These molecules,
which lack the ability to bind antigen, have
been called immunoadhesins because they
contain an adhesive molecule linked to

the immunoglobulin Fc effector domains.
In these proteins, the fused moiety ac-
quires antibody-associated properties such
as effector functions or improved phar-
macokinetics. An example is the tumor
necrosis factor (TNF) receptor IgG fusion
protein, which binds to TNF (a mediator of
inflammation) and neutralizes its activity.
In fact, this molecule has been demon-
strated to be efficacious for the treatment
of rheumatoid arthritis.

Although Fig. 8 shows the nonantibody
partner fused to the heavy chain, it should
be appreciated that the nonantibody part-
ner can also be fused to the light chain. It
is also possible to construct antibody fu-
sion proteins that combine more than one
kind of nonantibody partner at the amino-
or carboxy-termini of the heavy and/or
light chains. In addition, a nonantibody



346 Antibody Molecules, Genetic Engineering of

molecule can be fused to an scFv molecule
as described in Sect. 4.1. Moreover, two
antibody Fc fragments can be genetically
fused resulting in a molecule with novel
biological properties. An example of this
approach is the protein GE2, which is the
product of the fusion between the Fc frag-
ments of human IgG and human IgE
(Fcγ –Fcε fusion protein). GE2 does not
have an Fab and, as a consequence, is un-
able to target an antigen. However, GE2
was able to form complexes with both
Fcγ RII and FcεRI, resulting in an inhi-
bition of mast cell and basophil activation
that results in the blocking of the anaphy-
laxis in transgenic mice expressing human
FcεRIα. This approach has therapeutic
potential in IgE- and FcεRI-mediated dis-
eases such as allergic asthma, allergic
rhinitis, chronic urticaria, angioedema,
and anaphylaxis.

5
Expression Systems

A large variety of expression systems have
been used for the production of geneti-
cally engineered antibodies and antibody
fragments. These expression systems in-
clude bacteria, yeast, plants, baculovirus,
and mammalian cells.

Antibody fragments are commonly ex-
pressed in bacteria and yeast. The bac-
terium E. coli is a frequently used expres-
sion system owing to its rapid growth and
easy genetic manipulation. However, pro-
teins expressed in E. coli are frequently
insoluble and/or inactive, and refolding
may be required to obtain functional frag-
ments. Secretion of fragments into the
bacterial periplasm or culture supernatant
provides an alternative means to obtain the
desired functional fragments without the
need for refolding. Although the results

are highly antibody-dependent, there are
many examples in which the bacterial ex-
pression system is successful.

Complete functional antibodies have
been most successfully expressed in mam-
malian cells, as these cells possess the
mechanisms required for correct im-
munoglobulin assembly, posttranslational
modification (glycosylation), and secre-
tion. Posttranslational modifications can
influence the biologic properties and ef-
fector functions, important considerations
especially when the antibody is to be
used for therapy. Examples of mammalian
cells that have been successfully used
to express properly assembled and gly-
cosylated antibodies and antibody fusion
proteins are the mouse myeloma cell lines
P3X63Ag8.653, Sp2/0-Ag14, and NS0/1.
These three myeloma cell lines have lost
the ability to produce endogenous H and
L chains and are derived from the parent
myeloma. Antibodies produced in nonlym-
phoid cell lines such as Chinese hamster
ovary (CHO), HeLa, C6, and PC12 are also
properly assembled and glycosylated. Ow-
ing to the slower growth of mammalian
cells, mammalian expression requires a
longer time frame and higher costs than
bacterial or yeast expression, but it is pre-
ferred when complete functional antibod-
ies with proper glycosylation and disulfide
bonds are required. Other expression sys-
tems that have been extensively used to
produce complete functional antibodies in-
clude insect cells and plants. There is no
‘‘universal’’ expression system – each sys-
tem has its advantages and disadvantages.

6
Conclusion

Rapid progress has been made
in producing genetically engineered
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antibodies. The ability to express foreign
DNA in a variety of host cells has
made it possible to produce chimeric,
humanized, and human antibodies as
well as antibodies with novel structures
and functional properties in quantities
sufficiently large for many applications
including clinical therapy. The available
experience suggests that antibody-based
therapies can be successfully developed
for use in clinical situations in which no
alternative effective therapy is available.
However, continued progress in the
development of antibody-based therapies
will require extensive research to further
define the mechanism of antibody action
and on how to optimally use the
novel proteins with unique functional
properties.

See also Genetics, Molecular Basis
of; Medicinal Chemistry.
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Keywords

Antigen
Any piece of a substance that can induce a specific immune response or reacts to a
specific antibody or T cell.

Adhesion Molecules
Proteins, such as integrins, selectins, members of the Ig superfamily, or CD44, that
mediate the binding of one cell to other cells or to the extracellular matrix.

Adjuvant
A substance that enhances the immune response to antigens and is therefore used in
immunizations.

Activation
A process by which the immune system (e.g. T cells, B cells) is switched on to deal with
an infection.

Costimulation
Secondary signals provided to T cells by costimulatory molecules (e.g. CD80, CD86) on
antigen presenting cells. Regulated expression of costimulatory molecules allows T-cell
activation in inflammation but not under healthy conditions.

CpG
Denotes a deoxynucleotide motif in bacterial DNA that differs in sequence and
methylation state from mammalian DNA. It binds to and activates certain subsets of
dendritic cells.

Danger
A term popularized by Matzinger, that covers the various signals from damaged tissues
or from microbial products that trigger activation of dendritic cells.
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dsRNA
Denotes double-stranded RNA, known as the genome of retro-viruses.

Endotoxin
Lipopolysaccharides (LPS) that are an integral part of the outer cell envelope membrane
of gram-negative bacteria. They evoke toxic and pyrogenic effects and cause sepsis.

Epitope
Specific amino acid sequence of foreign or self-antigens that an antibody (B-cell
epitope) or a T-cell receptor (T-cell epitope) recognizes, binds to, and reacts against.

Germinal Center
Sites in secondary lymphoid organs where activated B cells undergo proliferation,
selection, maturation, and apoptosis.

HLA
Acronym for human leukocyte antigen, denoting the human MHC molecules.

Humoral Immunity
Immune response involving B cells that produce antibodies.

Immunoglobulin
A protein produced by a B cell that binds to a specific antigen leading to attack by the
immune system.

LPS
Lipopolysaccharide (cf. endotoxin).

Lymphatic System
A network of vessels that is separate from the blood circulation. It includes the lymph
nodes that are the command centers of the immune system.

MHC
Major histocompatibility complex – a gene cluster encoding MHC molecules,
originally described as antigens responsible for transplant rejection. MHC molecules
bind antigenic peptides in order to activate T cells in an antigen-specific manner.

Peptide
Short fragment of a protein. On binding to MHC molecules, it can activate T cells and
thereby becomes antigenic.

Processing
Set of activities of an antigen presenting cell encompassing proteolysis of an antigen,
generation of antigen peptides, peptide loading onto MHC molecules, and transport of
MHC-peptide complexes to the cell surface.
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TH1
Helper T cells that produce high levels of IFN-γ and promote activation of macrophages.

TH2
Helper T cells that produce IL-4, IL-5, and IL-I0 and promote eosinophil, B-cell, and
mast-cell functions.

Tolerance
The failure of the immune system to respond to antigens.

Vaccination
Administering an antigen to generate long-term antibody or cellular immune responses
or both.

� Antigen presenting cells play a key role in the immune system as they are the only
cells of the body that are able to trigger antigen-specific immune responses upon
infection with foreign invaders. Three differentially specialized types of cells are
in charge of this vital task: dendritic cells, macrophages, and to a certain extent,
B lymphocytes. We are beginning to understand the molecular mechanisms of
how these cells take up, process, and present antigens and how this translates
into T-cell activation or silencing. This knowledge is fundamental for both our
current concepts about how the immune system discriminates between self and
nonself and for the development of novel vaccination strategies against diseases still
threatening mankind.

1
Antigen-specific Immunity

Our environment is rich in microbes
and parasites, a multitude of them be-
ing pathogenic to humans and/or to other
mammals or vertebrates. The necessity of
means to combat microbial invaders is evi-
dent and is accomplished through the pres-
ence of a functional immune system. One
type of weapon was discovered by Behring
and Kitasato at the end of the nineteenth
century in the serum of rabbits immunized
with diphtheria bacilli: the cell-free serum
was capable of destroying diphtheria

toxins, it was specific for diphtheria and re-
mained effective in the organism of other
animals – the breakthrough in immuniz-
ing against diphtheria. Behring and his
colleagues named the serum components
of this monumental discovery antitoxins.
Later on they were named antibodies, and
the agents able to induce the generation of
antibodies became known as antigens.

An immune response can be antigen-
specific, as in Behring’s immunization ex-
periments with diphtheria and tetanus tox-
ins, but also antigen-nonspecific (Fig. 1).
Nonspecific immunity is based on special-
ized cells, such as natural killer (NK) cells,
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Innate immunity Acquired immunity

Eosinophils
Neutrophils
Macrophages
NK cells

B lymphocytes
Macrophages
Dendritic cells
T lymphocytes

Fig. 1 Cells of the innate immune system versus
cells of the acquired immune system. Eosinophils,
neutrophils, macrophages, and natural killer (NK)
cells confer innate immunity. B lymphocytes,
macrophages, and dendritic cells are professional
antigen presenting cells, often referred to as
‘‘APCs.’’ They are the key players in facilitating
acquired immunity.

eosinophils and neutrophils, and phago-
cytic cells, such as microglial cells in the
brain or Kupffer cells in the liver. None
of these elements require specific anti-
gen recognition. These cells belong to the
innate immune system. However, most
pathogens cannot be eliminated by in-
nate immunity alone but only through
the involvement of elements of the adap-
tive or acquired immune system, which
is antigen-specific. This system relies on
antigen presenting cells that do not simply
destroy antigens but expose their anti-
gens on the surface for recognition by
T cells. In particular, macrophages link
the innate with the acquired immune sys-
tem being both phagocytes and antigen
presenters. Antigen exposure to effec-
tor T lymphocytes leads to production
of antigen-specific antibodies, to cytolytic
elimination of infected cells in an antigen-
specific manner and/or to pathogen killing
by phagocytosis. Thus, antigen presenting
cells govern the initiation of both humoral
and cellular immunity.

2
Antigen Presenting Cells (APCs)

2.1
The Discovery of Langerhans

In the second half of the nineteenth cen-
tury, the histologist Langerhans was the
first to detect a cell that immunologists
nowadays call an antigen presenting cell.

He used a gold impregnation method to
stain skin sections and saw irregularly
shaped cells with long protrusions rem-
iniscent of dendrites of cutaneous nervous
system cells. These cells formed a net-
work of dendrites within the spinal layer
of the epidermis and were called Langer-
hans cells (LCs). At the ultrastructural level,
LCs can be identified by unique organelles
in their cytoplasma, termed Birbeck gran-
ules. Birbeck granules are unique to LCs
and allow us to distinguish them from
macrophages and other dendritic cells. Al-
most a century later, LCs were rediscovered
by immunologists and shown to function
as APCs. Today, it is obvious that LCs are
representatives of the dendritic cell fam-
ily, specialized in trapping antigens that
have penetrated the epidermis of the skin.
Hence, they function as the sentinels of the
antigen-specific skin immune response.

2.2
Professional APCs

The term APC refers to not only LCs but to
all types of leukocytes that are responsible
for taking up antigens at the entry sites of
the body, transporting them to lymphoid
organs where they recruit antigen-specific
T lymphocytes (short: T cells). APCs thus
act at the very beginning of an adaptive
immune response. In order to mount such
a response against an antigen that enters
the body for the first time, APCs must be
able to activate so-called naive T cells that
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have not been stimulated before and ‘‘see’’
the respective antigen for the first time.

APCs that are able to prime naive
T cells are termed professional APCs
and include three sets of cells (Fig. 2):
mononuclear phagocytes or macrophages,
dendritic cells (DCs), and B lymphocytes (B
cells). These three classes of APCs can be
distinguished from nonprofessional APCs
in that they express a specific combination
of surface proteins that are critical for
priming naive T cells. These surface
proteins are (1) the gene products of the
major histocompatibility complex (MHC):
MHC class I and class II molecules bind
peptides derived from antigenic proteins
and present them to either cytotoxic T
cells, characterized by the coreceptor CD8,
or helper T cells expressing the coreceptor
CD4, respectively; (2) the costimulatory
molecules CD80 (B7.1) and CD86 (B7.2),
which promote growth and differentiation
of T cells upon engaging APCs; and
(3) adhesion molecules such as ICAM-1
or LFA-3 that facilitate the primary contact
between T cells and APCs.

DCs, although being highly diverse in
origin and shape, appear to be the most
potent professional APCs: DCs localize
to all putative antigen entry sites of
the skin, mucosa, and airways, they
express high amounts of both classes of
MHC molecules and, as members of the
phagocyte family, they have an enormously
high capacity to pino- and phagocytose
antigenic material. Owing to their superior
impact on the functionality of the acquired
immune system, numerous attempts are
ongoing to exploit DCs in immunotherapy
of cancer and other diseases. Interestingly,
about 100 years ago, the writer George
Bernard Shaw stated in his famous book
The Doctor’s Dilemma: ‘‘There is only
one genuinely scientific treatment for
all diseases and that is to stimulate the
phagocytes.’’

2.3
Nonprofessional APCs

One major prerequisite of bone mar-
row–derived professional APCs is their

B lymphocyte

Internalizes and presents:

Soluble antigens

Viral antigens
Toxins

Dendritic cell

Internalizes and presents:

Bacterial antigens

Viral antigens
Soluble antigens

Particulate antigens
Allergens

Macrophage

Internalizes and presents:

Extracellular and

Intracellular pathogens
Particulate antigens

Fig. 2 The three types of antigen presenting cells (APCs). They have overlapping but distinct
repertoires of antigens that they internalize, process and present to T cells.
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Tab. 1 Nonprofessional APCs of the human immune system.

Cell type Constitutive
MHC class I

Constitutive
MHC class II

Costimulators
CD80/CD86

Thymic cortical
epithelial cells

+ + −

Thymic medullary
epithelial cells

+ + −

Keratinocytes + − −
Myoblasts + − −
T lymphocytes + − −

concerted expression of MHC class II and
costimulatory molecules CD80 and CD86.
Apart from a very few exceptions, for exam-
ple, vascular endothelial cells, only B cells,
macrophages, and DCs are able to express
reasonable amounts of CD80 and CD86
that are essential for activation of naive
T cells. However, a number of other cell
types can express MHC class II molecules
(Table 1).

Thymic cortical epithelial cells (cTECs)
that are critical for positive selection of
CD4+ thymocytes, and thymic epithelial
cells of the medulla, which are responsible
for deletion of self-reactive CD4+ thymo-
cytes, express MHC class II molecules
in a constitutive fashion. The impor-
tance of MHC class II expression on
cTECs is demonstrated by MHC class
II–negative mutant mice that lack mature
CD4+ T cells. Following cytokine stim-
ulation in vitro or during inflammatory
states in vivo, MHC class II molecules are
induced on a variety of epithelial and en-
dothelial cells. IFN-γ induces MHC class
II molecules in keratinocytes of the skin
and even in myoblasts of muscles. Like-
wise, activated T lymphocytes in humans
can become MHC class II positive.

It has been shown that cells becom-
ing MHC class II–positive in the pres-
ence of proinflammatory cytokines, such

as IFN-γ , are able to present peptides
to CD4+ T cells and to activate them,
provided that the T cells do not need cos-
timulation. Neo-MHC class II–expressing
cells that have the potential to present
antigen, are termed nonprofessional APCs.

3
Antigens Presented by APCs

3.1
Antigen Types

According to the initial definition brought
up by the discoveries of Behring and
Ehrlich, ‘‘antigens’’ are substances that
cause the production of antibodies. How-
ever, this historic definition only covers
humoral immune responses. Nowadays,
molecules that are recognized by the anti-
gen receptor of a B lymphocyte (B-cell
receptor) and/or the antigen receptor of a
T lymphocyte (T-cell receptor) are termed
antigens. Antigens that initiate an im-
mune response are named immunogens,
whereas others may induce tolerance and
are named tolerogens. Another subset of
antigens that have a low molecular weight
(<4000 Da) and are immunogenic only
if they are covalently bound to a carrier
protein, is termed haptens. Examples of
haptens are substances, such as poison
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ivy or penicillins, that bind covalently to
proteins before or after take-up by APCs
and then can cause allergy.

3.2
Biochemical Nature of Antigens

APCs are able to successfully present a
large variety of organic substances (mainly
consisting of carbon, hydrogen, oxygen,
and nitrogen atoms); however, not a single
inorganic substance is known to be able
to trigger an antigen-specific immune
response without the involvement of
proteins. This is also true for large crystals,
such as renal calculi. This clear difference
in the immunogenicity indicates that
the adaptive immune system evolved to
circumvent the danger originating from
organic and not inorganic material.

The most potent antigens are proteins
and polypeptides. This is also true for
polypeptides that consist of D-amino acids
instead of naturally occurring L-amino
acids. The reason for the strong immunos-
timulatory capacity is that proteins are
easily recognized by the B-cell receptor
and by (soluble) antibodies in the blood
as well. In addition, proteins give rise
to peptides during processing by APCs
and peptides are the substances of choice

to activate cellular immune responses
through recognition by the T-cell receptor
of T lymphocytes (Table 2).

Polysaccharides and glycans are by far
weaker antigens than proteins. They can
activate B cells but not T cells because
APCs cannot present polysaccharides to
T cells. Nevertheless, Saccharomyces gly-
can stimulates macrophages to secrete IL-1
and TNF-α, thereby supporting antitumor
immunity in mice. Polysaccharides from
bacteria, such as multiple branched glu-
cose polymers (dextranes), induce strong
antibody responses in humans and mice,
however, not in rabbits or guinea pigs.

Most lipids are too small to act as
antigens that induce antibody production.
Similar to other low molecular weight
substances, a few lipids can function as
haptens, such as cardiolipin. Cardiolipin is
a phospholipid derived from the mitochon-
drial membrane. It is released from cells
upon bacterial infection with Treponema
pallidum, binds to carrier proteins and, in
this context, initiates formation of anticar-
diolipin antibodies (Table 2).

However, DCs such as LCs express
CD1 molecules that bind and present
certain lipids or glycolipids in order to
induce T-lymphocyte activation. Nong-
lycosylated and glycosylated mycolates,

Tab. 2 Antigens presented by APCs via MHC and CD1 molecules, versus
haptens.

Restriction Antigen Hapten

MHC class I/MHC class II Proteins Polysaccharides
Polypeptides DNA
Peptides Penicillin
Glycopeptides Cardiolipin

CD1 Mycolates Organic substances
Diacylglycerols
Sphingolipids
Polyisoprenoids
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diacylglycerols, sphingolipids, and polyiso-
prenoids derived from endogenous and
microbial sources have been described
(Table 2).

Similar to pure lipids, only DNA or RNA
is widely unable to trigger generation of
antibodies. Moreover, APCs obviously lack
specialized receptors for DNA or RNA
necessary for activating T lymphocytes.
Nucleoproteins, however, are suitable to
generate anti-DNA antibodies. Thus, DNA
can serve as a hapten. Anti-DNA antibodies
are actually found in the serum of
patients suffering from the autoimmune
disease systemic lupus erythematosus
(SLE). Some of these antibodies react with
denatured DNA, others with intact double-
strand DNA.

3.3
Origin of Antigens

Under normal circumstances, the im-
mune system relying on APCs reacts only
against foreign antigens, but not against
self-antigens. In cases in which a foreign
antigen is a homolog of a self-antigen, the
extent of the immune response decreases
with increasing similarity between both
antigens. To take this rule into account,
transplantation immunologists differenti-
ate between the donor and the recipient
of a transplanted organ: antigens derived
from a recipient of the same species are
called alloantigens. When the antigen is de-
rived from another species, it is named
xenoantigen. In contrast to that, autoanti-
gens are derived from the same organism
and may cause autoimmune diseases.

4
Antigen Entry Sites

Vertebrates offer microbes a large interface
to enter the body. Consequently, the

lymphatic system is organized in such
a way that lymphoid tissues are located
in close proximity to all putative entry
sites. Afferent lymphatic vessels drain
fluid and APCs from the skin and from
other peripheral tissues to the lymph
node. The spleen filters antigen mainly
from the blood stream. The gut-associated
lymphoid tissues (GALT), which include
the tonsils, adenoids, appendix, and the
Peyer’s patches (PP) in the small intestine,
collect antigen from the epithelial surfaces
of the gastrointestinal tract.

Likewise, the bronchial-associated lym-
phoid tissues (BALT) and the mucosal-
associated lymphoid tissues (MALT) pro-
tect the respiratory epithelia and other mu-
cosa respectively. Each of these lymphatic
tissues traps foreign antigens through the
activity of migratory APCs that present
antigenic peptides to T lymphocytes,
thereby initiating antigen-specific immu-
nity. Importantly, even in the absence of
foreign antigen, lymphoid tissues provide
signals to lymphocytes via presentation of
self-antigens. This is important for the
survival of naive and silent T lymphocytes,
thereby contributing to the maintenance
of T-cell homeostasis.

4.1
APCs in the Skin

Antigen that has penetrated the epidermis
is primarily picked up by LCs. LCs
are derived from monocytes that leave
the blood stream and migrate into the
epidermis where they adopt the shape
of typical DCs. Antigen-fed LCs leave the
skin and migrate as so-called veiled cells via
the afferent lymph vessels to the draining
lymph nodes. There, they accumulate as
interdigitating dendritic cells (IDCs) in the
T cell–rich areas.
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Under pathological conditions, for ex-
ample, in skin suffering from the autoim-
mune disease psoriasis, not only LCs but
also keratinocytes express high amounts
of MHC class II molecules and become
capable of functioning as APCs. In other
squamous epithelia, DCs different from
LCs do occur. This is true of the oral and
nasal mucosa, the trachea and bronchus,
and the esophagus and the tonsils. In the
epithelia lining the lung, the stomach,
and the gut, DCs have not been found,
as yet.

4.2
APCs in the Mucosa

Although tight junctions and the mucous
layer of mucosal surfaces widely exclude
microbes and large particulate antigen(s),
antigenic proteins are known to surpass
this barrier through endo- and transcyto-
sis. Granulocytes, as representatives of the
innate immune system, and macrophages
functioning as APCs take up these anti-
gens in the lamina propria. Furthermore,

in the gut and bronchus, an antigen trans-
fer system exists that transports antigens
from the lumen to the GALT and BALT re-
spectively. A prerequisite of this system is
the presence of a specialized type of epithe-
lial cell, the so-called M cell (see below).

4.3
APCs in the Gut

The uptake of bacteria, proteins, and
abiotic substances (e.g. latex) by the Peyer’s
patches and by lymphoid follicles in other
parts of the gut, for example, the appendix,
is well known. The GALT is separated
from the gut lumen by a single layer of
epithelium, containing M cells (Fig. 3). In
ultrathin sections, an M cell is seen as a rim
of apical cytoplasm that bridges the space
between two adjacent epithelial cells. An
M cell forms a kind of an umbrella above a
space surrounded by epithelial cells and
filled with all sorts of APCs including
DCs, macrophages, and B cells. Thus,
antigen from the gut lumen is transcytosed
through the epithelial monolayer and

M cell

Macrophage

B cell

Antigen

GALT

Epithelium

Gut lumen

Dendritic cell

Fig. 3 The gut-associated lymphoid tissue (GALT). Antigens
from the gut lumen traverse the single layer of epithelia via M
cell–mediated transcytosis whereupon they get in contact with
APCs (dendritic cells, macrophages, B cells) of the GALT. APCs
are very similarly organized in the lymphoid tissues of the
bronchus and Waldeyer’s ring.
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reaches APCs, which take up and process
the antigen and present it to T lymphocytes
in the PP or in mesenteric lymph nodes.

4.4
Antigen Uptake in the Respiratory Tract

In the upper respiratory tract, antigen pre-
senting LCs occur in the transitional zones
between the keratinizing epithelium of the
skin and the mucosal surface of the nasal
cavity and the nasopharyngeal region, for
example, the lips. Moreover, APCs fulfill
their sentinel function in and around the
lymphoid tissue of Waldeyer’s ring. The
epithelium above the ring of Waldeyer con-
tains, just as BALT and GALT do, antigen
transporting M cells. Furthermore, DCs
are found in the epithelium of the trachea.
The rest of the mucosal surface of the
upper respiratory tract serves to exclude
rather than take up antigen.

Antigen exclusion is also dominant in
the lower respiratory tract, in particu-
lar, the lung. Antigen clearance mainly
depends on mucociliary activity of the
epithelia and/or alveolar macrophages.
Macrophages in the alveoli act as both
phagocytic cells of the innate defense sys-
tem and as APCs giving rise to acquired
immunity. Some of them simply phagocy-
tose and digest foreign antigens involving
the lung; others stimulate a local im-
mune response. For this purpose, alveolar
macrophages loaded with antigen cross the
lining of the alveoli and migrate into lymph
nodes located in the lung tissue. Thus, sim-
ilar to DCs, alveolar macrophages form a
lung-specific antigen handling system.

5
Antigen Presenting Molecules

Both types of the classical molecules of
the MHC, class I and class II, are peptide

receptors and encoded by genes that
display the highest degree of polymor-
phism in the genome. Within the MHC
molecules, the polymorphism is mainly
restricted to the regions that constitute
the antigenic peptide-binding cleft. The
advantage of the multitude of MHC alle-
les encoding for a multitude of distinct
peptide-binding specificities is that there
will be hardly any foreign peptide that
cannot be bound by at least a few indi-
viduals of a population. In contrast, CD1
molecules are MHC class I–like recep-
tors for mycobacterial lipids or glycolipids.
They are not encoded in the MHC and are
monomorphic. Their physiological role is,
as yet, ill defined.

5.1
MHC Class I Molecules

MHC class I molecules are glycosy-
lated transmembrane proteins that con-
sist of two subunits: the larger α-
chain encoded in the MHC genetic
locus is polymorphic and forms the
peptide-binding site. It associates with
the smaller subunit, β2-microglobulin
(β2m), which is nonpolymorphic and en-
coded outside the MHC. β2m and the
membrane-proximal α3-domain of the
α-chain fold as immunoglobulin do-
mains, whereas the membrane-proximal
(membrane-distal) α1- and α2-domain con-
stitute the peptide-binding cleft (Fig. 4).

Quite in contrast to other peptide re-
ceptors described in the hormone system,
the binding cleft of MHC molecules is
highly promiscuous so that a large vari-
ety of antigenic peptides can be presented.
In the case of MHC class I molecules,
this peculiarity is accomplished through
three structural criteria shared by peptide
ligands: (1) the peptide length is limited
to 8 to 10 amino acids, with the majority
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Fig. 4 X-ray structure of the MHC class I
molecule HLA-Aw68, the MHC class II
molecule HLA-DR1, and the CD1b molecule,
which are key surface molecules of APCs.
Adapted from Guo, H. C. et al. (1992) Nature
26, 300–301; Murthy, V. L., Stern, L. J. (1997)
Structure 5, 1385–1396; Gadola, S. D.,
Zaccai, N. R., Harlos, K., Shepherd, D.,
Castro-Palomino, J. C., Ritter, G.,
Schmidt, R. R., Jones, E. Y. Cerundola, V.
(2002) Structure of human CD1b with bound
ligands at 2.3 Å, a maze for alkyl chains, Nat.
Immunol. 3, 721–726.

MHC I MHC II CD1

a1 a1
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a3
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of peptides being 9-mers; (2i) 1 to 2 side
chains of the peptide, called anchors, fit
into corresponding specificity pockets in
the binding cleft. Both the position and
identity of these anchor residues vary, de-
pending on the particular MHC class I
molecule (allele-specific anchor motifs);
and (3) the amino- and carboxyterminni
of peptides are fixed in the binding cleft
through a hydrogen-bonding network.

To illustrate this in more detail, the
sequences of self- and foreign peptides
restricted by the human MHC class I
molecule HLA-A2 are compared (Table 3):
70% of these peptides are 9-mers with
a leucine or methionine at the anchor
position P2 and a valine at the anchor
position P9. Owing to the fact that the
sequences at the nonanchor positions are
widely irrelevant for binding, more than

Tab. 3 Peptide anchor motif of antigenic peptides binding to the MHC class I molecules HLA-A1
and HLA-A2.

Antigen Sequence Allele

P2 P9 P10

Tyrosinase (369–377) Y M N G T M S Q V
EBV LMP2 (426–434) C L G G L L T M V
HIV RT(476–484) I L K E P V H G V
HTLV-1 Tax(11–19) I L F G Y P V Y V HLA-A2
Hepatitis B sAg(335–343) W L S L L V P F V
Tyrosinase (1–9) M M N G T M S Q V
pmel 17/gp100 I L D G T A T L R L
Influenza B NP(85–94) K L G E F Y N Q M M
Influenza MP(59–68) I L G F V F T L T V
HPV11 E7 (4–12) R L V T L K D I V

Anchor motif
L V
M L

M

Anchor motif
– P3 P9

D Y HLA-A1
E
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500 different peptides have been estimated
to constitute the self-peptide repertoire of
HLA-A2 expressed on the surface of a B
cell; however, none of these peptides binds
to HLA-A1 and vice versa. The reason is
that HLA-A1 and HLA-A2 differ strongly in
the anchor motif of their peptide ligands.

Today, more than 220 distinct HLA-A
and more than 450 distinct HLA-B type
alleles are known. Not all of the alleles have
distinct anchor motifs, however, the high
diversity of allelic MHC products observed
in the human population allows a high
diversity of self- and foreign peptides to be
bound. This strategy reduces the risk that
some pathogens may escape recognition
by the immune system due to holes in the
binding capacity of MHC molecules.

5.2
MHC Class II Molecules

The crystallographic structure of MHC
class II molecules shows that they are
folded very much like MHC class I
molecules, although class II dimers consist
of a noncovalent complex of an α- and a β-
chain, which are both encoded within the
MHC. Again, highly polymorphic regions
are located in the peptide-binding cleft,
consisting of 8β-strands and 2α-helical
segments that serve to sandwich peptide
ligands (Fig. 4).

The only and decisive structural differ-
ence is that the class II binding cleft is
open at both ends, whereas the class I
cleft is closed. A critical consequence is
that naturally processed peptides binding
to class II MHC molecules are at least 12
to 14 amino acids long and can be much
longer. The majority of class II–associated
peptides are 15- to 17-mers. The binding
forces of the class II peptide-binding cleft
are distributed to 3 to 4 specificity pockets,
most often localized at relative positions

P1, P4, P6, and P9 (Table 4). Moreover,
about a dozen hydrogen bonds contacting
the whole backbone of a typical 15-mer sta-
bilize the class II–peptide interaction. In
further contrast to class I molecules, the
specificity pockets of the class II groove
are more permissive, often allowing 3 to 5
structurally similar amino acid side chains
to fit into a particular pocket (Table 4).

The advantage of this peculiarity is that
class II molecules encoded by the same
MHC class II allele are able to accommo-
date a large repertoire of different peptide
sequences. This may be viewed as an adap-
tation to pathogens that constantly change
their immunodominant antigens by high
mutation rates. The disadvantage is that
MHC class II allele-specific peptide lig-
and motifs are rather complex and class
II–restricted immunodominant epitopes
are difficult to predict.

5.3
CD1 Molecules

CD1 molecules are nonpolymorphic trans-
membrane glycoproteins encoded by
genes outside the MHC. The overall
structure of CD1 is similar to that of
MHC class I molecules in that CD1
molecules form heterodimers of ∼45-kDa
heavy chains associated with β2m. How-
ever, unlike MHC class I molecules, CD1
is not retained within the endoplasmic
reticulum but is targeted at endocytic com-
partments where it binds its ligands. CD1
molecules are expressed only on dendritic
cells, monocytes, and some thymocytes.
Like classical MHC class I and class II
molecules, CD1 molecules are recognized
by T cells. However, unlike classical MHC
molecules, group I CD1 molecules (CD1a,
CD1b, CD1c), which are found in humans
but not in mice, present mycobacterial
lipids, mycolic acids, lipoarabinomannan,
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Tab. 4 Self-peptides eluted from the class II molecule HLA-DR4 of human monocyte-derived
dendritic cells, stimulated with TNF-α.

Antigen Sequence

P1 P4 P6

HLA-B60 D T Q F V R F D S D A A S Q R M
HLA-B60 D T Q F V R F D S D A A S Q R
HLA-B60 T Q F V R F D S D A A S Q R
HLA-B60 Q F V R F D S D A A S Q R
HLA-B60 F V R F D S D A A S Q R
HLA-B60 F V R F D S D A A S Q R M E P
β2m Y L L Y Y T E F T P T E K D E
β2m L L Y Y T E F T P T E K D E
Mannose receptor F E N K W Y A D C T S A G R S D G
Calreticulin D N P E Y S P D P S I Y A Y D N
Transferrin receptor T G Q F L Y Q D S N W A S K Y
Apolipoprotein d V L N Q E L R A D G T V N Q I E G
Apolipoprotein d L N Q E L R A D G T V N Q I E G
Apolipoprotein d Q E L R A D G T V N Q I E G
IL-10 receptor D K L S V I A E D S E S G K Q N P G
Rab-7 F P E P I K L D K N D R A K A S A
Rab-7 F P E P I K L D K N D R A K A S
Rab-7 F P E P I K L D K N D R A K A

Anchor motif
F D A
Y E T
W S
I N
L
V

phosphatidylinositol mannosides, and
hexosyl-1-phosphoisoprenoids to cytotoxic
T cells. These ligands are derived either
from internalized mycobacteria or from
the uptake of lipoarabinomannans by the
mannose receptor expressed on the sur-
face of monocytes and dendritic cells.
No naturally processed bacterial antigens
have been identified in the context of
the group II molecule CD1d molecule,
which is expressed in both humans and
mice. CD1d molecules present bacterial
α-galactosylceramide to NK T cells. The
relationship between the peptide- and
lipid-binding capacities of CD1 is not clear,
as yet. Structural studies show that CD1

molecules bear a deep and hydrophobic
ligand-binding cleft in which glycolipids
bind – it is open whether peptides asso-
ciate to the same site (Fig. 4).

Compared to MHC class I and class
II molecules, CD1 proteins appear to
represent a separate lineage of antigen-
presenting molecules specialized in pre-
senting microbial lipids, glycolipids, and a
subset of peptide antigens to T cells.

6
Antigen Processing by APCs

Virus-infected cells can be destroyed by
CD8+ cytotoxic T cells provided that the
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respective cells present viral peptide anti-
gens bound to MHC class I molecules
on their cell surface. Likewise, exoge-
nous foreign antigens that are pino- or
phagocytosed by APCs at sites of in-
flammation lead to activation of CD4+
helper T cells when APCs present antigen-
derived peptides in the context of MHC
class II molecules. The concept that for-
eign antigenic peptides stimulate T cells
only in the context of MHC molecules
has been introduced by Zinkernagl and
Doherty as MHC restriction. The conver-
sion of protein antigens derived from
the extracellular space or the cytosol into
peptides and the conservation of this anti-
genic information through loading onto
MHC class II or class I molecules is
accomplished by pathways of antigen
processing.

The different fates of vesicular and
cytosolic antigens are mainly due to
the segregated pathways of biosynthesis
and assembly of class I and class II
molecules. Both pathways, however, have
evolved as adaptations of basic cellular
functions, such as endocytosis, transmem-
brane transport, and protein degradation,
which are not exclusively used for antigen
presentation.

6.1
MHC Class I Processing Pathways

The peptide-receptive binding cleft of class
I molecules is localized on the lumi-
nal side of the ER. Class I–restricted
antigenic peptides, however, are derived
from cytosolic or nucleic protein anti-
gens. Therefore, accessory molecules are
necessary for antigen processing. IFN-γ
increases the expression of these acces-
sory molecules and MHC class I molecules
(Fig. 5).

6.1.1 Generation of Peptide Ligands
The majority of antigenic peptides pre-
sented by MHC class I molecules appears
to be generated by the multicatalytic pro-
teinase complex, named the proteasome.
The proteasome is localized in the cytosol
and nucleus and consists of 28 subunits
that form a central channel where un-
folded polypeptides are cleaved into short
peptides (Fig. 5). In the presence of IFN-
γ , the catalytic activity of the proteasome
changes due to the replacement of 3 con-
stitutive subunits for the new subunits
LMP2, LMP7, and MECL-1. The protea-
some containing these new subunits is
called the immunoproteasome and prefer-
ably generates peptides with a C-terminal
hydrophobic or basic amino acid. Peptides
with these structural features are superior
to other peptides with regard to binding to
MHC class I molecules.

Apart from the proteasome, other pro-
teases and peptidases are involved in
processing of antigens in the MHC class I
pathway: cytosolic calpains and aminopep-
tidases are sometimes required, the actual
involvement being strongly influenced
by the type of antigen to be cleaved.
Moreover, the ER-resident aminopepti-
dase ERAP-1 has recently been described
to be mainly responsible for N-terminal
trimming of precursor peptides, thereby
giving rise to typical 8-mer, 9-mer, and
10-mer epitopes.

6.1.2 TAP
The transporter associated with antigen
processing (TAP) belongs to the ABC
family of heterodimeric transmembrane
transporters, which are fueled by ATP
hydrolysis. TAP is localized in the mem-
brane of the ER and shuttles peptides
of variable length (n = 6 to 30 amino
acids) from the cytosol into the ER
lumen (Fig. 5). This is a prerequisite
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Fig. 5 Antigen processing pathways leading to the generation of MHC class
I-peptide, MHC class II–peptide, and CD1-lipid complexes.

for the regular supply of MHC class I
molecules with peptide antigen. More-
over, TAP is an essential constituent of
a multimolecular peptide–loading com-
plex in the ER that regulates loading of
MHC class I molecules with cognate anti-
genic peptides.

6.1.3 The MHC Class I Loading Complex
Newly synthesized MHC class I heavy
chains (α) are stabilized by binding to
the chaperone calnexin until the heavy
chain forms dimers with β2-microglobulin
(β2m). After dissociation of calnexin,
the chaperone calreticulin allows α:β2m
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complexes to enter a multimolecular load-
ing complex, which is responsible for
the formation of cognate class I-peptide
complexes. Constituents of this loading
complex are α:β2m, calreticulin, TAP, the
protein-disulfide-isomerase ERp57, and
the TAP-associated chaperone tapasin
(Fig. 5). During peptide loading, ERp57
gives allowance for the regulated opening
and closing of a disulfide bond in the bind-
ing cleft domain of the class I heavy chain.
Tapasin bridges TAP and α:β2m, and re-
tains peptide-free α:β2m dimers in the ER
until a stably binding peptide occupies the
groove. Consequently, preferentially long-
lived α:β2m-peptide complexes leave the
ER and make it to the cell surface. Thus,
tapasin is thought to function as a peptide
editor, similar to HLA-DM in the MHC
class II processing pathway (see below).

6.2
MHC Class II Processing Pathways

MHC class II-associated peptides originate
from two sources: endocytosed exogenous
antigens or endogenous self-antigens,
the majority of them being membrane
proteins derived from endosomes or the
nucleus (Table 4).

6.2.1 Endosomal Generation of Peptides
Professional APCs are equipped to in-
ternalize whole pathogens, for example,
bacteria or viruses, small vesicles, mul-
timolecular complexes, proteins or pep-
tides via phagocytosis, pinocytosis or in
a receptor-mediated fashion. In all these
cases, endocytosed antigens end up in en-
dosomal compartments, known for their
low pH and the high redox potential
(Fig. 5). These conditions favor denatura-
tion of protein antigens and proteolytic
generation of peptides via hydrolases,

amino- and carboxypeptidases, and en-
dopeptidases. Endosomal/lysosomal com-
partments of APCs, which are enriched in
MHC class II molecules, as determined
by electron microscopy or immunohis-
tochemically, have been termed MIICs
(MHC class II compartments).

6.2.2 Invariant Chain and CLIP
The invariant chain (Ii) is a chaperone
dedicated primarily to MHC class II
molecules. In DCs, Ii also binds to CD1
molecules. In general, Ii trimers bind to
newly synthesized class II αβ dimers,
allowing them to obtain their native
conformation. Since Ii binding blocks
the sole peptide-binding cleft, Ii-associated
class II molecules cannot bind antigens.
Owing to a targeting signal in the cytosolic
tail of Ii, Ii class II complexes are sorted
from the trans-Golgi-network directly to
endosomal/lysosomal MIICs (Fig. 5).

In MIICs, Ii is proteolytically degraded
whereas αβ dimers remain intact. The
proteases mainly responsible for Ii degra-
dation are cathepsin S in DCs and B cells
and cathepsin L in cortical epithelial cells.
The terminal Ii fragment that still occu-
pies the peptide-binding cleft of class II
molecules is termed CLIP (class II MHC-
associated Ii peptide). Under steady state
conditions, CLIP is part of the self-peptide
repertoire of class II molecules. Since it
dissociates from the majority of class II
allelic proteins rather slowly, CLIP has
to be actively removed from the class II
binding cleft.

6.2.3 HLA-DM
HLA-DM (termed H2-M in mice) is a non-
classical MHC class II protein, displaying
20 to 25% sequence homology to both
classical class I and class II molecules. X-
ray analysis revealed that HLA-DM lacks
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a peptide-binding groove and, thus, is un-
able to function as an antigen-presenting
molecule. It bears a targeting signal for
MIICs where it accumulates and tran-
siently engages in complexes with classical
class II MHC molecules. HLA-DM has
three important functions (Fig. 5): (1) it
catalytically removes the Ii-derived pre-
cursor peptide CLIP, thereby promoting
peptide loading; (2) it remains bound to
empty class II molecules and prevents
their unfolding as a molecular chaperone;
and (3) it functions as a peptide editor,
as it removes peptides that bind with low
kinetic stability to class II dimers. Conse-
quently, preferentially high-stability class
II peptide complexes are displayed on the
surface of APCs, as long as these cells bear
sufficient HLA-DM. This principle allows
APCs, once loaded with cognate antigen,
to activate CD4+ T cells for prolonged pe-
riods of time, even a couple of days after
encounter of antigenic material.

6.2.4 Tetraspan Network
Professional or nonprofessional APCs and
even T cells express proteins, such as
CD9, CD37, CD53, CD63, CD81, CD82,
and CD151, belonging to a family termed
tetraspan proteins or tetraspanins. The
nomenclature relates to the fact that all of
them traverse the membrane four times.
It is well established that they are able to
form homo- and heterodimers and thus
form two-dimensional networks in the
membrane. In APCs, tetraspanins form
clusters with various integrins and MHC
molecules. In MIICs, CD82 and CD63
associate with HLA-DM and classical class
II molecules. On the cell surface, CD81,
CD9, and CD53 form microdomains
together with MHC class II and class
I molecules. The function of tetraspan
microdomains may be to increase the local
density of MHC class II peptide complexes

in loading compartments and on the
surface, so that the avidity of an APC–T
cell encounter is increased, thereby raising
the efficacy of T-cell activation.

7
Activation of T Cells by APCs

After leaving the thymus, mature T cells
recirculate between blood and peripheral
lymphoid tissue until they recognize an
MHC-peptide complex on the surface of
an APC. T cells that have not yet been
activated via encounter of an antigen are
termed naive T cells. In contrast, T cells that
have already contacted MHC molecules
carrying foreign peptide antigens start
to proliferate and differentiate into cells
capable of contributing to the removal of
the antigen. They are termed effector T cells.

Effector T cells can be subdivided into
three classes, according to the type of
pathogen that may skew the efficiency
of peptide entry into different process-
ing pathways. Peptides from pathogens
that multiply in the cytosol, such as in-
fluenza virus, vaccinia, and Listeria mono-
cytogenes, are presented by MHC class
I molecules and activate CD8+ cytotoxic
T cells that kill infected target cells.
Pathogens that accumulate in endoso-
mal vesicles of macrophages, such as
mycobacteria or Leishmania, facilitate the
differentiation of TH1 helper cells that ex-
press Fas ligands enabling them to kill
infected macrophages. Extracellular anti-
gen derived from viruses tend to stimulate
the production of TH2 helper cells that
initiate a humoral immune response by
activating naive B cells to produce neutral-
izing IgM antibodies.

The activation of naive T cells fol-
lowing engagement with MHC–peptide
complexes in APCs constitutes a primary
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immune response. In the case of such a
primary response, a subset of long-lived T
cells is generated that gives an accelerated
response upon seeing the same antigen for
the second time. These T cells are called
memory T cells. Memory T cells differ in
several instances from naive T cells, but
like naive T cells they require activation
by professional APCs in order to become
effector T cells.

Finally, it has been shown that T cells
need to contact APCs continuously in
order to stay alive. This is accomplished
by the recognition of MHC-self-peptide or
MHC-foreign peptide complexes on the
surface of APCs.

7.1
Cell Adhesion Molecules

The migration of naive T cells through
lymph nodes and their initial contacts with
APCs depend on interactions that are not
antigen-specific, hence are independent
from MHC-peptide complexes. The initial
cell–cell contact between APCs and T
cells is controlled by an array of adhesion
molecules on the surface of T cells
that recognize a complementary array of
adhesion molecules on the surface of
an APC. The main classes of adhesion
molecules are the selectins, the integrins,
members of the Ig superfamily, and
mucin-like molecules.

Selectins are particularly important for
the T cell homing into particular tissues.
For example, L-selectins on the T-cell sur-
face binds to addressins, such as CD34 or
MAdCAM-1, on vascular endothelial cells.

To guide naive T cells to DCs,
chemokines play a role: the chemokine
MIP-3β directs naive T cells and ma-
ture DCs into lymphoid tissues. More-
over, DCs in lymphoid tissues express
the chemokine SLC (secondary lymphoid

tissue chemokine) that binds to the
chemokine receptor CCR7 expressed on
naive T cells. This event obviously rein-
forces the strength of successive T cell–DC
interactions mediated via integrins and
proteins of the Ig superfamily.

Integrins are heterodimeric cell surface
proteins, consisting of a large α-subunit
and a smaller β-subunit. There are several
subfamilies of integrins broadly defined
by their common β-chains. An important
integrin expressed mainly by T cells, but
also by macrophages, is LFA-1 (lymphocyte
function-associated antigen-1), an αLβ2
integrin. LFA-1 mediates migration of
both naive and effector T cells out of
the blood and the initial contact with
DCs. Another integrin VLA-4 (very late
activation antigen-4), which is particularly
strongly expressed by activated effector
T cells, and the Ig family member CD2
function as substitutes for LFA-1. The
majority of cell surface adhesion molecules
being involved in T cell–APC interactions
are members of the Ig superfamily.
Three very similar intercellular adhesion
molecules (ICAM-1, ICAM-2, ICAM-3)
bind to the integrin LFA-1. ICAM-1 (CD54)
and ICAM-2 (CD102) are expressed on
APCs and on epithelia, whereas ICAM-
3 (CD50) is only expressed on T cells
and B cells. In addition to binding to
LFA-1, ICAM-3 has a high affinity for
the lectin DC-SIGN (DC-specific ICAM-
3-grabbing nonintegrin; CD209), which
is only found on DCs. The ICAM-3/DC-
SIGN interaction appears to be exclusive to
the contact between naive T cells and DCs,
whereas CD2 binding to LFA-3 synergizes
with LFA-1 binding to ICAM-1 and ICAM-
2 on all types of APCs.

Importantly, it turned out that the
strength of the LFA-1/ICAM interaction
of a naive T cell and an APC depends
on the type of MHC–peptide complexes
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being presented by the APC; in those cases
in which the T cell recognizes a cognate
MHC-peptide ligand, a conformational
change in LFA-1 increases its affinity for
ICAM-1 or ICAM-2 of the APC. This
phenomenon allows that the T cell–APC
contact can persist for several days, so
that a naive T cell can proliferate and
become an effector T cell. In the majority of
encounters, the T cell will not recognize an
appropriate peptide antigen and separates
from APCs, keeping on migrating through
the lymph node. Thus, the transient nature
of binding of naive T cells to APCs
via adhesive interactions is crucial in
the sampling of large numbers of MHC
molecules and APCs.

7.2
Costimulatory Molecules

MHC–peptide complexes expressed on
APCs are recognized by ligation of a cor-
responding T-cell receptor on the T-cell
side. This interaction can be viewed as a
first signal and it is critical for the antigen-
specificity of a cellular immune response.
However, in order to trigger clonal expan-
sion and differentiation of a naive T cell,
a second or costimulatory signal delivered
by the same APC is required.

The best-studied costimulatory mole-
cules solely expressed by APCs are B7.1
(CD80) and B7.2 (CD86). Both are homod-
imeric members of the Ig superfamily.
Both B7 molecules share a common re-
ceptor on T cells, CD28. Ligation of CD80
or CD86 by CD28 costimulates the clonal
expansion of naive T cells. Lack of B7
molecules abrogates T-cell proliferation.

Other costimulatory molecules on APCs
are the TNF family member CD40 and
4-1BBL, which bind to CD40 ligand and
4-1BB (CD137) on the T-cell side, respec-
tively. Both pairs of molecules are induced

upon B7/CD28-mediated activation and
function in sustaining the development
of a full T-cell response. Notably, not
only does the T cell receive a signal via
the CD40/CD40L engagement but the
APC also receives a signal. The best-
characterized case is the conditioning of
developing DCs via the engagement of ac-
tivated CD4+ helper T cells, so that the DC
gains the capacity to fully activate CD8+
cytotoxic T cells (‘‘license-to-kill model’’; cf
Sect. 10.5.1.).

Activated T cells express an additional
receptor for B7 molecules, denoted as
CTLA-4, a homolog of CD28. However,
CTLA-4 has a manyfold higher affinity
to B7 than CD28 and transmits an
inhibitory signal to T cells. Thus, CTLA-
4 upregulation on the surface of T cells
serves to downregulate proliferation and
cytokine secretion of activated T cells.

A further CD28-like costimulator is
ICOS, which recognizes LICOS produced
on activated B cells, monocytes, and DCs.
ICOS is poorly investigated so far – it is
only known to induce IL-10 secretion of
activated T cells.

The physiological relevance of the in-
volvement of costimulatory molecules is
to prevent destructive immune responses
in the absence of signals mediated by
pathogens, for example, responses against
self-tissues. This is accomplished through
the limitation that APCs express costimu-
latory B7 molecules only upon receiving
danger signals from bacterial or viral
products or equivalent proinflammatory
signals. Consequently, naive T cells be-
come effector T cells only when they
receive signal 1 and signal 2 from the
same APC. When signal 2 is lacking, the
T cell is rendered anergic. Anergy means
that the T cell becomes refractory to sig-
nals, even when signal 1 has been sent by
professional APCs.
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7.3
The Immunological Synapse

High-resolution confocal microscopy re-
vealed that the key molecules involved
in the formation of heterotypic junc-
tions between APCs and T cells are
reorganized in a highly characteristic
manner. This specialized junction that
results from cytoskeleton-driven cluster-
ing of MHC-peptide complexes, T-cell
receptor molecules, adhesion molecules,
and costimulators has been termed the
immunological synapse. It is the close appo-
sition of two membranes and the peculiar
shape of the T cell that is reminiscent of
neurological synapses (Fig. 6).

The immunological synapse consists of
two concentric rings. In the center, pro-
teins of the so-called central supramolec-
ular activation cluster (c-SMAC), such as
the T-cell receptor (TCR), CD2, CD3, the
costimulator CD28, the protein kinases
lck, fyn, and PKC-θ cocluster on the

T-cell surface. Complementarily, MHC-
peptide complexes and the costimulator
CD80 have been described to cluster in
the c-SMAC zone of APCs. The c-SMAC
is surrounded by a second zone, the
peripheral supramolecular activation clus-
ter (p-SMAC). On T cells, the p-SMAC
contains the integrin LFA-1 and the cy-
toskeletal protein talin. Accordingly, the
adhesion molecule ICAM-1, known to be a
ligand of LFA-1, coalesces in the p-SMAC
of APCs.

The p-SMAC provides adhesive anchor-
ing of the T cell to the APC, whereas the
c-SMAC represents a protected zone for
sustained signaling via the TCR. Immuno-
logical synapses are maintained for at least
1 h. Outside the p-SMAC is a third area
containing proteins that are excluded from
the synapse, such as the mucin CD43 or
the phosphatase CD45. Exclusion of both
types of proteins from the T cell–APC
contact area is essential, as both molecules
are very large and would therefore prevent

MHC-peptide
CD86ICAM-1

LFA-1 CD28 TCR CD28

CD86 ICAM-1

LFA-1

p-SMAC p-SMACc-SMAC

APC

CD45

CD43

CD45

CD43

T cell

Fig. 6 The immunological synapse between a T
cell and an APC. In the central zone (c-SMAC),
MHC-peptide complexes, costimulators, for
example, CD86, TCRs, and CD28 accumulate. In

the surrounding ring zone, termed p-SMAC, the
adhesion molecules ICAM-1 and LFA-1 are
found. Excluded are large molecules, for
example, CD43 and CD45.
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small molecules, such as the TCR and
MHC molecules, from interacting with
each other.

Exploratory adhesive interactions of T
cells and APCs precede formation of the
synapse. The adhesion molecule ICAM-3
has been reported to initiate antigen-
independent scanning of the APC surface
by T cells followed by early signaling
events and rearrangements of the T
cellular cytoskeleton. The synapse itself
appears to be a highly dynamic structure.
At the beginning, cognate TCR ligands
localize to an outermost ring of the
nascent synapse, whereas LFA-1 and
ICAM-1 constitute the c-SMAC. After 5
to 10 min, ICAM-1 moves to the p-SMAC
and MHC-peptide clusters concentrate at
the heart of the synapse. Finally, the
coreceptor CD4 progressively migrates out
of the c-SMAC in the course of synapse
maturation. Strikingly, synapses between
naive CD4+ or CD8+ T cells and DCs can
form in the absence of antigen or MHC
molecules. This finding underscores the
fact that the synapse is a flexible rather
than a static entity. In conclusion, the
immunological synapse can be viewed
as a platform that favors interactions
between costimulatory molecules, such as
CD28, thereby facilitating priming of naive
T cells.

8
Macrophages

Macrophages belong to the first line of in-
nate defense to protect the vertebrate body
from invasive microorganisms. When a
microorganism crosses an epithelial bar-
rier and replicates in a host tissue, it is
rapidly recognized by mononuclear phago-
cytes, or macrophages. Macrophages dif-
ferentiate from monocytes that leave the

blood circulation to migrate into tissues
throughout the body. Together with neu-
trophils, macrophages are key players of
the innate immune response because they
are equipped to recognize, ingest, and
destroy many pathogens without the aid
of an adaptive immune response. It is
noteworthy that macrophages endocytose
the equivalent of their entire cell vol-
ume in about 30 min and, on the other
hand, secrete more distinct products than
even hepatocytes, which secrete numerous
serum proteins.

As macrophages react very rapidly on en-
countering an infecting microorganism,
and since the immune system of inver-
tebrates relies entirely on macrophage-
driven innate responses, in the early 1960s,
Elie Metchnikoff believed that the same
would be true for vertebrates. In the mean-
time, we know that macrophages are of
superior importance in the nonadaptive
branch of our immune system, but play a
less dominant role in mounting an adap-
tive immune response, since they express
comparably low amounts of MHC and cos-
timulatory molecules. Nevertheless, they
do cross talk extensively with B and T cells
and may be very important for targeted
effector T-cell functions in the context of
infected cells.

8.1
Evolutionary and Cellular Origin

Macrophages in culture behave very simi-
lar to amoeba feeding on microorganisms.
From this and other similarities, it was
concluded that the amoeba is one of the
earliest or the earliest form of a phago-
cytic cell or macrophage. The evolutionary
pathway from the ancient amoeba to the
modern macrophage is unknown. How-
ever, the urgent need for an amoeba to
distinguish between other amoeba that
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should be left untouched and nutrient
microorganisms that should be engulfed
and degraded, is obvious. Hence, any sur-
face receptor that allowed the amoeba
to specifically recognize food would have
been a great evolutionary progress. Such
a receptor could have been the ancestor
of a pattern-recognition receptor (PRRs).
Such PRRs have originally been proposed
by Janeway. They could serve in distin-
guishing bacteria or viruses, which carry
regularly organized membrane or coat
proteins named pathogen-associated molec-
ular patterns (PAMPs) from self-proteins,
which are not organized in such pat-
terns. In the meantime, equivalents of
PRRs have been found: the family of
Toll-like receptors (TLRs), which recognize
various types of viral or bacterial sub-
stances, such as lipopolysaccharide (LPS)
or dsRNA. And indeed, TLRs are expressed
on macrophages and on DCs.

All vertebrates and many invertebrates
have a population of phagocytic cells that
patrol their bodies. Macrophages are found
in higher vertebrates in especially large
numbers in connective tissue, in associa-
tion with the gastrointestinal tract, in the
lung, where they are found in both the
interstitium and the alveoli, along blood
vessels in the liver (termed Kupffer cells),
throughout the spleen, where they remove
senescent blood cells, and in the thymus,
where they aid in thymocyte education.

Beyond that, macrophages are also
found at several strategically important
locations in the lymph nodes. They are
particularly enriched in the marginal sinus
zones where the afferent lymph enters the
lymphoid tissue, and in the medulla, where
the efferent lymph collects before having
access to the blood. Here, they obviously
prevent antigens from entering the blood
stream, a critical event, as otherwise sepsis
would occur.

Irrespective of their tissue localiza-
tion, they differentiate from bone mar-
row–derived monocytes, which are con-
siderably smaller and not phagocyti-
cally active.

For targeting macrophages into sites of
infection, macrophages bear low levels of
chemotactic receptors, such as the f-Met-
Leu-Phe or 7-transmembrane-α-helical re-
ceptor. It binds to N-formylated peptides
produced by bacteria, and rarely by mito-
chondria.

8.2
Antigen Recognition Receptors

Macrophages express several receptors
on their surface, which are able to
recognize a large variety of bacterial or
viral constituents (Table 5). The peculiarity
of some of these surface receptors is that
they can bind pathogen surfaces directly.
These receptors are also known as pattern-
recognition molecules, as discussed above.
Receptors of the innate immune system
mediate different functions. Several of the

Tab. 5 Antigen recognition receptors on
macrophages.

Receptor Ligand(s)

Mannose receptor
(CD206)

Terminal mannose or
fucose of glycoprotiens
or lipids

Scavenger
receptor (CD36)

Anionic polymers on
microbial surfaces,
apoptotic bodies

f-Met-Leu-Phe
receptor

N-formylated peptides

TLR2 Peptidoglycans
Lipopeptides

TLR3 dsRNA
TLR4/CD14 Endotoxin (LPS)
TLR4/CD91 Hsps
TLR5 Bacterial flagellin
TLR9 CpG oligonucleotides
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known receptors are phagocytic receptors
that stimulate ingestion of pathogens. One
of these receptors is the mannose receptor
(MR). The MR is also expressed on DCs,
but not on monocytes or neutrophils. The
MR is a C-type lectin that binds specific
arrays of terminal mannose or fucose
residues of glycoproteins and glycolipids,
as they are found on the surface of many
bacteria and some viruses, including the
human immunodeficiency virus (HIV).

Mammalian equivalents contain termi-
nal sialic acid or N-acetylgalactosamine,
which is why the MR recognizes microbes
and not host cells. Bacterial carbohydrates
are also bound by the glucan receptor.
Another receptor is the scavenger receptor
(CD36). Originally, this receptor was found
to bind to aberrant low-density lipoproteins
(LDLs) that are unable to be taken up via
the LDL receptor. Today it is known that
CD36 is involved in removal of old red
blood cells and in recognition and removal
of pathogens.

Moreover, macrophages express several
types of Fcγ receptors suitable for bind-
ing the Fc portion of IgG antibodies.
During a humoral response, soluble IgG
molecules coat the microbes and thereby
promote phagocytosis by macrophages.
Host proteins such as IgG that promote
phagocytosis of microorganisms, such as
bacteria, are called opsonins. Further op-
sonins are fragments of the complement
factor C3 and plasma proteins, such as fi-
bronectin, fibrinogen, C-reactive protein,
or the mannose-binding lectin. They coat
microbes early in the course of an infec-
tion before specific antibodies are available
and bind to receptors, such as the integrins
αvβ3 and Mac-1 (CD11b/CD18).

A third class of receptors that binds
microbial components induces effector
molecules that mediate initiation of an in-
nate immune response. The best-defined

activation pathway of this type is triggered
through the family of Toll-like receptors.
The name for these receptors reflects the
fact that their extracellular regions are ho-
mologous to the protein Toll of the fruit fly
Drosophila. In this invertebrate, Toll trig-
gers the production of antifungal peptides
in response to fungal infection. In mam-
mals, a Toll-family protein called Toll-like
receptor 4, or TLR-4, signals the presence
of the gram-negative cell-wall component
LPS, also named endotoxin. The polysac-
charide moieties of LPS vary strongly
between bacterial strains and are major
antigens in inducing an adaptive immune
response. The lipid moiety, by contrast,
is conserved and is a good example of a
molecular pattern recognized by the innate
immune system.

The LPS recognition system of macro-
phages consists of 3 components: (1) a
plasma protein, termed LPS–binding pro-
tein (LBP); (2) CD14, which binds LPS
bound to LBP; and (3) TLR-4, the signal-
transducing receptor. Circulating LPS is
captured by LBP, whereupon the LPS-LBP
protein binds to CD14. Upon dissociation
of LBP, LPS-CD14 engages TLR-4 lead-
ing to activation of the macrophage. This
is accomplished via a signal transduction
pathway sharing structural homology with
the type-I IL-1 receptor pathway. Both IL-1
and LPS stimulate activation of the tran-
scription factor NF-κB, leading to cytokine
secretion and activation of inflammation.

Another mammalian Toll-like receptor,
TLR-2, signals the presence of another
set of bacterial components that mainly
include proteoglycans of gram-positive
bacteria. TLR-2 and TLR-4 induce similar
but distinct signals. Macrophages are also
able to sense the intracellular presence
of bacterial DNA. Bacterial DNA con-
tains unmethylated cytidine–guanidine
sequences, the so-called CpG nucleotides.
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Unmethylated CpG nucleotides, orga-
nized in palindromic stretches are rather
rare in mammalian DNA. If enough of
these CpG sequences accumulate intracel-
lularly, macrophages start secreting IFN-γ
and IL-12. According to recent results, this
response is mediated via TLR-9.

Two other receptors of the TLR family,
which are functionally investigated are
TLR-5 and TLR-3. TLR-5 was found to
bind the bacterial motor protein flagellin,
whereas TLR-3 is discussed to bind viral
dsRNA. The functions of other proteins
of the TLR family, which comprises 10
members, are currently being explored.

8.3
Macrophage Activation

Unactivated macrophages stand out for
their high rate of phagocytosis and chemo-
tactic movements and they proliferate.
This is sufficient to cope with low numbers
of pathogens in an antigen-independent

way. However, in order to function as an
APC and to gain high antimicrobial effec-
tiveness, macrophages have to be activated.
Such an activated macrophage can damage
a broad spectrum of microbes and even
certain tumor cells, but also healthy self-
tissue. Therefore, macrophage activation
must be tightly regulated. This regulation
is achieved through the requirement of two
coinciding signals. Signal 1 is provided by
IFN-γ , signal 2 can be provided by differ-
ent means, for example, LPS, engagement
of CD40L, or cognate TCR (Fig. 7).

Activated CD4+ TH1 cells can deliver
both signals very efficiently: they secrete
high doses of IFN-γ and express CD40L.
Activated CD8+ CTLs also secrete IFN-
γ ; however, recognition of MHC-antigenic
peptide complexes by macrophages is not
always sufficient to attain full activation
of macrophages – the presence of low
amounts of LPS or membrane TNF-α
can compensate for the lack of CD40L
on CD8+ T cells.

IFN-g

Activated
TH1 cells
NK cells

Activated
TH1 cells

CTLs

LPS or
CD40L

Resting
macrophage

Activated
macrophage

Primed
macrophage

MHC I

LFA-1

TNF
receptor

CD40
IL-12

IL-1

CD80

TNF-a

O2
• NO

MHC II LFA-1

MHC I

MHC II MHC I

Fig. 7 The two-step model of macrophage
activation. In the first step, resting macrophages
are primed by IFN-γ secreted by activated TH1 or
NK cells. Fully activated macrophages are
generated in a second step upon encounter of

CD40L or LPS. Activated macrophages express
MHC class II molecules, costimulators, for
example, CD80, CD40, and the TNF receptor.
They secrete the cytokines IL-12, IL-1, and TNF-α
and the radicals NO and superoxide (O2•).
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Another source of IFN-γ , which is
rapidly available at the onset of an in-
fection, is NK cells, thus supporting
TH1-mediated macrophage activation. TH2

cells counteract macrophage activation in
that they secrete IL-10 but not IFN-γ .
Macrophage activation by TH1 cells ex-
pressing CD40L and secreting IFN-γ is
central to the host response to pathogens
that proliferate in macrophage phago-
somes, such as Mycobacteria tuberculosis,
Mycobacteria leprae or Leishmania species.
The same is true for vaccinia virus. Ac-
tivated macrophages can clear internal
microbes by overcoming the block in fus-
ing phagosomes with lysosomes, so that
lysis and degradation in phagolysosomes
can occur. More importantly, activated
macrophages produce the bactericidal ni-
trogen metabolite NO (see below).

By the late 1960s, the basis of ac-
quired cellular immunity to facultative
and obligate intracellular parasites was as-
cribed to activated macrophages. E. Metch-
nikoff wrote ‘‘The acquisition of immunity
against microorganisms is therefore due
not only to the change from negative to
positive chemotaxis but also to the perfec-
tion of the phagocytic and digestive powers
of the leukocytes – a general superactivity
and adaptation of the phagocytic reaction
is produced.’’

8.4
Immunological and Nonimmunological
Effector Functions

8.4.1 Microbial Killing
TH1 cells activate infected macrophages
through their TCR engaging MHC
class II–antigenic complexes on the
macrophage surface and the focal
secretion of IFN-γ . The consequence
is a series of events that converts the
macrophage into a potent antimicrobial

effector cell. An important intracellular
event, which can be nicely observed
by modern microscopy technologies, is
the induced fusion of phagosomes with
lysosomes, thereby exposing intracellular
or recently ingested microbes to
microbicidal lysosomal hydrolases leading
to their destruction.

Other changes render macrophages
more potent APCs and thereby help am-
plify an adaptive immune response: sur-
face MHC class II, CD80, CD86, LFA-1,
CD40, and TNF receptor are upregu-
lated, thereby increasing the efficacy of
macrophages in presenting antigen to rest-
ing CD4+ T cells and the responsiveness
to CD40L and TNF-α.

TNF-α synergizes with IFN-γ in induc-
ing the enzyme inducible NO synthetase
(iNOS), which produces the reactive ni-
trogen metabolite NO. NO together with
oxygen radicals are secreted by activated
macrophages leading to cell damage in
the close neighborhood. Together with
secreted proteases, NO and O2 radicals
are even able to attack large extracellu-
lar pathogens such as parasitic worms,
which cannot be ingested, or intracellular
pathogens that resist or survive phagolyso-
some fusion. The price to pay is that host
tissue is destroyed as well by radicals and
other toxic mediators.

Fully activated macrophages also secrete
various types of cytokines, for example,
TNF-α, IL-1, IL-6, and IL-12. IL-1 increases
the access of effector T cell, TNF-α
is an autocrine stimulus and increases
the vascular permeability, IL-6 favors
lymphocyte activation and IL-12 favors
differentiation of CD4+ T cells into TH1

cells and activates NK cells.
Besides priming macrophages through

the focal secretion of IFN-γ , TH1 cells
are very important in the recruitment of
macrophages to sites of infection. This
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is accomplished in three ways: (1) TH1
cells secrete the hematopoietic growth
factors IL-3 and GM-CSF (granulocytes-
macrophage-colony-stimulating factor),
which stimulate generation of monocytes
and neutrophils in the bone marrow;
(2) TH1 cells at sites of infection secrete
TNF-α and TNF-β which promote
diapedesis of monocytes in endothelia;
(3) TH1 cells in inflamed tissues secrete
the chemokine MCP-1 (macrophage
chemotactic protein), which attracts
macrophages.

8.4.2 Tissue Remodeling
Macrophages, in particular activated ones,
can secrete a number of proteins not
directly related to their functions in in-
nate or acquired immune responses but
leading to local changes in the architec-
ture of the tissue where macrophages are
residing. Macrophages are the principal
source of angiogenic factors, for example,
vascular-endothelial growth factor (VEGF),
factors that stimulate fibroblast prolifera-
tion, for example, platelet-derived growth
factor (PDGF), and factors that regu-
late connective tissue biosynthesis, for
example, transforming growth factor-β
(TGF-β). Beyond that, unlike neutrophils,
macrophages secrete proteases belonging
to the matrix-metalloproteinases that de-
grade extracellular matrix proteins. At the
same time, they activate fibroblasts to syn-
thesize new matrix proteins. In settings of
prolonged activation, macrophages even
mediate tissue fibrosis.

8.5
Deactivated and Alternatively Activated
Macrophages

In order to minimize local tissue dam-
age and energy consumption, macrophage
activation needs to be downregulated at a

certain point of time. One way of achieving
this is by TH1 cells regulating the half-life
of their mRNA encoding IFN-γ . Activa-
tion of TH1 cells through engaging MHC
class II–peptide complexes, CD80/CD86,
and CD40 on the macrophage surface
induces a new protein that promotes cy-
tokine mRNA degradation, including IFN-
γ mRNA. Another regulatory mechanism
is the production of deactivating glucocor-
ticoids and cytokines, such as TGF-β, IL-4,
IL-10, and IL-13, especially by TH2 cells.
Thus, the induction of differentiation of
TH2 cells is a critical pathway for con-
trolling the effector functions of activated
macrophages.

More recently, however, IL-4 and gluco-
corticoids were found to induce increased
expression of the MR and to enhance
the capacity for endocytosis and antigen
presentation of macrophages. This ar-
gues against mere deactivation and gave
rise to the concept of alternative activa-
tion of macrophages. Alveolar and pla-
cental macrophages are typical examples.
They express certain molecules selectively,
such as the chemokine AMAC-1 (alter-
native macrophage activation-associated
chemokine-1). AMAC-1 is related to MIP-
1α, induced by classical macrophage ac-
tivators, such as LPS, and inhibited by
IL-4. Conversely, AMAC-1 is specifically
induced by IL-4 and IL-10 and inhibited by
IFN-γ . AMAC-1 is supposed to facilitate a
downregulatory TH2 circuit in inflamma-
tory reactions. Moreover, tumors secreting
IL-10 and TGF-β may systemically and
locally induce alternative macrophage acti-
vation. These macrophages may facilitate
immune escape mechanisms, observed in
malignant tumors, by secretion of growth
and angiogenic factors supporting en-
hanced vascularization and nutrition of
the tumor. More insight into the role of
alternatively activated APCs is required.
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9
B lymphocytes

B lymphocytes (short: B cells) can also
serve as APCs, in particular, in the phase
after a T-cell response has been ini-
tiated. In contrast to macrophages, B
cells are known for their constitutive
expression of MHC class II molecules.
Furthermore, only B cells and some
medullary thymic epithelial cells, but
not other APCs, express the nonclassi-
cal MHC class II allele HLA-DO which
is thought to regulate antigen process-
ing in a B cell–specific manner. Similar
to macrophages, B cells need an ac-
tivation signal to express costimulatory
molecules, thus, avoiding interaction with
self-reactive T cells.

It has been known for a while that B cells
are the key players in a humoral immune
response, as they are the only cells of the
immune system which can produce and
secrete antibodies recognizing antigenic
molecules. We will focus here on the
capacity of B cells to function as APCs.
Interestingly, it is still open as to how
important B cells are in priming naive
T cells in natural immune responses.
This relates to the fact that B cells are
uniquely adapted to bind and internalize
mainly soluble molecules through their
B-cell receptor (BCR), which is surface
immunoglobulin (cf Fig. 2). However,
during a bacterial or viral infection,
particulate antigen is abundant but soluble
antigen is rare. Therefore, it is not very
likely that the limited number of B cells
will detect soluble antigen that is only
present at very low concentrations and
that such an event is needed to prime
a helper T cell. It is by far more likely
that the main task of B cells is to present
peptide antigens in the context of MHC
class II molecules in order to receive

a signal from activated T cells leading
to their differentiation into antibody-
secreting plasma cells.

9.1
Antigen-induced B-Cell Activation

The activation of B cells in an antigen-
specific manner is initiated by the bind-
ing of antigen to the BCR. The BCR
serves two key roles in B-cell activa-
tion: (1) antigen-mediated clustering of
the BCR–antigen complexes initiates a
signaling cascade; (2) BCR mediates en-
docytosis of BCR–antigen complexes
into MIIC compartments where MHC
class II molecules capture antigenic pep-
tides to be presented to CD4+ helper
T cells.

Delivery of signals by the BCR starts
upon clustering of at least two BCR com-
plexes. In vivo, clustering is thought to
occur by multivalent antigen. In resting
B cells as well as in B cells that have
undergone isotype switching, membrane
molecules are associated with two other
molecules, termed Igα and Igβ. Both of
them are disulphide-linked heterodimers.
The cytoplasmic domains of Igα and Igβ

contain immunoreceptor tyrosine-based
activation motifs (ITAMs), which are ty-
rosine enriched. Cross-linking of IgM or
IgD molecules brings several ITAMs into
closer proximity, thereby triggering sub-
sequent signaling events. Initiation of
signaling is accomplished via src fam-
ily protein tyrosine kinases, such as Lyn,
Fyn, or Blk, which are associated with
the BCR and trans-phosphorylate ITAMs.
Downstream signaling events ultimately
activate transcription factors such as Fos,
JunB, or NF-κB that induce the expres-
sion of genes whose products facilitate
B-cell activation.
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B-cell activation requires, in addition
to antigen, second signals, which may
be provided by complement proteins; for
example, C3d binds to the type 2 com-
plement–receptor CR2 on B cells (Fig. 8).
Since C3d binds covalently to microbial
antigens in the course of complement acti-
vation, antigen-C3d complexes can bridge
the BCR and CR2. Binding of C3d to
the B-cell complement receptor recruits
CD19 and the tetraspanin CD81 into
the complex. CR2-CD19-CD81 is often
called the B cell coreceptor complex.
Phosphorylation of the cytoplasmic tail
of CD19 by the BCR-associated kinases
leads to augmentation of the humoral
immune response by 100- to 1000-fold.
In summary, a proteolytic fragment of
complement, which is induced by mi-
crobes, provides the second signal for
B-cell activation. This is reminiscent of
T-cell activation depending not only on sig-
nal 1 (TCR-MHC-peptide interaction) but
also on costimulation (CD80/CD86-CD28
interaction).

9.2
Antigen Presentation Outside the Follicular
Center

Within 1 to 2 days after antigen admin-
istration, B cells recognize antigen in the
follicles of peripheral lymphoid organs,
are activated, and begin to migrate out
of the follicles toward the T-cell zones.
The initial encounters between antigen-
stimulated B and T cells occur at the
interphase of the follicles and the T-cell
zones (Fig. 9). In striking contrast to other
APCs, B cells do not migrate into tis-
sues where pathogens enter the body, but
the antigens have to be transported into
lymph nodes or to the spleen via the lym-
phatic vessels or blood stream to meet
B cells.

9.2.1 B-cell Epitope versus T-cell Epitope
The three-dimensional molecular struc-
ture of an antigen that is recognized by
the BCR of a B cell is termed the B-cell
epitope, which is a conformational epitope.

MHC II
MHC I

CD40

CD81
CD19

CR2
Antigen

BCR

C3d

Signal 1:
Polyvalent antigen
binds to BCR

Signal 2:
C3d-antigen complex
bridges BCR and
CR2 – CD19 – CD81  

MHC I

MHC II

CD40CD80

CD86

BCR

Resting B cell Activated B cell

Bcl-x

IL-4R

IL-2R

Fig. 8 Activation of B cells: resting B cells bind
polyvalent antigen via the B-cell receptor (BCR)
thereby generating signal1. The complement
factor C3d bridges the antigen with another
signaling complex consisting of the complement

receptor CR2, CD19, and CD81, thereby
generating signal 2. Activated B cells express
costimulatory molecules, for example, CD80 and
CD86, the IL-2 receptor (IL-2R), and the IL-4
receptor (IL-4R).
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Fig. 9 T cell–B cell interactions outside and inside germinal centers: B cells
encountering activated T cells in the T-cell areas of a lymph node are stimulated via
cytokines to proliferate and form the germinal center. Binding to follicular DCs, which
present native antigen, leads to selection of high-affinity B cells. The B cells that have
survived reencounter activated T cells thereby receiving a differentiation signal. This
gives rise to antibody-secreting plasma cells and memory B cells.

The peptide that is generated by proteolytic
digestion of the antigen, bound and pre-
sented by MHC class II molecules, and
recognized by a CD4+ T cell is termed
‘‘T-cell epitope.’’ It is a linear epitope.

In the majority of cases, B- and T-cell
epitopes are distinct entities with different
functions. This can be nicely illustrated
with hapten–protein conjugates: hapten-
specific B cells bind the hapten via the
BCR, which mediates efficient internaliza-
tion. This means that the hapten contains
the B cell epitope. The hapten, how-
ever, cannot be bound by MHC class II

molecules. This is why a carrier protein
is necessary: the T-cell epitope to be pre-
sented to CD4+ T cells is a peptide derived
from the carrier protein. The requirement
for MHC-associated presentation of the T-
cell epitope for T-cell activation accounts
for the MHC restriction of B cell–T cell
interactions.

Which mechanisms prevent B cells that
do not possess an antigen-specific BCR but
are localized close to an antigen-specific B
cell, from so-called bystander activation?
There are several characteristics of the
B cell–T cell interactions that counteract
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activation of bystander B cells: (1) the
first activation signal is dependent on
an antigen-specific BCR; (2) binding of
an antigen, endocytosis, processing and
loading onto MHC class II molecules
occurs at 104 to 106-fold lower antigen dose
in B cells expressing an antigen-specific
BCR than in other cells; (3) only B cells
that remain in prolonged and tight contact
with a T cell have access to cytokines
secreted by T cells in a polarized fashion
upon activation. This is accomplished by
formation of the immunological synapse
(cf. Sect. 7.3.).

9.2.2 CD40–CD40L Engagement
CD40 is a member of the TNF receptor
family and constitutively expressed on the
surface of B cells. Its ligand, CD40L, is
only found on the surface of T cells upon
seeing cognate antigenic peptide in the
context of MHC class II molecules and cos-
timulatory molecules CD80 and/or CD86.
When these activated helper T cells bind
antigen-presenting B cells, CD40–CD40L
interactions lead to CD40 oligomerization.
This oligomerization initiates enzyme cas-
cades finally leading to the activation and
nuclear translocation of transcription fac-
tors, including NF-κB and AP-1. This
pathway has already been discussed in the
context of T cell–mediated macrophage ac-
tivation; hence, it is a general mechanism
for the stimulation of target cells by helper
T cells.

The importance of the CD40–CD40L
interaction in humoral immunity is un-
derscored by the observations that CD40 or
CD40L gene knockout mice and humans
with mutations in the CD40L gene exhibit
profound defects in affinity maturation
of immunoglobulin and memory B-cell
generation. Interestingly, a transforming
protein of Epstein–Barr Virus (EBV),
which infects human B cells, utilizes the

same signaling pathway as CD40, with
the consequence that EBV-transformed
B cells proliferate rather rapidly, leading
to lymphomas.

Three helper T-cell derived cytokines, IL-
2, IL-4, and IL-5, contribute to proliferation
of activated B cells (Fig. 9). Besides CD40-
mediated signals, it is again cytokines,
mainly IL-2, IL-4, and IL-6, that stimulate
antibody synthesis, the production of
secreted Ig and switching from IgM to
the IgG, IgA, or IgE isotype. There is
a clear preference of some cytokines to
induce secretion of particular Ig isotypes,
for example, IFN-γ promotes secretion of
IgG2a, IL-4 favors IgG1, and IgE ad IL-
5/TGF-β favor IgA production.

Ig-secreting B cells are found in the red
pulp of the spleen, the medulla of the
lymph nodes, and the bone marrow. Many
of the antibody-secreting B cells change
into plasma cells, which are specialized in
producing and secreting soluble antibody.

9.3
Antigen Presentation in the Germinal
Center

Within 4 to 7 days after antigen exposure,
some of the activated B cells migrate
back toward the center of the follicle
and begin to proliferate rapidly, thereby
forming the germinal center. The B cells in
the germinal center are named centroblasts
and centrocytes. They have a doubling time
of 6 to 12 h, so that 1 B cell gives rise
to a clone of about 5000 centroblasts
in 5 days. It was estimated that on
average, three B-cell clones colonize each
follicle after a single immunization. In
particular, CD40–CD40L interactions and
presentation of cognate peptide antigens
on MHC class II molecules are required to
maintain proliferation of centroblasts and
to allow further differentiation.
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9.3.1 B Cell/Follicular DC Contacts
Some of the mutations generated dur-
ing somatic mutations in immunoglobulin
genes are likely to be useful because anti-
bodies with higher affinity are generated.
However, the majority of the mutations
may lead to a decline or even loss of antigen
binding or to recognition of self-antigen.
Therefore, the next step in the process of
affinity maturation is the selection of the
useful, high-affinity B cells that do not
react with self.

To this end, follicular dendritic cells
(FDCs) are required to engage hyper-
mutated B cells. FDCs have long cyto-
plasmic processes that form a network
around which germinal centers are formed
(Fig. 9). FDCs do not express MHC class
II molecules, and hence, are not related
to classical DCs, but they express several
complement receptors, Fc receptors, and
CD40L. These receptors bind and display
intact antigen that are decorated with Ig or
complement factors. Signals generated by
antigen binding – mediated by FDCs – to
surface Ig on the B cell block a default cell
death pathway by inducing antiapoptotic
protein of the Bcl family.

With increasing numbers of antigen-
specific antibodies being available, more
and more of the antigen is captured,
and thus, the concentration of available
antigen in the germinal center decreases.
Therefore, these B cells that are still
able to capture antigen have to have a
high affinity for the antigen – and only
they will survive. The survival of the
respective B cells involves uptake and
processing of antigen hold on FDCs, and
its presentation to T cells via MHC class
II molecules (Fig. 9). This event will lead
to T-cell activation – the CD40–CD40L
interaction conveys long-term survival to
the respective centrocyte. The net result
of this selection process is a population

of B cells producing antibodies with
significantly higher affinities for antigen
than the antibodies produced by the
same clones of B cells earlier in the
immune response.

Some antigen-activated B cells acquire
the ability to survive for long periods of
time. They are termed memory B cells
capable of mounting rapid responses to
subsequent infections. It is possible that
memory cells are continually generated
and maintained by antigenic stimulation,
facilitated by the help of FDCs. Memory B
cells typically bear high-affinity Ig. The
production of large quantities of high-
affinity antibodies is strongly accelerated
after secondary exposures to antigen.
This can be attributed to the activation
of B cells in germinal centers and the
rapid formation of immune complexes
presented by FDCs and processed by
memory B cells in order to contact cognate
T helper cells.

9.3.2 HLA-DO
HLA-DO is an MHC class II molecule
that is unable to bind peptide but serves
as a regulator of the peptide editor
and chaperone HLA-DM. HLA-DO is
expressed in B cells, but not in other APCs.
In further contrast to the classical MHC
class II molecules and to HLA-DM, HLA-
DO expression is initiated only after B-cell
development is complete, that is, when B
cells start becoming capable of interacting
successfully with T cells.

HLA-DO is tightly bound to HLA-DM
and is rapidly degraded in the absence of
HLA-DM. HLA-DM–HLA-DO complexes
are poorly active in removal of the CLIP
peptide, especially at moderate pH found
in early and late endosomes, suggest-
ing that HLA-DO is a negative regulator
of antigen presentation. However, at the
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same time, HLA-DO acts as a cochap-
erone of HLA-DM, which is particularly
relevant at the low pH found in lysoso-
mal MIICs of B cells. Thus, by limiting
the catalytic function of HLA-DM in all
but the most acidic MIICs, HLA-DO ap-
pears to selectively promote loading and
presentation of antigenic peptides derived
from proteins internalized through the
BCR. The rationale is that very low pH,
a high redox potential, and a high abun-
dance of proteases, typical characteristics
of lysosomal MIICs, are required for effi-
cient processing of antigens tightly bound
to BCRs.

Strikingly, the capacity of B cells to
present antigen to helper T cells is
controlled via differential expression of
HLA-DO in quiescent B cells as com-
pared to activated B cells in germinal
centers. In peripheral blood B cells, 50
to 100% of HLA-DM is associated to
HLA-DO. This leads to inefficient CLIP
removal, and hence to high surface lev-
els of MHC class II-CLIP complexes and
to a reduced capacity to process self-
or foreign antigen. The conclusion is
that due to the comparably high abun-
dance of HLA-DO, peripheral B cells are
reduced in their potential to present for-
eign antigen. The role of class II-CLIP
complexes, as typical representatives of
self, in peripheral tolerance induction
with regard to self-reactive T cells has to
be elucidated.

In germinal centers, however, HLA-
DO is markedly downregulated so that
CLIP is efficiently released from MHC
class II molecules and antigenic peptides
derived from internalized BCR–antigen
complexes have access to the bind-
ing cleft of class II molecules. As
20 to 30% of HLA-DM is still as-
sociated to HLA-DO, peptide receptive

‘‘empty’’ class II molecules are chaper-
oned by HLA-DM–HLA-DO complexes
until BCR-mediated uptake of foreign
antigen occurs. In summary, regulated
HLA-DO expression allows optimization
of antigen processing and presentation
to helper T cells in germinal centers
during the development of humoral im-
mune responses.

10
Dendritic Cells (DCs)

Dendritic cells (DCs) represent a highly
heterogeneous population of APCs, at
the same time being the most potent
APCs. They are bone marrow–derived
and reside in most peripheral tissues
as sentinels of the adaptive immune
system. As DCs, similar to cells of the
innate immune system, express various
types of TLRs that mediate recognition
of microbial danger motifs, DCs are
also most critical in bridging innate and
adaptive immunity.

DCs are specialized for the uptake,
transport, processing, and presentation of
antigens to T cells. Any encounter with mi-
crobial products or tissue damage initiates
the migration of DCs out of peripheral
tissues to lymph nodes and their differ-
entiation into the mature state. Mature
DCs express strongly upregulated levels
of MHC and costimulatory molecules so
that, in lymph nodes, DCs can trigger an
immune response by any T cell with a re-
ceptor that is specific for MHC-foreign
peptide complexes on the DC surface.
Since subsets of DCs are constantly carry-
ing self-antigens into lymph nodes without
receiving a maturation stimulus, DCs are
thought to play a major role in the mainte-
nance of peripheral tolerance against self
as well.
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10.1
DC Subsets

Phagocytic cells carrying numerous
dendrites and expressing considerable
amounts of MHC and costimulatory
molecules in their unactivated state are
found in distinct microenvironments of
our body, for example, in peripheral
tissues, in lymph nodes, and in the
thymus. In addition, DCs do not only
interact with T cells, but also with B
cells and with NK cells. These aspects
render it most likely that the various
and often opposing functions ascribed to
DCs can only be performed by different
sets of DCs. According to the functional

plasticity model, only a single DC lineage
(hematopoietic precursor, DC precursor,
immature DC, mature DC) exists and local
environmental factors cause functional
diversity (Fig. 10). According to the
specialized lineage model, however,
specialized DC subtypes are the product of
entirely separate developmental lineages,
with DC precursors being already
functionally committed. It appears that in
reality, we are facing a complicated mixture
of both models.

10.1.1 Myeloid Versus Lymphoid DCs
Distinct DC subtypes were initially more
evident among mouse DCs than among
human DCs because of the availability of
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Fig. 10 Generation of functionally distinct DC subsets. According to the
functional plasticity model, all DCs belong to a single hematopoietic lineage,
the subtypes DC1 and DC2 being generated by local environmental factors in
the periphery (1). The specialized lineage model proposes that DC subsets
originate from early divergences in the development, triggered by the
microenvironment of the bone marrow (2), giving rise to distinct precursors,
pDC1 and pDC2. Subsequently, pDC1 and pDC2 function as the precursors of
the DC1 and DC2 subsets respectively.
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different murine lymphoid tissues and the
expression of distinct markers not present
on human DCs. Hence, there was evi-
dence that the CD8+ DCs of the thymus
shared early steps of development with T
cells. They were thought to derive from
lymphoid-restricted precursors and were
named lymphoid DCs. All other DCs be-
ing CD8− were thought to originate from
myeloid-restricted precursors; they were
called myeloid DCs. In the meantime, when
myeloid- and lymphoid-restricted precur-
sors were isolated from bone marrow,
it became evident that each precursor
could produce all the mature splenic and
thymic DC subtypes. Besides CD8 and
CD4, the integrin αM chain (CD11b), the
lectin DEC205 (CD205) and the integrin αX

chain (CD11c) are used as surface mark-
ers to distinguish murine DC subtypes.
Currently, the terms myeloid and plasma-
cytoid (Table 6) are used to distinguish DC
lineages in both mouse and man.

10.1.2 Human DC Subtypes
In contrast to the situation in mice,
only blood and bone marrow can be

used as an ex vivo source of human
DCs. Human blood DCs are highly
heterogeneous in their marker expression,
with many markers reflecting differences
in the maturation or activation state rather
than separate lineages. A comparison to
mouse subtypes is difficult, since human
DCs lack expression of CD8. Only human
thymic DCs make a strong case for subset
segregation, similar to that in mouse: most
human thymic DCs are CD11c+ CD11b−
and lack myeloid markers, and so resemble
murine thymic CD8+ DCs.

As yet, most insight into DC subsets has
come from studies of their development in
culture from precursors. Essentially three
distinct precursor types have been used:
CD34+ bone marrow–derived precursors,
blood monocytes, and plasmacytoid cells
(Table 7).

CD34+ precursor pathway The earliest
precursors used are CD34+ and derived
from bone marrow or umbilical-cord
blood. Liquid culture with granulocyte-
macrophage colony-stimulating factor
(GM-CSF) and TNF-α leads to two

Tab. 6 Tissue distribution of murine DC subtypes.

Tissue Percentage of total DCsa

Myeloid DCs Plasmacytoid DCs

CD4+ CD8−
CD205− CD11b+

CD4− CD8−
CD11b+

CD4− CD8+
CD205+ CD11b−

lymphoid

CD4− CD8+
CD205+ CD11b+
Langerhans DCs

Spleen 56 20 23 <1
Thymus – – 60 –
Mesenteric

lymph nodes
4 63 19 <4

Skin-draining
lymph nodes

4 37 17 33

a Adapted from Shortman, K., Lin, Y.J. (2002) Nature Reviews 2, 151–161.
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Tab. 7 Different subsets of human dendritic cells (DCs).

Name Monocyte-
derived DC

Langerhans
DC

IL-3
receptor+ DC

Origin Blood Bone marrow cord blood Blood
Precursor CLA−/CD14+ CD34+/CLA+ pDC2
Lineage Myeloid Plasmacytoid Plasmacytoid
Phenotype (immature):
MHC class II ++ ++ −
CD207 (Langerin) − + + + −
CD11c + + −
IL-3 receptor − − ++
CD4 + + + + +

apparently separate pathways of DC
development, which can be distinguished
by the expression of a skin-homing factor,
known as cutaneous lymphocyte-associated
antigen (CLA).

One pathway (via CD34+/CLA+ inter-
mediates), depending on TGF-β, leads to
DCs resembling Langerhans cells: they
express the Langerhans cell–associated
antigens Langerin and E-cadherin, CD11c,
CD1a, and have Birbeck granules, char-
acteristic structures known from electron
microscopy studies of Langerhans epider-
mal DCs (Table 7).

The second pathway (via CD34+/CLA−,
CD14+ intermediates, which resemble
blood monocytes) produces DCs reminis-
cent of intestinal DCs (Table 7). They lack
Langerin and E-cadherin, but express the
tetraspanin CD9, the coagulation factor
XIIIa and CD68.

CD14+ monocyte pathway Peripheral
blood monocytes are the most commonly
used precursors for generating human
DCs in culture. CD14+ monocytes differ-
entiate into DCs (termed DC1) in the pres-
ence of GM-CSF and IL-4. In the presence
of M-CSF, macrophages are generated.
The monocyte-to-DC differentiation can

also be accomplished by seeding mono-
cytes onto a layer of endothelial cells over
a collagen matrix, mimicking the entry
of monocytes into tissues. Most of the
monocytes that have migrated into the col-
lagen matrix remain there and become
macrophages. A subset of them, however,
migrate back through the endothelial bar-
rier and become DCs (Table 7).

Plasmacytoid cell pathway Human plas-
macytoid cells, termed DC2, were found
by their plasma cell–like morphology and
their unique surface phenotype: they are
strongly positive for the IL-3 receptor,
but negative for CD11c and for myeloid
mineage markers (Table 7). Strikingly,
they produce mRNA for germ-line Igκ and
pre-T-cell receptor α. Plasmacytoid cells
are found in blood and many lymphoid tis-
sues. They respond to viral and microbial
stimuli by producing IFN-α and IFN-β.

10.2
Antigen Uptake Mechanisms

Tissue DCs capture pathogens, infected
cells, dead cells, or their derived products,
and also soluble material to use for antigen
processing and presentation. Importantly,
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binding and uptake of certain pathogen-
derived components are in many cases
linked to DC maturation. During DC mat-
uration, they downregulate their endocytic
capacity. The consequence is that antigen
uptake is no longer possible during migra-
tion to and in the lymph nodes, but only
in peripheral organs. Down-modulation of
endocytosis is achieved in at least two
ways: (1) a decrease in surface expres-
sion of several antigen-binding receptors;
(2) inactivation of the GTPases cdc42 and
rac1 widely abolishes macropinocytosis
and phagocytosis.

10.2.1 Macropinocytosis Versus
Phagocytosis
Macropinocytosis is a cytoskeleton-
dependent type of fluid-phase endocyto-
sis that certain growth factors can induce
in macrophages. In immature DCs, how-
ever, macropinocytosis is a constitutive
phenomenon. It allows DCs to sample
large amounts of extracellular fluid in short
periods of time. This is the nonspecific
way of DCs to search for antigenic ma-
terial. Antigens that have been captured
by macropinocytosis have access to MIICs
and hence can be loaded onto MHC class
II or CD1 molecules.

Phagocytosis is initiated by the engage-
ment of specific surface receptors; hence,
it is to a certain extent antigen-specific. Im-
mature DCs phagocytose whole bacteria,
irrespective of whether they are gram-
positive or gram-negative, but also yeast
cells and hyphae. As part of the GALT, in-
terstitial DCs penetrate tight junctions so
that their dendrites have access to bacteria
in the gut lumen.

Immature DCs also internalize cell de-
bris from cells that have undergone cell
death by apoptosis or necrosis. Human
monocyte-derived DCs take up apoptotic
and necrotic bodies derived from B or T

cells, virus-infected apoptotic monocytes,
or tumor cells, including melanoma cells
or various carcinoma cells. Moreover, DCs
have been shown to transport apoptotic
intestinal epithelial cells to T-cell areas of
mesenteric lymph nodes in rats. Phago-
cytosis of apoptotic bodies mainly occurs
through a complex including the scavenger
receptor CD36 and the integrins αVβ5 and
αVβ3. The receptors needed for phagocy-
tosis of necrotic cells are less well defined.

10.2.2 Receptors for Endocytosis
Receptors for the Fc portion of im-
munoglobulin belong to the prominent
molecules on the DC surface: human
monocyte-derived DCs express mainly
Fcγ RII and FcαR, LCs express Fcγ RI
and FcεRI, whereas blood DCs are pos-
itive for Fcγ RII and Fcγ RI. Recently,
a novel member of the Ig superfam-
ily, named Ig-like transcript (ILT)-3 was
found to facilitate antigen processing
in DCs, but also in monocytes and
macrophages.

In contrast to macrophages, immature
DCs express only the complement re-
ceptors CR3 and CR4, but not CR1 or
CR2. Similar to macrophages, immature
monocyte-derived DCs, blood DCs, and
interstitial DCs of the dermis display high
levels of the MR. The MR not only al-
lows DCs to endocytose a large variety
of bacterial and yeast antigens, but also
desialylated immunoglobulin. Strikingly,
LCs do not express the MR, but Langerin
(CD207), which is also a lectin with man-
nose specificity. Unlike the MR, CD207
induces the formation of Birbeck gran-
ules. Finally, DCs are also very potent
in binding and taking up Hsps, such as
hsp70 and gp96. Recently, CD91, known
as the α2−macroglobulin receptor, and
CD40 were described to mediate endocy-
tosis of Hsps of the Hsp70 and Hsp90
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protein family. These findings are intrigu-
ing, as endogenous as well as foreign
Hsps are discussed to mediate matura-
tion of DCs. In particular, the activatory
capacity of necrotic cells has been ascribed
to Hsps

10.2.3 The Adhesion Receptor DC-SIGN
DC-SIGN (DC-specific ICAM-3-Grabbing
Nonintegrin), also termed CD209, is a
mannose-binding C-type lectin that is
strongly and selectively expressed on DCs,
irrespective of whether they are immature
or mature.

DC-SIGN recognizes with high affinity
the adhesion molecule ICAM-2 on vascular
and lymphoid endothelia. ICAM-2 serves
as a rolling counterreceptor, thereby en-
abling DC-SIGN+ DCs to tether to and roll
along endothelia. This is a prerequisite
for trans-endothelial migration into pe-
ripheral tissues and secondary lymphoid
organs. Thus, one function of DC-SIGN
is to function as a DC-specific rolling
receptor.

Upon reaching T cell–rich areas in
secondary lymphoid organs, DC-SIGN
mediates initiation of T cell–dependent
immune responses: it enables transient
DC–T-cell interactions through binding to
ICAM-3, which is expressed on the surface
of naive T cells. In contrast, DC-SIGN does
not bind to the principal ligand of LFA-1,
ICAM-1.

Finally, DC-SIGN functions as an HIV-1
trans-receptor important in the dissemi-
nation of HIV-1. HIV-1 is captured on
DCs present in the periphery by DC-
SIGN, which binds to the HIV-1 coat
protein gp120. Thus, HIV-1 is trans-
ported by DCs that migrate into lym-
phoid tissues where DC-SIGN-associated
HIV-1 efficiently infects target CD4+
T cells.

10.3
Maturation of DCs

The various subtypes of human DCs
described above vary considerably with
regard to the expression of marker proteins
and their behavior in the immature state.
However, as soon as they are subjected
to inflammatory stimuli, they share a
common program, termed maturation,
which transforms immature into mature
DCs that are highly efficient in priming
and activating T cells. They are by far
more potent than activated macrophages
or B cells in initiating a cellular immune
response. This is mainly due to the fact
that key proteins, for example, MHC
molecules, costimulators, and accessory
molecules, are much more abundant
on mature DCs than on stimulated
macrophages or B cells.

10.3.1 Maturation Stimuli
Immature DCs respond to two types of
maturation stimuli: (1) direct recognition
of pathogens via TLRs and other PPRs;
and (2) inflammatory cytokines and other
exogenous or endogenous mediators that
are secreted during an infection or in
other acute alarm situations (Fig. 11). In
detail, DCs can recognize bacterial pepti-
doglycans, lipopeptides, and mycoplasma
lipoproteins via TLR2, LPS via TLR4, vi-
ral dsRNA via TLR3 and certain DNA
oligonucleotides via TLR9. It should be
emphasized that TLR2 is not present on
the cell surface, but specifically recruited
to yeast-containing phagosomes. Likewise,
TLR4 is not compulsory for internalization
of LPS-carrying bacteria. This suggests
that TLRs are involved in discrimination
of microbes and not necessarily in their
uptake. Apart from that, DCs have re-
ceptors in order to sense infections and
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Fig. 11 Maturation of dendritic cells (DCs).
Several microbial signals, including LPS, dsRNA,
proteoglycan, and CpG, or the encounter of
activated T helper cells induces the mature

phenotype. Mature DCs strongly upregulate
MHC, costimulatory and adhesion molecules
and secrete the proinflammatory cytokines IL-12,
IL-6, IL-1β, and TNF-α.

danger indirectly, via binding of TNF-α, IL-
1β, or PGE2, whose secretion is triggered
by pathogens.

Moreover, whole viruses or bacteria dec-
orated with immunoglobulins induce DC
maturation via binding to FcR, including
Fcγ RI, Fcγ RIII, and Fcγ R. Even more im-
portantly, activated CD4+ T cells provide
a strong stimulus via CD40L that triggers
CD40 of DCs. This signal appears to be es-
sential for conditioning DCs in such a way
that they are able to fully activate certain
types of CD8+ CTLs.

There is accumulating evidence that
cell death gives rise to signals that ren-
der DC mature, as well. In particular,
necrosis induces DC maturation, however,
the mediators of this activation are still
unknown. Apoptotic cells, at least after
heat stress, are also capable of stimu-
lating immature DCs. Nucleotides, such
as ATP and UTP, and Hsps, including

gp96, Hsp90, and Hsc70 are liberated ex-
tensively in the course of necrosis and
have been proposed to function as danger
signals being able to trigger DC differenti-
ation. However, contaminations with LPS
have been implicated in this context, so
that it is doubtful, as yet, whether Hsps
per se or Hsp-LPS complexes have in-
duced DC maturation. Moreover, Hsp60
and Hsc70 have been described to acti-
vate macrophages through a CD14/TLR4
complex, but receptors on DCs are not
characterized, yet.

10.3.2 The Danger Hypothesis
The model of self–nonself discrimination
foresees that the baseline state of the
immune system is ‘‘OFF.’’ To initiate a
cellular immune response, the key play-
ers, namely, APCs and T cells have to
be activated. T cells get activated by the
encounter of mature APCs. Such mature
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APCs provide signal 1 via MHC-peptide
complexes engaging TCRs. Since APCs
appear to be unable to distinguish self-
peptide from foreign peptide and since
self-reactive T cells do exist in our body,
the safe guard of the self–nonself dis-
crimination model is signal 2. Signal 2 is
only provided via costimulators of APCs
that have recognized patterns of non-
self molecules found only on evolutionary
distinct organisms, such as bacteria or
viruses. This is thought to be accomplished
via PRRs, for example, TLRs. However,
even Janeway, who pioneered the idea of
pattern recognition serving for costimula-
tion, pointed out that PRRs cannot explain
autoimmunity or immune responses to
tumors or transplants. Moreover, it is still
open how the immune system deals with
a changing self. The self–nonself discrim-
ination model, for example, fails to give
us a clue why vertebrates do not attack
themselves at puberty and why females
do not reject their own newly lactating
breasts when they begin to produce milk
proteins that were not part of self until
that time.

The danger model pioneered by Mat-
zinger gives an answer to these questions.
This model is based on the hypothesis
that the ultimate controlling signals are
endogenous, not exogenous. They are the
alarm signals that emanate from stressed
or injured tissues (Fig. 12). Hence, cells
of normal bodily tissue, when distressed,
send signals that are called danger signals,
which serve to activate local APCs. Healthy
cells, in fact, may send calming signals to
local APCs, whereas cells that are damaged
or die by necrosis should favor maturation
of APCs. In contrast, cells that die by apop-
tosis, a process of normal programmed cell
death, should merely send signals that may
favor phagocytosis but should not induce
the expression of costimulatory molecules.
This view is consistent with findings where
necrotic cells do induce maturation of DCs,
but not apoptotic cells. This correlates with
the liberation of Hsps from necrotic but
not apoptotic cells. Strikingly, apoptotic
cells that have undergone heat stress were
also able to activate DCs. As yet, Hsps are
the only candidate for endogenous media-
tors of danger.

Necrotic or
distressed

cell  

Normal
cell

Apoptotic
cell 

Alarm
signal

Mature DC

Fig. 12 The danger model DCs receive an alarm signal from injured,
distressed, or necrotic cells leading to their maturation. This is not the case
with normal cells or in cells dying by apoptosis.
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10.4
Antigen Processing and Presentation

10.4.1 Classical and Cross-presentation
via MHC Class I
Like other APCs and other nucleated cells,
DCs present self- or virus-derived en-
dogenous antigens to CD8+ CTLs in an
MHC class I–restricted manner. In con-
trast to other cells, DCs express low levels
of the immunoproteasome already in the
immature state and upregulate it upon
maturation. Moreover, the abundance of
MHC class I–peptide complexes increases
during maturation. However, in contrast
to the MHC class II pathway, mature DCs
still synthesize and replace surface MHC
class I molecules in their mature state.
This finding raises the question, whether
DCs that have captured a class I–restricted
antigen in peripheral tissues, are the same
DCs that will present this antigen to CD8+
T cells in secondary lymphoid organs.
Alternatively, DCs may capture antigens
in the lymph node. In this case, DCs
should be able to take up exogenous anti-
gen and transfer it onto MHC class I
molecules. This nonclassical mechanism
had already been proposed by Bevan and
colleagues: they showed that priming of
CTL responses in vivo can occur after pre-
sentation of exogenous antigens by class I
MHC molecules. These phenomena were
referred to as cross-presentation of antigen
and cross-priming of CD8+ T cells.

In the meantime, cross-presentation has
been shown to be a major pathway utilized
by DCs in the context of various sources
of exogenous antigens. Physiologically,
phagocytosis appears to be a major route
for antigen uptake and cross-presentation,
as FcR-mediated uptake of immune com-
plexes or opsonized dead cells promotes
cross-priming. Furthermore, phagocyto-
sis of bacteria, bacteria-derived antigens,

and apoptotic cells results in cross-
presentation of bacterial antigens and the
same has been observed for viral and tu-
mor antigens. Likewise, peptides bound
to Hsps, including gp96, Hsp90, Hsp60,
and Hsc70, are cross-presented by ma-
ture DCs.

Two pathways for cross-presentation
were reported: the first foresees peptide
loading in the endocytic system, and hence
is TAP- and proteasome-independent.
Recycling MHC class I molecules are,
indeed, found in endosomes of immature
DCs, where low pH is supposed to
favor exchange of prebound peptide for
exogenous peptide. The second pathway
is TAP-dependent and was reported in
DCs in several experimental settings.
This pathway foresees the existence of a
membrane transport system linking the
lumen of endosomes and the cytosol.
Other cells, for example, thymic epithelia
cells or liver sinusoidal epithelial cells,
are also able to present soluble exogenous
antigen in a TAP-dependent fashion, albeit
less efficiently than DCs.

As an alternative to explain cross-
presentation, one could envisage that ER
compartments fuse with nascent endoso-
mal membranes before endosomes sepa-
rate from the plasma membrane, as most
recently shown for macrophages. This
would allow loading of exogenous anti-
gens onto MHC class I molecules in the
ER without the need for a specialized trans-
porter in the endosomal membrane. Phys-
iologically, this mechanism could serve to
feed the plasma membrane with phospho-
lipids from the ER to compensate the loss
of membranes due to endocytosis.

10.4.2 MHC Class II–restricted Antigen
Presentation
The cell surface display of MHC class
II–peptide complexes is tightly regulated
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during the life cycle of DCs. An immature
DC exposes around 106 MHC class
II molecules on the surface. This is
already more than activated B cells or
macrophages can ever express, however,
5 to 10 times less than in mature DCs.
Several reasons account for that: the
efficiency of major proteases involved in
antigen degradation in immature DCs,
for example, cathepsins B and S, is low.
This may be due to comparably high
levels of endogenous protease inhibitors
such as cystatin C and the Ii splice
variant Iip41. Another aspect is that not
all endosomes or phagosomes may have
access to MIICs, where MHC class II
molecules are loaded with peptide. Finally,
MHC class II–peptide complexes have a
short half-life (≤10 h) in immature DCs,
since they are constantly internalized and
transported to recycling endosomes, where
peptide exchange occurs, or is degraded
in lysosomes. Nevertheless, it should be
pointed out that immature DCs are able to
present self- and foreign antigen peptides
to CD4+ T cells. According to current
concepts, this process serves mainly to
tolerize T cells against self-antigens.

Inflammatory signals activate a program
leading to profound changes in antigen
processing for class II molecules. MHC
class II biosynthesis is transiently upreg-
ulated, the activity of processing proteases
increases accompanied by their relocaliza-
tion into MIICs and recycling of class II
molecules ceases widely. Following pep-
tide loading in MIICs, subsets of class
II molecules associate with the costim-
ulator CD86 and the tetraspanins CD82
and CD63, thereby becoming a part of
multimeric clusters that are transported
to the cell surface. At the cell surface,
class II peptide complexes remain orga-
nized in a multimerized fashion, mainly
associated to tetraspanins. The tetraspan

microdomains, which are strongly upreg-
ulated in mature DCs, not only concentrate
MHC-peptides complexes but also enrich
MHC class II molecules loaded with par-
ticular peptide. This increases the local
avidity to T cells and, hence, increases the
efficacy of T-cell activation. This is further
supported by the fact that the mature DCs
no longer endocytose class II molecules
so that the latter become rather long-lived.
After 10 to 20 h of maturation, no further
class II molecules are synthesized and the
activity of HLA-DM is strongly downregu-
lated so that peptide loading ceases. Thus,
mature DCs that have reached the T-cell
areas of lymph nodes mainly present those
peptide antigens to CD4+ T cells that they
have captured before or during induction
of maturation in peripheral tissues.

10.5
T Cell Priming and Polarization

10.5.1 Priming of CD8+ and CD4+ T Cells
Several lines of evidence support the con-
cept that DCs are the principal APCs for
T-cell priming. This is based on in vitro
observations, where DCs were compared
to other APCs for priming alloreactive,
naive T cells or the expansion of naive pre-
cursors from polyclonal populations. Fur-
thermore, injection of antigen-loaded DCs
induces potent CD4+ and CD8+ T-cell pri-
mary responses. By immunofluorescence
on lymph node sections, interactions of
DCs and T cells could be directly visual-
ized. Beyond that, DCs break peripheral
tolerance against transplantation antigens
and tumor antigens. Moreover, the exclu-
sive expression of MHC class II molecules
in DCs was sufficient for the establishment
of central tolerance through Vβ-specific
deletion of T cells by a superantigen pre-
sented by DCs in the thymus medulla.
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The outstanding T-cell priming capacity
of mature DCs is mainly due to the
enhanced surface levels of costimulatory
CD80 and CD86 and adhesion molecules,
but also connected to a rapid relocalization
of antigen-bearing DCs to the T-cell zones
of secondary lymphoid organs. The in vivo
relevance of DC maturation in T-cell
priming is particularly evident in the
case of CD8+ T cells. Although there are
examples of direct priming of CTLs by
DCs without the involvement of CD4+ T
cells, numerous cases have been described,
where CD8+ naive T cells are dependent
on CD4+ T-cell help. It was found that
CD40 ligation on DCs by CD40L on CD4+
T cells was necessary and sufficient to
confer to DCs the ability to prime CTLs. At
the same time, DCs are rendered mature
(Fig. 13).

This mechanism allows a temporal dis-
sociation of interactions between DCs,
CD4+ helper T cells, and CD8+ CTLs:
once licensed by CD4+ T cells, mature
DCs are competent to prime CD8+ T cells.
This model, also known as the license-to-kill

model bypasses the requirement of a tricel-
lular interaction of DCs, activated helper
T cells and naive CTLs in lymph nodes,
which is rather unlikely to occur. Apart
from helper T cells, pathogen-derived
products, such as LPS, viruses or apoptotic
bodies carrying CD40L have been shown
to deliver licensing signals to DCs.

10.5.2 T Helper Cell Polarization
In the most recent literature, the issue
of T-helper cell polarization by DCs has
received considerable attention. Various
pathways of regulation are operative. Im-
mature DCs per se favor TH2 polarization,
but they can be reinstructed by the charac-
teristics of the antigen or its accompanying
adjuvant to induce a TH1, TH2, or an un-
differentiated TH0 response (Table 8).

Microbe-derived pattern molecules,
such as LPS or CpG oligonucleotides,
drive TH1 polarization by induction of
IL-12, IL-6, and IL-1β secretion through
binding to TLRs. However, microbial
products often need additional host-
derived microenvironmental instruction to

Infected
tissue

Tissue
destruction

Immature
DC

Priming of
CD8+ T cells

Licensed
DC

CD4+

T cell

CD8+

T cell

MHC I/
TCR
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Fig. 13 The license-to-kill model of DCs. Immature DCs that encounter activated CD4+
Thelper cells receive a signal through CD40/CD40L engagement. DCs that have received
this signal are able to render cytotoxic CD8+ T cells highly potent in killing infected target
tissues. Thus, DCs conditioned by Thelper cells bear the license to kill.
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Tab. 8 T helper cell polarization mediated by DCs.

TH1 bias TH2 bias

Antigen dose High Low
Type of antigen Candida albicans yeast Toxoplasma

antigen
Candida albicans hyphae Allergens

Adjuvants CpG oligonucleotides
LPS

PGE2
Cholera toxin

MHC-TcR interaction High affinity
Short interaction

Low affinity
Sustained interaction

Stimulator/responser ratio High Low
Costimulators ICAM-1

CD40
OX40-L
ICOS-L

DC state Mature Immature
DC type CD1a+ (myeloid) CD1a− (myeloid)
DC localization Mucosal DC
Cytokine status High IL-12

Low IL-10
Low IL-12
High IL-10
High IL-6

induce stable IL-12 production by DCs, for
example, high doses of antigen, IFN-γ , or
IL-4. Interestingly, monocyte-derived DCs
prime strong TH1 responses early after
onset of maturation, whereas at later time
points, the same cells prime TH2 or TH0
responses. Likewise, when DCs stimulate
naive T cells at low stimulator/responder
ratios, TH2 polarization is favored despite
the presence of IL-12. Recently, it was
proposed that different developmental
lineages of DCs could induce either TH1
or TH2 responses, hence the terminology
DC1 or DC2 (Fig. 10) was introduced.
Monocyte-derived or myeloid DCs were
thought to prime T cells towards the
TH1 phenotype, whereas plasmacytoid
DCs were believed to exclusively prime
towards the TH2 phenotype. However,
this is not the case, as evidenced by
at least two recent observations: CD1a-
negative subpopulations of monocyte-
derived DCs do not secrete IL-12, even
after stimulation with LPS, IFN-γ , or
CD40L. Likewise, plasmacytoid DCs can
be very potent in priming naive T cells

towards TH1 differentiation, especially
after viral infection.

In conclusion, T helper cell priming
by DCs is very flexible, allowing the
simultaneous generation of TH1, TH2, and
TH0 responses.

10.6
Immune Evasion and Plasticity of DCs

In general, DCs, after having met viruses
or other pathogens, will mature and secrete
IL-12, thereby skewing TH1 differenti-
ation. However, infection of immature
human DCs with herpes simplex virus
type 1 (HSV-1) or vaccinia virus has been
shown to inhibit DC maturation. Likewise,
the bacterial metabolite n-butyrate, which
is found in high concentrations in the
gastrointestinal tract, can interfere with
LPS-induced IL-12 release, but not of IL-10.
IL-10 released during infection with Borde-
tella pertussis not only promotes the differ-
entiation of monocytes into macrophages
but also the differentiation of T regula-
tory cells, which suppress protective TH1
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responses (Fig. 14). In response to viruses
and Streptococcus pneumoniae, DCs can ac-
tivate B cells via secretion of proinflamma-
tory type 1 interferons, thereby promoting
immunoglobulin isotype switching. Most
recently, it has been observed that there are
reciprocal activatory interactions between
NK cells and DCs. The cross talk between
both cell types appears to be relevant in
innate antitumor responses.

10.7
DCs in Immunotherapy

The superior role of DCs in triggering
antigen-specific T-cell responses has pro-
vided the rationale for developing new vac-
cination strategies based on the injection

of DCs loaded with antigen in vitro. In
most immunotherapy protocols, autolo-
gous CD34+ precursor-derived DCs or
monocyte-derived DCs from healthy vol-
unteers or patients are being used.

In vaccination against tumors, the ulti-
mate goal is to prime CD4+ and CD8+ T
cells with antitumor reactivity. To achieve
this, efficient and stable loading of MHC
molecules of DCs with cognate tumor
antigens is necessary. Two strategies are
employed to provide antigens: an endoge-
nous and an exogenous way. Endogenous
antigen expression was obtained by us-
ing bulk RNA prepared from tumors or
retroviral, adenoviral, or poxviral vectors
to transduce DCs with genes coding for
the respective tumor antigens. Another
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Fig. 14 The plasticity of DCs. Mature DCs in the draining lymph node are capable of delivering
different signals according to the microbes they encounter in the periphery.
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approach to obtain endogenous antigen
synthesis in DCs has been to fuse DCs to
tumor cells. The immunogenicity of such
vaccines was confirmed in several experi-
mental systems, although the mechanisms
leading to the clinical success of allogeneic
approaches remained open.

The alternative strategy foresees to pro-
vide tumor antigens exogenously. To this
end, tumor cell lysates and defined tu-
mor antigens, applied as a protein or a
peptide, were coincubated with autologous
DCs so that MHC class II–restricted pep-
tide antigens become cross-presented. An
alternative to this latter strategy is to pre-
pare exosomes from the respective tumor
cells. Exosomes are the internal vesicles
of multivesicular endosomes. They were
shown to contain tumor rejection antigens
and to be able to transfer them to DCs,
so that tumor-specific CTL responses are
generated in mice. Although several clin-
ical trials – where DC-based vaccination
was employed in the context of malig-
nant melanoma, lymphoma, myeloma,
prostate, and renal cancer – were success-
ful to a certain extent, there are still
several potential caveats that have to be
taken into account. Some tumor anti-
gens are not tumor-specific but tissue-
specific and hence widely expressed in
normal tissues. In case of vaccination
with melanocyte/melanoma antigens, this
leads to vitiligo due to autoimmunity at
the vaccination site. Conversely, the im-
munoproteasome of DCs may process
tumor antigens in a way that is different
from processing by the normal proteasome
being active in tumor cells. Moreover, feed-
ing DCs with whole tumor cell lysates
is risky since T cells that are not di-
rected against tumor antigens may be
primed as well. Therefore, precise knowl-
edge of MHC class I–and MHC class

II–associated tumor-specific peptide anti-
gens is necessary. Unfortunately, only a
few class II–restricted helper epitopes are
known so far. Therefore, further effort is
needed to obtain a more comprehensive
set of tumor-specific peptide epitopes in
order to optimize DC-based vaccination
against major malignancies.

See also Dendritic Cells.
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Keywords

Anneal (hybridize)
To form doubled-stranded oligo/polynucleotides (duplex) from two complementary
single-stranded polynucleotides by heating and cooling.

Antisense
A strand of DNA that has the same sequence as mRNA (coding strand).

Ribozyme
Nucleic acid polymer (RNA) that catalyzes a chemical reaction, mostly
transesterification.

RNase H
A ribonuclease that recognizes and cleaves internally the RNA strand of a
DNA–RNA hybrid.

RNAi
RNA interference, a natural process whereby small double-stranded (21-mers) RNAs
induce gene silencing.

Phosphorothioate
Oligonucleotides in which one of the nonbinding oxygens on phosphorus is replaced
by sulfur.

Backbone
Refers to the sugar–phosphate linkage in DNA or RNA that can be replaced by
isosteric linkages.

� Antisense technology is a novel method for drug discovery and drug development.
Antisense oligodeoxynucleotides (ODN) work at the genetic level by inhibiting the
translation of disease-causing proteins.

Proteins are the key players in the etiology of diseases. Especially for cancer and
viral infections, the antisense technology shows promise. The underlying mechanism
of this approach is to sequence-specifically interfere in the genetic flow at the mRNA
level. This molecular recognition is believed to rely on Watson–Crick base pairing
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between the mRNA and the antisense oligonucleotide. Different modes of action
are to be considered. The ODNs can either simply function as a steric block
to interfere with the ribosomal translation or induce the action of particular
RNases to destroy the mRNA in the hybrid formed with the ODN. In addition
to this pharmacodynamic consideration, pharmacokinetic processes are important
for optimal drug activity. Key points are the mode of delivery of the ODNs to the
patient, to assure that the target is reached in the cells or organs of concern. The
synthesis of the oligonucleotides has to be straightforward, economic, and reliable.
The ODNs should be fairly metabolically stable, possess high affinity to the target,
be nontoxic, and preferentially orally available. The first generation of ODNs are
the phosphorothioate analogues that have been extensively tested. However, further
developments of analogues for improvement are actively pursued.

This article will feature the design of oligos, their synthesis, modifications, and
a discussion of the mechanisms of action. The ODN application will be illustrated
with some selected examples, with the emphasis on those that are in clinical trials.

1
Introduction

The classical treatment of a disease is the
inhibition of function of the protein that
is presumed to be the causative agent of
the disease, mostly with a small molecular
weight drug. Even though this concept is
very successful, problems arise when the
drug is not very specific for the protein
in question, for example, when the wild
type and the mutated protein are not
sufficiently different in their affinity for
the drug. Thus, the idea to interfere earlier
in the process of disease development by
preventing the synthesis of the unwanted
protein at the first place is attractive. It
is based on the idea that the wild type
and the mutated protein are sufficiently
different in their nucleotide sequence
that it should be possible to sequence-
specifically inhibit either transcription or
translation for the latter but not the former.
The antisense methodology follows the
route of translation interference. This
approach has been applied beyond gene

functional analysis to application in the
clinic where a considerable number of
trials are underway.

In the original concept, the antisense
method for the sequence-specific inhibi-
tion of gene expression was quite simply
steric blockage of translation by binding of
the oligonucleotide (ODN) to the mRNA
target. However, it is now generally ac-
cepted that the mode of action is more
complicated. Even though some of the
chemically modified antisense oligonu-
cleotides (AS-ODN) seem to act by this
mechanism, the most commonly used AS-
ODN act by degradation of the RNA target
by RNase H in the hybrid formed upon
annealing of the AS-ODN. As it was recog-
nized early that the unmodified ODNs are
unsuitable for most in vitro and certainly
for in vivo applications, chemical modifica-
tion has played a major part in developing
this methodology. The phosphorothioate
analogues have played a crucial role in this
development.

More recently, RNA interference has
been described for the inhibition of gene
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expression, which will be discussed later
in a separate section.

The antisense oligodeoxynucleotide ap-
proach has been reviewed recently. A very
thoughtful review of the different types of
inhibition of gene expression with oligonu-
cleotides has also appeared recently.

2
Chemical Modification of Oligonucleotides

2.1
Unmodified Oligonucleotides

Natural oligodeoxynucleotides are widely
used as tools in molecular biology; how-
ever, they have serious limitations in
their application as therapeutics for the
sequence-specific inhibition of gene ex-
pression. Such oligonucleotides with a nat-
ural phosphodiester internucleoside link-
age are degraded in serum within minutes
to a few hours, mainly by the action
of fast-cleaving 3′-exonucleases that are
accompanied by slower-cleaving endonu-
cleases. In certain tissues, a significant
5′-exonuclease activity has also been ob-
served. However, oligonucleotides can be
protected against nucleolytic cleavage by
packaging into liposomes or nanoparticles
that, at the same time, serve as carriers for
in vivo application of these compounds as
discussed below.

2.2
Phosphorothioates

Because of the nuclease sensitivity of
ODNs, the major aim from the begin-
ning was to strengthen the stability against
such degradation by chemical modifica-
tion. The first such modification was the
introduction of phosphorothioate groups
as internucleotidic linkages, which has

been quite successful so that most anti-
sense oligonucleotides (AS-ODNs) in use
are the phosphorothioate analogues. This
modification indeed enhances the stability
of the ODNs against enzymatic degrada-
tion and at the same time is compatible
with activation of RNase H. Thus, these
analogues look ideal but unfortunately
they have some drawbacks. Thus, the
thermal stability of the complex formed
with the target RNA is not as stable as
that formed with an unmodified oligonu-
cleotide. Moreover, for reasons that are
not well understood, the phosphorothioate
ODNs can have a much higher affinity to
certain proteins such as those responsi-
ble for polyanion binding. This can result
in undesired side effects often associated
with cytotoxicity. Thus, reducing the num-
ber of phosphorothioates in an AS-ODN is
advisable and will be discussed below.

As replacement of one of the non-
bridging oxygens of the internucleotidic
phosphate results in a chiral phospho-
rus, the chemical synthesis of the ODN
results in a mixture of diastereomers un-
less efforts are undertaken to render the
synthesis stereospecific, which is possible
but not routinely done. There does not
seem any particular advantage for either
isomer in terms of the combination of
thermal stability and RNase H activation
over the mixture.

In summary, the advantages of the
phosphorothioate modification outweighs
the disadvantages at least up to now,
making them a first generation of AS-
ODNs.

2.3
Alkylphosphonates

Rather early, it was assumed that the
negative charge of the phosphate back-
bone of the ODNs might interfere with
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cellular uptake, and thus constructing
ODNs with a neutral backbone was at-
tempted. Representatives for such ana-
logues are the methylphosphonates in
which the negatively charged phosphate
oxygen is replaced by a neutral methyl

group. These analogues have been used
very early for antisense inhibition of gene
expression. They are available through
automated oligonucleotide synthesis us-
ing methylphosphonamidites as synthons.
The methylphosphonate linkage is highly
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stable to degradation by nucleases. As in
the phosphorothioates, the methylphos-
phonates exist as two diastereomers
of the Rp or the Sp configuration.
Uniformly methylphosphonate-modified
oligonucleotides do not form duplexes
with RNA to induce RNase H cleavage.
However, chimeric oligonucleotides con-
taining both methylphosphonate and a
window of at least five to seven phospho-
diester linkages retain RNase H activity.
This class of ODNs has not been very
useful for the inhibition of gene ex-
pression. Besides the lack of RNase H
activity, it also turned out that, contrary
to expectation, cellular uptake is more
sluggish than that of ODNs with a neg-
ative charge.

2.4
2′-O-Modification

In order to limit the number of phos-
phorothioates in an AS-ODN, alternative
modifications were sought to enhance en-
zymatic stability without the inherent side
effects of the phosphorothioates. It was
recognized early that alkylation of the 2′
position of the ribose indeed increases sta-
bility. Thus, 2′-O-methyl modification was
used, followed by the 2′-O-methoxyethyl
derivatives. These analogues adopt an
RNA-like (A-form) conformation, assuring
high binding affinities for the RNA target
and thus being superior in this respect to
the phosphorothioates. As such, 2′ modi-
fication does not support RNase H activity
(see below). The general policy is to locate
them at the flanks of an AS-ODN, leaving
a gap of approximately six to eight phos-
phorothioate nucleotides in the center to
take advantage of RNase H activity. Thus,
the second-generation oligos of the ISIS
company have 2′-methoxy-ethoxy moiety
termed MOE-Oligos. Often, particularly

for animal model application, even the
flanks contain the phosphorothioates to
further improve stability. Apparently, in
conjunction with a 2′alkyl modification,
the cytotoxic side effects of phosphoroth-
ioates are not severe.

2.5
Sterically Locked Nucleic Acids

Nucleic acid analogues with conformation-
ally restricted sugar–phosphate backbones
have been attractive as it was envisaged
that they might form more-stable du-
plexes for entropy reasons. Thus, the
DNA analogue bicyclo-[3.2.1]-DNA has a
rigid phosphodiester backbone, emulat-
ing a B-DNA-type conformation, to which
the nucleobases are attached via a flexi-
ble open-chain linker. Although bicyclo-
[3.2.1]-DNA forms less-stable duplexes
with complementary DNA than natural
DNA, base-mismatch discrimination is
slightly enhanced compared to pure DNA
duplexes. Importantly, bicyclo-[3.2.1]-DNA
oligomers are resistant to 3′-exonuclease
degradation. None of these analogues has
been tested for inhibition of gene expres-
sion yet.

A further development along these
lines are the locked nucleic acids (LNA),
which represent a totally new and very
promising class of compounds. In these
analogues, the 2′ oxygen is linked by a
methylene bridge to the 4′ carbon, forming
a methylene-linked bicyclic ribofuranosyl
nucleoside. These analogues, like the 2′-
O-alkylated oligoribonucleotides, adopt an
RNA-like (A-form) conformation and thus
bind very well to target RNA. Probably
not surprisingly, they are not substrates
for nucleases. Oligonucleotides consisting
purely of LNA units do not activate RNase
H, but LNA/DNA chimeras do. Thus,
these analogues combine many favorable
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features for application. Although some
cell culture data have been published,
further studies should demonstrate the
advantages of this class of compounds in
a wider setting, in particular, in animal
model studies.

2.6
N3′-P5′-Phosphoramidates

Oligonucleotides based on this structural
element also show remarkable resistance
to nucleases but do not activate RNase H.
Extensive studies for the inhibition of gene
expression are still awaited.

2.7
Morpholino Oligonucleotides

This class of compounds again is RNase
H–irresponsive but, of course, is very
stable to nucleases. It has found acceptance
mainly in developmental studies in the
zebra fish and Xenopus, both systems in
which the compounds can be administered
(injected) to the embryo. For other in vivo
studies, uptake of the compound seems to
be limited, as discussed below.

2.8
Peptide Nucleic Acids (PNA)

Peptide nucleic acids (PNA) deviate from
all other analogues in that the linkage
between the monomeric units is a peptide
bond and not a phosphodiester bond.
They show excellent affinity to RNA
targets and thus should be ideally suited
for interference with gene expression,
even though they cannot rely on RNase
H activity to destruct the target. Some
cell culture data have been published,
but further studies are desired to fully
appreciate the potential of this class
of compounds.

2.9
Oligonucleotide Conjugates

Certain properties of ODNs can be in-
fluenced by the covalent attachment of
nonnucleosidic moieties to either the 3′ or
5′ ends. This type of derivatization allows
modulation of nuclease stability, cellular
uptake, and organ distribution of ODNs.
In addition, the internucleoside linkages,
the C5 position of pyrimidine bases, and
the 2′ position of ribose are also positions
for derivatisation, but these will not be
considered here.

2.10
5′-end Conjugates

Conjugation of molecules to the 5′ end
of ODNs is straightforward by coupling
a phosphoramidite or H-phosphonate
derivative of the desired molecule to the 5′-
hydroxy group of the oligomer, following
chain elongation by solid-phase synthesis.
A broad range of phosphoramidite deriva-
tives of ligands, such as fluorescein, biotin,
cholesterol, cholic acids, dinitrophenyl,
acridine, and psoralen derivatives, are
commercially available. Alternatively, the
5′-terminal hydroxy group of the oligonu-
cleotide is reacted with an aminoalkyl
linker phosphoramidite, which, after de-
protection, results in a free aminoalkyl
function. This amino function can then
be reacted in solution with suitably acti-
vated conjugate molecule derivatives, such
as active esters, isothiocyanates, or iodoac-
etamides.

2.11
3′-end Conjugates

The conjugation of molecules to the 3′ end
of oligonucleotides is achieved by using ap-
propriately functionalized solid supports
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that, in addition, harbor a hydroxyl func-
tion from which the oligonucleotide chain
is extended during solid-phase synthesis.
After oligonucleotide synthesis is com-
plete, the oligonucleotide conjugate is
cleaved from the solid support and depro-
tected by ammonia treatment. Similarly to
the 5′-conjugation, appropriate 3′-amino-
modifier solid supports are commercially
available, which allow coupling of suitably
activated derivatives of the molecule to be
conjugated with the 3′-amino alkyl group
in a postsynthetic solution-phase step.

3
Mechanism of Action

For most of the AS-ODNs, activation of
RNase H is the mechanism of action to
interfere with translation. This enzyme
recognizes a duplex between DNA and
RNA, resulting in the cleavage of the RNA
strand of this duplex. The essential role of
this enzyme in inhibiting gene expression
is based on the observation that the target
RNA is degraded, which would not be ex-
pected if a simple blockage of translation,
as originally conceived, was the mech-
anism of inhibition of translation. The
most convincing evidence that the enzyme
RNase H is responsible for this degrada-
tion relies on the fact that AS-ODNs that
are incompatible with the action of this
enzyme do not result in degradation of the
mRNA. This enzymatic step, of course,
makes AS-ODN turnover a key step in the
process requiring, in principle, substoi-
chiometric amounts of the oligonucleotide
for complete destruction of the RNA.

Activation of RNase H demands a DNA-
like or B-conformation of the ODN. This
requirement is obviously best met by
oligodeoxynucleotides as they exist in this

conformation. However, DNA–RNA com-
plexes are not as stable as RNA–RNA
complexes, which makes ODN with an
RNA-like or A-conformation more desir-
able for hybridization with RNA. This
criterion is met by the 2′-alkylated ODNs
and the LNAs, which indeed show high
thermal stability. Thus, there is a dilemma
in that one conformation is most suitable
for one of the desired properties that is, un-
fortunately, not optimal for the other. The
phosphorothioates apparently represent a
good compromise for these two qualities.
As mentioned above, the alkylated ana-
logues do not activate RNase as the 2′
group interferes with recognition by this
enzyme or prevents substrate cleavage.

Neither the 2′ alkylated analogues, the
alkylphosphonates, the morpholino, the
N3′-P5′-phosphoramidates, nor the PNAs
activate RNase H, but they do show in-
hibition of gene expression. The simplest
explanation is that they follow the original
concept in physically blocking translation
by preventing the ribosome either to bind
at the entry site or to move along the
mRNA. Alternatively, the oligo may re-
place one strand in a duplex. Whether this
is a sufficient explanation or whether other
factors are involved remains to be seen.

4
Positioning

An important factor in obtaining efficient
inhibition of gene expression is the po-
sitioning of the AS-ODN on the mRNA.
The secondary structure of the latter will
have regions that are more suitable than
others for the annealing process. Although
a number of computational methods exist
to predict such regions, many researchers
prefer experimental approaches to identify
such positions. The method based on the
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annealing of a randomized oligodeoxynu-
cleotide preferably to the native RNA
and subsequent cleavage by endogenous
RNase H is the nearest to the intracellu-
lar situation and yet is relatively simple
to perform. In any event, in most cases
a number of AS-ODNs will be synthe-
sized to select the most active. Depending
on the laboratory, this number can be up
to twenty.

5
Delivery

One of the problems for the antisense strat-
egy is the intracellular availability of the
negatively charged oligonucleotides with
a molecular weight of several thousand
daltons. ODNs are usually not taken up
efficiently in cell culture. Electroporation
is one way of delivering the ODNs to the
cell, but this method is not of general
applicability. The most commonly used
strategy for cell culture experiments is the
complexation of the oligonucleotides with
synthetic lipsosomes with a positive charge
on the surface. A large variety of these com-
pounds are commercially available. These
carriers by themselves are usually toxic to
the cell because of the positive charges, but
once covered by the ODN this cytotoxicity
is in most cases abolished. Transfection
efficiencies can widely differ, but this can
be monitored by cotransfection with a flu-
orescent ODN. In most cases, the ODNs
are trapped to a considerable degree in the
endosome so that only a fraction is located
in the cytoplasm or in the nucleus, places
where they should be operative. Most in-
teresting is the observation that uptake of
ODNs in vivo, that is, in animal models or
even man, does not require such carriers.
The delivery there is simply achieved, for
example, by subcutaneous or intravenous

infusion. This difference for in vitro and
in vivo cellular uptake signifies a consider-
able difference between the two systems,
which is not understood at present. What-
ever the cause of it, it should caution for
extrapolating from the in vitro results to in
vivo relevance. Independent of the method
of delivery, considerable efforts are spent
on directing the ODNs specifically to the
desired cell or organ type.

Uptake of the ODNs with a neutral back-
bone such as the morpholinos or the PNAs
cannot rely on cationic carriers because of
lack of binding. They require cell scraping,
injection, or, as shown for PNA, conju-
gation with cationic peptides to facilitate
cellular uptake. At present, this presents
a certain barrier for wide application, in
particular, for medical purposes.

6
Application

The literature on the application of ODNs
for the inhibition of gene expression
is vast.

We have summarized in Table 1 those
examples in which the technique has ad-
vanced to clinical-phase trials, although
this collection is probably not complete.
Not surprisingly, considering the enor-
mous expense involved, these investiga-
tions are almost exclusively conducted by
companies. The only notable exception is
the study by the laboratory of A. Gewirtz
on CML for ex vivo treatment.

Not all the examples listed can be dis-
cussed here, so some comments must
suffice. Common to all ODNs used in
the clinical trials is one aspect of their
chemical nature in that they all are phos-
phorothioate-containing ODNs. The first
approved antisense drug was developed
by ISIS, Fomivirsen or Vitravene, a trade
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Tab. 1 Antisense drug pipeline.

Target Lead indication Company Product Phase

CMV CMV-retinitis ISIS Vitravene Drug
PKC-α Cancer-NSCLC ISIS/Lilly Affinitac III
C-RAF Cancer-ovarian ISIS ISIS 5132 II
H-ras Cancer-pancreatic ISIS ISIS 2503 II
ICAM-1 Crohn’s disease ISIS ISIS 2302/Alicaforsen III
ICAM-1 Tropical psoriasis ISIS ISIS 2302/Alicaforsen II
ICAM-1 Ulcerative colitis ISIS ISIS 2302/Alicaforsen II
HCV Hepatitis C ISIS ISIS 14803 II
TNF-α Crohn’s disease ISIS ISIS 104838 II
TNF-α Topical psoriasis ISIS ISIS 104838 II
c-myc Cancer, restenosis AVI-Biopharm Resten-NG III
bcl Cancer Genta /Aventis Genasense III
HIV AIDS Enzo Biochem HGTV43 II
Adenosine A1 Respiratory disease EpiGenesis EPI2010 II
PKA Cancer Hybridon Gem 231 II
Rib. reductase Cancer Lorus Terapeutics GTI2040 II
TGF-β2 Cancer Antisense Pharma AP 12009 I/II
VEGFR1 Cancer Ribozyme Pharmaceuticals Angiozyme II
HCV Hepatitis C Ribozyme Pharmaceuticals Heptazyme I
HER2 Cancer Ribozyme Pharmaceuticals Herzyme I

name of Novartis, certainly a fantastic
achievement. However, the number of
patients with CMV-retinitis has grown
lesser and lesser because of the suc-
cessful treatment of AIDS at least in
the Western hemisphere. ICAM-1 from
the same company, as a medication for
Crohn’s disease, has not been approved
yet but is pursued further under the
trade name Alicaforsen. Very far ad-
vanced is the Genta anti-BCL2 oligonu-
cleotide Genasense for the treatment of
malignant melanoma in conjunction with
chemotherapy. Genasense is in phase
III clinical trial, developed together with
Aventis.

Affinitac is a potent inhibitor of PKCα

in non–small cell lung cancer, which
shows almost double survival times (16
instead of 8 months) in combination with
carboplatin/taxol. The main objective is
to obtain a good synergistic profile by
the combination with chemotherapeutic

agents, as is the goal with Genasense,
with taxol in this case. Affinitac is also
tested in a single-agent (phase II) trial
against non-Hodgkin’s lymphoma. Here,
a codevelopment together with Eli Lilly is
under way.

7
RNA Interference

Inhibition of gene expression by RNA
interference is a rapidly growing area
of research and has already found con-
siderable application for gene functional
analysis. It differs from the antisense
method fundamentally. It is a natural
process in plants undergoing transgene-
or virus-induced posttranscriptional gene
silencing (PTGS). Here, short double-
stranded oligoribonucleotides are pro-
cessed from long dsRNA for the inhibi-
tion of expression of the foreign gene.
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This process has now been extended to
many organisms, mainly in cell culture
but also in a few animal model stud-
ies for gene function analysis. It requires
double-stranded oligoribonucleotides 21
nucleotides in length (called siRNAs) of
which one strand is completely com-
plementary to the mRNA target. Upon
binding of this strand to the mRNA in
a RNA induced silencing complex (RISC)
complex, the target is cleaved opposite
the oligoribonucleotide. The breakthrough
in the field came by the observation
that the oligonucleotides can be added
exogenously, thus facilitating wide appli-
cation. They can be chemically synthesized
or obtained by in vitro transcription to
be transfected with the aid of a carrier
as detailed earlier. Alternatively, vectors
can be constructed for stable transfec-
tion where the sequence of the oligonu-
cleotides is positioned, most often behind
the U6 promoter, for intracellular tran-
scription. The inhibition by the siRNAs
is not very dependent on the secondary
structure of the mRNA. Usually three
constructs are sufficient to identify the
most active oligonucleotide pair, thus
much fewer than that required for the
AS-ODNs as described earlier. Also, in
general, the inhibition achieved is very
satisfactory.

8
Ribozymes

Although not normally considered in the
context of the antisense methodology, ri-
bozymes fall into this category as the basis
for their interaction with RNA is based on
the sense–antisense principle. The fun-
damental difference between the classical
antisense method and that of RNA interfer-
ence is that ribozymes have the inherent

catalytic power to cleave the target RNA
rather than to have to rely on cellular pro-
teins for this step. Ribozymes will not be
discussed here in depth, but two recent
reviews give an excellent account of the
present understanding of the various types
of ribozymes. Some clinical trials are ongo-
ing that are predominantly directed against
Hepatitis C (Heptazyme), the VEGF recep-
tor (Angiozyme), and the human epider-
mal growth factor HER2 (Herzyme).

9
Conclusion

This review demonstrates that the anti-
sense methodology is not as simple as orig-
inally anticipated. As research progresses,
more and more insight is gained into the
complexity of responses induced by the
insertion of an oligonucleotide in a cell.
Given these problems, it is a great achieve-
ment that quite a few ODNs are now in
clinical trials. It provides encouragement
to pursue this line of development further.
With the knowledge available from past
experience, it is expected that the pace of
the development of oligonucleotide-based
drugs will accelerate.

See also Bioorganic Chemistry.
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Keywords

Callus
A mass of disorganized plant tissue, generally with low degree of cell differentiation,
usually cultured on solid media.

Cell Suspension
Cells derived from callus or explant tissue and cultivated in liquid media, usually
proliferating cell aggregates or single cells.

Explant
The portion of the intact plant used to initiate callus cultures.

Taxane
A compound related to taxol that can be described as a diterpene composed of three
pentadecene rings.

Taxol (general name Paclitaxel)
A diterpene amide with antineoplastic properties.

Taxus
A genus of gymnosperm trees belonging to the family Taxaceae and commonly known
as yew.

� Taxol is an anticancer drug increasingly used for the approved treatment of various
cancer types, including ovarian, breast, lung, head and neck, bladder and cervix,
melanomas, and AIDS-related Karposi’s sarcoma. The supply of this compound is
limited because of expanding demand and the fact that the only commercial source is
the biomass of Taxus species. Yew trees grow relatively slowly, contain low and vari-
able amounts of Taxol, and in many cases are located in protected, environmentally
sensitive areas. The bulk of current Taxol production derives from semisynthesis
starting from 10-deacetyl baccatin III, a precursor obtained from yew needles. Cell
culture of yew species is a viable alternate source of Taxol and related taxanes,
which can be used for production and/or semisynthesis of the drug. Cell cultures
are readily renewable and yield relatively homogeneous, easily manipulated systems
for biosynthetic studies on Taxol, amenable to large-scale commercial production.
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1
Plant Material Selection and Preparation

1.1
Type and Source of Explant

The procedures described here were estab-
lished primarily from results obtained with
Taxus cuspidata (Japanese yew), although
some studies were performed using Taxus
canadensis and Taxus brevifolia. In general
lines, variations of these procedures have
been successfully applied to a number of
other Taxus species. In the recent literature
of taxane production by yew cell culture,
preference has been given to T. chinensis,
T. media, T. cuspidata, and T. canadensis.

The response of yew tissue to in vitro
culture is dependent on the type of ex-
plant used to initiate the culture, on the
physiological status of the donor plant,
and on its genetic makeup. Explants that
contain meristematic or parenchymal tis-
sue are preferable. These are the types of
tissue most likely to display cell prolifera-
tion in response to the growth regulators
in the culture medium, and this ten-
dency is attributed to these tissues’ low
degree of differentiation, which seems to
be associated with a certain developmental
flexibility in the presence of the appropri-
ate stimuli. Relatively more differentiated
tissues, such as sclerenchyma or xylem, are
less responsive to exogenous plant growth
regulators, possibly because of the genetic
commitment to a specialized developmen-
tal pathway.

Young stem segments (flexible, but bear-
ing dark green needles) are ideal for rapid
initiation of callus to be used in developing
cell cultures. Seed contents (megagame-
tophyte and embryo) are better suited for
establishing long-term maintenance of cal-
lus cultures of Taxus brevifolia. Needles
are also a suitable explant type for callus

initiation, although initial growth rates
tend to decrease more rapidly than those of
young stem segments. Arils (fleshy basal
covering of the seed) display different re-
sponses to in vitro culture depending on
their stage of development. Green arils
grow relatively fast for the first two weeks,
but from then on, the growth seems to
stop. Calli derived from green arils are rel-
atively hard and not friable. Mature red
arils, not surprisingly, fail to grow in cul-
ture, possibly as a result of the advanced
degree of cell lysis at this later stage of
their development (Table 1).

The physiological condition of the donor
plant must be stable and favorable to
growth. Outdoor-grown plants display
higher contamination rates and tissue pig-
mentation when cultures are started in
the winter months in Canada (Novem-
ber to March) relative to those started
in other seasons. Genetic differences be-
tween plants of the same species are also
factors to be considered; it may be nec-
essary to test different donor plants to
develop in vitro cultures. Donor plants
of the same species, although grown
under similar environmental conditions,
may display significant differences in the

Tab. 1 Effect of different explant sources of
T. cuspidata cultivated in B5 medium
(containing 1 mg L−1 2,4-D) on callus formation
and growth.

Explant Growtha Friability

Green aril + No
Red aril − –
Seed content ++ Yes
Young stemb + + + Yes
Needleb ++ Yes

a+, directly proportional to growth; −, poor
growth.
bAlso tested with T. Canadensis.
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amount of growth in vitro as a result of
genetic variability. It may also be benefi-
cial to begin in vitro culture using plants
shown to produce high yields of Taxol.
High taxane yields in vitro, however, are
not always warranted by this phenotype in
explant donor plants.

1.2
Sterilization Procedure

Sterilization is accomplished using stan-
dard plant tissue culture techniques. The
tissue is washed with distilled water to re-
move dust and solid particles, immersed
in 70% ethanol for one minute, immersed
with a few drops of Tween 20 (surfactant
agent) in NaClO (1.5% v/v) for 30 minutes,
and rinsed three times with sterile distilled
and deionized water. During the steriliza-
tion period, the tissue must be kept fully
immersed and under agitation. Steriliza-
tion times may have to be reduced for
more sensitive and tender tissues. Our ex-
perience has yielded typical contamination
rates using outdoor-grown donor plants
that are less than 3% of the total number of
explants used. In winter, however, the in-
cidence of contamination can be 10 times
the regular rate. In certain cases, a par-
ticular plant may be extensively infested
with endophytes that are not destroyed
by surface-sterilization procedures; in this
situation, contamination can be very high
and a change of donor plant is advisable.

1.3
Explant Size and Final Preparation

Following sterilization, the exposed cut
portions of the tissue that were damaged
by the ethanol and NaClO solutions
are excised, and the healthy tissue is
appropriately trimmed and placed in the
growth medium. Excision of explants

should be made smoothly, with a relatively
new blade, to minimize the production
of phenolics in the cut areas. In the
case of stem segments, approximately
1-cm long segments give good results.
Stem segments can be cultured at an
approximate angle of 45◦ to the agar
surface, with one of the transversely
sectioned ends immersed in the medium
and the other partly exposed to the
air of the culture vessel. Alternatively,
longitudinally cut stem segments can be
cultured with their cut portions facing
the surface of the medium. The contents
of longitudinally halved seeds can be
placed on the medium after separation
from the seed coat with a spatula.
Isolated embryos can be used instead,
in order to avoid calli derived from the
haploid megagametophyte tissue; haploid
tissues, on the other hand, may be useful
for mutant generation and screening.
Hypocotyl segments or other portions of
aseptically germinated seedlings are also
good sources of explants. Yew tissues
seem to be very sensitive to heat, relative
to tissues of other woody plants. All
tools used in explant preparation and cell
transfer should be sterilized in ethanol,
flamed briefly to remove ethanol residue,
and cooled to room temperature before
touching the plant material.

2
Establishment of Callus and Cell Cultures

2.1
General Procedure

Cultures of yew are relatively difficult to
establish because growth rates are slow
and the explants produce and release
phenolics; in turn, the oxidation of the
phenolics leads to darkening, growth
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inhibition, and eventual loss of viability
of the tissue. The inclusion in the medium
of phenolic-binding compounds, such as
polyvinylpolypyrrolidone (PVP), improves
the growth of the explants. The inclusion
of activated charcoal in the media can
also reduce darkening, although it may
also diminish explant growth as a result
of binding of medium components. In
addition, transfers to fresh medium (or
rotation of the explants to new positions in
the culture vessel containing portions of
unused medium) at approximately 15-day
intervals help prevent growth inhibition
due to phenolic oxidation.

More frequent transfers may be required
in the early period of cultivation or when
the donor plant is more prone to dark-
ening upon in vitro culture. After several
subcultures and growth stabilization of the
cultures, the need for phenolic-binding ad-
juvants may decrease or even disappear.

Following an initial screening and eval-
uation of some standard medium formu-
lations, the basic medium B5bPVP was
established for callus initiation in yew; it
consists of B5 medium salts and organic
supplements, 3.0% (w/v) sucrose, 1.5%
(w/v) insoluble PVP, 0.8% (w/v) agar, and
1 mg L−1 of 2,4-dichlorophenoxyacetic
acid (2,4-D). The media are prepared with
distilled and deionized water, plant cell cul-
ture or reagent-grade chemicals, adjusted
to pH 5.8 with NaOH and HCl (after the
addition of PVP and prior to the addition
of agar) and autoclaved (1.1 kg cm−2 at
121 ◦C for 20 min).

Preferably, the glassware used for plant
cell culture should be washed with neutral
detergent, abundantly rinsed with tap
water, and then rinsed with distilled water.
The cultures can be grown in plastic
petri dishes (9 cm in diameter) containing
30 mL of medium (3–4 explants per
plate) and sealed with parafilm or

air permeable tape, or in 30 mL glass
vials with polypropylene or aluminum
foil lids containing 10 mL of medium
each (1 explant per vial). The cultures
are incubated at 25 ◦C in dark. Various
other media formulations based on MS,
WPM, SH and B5 salts and organics
supplemented with auxins and cytokinins
have been effectively used for several
Taxus species.

2.2
Medium Optimization

Additional improvements on the basic
medium formulation for yew tissue culture
can be accomplished by investigating
several medium components (e.g. plant
growth regulator balance, salt and organic
supplement composition) that promote
the growth of related species, or seem
likely to have a stimulatory effect on the
putative biosynthetic pathway to Taxol.
The effect of the medium components
when included in various amounts in the
basic formulation, or when replacing some
of its original constituents, can be analyzed
relative to growth and Taxol yield in
developing yew calli. Medium factors with
a positive effect on growth and Taxol

yield are combined in new formulations to
investigate the possibility of synergistic or
antagonistic interactions.

A great deal of work is entailed in
the high number of treatments and re-
spective replicates needed for accurate
statistical analysis, but these comprehen-
sive experiments allow the identification
of limiting factors for growth and Taxol

production. The overall analysis of the re-
sults also shows the relationship between
growth and Taxol production. From such
a series of experiments, two improved me-
dia formulations were devised: B5bPhe
(B5bPVP with 0.1 mM of phenylalanine)
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and B5Phe8/0GA (B5bPhe salts and or-
ganic supplements with 8.0 mg L−1 of
2,4-D and 0.5 mg L−1 of gibberellic acid).
After autoclaving, gibberellic acid (GA3)
is added to the culture medium by filtra-
tion through 0.22-µm sterile filters. All
other medium components are added
prior to autoclaving. The overall analy-
sis of the results showed a trend toward
an inverse relationship between Taxol

production and growth in the developing
callus cultures.

Cell suspension cultures can be initi-
ated from approximately two-month-old
callus cultures developed from stem seg-
ments. Depending on the availability of
callus biomass for inoculum and on in-
cubator space, cell cultures can be grown
in 125-, 250-, 500-, and 1000-mL Erlen-
meyer flasks containing one-fifth of their
total volume of liquid medium. Basic in-
cubation conditions are 22–25 ◦C in dark
on gyratory shakers at 110 rpm. Experi-
ments done in callus and some additional
optimization for cell suspension culture
medium yielded the following basic for-
mulations: B5 medium salts, threefold
the regular amount of B5 organic supple-
ments, 3.0% sucrose (w/v), 1.5% soluble
PVP (MW ≤ 40 × 103), and 1 mg L−1 of
2,4-D (B5C1) or the same composition of
B5C1, but with a modified balance of plant
growth regulators (i.e. 4 mg L−1 of 2,4-D
and 1 mg L−1 of kinetin (B5C2)).

Medium preparation, pH adjustment,
and sterilization procedure are the same
as in callus culture medium. Insoluble
PVP is replaced with soluble PVP in
liquid cell cultures to facilitate visual
and microscopic observation of the cells
and cell harvesting. Inoculum weights
are preferably high (e.g. one-third of the
volume of the liquid medium) to initially
establish cell suspension cultures. After 1
to 2 weeks in culture on a gyratory shaker

at 110 rpm, the cells released from the calli
are collected and transferred into fresh
liquid medium (1 : 1 or 2 : 1 proportion
of old to fresh medium). The calli with
attendant stem debris can be discarded
or replated in solid medium to regenerate
more callus tissue. During the first months
of culture, the media can be replaced
at 2-week intervals following 10 min of
centrifugation at 600 × g at 20 ◦C under
sterile conditions to pellet the cells; in this
way, the maximum amount of cell biomass
is saved until the density is great enough
to start suspension culture propagation
in new flasks. Once suspensions have
been stabilized (generally after several
cycles of propagation), inoculum amounts
can be reduced to one-sixth (w/v) of the
liquid medium for propagation of new
cell suspension flasks. Transfers to fresh
medium in stock cultures can be done
every 20 days. Viability checks of newly
developing cell lines can be performed
via dye exclusion of cells in the presence
of Evans Blue (cells staining blue under
the microscope are considered not viable)
or other cytochemical method, and/or by
analyzing the occurrence of growth in
microcalli rescued from the liquid culture
and plated in solid B5bPVP. Microscopic
examination of cell viability and culture
sterility should be performed regularly,
particularly during the first few months
of culture in liquid medium.

Cell cultures can also be immobilized
after the first months of culture to facilitate
medium replacement and to aid in the
establishment of recalcitrant cell lines;
this approach has been particularly useful
in our efforts to establishT. cuspidata cell
lines (Fig. 1). Immobilization is performed
by spontaneous adhesion to 5 cm × 5 cm,
10- to 15-mm thick glass fiber mats with
a uniform diameter of 10 µm and fiber
density of approximately 61 mg cm−2.
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Stem explant of Taxus species

Callus develops on solid media

Two months

Transfer callus to
liquid media and development
of cell suspension after two to
three weeks

Released cells
transferred

Cells immobilized
to glass fiber mats

Free cells transferred
to liquid media

Wash, surface-sterilize,
and trim explant for culture

Fig. 1 Establishment of immobilized cell cultures and cell suspension cultures of
T. cuspidata.

Within the first days of contact with
the substrate, the cells are spontaneously
immobilized. The cells grow on top of and
within the mats, forming several layers
of cells; after the cells have saturated
the immobilization substrate, they begin
to be released into the liquid medium.
These cells can be used to establish new
suspension cultures or new immobilized
cultures. Alternatively, cell cultures can be
propagated by carefully removing external
cell layers with a sterile spatula, or by
cutting the mats in two or four portions
and placing these on fresh medium flasks
containing a new glass fiber mat (Fig. 1).

Two-year-old cell suspensions of T. cuspi-
data have various degrees of cell aggre-
gation. Moreover, the shape of the cells
is variable, from round to considerably
long, cylinder-like cells. In general, most

cell suspension cultures display a rela-
tively high number of cell aggregates of
various sizes, with relatively fewer cells
occurring individually. Cell aggregates
may constitute a problem in large-scale
cell cultures, which can be more sus-
ceptible to shear stress and may create
difficulties in the mixing of cells, gases,
and medium components. It is possi-
ble to select for smaller aggregate sizes
by allowing larger aggregates to settle
for a short period of time and then
transferring the smaller aggregates and
single cells from the upper portion of
the flask into a new culture flask. The
selection for the single-cell or small-
aggregate type of suspension, however,
may have implications for Taxol produc-
tivity. Aggregated cell suspensions tend
to be more productive than suspensions
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of the single-cell type, possibly because
of their relatively higher degree of
differentiation.

In our experience with cell lines of
T. cuspidata, the stabilization of cell lines
is a relatively lengthy process, normally
requiring 6 to 12 months for completion.
This is not only the case for yew species,
but also for many woody species, as a
result of their relatively slow growth and
often recalcitrant behavior in vitro.

3
Analyses of Taxol and Taxane Production

3.1
Extraction Procedure

At least 0.5 g of fresh callus tissue or 1 g of
fresh cells from suspensions is collected
in glass test tubes (previously weighed and
identified), frozen (–20 ◦C), and homog-
enized with a glass rod in 1 to 2 mL of
hexane, followed by 1 h of sonication at
room temperature. After 12 h in hexane
at 25 ◦C, the samples are centrifuged at
2500 × g for 20 min to pellet the cells,
and the supernatants are discarded. The
pellets are then extracted in 1 to 2 mL
of methanol/dichloromethane (1 : 1) with
glass rod rehomogenization, followed by
sonication for 2 h at room temperature. Af-
ter centrifugation at 2500 × g for 30 min,
the supernatants containing the taxanes
are collected; the pellets are used for deter-
mining the extracted dry weights at 60 ◦C
until constant weight.

The crude extracts are dried under vac-
uum or nitrogen at 25 ◦C, redissolved
in 1 mL of dichloromethane, partitioned
with 1 mL of water, and centrifuged at
2500 × g for 20 min. The dichloromethane
fraction is collected, dried under vac-
uum or nitrogen at 25 ◦C, redissolved

in an exact volume of high perfor-
mance liquid chromatography (HPLC)
grade methanol (100–500 µL), and filtered
through 0.45 µm filters for HPLC analysis
(Fig. 2).

Alternatively, the tissue can be extracted
with 100% methanol. The hexane step
can be avoided for cleaner extracts (e.g.
cell suspension extracts) or if the column
for liquid chromatography to be used in
extract analysis is equipped with a precol-
umn, which prevents irreversible binding
of impurities to the column. The Taxol ex-
traction step (methanol/dichloromethane,
1 : 1) can be repeated two or three times
with the pellet of the first Taxol extraction
to achieve more complete Taxol recov-
eries. In experiments involving several
treatment comparisons and large number
of samples with respective replicates, how-
ever, a single methanol/dichloromethane
extraction step is more practical; this pro-
cedure allows for Taxol recovery of 80 to
85%. Media from cell cultures can be ex-
tracted for Taxol with dichloromethane
(1 : 1 v/v ratio of medium to solvent). For
small volumes, the mixture contained in
glass tubes is vigorously agitated on a tube
mixer for 2 to 5 min, followed by soni-
cation for an hour at room temperature.
The tubes are briefly mixed again and cen-
trifuged for 30 min at 2000 × g at 20 ◦C.
For large volumes, the mixture is agitated
overnight in flask shakers and partitioned
for an hour in separation funnels. The
upper aqueous layer is discarded and the
organic fraction is dried under vacuum at
25 ◦C. The preparation for HPLC analy-
sis is similar to the one just described,
although the filtering of media extracts
tends to be more difficult than in the case
of plant material extracts. This difficulty
in filtering media extracts prior to HPLC
analysis is probably a result of the pres-
ence of relatively large amounts of soluble
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Fig. 2 Extraction of Taxol and taxanes from plant material.

PVP in the media. It may be necessary
to use larger filters (keeping the pore size
at 0.45 µm) and larger volumes of HPLC
grade methanol to filter and resuspend ex-
tracts of large volumes of medium. Once
filtered, these extracts can be further con-
centrated prior to HPLC analysis. Other
alternatives to facilitate medium sample
preparation are possible: for example, the
removal of PVP by pore size exclusion prior
to medium extraction or the substitution

of the last filtration step by centrifugation
prior to HPLC analysis.

3.2
Separation, Quantification and
Identification

The taxane analyses are commonly done by
HPLC. There are various chromatographic
methods to carry out such analyses. One
of these methods is described below.
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The samples are passed through a
reversed phase microbore column (e.g.
Hewlett-Packard ODS Hypersil, 5 µm,
100 mm × 2.1 mm), using a mobile
phase containing methanol, water, and
acetonitrile; the linear gradient elution
profile starts with 20 : 67 : 13 (solvent A),
ends with 20 : 27 : 53 (solvent B) within
50 min, and includes a 5-min wash in
both solvents to reestablish the initial
condition. The flow rate is 0.2 mL min−1,
and chromatograms are plotted at 227 nm,
using an HPLC system equipped with a
photodiode array detector (e.g. Hewlett-
Packard 1090A HPLC system). Typical
injection volumes are 10 µL, and solvents
are all HPLC grade, filtered through
0.45 µm filters prior to use.

Microbore columns have the advantages
of high sensitivity, low sample volume,
and low solvent consumption. For cell
suspension extracts analyzed with the
foregoing solvent system, however, a better
resolution of early eluting taxanes, such as
baccatin III and 10-deacetyl-baccatin III,
can be achieved using longer reversed
phase analytical columns; in this case,
the flow rate is increased to 1 mL min−1,
whereas all other chromatographic and
detection parameters are not changed.

Quantification is done by the method
of external standards, that is, a standard
curve is generated with authentic stan-
dard (at least five different concentrations
covering the concentration range of the
extract samples) and run under the same
chromatographic conditions as the sam-
ples. Taxol and taxane identification is
done by retention time, UV spectra and,
cochromatography with standard. Peak
purity checks can be performed as addi-
tional evidence for positive identification
if the HPLC equipment has a diode ar-
ray detector.

Further proof of identification can be
obtained by collecting the corresponding
HPLC peak and performing nuclear mag-
netic resonance (NMR) analyses. Over a
series of injections, a concentrated sam-
ple is run through the HPLC system, the
corresponding Taxol peak in the sam-
ple extract is collected and pooled, until
approximately 50 µg of Taxol has been
collected. The collected material is dried
under vacuum at 25 ◦C and resuspended
in 150 µL of HPLC grade methanol; then
a small portion of it is injected again for
purity evaluation and final quantification.
If a single peak with the same reten-
tion time and UV spectrum as Taxol

is present in the amount required, the
sample is dried under vacuum as before,
and freeze-dried for 24 to 48 hours to
remove solvent residue. Taxol identifica-
tion, for example, may be obtained by 1H
NMR analysis in deuterated chloroform
(≈50 µg of HPLC-purified sample Taxol

in 0.75 mL of deuterated chloroform with
0.05% tetramethylsilane as internal refer-
ence) at 500 MHz and 25 ◦C on a Varian
UNITY 500 spectrometer equipped with
an inverse detection 5-mm probe. Taxol

and related taxane standards may be re-
quested for nonhuman research use from
the Drug Synthesis and Chemistry Branch,
Developmental Therapeutics Program, Di-
vision of Cancer Treatment of the National
Cancer Institute (U.S.A.). Several taxanes
are also available from chemical sup-
ply companies.

4
Taxol Biosynthesis

Taxol is a highly substituted and oxy-
genated cyclic diterpenoid with a taxane
ring system. Its chemical uniqueness
among taxanes is due to the presence
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of an oxetane ring system, substitution
pattern, and the ester side chains. Studies
on Taxol biosynthesis have been con-
ducted particularly by the groups of R.
Croteau and H. Floss in the United States.

Considerable advances have been made
both on the biochemical and molecular
aspects of taxane biosynthesis. As diter-
penes, the taxane skeleton has been shown
to be derived from isopentenyl diphos-
phate (IPP), synthesized via the 1-deoxy-
D-xylulose-5-phosphate (DXPS) pathway,
on the basis of 13C labeled glucose stud-
ies. This plastidic pathway functions in
parallel with the classic mevalonate de-
pendent route, which is now believed
to be responsible for the assembly of
IPP for the synthesis of sesquiterpenes,
triterpenes, and phytosterols. However,
the mevalonate pathway may be at least
partly involved in taxane assembly. Virtu-
ally, all productive cultures of yew species
are grown in dark (see below), indicating
that the DXPS pathway is likely operat-
ing in proplastids or poorly differentiated
chloroplasts, a scenario that is reinforced
by the well established suppression of
chloroplast differentiation and photosyn-
thetic pathways by high sucrose levels used
in culture media. The first committed step
in the assembly of Taxol and related
taxanes is the cyclization of the univer-
sal diterpenoid precursor geranylgeranyl
diphosphate to taxa-4-(5), 11(12)-diene, a
slow, but apparently not rate-limiting re-
action, catalyzed by a diterpene cyclase
(Fig. 3).

Cloning of the cDNA of taxadiene syn-
thase in T. brevifolia by a homology-based
PCR strategy revealed a 79-KDa peptide
size and an N-terminal plastid transit pep-
tide, in agreement with the plastid location
of the diterpene biosynthesis. Heterolo-
gous expression of taxadiene synthase in
bacteria followed by kinetic studies showed

that, unlike several terpene synthases in
plants, taxadiene synthase produces essen-
tially one product and not multiple taxadi-
ene isomers. The second specific step in
taxane assembly involves the cytochrome
P450-dependent hydroxylation at the C-5
position of the taxane skeleton, with allylic
rearrangement, yielding taxa-4(20),11(12)-
diene-5α-ol. This intermediate is acetylated
at the hydroxyl in C-5 by an acetyl trans-
ferase to yield taxa-4(20),11(12)-dien-5α-yl
acetate (Fig. 3). This is likely the third
specific step in Taxol assembly and is
responsible for generating the 4(20)-en-5α-
acetoxy functional grouping from which
the oxetane D-ring is established. A P450-
dependent monooxygenase catalyzes the
hydroxylation of the later molecule, result-
ing in taxa-4(20),11(12)-dien-5α-acetoxy-
10β-ol. An additional cytochrome P450
cDNA clone encoding a product capable
of hydroxylating taxadien-5α-ol at the C-13
position has also been identified.

The exact order of hydroxylation steps
and the sequence of intermediates in
the Taxol biosynthetic pathway are not
clearly established, and it may be pos-
sible that various interconnected routes
to this compound exist. The same ap-
plies to acylation reactions and the ex-
act timing of epoxidation. After oxy-
genation, various hydroxylated positions
in the taxane skeleton undergo esterifi-
cation.

These acylation reactions appear to span
early and later steps in the pathway.
Whereas acetylation of the C-5 hydroxyl
group occurs early in biosynthesis, acetyla-
tion at the C-10 hydroxyl and benzoylation
at the C-2 hydroxyl take place later. Clones
of cDNAs encoding these three taxane
o-acyltransferases have been identified.
The oxetane ring could arise by epoxi-
dation of the 4(20)-double bond of the
α-acetoxy group, followed by migration of
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Fig. 3 A scheme of Taxol biosynthesis.
1. Taxadiene synthase, 2. Cytochrome P450
taxane-13α-hydroxylase, 3. Taxa-4(20),
11(12)-dien-5α-o-acetyl transferase,

4. Cytochrome P450 taxane-10β-hydroxylase,
5. Multiple steps, 6. 10-deacetyl baccatin III
acetyl transferase, 7. C-13 side chain addition,
8. N-benzoylation.

the α-acetoxy group from C-5 to C-4, with
oxirane-to-oxetane ring expansion. The at-
tachment of the C-13 side chain to the
taxane ring seems to involve initial es-
terification with phenylisoserine, followed
by N-benzoylation. Phenylisoserine would
be generated by an aminomutase reac-
tion of phenylalanine to β-phenylalanine,
followed by α-hydroxylation (Fig. 3).

5
General Characteristics of Taxol Yield and
Growth in Taxus Cell Culture

This section focuses on the detailed
analysis of a set of cell lines of T. cuspidata
developed in the early and mid 90s at
the University of Toronto to characterize
the relationships and general features
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of taxane production and cell growth.
Early experiments with callus and cell
cultures of T. cuspidata have shown that
growth and Taxol yield are generally
inversely proportional. The reason for
this phenomenon, also observed with the
production of other secondary metabolites
by a number of plant species, is not well
understood. Possible explanations include
the lack of expression of key enzyme
and/or transcriptional activator genes in
cells with low differentiation, diversion of
substrates for secondary metabolism into
growth processes, unregulated catabolism,
and lack of end product transport systems
and storage sites.

The analysis of Taxol yields in dif-
ferent in vitro cultures of T. cuspidata
supports the observation that faster growth
rates and/or lower degrees of differentia-
tion are normally associated with lower
Taxol amounts. Stem-derived explants of
T. cuspidata after two months of culture
in B5bPVP displayed an average eight-
fold increase in fresh weight and Taxol

yields of 0.020 ± 0.005% of the extracted
dry weight (equivalent to the yield of stems
of the intact plant). Slow-growing, six-
month-old immobilized cell cultures of
T. cuspidata grown in B5C2 had variable
amounts of Taxol, up to 0.012 ± 0.007%
of the dry weight (equivalent on average
to the bark of the intact plant), whereas
six-month-old immobilized cell cultures
visually selected for faster growth yielded
0.0014 ± 0.0003% of Taxol on a dry
weight basis. A two-year-old cell suspen-
sion line of T. cuspidata grown in B5C2
(dry weight doubling time of 17 days)
yielded 0.0014 ± 0.0005% of Taxol(dry
weight basis) when cultured as 300-mL
suspensions in 1 L Erlenmeyer flasks.
These yields may be altered by precursor
feeding and various other strategies (see
further sections).

Studies on the kinetics of growth and
Taxol accumulation in cell suspensions
of T. cuspidata (cell line FCL1F) showed
a relatively slow growth rate and con-
firmed the relationship between growth
and Taxol yield. The doubling time was
approximately 17 days for fresh weight and
21 days for dry weight. Although relatively
long in contrast to data from herbaceous
species, these doubling times are com-
parable to or even shorter than those
of other woody species that grow slowly
(Table 2). The maximum specific growth
rates were 0.040 g−1 (fresh weight) and
0.034 g−1 (dry weight). The accumulation
of Taxol in the cells was not growth
linked. The highest taxol accumulation val-
ues occurred in cells in stationary phase,
and Taxol amounts in the cells decreased
with the increase in cell biomass (Table 3).

Other taxanes in yew callus and cell
cultures have been detected by HPLC,
such as baccatin III, 10-deacetyl-baccatin
III, 1-dehydroxybaccatin V, 7-epitaxol, and
cephalomannine in both types of culture
of T. cuspidata. Baccatin III yields in two-
month-old callus of this species grown
in B5bPVP were 0.043 ± 0.016% of the
extracted dry weight. A two-year-old cell
line suspension of T. cuspidata (FCL1) has
been estimated to yield 0.018 ± 0.010% of
baccatin III (extracted dry weight basis).

Tab. 2 Growth parameters of T. cuspidata cell
suspensions in comparison to some other plant
species (shake-flask experiments).

Species Doubling
time
[days]

Specific
growth rate

[day−1]

Taxus cuspidata 20.6 0.034
Brucea javanica 32.0
Callitris drummondi 40.0
Catharanthus roseus 3.0 0.32
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Tab. 3 Growth and Taxol accumulation in cells
and in medium of suspensions of T. cuspidataa.

Time Fresh weight Taxol accumulated b

[days] [g mL−1]
In cells

[µg g−1 EDW]
In medium
[µg mL−1]

0 0.15 4.0 0.013
6 0.20 nd 0.356

12 0.24 2.0 0.060
18 0.32 nd bd
25 0.35 0.4 bd
32 0.39 1.2 bd
38 0.28 2.8 0.100
44 0.27 3.2 0.050

aValues are the mean of two to three
determinations; inoculi were 1/6 w/v obtained
from a single stationary phase
donor suspension.
bEDW, estimated dry weight; nd, not
determined; bd, below limit of detection.

Taxanes such as 10-deacetyl-baccatin III
and baccatin III can be used to pro-
duce Taxol through semisynthesis. These
taxanes can also be used to produce
Taxotere, a semisynthetic Taxol ana-
log with higher antineoplastic properties
and higher water solubility than Taxol;
Taxotere was first developed by P. Potier
and associates and Rhône-Poulenc Rorer
in France.

Media collected from six-month-old im-
mobilized cell suspensions of T. cuspidata
and extracted with dichloromethane may
contain trace amounts of Taxol and bac-
catin III as indicated by HPLC analysis. In
differentiated physiologically active cells,
Taxol may be stored inside the cells, pos-
sibly in the vacuole or other membranous
compartment. In a detailed time course
study using the FCL1F cell suspension
line of T. cuspidata, the analysis of the
volumetric total production of Taxol at
stationary phase indicated that 66% of the

total Taxol was in the medium. In con-
trast, at a given time, Taxol accumulation
in the medium on a per-milliliter basis
was generally a small portion of that con-
tained per gram of extracted dry weight
basis in the cells (Table 3). The occurrence
of a larger extracellular component of the
total volumetric Taxol at stationary phase
(productive phase) may be the result of
excretion by the cells that reach highest
amounts of Taxol accumulation in this
phase. Studies on the production of various
secondary products by plant cell cultures
show that the proportion of excreted to en-
dogenously accumulated product can be
highly variable depending on species and
cell line.

Taxol accumulation in the medium of
cell suspensions of T. cuspidata can vary
considerably with the time of the growth
cycle. In the kinetic study just mentioned,
the accumulation of Taxol in the medium
had two peaks (Table 3). The first peak of
Taxol in the medium (≈0.4 µg mL−1)
occurred in the early portion of the
exponential growth phase, soon after
inoculation in fresh medium. This early
release of Taxol in the medium could be a
response to the transfer into fresh medium
(‘‘transfer effect’’) and/or to the increase
of the internal pH of the cells due to the
absorption of ammonium (exchanged with
H−), which takes place in this portion of
the growth cycle. Following the first peak,
Taxol was degraded, possibly by enzymes
released into the medium. A second peak
of Taxol in the medium (0.1 µg mL−1)
occurred at stationary phase and may have
resulted from excretion by the cells that
reach their highest level of Taxol at
this stage and/or from a small degree of
cell lysis, common at later stages of the
growth cycle. Baccatin III accumulation in
the medium peaked after approximately
nine days of culture at 6.2 µg mL−1 in the
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same cell line suspension. The occurrence
of product excretion into the medium is
useful for industrial application of plant
cell culture technology, since it facilitates
downstream processing (especially when
using immobilized cells).

From the mid-1990s on, a large research
effort from various groups brought Taxol

and taxane productivity levels in cell cul-
tures to progressively higher values, in
some cases reaching industrially interest-
ing amounts. In the next section, different
proven strategies to promote taxane yield
in cell cultures are described.

6
Techniques to Improve Taxol Yield in Cell
Culture

6.1
Precursor and Sugar Feeding

The problem of overall low Taxol yields,
particularly at higher growth rates, can be
partly overcome by feeding Taxol precur-
sors to the cell cultures. The appropriate
combination of type, amount, and feeding
time of precursors able to enter the cells
can significantly increase the yield of sec-
ondary metabolites in plant cell cultures,
provided the biosynthesis of the metabolite
of interest is at least partly limited by poor
activity of enzymes involved in precursor
formation or appropriate supply of precur-
sor to the biosynthetic reaction. In two-
month-old callus cultures of T. cuspidata,
phenylalanine supplementation at 0.1 mM
in B5bPVP can double the Taxol yield in
relation to regular B5bPVP without affect-
ing growth significantly; similar results
can be obtained with cell suspensions af-
ter a 25-day growth period in medium
supplemented with the same amount of
this amino acid. Phenylalanine acts as a

precursor for the side chain of Taxol and
the benzoyl moiety at C-2.

Other potential precursors for the
Taxol side chain were investigated in
feeding experiments to both callus and
cell suspension cultures of T. cuspidata.
Compounds that significantly enhanced
Taxol yields in cultures were phenylala-
nine, benzoic acid, hippuric acid, serine,
and glycine. Impacts on Taxol yields were
concentration dependent. Taxol yields
were increased by two to four times when
the putative precursors were provided at
concentrations of 0.2 mM for callus cul-
tures and 0.05 mM for cell suspension
cultures; all cultures were fed at the onset
of the stationary phase of growth. The best
results were obtained with phenylalanine
or benzoic acid feeding.

In a related approach, replacement of
2,4-D by Indole 3 acetic acid–glycine or
Indole 3 acetic acid–phenylalanine conju-
gates yielded a two and threefold increase
in Taxol production by cell cultures of
T. wallichiana (Himalayan yew), respec-
tively. Results suggest that precursor feed-
ing is a promising approach to increase
Taxol yields in yew cell cultures without
detrimental effects on biomass generation.

Kinetic studies of taxane production in
cell cultures showed that carbohydrate
availability is closely related to biomass
increase in Taxus cell cultures. Feeding
of sucrose to Taxus chinensis cultures ini-
tially kept at 20 gL−1 and fed-batch system
increased growth and taxane production;
intermittent feeding of various concen-
trations of sucrose or maltose improved
Taxol production in the same species.

An important aspect to consider is
the osmotic effect of sugars on tax-
ane production. It has been shown that
high concentration of sucrose (60 gL−1),
combinations of sucrose and mannitol,
as well as nonsugar osmotic agents
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(polyethyleneglycol – PEG 4,000) were ca-
pable of improving Taxol yield in
T. chinensis cell cultures. Cells cultivated
in PEG-supplemented medium yielded
a threefold increase of Taxol over the
control. The authors have suggested that
osmotic stress may improve secondary
metabolism by directly modulating en-
zymes or by reducing growth rates and
making more carbon available for sec-
ondary metabolism.

6.2
Cell Line Selection

Screening different cell lines for high
yields of Taxol and/or taxanes may lead to
the establishment and propagation of elite
cell lines that can be used for large-scale
production purposes. The technique has
been successfully applied, for instance, to
the production of ajmalicine by C. roseus,
shikonin by Lithospermum erythrorhizon,
and berberine by Coptis japonica. Although
laborious and time-consuming, the ap-
proach may turn out to be advantageous
for long-term potential industrial applica-
tions of yew cell cultures as a source of
Taxol and taxanes.

The presence of a visual feature asso-
ciated with high productivity is highly
desirable for selecting high yielding cell
lines (e.g. colored product, such as an-
thocyanin). In the case of T. cuspidata,
additional studies are required to iden-
tify a reliable visual feature associated with
taxane productivity. When such a facili-
tating screening parameter is not present
at all, however, as it often happens, the
use of standard phytochemical extraction
and separation procedures is required or,
if the product of interest can be made anti-
genic, immunoassays can be used in the
screening procedure. Antitaxol and several

other antitaxane antibodies are commer-
cially available.

6.3
Light and Temperature

These physical parameters can be used to
manipulate taxane production. The vast
majority of protocols for yew cell cultures
uses dark incubation. In a study on the ef-
fects of light on heterotrophic T. cuspidata
cell suspension cultures and Taxol yield,
it was established that white light of low
intensity caused significant reduction in
Taxol yield and growth; moreover, light-
grown cells retained more intracellular
Taxol and had much lower amounts of
the taxane in the medium fraction (only
25% of Taxol was released to the medium
versus 65% in dark-grown suspensions),
presumably contributing to negative feed-
back of biosynthetic enzymes. Diversion
of the phenylalanine pool from taxane
biosynthesis toward synthesis of phenolic
compounds in light-grown cells is an-
other possible reason for light inhibition
of taxol production. The effects of light
have been shown to be the result of a di-
rect effect of light on cell physiology and
not photochemical degradation of medium
components or taxanes, as judged from
HPLC analysis of light-exposed Taxol so-
lutions and growth performance in light
irradiated versus control medium.

Temperature is generally maintained at
approximately 25 ◦C for yew cell culture
studies. A detailed investigation on sus-
pensions of T. chinensis established that
the optimum temperature for cell growth
was 24 ◦C, whereas for Taxol produc-
tion this parameter was 29 ◦C. By applying
a strategy of temperature shift (from
24 to 29 ◦C) after a high cell biomass
was achieved, a sustained higher Taxol
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production was obtained; whereas a re-
duction in the yield of the main taxane
in this species, taxuyunnanine C, was
observed. These results suggested that dif-
ferent branches of a metabolic pathway
might have different optimal operating
temperature conditions, and the temper-
ature shifting strategy must be tailored to
the specific target compound.

6.4
Elicitation and Metabolic Inhibitors

Elicitation is the stimulation of secondary
product formation by specific compounds
or physical conditions often mimicking
environmental stresses. It has been suc-
cessfully applied to improve Taxol yields
in cell cultures. Jasmonate, a lipid-derived
hormone, known as a signal molecule for
herbivore and pathogen defense responses
in plants, and related compounds have
been used to induce taxane overproduc-
tion in T. media, T. baccata and T. brevifolia
cell suspensions. Methyl jasmonate (MJ)
added at 100 µM in medium at the time of
cell inoculation has promoted Taxol and
baccatin III accumulation to various ex-
tents (e.g. Taxol from 0.120 to 0.606% dw
in T. media and 0.002 to 0.229% dw in
T. baccata), with only moderate decreases
in cell yield. Optimal configuration of MJ
stereoisomers has been investigated to
maximize taxane induction and minimize
cell growth inhibition. A crude fungal ex-
tract of Fusarium oxysporum caused apop-
tosis in cells of T. chinensis var. mairei, as
detected by microscopic and DNA analy-
ses; Taxol yields tripled in treated cells.

Abiotic elicitors such as the heavy
metals silver, cobalt, cerium, and lantha-
nium have also been used to stimulate
taxane production in cell cultures. En-
hanced Taxol production and release in
T. chinensis cell cultures was obtained by

a combination of ultrasound (US) treat-
ment, MJ exposure and in situ solvent
extraction (two-phase culture, see below).
Ultrasound applied for 2 min once or
twice during a four-week culture period
increased volumetric Taxol yield 1.5- to
1.8-fold; MJ at 60 to 120 µM resulted in 5-
fold increase, and in situ solvent extraction,
7- to 9-fold. The most effective combined
approach was the application of US or
MJ, followed by in situ solvent extraction,
affording 33- to 35 mgL−1 of Taxol, a
17-fold increase over control levels.

Suspension cultures are generally het-
erogeneous in the cell cycle phase of in-
dividual cells, which contribute to variable
and relatively low magnitude production
responses upon elicitation. Stable and op-
timized Taxol yields have been achieved
in T. chinensis cultures by synchronization
induced with phosphate starvation and low
temperature treatment. Phosphate star-
vation was induced by transferring 15d
old cells to phosphate-free medium for
25 days, followed by a second transfer
to phosphate-free medium for additional
25 days. Low temperature treatment in-
volved two cycles of 72 h exposure to 4 ◦C,
each followed by transfer to 24 ◦C for 24 h.
Synchronized cultures, particularly by low
temperature treatment, doubled Taxol

yields in response to elicitation with MJ
relative to asynchronous cultures elicited
in the same way.

Metabolic inhibitors have been exam-
ined as a means to divert resources from
competing branch pathways towards the
main pathway leading to the compound of
interest. Since phenylalanine acts as a pre-
cursor to the phenylisoserine side chain
of Taxol and the benzoyl moiety at C-2,
attempts were made to inhibit the phenyl-
propanoid pathway at the level of pheny-
lalanine ammonia lyase (PAL), expecting
an increase in phenylalanine availability
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for Taxol biosynthesis. However, the use
of three different PAL inhibitors had lit-
tle or inhibitory effect on Taxol yield,
suggesting that more specific steps of the
phenylpropanoid pathway need to be eval-
uated in order to achieve practical results.

Inhibitors have also been used to
study the contribution of the mevalonate
and 1-deoxy-D-xylulose (DXP) pathway
to Taxol and baccatin III accumula-
tion in T. baccata cell suspensions. Both
mevinolin (inhibitor of the mevalonate
branch, acting on HMG-CoA reductase)
and fosfomidomycin (inhibitor of the DXP
branch, acting on DXP reducto- isomerase)
caused decreases in Taxol accumulation,
whereas baccatin III was only reduced by
fosfomidomycin. The results indicate that
both pathways may be used for Taxol

assembly with a predominance of the non-
mevalonate one.

6.5
Gas Composition

The gas phase of flasks and bioreactors
is often a determinant of secondary prod-
uct accumulation. The effects of gas phase
composition on Taxol was examined in
shake-flask suspensions of T. cuspidata.
Low head space oxygen (10% v/v) pro-
moted early production of Taxol, whereas
high CO2 (10% v/v) had an inhibitory
effect. The same authors examined the
role of ethylene, a gaseous phytohormone
involved in various stress responses, in
Taxol production. Gas composition also
affected sugar, calcium, and phosphate
uptake, which may have influenced tax-
ane metabolism. The best combination for
Taxol production was 10% (v/v) oxygen,
0.5% carbon dioxide, and 5 ppm ethy-
lene. However, ethylene may have a dual
effect on Taxol yield. In fungal elicitor-
induced cell suspension of T. chinensis

and T. yunnanensis, ethylene biosynthe-
sis inhibitors (e.g. Co and Ni salts) and
the ethylene action inhibitor AgNO3 en-
hanced Taxol yield (up to threefold by
combining Co and Ag); the opposite was
observed with the ethylene-releasing com-
pound ethrel. Such positive and negative
effects were observed when adjuvants were
added before or simultaneously with the
elicitor, becoming progressively negligible
when added 24 h after elicitation. Control
of ethylene action and production during
fungal elicitation appears to favor Taxol

accumulation.

6.6
Protoplast Cultures

In general, protoplasts have not been
used for useful metabolite production but
as an important material for cell fusion
and genetic transformation. One of the
major advantages of using protoplasts
is that the products are released freely
into the broth with the double conse-
quences of increasing overall productivity
and facilitating down stream processing.
Furthermore, since many high molecu-
lar weight substances (including elicitors)
that are otherwise not accessible to the
cells (due to the presence of cell wall) can
directly access the cell membrane in proto-
plasts, the composition and concentrations
of the metabolites produced by protoplasts
may vary from those produced by cells.
However, protoplasts are very fragile and
cannot be used for long-term production
process, and active protoplasts easily re-
generate their cell walls during cultivation.
In order to solve these problems, var-
ious gels were used as immobilization
carriers (providing stability to the pro-
toplasts) combined with an inhibitor of
cell wall synthesis. Thus, active protoplasts
were maintained for a long time without
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cell wall regeneration. Immobilizing pro-
toplasts is akin to providing them with an
artificial cell wall. This concept has mer-
its in that various useful functions can
be freely incorporated in protoplasts by
using artificial cell walls with such func-
tions. Production of Taxol using Taxus
protoplasts with artificial cell walls was
feasible.

The optimal condition for isolating
large amounts of viable protoplasts from
T. cuspidata cultured cells was investi-
gated. With a combination of cellulase,
pectin lyase, polygalacturonase, hemicel-
lulase, potassium citric acid buffer solu-
tion, bovine serum albumin (BSA), and
potassium dextran sulfate and degassing
treatments were found to be effective in
increasing the yield of protoplasts isolated
from T. cuspidata cultured cells. Proto-
plasts yields (3.2–6.4 × 106 number/g-
fresh weight cells) were achieved with
specific culture and cell phases. This con-
dition and these factors are thought to
be useful for isolation of various Taxus
species protoplasts.

The localization of Taxol in cultured
T. cuspidata cells was investigated using
protoplast isolation reaction. The amount

of Taxol released by protoplasts isolation
reaction was considered to be located
in the cell wall and/or between cell
wall (CW) and cell membrane. The
amount of paclitaxel in the protoplasts was
considered to be located in the cytoplasm.
About 30% and 35% of total Taxol was
located in CW of suspension cells in
the growth phase and in the stationary
phase, respectively (Table 1). It was also
found that about 30% and 43% of total
Taxol was located in CW of the cells
grown in solid culture at growth phase
and at the stationary phase, respectively
(Table 4).

Since some of the Taxol is located in
CW and the accumulation of Taxol in
the medium was low, it was assumed that
the cell wall limits the excretion of Taxol

and that the amount of Taxol in CW may
affect production of the same compound.
It should be noted that Taxol production
by Taxus cells is controlled by feedback
inhibition due to the accumulation of
Taxol in CW. Therefore we considered
that the removal of cell walls would en-
hance Taxol production and developed
a novel production system for isolated
protoplasts. Figure 4 shows the Taxol

Tab. 4 Localization of Taxol in T. cuspidata cells (1.0-g fresh weight) in suspension and solid
cultures.

Phase Taxol in CW a [µg] Taxol in cytoplasm [µg] Ratiob [%]

Suspension culture
Growth phase (15 days) 6.6 ± 0.8 15.0 ± 1.4 30.5 ± 1.9
Stationary phase (22 days) 11.7 ± 0.8 21.6 ± 1.6 35.1 ± 1.0

Solid culture
Growth phase (20 days) 9.9 ± 0.9 23.0 ± 2.2 30.1 ± 1.3
Stationary phase (35 days) 22.8 ± 0.8 30.0 ± 1.8 43.2 ± 1.4

aCW; cell wall and/or between cell wall and cell membrane.
bRatio; [Taxol in CW/(Taxol in CW + Taxol in cytoplasm)] × 100.
Numbers represent mean value ± S.E.
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Fig. 4 Production of Taxol by T. cuspidata cells and free and immobilized protoplasts.

production by free cells and protoplasts
in a static culture. Protoplasts produced a
sixfold increase in Taxol in the medium
compared to that of the free cells. In or-
der to improve the stability of protoplasts,
3.0% agarose gel was used as the artifi-
cial cell wall material so that they could
be cultivated by shaking culture without
disruption. Agarose gel provided an artifi-
cial mechanical support to the protoplasts
thus enabling them to withstand hydrody-
namic stress. The protoplasts immobilized
in agarose gel produced Taxol and re-
leased the compound into the medium as
did protoplasts in static culture, yielding
about six times more Taxol than free
cells.

The system described here may be use-
ful for the production of Taxol and
other taxanes using different Taxus cell
lines. Agarose was employed as an artifi-
cial cell wall and 2,6-dichlorobenzonitrile,
for example, was used as inhibitor of
cell wall synthesis. This system has mer-
its in that various useful functions can
be freely incorporated into protoplasts

by using artificial cell walls with engi-
neered functions. By using an appropriate
artificial cell wall and an inhibitor of
cell wall synthesis, it may be possible
to further promote Taxol production.
For example, Indole alkaloids produc-
tion by C. roseus protoplasts was syn-
ergistically enhanced by using alginate
gel as both elicitor and immobilization
carrier, and CaCl2 was used for both
inhibitor of cell wall synthesis and sig-
nal transducer. Protoplasts with artifi-
cial cell walls have important potential
applications.

The numerous approaches described
above for enhancing taxane production
in cell suspension cultures may be ex-
amined for Taxol production by pro-
toplast cultures. Protoplast cultures pro-
vide a valuable tool for detailed study
of biosynthetic pathways leading to effi-
cient production of Taxol. Furthermore,
protoplast cultures represent a sustain-
able and relatively clean source of en-
zymes and genes involved in Taxol

biosynthesis.
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6.7
Culture System

Various culture systems have been tested
for taxane production by cell cultures, both
with free and immobilized cultures (glass
fiber, alginate, etc.). Use of 50% condi-
tioned medium instead of full replacement
of medium has proven useful for the
growth of T. chinensis and production of
taxuyunnanine C. Two-phase culture sys-
tems involve the presence of a nonpolar
phase to capture by partitioning the prod-
uct of interest, thereby alleviating feedback
inhibition on biosynthetic enzymes of cells
in the aqueous phase. Product purification
is also facilitated in this system. Accumula-
tion sites for compounds of interest of the
solid resin type (e.g. Amberlite XAD series)
have promoted Taxol yield in T. cuspidata
by 40 to 70%.

Organic solvents used in two-phase cul-
ture systems have also been used for taxane
production in cell cultures; application of
10 to 11% (v/v) dibutylphthalate as the
in situ solvent extraction has improved
Taxol with minimal deleterious effects
on cell growth and integrity.

Two-stage cultivation, involving a growth
and a production medium, has been
largely used for taxane production in cell
cultures. The most frequent strategy in-
volves addition of precursors and elicitors
or the exposure to abiotic factors (such
as temperature shifts) after a certain cell
biomass has been attained.

Semicontinuous and perfusion cul-
tures, which involve medium replacement
throughout the growth cycle, have been
used for Taxol production studies. In
T. canadensis, a fourfold increase in accu-
mulation was observed in semicontinuous
cultivation with total cell recycle versus
batch culture. Alginate immobilized cul-
tures and free cells with a nylon-mesh

separator of T. cuspidata were cultivated
in continuous medium perfusion mode
and resulted in an order of magni-
tude higher Taxol specific production
(0.3 mg gdw−1 day−1 for 40 days) relative
to batch cultivation; however, some degree
of cell growth inhibition owing to a dilution
effect was observed.

7
Scale-up of Taxus Cell Cultures

The scale-up of plant cell cultures remains
a challenge in spite of considerable efforts
to bring this technology to commercially
viable use. In general, as culture systems
move from flask to bioreactor and further
up to large-scale cultivation, productivity
and growth drop considerably. Problems
during scale up include shear stress, con-
trol of gas composition, lack of adequate
mixing of medium and cells, and oxygen
supply. Yew cell cultures have been cul-
tivated in bioreactors, in a large scale, to
a significant degree of success compared
to other species capable of accumulating
industrially interesting chemicals.

The general strategy used for scale up
cultivation of yew cell cultures has been
to combine some of the above-described
techniques and adapt their application
to the reactor setting to improve yields.
Some examples of bioreactor cultures
of yew species are depicted in Table 5.
Taxol from cell culture–based large-scale
production has been commercialized since
2001 by Samyang Genex (Taejon, Korea).

8
Future Perspectives

Data to date shows that cultured cells
of Taxus spp. represent a viable source
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Tab. 5 Examples of bioreactor production of taxanes to industrially significant amounts.

Species Equipment Taxane Production
[mg L−1]

Productivity
[mg L−1 × d]

Treatment

Taxus Stirred Taxol 21.1 1.06 Methyl jasmonate,
media reactor, 5 L

capacity
Baccatin III 56.0 2.8 Precursor

feeding, 2-stage
media

T. cuspidata Baloon
(bubble
reactor),
20 to 500 L

Total taxanes 74 2.74 Feeding or medium
replacement

T. chinensis Bubble
column,
1 L

Taxuyunnanine C 229 13.5 Ethylene addition

Airlift, 1 L Taxuyunnanine C 336 20.2 Methyl jasmonate,
ethylene addition
and sucrose
feeding

Airlift, 1 L Taxuyunnanine C 612 24.7 Repeated methyl
jasmonate
application and
sucrose feeding

of Taxol and related taxanes, which
can be used in the production and
semisynthesis of this antineoplastic agent
and its analogs. Scaled-up cell cultures
and alternate modes of taxane production,
such as protoplasts and perfusion culture
systems need to be further developed
by combining the knowledge that has
been successfully applied to suspension
cultures with the particular features of
these culture methods.

The molecular characterization of tax-
ane biosynthetic genes, the availability of
their sequences, and protein products ex-
pressed in microorganisms for detailed
kinetic studies open important perspec-
tives for the establishment of engineered
yew cell cultures transformed with genes
controlling slow or limiting biosynthetic
steps driven by strong or easily inducible
promoter sequences. The knowledge of
cis elements in promoter sequences of

taxane biosynthetic genes may shed light
on their modes of regulation and con-
tribute to their efficient manipulation.
Alternatively, antisense transformation or
the use of RNA interference techniques
may be useful for the suppression or in-
hibition of competing pathways, making
more carbon, nitrogen, and energy flux
available for relevant taxane assembly. In
that regard, the recently observed preferen-
tial induction of C-13 oxygenated taxanes
(more pharmaceutically relevant) by MJ in
T. media cell cultures points to taxoid 14β-
hydroxylase, a recently cloned cytochrome
P450-dependent monooxygenase, as an in-
teresting target for inhibition in cultures
that produce C-14 oxygenated taxanes. As
the molecular basis of taxane biosynthe-
sis if further detailed, the identification
of trans-activating factors (DNA binding
proteins) controlling the coordinated ex-
pression of multiple biosynthetic genes
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may allow for more efficient and ratio-
nal control of the metabolic flux toward
specific taxanes of interest. Genetically
engineering cell cultures with these ‘‘mas-
ter’’ regulatory genes may facilitate the
control of the complex pathways leading
to Taxol and related taxanes. Interest-
ingly, recent progress has been made in
the control of the pathways leading to
monoterpene indole alkaloids in C. roseus
by genetically modifying the expression of
the ORCA family of transcription factors,
which regulate the expression of biosyn-
thetic genes involved in the indolic portion
of the pathway and which are activated by
jasmonate and related compounds. Since
taxane biosynthesis is also strongly in-
duced by jasmonate, it is possible that
homologs of these transcription factors
operate in yew species. Other potential
targets for genetic modification in yew cell
cultures include gene products responsi-
ble for taxane transport in and out of cells
and between subcellular compartments.

The continued analysis and character-
ization of new taxanes produced in cell
cultures may directly yield or provide leads
to the development of pharmaceutically
more efficient Taxol analogs. Moreover,
new and important bioactivities may be
uncovered from the vast chemical array
of taxanes.

See also Medicinal Chemistry.

Bibliography

Books and Reviews

Jennewein, S., Croteau, R. (2001) Taxol:
biosynthesis, molecular genetics and
biotechnological applications, Appl. Microbiol.
Biotechnol. 57, 13–19.

Memelink, J., Verpoorte, R., Kinje, J.W. (2001)
ORCAnization of jasmonate-responsive gene

expression in alkaloid metabolism, Trends
Plant Sci. 6, 212–219.

Walker, K., Croteau, R. (2001) Taxol biosynthetic
genes, Phytochemistry 58, 1–7.

Zhong, J.J. (2002) Plant cell culture for
production of paclitaxel and other taxanes, J.
Biosci. Bioeng. 94, 591–599.

Primary Literature

Aoyagi, H., DiCosmo, F., Tanaka, H. (2002) Ef-
ficient paclitaxel production using protoplasts
isolated from cultured cells of Taxus cuspidata,
Planta Med. 68, 420–424.

Aoyagi, H., Sakamoto, Y., Asada, M., Tanaka, H.
(1998) Indole alkaloids production by
Catharanthus roseus protoplasts with artificial
cell walls containing guluronic acid rich
alginate gel, J. Ferment. Bioeng. 85, 306–311.

Brincat, M.C., Gibson, D.M., Schuler, M.L.
(2002) Alterations in taxol Production in
plant cell culture via manipulation of
the phenylalanine ammonia lyase pathway,
Biotechnol. Prog. 18, 1149–1156.

Choi, H.K., Kim, S.I., Son, J.S., Hong, S.S.,
Lee, H.S., Lee, H.J. (2000) Enhancement of
paclitaxel production by temperature shift in
suspension culture of Taxus chinensis, Enzyme
Microb. Technol. 27, 593–598.
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Palazón, J., Cusidó, R.M., Bonfill, M., Mora-
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Keywords

Steroid Hormones
Lipophilic hormones (lipid-soluble) which derive from cholesterol and act through
association with their cognate receptors (specific nuclear receptors for each class of
hormones, i.e. estrogens, androgens, progestins, gluco- and mineralocorticoids).

Nuclear Receptor
Large family of ligand-dependent transcription factors (peptides able to modulate the
expression of genes).

Targeting
Modality to selectively deliver a compound to a given cell type or tissue to produce a
biological effect only at his level.

1
Background

Steroid hormones once secreted are trans-
ported through the blood by proteins
such as albumin or sex hormone bind-
ing globulin to be delivered to specific
receptors located in various tissues, in-
cluding tumors. Hence, steroid hormones
appear as attractive vectors that might be
used to achieve a selective targeting of
anti-neoplastic drugs, at least in hormone-
dependent cancer, which contains high
amounts of receptors (i.e. breast, prostate
etc.). While association of these drugs with
receptors is obviously of major impor-
tance, their binding ability to transport
proteins may also play a role (i.e. albu-
min localize at the tumor due to enhanced
vascular permeability).

Such a concept is obviously not new.
High doses of steroid hormones are in-
deed routinely used for the treatment of
various endocrine disorders. Synthetic an-
tagonists aimed to specifically block the
action of their receptors or/and metabolic
enzymes have also been in clinical prac-
tice since a long time. With specific regard

to neoplasia, antiestrogens, antiprogestins,
as well as aromatase inhibitors (enzymes
that convert androgens to estrogens) are
drugs of prominent importance for the
treatment of breast cancer. Therapeutic ef-
fectiveness as well as mechanism of action
of such compounds has been the subject of
a large number of reviews and will there-
fore not be addressed here. Potential utility
of steroidal derivatives aimed to selectively
kill tumor cells (i.e. ‘‘antitumor steroids’’)
will solely be analyzed.

In fact, during the last 30 years, sev-
eral investigators prepared a large number
of steroids bearing cytotoxic molecules
(e.g. alkylating agents, nitrosoureas, cis-
platinum complexes, intercalating agents,
etc.). Unfortunately, such syntheses led al-
most always to drugs devoid of therapeutic
interest primarily due to the fact that their
cytotoxic groups were not linked in appro-
priate positions onto the steroids, leading
to a drastic loss of the binding affinity of the
latter for their cognate receptors with con-
comitant decrease of cellular uptake. More-
over, for the few compounds that overpass
this limiting step, specific killing of tumor
cells was rarely observed in cell culture
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Fig. 1 Chemical formula of
estramustine
phosphate (Estracyt).

O P

ONa

ONa

O

(Cl-CH2-CH2)2-N-C-O

O

(receptor-positive vs receptor-negative cell
lines) precluding their potential testing in
clinical trials. Metabolistic instability of
compounds also precludes their use. In
fact, out of the hundreds of compounds
synthesized, estramustine phosphate (Es-
tracyt) (Fig. 1) is the only one having a
place in the therapeutic arsenal (treatment
of advanced prostatic cancer).

The growing number of experimentally
determined crystal structures of ligand-
binding domains of steroid hormone
receptors provided a theoretical basis for
the synthesis of a new generation of
cytotoxic-linked steroids having a chance
to associate with their cognate receptor.
It is our purpose to focus on this
topic. First, we will rapidly describe the
structural determinants that govern the
interactions of a ligand with its receptor,
with special emphasis on estrogens and
antiestrogens. Major advances in the
synthesis of cytotoxic-linked estrogens in
comparison with other classes of steroids
justify this option. Next, we will move to
the description of estrogen derivatives with
potential antitumor activity.

2
Steroid Hormone Receptors

2.1
Structure and Conformation of the
Hormone Binding Domains

Steroid hormone receptors are members of
a superfamily of nuclear receptors, which

regulate the expression of gene involved
in cell proliferation and/or differentia-
tion. All these receptors encode various
domains with specific functions (A/B,
C, D, E, and F; Fig. 2). The N-terminal
A/B domain of each receptor contains
a ligand-independent activation function
(AF-1) required for the transcriptional
activation of target genes. The adjacent C-
domain contains two zinc fingers, which
play an important role in DNA sequence-
specific bindings (association with specific
response elements). The D-domain is a
hinge region, which separates ABC do-
mains from the hormone binding domain
(HBD; domain E). This binding domain
contains a ligand-dependent activation
function (AF-2) located in its carboxy-
terminal part, a third additional AF-site
located on the amino-terminal part of the
HBD has been reported in the gluco and es-
trogen receptors (AF-2b). The C-terminal
part of the receptors (end of domain E
and F) is involved in the regulation of
their half-life (proteolysis) and transcrip-
tional activity.

Binding of a steroidal hormone to its re-
ceptor always provokes a conformational
change in the latter that allows, ultimately,
the transcription of target genes. Receptor
molecules, in homo- and heterodimeric
associations, exert their transcriptional ef-
fect through interaction with response
elements located in the promoter region of
these genes; alternatively, they may operate
via their interaction with other classes of
DNA-bound transcription factors (i.e. AP1,
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Fig. 2 ERα domains. ERα is composed of six molecular domains, which allow it to localize
into the nucleus, dimerize, bind to ligand and DNA, and regulate the transcription through
hormone-independent (AF-1) and hormone-dependent (AF-2) mechanisms.

Sp1 etc.). Transcription requires nuclear
proteins (coactivators) that are recruited
by the DNA-bound receptors. Coactivators
vary among tissues eventually giving rise
to tissue-specific responses to a given hor-
monal stimulation. Antagonists repress
transcription by a reverse process (block-
ade of association with response elements
and/or recruitment of corepressors).

AF1 expression is regulated by growth
factors via classical signal transduction cas-
cades while AF2 (and apparently AF-2b)
is entirely dependent on the association
of the receptor with the ligand. Under
most conditions, the ligand induces a
functional synergism between AF1 and
AF2 due to major reorganization in the
tertiary structure of the receptor. HBD con-
tains 12α-helixes (H1–H12) folded into a
3-layered antiparallel α-helical sandwich.
The central core of the HBD layer con-
tains 3α-helixes (H5/6, H9, and H10)
sandwiched between 2 additional layers
of helixes composed of H1–4, H7, H8,

and H11; it is flanked by H12, which
contains the core region of AF2. Ago-
nists elicit a receptor conformation of
the HBD so that H12 is aligned over
the hormone binding cavity; the forma-
tion of a salt bridge between H4 and
H12 stabilizes the reposition of the latter.
This main conformational change results
in the emergence of a specific binding
site (a groove) for a consensus α-helical
motif (LxxLL, ‘‘NR’’ box) found in coac-
tivators. Antagonists sterically interfere
with H12 positioning thereby preventing
recruitment of coactivators and favoring
binding of corepressors.

2.2
Conformational Changes of Ligand-binding
Domains Induced by Agonists or
Antagonists

HBD structure of each steroidal hor-
mone receptor has been established by
amino acid labeling with reactive ligands,
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site-directed mutageneses, hydrophobic
cluster analyses, motif-based searches for
homology with other proteins of known
structures, and crystallographic studies.
All HBDs are hydrophobic pockets, ex-
cept at subsites corresponding to polar
centers of cognate hormones; virtually,
amino acids of these binding pockets sur-
round the steroids. HBDs are somehow
flexible in order to accommodate various
ligands. Enlargement of a subsite results
from the conformational reorganization of
the whole HBD upon ligand binding: oc-
cupation of one subsite may modify the
flexibility at a second subsite indicating
that they respond to the ligand as a whole
entity. Subsites are flexible because HBDs
are composed of polypeptide segments
rich in amino acid residues with mobile
side chains (e.g. lysine, methionine, etc.).

Interaction of a steroidal hormone (or
any synthetic ligand) with its cognate
receptor depends upon several parameters
(size, shape, polarity of atoms within
the steroidal rings, etc.). Polar functions
located at the extremities of the steroidal
core (pos. 3 et 17) are of prominent

importance for the onset of a biological
function, as illustrated hereunder by the
binding of estradiol (E2) and the partial
antiestrogen hydroxytamoxifen (OH-Tam)
to the estrogen receptor (α-isoform).

Most important amino acids involved
in the binding of E2 to the ER-HBD are
Glu353 and Arg394 on the one hand,
His524 on the other hand: Glu353 and
Arg394 interact with the C3 phenolic group
of the hormone (H-bridge, participation of
an H2O molecule) while His524 interacts
with 17β oxygen (Fig. 3). As stated above,
location of E2 within the HBD leads to a
displacement of H12 favoring the access of
coactivators to their binding site; virtually
H12 surrounds E2 and shields the pocket
where it is locked from the environment
(‘‘closed conformation’’).

OH-Tam (Fig. 4) is a triphenylethylenic
derivative of prominent importance for
the treatment of ER-positive breast cancer;
aminoalkyl side chain of the compound is
responsible for its antiestrogenic (and cy-
tostatic/cytotoxic) activity. Phenolic group
of the drug (pos. 4) interacts with Glu353
and Arg394, as the C3 phenolic group of E2.
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OO
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O

O
O

HN
HO

HN
Glu353

H
N O

O
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N
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N
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C
OO
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Fig. 3 Docking of E2 in the ERα-HBD. The phenolic A-ring of E2 is located in
the HBD by Glu353 and Arg394 and tethered by His524.
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Fig. 4 Docking of OH-Tam (partial antiestrogen) in the ERα-HBD. The
phenolic ring of OH-Tam is located in the HBD by Glu353 and Arg394, in
analogy with the A-ring of E2 (see Fig. 3). The nitrogen atom of the amino alkyl
side chain of OH-Tam weakly interacts with Asp351. This interaction seems to
be the key to the antagonistic activity of the compound.

However, in the hormone binding pocket,
binding of OH-Tam to ER promotes a
conformational change differing from that
driven by E2 inasmuch as the orientation
of H12 appears essentially different. In the
OH-Tam–ER complex, H12 is oriented in
such a way that it maintains the pocket
wide open, allowing the specific interac-
tion of the nitrogen atom of the side chain
of OH-Tam with a residue of the binding
pocket (Asp351). In this ‘‘open conforma-
tion’’, which is stabilized by the side chain
of the antiestrogen, H12 occupies a part of
a coactivator binding site, which normally
becomes accessible upon E2 exposure. As
a consequence, OH-Tam-associated H12
reorientation abrogates the recruitment of
coactivators perhaps in favor of corepres-
sors (AF-2 silencing). Hence, interaction
between the side chain of OH-Tam and
Asp351 seems to be the key to the antago-
nistic activity of the compound. Note that
this open conformation of the HBD allows

the expression of other transcriptional ac-
tivating sites (AF-1 and to some extent
AF-2b) explaining the partial estrogenicity
of OH-Tam.

OH-Tam belongs to an important class
of clinically relevant compounds, recog-
nized now as selective estrogen receptor mod-
ulators (SERMs). These compounds act as
antagonists or agonists, depending on the
cellular type promoters and coregulators
(ER isoform is also of importance). A sec-
ond class of antagonists, (ICI 182,780, ICI
164,384 and RU 58,668; Fig. 5) are capable
of completely blocking the transcriptional
activity of ER via the inhibition of both
AF1 and AF2 action. One may speculate
that these ‘‘pure antiestrogens’’ could play
an important role as a second-line therapy
against advanced breast cancer in patients
who develop resistance to tamoxifen treat-
ment. They correspond to 7α or 11β

derivatives of E2 in which specific reactive
groups are linked to the steroidal moiety
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Fig. 5 Chemical formulas of pure antiestrogens.

through a long alkyl side chain intended to
protrude out of the HBD when bound to
the receptor (as the side chain of OH-Tam
and related SERMs). The resulting confor-
mational state of the receptor is, however,
slightly different from that elicited by all
investigated SERMs, although their long
alkyl side chain similarly abrogate the
alignment of H-12 onto the steroidal core.

3
Restrictive Conditions for Efficient
Targeting of Antitumor Estrogens

To utilize steroid hormones as effective
delivery vector of cytotoxic drugs to the

tumor cells, several conditions should
be satisfied. Concerning the association
of the compounds with their receptors,
we stress the need for the following
four conditions:

1. It is important to link the cytotoxic
agent in such a way as to not interfere
with the recognition of the steroidal
vector.

2. The cytotoxic moiety should be shipped
to its target. Since receptors focal-
ize their action at the genomic level,
drugs to be linked to the steroid are
restricted to those producing damage
at the DNA level or associated nu-
clear proteins.
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3. The compounds should not produce a
rapid loss of binding ability of their
steroidal vector.

4. The concentration of receptors should
be sufficiently high to produce an ef-
fective cellular uptake of the cytotoxic
moiety. This concentration should be
maintained until this cytotoxic moiety
has reached its target, potential degra-
dation of the receptor (downregulation)
induced by the steroidal vector should
be limited.

The following paragraphs analyze how
such conditions could be satisfied for
(anti)estrogenic conjugates.

3.1
Main Structural Requirements for Estradiol
Binding

The main and unique characteristic of E2
is its lack of binding affinity for steroid
hormone receptors other than its own
receptor. The phenolic group in C3, not
recorded in the other steroid hormone,
generates this big difference. Binding data
of E2 and derivatives led to the following
conclusions.

OH

HO

A B

C D
2
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4
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8
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E2

3.1.1 A-ring
C1 is intolerant of both hydrophobic
and polar substituents, suggesting close
contacts with the HBD. The hydroxy
group in C3 donates a proton to Glu353
and Arg394 (see above), and this bond
is donated syn to the C2 –C3 bond.
C4 may be in close proximity to a

cysteine residue, based on inactivation
assays of the receptor by 4-mercuri-
E2. The A-ring electron cloud may be
engaged in a weak polar interaction
with a slightly positively charged recep-
tor residue, situated on the β-face of
the steroid.

3.1.2 B-ring
C6 seems to be intolerant for both
polar and nonpolar substituents, once
again suggesting close interaction of this
area to the receptor essential spatial
volume. Large aliphatic chains at C7α

are well tolerated (i.e. pure antiestrogens
ICI 164,384 and ICI 182,780; Fig. 5),
they localize within a subsite of the
HBD accepting 11β nonpolar substituents
(rotation of the E2 core around a virtual
symmetry axis that runs roughly through
C3 and C17). Positions in C7β and
C8α are unexplored and C9α has low
steric tolerance.

3.1.3 C-ring
A preformed hydrophobic subsite of
the HBD has a high steric tolerance
for 11β residues. It can accommodate
aromatic substituents bearing aliphatic
side chains (pure antiestrogen RU 58,668;
Fig. 5) while still retaining high affin-
ity; it is intolerant of polar groups. The
covalent binding of tamoxifen aziridine
has suggested an accessible receptor nu-
cleophile in C11β vicinity; such a hy-
pothesis was rejected since 11β-methyl
aziridine estradiol does not covalently
label ER. Moreover, 11β-chloromethyl
and bromoacetyl analogs also fail to
covalently label the receptor. The 11β-
chloromethyl substituent of E2 produces,
however, a quasi-irreversible binding of
the hormone with the receptor. Interac-
tion of the chloride atom with a putative
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Zn++ ion located within the receptor
has been proposed to explain this ex-
tremely high binding affinity; hydropho-
bic interaction with a tryptophane or
phenylalanine has been advocated as an
alternative hypothesis. The 12β-site ac-
commodates small nonpolar groups as
methyl; otherwise, C12 has been scarcely
investigated.

3.1.4 D-ring
C14 can accept small, nonpolar groups at
the α- or β-sites without appreciable loss
of binding affinity. C15 is intolerant of
small hydrophobic substituents (methyl)
or replacement with oxygen. C16α ac-
commodates large nonpolar groups (e.g.
iodine), but C16β is sterically less ac-
cessible, and even fluorine substitution
decreases the binding affinity substan-
tially. ER accepts small nonpolar groups
in C17α or groups in which the ex-
tended bulk should be directed in an
endo manner, for example, Z−CH=CHI
binds more effectively than the corre-
sponding E-isomer. Spatial tolerances of
this area are precise, because even an
ethyl group at this position results in
significant loss of binding affinity; this
effect may be secondary to alteration of
rotation of the 17β-hydroxyl group. The
17β-hydroxyl group acts as a H-bond ac-
ceptor from His524. There may be a lysine
and two cysteine residues (one positioned
on each face of the steroid) in the vicinity
of C15-C16-C17, based on the reactivity of
E2 derivatives bearing covalently labeling
groups. The 18-methyl group is not a sig-
nificant contributor to binding, indicating
no productive contact with the receptor at
this site.

Data summarized here define localiza-
tions for grafting of a cytotoxic compound
onto estradiol.

1. Positions 7α and 11β appear espe-
cially appropriate for large substituents
without provoking a dramatic loss of
binding affinity. In fact, this has been
proved by linkage of a porphyrin in posi-
tion 11β through a side chain. Linkage
on 7α or 11β would localize the sub-
stituent within the same region of the
receptor: the steroid may indeed rotate
around a virtual symmetry axis between
C3 and C17. Hence, 7α and 11β seem
quite equivalent for grafting a side chain
bearing a cytotoxic compound. Flexibil-
ity of such chains does not appear of
prime importance as revealed by the
study of mobile [(CH2)n] or inflexible
[(CF2)n] spacers.

2. Substitution in 17α may also be recom-
mended, provided that a short spacer
is introduced between E2 and the cyto-
toxic compound to maintain an effec-
tive binding affinity. Ethynyl and vinyl
groups are especially accurate since
they give an effective separation with-
out excessive conformational flexibility.
Directing these substituents away from
the β-face of the steroid (side of the
17 OH) is required to limit steric inter-
ference with the binding pocket.

3.2
Nucleocytoplasmic Shuttle of Estrogen
Receptors

Nuclear receptors are ‘‘translocating bind-
ing proteins,’’ which continuously move
between the cytoplasm and the cell nu-
cleus (shuttling mechanism). The nuclear
localization, however, always dominates
especially under agonist stimulation (a
dynamic event resulting from the con-
tinuous active transport of the receptor
into the nucleus, slightly counterbalanced
by its diffusion into the cytoplasm). Re-
ceptor detection in the cytosol of extracts



448 Antitumor Steroids

from unstimulated cells may derive from
its nuclear release at the time of homoge-
nization.

Conveyance of ER into the cell nucleus is
governed by specific amino acid sequences
and nuclear localization signals (NLSs)
situated between its DNA and hormone
binding domains (HBDs) (hinge region).
The existence of nuclear export signals
(NESs) has also been reported; both NESs
and NLSs play an important role in nuclear
export of the steroid receptors. Nuclear
uptake of receptors requires ATP, while
nuclear export apparently occurs in the
absence of energy production.

Investigations performed on ER-
transfected cells revealed an additional
subnuclear movement of the receptor
under ligand stimulations. E2 changes
the receptor pattern from a diffuse
nucleoplasmic aspect to a hyper-speckled
distribution, suggesting that the ligand-
dependent organization of the receptors
within the nuclear matrix involves
more complex events than a simple
recognition of DNA-binding sites and
coregulators. Interestingly, such a hyper-
speckled distribution also occurs with
the partial antiestrogen OH-Tam, while
a substantial effect is solely detected
with the pure antagonist ICI 182,780.
In this context, it should be stressed
that several other investigations localize
the receptor within the cytoplasm under
exposure to pure antiestrogens. Hence,
the cellular localization of the receptor
under pure antiestrogens is still not
established, although the tendency for a
major distribution within the cytoplasm
dominates (when downregulation does not
occur, see Sect. 3.4).

Concepts outlined here suggest that
linkage of cytotoxic residues aimed at
altering DNA and associated proteins
should be restricted to estrogens (and

SERM), pure antiestrogen having only
a chance to strongly associate to the
nuclear matrix.

3.3
Ligand-induced Regulation of Estrogen
Binding Capacity

Shuttling of ER between the cytoplasm
and the nucleus influences its ligand-
binding ability. The nuclear localization
of a receptor is associated with a loss of
ligand-binding ability, which is restored
by its return into the cytoplasm (dephos-
phorylation/phosphorylation cycle). Af-
ter several cycles, ER is degraded by
the proteasomal pathway, most prob-
ably into the cytoplasm (half-life 3 ∼
4 h); ubiquitination of the receptor fa-
vors its shipment to the proteasome.
Inhibitors of protein synthesis (cyclohex-
imide, puromycin) interfere with this
mechanism leading to a stabilization
of the receptor within the cell nucleus
in a form devoid of strong ligand-
binding ability.

As stated above (Sect. 2.2), E2 is stably
incorporated within the HBD, decreasing
the chance of exchange with unbound
ligands (closing of the binding pocket).
Such a property fixes the majority of the
receptor molecules into a conformation ap-
propriate for a specific anchorage within
the cell nucleus (hyper-specked pattern) to
accomplish functions imposed by the hor-
mone. A progressive decrease of estrogen
binding capacity subsequently occurs. As
expected, this decrease is closely related
to the binding affinity of the estrogen for
the receptor, which is a major determi-
nant of its nuclear stabilization. One may
anticipate that this receptor form, unable
to bind the hormone is subjected to a
return into the cytoplasm to be recycled
or degraded.
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Partial antiestrogens (OH-Tam and re-
lated SERMs), which maintain the HBD
in an open conformation, accumulate the
receptor within the nucleus in which
it progressively loses its ability to bind
estradiol. Blockade of the proteasomal
degradation of ER by these antagonists as-
sociated with maintenance of its synthesis
(see Sect. 3.4), explains this accumula-
tion process.

3.4
Ligand-induced Regulation of Estrogen
Receptor Level

Ligands strongly influence the turnover
rate of ER, by regulating its production
and ubiquitin-dependent proteolysis. Es-
trogens block ER synthesis (decrease of
ER mRNA level) while antiestrogens do
not. Maintenance of ER synthesis un-
der antiestrogen treatment may therefore
upregulate the receptor when its protea-
somal degradation is weak, as observed
with OH-Tam and related SERMs. Es-
trogens and pure antiestrogens induce a
strong and rapid ubiquitination of the
receptor, leading to its rapid proteol-
ysis; SERMs are largely less effective
in this regard. As a consequence of
these regulatory processes, estrogens, and
pure antiestrogens downregulate the re-
ceptor while SERMs may lead to its
accumulation.

The ability of cycloheximide and
puromycin to stabilize the activated
receptor within the cell nucleus suggests
the induction of a protein favoring
its return into the cytoplasm where it
would be degraded. This concept of
cytoplasmic degradation is supported by
the observation that cycloheximide and
puromycin fail to block the ER elimination
when it is provoked by pure antiestrogens,

which fail to stabilize the receptor within
the nucleus.

In fact, only 10% of ER molecules
should be saturated by a ligand to pro-
duce the proteasomal degradation of the
whole population. Moreover, receptors of
which the HBD has been blocked by a
covalent binding (i.e. tamoxifen aziridine)
are similarly eliminated. The mechanism
underlying this amplification process is
not known. Secretion of unidentified hy-
drophobic compounds by early-stimulated
cells may play a role. Such compounds,
the existence of which has been de-
tected in conditioned media from ligand-
treated cells, may act by themselves or in
synergy with undetectable concentration
of ligands.

4
Antitumor Estrogens

ER content is extremely variable among
breast cancer. Median concentrations vary
among studies reaching a maximum of
100 fmoles mg−1 proteins, which corre-
spond roughly to 10 000 receptors per cell.
Only a limited number of cytotoxic drugs
would be able to exert significant antitu-
mor effect with such a low concentration
of vectors. The high reactivity of alkylating
agents (1000 DNA interstrand cross-links
is lethal) led to their selection for the syn-
thesis of antitumor estrogens. Numerous
compounds were synthesized in the 1970s
and 1980s. However, as stated above, most
of them failed to display a sufficient bind-
ing affinity for ER, or any unambiguous
specificity of action, leading to a progres-
sive disinterest to this approach. Other
cytotoxic agents such as vinca alkaloids
and intercalating agents (like ellipticin
and daumomycin) also failed to show any
potential therapeutic interest. Note that
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this remark also holds for nonsteroidal
cytotoxic derivatives (i.e. diphenyl and
triphenylethylene (anti)estrogens).

In the following years, accumulation of
data concerning the receptor’s structure,
binding requirement, and mode of action
(previous sections) dictated new guide-
lines for syntheses. Research axes of the
last decade are overviewed in the follow-
ing paragraphs.

4.1
Organometallic Estradiol Derivatives

The advance in organometallic chemistry
associated with the discovery of the antitu-
mor activity of cisplatin led to the analysis
of the potential use of metal-conjugated
estrogens. Since cisplatin is unsuitable for
breast cancer treatment, the search con-
centrates mainly on non-platinum metal
complexes such as cyclopentadienyl cy-
cles of Ru, Ti, Fe, Co, and so on, which
appear attractive in cancer chemother-
apy. Nonetheless, cisplatin was also linked
with the hope of extending its therapeu-
tic use. While DNA is the expected target
of such drugs, some of them were found

to irreversibly associate with the recep-
tor, a behavior that may produce unusual
biological properties.

Unfortunately, endocrine and therapeu-
tic activity of most of the metal-conjugated
estrogens has not yet been explored. Inves-
tigations mainly concern their binding to
the receptor. The effect of ER-positive and
ER-negative cell lines has been assessed in
only a few cases.

4.1.1 A-ring Complexion
An important feature displayed by
organometallic clusters is the possibility
of their complexion on either the α- or β-
side of the steroid A-ring (Fig. 6). Studies
conducted with chromium and ruthenium
complexes reveal that a π -organometallic
adduct on the β-face prevents the
binding of E2 to the receptor while its
addition on the α-face maintains some
binding affinity. Of these compounds,
the neutral chromium complex displayed
the highest binding affinity (∼30%
of E2). Although the cationic species
Cp∗Ru+ failed to seriously alter the
binding of the hormone, as demonstrated

HO

OH

A
3

HO(CH2)3O
Cr(CO)3

HO
Ru+

HO
Rh+

CF3SO3
− (CF3SO3

−)2

Fig. 6 Organometallic E2 derivatives – chemical formulas of A-ring
substituted derivatives described in Sect. 4.1.1. Binding affinity for ER of the
organometallic abduct is higher on the α face of A-ring those on its β face.
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by α-[Cp∗Ru(17β-estradiol)][CF3SO3], an
increase in the positive charge of the
organic moeity (i.e. Rh++) appears
detrimental. This effect may be attributed
to an increase in acidity; the complexion
of the phenolic A-ring increases its
acidity. In a basic medium, the complexed
phenolic rings are transformed into
the corresponding dienonylic rings with
the concomitant loss of 3-OH function
required for strong association with
the receptor.

4.1.2 7α and 11β Derivatives
Grafting of organometallic clusters in
these strategic regions is expected to
be relatively well tolerated (Sect. 3.1).
Hence, various compounds have been
synthesized.

Nonradioactive Re systems are anal-
ogous to corresponding nonradioactive
systems containing 99mTc, 186Re or 188Re.
For this reason, they may be viewed as
prototypes for the production of drugs to
be used in imaging and radiotherapy. At-
tempts to produce 7α derivatives in which
the rhenium moeity is remote from E2
by a long side chain led to the identi-
fication of a few compounds with high
binding affinity (∼15% of E2; Fig. 7). The
polarity of these complexes was modified
to improve biodistribution without loss of
binding affinity by introducing (poly)ether
linkages into the 7α side chains. Attach-
ment of a rhenium complex in position
11β (Fig. 7) was also relatively well toler-
ated (binding affinity ∼1/10 of E2). Tested
on a reported gene, this compound dis-
played an agonist activity almost as strong
as E2.

Linkage of a cobalt cluster in 11β (i.e.
11β-[(ethynyl) Co2(CO)6]estradiol; Fig. 7)
strongly increases the stability of the
association of the parent-free ligand
with the receptor. This behavior is

reminiscent of the high performance of
11β-chloromethylestradiol in ER binding
(almost irreversible binding in buffered
solution). Tested in vitro in MVLN cells
(MCF-7 cells stably transfected with an
estrogen responsive luciferase gene), this
cobalt conjugate displays a strong estro-
genicity (as effective as E2); no cytotoxicity
was recorded.

4.1.3 17α Derivatives
Various organometallic moeities (rhe-
nium, cobalt, ruthenium, tungsten, etc.)
fail to strongly affect the binding affin-
ity of E2 for ER when linked in its 17α

position at the end of a rigid ethynyl spacer
(Fig. 8). In contrast, the affinity largely
decreases when the spacer is shortened
to a simple sp3 carbon atom confirm-
ing that the ER-HBD possesses a subsite
able to accommodate rigid narrow sub-
stituents. Affinity also decreases when the
organometallic moeity is moved toward the
D-ring of the steroid, even on a rigid spacer.
Moreover, neutral species (ferrocenyl) are
relatively well tolerated while cationic
species (ruthenium) decrease the binding
affinity indicating that the HBD does not
accept a positive change in the 17α position
of E2. Hence, bulky organometallic moiety
may be tolerated if they localize outside a
zone of steric/electronic constraint.

Coordination of selected transition-
metal moeities to 17α-alkynylestradiol
may induce an irreversible (covalent)
binding with the receptor (Fig. 8). Nu-
cleophilic sulfur residues within or
in the close vicinity of the HBD
are good candidates for the establish-
ment of such a covalent bond. The
key step in this chemical reaction is
the loss of the 17β-OH functional-
ity for the generation of a carbenium
ion; this electron-deficient center sta-
bilized by the organometallic fragment
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Fig. 7 Organometallic E2 derivatives – chemical formulas of 7α and 11β derivatives described
in Sect. 4.1.2.

promotes an interaction with a vic-
inal nucleophilic residue. Among E2

transition-metal complexes examined, di-
cobalt clusters [Co2(CO)6] were found
to be the most active affinity mark-
ers. Of note, FeCo-(CO)6(17α-ethynyl-17β-
dehydroxyestradiol) in which the heter-
obimetallic fragment is sterically simi-
lar to the Co2(CO)6 homolog, prevents
the formation of a carbenium-ion-like
species confirming the requirement at

the 17-position of an OH group and an
organometallic unit capable of dissipating
the positive charge of the transient carbo-
cation.

Potential influence of covalent binding
of these dicobalt clusters on the ER level
and transcriptional activity is unknown,
and therefore, to be investigated. Poten-
tial therapeutic activity should also be
assessed. Note in this regard that alkyne
Co2(CO)6 itself shows no cytotoxic effect.
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4.2
Radiolabeled Estradiol Derivatives

The presence of ER-positive and -negative
cells in all tumors led to the concept of

using receptor-directed radiochemicals of
which the range of radiation is larger
than one cell diameter. Compounds of
this type would be of great interest since
their action would not restrict solely to
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ER-positive cells (as for antiestrogens) but
also to ER-negative cells located in their
neighborhood.

4.2.1 123I and 125I Labeled Compounds
Several [125I] labeled E2 derivatives have
been synthesized for in vivo imaging of
ER-positive tumors. Utility of this ap-
proach in cancer diagnostic has, however,
never been demonstrated. Nevertheless,
biodistribution as well as imaging in-
vestigations performed on both animals
and humans suggest some uptake selec-
tivity, especially for 17α-iodovinyl deriva-
tives. Stereochemistry of such compounds
appears of prime importance for ER
binding; Z-isomers bind more effectively
than corresponding E-isomers. These data
confirm the concept that the HBD pos-
sesses a hydrophobic subsite able to accept

lipophilic moieties linked in position 17α

of E2 (see Sect. 3.1.4). In an effort to utilize
this concept, a series of 17α-substituted
E2 derivatives were synthesized, four of
them bearing iodine-123 (Fig. 9). The bind-
ing of these four compounds depends on
the nature of their substituents with an
alkene linkage being greatly preferred over
alkynyl and alkyl. Preference for the Z-
alkene geometry confirms the conclusion
from studies on parent iodovinyls. Addi-
tional biodistribution studies performed
with the Z-alkene suggested some uptake
selectivity (uterus/ovary) and metabolic
instability (accumulation of free iodine
within the thyroid).

16α-[125I]iodo-estradiol has been shown
to produce a receptor-mediated cyto-
toxicity on MCF-7 breast cancer cells.
The decrease of survival rate provoked

HO
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HO
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HO
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HO

Y I123
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Y = (Z) CH CH
Y = (E) CH CH
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Y = C C(CH2)3

OH
125I

HO

Fig. 9 Radiolabeled E2 derivatives. Chemical formulas of iodinated
(123I and 125I) derivatives described in Sect. 4.2.1.
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by this radioligand was associated with
chromosomal aberrations; of note, an
excess of diethylstilbestrol, used as poten-
tial competitor, prevented the decrease of
survival rate as well as chromosomal aber-
rations. Despite the promising aspect of
these data, estimated residence times of
125I-labeled estrogens in ER-positive cells
(ER half-life: less than 3 h) appear be too
low for an efficient cell killing. In this
regard, the Auger electron-emitting nu-
cleotides such as iodine-123 that release
their energy within a short period of time
would be more powerful to selectively kill
ER-positive cells (i.e. half-life of 123I =
4.4 h vs 125I = 60 days). Testing of 17α-
[123I]iodovinyl-11β methoxy-estradiol on
Chinese hamster ovary cells expressing or
not high level of ER provided credence to
this concept.

4.2.2 α-Emitting Compounds
Auger electron emitter agents would
only affect ER-positive cells due to their
weak distance of irradiation potency. α-
particle emitting radionucleotides such
as astatine-211 are attractive candidates
to palliate this gap and affect neigh-
boring ER-negative cells (range of ra-
diation in tissue is 10 to 100 µm);
astatine-211 can substitute iodine in
many syntheses making the production
of 211At-labeled E2 easily feasible. In fact,

[211At]astatinovinylestradiol (as well as its
11β methoxylated derivative) has been
established. One may hope that such com-
pounds produce a cytotoxic effect as their
125I-labeled analogs.

The possibility to generate α-emitting
isotopes by boron capture therapy is an-
other approach under exploration. Boron-
10, when irradiated with low energy
thermal neutrons, yields α-particles and
7Li-nuclei. The success of this therapy is
dependant on the quantity of boron-10 and
thermal neutrons to deliver to the cancer
cells to sustain an α-lethal radiation. Carbo-
ranes (dicarba-closo-dodecaboranes) are
a class of carbon-containing polyhedral-
boron clusters having remarkable thermal
stability and exceptional hydrophobic char-
acter; they have been utilized to incor-
porate a large number of boron atoms
into tumor cells. Remarkably, hydropho-
bic interactions between carboranes and
ER may occur when linked to a phe-
nol. This finding led to the design of
several compounds sharing high bind-
ing affinity for the receptor as well as
estrogenic and/or antiestrogenic activity
on an ER-dependent reporter gene (i.e.
analogs of E2, OH-Tam or RU 39,411;
Fig. 10). One may speculate that such
drugs may play a role in cancer therapy
since they combine suitable endocrine and
radiotoxic properties.

OH

HO

HO

OCH2CH2N(CH3)2

(H3C)2NCH2CH2O

HO

Fig. 10 Chemical formulas of phenolic carboranes with structural and ER binding
properties to (a) E2, (b) OH-Tam, and (c) RU 39,411 (Sect. 4.2.2).
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4.3
Electrophilic 11β Derivative

Estrogenic and antiestrogenic activity of a
few 11β-ethyl, butyl, and decyl derivatives
of E2 bearing various electrophilic
functionalities (i.e. bromide, bromo-
acetamido, (methylsulfonyl)oxy, and (p-
tolylsulfonyl)oxy) were determined with
MVLN cells (ER-dependent luciferase
expression). Ethyl derivatives were
mainly estrogenic, whereas butyl and

decyl essentially antiestrogenic (most
compounds share a significant binding
affinity for ER).

Long-term treatment of MVLN cells with
OH-Tam progressively abolishes the abil-
ity of cells to express luciferase in response
to estrogens. This irreversible effect seems
to result from an epigenetic mechanism,
such as methylation or chromatin remod-
eling rather than gene mutation. It pro-
gressively affects the whole-cell population
and occurs by a first-order process, with
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Fig. 11 Electrophilic derivatives of E2 described in Sect. 4.3.
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a half-inactivation time of ∼10 days. 11β

electrophile conjugates described here,
similarly suppresses the expression of
the luciferase gene; antiestrogenic elec-
trophiles were more potent than the estro-
genic ones but less efficient than OH-Tam.
Of note, these antiestrogenic electrophiles
decrease cell proliferation with potency
less than OH-Tam.

These effects could not be ascribed to
an irreversible binding of the compounds
to ER since 11β-[(tosyloxy)decyl]E2 (Fig.
11) solely shared such a property. A cys-
teine residue does not seem to be involved
in the covalent attachment of this com-
pound since it was not prevented by a
thiol-specific alkylating reagent (MMTS).
In fact, length and mobility of the N-decyl
side chain precluded the identification of
the anchorage site. To overcome this draw-
back, 11β aryl analogs aimed to restrict
the localization of the electrophilic car-
bon to the β-side of the steroid were
synthesized (Fig. 11). Both cysteinyl (prob-
ably C381 and/or C530) and non-cysteinyl
residues located on the β-side and re-
mote from C11 of the steroid (distance
> ‘‘seven bonds’’) appear to be potential
electrophile covalent attachment sites for
such E2 derivatives.

As for most other estrogens bearing
reactive groups, no data were reported
upon their potential use in antitumor
therapy.

See also Bioorganic Chemistry;
Medicinal Chemistry.
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Antibody
A protein product of B cells that combines with a specific molecular target called
an antigen.

Antigen
A substance that interacts with an antibody.

Epitope
The region of an antigen that is directly recognized by a specific antibody.
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Immunogen
A substance that elicits an antibody response.

Indirect Immunofluorescence (IIF)
A technique whereby an antibody is overlaid onto an antigen containing cellular
substrate and the antigen–antibody formed complex is detected by a fluorescently
labeled anti-antibody.

� Autoimmunity is an immunological reaction against constituents of the organism
that are normally tolerated by the immune system of that organism. Autoimmune
reactions can be either cell- or antibody-mediated. Autoantibodies are therefore
antibodies that recognize normally tolerated cell and tissue constituents (or
autoantigens). The antigenic specificity of an autoantibody can be a useful aid
in clinical diagnosis. Autoantibodies are either cell (or tissue) specific, as found in
organ-specific autoimmune diseases such as autoimmune thyroiditis, or non–organ-
specific and reactive with ubiquitous intracellular antigens, as found in multisystem
autoimmune diseases such as the systemic rheumatic diseases. The latter group
includes autoantibodies that recognize components of macromolecular complexes
of nucleic acids and/or proteins such as small nuclear ribonucleoprotein (snRNP)
particles, nucleosomal and subnucleosomal structures, and tRNA synthetases, which
are intrinsic components of all cell types present in an organism. Autoantibodies also
recognize components of subcellular structures, including mitochondria, ribosomes,
Golgi apparatus, nuclear membrane, and substructures within the nucleus and
nucleolus. The ability of autoantibodies to recognize components of the cellular
machinery of replication, transcription, RNA processing, RNA translation, and
protein processing has made them important reagents for isolating cDNA clones that
code for proteins involved in these cellular processes and for probing the relationship
between molecular and cellular structure and function. The evolutionarily conserved
nature of many autoantigens allows the use of autoantibodies to identify their target
antigens in diverse species, ranging in some cases from humans to lower eukaryotes
such as yeast. Autoantibodies have been used to inhibit the biological function of
autoantigens and/or to recognize autoantigens in a defined functional state.

1
Autoantibodies and Autoimmunity

An autoimmune response is an attack by
the immune system on the host itself. In
healthy individuals, the immune system is
‘‘tolerant’’ of its host (‘‘self’’) but attacks

foreign (‘‘nonself’’) constituents such as
bacteria and viruses. The ability to distin-
guish self from nonself is considered to
be the determining factor in whether the
immune system responds to a suspected
challenge. Although it may appear obvious,
there is actually considerable debate over
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what constitutes ‘‘self’’ and ‘‘nonself,’’ and
what cellular/molecular mechanisms are
involved. Possible discriminators between
‘‘self’’ and ‘‘nonself’’ include recognition
of infection or identification of danger
signals. The outcome of the debate on
self/nonself discrimination notwithstand-
ing, autoimmunity represents an obvious
disruption of the mechanism by which the
immune system regulates its activities. Im-
portantly, the responsible effector mech-
anisms appear to be no different from
those used to combat exogenous infec-
tive reagents, and include soluble products
such as antibodies (humoral immunity) as
well as direct cell-to-cell contact resulting
in specific cell lysis (cell-mediated im-
munity). No single mechanism has been
described that can account for the di-
versity of autoimmune responses or the
production of autoantibodies. Figure 1 out-
lines the common features of hypothetical
models of autoantibody elicitation. Most
models, particularly those relating to au-
toimmune disease in animals, include a

genetic predisposition. Breeding experi-
ments between inbred strains of mice
have shown that the genetic control of
autoantibody production is complex, in-
volving multiple genes. Although most of
the required genetic elements remain to be
characterized, it appears that both accel-
eration and suppression of autoimmune
responses are under genetic control. The
most frequently observed genetic require-
ment involves the major histocompatibility
complex (MHC) class II genes, which
encode proteins responsible for the pre-
sentation of processed antigen to CD4+ T
cells via the T-cell receptor.

The most perplexing and challenging
aspect of autoimmunity and autoantibody
elicitation is the identification of the events
involved in the initiation of the response.
Although these early events are poorly un-
derstood for most autoimmune diseases,
it is thought that an exogenous trigger
can provide the first step in the initiation
of some autoimmune responses. The best
evidence for this comes from drug- and
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Availability of
autoantigen

Molecular form
of autoantigen

Exogenous
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Genetic
predisposition APC

CD4+
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and proliferationIL
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Fig. 1 Hypothetical pathway of autoantibody
elicitation in human disease and experimental
animal models. This model combines features
from the most commonly accepted postulated
mechanisms for autoantibody production.
Genetically predisposed individuals may be
triggered to begin the response by an exogenous
agent such as exposure to a drug, chemical
toxin, or other environmental influence. The

events that follow (listed in large box) are poorly
understood but must involve the emergence of
autoreactive lymphoid cells and the presence of
autoantigen in a molecular form reactive with
autoreactive cells. Once the presentation of
autoantigen has activated autoreactive lymphoid
cells, the production of autoantibody proceeds
essentially as it would for a nonautoimmune
antibody response.
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chemical-induced autoimmunity, which
has been described in both human dis-
ease and animal models of autoimmunity.
However, even in exogenously induced
autoimmunity, many of the events bet-
ween the administration of a chemical or
a drug and the appearance of autoantibod-
ies remain to be unveiled. Induction of
autoantibodies by exogenous agents can
take from several weeks to many months.
Drug-induced systemic autoimmunity in
humans can take prolonged periods of
time to develop and can be provoked by
a large number of chemically unrelated
drugs. The autoantibody response, how-
ever, appears quite restricted, targeting
histones and histone–DNA complexes, the
components of chromatin. Complexes of
drug and autoantigen are not the immuno-
gens responsible for the autoantibody
response, since the drug is not required for
autoantibody interaction with the autoanti-
gen. Withdrawal of the drug often leads
to cessation of clinical symptoms, clearly
implicating the participation of the drug
in some mechanism inciting the autoim-
mune response, although the autoantibody
may persist for months in the absence of
the drug. In several animal models, expo-
sure to chemicals, particularly inorganic
forms of heavy metals such as mercury,
silver, or gold, can lead to autoantibody
expression within weeks. In these murine
models, the autoantibody response is again
restricted, but here the predominant tar-
gets are nonchromatin components of the
nucleolus. The development of restricted
autoantibody specificities in humans given
many different drugs or in mice given
heavy metals suggests that it is not the
parent molecule that is important but
rather the metabolic products of these
compounds that lead on the one hand
to antichromatin autoantibodies and on
the other to antinucleolar antibodies. In

human drug-induced autoimmunity, a
common pathway of oxidative metabolism
via the ubiquitous neutrophil has been
suggested as a means of producing re-
active drug metabolites that may perturb
immune regulation sufficiently to produce
autoimmune disease. Another mechanism
that has been proposed is disruption by
drug metabolites of positive selection of
T cells during their development in the
thymus. This mechanism has been shown
to result in mature CD4+ T cells that are
able to respond to self-antigen leading to
T-cell proliferation as well as autoantibody
production by B cells.

In Fig. 1, the large boxed area highlights
several concepts that form pivotal points
in many hypothetical postulates of autoan-
tibody elicitation but about which little
is known. How do B- and T cells, with
receptors for autoantigen, emerge from
and escape the regulatory mechanisms
that normally keep them in check, then
make their way to the secondary lymphoid
tissues? Studies involving transgenic mice
possessing neoautoantigens suggest that
possible mechanisms include avoidance of
apoptotic elimination, escape from toler-
ance induction, and reversal of an anergic
state. Molecular identification of autoanti-
gens, their presence in macromolecular
complexes, the occurrence of autoantibod-
ies in different components of the same
complex, and the appearance of somatic
mutations in the variable regions of au-
toantibodies have suggested that it is the
autoantigen that drives the autoimmune
response. It remains unclear how autoanti-
gens, particularly intracellular autoanti-
gens, are made available to autoreactive
lymphoid cells, and what molecular forms
of these complex macromolecular struc-
tures interact with autoreactive lymphoid
cells. One mechanism that has been pro-
posed as a means by which autoantigens
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might be made available to the immune
system is apoptotic cell death. The im-
petus for this hypothesis is the finding
that many autoantigens undergo prote-
olytic cleavage during apoptotic cell death
and that apoptotic bodies (debris from dy-
ing cells) contain multiple autoantigens.
Processing and presentation of such ma-
terial by antigen-presenting cells (APC)
has been suggested as a means of pro-
viding antigen to autoreactive T cells.
However, uptake of apoptotic cellular ma-
terial does not lead to the activation of
APCs, which is necessary if APCs are to
activate T cells. Inability of apoptotic ma-
terial to activate APCs may stem from the
observation that apoptosis is a descriptor
for programmed cell death (PCD), which
is a physiological process. This contrasts
sharply with necrotic cell death, which is
a nonphysiological process that produces
cellular material that activates APCs. Also
of note is that necrotic cell death induced
by mercury leads to proteolytic cleavage
of the autoantigen fibrillarin. Immuniza-
tion with the N-terminal fragment of such
cleavage leads to autoantibodies against
fibrillarin that possess some of the char-
acteristics of the antifibrillarin response
elicited by mercury alone. In contrast,
the antibody response elicited by immu-
nization with full-length fibrillarin does
not mimic the mercury-induced response,
suggesting that processing and presen-
tation of fragmented autoantigens may
allow loss of self/nonself discrimination.
Examination of the molecular forms of
autoantigens during and after cell death
and their roles in activating both APC
and T cells will be fruitful areas of fu-
ture research.

Roles in autoantibody production have
been argued for pathways that either are
or are not dependent on the presence of
T cells. A T cell–dependent response is

shown in Fig. 1 with an APC supplying
processed antigen to CD4+ T cells. An
essential element in any model of au-
toantibody elicitation is the emergence
of antibody-secreting B cells, which rec-
ognize material derived from the host.
The antibody secreted by a B cell is di-
rected against a single region (or epitope)
on an antigen. An autoantibody response
can target a number of epitopes on any
one antigen, clearly showing that multi-
ple autoreactive B-cell clones are activated
during an autoimmune response. In the
systemic autoimmune diseases, many au-
toantigens are complexes of nucleic acid
and/or protein, and an autoimmune re-
sponse may target several of the compo-
nents of a complex. It is unknown whether
the autoantibody responses to the compo-
nents of a complex arise simultaneously,
sequentially, independently, or through in-
terrelated mechanisms.

In only a few diseases have autoanti-
bodies been shown to be the causative
agents of pathogenesis (e.g. antiacetyl-
choline receptor autoantibodies in myas-
thenia gravis, antithyroid stimulating hor-
mone receptor autoantibodies in Graves’
disease). It is noteworthy not only that
these diseases are organ specific but also
that their autoantigens are extracellular or
on the surface of cell membranes and
are therefore easily targeted by the im-
mune system. In some individuals, the
largest organ, the skin, can suffer insult
from several blistering conditions now
known to be autoimmune diseases charac-
terized by autoantibodies against products
of keratinocytes. The autoantigens in-
volved are cell adhesion molecules that
are important in maintaining the integrity
of the skin by cell–cell contact between
the various cell layers in the epidermis
and at the dermal–epidermal junction. In
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the non–organ-specific autoimmune dis-
ease systemic lupus erythematosus (SLE),
anti–double-stranded DNA (dsDNA) auto-
antibodies have been shown to participate
in pathogenic events by way of com-
plexing with their cognate antigen to
cause immune complex–mediated inflam-
mation. These examples show that in
both the organ-specific and systemic au-
toimmune diseases, in vivo disposition of
autoantibody in tissues and organs has
clinical significance inasmuch as it indi-
cates sites of inflammation, which may
contribute to the pathological process.
Moreover, detection of autoantibody de-
posits in the organ-specific autoimmune
diseases has particular significance be-
cause some organ-specific autoantibodies
have been found to be the direct mediators
of pathological lesions. In most autoim-
mune diseases, however, it has not been
determined whether autoantibodies cause
or contribute to disease or are merely a
secondary consequence of the underlying
clinical condition.

2
Autoantibodies as Diagnostic Markers

The diseases associated with autoantibod-
ies can be divided into two broad groups:
the organ-specific autoimmune diseases,
in which autoantibodies have the abil-
ity to react with autoantigens from a
particular organ or tissue, and the mul-
tisystem autoimmune diseases, in which
autoantibodies react with common cellular
components that appear to bear little rele-
vance to the underlying clinical picture. In
both cases, particular autoantibody speci-
ficities can serve as diagnostic markers
(Table 1).

In the multisystem autoimmune dis-
eases, there are several features of the

relationship between autoantibody speci-
ficity and diagnostic significance that bear
consideration. Autoantigens in these dis-
eases are components of macromolecu-
lar structures such as the nucleosome
of chromatin and the small nuclear ri-
bonucleoprotein (snRNP) particles of the
spliceosome, among others. Autoantibod-
ies to different components of the same
macromolecular complex can be diagnos-
tic for different clinical disorders. Thus,
the core proteins B, B′, D, and E, which are
components of the U1, U2, and U4–U6
snRNPs and are antigenic targets in the
anti-Smith antigen (Sm) response in SLE,
are different from the U1 snRNP–specific
proteins of 70 kDa, A and C, which are
targets of the anti-nRNP response in
mixed connective tissue disease (MCTD;
see Table 1). It has also been observed
that certain autoantibody responses are
consistently associated with one another.
The anti-Sm response, which is diagnostic
of SLE, is commonly associated with the
anti-nRNP response, but the anti-nRNP
response can occur without the anti-Sm
response, in which case it can be diag-
nostic of MCTD. These two observations
suggest that the snRNP complexes respon-
sible for the autoantibody response against
the spliceosome in MCTD may differ from
the snRNP complexes that produce the
antispliceosome response in SLE. Other
autoantibody responses demonstrate sim-
ilar associations and restrictions. The
anti-SS-A/Ro response (see Table 1) fre-
quently occurs alone in SLE, but the
anti-SS-B/La response in Sjögren’s syn-
drome is almost always associated with
the anti-SS-A/Ro response. Similarly, the
antichromatin response occurs alone in
drug-induced lupus but is usually asso-
ciated with the anti-dsDNA response in
idiopathic SLE.
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Tab. 1 Examples of clinical diagnostic specificity of autoantibodies.

Autoantibody specificitya Molecular specificity Clinical association

Organ-specific autoimmune
diseases

Antiacetylcholine receptor* Acetylcholine receptor Myasthenia gravis
Anti-TSH receptor* TSH receptor Graves’ disease
Antithyroglobulin* Thyroglobulin Chronic thyroiditis
Antithyroid peroxidase* Thyroid peroxidase Chronic thyroiditis
Antimitochondria* Pyruvate dehydrogenase complex Primary biliary cirrhosis
Antikeratinoctye* Desmoplakin I homologue Bullous pemphigoid
Antikeratinoctye* Desmoglien Pemphigus foliaceus

Multisystem autoimmune
diseases

Anti–double-stranded DNA* B-form of DNA SLE
Anti-Sm* B, B′, D, and E proteins of U1, U2,

U4–U6 snRNP
SLE

Anti-nRNP 70 kDa, A and C proteins of
U1-snRNP

MCTD, SLE

Anti-SS-A/Ro 60 and 52 kDa proteins associated
with hY1-Y5 RNP complex

SS, neonatal lupus, SLE

Anti-SS-B/La 47 kDa phosphoprotein complexed
with RNA polymerase III
transcripts

SS, neonatal lupus, SLE

Anti-Jo-1* Histidyl tRNA synthetase Polymyositis
Antifibrillarin* 34 kDa protein of box C/D

containing snoRNP (U3, U8, etc.)
Scleroderma

Anti-RNA polymerase 1* Subunits of RNA polymerase 1
complex

Scleroderma

Anti-DNA topoisomerase 1
(anti-Scl-70)*

100 kDa DNA topoisomerase I Scleroderma

Anti-centromere* Centromeric proteins CENP-A, B, C CREST (limited Scleroderma)
Canca Serine proteinase (proteinase 3) Wegener’s vasculitis

aDisease-specific diagnostic marker antibodies indicated by an asterisk.
Notes: SLE: systemic lupus erythematosus; MCTD: mixed connective tissue disease; SS: Sj

..
ogren’s

syndrome; cANCA: cytoplasmic antineutrophil cytoplasmic antibody; TSH: thyroid-stimulating
hormone; CREST: calcinosis, Raynaud’s phenomenon, esophageal dysmotility, sclerodactyly,
telangiectasia.

Autoantibody specificities may occur
at different frequencies in a variety
of diseases, and the resultant profile
consisting of distinct groups of
autoantibodies in different diseases can
have diagnostic use. In some cases, the
grouping of autoantibody specificities,
such as the preponderance of antinucleolar

autoantibodies in scleroderma (Table 1),
provides provocative but as yet little-
understood relationships with clinical
diagnosis. Unlike SLE, where a single
patient may have multiple autoantibody
specificities to a number of unrelated
nuclear autoantigens (e.g. DNA, Sm, SS-
A/Ro), scleroderma patients infrequently
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have multiple autoantibody specificities to
nucleolar autoantigens that are unrelated
at the macromolecular level (i.e. not part
of the same macromolecular complex).

3
Autoantibodies as Molecular and Cellular
Probes

Autoantibodies can be used for the de-
tection of their cognate antigens us-
ing immunoprecipitation, immunoblot-
ting, enzyme-linked immunosorbent as-
say (ELISA), and a variety of microscopy
techniques including immunoelectron mi-
croscopy. The most visually impressive
demonstration of the usefulness of au-
toantibodies as biological probes is the
indirect immunofluorescence (IIF) test.
In this technique (Fig. 2), a cell or tis-
sue source containing the autoantigen of
interest is permeabilized, to allow entry
of the antibody into the cell, and fixed,
to ensure that the target antigen is not
leached away during the procedure. Al-
though some procedures are inappropriate
for particular antigens, workable means
of cell permeabilization and fixation have
been developed. The cell substrate is in-
cubated with the autoantibody to allow
interaction with the antigen, and any ex-
cess is washed away. The location of
the antigen/autoantibody complex within
the cell is revealed by addition of an
anti-antibody tagged with a fluorochrome.
Fluorescence microscopy is then used to
view the cells to determine the location of
the antigen-/autoantibody-/fluorochrome-
tagged anti-antibody complex. Using this
technique, investigators are identifying
an increasing number of autoantibody
specificities that recognize cellular sub-
structures and domains (Table 2, Figs. 3
and 4). The nucleus can be identified by

a variety of autoantibodies such as those
against chromatin and DNA or, as shown
in Fig. 3(a), autoantibodies to the nuclear
lamina, which underlies the nuclear enve-
lope and produces a ringlike fluorescence
around the nucleus. The nucleolus and its
subdomains can also be identified by a va-
riety of autoantibody specificities (Table 2).
Autoantibodies against the 34 kDa protein
fibrillarin, a component of the C/D box
containing small nucleolar ribonucleopro-
tein (snoRNP) particles, label the nucleolus
in a distinctive ‘‘clumpy’’ pattern (Fig. 3e).
The list of autoantibodies that are able
to distinguish subnuclear domains and
compartments, some considerably smaller
than the nucleolus, continues to grow.
One example is the Cajal body, a small
subnuclear structure described using light
microscopy by the Spanish cytologist San-
tiago Ramon y Cajal in 1903 and sub-
sequently named after him. This nuclear
domain can now be easily identified us-
ing human autoimmune sera that react
with p80 coilin (Fig. 3d), a protein highly
enriched in the Cajal body. Using other au-
toantibodies, it has been found that Cajal
bodies contain snRNP particles and fibril-
larin (previously thought to be restricted
to the nucleolus and prenucleolar bodies).
Knowledge of the functional associations
of these coiled-body constituents suggests
that the Cajal body may play a role in RNA
processing and/or in the accumulation of
components involved in RNA processing.

Many features of subcellular structures
such as size, shape, and distribution can
be studied by IIF during the cell cycle, vi-
ral infection, mitogenesis, or any cellular
response that may result in changes in the
distribution of an antigen or a subcellular
structure. As shown in Fig. 3(a) (arrow-
heads), antinuclear lamin autoantibodies
can be used to reveal re-formation of the
lamina during telophase. Autoantibodies
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Cells are
permeabilized

and fixed

Cells are incubated
with an overlay of

diluted autoantibody

Cells are incubated
with an overlay of

fluorochrome-tagged
anti-antibody

Cells are viewed with a
fluorescence microscope
to visualize the antibody-

labeled autoantigen

Cells

Glass slide

Wash

Wash

Fig. 2 Diagrammatic representation of the steps involved in the indirect
immunofluorescence (IIF) test: see text for explanation.

have identified unexpected protein dis-
tributions such as the localization of
the nucleolar protein fibrillarin to the
outer surface of the chromosomes dur-
ing cell division (Fig. 3e, arrowheads). The
localization of some autoantigens during
the cell cycle has aided in their identifica-
tion. Detection of proliferating cell nuclear
antigen (PCNA) in S-phase cells (Fig. 3c)

suggested its involvement in DNA synthe-
sis, while the distribution of speckles along
the metaphase plate produced by other au-
toantibodies (Fig. 3f, arrowheads) was an
important clue in their identification as
autoantibodies to centromeric proteins A,
B, and C.

The IIF test has also proved useful
in the identification of autoantibodies
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Tab. 2 Examples of subcellular structures and domains recognized by autoantibodies.

Autoantibody Molecular specificity Subcellular structure

Nuclear components

Antichromatin Nucleosomal and subnucleosomal
complexes of histones and DNA

Chromatin

Anti-nuclear pore 210 kDA glycoprotein (gp210) Nuclear pore
Antilamin Nuclear lamins A, B, C Nuclear lamina
Anticentromere Centromere proteins (CENP) A, B, C,

F
Centromere

Anti-p80 coilin p80-coilin (80 kDa protein) Coiled body
Anti-PIKA p23–25 kDa proteins Polymorphic interphase

karyosomal association
(PIKA)

Anti-NuMA 238 kDa protein Mitotic spindle apparatus

Nucleolar components

Antifibrillarin 34 kDa fibrillarin Dense fibrillar component of
nucleolus

Anti-RNA polymerase 1 RNA polymerase 1 Fibrillar center of nucleolus
Anti-Pm-Scl 75 and 100 kDa proteins of Pm-Scl

complex
Granular component of

nucleolus
Anti-NOR 90 90 kDa doublet of (human) upstream

binding factor (hUBF)
Nucleolar organizer region

(NOR)

Cytosolic components

Antimitochondria Pyruvate dehydrogenase complex Mitochondria
Antiribosome Ribosomal P-proteins (P0, P1, P2) Ribosomes
Anti-Golgi 95 and 160 kDa golgins Golgi apparatus
Antiendosome 180 kDa protein Early endosomes
Antimicrosomal Cytochrome P450 superfamily Microsomes
cANCA Serine proteinase (proteinase 3) Lysosomes
Antimidbody 38 kDa protein Midbody
Anticentrosome/centriole Pericentrin (48 kDa) Centrosome/centriole

Notes: NuMA: nuclear mitotic apparatus; Pm-Scl: polymyositis-scleroderma; cANCA: cytoplasmic
antineutrophil cytoplasmic antibody.

that react with subcellular structures
other than the nucleus. Figure 4 shows
the IIF patterns produced by some of
these autoantibodies. Prior knowledge of
subcellular organelles and their relative
cellular distribution was instrumental in
identifying the structures recognized by
these and other autoantibodies. In turn,
autoantibodies, by virtue of their reactivity
with individual autoantigens, have allowed
cell and molecular biologists an insight

into the molecular constituents of these
subcellular organelles.

Comparative studies using human au-
toantibodies, and nonhuman autoanti-
bodies raised by immunization against
specific cellular proteins, can be useful
in determining the cellular distribution
of the specific protein. This is achieved
by using antihuman antibodies labeled
with one chromophore and antibodies
specific for the nonhuman antibody that
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Fig. 3 Immunofluorescence patterns
produced by autoantibodies recognizing
structural and functional domains
within the cell nucleus (magnification,
350×). (a) Antinuclear lamin B1
antibodies identify the periphery of the
nucleus; arrowheads show the
re-formation of the nuclear envelope
during late telophase. (b) Anti-Sm
antibodies localize the U1, U2, and
U4–U6 snRNP particles as a speckled
nuclear pattern. (c) Anti-PCNA
antibodies recognize the auxiliary
protein of DNA polymerase delta during
active DNA synthesis, producing
different fluorescence patterns as cells
progress through mitosis. (d) Anti-p80
coilin antibodies highlight subnuclear
domains known as Cajal bodies, which
disappear during metaphase
(arrowhead). (e) Antifibrillarin
antibodies target the nucleolus and
produce a characteristic clumpy pattern
in interphase cells, decorating the
chromosomes from late metaphase
until cell division (arrowhead).
(f) Antibodies to centromeric proteins
A, B, and C produce a discrete speckling
of the interphase nucleus and identify
the centromeric region of the dividing
chromosomes during cell division
(arrowheads).

(a) (b)

(c) (d)

(e) (f)

are labeled with a different chromophore
and by comparing the fluorescence pat-
terns. Immunolocalization of the non-
snRNP spliceosome component SC-35 was
achieved in this way by comparison of anti-
SC-35 antisera with the IIF pattern of au-
toimmune anti-Sm sera, which recognize
protein components of the spliceosome.

One feature of autoantibodies that dis-
tinguishes them from antibodies raised by
specific immunization, and underscores
their uniqueness, is their ability to recog-
nize their target antigen not only from the
host but also from a variety of species.
The extent of this species cross-reactivity
is dependent on the evolutionary conser-
vation of the autoantigen and is related

to the conservation of protein sequence.
One example is the snoRNP protein fib-
rillarin. Using autoantibodies in a variety
of immunological techniques, including
IIF, this protein can be recognized from
species as diverse as humans and the
unicellular yeast Saccharomyces cerevisiae.
cDNA cloning of fibrillarin has confirmed
the expected high degree of conservation
of the protein sequence.

The reactivity of autoantibodies with
conserved sequence and conformational
protein elements has made them useful
reagents in the cloning of cDNAs of
expressed proteins from cDNA libraries
from a variety of species. However,
because of their reactivity with the human
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(b)(a)

(d) (e) (f)

(c)

Fig. 4 Immunofluorescence patterns produced
by autoantibodies recognizing intracellular
structures other than the nucleus. (a) Antimitotic
spindle apparatus antibodies identify spindle
poles and spindle fibers during cell division.
(b) Antimidbody antibodies react with the
bridgelike midbody that connects daughter cells
following chromosome segregation but before
cell separation. (c) Anti-Golgi complex
antibodies decorate the Golgi apparatus, which
in most cells is shown as an accumulation of
fluorescence in a discrete cytoplasmic region.
(d) Antimitochondrial antibodies demonstrate

the presence of mitochondria throughout the
cytoplasm; the discrete nuclear dots represent
an additional autoantibody specificity in this
serum unrelated to mitochondria.
(e) Antiribosome antibodies produce a diffuse
cytoplasmic staining pattern that spares the
nucleus but may show some weak nucleolar
fluorescence. (f) Anticytoskeletal antibodies
react with a variety of cytoskeletal components;
in this case, the antibody reacts with nonmuscle
myosin. (magnification: a, 700×; b–f, 350×).

protein they have found most use in
the cloning and characterization of the
primary structure of numerous human
cellular proteins. This diversity of targets
that can be exploited by this approach is
clearly illustrated in Tables 1 and 2.

Elucidation of the structure of the
autoantigens that are the targets of au-
toantibodies from systemic autoimmune
diseases has revealed that many are func-
tional macromolecular complexes involved

in nucleic acid and protein synthesis and
processing (Table 3). A distinguishing fea-
ture of many of these complexes of nucleic
acids and/or proteins is that autoantibod-
ies do not recognize all the components
of the complex. An extreme, but use-
ful, example is the ribosome, which in
eukaryotes may contain more than 70
proteins. However, only the P-proteins
(P0, P1, and P2), S10, and L12 are rec-
ognized by autoantibodies. Nonetheless,
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Tab. 3 Examples of the function of nuclear autoantigens and the effects of autoantibody on antigen
function.

Autoantigen Function Autoantibody effecta

Known function

Sm/nRNP (U1, 2, 4–6 snRNP) Pre-mRNA splicing Inhibition of pre-mRNA
splicing

PCNA (DNA polymerase delta
auxiliary protein)

DNA replication Inhibition of DNA replication
and repair

RNA polymerase I Transcription of rRNA Inhibition of rRNA
transcription

tRNA polymerase Aminoacylation of tRNA Inhibition of charging of tRNA
Ribosomal RNP mRNA translation Inhibition of protein synthesis
Centromere/kinetochore Microtubule-based

chromosome movement
during mitosis

Inhibition of centromere
formation and function

Probable function

Fibrillarin (Box C/D snoRNP) Processing and methylation of
pre-rRNA

Blocks translocation of
fibrillarin during the cell
cycle, thereby influencing
the ultrastructure of the
nucleolus.

NOR-90 Nucleolar transcription factor Not tested

aInhibition of function has been demonstrated in vitro or following injection of autoantibody into
living cells.

the use of autoantibodies that identify spe-
cific components of such complexes has
aided in identifying other subunits of these
complexes, with profound consequences.
Thus, the initial identification of anti-Sm
and anti-nRNP autoantibodies in SLE led
to the observation that they recognize some
of the protein components of the snRNP
particles, fueling subsequent studies that
showed the snRNPs as components of the
spliceosome complex that functions in pre-
mRNA splicing.

As the functional associations of au-
toantigens have become known, attempts
to uncover the role of the autoantigen it-
self have revealed that autoantibodies can
directly inhibit the function of their target
autoantigen (Table 3). Although it remains
to be determined, it seems likely that such

inhibition reflects the involvement of a
conserved protein sequence or structure
in functional activity. An increasing num-
ber of autoantibodies, many of unknown
molecular specificity, recognize their au-
toantigen only in a particular functional
state or phase of the cell cycle. Of the
several examples known, the best charac-
terized is PCNA, which is the auxiliary
protein of DNA polymerase delta and is
recognized by autoantibodies only during
mitosis, even though PCNA is present
throughout the cell cycle. When a popu-
lation of cells at different stages of the
cell cycle is used as substrate in the IIF
test, anti-PCNA autoantibodies produce
varying degrees of fluorescence intensity,
being negative for G0 cells and highly
positive for S-phase cells (Fig. 3c). These
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intriguing features of some autoantibodies
have added new dimensions to the biolog-
ical usefulness of these proteins and have
suggested that functionally active macro-
molecular complexes may play a role in the
elicitation of the autoantibody response.

The presence of multiple autoantibody
specificities in the blood of individual
human patients with autoimmune dis-
eases poses a limitation on their use
in studies involving a single autoanti-
gen. Only infrequently are patients found
whose autoantibody response is so re-
stricted that they express autoreactivity
to a single autoantigen or autoantigenic
complex; such autoantibodies are termed
monospecific. For some autoantibody speci-
ficities, this condition has been overcome
by the production of hybridomas secret-
ing a monoclonal autoantibody. Some
hybridomas have been produced by fu-
sion of B cells from human patients, but
most have come from fusion of lymphoid
cells from animal models of autoimmu-
nity, particularly inbred murine strains.
Monoclonal antibody specificities include
reactivity against the nucleic acids DNA
and RNA, subunits of chromatin, protein
components of snRNP particles, fibril-
larin, and immunoglobulin.

4
Autoantibodies in Experimental Models of
Autoimmunity

Research into the mechanisms of autoim-
munity and the antigenic specificity, and
possible pathogenic role, of autoantibod-
ies has been significantly advanced by the
availability of animal models. Four dif-
ferent types of models have been used
(Table 4). Specific antigen immunization
models are produced by direct injec-
tion of purified antigen into animals to

elicit autoantibody. Direct immunization
has proven most useful when the au-
toantigen is extracellular or is on the
cell membrane. In such examples, the
elicited autoantibody response can pro-
duce pathological consequences such as
the myasthenia gravis–like disease pro-
duced in rodents following immunization
with purified acetylcholine receptor. The
animals used in this type of model are
most often healthy, normal individuals
with fully functional immune systems and
are able to downregulate the autoimmune
response produced by the immunization
of autoantigen. As a result, direct immu-
nization models often produce transient
autoimmune responses and the animals
return to a healthy state.

Comparison of the autoantigenic reactiv-
ities of antibodies raised by immunization,
especially to intracellular autoantigens, has
revealed distinct differences in compari-
son to autoantibodies found in human au-
toimmune disease. Direct immunization
requires a purified antigen, which means
subjecting the antigen to rigorous bio-
physical, biochemical, and sometimes im-
munological separation techniques. The
resulting preparation may therefore be par-
tially or totally denatured and no longer in
association with other cellular components
that constitute its in vivo molecular form.
Even if the native in vivo macromolecular
complex can be purified, direct immu-
nization experiments are ‘‘best guess’’
attempts to mimic the natural autoimmu-
nization process because the molecular
structure of the putative autoimmunogen
that contains the autoantigen of interest
is unknown. A further complication is the
use of adjuvants to boost the immune
response. As a result, direct immuniza-
tion produces antibodies that, although
they react with the autoantigen, usually
recognize a denatured form rather than
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Tab. 4 Examples of animal models of autoantibody production.

Model Animal Human disease Autoantibody specificity

Spontaneous
NZB Mouse Hemolytic anemia Erythrocyte
(NZB × NZW) F1 Mouse SLE Chromatin, DNA
MRL-lpr/lpr Mouse SLE Chromatin, DNA, Sm,

ribosome
MRL-+/+ Mouse SLE Chromatin, DNA, Sm
BXSB Mouse SLE Chromatin, DNA
Obese strain

(white leghorn
chicken)

Bird Thyroiditis Thyroglobulin

Induced by
exogenous agents

Chronic GVHD Mouse SLE DNA, chromatin, snRNP,
ribosome

Mercuric chloride Mouse (H-2s) Sclerodermaa

(immune-
complex
nephritis)

Fibrillarin (Box C/D snoRNP)

Mercuric chloride Mouse (non-H-2
restricted)

SLE Chromatin

Mercuric chloride Rat (RT1n) Immune-complex
nephritis

GBM

Pristane Mouse SLE DNA, Sm, RNP, Su

Direct
immunization
(antigen)

EAT
(thyroglobulin)

Rabbit, mouse
(H-2k,s, or q)

Thyroiditis Thyroglobulin

GMB nephritis
(GBM)

Sheep, mouse Immune-complex
nephritis

GBM

EMG
(acetylcholine
receptor)

Lewis rat Myasthenia gravis Acetylcholine receptor

Gene mutation
C1q knockout Mouse (MRL-+/+) SLE DNA, rheumatoid factor
Dnase1 knockout Mouse SLE Chromatin, DNA
SAP knockout Mouse SLE Chromatin, DNA
c-mer knockout Mouse SLE Chromatin
IFN-γ transgenic Mouse SLE DNA, histones

aAutoantibody specificity is specific for scleroderma, but a scleroderma-like disease has not been
described in mice treated with mercuric chloride.
Notes: GVHD: graft-versus-host disease; GMB: glomerular basement membrane; EAT: experimental
autoimmune thyroiditis; EMG: experimental myasthenia gravis; C1q: component of serum
complement; Dnase1: deoxyribonuclease 1; SAP: serum amyloid P component; c-mer:
tyrosine kinase.
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the autoantigen in its native state; only
rarely do they react with the autoantigen
when it is in association with other cellular
subunits that make up its in vivo molec-
ular form. Although direct-immunization
antibodies can recognize conformational
epitopes, they do not appear to recognize
conserved epitopes and therefore cannot
exhibit the same lack of species specificity
that allows, for example, antifibrillarin au-
toantibodies to recognize fibrillarin in all
species that contain this protein. Lack of re-
action against conserved epitopes means
that direct immunization antibodies are
less efficient at inhibiting the functional
activity of their target autoantigen than
autoantibodies from patients with autoim-
mune diseases. Animal models of other
types, described next, can produce autoan-
tibodies with reactivities that are extremely
difficult to differentiate from those of hu-
man patients. As a result, such models
more closely approximate their human
counterparts.

The second type of model also involves
the manipulation of normal, nonautoim-
mune animals to produce an autoimmune
response. In these cases, the triggering
event is the introduction of exogenous
material into the animal, which, unlike
the case of direct immunization, may
appear to bear little relationship to the
ensuing autoimmune response. An ex-
cellent example of this type of model is
the autoimmunity induced by heavy met-
als. Administration of mercury by several
different routes and in several different
forms, most notably subcutaneous in-
jection of mercuric chloride, produces
in mice an autoantibody response that
targets the nucleolus. The principal au-
toantigen involved is the 34 kDa protein
fibrillarin (Fig. 5), a protein component
of the box C/D snoRNP particles. Mer-
cury induces this autoantibody response

in a restricted number of histocompat-
ibility genotypes, most commonly H-2s.
Although offspring of crosses between the
autoimmune-sensitive H-2s strains and
the autoimmune-resistant strains such as
C57BL/6 (H-2b) or DBA/2 (H-2d) are
sensitive to antifibrillarin induction fol-
lowing HgCl2 treatment, the response
does not appear to be solely due to the
product of a dominant H-2 gene but
involves multiple loci as well. This is sup-
ported by back-crossing of hybrids onto the
autoimmune-sensitive H-2s background,
where the HgCl2-induced antifibrillarin re-
sponse is even less frequent, even though
50% of the mice would be expected to
be homozygous for H-2s. Although an-
tifibrillarin autoantibodies are a marker
for human scleroderma, mercury does not
appear to produce a scleroderma-like dis-
ease in mice; the importance of the model
lies instead in the similarity of this toxin-
induced murine autoantibody’s response
to the spontaneous antifibrillarin autoan-
tibody in human scleroderma.

Another example of the exogenous
factor-type model is murine graft-versus-
host disease (GVHD). In this model, the
offspring of the mating of two inbred
nonautoimmune mouse strains are in-
jected (grafted) with lymphocytes from one
of the parental strains. The injected lym-
phocytes recognize genetic differences in
the host strain that are inherited from the
other parental strain and are stimulated
to mount a variety of immune responses
against the host animal; hence the name
‘‘graft versus host.’’ Unlike the case of
direct immunization models, the autoim-
munity produced in this type of model can
lead to severe pathological consequences
including lethal immune-complex disease.
The immunological sequelae that occur
during a GVHD response depend on the
murine inbred strains used. Injection of
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Fig. 5 Antifibrillarin autoantibodies in H-2s murine strains (SJL and
B10.S) after treatment with mercuric chloride. Autoantibodies were
detected by immunoblotting using mouse liver nucleoli resolved by
sodium dodecyl sulfate/polyacrylamide gel electrophoresis
(SDS-PAGE). (a) Prototype human antifibrillarin serum (S4), serum
from a NaCl-treated SJL mouse (C.Na), and serum from mice F1 and
F3 before (P) and after (Hg) mercuric chloride treatment.
(b) Immunoblotting using sera from three additional SJL mice before
and after mercuric chloride treatment. (c) Immunoblotting using
sera from two SJL mice treated with NaCl (A.Na; B.Na); two SJL mice
treated with mercuric chloride (G5.Hg; F2,Hg); and two B10.S mice,
one treated with NaCl (A.Na) and the other treated with mercuric
chloride (B.Hg). (Reproduced from Hultman et al., Clin. Exp.
Immunol. 78 (1989), 470–477 with permission from the publishers.)

DBA/2 lymphocytes into a cross between
the DBA/2 and C57B16 mice produces
a chronic GVHD, which results in an
autoimmune response similar to human
SLE including the presence of autoantibod-
ies against chromatin and DNA. Injection
of lymphocytes from the A/J strain into
Balb/c X A/J hybrids also produces a
chronic GVHD in which autoantibodies to
snRNP particles including the U3 snoRNP

are found. The relationship of different
autoantibody specificities to the use of
different strains of inbred mice in the
GVHD model again highlights the influ-
ence of genotype on autoimmunity and
autoantibodies.

The third type of model does not require
any manipulation of the animal at all; the
disease develops spontaneously. The best
described of these are the murine strains
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BXSB, (NZB × NZW) F1, NZM, MRL-
+/+, and MRL-lpr/lpr, which develop
forms of SLE that serve as excellent mod-
els of the autoantibody specificities and
pathology of the human disease. While
the variety of autoantibodies developed
by these different strains continues to
be investigated, the common autoantibody
response, like human SLE, is against chro-
matin and its subcomponents including
DNA. In the (NZB × NZW) F1 strain,
autoimmune disease and autoantibodies
occur earlier and more frequently in fe-
male mice, a finding that has been found
to be associated with the presence of
female sex hormones. Because of this
and other features, the (NZB × NZW)
F1 strain is considered the best animal
model of human SLE. As noted above,
it is the genetic makeup of these in-
bred strains that has significant potential
to address the genesis of the autoim-
mune response. A much studied aspect
of several of the spontaneous models
of systemic autoimmune disease is the
presence of single-gene defects that ac-
celerate or exacerbate autoimmunity in
these already susceptible mouse strains.
In the MRL substrains, the lpr phenotype
is responsible for massive lymphoprolif-
eration of CD4−, CD8−, and B200+ T
cells and an accelerated occurrence of au-
toimmune phenomena compared to the
MRL-+/+. Recent studies have indicated
that the lpr defect is due to a mutation
in the fas gene that leads to defective
expression of fas on T- and B cells,
which allows them to escape apoptotic
elimination and reach the peripheral cir-
culation. Breeding experiments to impart
the lpr gene to nonautoimmune genetic
backgrounds have shown that the fas de-
fect does influence the development of
autoimmunity and the expression of au-
toantibodies. A dominant role for fas in

the initiation of autoimmunity and autoan-
tibodies is questionable, however, because
the MRL-+/+, which does not have the
fas defect, does develop a autoantibody
profile and immunopathological disease
that is similar to the MRL-lpr/lpr, albeit
at a much later age. Other genes that
appear to play a role in acceleration of
autoimmunity include gld, the ligand for
fas, and Yaa, a sex-linked gene that pro-
duces a defect in B cells and is the
accelerator gene of autoimmunity in the
male BXSB mouse. Exposure of lupus-
prone strains to exogenous agents known
to elicit autoimmunity in normal mice
can result in accelerated appearance of
disease features including autoantibod-
ies. In some cases, the exogenous agent
accelerates the appearance of idiopathic
disease, while in others the elicited dis-
ease has features of xenobiotic-induced
disease. Thus, mercury exposure accel-
erates idiopathic disease in BXSB mice
including antichromatin autoantibodies of
the IgG2a subclass, while pristane injec-
tion into (NZB × NZW) F1 mice elicits
anti-Sm/RNP and Su autoantibodies that
are not part of the idiopathic disease
of the (NZB × NZW) F1 but are found
in pristane-induced autoimmunity. These
observations suggest that not only idio-
pathic and induced autoimmunity may
arise through different mechanisms but
also exogenous triggers can influence dis-
ease expression.

The fourth type of model involves ge-
netic manipulation in which a gene is
deleted (‘‘knockout’’) or added (‘‘trans-
genic’’) in order to influence the expression
of autoimmunity. Both types of genetic
modification can be used to study the
influence of single genes on the animal
models described above. Perhaps not un-
expectedly, many gene deletions have little



Autoantibodies and Autoimmunity 477

or no effect on the expression of autoim-
munity and autoantibodies. Such negative
effects need to be interpreted carefully as
they may indicate a genetically redundant
process rather than an unimportant gene.
Other gene deletions have been reported to
influence differing aspects of autoimmu-
nity in a gene-specific manner, although
the extent of the effect may vary be-
tween experimental models. Some gene
deletions exhibit highly consistent re-
sponses. Thus, deletion of the gene for
the pleiotropic cytokine interferon-γ (IFN-
γ ) abrogates autoantibody production and
immunopathology in mercury-induced au-
toimmunity of B10.S mice and sponta-
neous autoimmunity in MRL-lpr/lpr mice.
The significance of IFN-γ in systemic
autoimmunity has been demonstrated in
nonautoimmune-prone mice made trans-
genic for IFN-γ expression in the epider-
mis. The increased expression of IFN-γ
leads to a lupus-like disease characterized
by the production of autoantibodies and
immune complex–mediated tissue dam-
age. Further evidence for the importance
of IFN-γ has come from an examination of
gene expression in the Nba2 locus of chro-
mosome 1 of the mouse. Nba2 is a genetic
interval identified as a locus of genetic
susceptibility for lupus in the NZB strain.
The offspring of Nba2 interval–specific
congenic C57BL/6 mice mated with NZW
mice develop autoimmunity similar to the
SLE-prone (NZB × NZW) F1 mouse. Ex-
amination of gene expression by DNA
array revealed a relationship between in-
creased expression of interferon inducible
gene (Ifi) 202 and features of systemic
autoimmunity. Importantly, the gene for
Ifi202 lies within the Nba2 interval. Confir-
mation that increased expression of Ifi202
occurs in other models of systemic lupus
would significantly enhance its stature as
a lupus susceptibility gene. However, as

susceptibility for SLE maps to multiple ge-
netic loci, it is highly likely that additional
genes contribute to full disease expression
in the (NZB × NZW) F1 mouse.

A number of other gene deletions are
associated with expression of autoimmu-
nity and autoantibodies. Some of these
such as deficiency of C1q, a component
of the complement system, have particular
relevance as complement deficiencies in
humans and can lead to development of
systemic lupus. Significantly, lack of C1q
is not sufficient for the development of
murine lupus; this gene deletion must
occur on genetic backgrounds carrying
additional susceptibility genes for autoim-
munity to occur. It must also be noted that
although many knockout and transgenic
models exhibit features of autoimmunity,
they may also exhibit other features that
are not consistent with the known spec-
trum of clinical and immunological facets
of autoimmune diseases. More telling is
the finding that many of the genetic mu-
tations that lead to autoimmunity in mice
are not necessary for the development of
human systemic autoimmune disease. As
described above, mutation in the fas gene
contributes significantly to the severity of
murine SLE. However, mutations in the
fas gene are not associated with human
SLE but rather with autoimmune lym-
phoproliferative syndrome (ALPS). ALPS
is characterized by lymphoproliferation of
double-negative T cells and autoantibod-
ies against DNA and cardiolipin, features
found in mice with a fas mutation but
without other lupus susceptibility genes.
Similarly, Dnase1-deficient mice develop
a lupus-like disease with antichromatin
autoantibodies, but deficiency of Dnase1
is not common in human systemic lu-
pus. A nonsense mutation in exon 2 of
the DNASE1 gene has been reported in
two apparently unrelated young Japanese
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patients but not in SLE patients in Spain
or the United States.

Although care must be taken in their
interpretation, identification and charac-
terization of genes that are associated with
autoimmunity and autoantibody produc-
tion constitute fertile ground for the molec-
ular biologist. Elucidation of the roles of
the many genes that appear to contribute
to the development of autoimmunity will
help define the critical molecular events in
the disease process. The murine strains de-
scribed above have proven valuable model
systems for studies on a variety of facets
of autoimmunity, and will play significant
roles in future genetic studies. It will be
important to focus attention not only on
the genetic loci that impart susceptibility
to autoimmunity but also on those that
may allow an individual to resist the devel-
opment of autoimmune phenomena.

5
Perspectives

Initially used as aids in clinical diagnosis,
autoantibodies have become increasingly
useful ‘‘reporter’’ molecules in the identifi-
cation of structure–function relationships.
New autoantigens continue to be discov-
ered, while many described autoantigens
remain to be characterized both struc-
turally and functionally. Autoantibodies
will figure prominently in these characteri-
zation studies. As the molecular structures
of the interaction between autoantigen and
autoantibody become known, it should be
possible to design peptide configurations
capable of perturbing the functional activ-
ity of numerous cellular processes.

Understanding the influence of genes
and their products not only on
susceptibility but also on resistance
to autoimmunity and autoantibody

expression is in its infancy. However,
the tools to mature this field (inbred
animal models of spontaneous and
induced autoimmunity, and the molecular
techniques of transgenics and gene
knockout) are already available. They
await the complex but potentially fruitful
identification and functional analysis of
candidate genes.

See also Antibody Molecules, Ge-
netic Engineering of.
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Anticentromere Antibodies
A centromere is the essential domain for proper segregation of chromosomes to
daughter cells at mitosis and meiosis. Antibodies to the centromere are found in about
20% of patients with scleroderma, almost all of whom have limited scleroderma,
formerly called CREST (calcinosis, Raynaud’s phenomenon, esophageal dysmotility,
sclerodactyly, and telangiectasia) syndrome.

Antitopoisomerase I Antibodies
Anti-DNA topoisomerase I antibodies, formerly termed anti-Scl-70 antibodies,
recognize a nuclear enzyme that catalyzes the relaxation of supercoiled DNA. The
presence of antitopoisomerase I antibodies is highly specific to scleroderma sera.
Antitopoisomerase I antibodies identify a scleroderma subset with a high frequency of
diffuse skin thickening and pulmonary interstitial fibrosis.

Epitope
Antigenic determinants recognized by T and/or B cells are called immunogenic epitopes.
Recombinant techniques of antigens can yield information crucial to uncovering T-
and B-cell epitopes. Epitopes in autoimmunity can be expanded to other epitopes on
the same protein or other proteins in the same macromolecular complexes, a
phenomenon termed epitope spreading.

Recombinant Protein
Large amounts of antigen can be expressed by introducing its cloned gene into
Escherichia coli or insect cells. Fusion proteins consisting of the amino-terminal
peptides encoded by a portion of the E. coli β-galactosidase or a glutathione
S-transferase peptide linked to eukaryotic proteins have been used often.

Scleroderma
Scleroderma is a multisystem disorder of unknown etiology characterized by abnormal
deposition of collagen in the skin and internal organs, and microvascular obliteration.
Circulating autoantibodies are one of the features of scleroderma.
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� Scleroderma is a multisystem connective tissue disease of unknown etiology
characterized by abnormal deposition of collagen in the skin and internal
organs, and microvascular obliteration. Several autoantibodies against cellular
components are striking features of scleroderma and some are associated with
certain clinical subsets. This article mainly reviews the autoimmune phenomenon
against centromere antigens and topoisomerase-I, which are commonly found in
the limited skin sclerosis type and the proximal type respectively. For the production
of autoantibodies, molecular mimicry hypothesis and implications of apoptosis are
also discussed.

1
Scleroderma and Autoantibodies

1.1
Methods of Autoantibody Detection

Sera from human autoimmune patients
contain autoantibodies that react with
many important cellular antigens. De-
tection of antinuclear antibody (ANA) is
widely accepted as an important test in the
diagnosis of many connective tissue dis-
eases such as systemic lupus erythemato-
sus, scleroderma, Sjögren’s syndrome, and
polymyositis. ANA testing by indirect im-
munofluorescence (IIF) is commonly used
as a broad screen for the detection of a vari-
ety of autoimmune diseases. Initially, ANA
tests by IIF methods were performed on
mouse kidney or rat liver tissue sections,
but lately many laboratories use HEp-2 hu-
man larynx epithelioma cancer cell line as
substrate. Human cultured cells are better
for the detection of human and prolifer-
ating nuclear antigens. In contrast to a
few specific fluorescent patterns for par-
ticular antigens, the main patterns in IIF
studies are not specific for any autoanti-
bodies or disease entity. Characterization
of the specific antibodies using double
immunodiffusion assay, enzyme-linked
immunosorbent assay (ELISA), or im-
munoblotting with appropriate reference

sera is necessary. Immunoblotting with an
extract from cultured cells is a very sensi-
tive assay and permits detection of autoan-
tibodies against soluble and insoluble anti-
gens. This method has proved useful in a
number of studies to characterize many au-
toantigens. Since expression cloning was
first applied to isolation of autoantigens
in 1985, cloned autoantigens themselves
have been used for diagnostic autoan-
tibody determination, molecular analysis
of autoimmune epitopes, and molecular
investigation of autoimmune processes.
More recently, many clinical laboratories
use commercial ELISA kits with cloned re-
combinant autoantigens, which are often
expressed by E. coli. Although there might
be the lack of proper folding or protein
modification of some recombinant pro-
teins obtained from prokaryotic sources,
ELISA is highly sensitive, quantitative, and
suitable for simultaneous analysis of a
large number of serum samples, providing
substantial cost and time savings.

1.2
Clinical Subsets of Scleroderma and
Autoantibodies

Connective tissue disease patients have
various autoantibodies against a variety of
cellular components required for universal
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cell functions such as cell division, DNA
replication, transcription, and translation.
Although the primary event that triggers
production of autoantibodies is not known,
more than 95% of scleroderma patients
produce autoantibodies to nuclear com-
ponents. Scleroderma (systemic sclerosis)
is a disease characterized by collagen de-
position and subsequent fibrosis in skin
and internal organs. The extent of fibrosis
shows considerable variation in severity,
which classifies scleroderma into two dis-
tinct subtypes: the limited cutaneous form
and diffuse form. In the former, skin thick-
ening is relatively restricted to the fingers,
hands, and/or face but without extension
to other internal organs. In the latter,
skin changes are widespread and often
rapidly progressive, involving the trunk
and distal and proximal portions of the ex-
tremities with internal organ involvement.
In addition, some patients have overlap-
ping features with other connective tissue
diseases.

ANAs in patients with scleroderma can
be mainly classified into antinuclear and
antinucleolar antibodies by immunoflu-
orescence staining patterns of tissue
culture cells as substrate (Fig. 1). The
former is further subdivided into sev-
eral distinct nuclear staining patterns:
discrete speckles (almost equal to the
centromere), coarse speckles, diffusely
grainy, and homogeneous. The latter
is divided into speckled, homogeneous,
and clumpy. With these distinctive au-
toantibodies, a number of targeted au-
toantigen molecules have been identified:
DNA topoisomerase I (topo I, formerly
described as Scl-70), three centromere
proteins (CENP-A, CENP-B, and CENP-
C), PM/Scl (polymyositis/scleroderma)-
associated antigens, RNA polymerases,
and fibrillarin (U3 RNP-associated 34 kDa
peptide).

Among autoantibodies against these
antigens, two antibodies have been well
correlated with subtypes of scleroderma:

(a) (b) (c)

Fig. 1 Indirect immunofluorescence pictures of HEp-2 cells with scleroderma sera.
(a) Anticentromere antibody. (b) Antitopoisomerase I antibody. (c) Antifibrillarin
antibody.
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anti-topo I and anticentromere antibodies
(ACA). The former antibody has been
frequently found in the patients with dif-
fuse scleroderma, while the latter has
been strongly associated with limited scle-
roderma. Furthermore, Fritzler et al. re-
ported that no anti-topo I was found in
more than 127 patients with connective
tissue diseases other than scleroderma,
while ACA was found in only less than
2% of 113 patients with connective tissue
diseases other than scleroderma and Ray-
naud’s disease. In addition, the coexistence
of these two antibodies in the same patient
is very rare. Therefore, both antibodies
show striking disease associations and are
found almost exclusively in patients with
scleroderma.

Nevertheless, ACA and anti-topo
I–positive patients constitute only a half

or two-thirds of scleroderma patients
(Table 1). The remaining one-third or
another half are patients without ACA or
anti-topo I. Although the latter percentage
may decrease when the detection system
of these autoantibodies is improved, other
autoantibodies are also present in patients
with distinct subsets of scleroderma, and
sometimes even coexist with ACA or
anti-topo I antibody. For example, some
individuals with diffuse scleroderma have
anti-RNA polymerase (RNA polymerase I,
II, III) antibody or antifibrillarin antibody,
and others in overlap with polymyositis
have anti-PM/Scl antibody.

The characterization of these sclero-
derma subset-specific autoantibodies will
be helpful in the diagnosis and prognosis
of the patients with scleroderma as well
as in the study on the mechanism of

Tab. 1 Human autoantigens associated with scleroderma.

Antigenic
complex

Autoantibody
frequency in
scleroderma

[%]

Autoantigen

Antigenic
polypeptide

Number
of

residues

B-cell
major

epitopea

B-cell
minor

epitopeb

T-cell
epitope

Topoisomerase I ∼50 Topoisomerase I 765 74–139
484–560
658–765

209–386
363–563

Centromere ∼30 CENP-A 140 3–17
25–38

?

CENP-B 599 1–73
538–599

438–492 ?

CENP-C 943 74–244
820–943

396–552 ?

HP1HSα 191 16–43
106–191

?

PM/Scl 3 PM/Scl-100 885c 166–245 672–866 ?
PM/Scl-75 355 218–355 ?

U3 RNP ∼10 Fibrillarin 321 1–85 149–229
276–321

?

a,bMajor and minor epitopes are defined here as the reactive region with >50% and <50% of the
corresponding antibodies, respectively.
cThe isoform with 860 amino acid residues is also reported.
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the immunization process in scleroderma
autoimmunity.

1.3
Detection of Scleroderma Autoantibodies
and Epitope Analysis

Detection of the scleroderma autoanti-
bodies depends on the assay systems.
For example, Kumar et al. reported that
the anti-topo I sera that were positive
on the immunoblot were only 71 to
86% positive in the immunodiffusion test.
Similar results were obtained by Hilde-
brandt; anti-topo I IgG were 88% posi-
tive by ELISA with the purified topo I
from calf thymus, in contrast to being
100% positive by immunoblotting. In ad-
dition, Maul et al. reported that a few
anti-topo I–negative sera were positive
by double diffusion with the recombi-
nant protein blotted on the membrane.
Sensitivity of ACA detection was also
compared by Hildebrandt et al. among
ELISA, immunoblotting, and IIF. IgG-
ACA was detected to be 85% by ELISA
with cloned C-terminal CENP-B antigen,
95% by immunoblotting with HeLa chro-
mosomal proteins, and 100% by IIF with
HEp-2 cells. These results indicate that
among the above detection systems, im-
munoblotting seems to display a compa-
rable sensitivity for the detection of these
autoantibodies, even if these antigens have
some conformational epitope (described
below).

Epitope mapping studies have been
performed more extensively with B-cell
than with T-cell studies because au-
toantibodies (B cells) are easy to han-
dle. Various approaches have been used
for the studies; for example, deletion-
type immunoblotting experiments with
recombinant fragments of the autoanti-
gen and ELISA with synthesized peptides

covering the whole sequence of the au-
toantigen. The former method somehow
detects conformational epitopes, consist-
ing of amino acid residues from distant
regions in the sequence of a protein that
are spatially juxtaposed upon, while the
latter method is suitable for the detection
of linear epitopes in the primary structure
of a protein. Since the epitope regions are
renatured to some extent during protein
transfer and while blocking the mem-
brane, the immunoblot analysis can reveal
the linear and conformationally reversible
epitopes.

The major autoantigens associated with
scleroderma are shown in Table 1: topo
I, CENP-A, CENP-B, CENP-C, 75 kDa
and 100 kDa antigens of PM/Scl, and
fibrillarin. Epitope analyses of the epi-
tope structure for these autoantigens at
the molecular level would provide a sig-
nificant insight into the interactions be-
tween the antigen and the autoantibodies.
What are the trigger components lead-
ing to autoimmune response? (pathogens?
or the antigens themselves?) Are there
some characteristic features of struc-
tures targeted by autoantibodies? How
are autoantibodies related to the disease
process? We focus on the epitope struc-
ture of scleroderma autoantigens, mainly
describing the analysis of centromere
antigens.

2
Centromere Antigens

2.1
Autoimmunity against Centromere
Antigens

The attachment site of spindle micro-
tubules on mitotic chromosomes is called
the centromere. The centromere has a
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central role in the pairing and disjunc-
tion of daughter chromosomes in mitosis
and meiosis. The human centromere at the
metaphase chromosome has a trilaminar
disk-shaped structure that was revealed on
electromicroscopic observation, which is
called the kinetochore.

Moroi et al. first reported ACA in
the sera of patients with scleroderma
in 1980. ACA is recognized as a ‘‘dis-
ease marker’’ antibody of limited cu-
taneous scleroderma, which was for-
merly called CREST syndrome. In addi-
tion, ACA are indispensable probes for
the analysis of the structure of the cen-
tromere/kinetochore.

The IIF pattern by ACA is discrete
speckled nucleoplasmic staining in in-
terphase cells and strong centromeric
dots decorated in the metaphase plate

(Fig. 1a). Three major target autoantigens,
centromere protein (CENP)-A, B, and C,
have been identified with ACA-positive
sera. Earnshaw et al. first isolated cDNA
encoding CENP-B, the 80 kDa human
centromere autoantigen, by expression
cloning. Next, Saitoh et al. isolated cDNA
clones that encode the human CENP-C,
140 kDa human centromere autoantigen,
with immunoscreening. As for CENP-A,
the 17 kDa histone-like centromere anti-
gen, Sullivan et al. cloned its bovine cDNA
using PCR with degenerated oligonu-
cleotides derived from the amino acid
sequences previously reported by Palmer
et al. and isolated its human homologue.
These three antigens exist in the cen-
tromere during cell cycles (Fig. 2). In
contrast, the 330 kDa CENP-F antigen lo-
calizes in the centromere from metaphase

Microtubules

Kinetochore Pairing
domain

Central
domain

Inner plate
Outer plate

CENP-F

Fibrous
corona 

CENP-A
CENP-C
CENP-H

CENP-E

CENP-B
HP1HSa

INCENPs

Fig. 2 Centromere domain and centromere antigens. Elements of centromeric region are
depicted mainly for CENPs and autoantigens. Centromere proteins are divided into two
groups: one is the constitutive proteins, for example, CENP-A, -B, -C, and -H, and another is
the chromosome passenger proteins, for example, CENP-E and -F. Some proteins shown
here have not been reported as autoantigens, for example, CENP-H and INCENPs.
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to anaphase. Rattner et al. reported that
autoantibodies to CENP-F were found
mainly in patients who suffered from
malignant tumors but not systemic au-
toimmune disease and rarely found them
in ‘‘classical’’ ACA-positive sera, which de-
tect CENP-A, B, and C. Its cDNA was also
isolated by immunoscreening with human
autoantibodies, while a cDNA that encoded
human CENP-E was isolated using exper-
imentally induced monoclonal antibodies
by immunization of fractionated chromo-
somal proteins. CENP-H cDNA was inci-
dentally obtained by differential display.
cDNA clones of CENP-D and -G, which
were also shown to be recognized by ACA,
have not been obtained. Although sev-
eral proteins that are not named ‘‘CENP’’
are known to exist in the centromere
region – centromere-chromatin proteins
and centromere-associated proteins – they
are rarely targeted by ‘‘classical’’ ACA.

2.2
CENP-B and B-cell Epitopes

We start with CENP-B epitopes since its
gene was cloned at first and has been
most extensively studied. CENP-B has

599 amino acid residues and an appar-
ent molecular mass of 80 kDa, larger than
the predicted molecular weight of 65 kDa.
This antigen was used for the demon-
stration of the direct interaction between
the constitutive centromeric protein and
centromeric satellite DNA (alphoid DNA).
Alphoid DNA is a long, tandemly re-
peated DNA family based on a 171 bp
fundamental monomer repeat unit. The
alphoid DNA family in humans is com-
posed of many subclasses, which share
varying degrees of sequence homology
(60–90%) and have been localized to the
primary constriction (centromere) of spe-
cific chromosomes. Masumoto et al. found
that the CENP-B antigen directly interacts
with an alphoid DNA and they named
the 17 bp motif required for the specific
binding ‘‘CENP-B box.’’ The DNA bind-
ing domain of CENP-B is located within
the N-terminal 125–amino acid region
containing 4 potential α-helices. On the
contrary, the C-terminus of the protein
from 541 to 599 amino acids forms a ho-
modimer by itself (Fig. 3). Thus, CENP-B
was presumed to contribute to the forma-
tion of the heterochromatin structure in
the centromere region, binding to alphoid

1 125 541

DNA
binding domain

Dimerization
domain

403 507 599
466 539

535 599438 4921 73

Epitope III + IV Epitope II Epitope I

Fig. 3 Functional domains and autoepitopes of CENP-B. The top rectangle represents the
full-length human CENP-B antigen. Two horizontal lined boxes show highly acidic regions.
Major autoepitopes, which are recognized by more than 50% of ACA, are shown as black
bars. Minor epitope, which is recognized by less than 50% of ACA, is shown as a white bar.
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DNA at the N-terminus, and forming a
homodimer at the C-terminus.

Epitope mapping of CENP-B were con-
ducted to deduce the important anti-
genic regions for autoimmunity reactions
against human centromere. Bacterial re-
combinant proteins expressed from a set
of truncated CENP-B cDNAs were used
for immunoblotting analysis. From the
C-terminus to the N-terminus, four rep-
resentative epitopes have been shown,
epitopes I to IV. Epitopes III and IV
locate in the N-terminal 73 residues cor-
responding to the N-terminal half of the
DNA binding domain. They are overlap-
ping since the N-terminal boundary of
epitope III has not yet been precisely
determined. Interestingly, the inhibitory
effect of the patients’ sera containing an-
tibodies against epitopes III and/or IV
on the DNA binding activity was shown
in vitro, while no inhibitory effect was
observed with ACA-positive sera without
reactivities to these epitopes. Epitope III
plus IV (1–73) reacts with ∼75% of the
ACA-positive sera. In contrast, almost all
ACA sera reacted with the region span-
ning amino acids 535 to 599, the epitope
I, which corresponds to the region re-
quired for its homodimerization. In order
to restrict a minimal region of epitope I,
further studies for epitope mapping were
performed but no shorter reactive region
in epitope I was identified. The epitope
I, a major epitope of CENP-B, is used as
a substrate of ELISA for ACA for clini-
cal use.

CENP-B is a highly conserved protein
through species. The similarity of the
amino acid sequences of CENP-B between
mouse and human are 96%. Amino acid
sequences of the epitopes I, III, and IV
are identical between the two species. In
contrast, the epitope II (438–492), which
is only reactive to the minority of ACA,

is called a ‘‘human specific’’ epitope be-
cause the antibody to this region did not
react to mouse centromere. Actually, this
epitope has lower homology to amino
acid sequences for CENP-B between hu-
man and mouse. This fact supported an
idea that the autoantibodies were derived
from stimulation of the autoantigen it-
self, consistent with the ‘‘antigen driven
theory.’’ In addition, the antigenic pleural
sites in a single molecule also supported
this theory. For ordinary antibodies’ and
antigens’ interaction, 15 to 24 residues of
the antigen participate in antibody bind-
ing. As for the epitopes I and II, we
could not limit the region below the 30 to
40 amino acid length. These results sup-
ported the idea that some conformational
structures in the epitopes were required
for the interaction between the antibodies
and antigens.

In order to confirm the importance
of protein conformation for antigenic-
ity, we tried a DNA immunoprecipitation
method for quantitative assays of ACA.
A 32P radio-labeled 59 bp oligonucleotide
probe, including the 17 bp motif of the
CENP-B box, bound with cellular puri-
fied CENP-B proteins was immunopre-
cipitated and the radioactivity was used
for the estimation of anti-CENP-B/DNA
complex–antibody activity. Even though
no ACAs reacted to only DNA molecules,
a few sera without reactivities to CENP-B
in immunoblotting methods did immuno-
precipitate the CENP-B/DNA complex.
Such a discrepancy of results between the
DNA immunoprecipitation method and
the immunoblotting as well as that rela-
tively long stretches of amino acids were
required for epitope mapping led us to an
idea that the conformational structure was
critical for the epitope targeted by some
autoantibodies.
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2.3
CENP-C and B-cell Epitopes

CENP-C is an essential component of the
inner plate of the trilaminar structure of
the kinetocore. It is required for main-
taining proper kinetochore size and is
implicated in the metaphase-to-anaphase
transition in mitotic cells by stabilizing
microtubule attachments. It also has a
DNA binding domain and a region that
contributes to the formation of the ho-
modimer as described above for CENP-B.
CENP-C has 943 amino acids and an
apparent molecular mass of 140 kDa in
SDS-PAGE, quite larger than the molec-
ular weight derived from the sequence.
Autoepitopes of CENP-C were mainly re-
stricted to three regions that correspond
to functional domains (Fig. 4). Epitope 1,
the first major epitope, resides at the N-
terminus (74–244 a.a.) that corresponds
to the presumptive instability domain re-
ported by in vivo analysis. Epitope 7 located
at the central part (396–552 a.a.) con-
tains the DNA binding domain, which
was recently shown to bind the alphoid
DNA selectively – the CENP-C region be-
tween amino acids 410 and 537. Together
with CENP-B, CENP-C associates with

the centromeric alphoid DNA in vivo and
defines a highly structured organization
within the human centromere. Epitope 9,
the other major epitope, locates in the
C-terminal region that contributes to the
formation of the homodimer. This epitope
spanning a 124 amino acid stretch from
476 to 599 is the second major epitope.
Autoimmunity to this region was quite
unique.

By immunoblotting, the reactivities be-
tween monomer and homodimer formed
by chemical cross-linking were compared.
The reactivities as well as the frequen-
cies of the antibodies against the dimer
form were obviously higher in both IgG
and IgM responses. Interestingly, GroEL
protein, which is a heat-shock chaperon
protein of E. coli, was copurified with the C-
terminal region. When purified antibodies
against the dimer in a liquid phase contain-
ing GroEL were applied to various assays
to detect ACA, they did not react to the
recombinants but very weakly recognized
cellular CENP-C by immunoblotting. Fur-
thermore, they did show centromere stain-
ing in IIF analysis. These results suggest
that these purified antibodies recognize
predominantly native forms of centromere
structures. Therefore, there are assumed

1 323 410 537 584 943

Instability domain Dimerization
domain

820 943396 55274 244

DNA 
binding domain

Centromere
binding domain

Fig. 4 Functional domains and autoepitopes of CENP-C. The top
rectangle represents the full-length human CENP-C antigen. Major
autoepitope, which is recognized by more than 50% of ACA, is shown as
a black bar. Minor epitope, which is recognized by less than 50% of ACA,
is shown as a white bar. For the epitope at the C-terminus, the dimer
form is recognized by around 50% of ACA (see text).
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to be three different types of epitopes on
the C-terminus, each specific to a linear
sequence, a three-dimensional structure
newly formed by a dimer complex, and
the conformational structure formed by a
macromolecular complex in the presence
of GroEL.

2.4
CENP-A and B-cell Epitopes

CENP-A is also a component of the inner
plate of the trilaminar structure of the
kinetocore. It has 140 amino acids and
a molecular weight of 17 kDa (Fig. 5).
Because of the presence of the region
homologous to histone H3 in the C-
terminal half, it is considered to function
as a centromere-specific core histone. This
region shares 62% identity with histone
H3 and is called the histone fold domain.
Although the N-terminal region from
1 to 48 residues is unique for CENP-
A, its localization to the centromere is
dependent on the histone fold domain.
Nevertheless, the two-third part of the C-
terminal peptide of CENP-A showed no
reactivity to ACA.

The basic amino acids in the N-
terminus may be involved in the pro-
tein–protein interaction with an acidic
protein(s) or the DNA binding activities.
Brendel et al. suggested that autoanti-
gens generally contain more long charge
runs or clusters of charged groups, which
may be exposed on their surface and be

strongly immunogenic, and consist of ex-
tended surface structures that are charge-,
proline-, or glycine-rich. Two peptides
composed of amino acid residues 3 to 17
(named peptide A) and residues 25 to 38
(peptide B) were synthesized and exam-
ined for the reactivity to ACA. Peptide A
contains seven arginine (R), one lysine,
and three proline (P), and two repeats
of PRRRS. Peptide B has a few charged
residues (two arginine and one histidine)
but contains two dipeptide Pro-Ser or one
Ser-Ser, leaving each of the three residues
(PSXXXPSXXXSS) and two repeats of Gly-
Pro-Ser. Interestingly, nearly 90% of ACA
showed reactivity to both peptides. These
two, epitopes 1 and 2, are the major au-
toepitopes. Peptide A was further used
by Valdivia et al. to produce experimental
ACA in rabbits and its strong antigenicity
was demonstrated. Additional epitope(s)
is present in the region between 39 to
52 amino acid residues, but very minor
populations of ACA have reactivities.

2.5
Centromere-associated Autoantigens

Heterochromatin protein 1 (HP1) was first
identified in Drosophila as a nonhistone
chromosomal protein that functions in
the establishment and maintenance of
higher-order chromatin structures play-
ing a role in chromosome segregation
and gene silencing. Three related pro-
teins homologous to Drosophila HP1

Fig. 5 Functional domains and
autoepitopes of CENP-A. The top
rectangle represents the full-length
human CENP-A antigen. Major
autoepitopes, which are recognized by
more than 80% of ACA, are shown as
black bars.
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have been found in humans. They are
closely related and contain two functionally
important and conserved domains: N-
terminal chromo and C-terminal chromo
shadow domains. Three human homo-
logues HP1HSα , HP1HSβ , and HP1HSγ

are targeted by ‘‘antichromo antibodies’’
in a subset of ACAs. Interestingly, an-
tichromo antibodies are always associated
with ACAs. Furuta et al. reported that 20%
of ACA-positive sera also had antichromo
antibodies that targeted p23 (HP1HSγ ) and
p25 (a mixture of HP1HSα and HP1HSβ ).

HP1HSα , which has 191 amino acids,
was used for epitope mapping with im-
munoblotting. Regions 1 (16–43) and 2
(106–191) were found to be important for
autoepitopes and in the two conserved
regions: chromodomain (13–78) and
chromo shadow domain (114–179). Since
HP1HSα localizes in the inner centromeric
region of mitotic chromosomes and an-
tichromo antibodies are exclusively found
in ACAs, ACA is likely to recognize macu-
lomolecular antigenic complexes. Interest-
ingly, some ACA-positive sera were found
to develop antichromo antibodies after a
long period. This phenomenon implies
‘‘epitope spreading,’’ which means that the
epitope is spreading to another molecule
or to domains of the same molecule.

Another autoantigen targeted by a mi-
nor subset of ACA has been characterized
by ACA-positive patients. This antigen,
p27, has 199 amino acids with a pre-
dicted molecular weight of 22 kDa and
was nomenclatured ‘‘SSSCA1’’ (Sjögren
syndrome/scleroderma autoantigen 1).
Many charged residues (17 acidic and
12 basic) are present in the N-terminal
region (7–83 a.a.) and two short Pro-
rich stretches are present in the remain-
ing region (113–122 and 138–145 a.a.).
So far, it is not known whether p27
is a structural component such as a

centromere-associated protein; however,
the exclusive association between anti-
bodies against p27 and the centromere
is suggestive of a biological interaction
between these antigenic molecules. Inter-
estingly, Zhou et al. showed that p27 as
well as CENP-B, fibrillarin, and RNA poly-
merase II was overexpressed in fibroblasts
from scleroderma patients.

3
Topoisomerase I

3.1
Autoimmunity against Topoisomerase I

In the eukaryotic cell, the topological
status of DNA is modulated by DNA
topoisomerases. Topo I causes a single-
strand break, which can allow the two
sections of DNA helix on either side of
the nick to rotate freely relative to each
other. This enzyme plays important roles
in chromatin organization, DNA replica-
tion, recombination, and transcription. It
localizes in the nucleoplasm, nucleolus,
and nucleolar organizing regions, giving
IIF staining patterns of speckled nucleolar
and densely speckled nucleoplasmic dec-
oration (Fig. 1b). Racial differences in the
prevalence and autoepitopes of anti-topo
I antibodies are noted. Immunoglobu-
lin isotypes are IgG, IgA, and IgM, and
their frequencies are IgG >= IgA � IgM.
Isotype switch with persistence of IgG ex-
pression in longitudinal studies and the
presence of all four IgG anti-topo I sub-
classes suggest chronic B-cell stimulation
by antigen-driven mechanism.

3.2
B-cell Epitope

Topo I, a 105 kDa polypeptide, has 4 major
domains: the N-terminal domain (1–200
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a.a.), the globular core (200–635 a.a.), a
small linker domain (636–712 a.a.), and
the C-terminal domain (713–765 a.a.).
The globular core and the C-terminal
domains are responsible for the cat-
alytic activity. The active site of human
topo I is a tyrosine residue at posi-
tion 723.

A number of studies have shown that
anti-topo I antibodies recognize multi-
ple epitopes on the entire molecule of
topo I, although the ethnic backgrounds
and the sites of recombinant topo I
fragments used were various. Major epi-
topes, which are recognized by more
than 80% of anti-topo I–positive pa-
tients’ sera, have been determined in
the central part of the molecule – the
globular core domain. All these de-
fined epitopes contain the region 484
to 560 a.a. Interestingly, residues 440 to
614 share significant structural similar-
ity with the bacteriophage family of DNA
integrases.

The N-terminal domain is highly
charged and contains several nuclear-
targeting signals. This domain is also
antigenic and reactive to more than 70% of
autoantibodies against topo I: for example,
1 to 229 a.a., recognized by 74% sera; 1
to 139 a.a., recognized by 74% sera; 74 to
248 a.a., recognized by 86% sera.

The third epitope is located at the
C-terminal domain. Sixty to 70% sera
reacted to the region 657(8) to 765 a.a.
Since the antigenicity of truncated peptide
(658–700 a.a.) was reduced to ∼40% of
anti-topo I antibodies, the C-terminal half
of this region is likely to contribute the
antigenicity of topo I. Interestingly, the
eight residues (717–724 a.a.), including
the active site tyrosine723, are also similar
to the DNA integrase. In fact, most anti-
topo I sera inhibit the relaxation activity of
this enzyme in vitro.

3.3
T-cell Response

Autoreactive T-cell responses to topo I have
been extensively studied by the group of
Dr Wright. Kuwana et al. showed by pe-
ripheral blood mononuclear cell (PBMC)
cultures with recombinant topo I and poke-
weed mitogen that HLA-DR-restricted col-
laboration between topo I–specific T- and
B cells is essential for the antibody produc-
tion in scleroderma patients with anti-topo
I antibodies. T- and B-cell epitopes are
located in close proximity on the topo I
molecule. Autoreactive T cells are of the
CD4+ helper phenotype, recognize ma-
jorly fragments F5 and F6 (209–386 a.a.
and 363–563 a.a. respectively), and express
highly restricted T-cell receptor β-chain
variable gene fragments (Vβ20.1). Surpris-
ingly, these features are almost common
in scleroderma patients and healthy indi-
viduals. That is, the topo I–specific T-cell
responses are detected in healthy individ-
uals with the appropriate HLA-DR alleles.
T-cell clones from healthy individuals can
also provide help to HLA-DR-matched
patients’ B cells in producing anti-topo
I antibodies through a CD40-dependent
mechanism.

The ability to promote anti-topo I au-
toantibody production is strictly correlated
with IL-2 and IL-6 expression by the T-cell
clones. Most topo I–specific T-cell clones
express both Th1 and Th2 cytokines, and
the patterns of cytokine expression are het-
erogeneous, supporting the concepts that
the human T-cell cytokine profile is not
controlled by a simple binary switch be-
tween two sets of genes, each cytokine gene
expression is regulated independently, and
synergy between T cells with complemen-
tary cytokine production plays a role in
regulating B-cell function. According to ki-
netic studies, it is strongly suggested that



494 Autoimmunity in Scleroderma

topo I–reactive T cells having a strong
helper activity are selectively expanded in
patients with anti-topo I antibody. Also
interestingly, for autoreactive T-cell re-
sponses, antigen forms (native full-length
vs fragmented) and cells of antigen presen-
tation (dendritic cell vs antigen-presenting
cell in PBMC = monocytes and B cells)
are critical. The fact that fragmented
recombinant protein strongly induces T-
cell responses suggests cryptic epitopes
(see Chapter 6) recognized by autoreactive
T cells.

4
Scleroderma-associated Nucleolar
Autoantigens

4.1
Fibrillarin

Fibrillarin is a 34 kDa protein that de-
rives its name from its localization to
both the fibrillar center and dense fib-
rillar component of the nucleolus. It
is associated with U3 and other small
nucleolar RNAs (snoRNAs) required for
rRNA processing. Kasturi et al. showed,
using an immunoblot with recombinant
fragments, that antifibrillarin antibodies
reacted primarily with epitopes present in
the N- (1–80 a.a.) and C- (276–321 a.a.)
domains of fibrillarin in addition to
a minor epitope at an internal region
(149–229 a.a.).

Autoantibodies against fibrillarin can
also be induced in H-2s mice by treat-
ment with mercuric chloride (HgCl2).
Immunoprecipitation studies with trun-
cated yeast fibrillarin shows similar recog-
nition of a conserved conformational
determinant of antifibrillarin responses
in murine HgCl2 –induced autoimmu-
nity and human scleroderma. However,

the target of the autoantibodies is not a
fibrillarin–mercury complex even though
a metal–protein interaction does occur.
Proteolytic cleavage of fibrillarin follow-
ing xenobiotic-induced cell death can
lead to the generation of novel protein
fragments that obtain more appropriate
immunogenic activity. These studies by
Pollard et al. suggest that cryptic pep-
tides (see Chapter 6) would serve as
antigenic determinants for autoreactive
T cells.

4.2
PM/Scl Antigen

A nuclear/nucleolar particle termed
PM/Scl has been shown to immunopre-
cipitate a complex of 11 to 16 polypeptides
ranging from 20 to 110 kDa. The PM/Scl
complex is the human homologue of
the yeast exosome, which is an RNA-
processing complex. In immunoblotting
studies, two major antigenic polypep-
tides have been shown – a 100 kDa anti-
gen (PM/Scl-100) recognized by most
anti-PM/Scl sera and a 75 kDa antigen
(PM/Scl-75) recognized by around half
the sera. According to epitope mapping of
PM/Scl-75 by Alderuccio et al., the major
epitope was estimated to be present within
the C-terminal 160 amino acid residues.
Of eight anti-PM/Scl sera, however, only
two sera react with the cellular 75 kDa
antigen as well as the C-terminal region.
Interestingly, three additional anti-PM/Scl
sera displayed a weaker reactivity with
the entire PM/Scl-75 recombinant protein,
suggesting the existence of another epi-
tope in the N-terminal half. By mapping
studies of PM/Scl-100 with truncated re-
combinant proteins, Bluthner and Bautz
mapped two autoepitopes on the recom-
binant PM/Scl-100: one antigenic domain
between amino acids 153 to 324 recognized
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by all anti-PM/Scl–positive sera, another
domain between amino acids 492 to 703
recognized by the minority of sera. Ge
et al. identified three antigenic regions;
156 to 312, 507 to 749, and 750 to 882.
Using synthetic peptides, Bluthner et al.
demonstrated that a cluster of epitopes
is located between amino acids 166 and
245 and that the second cluster is lo-
cated between 672 and 866. Among them,
a major epitope is located between 231
and 245, which is suggested to form a lo-
cal α-helical secondary structure. Recently,
anti-PM/Scl antibodies are shown to rec-
ognize also other components in human
exosome.

5
Molecular Mimicry and Scleroderma
Autoantigens

Production of some autoantibodies has
been considered to be caused by cross-
reactivity between viral or bacterial protein
and autoantigen, which were named molec-
ular mimicry. The concept of molecular
mimicry was first tested in an exper-
imental animal model of autoimmune
encephalomyelitis in 1985, and since that
time, substantial evidence has accumu-
lated such that it has become the favored
mechanism for causing some autoim-
mune diseases. If the first reaction was
initiated by a foreign stimulus, the major
epitope would have a similar antigenic-
ity to the true antigen as a reminiscence
of the primary immunization. However,
recent epitope-mapping studies indicate
that none other than the antigen molecule
itself is a trigger molecule as for autoim-
munity in systemic autoimmune diseases.
Maul et al. reported that the sequence
spanning 741 to 746 in the C-terminal
region of topo I matches a sequence
present in mammalian retroviral p30gag

core nucleoprotein. However, antibodies
reacting to the sequence are shown to
be rare in anti-topo I autoantibodies,
and topo I fragments containing this se-
quence were rarely recognized by periph-
eral blood T cells from anti-topo I–positive
patients.

Because the two autoepitopes of CENP-
A have been restricted to small peptide
regions, its possible molecular mimicry
was explored. A variety of autoantibodies
has been described in hepatitis B and C
for ages and we found that major epi-
topes of CENP-A, peptides A and B, are
homologous to the core antigens of hep-
atitis B virus (HBV) and hepatitis C virus
(HCV). Especially, the HCV core antigen
contains a sequence similar to peptide B
and the PRRRS sequence that repeats in
peptide A. However, the corresponding
regions of viruses were not generally rec-
ognized by HBV- or HCV-infected sera
according to the previous epitope-mapping
studies of hepatitis patients. Detailed map-
ping studies by Mahler et al. showed
that the CENP-A major epitope motif
(GPXRX) was present in Epstein–Barr
nuclear antigen 1. However, the gradual
development of ACA in a patient from
an antihistone response was not mediated
by the molecular mimicry mechanism re-
sulting from an anti-Epstein–Barr virus
response.

6
Apoptosis and Scleroderma Autoantigens

A lot of evidence suggests the involve-
ment of biochemical events activated dur-
ing apoptosis (programmed cell death),
such as caspase activation in the gener-
ation of particular autoantigens targeted
in systemic autoimmune diseases. Selec-
tive substrate phosphorylation/association
to splicing factors has been seen to be
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a crucial event for production of some
autoantibodies. During apoptosis, for ex-
ample, the lupus autoantigens cluster and
become concentrated in the surface blebs
of apoptotic cells where several of these
molecules are specifically cleaved by pro-
teases of the interleukin 1β –converting
enzyme family. Lymphocytes are educated
not to react against immunodominant epi-
topes of autoantigens and consequently au-
toantibodies are not produced. However,
the fragmentation of specific autoantigens
as a result of apoptosis can generate cryp-
tic epitopes, which may break tolerance to
autoantigens.

Casciola-Rosen et al. demonstrated that
scleroderma autoantigens (topo I, the large
subunit of RNA polymerase II, NOR-90)
are fragmented in the presence of reac-
tive oxygen species (ROS) and specific
metals, such as copper and iron. They
propose that the autoantibody production
in scleroderma is induced and driven by
cycles of ischemia/reperfusion generating
ROS. The observation that scleroderma au-
toantigens are enriched in nucleoli should
be noted since they colocalize with sites
of high-affinity metal binding. Fibrillarin
can also be fragmented and can acquire

high immunogenicity during apoptosis
induced by administration of mercury (see
Chapter 4.1).

Although a number of autoantigens
have been shown to be cleaved by cas-
pases during apoptosis, susceptibility to
cleavage by caspases is not considered to
be a general feature of autoantigens due
to the reasons that (1) caspases during
all forms of apoptosis produce identical
fragments of autoantigens and (2) several
autoantigens (e.g. CENP-B, fibrillarin) can-
not be cleaved by caspase. Casciola-Rosen
et al. found that several autoantigens are
exclusively or preferentially cleaved by
Granzyme B, which is a serine protease
found in the cytoplasmic granules of cy-
totoxic T lymphocytes and natural killer
cells, and induces apoptosis in target cells
during granule exocytosis–induced cyto-
toxicity. The function of Granzyme B is
achieved partly by catalyzing the cleav-
age and activation of several caspases,
as well as through caspase-independent
pathways. Also, for scleroderma autoanti-
gens, cleavage by Granzyme B is strongly
predictive as shown in Table 2. B-cell epi-
topes of these antigens are believed not to
be hidden in the intact molecule because

Tab. 2 Scleroderma autoantigens cleaved by granzyme B.

Autoantigens Cleavage site

Topoisomerase I IEAD15-Fa

Fibrillarin VGPD184-Ga

PM/Scl-100b VEQD252-M
CENP-Bb VDSD457-E
CENP-C ITQD452-Ec, VGHD607-Ec, LESD621-Ec, LSPD775-Tc, LDND804-Ec, VGQD888-Ic

PM/Scl-75 LEND188-Qc, LEPD321-Kc

p27 (SSSCA1) LDSD79-Vc

aCleaved sites are experimentally defined by Casciola-Rosen et al.
bCleavage by Granzyme B was confirmed by Casciola-Rosen et al.
cPossible cleaved sites according to the consensus sequences.
As for CENP-A and HP1HSα,β,γ , no consensus sequences are found.
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(1) most antibodies do not preferentially
recognize cleaved forms, (2) most autoepi-
topes are the functional sites of antigens,
and (3) cleavage sites are not associated
with the major epitope region (Tables 1
and 2), although we cannot speculate on
conformational change induced by cryptic
peptides. Although the preferential au-
toantibodies against Granzyme B-cleaved
CENP-C in scleroderma patients with is-
chemic digital loss were recently shown,
the theory that Granzyme B-generated
fragments serve as a source of T-cell
antigenic determinants is more relevant
as shown in the study of topo I (see
Chapter 3.3).

Investigations of early-involvement le-
sions in scleroderma suggest that apop-
tosis of endothelial cells, possibly caused
by cytotoxic antiendothelial cell antibod-
ies, may occur before the infiltration
of lymphocytes. Although a direct role
for the antibodies inducing apoptosis in
vivo remains to be elucidated, the re-
cent report by Lunardi et al. showed that
antibodies in scleroderma patients, re-
acting with the human cytomegalovirus
late protein UL94, cause apoptosis of en-
dothelial cells through specific interaction
with the cell-surface integrin–NAG-2 pro-
tein complex. Other than protein cleavage
described above, recent studies showed
that, in the case of infection of herpes
simplex virus type 1, viral immediate-
early protein ICP0 induced degradation of
CENP-A and CENP-C by a proteasome-
dependent manner. This is one of the
cases in which viral infection can in-
duce an altered autoantigen. In order
to clarify the pathogenesis of sclero-
derma, further studies especially to reveal
mechanisms of exposure of a cryptic epi-
tope and its reactive T-cell activation are
needed.

See also Antigen Presenting Cells
(APCs).
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Keywords

Bacterial Isolation
This is he separation from a sample of one or more bacterial species. The basis of the
separation is ability of these isolates to grown under selective conditions. This
selectivity can be physical, chemical or biological in nature.

Bacterial Culture
A particular strain or kind of bacteria growing in a laboratory medium. It is usually
assumed that the bacteria is growing in pure culture, without contamination.

Microscopy
The observation of bacteria requires the use of microscopy. A number of methods can
be used to enhance the appearance of bacteria under the microscope. Simple or
complex stains are widely used.

Population Estimation
Determining the numbers of bacteria present in a sample is often required. A number
of techniques can be used including direct microscopic counts, dilution plate counts,
absorbance and most probable numbers. Each can give useful estimates of population
increases and hence growth rates.

Biochemical Characterization
Microscopic observations rarely allow bacterial identification to the genus level. The
metabolic activities and other characteristics of the bacteria are also required.
Biochemical characterization of the bacteria assits in the identification of the organism.

� This chapter provides essential information to help the researches in the successful
culturing of a wide range of bacteria. It includes guidance on the isolation, culturing,
microscopic examination, characterization and identification of bacteria.
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1
Cultivation of Bacteria

1.1
Introduction

Much of microbiological work depends
upon the maintenance of pure cultures
of microorganisms. Aseptic technique is
largely a matter of commonsense, but
the following points should be borne
in mind:

• Clean air contains many bacterial and
fungal spores, carried on dust parti-
cles or in water droplets; any surface
exposed to the air quickly becomes
contaminated. Instruments that can be
sterilized by heating in a Bunsen flame,
for example, inoculating loops, can be
left exposed, but must be flamed thor-
oughly before use. Items that cannot be
treated in this way, for example, pipettes
should be sterilized in wrappings or
containers.

• Microbial contamination in the labo-
ratory is most often due to currents
of unsterile air. The chief merit of
inoculation cabinets therefore lies in
the protection they give from draughts.
This protection can be supplemented
by keeping all windows and doors shut
and by cutting down personal move-
ment within the laboratory.

Prior to identification it is often neces-
sary to obtain pure cultures of bacteria
growing on plates containing a suitable
nutrient medium. Bacteria display many
variations of the major nutritional require-
ments and so the utilizable sources of
energy also vary. However, the media
for the cultivation of bacteria must con-
tain (1) water; (2) some source of energy,
usually as a carbon compound; (3) other
essential elements such as N, S, P, K,

Na, Mg, Ca, Fe and Cl in balanced
proportions. Some bacteria also require
vitamins. In preparing the media, chemi-
cals of defined composition are preferred
to those of undefined composition. How-
ever, since the nutritional patterns of all
bacteria are not sufficiently well known,
it is often necessary to use substances
of unknown composition, for example,
peptone. In addition, media are often so-
lidified with complex substances like agar.
Most chemicals should be dissolved in dis-
tilled or demineralized water. Tap water
may contain toxic elements, particularly
copper.

Most bacteria can only grow within
a restricted pH range, and are usually
intolerant of acid conditions. The reaction
of the medium must be adjusted so that
the final pH after sterilization is between
6.8 and 7.2, unless a different reaction
is needed for some special purpose. If
a medium contains substances that may
become more acid during sterilization, it
is usually adjusted to a pH value about 0.2
greater than that required, that is, 7.0 to
7.4. Buffers are often required to facilitate
the growth. This is particularly true of
media composed of simple compounds or
media in which acid-producing bacteria
are cultivated.

1.2
Cultures

Liquid media (broths) are distributed in
flasks or tubes plugged with nonabsorbent
cotton wool or plastic caps. Liquid medium
can be solidified with agar (1.0–2.0%).
Agar is an extract of seaweed and is a
sulfate ester of a linear galactan, though
contaminated with other organic impuri-
ties. Generally, agar can be regarded as
inert. Agar gels liquefy between 96 and
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100 ◦C, but do not set until their tempera-
ture has dropped to 42 ◦C.

Occasionally, it may be necessary to
exclude all organic material (including
agar) from the media. In this case, silica
gel can be used to solidify the medium.
Na2SiO3·9H2O (13.4 g) is dissolved in
100 mL distilled water. The pH must be
adjusted to 10.0 using cation-exchange
resin AG50 WX-8 (Bio-Rad Laboratories)
under constant mixing. After 30 min, the
pH of the resin must be readjusted to
10.0. The resin must then be removed
by filtration using Whatman No. 1 filter
paper. After the addition of appropriate
nutrients for bacterial growth, sterilization
is achieved by filtration through a sterile
membrane filter (0.45 µm). The pH of the
solution is then adjusted to 7.0 using phos-
phoric acid (5 M). Finally the medium is
poured and allowed to gel (40 min at room
temperature).

Solid media can be used in a variety
of ways:

Slope cultures. Tubes or small bottles
containing 6 mL of medium are heated
to melt the agar. This is allowed to set
in a sloping position, thus increasing the
surface area of the medium for the growth
of bacteria.

Deep stab cultures. Tubes or bottles con-
taining 10 to 15 mL of solid medium
are heated and the molten medium
is allowed to cool to 45 ◦C. While
still liquid, the medium is inoculated,
mixed well by rotating the tube be-
tween the hands, and then allowed to
set.

Plate cultures. About 15 to 20 mL of
solid medium are needed for each 9-cm
petri dish. The medium is melted and
cooled to 45 ◦C and poured into the dish.
Hot media must never be poured since

water may condense inside the lid. The
medium can be inoculated in several
ways:

1. The inoculum is first placed in the petri
dish and then the medium is poured
over. To ensure even distribution of
the inoculum, the plate is moved
gently with a rotating movement. This
method is used when all the bacteria
in a measured inoculum are required
to grow into separate colonies, for
example, a dilution-plate count.

2. Alternatively, the agar can be inoculated
by the poured plate or the streak plate
methods, which are described below.

1.3
Culture Incubations

Cultures should be incubated at the opti-
mum temperature for growth or for the
specific activity being studied. Pathogens
and commensal species grow best at body
temperature, that is, 37 ◦C. Soil organisms
and plant pathogens are incubated at 20 to
25 ◦C.

1.4
Types of Media Used for Growing Selected
Bacteria

Bacteriological media are frequently clas-
sified as complex or defined according
to their chemical composition. A com-
plex medium is one that contains such
ill-defined substances as yeast or beef ex-
tract, while a defined medium can have 10
to 20 different chemicals present, but the
identity of each is known. All of the most
widely used media are available from a
range of supplies, some of which are listed
in Appendix 1.



Bacterial Cell Culture Methods 507

2
Methods of Bacterial Isolation

2.1
Sterilization

Media are usually sterilized after distribu-
tion into bottles, tubes, or flasks. Sterile
media may be transferred aseptically into
previously sterilized containers. Table 1
lists the methods commonly used for the
sterilization of media.

2.2
Purification of Bacteria from Contaminated
Cultures

Progressive dilution is the basis of isolation
techniques. This can be applied as follows:

Poured plate method
• Melt and cool to 45 ◦C three tubes of

an agar medium. Inoculate one tube
with one loopful of the suspension and
mix well by rotating it between the
hands.

• Flame the loop thoroughly and transfer
one loopful of the mixture from the first
tube to the second. Mix again.

• Repeat for the third tube. Pour the
contents of all the tubes into the sterile
petri dishes and allow the contents
to set.

• The second or third plate should
show well-separated colonies after in-
cubation. Distinct colonies can then
be picked off and examined. If the
suspension is very heavy, initial dilu-
tion in sterile saline may have to be
made.

The streak plate method. This is a quicker,
though less reliable method.
• Prepare a plate of solid medium. Dry the

plates for 30 min before use by placing
them open with the open sides facing
downwards in a 45 ◦C incubator.

• Mark the plate on the underside into
four sectors. With a sterile loop, place
a small drop of suspension on the
agar at one side of a marked sector
near the edge of the dish. Draw
this out in a single broad tangential
streak.

• Flame the loop, cool it by touching
the agar at the end of the dish away
from the inoculum and draw a set of

Tab. 1 Common methods of sterilization.

Treatment Comments

Autoclave Most media can be sterilized by treatment in an autoclave, usually a 15–20 min
treatment at a pressure of 1 kg cm−2. This raises the steam temperature to
121 ◦C

Steaming Media that cannot be autoclaved (e.g. sugar media) may be sterilized by
intermittent steaming. Samples are heated over boiling water in a steamer
(85–95 ◦C) for 15 min on each of 3 successive days. Between treatments the
material must be left at a suitable temperature for the growth of endospores

Filter
sterilization

It is necessary to sterilize some ingredients separately before use. Heat-labile
ingredients (some antibiotics, sugars, and vitamins) are sterilized by filtration
through a membrane filter (pore size 0.2–0.45 µm), which excludes bacteria

Dry heat Dry glassware such as empty flasks, e.g. pipettes cannot be satisfactorily
autoclaved and must be sterilized in a hot air oven for a minimum of 2 h at a
temperature of 160 ◦C. All material should be allowed to cool to room
temperature before removal from the oven
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tangential streaks cutting across the first
streak and covering one half of the
plate.

• Turn the plate through 90◦ and con-
tinue the process, flaming and cool-
ing the loop between each set of
streaks.

After incubation, well-separated colonies
should be found along the streak marks.
Before deciding that a culture is pure by
either method, colonies should be picked
off, grown and then reseparated, until all
the colonies are the same. Staining must
be used as a check on the purity of the
final isolations.

2.3
Isolation of Bacteria from Natural Sources

The object of viable counting techniques
is to estimate the number of all live
organisms in a given sample of material.
To do this, a medium satisfying the
nutritional requirements of as many
bacteria in the sample as possible is
required. Other types of viable count and
all isolation techniques embody the reverse
principles. Here it is necessary to pick out
and encourage one type of organism and
to prevent or repress the development of
the other types. In natural habitats, the
organisms that one is isolating may be
present only in small numbers. The first
step in such cases is thus to obtain an
enrichment culture by one or more of
three methods:

1. using selective media,
2. using selective conditions of incubation,
3. selective pretreatment of the material.

Several generations of subcultures on
liquid, or solid media may be necessary,
but the final step will consist of plating out
the organisms.

2.4
Use of Selective Media

A completely selective medium allowing
the growth of only a single species is not
attainable in practice, but media that will
discourage all but the required species can
be obtained.

Some selective media are also differen-
tial. Certain organisms, when grown on
them, exhibit distinctive biochemical or
morphological characters, which enable
them to be recognized easily. This may
be very important from a medical point
of view, where the range of species con-
cerned is small. Where a large range of
species is involved, for example, in soil,
differential media cannot be used to sep-
arate taxonomic groups, but are useful to
distinguish groups concerned with some
biochemical process, for example, cellu-
lose decomposition.

Selectivity may be achieved in three
ways,

1. by adding something to the medium to
discourage the growth of species that
are not required,

2. by altering the pH of the medium,
3. by omission of some ingredient re-

quired by most bacteria, but not the
ones required.

Most bacteria are facultative aerobes,
that is, they can grow under aerobic
or anaerobic conditions, the latter ability
being dependent upon the presence of
some substance that can be utilized
as a hydrogen acceptor by the species
concerned. Some bacteria are obligate
aerobes, unable to use anything but
oxygen as a hydrogen acceptor. Others
are obligate anaerobes, which cannot use
oxygen as a hydrogen acceptor. A few
bacteria are intermediate, growing best
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in low oxygen tensions. These are called
microaerophilic bacteria.

Anaerobic forms occur in several fam-
ilies of bacteria. They include several
pathogens, for example, Clostridium tetani,
certain autotrophic bacteria, for example,
the purple sulfur bacteria, and some other
soil or water bacteria, such as Desulfovibrio
and Clostridium.

During growth, aerobic bacteria tend to
utilize all available oxygen and so reduce
the medium. Thus, in mixed cultures the
oxidation–reduction potential (Eh) of the
medium may become low enough to allow
anaerobes to develop. This property has
also been utilized to grow pure cultures
of anaerobic bacteria. Thus, double petri
dishes have been cemented together, so
that the aerobe in one half uses the oxygen,
allowing the anaerobe to develop in the
other half.

Pure cultures of anaerobes are usually
grown making use of other methods.
Steps must be taken to ensure that access
of oxygen to cultures is prevented or
reducing substances must be added to
the medium. Media to be used for the
cultivation of anaerobes must be heated at
100 ◦C for 10 min to drive off the dissolved
oxygen and cooled quickly, immediately
before use.

2.5
Methods for Anaerobic Cultures

Stab and shake cultures. Many anaerobes
can grow in deep stab or shake cultures in
glucose agar. This method is particularly
useful for microaerophilic species. A seal
of liquid paraffin or Vaseline is sometimes
advocated to help maintain anaerobic
conditions, for example, the Hugh &
Leifson fermentation test.

Anaerobe jar culture. If surface cultures
are required, the plates or slopes should

be placed in an anaerobe jar. This is
a glass or plastic jar with a lid that
can be clamped down firmly to form an
effective seal. Usually a Gas-Pak method
is used in which a sachet (to which
water has been added) is placed in the
jar. The chemical reaction uses oxygen
and generates both hydrogen and carbon
dioxide. A strip of methylene blue paper
acts as an indicator.

Robertson’s cooked meat broth. 1 kg of
lean meat is minced and simmered
with 1 L of water plus 1.5 mL of 1 M
NaOH for 20 min, strained and washed
very thoroughly with distilled water and
partially dried. It is distributed into
tubes to form a layer at least 1-cm
deep. Nutrient broth is then added to a
depth of about 8 cm and the medium is
sterilized. The sterilized tissue contains
reducing substances that are effective
in maintaining anaerobic conditions at
the bottom of the tube. The reducing
activity of the meat is shown by the
pink hematin at the bottom of the
tube.

Thioglycollate medium. This is prepared
by adding 0.1% (up to 0.4%) thioglycollic
acid to the nutrient broth before adjusting
the pH. 1% glucose must also be added.
Although the medium may be solidified
with agar, it is more usual to use a
semisolid medium, that is, 0.5% agar. The
increased viscosity of the medium prevents
the distribution of oxygen (dissolved at the
exposed surface), by convection currents.
Methylene blue is added to act as an
indicator of reducing conditions. A blue-
green layer at the surface shows the depth
to which oxygen has diffused into the
medium. Inocula should be introduced
carefully by means of a fine pipette, to the
bottom of the tube.
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3
Microscopic Examination of Bacteria

3.1
Introduction

Since most bacteria are not more than 2 to
4 µm in length and 0.3 to 1.0 µm in width,
any examination of bacteria involves the
use of high magnifications. To attain these
magnifications use is made of oil immer-
sion lenses with focal lengths of 2 mm
or less. Care must be taken when using
them as the working distance between the
lens and object is very small. Always locate
bacteria on a slide with the ×10 and ×40
lenses before preparing to examine them
under oil.

3.2
The Examination of Living Unstained
Bacteria

The most useful and frequently adopted
method of examining live bacteria is the
‘‘hanging drop’’ preparation.

• A small piece of plasticine should be
rolled out until its length equals the
circumference of the cover slip.

• The plasticine is placed on the slide in
the form of a ring or a square.

• With a wire loop, a small drop of the
bacterial suspension is placed on a cover
slip laid on the bench.

• The slide is then inverted, the plasticine
pressed gently on the cover slip and the
slide quickly turned over again, leaving
the suspension as a ‘‘hanging drop.’’

• The slide should then be examined un-
der the ×10 objective, and with the edge
of the drop focused. Swing the ×40
objective lens into position and adjust
the microscope. The method is used to
detect motility, but this should be distin-
guished from the Brownian movement
that is exhibited by any small particles

suspended in a liquid. Examination of
these preparations under oil is difficult
since currents of liquid are set up dur-
ing focusing.

Phase contrast microscopy is the easi-
est method for examining hanging drops
or even ordinary cover slip preparations.
Bacteria appear as dark objectives against
a pale background. The method, utiliz-
ing special objectives and condensers,
depends upon the change of phase of the
white light as it passes through objects
with different refractive indices.

3.3
The Measurement of Bacteria

The measurement of bacteria is achieved
by using a stage micrometer, together
with a micrometer eyepiece. On the
stage micrometer, a scale graduated in
hundredths of a millimeter is engraved. In
the micrometer, the eyepiece is a second
graduated scale, which may be focused
with a movable eyepiece lens.

• The micrometer eyepiece is inserted
into the microscope and the stage
micrometer is focused.

• The number of divisions of the eyepiece
scale corresponding to a definite num-
ber of stage micrometer scale divisions
is determined.

• The stage micrometer is removed, the
object to be measured is focused, and
the number of divisions of the eyepiece
scale, which cover the object, is noted.

3.4
Methods of Staining Bacteria

The preparation of films for staining
• A drop of the bacterial suspension

should be transferred to a clean grease-
free slide with a sterile loop. The drop
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should be small, it should be spread
evenly, and allowed to air-dry.

• Because of their small size, bacteria dry
without great distortion and so the only
fixation required is to pass the slide
quickly two or three times through the
Bunsen flame at this stage.

General staining principles. Dyes may be
of the acidic or basic type, the former
owing their colored properties to an anion,
the latter to a cation. Basic dyes have
greatest affinity for the nuclei of cells
because of the acidic nature of the nuclear
material. Acid dyes have greatest affinity
for the cytoplasm.

The chemicals used in the preparation of
staining solutions are frequently variable
in composition. Variations of this type and
those of technique make it essential to
use proper controls. Smears of known
positive and negative organisms should
always be prepared.

Differential stains. There are a number
of more complex staining procedures
designed to demonstrate different parts
of the bacterial cell, and different types
of bacteria.

Gram’s method. Some bacteria when
treated with para-rosaniline dyes and
iodine retain the stain when subsequently
treated with decolorizing agents such
as alcohol or acetone. Other bacteria
lose the stain. This property is used to
distinguish two types of bacteria, gram-
positive and gram-negative forms. Gram-
negative forms, which are those that lose
the stain on decolorization, can be made
visible by using a suitable counterstain. It
is known that the stain plus the iodine react
with the RNA fraction of the cytoplasm and
form a colored, alcohol-soluble substance.
Gram-positive forms have cell walls (∼95%
peptidoglycan) that prevent the ‘‘leaching
out’’ of the stain from the cytoplasm

with alcohol while the gram-negative ones
(∼5% peptidoglycan) do not. A useful
form of the gram’s stain is Hucker’s
modification.

• The smears are stained with ammonium
oxalate crystal violet solution for 1 min.
Ammonium oxylate crystal violet is pre-
pared using ammonium oxylate 0.8 g,
crystal violet 2.0 g, ethyl alcohol 20 mL
and distilled water 80 mL.

• The slides are washed in tap water
for 2 to 3 s and then immersed for
a further minute in Lugol’s iodine
solution. Lugol’s iodine is prepared by
adding iodine 1.0 g, potassium iodide
2.0 g, distilled water 300.0 mL.

• The slides are washed again and blot-
ted dry.

• This is followed by treatment with 95%
ethanol for 30 s. The slide should be
gently rocked during this step.

• After further quick washing with water
and blotting, the slides are counter-
stained with safranin solution for 10
to 30 s. Safranin solution is prepared
by adding safranin, (2.5% solution in
95% ethanol), 10 mL and distilled water
100 mL.

• The preparation is washed, blotted, and
examined under the oil immersion lens.
Gram-positive organisms will be stained
purple and gram-negative organisms
will be stained red. Endospores remain
unstained. Organisms with known reac-
tions should be used as controls on the
same slide.

Acid-fast staining (Modified Ziehl–Neilsen
method). Certain bacteria, for exam-
ple, Mycobacterium, cannot be stained
by ordinary aniline dyes except by us-
ing strong solutions with phenol and
possibly heat. Once stained, these bacte-
ria resist decolorization by acids and are
called acid-fast bacteria. This stain is used
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primarily to detect Mycobacterium tubercu-
losis, but other species of Mycobacterium
are acid-fast to some extent and can be
destained by following the acid treatment
with 95% alcohol.

• The dried film is stained with Ziehl’s
carbol fuchsin for 5 min, applying
enough heat to give steam. Do not let
the slide dry out. Ziehl’s carbol fuchsin
is prepared by dissolving basic fuchsin
(0.3 g) in 10 mL of ethanol. This is then
added to phenol (heat melted crystals),
5 mL dissolved in 95 mL of distilled
water. The solution must be mixed,
allowed to stand for a few days, and
filtered prior to use.

• The slide is washed.
• After removing the excess water, the

slide is treated with a decolorizing
solution (hydrochloric acid, 3.0 mL;
ethyl alcohol, (95% v/v) 97 mL).

• The film is immediately washed with
water and the decolorization repeated
until the film appears faintly pink.

• The organisms are counterstained with
0.3% aqueous methylene blue for 20
to 30 s, washed and blotted dry. Acid-
fast organisms retain the red stain while
others are stained blue. Endospores of
Bacillus are also acid-fast (see below).

Spore staining (Conklin’s method). Spores
are not so readily stained by Gram’s stain
as is the rest of the cell. Thus, frequently
they are observed as clear areas in the
center of otherwise stained cells. This is
because the spore is rather more acid-
fast than the rest of the cell, that is, it
does not stain easily, but once stained does
not release the stain readily. Perhaps the
easiest method of staining spores is by
Conklin’s method.
• Smears are prepared and fixed in

the normal way. The slide is stained
with 5% aqueous malachite green for

5 min, heating the slide gently over
a low flame until it steams. Aqueous
malachite green is produced by adding
5 g of malachite green to 100 mL
distilled water.

• After washing the slide for 30 s, the
smear is counterstained with 5% aque-
ous mercurochrome or 0.25% aqueous
safranin (10 mL 2.5% safranin solution
in 95% ethanol added to 100 mL of dis-
tilled water) for 30 s.

• The slide is then washed and blotted dry.
Under oil, the spores are stained green
and the rest of the cell is stained red.

4
Estimation of Population Sizes of Bacteria

4.1
Bacterial Biomass Measurement

Biomass is the dry weight of bacterial
substance per mL of a suspension and can
be determined directly provided that the
suspension contains no foreign matter.

A sample of culture is treated with
formalin (to give a final concentration of
1% v/v) and centrifuged in a weighed tube.
The deposit is washed with 0.85% w/v
saline +1% formalin and then in 0.05%
saline and finally in distilled water. The
deposit is dried to constant weight at 105◦,
placed in a desiccator over phosphorus
pentoxide and allowed to cool, and then
weighed in a balance (previously dried
atmosphere with silica gel).

4.2
Turbidometric Estimations

Where large numbers of determinations
are to be made, for example, in making
growth curves, turbidometric estimations
can be made. These are meaningless,
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however, unless translated into terms of
cell concentration (viable or total counts),
but the relationship between turbidity
and cell concentration is different for
each different species. Turbidity readings
obtained for a series of dilutions of a
known number of organisms should be
plotted as a calibration graph.

4.3
Theory of Bacterial Growth

Logarithmic growth. The growth of a
bacterial culture undergoing binary fission
is expressed by the equation,

x = xo2n

where x = the final number of organisms,
xo the initial number and n is the number
of generations.

If n generations are produced in time
t, then

g = t

n
and n = t

g

where g = the generation or doubling
time. Thus

x = xo2t/g

and

ln x = ln xo + ln 2
t

g

This is usually written in the form

ln x = ln xo + µt

where µ = ln 2/g = 0.6931/g.
µ represents the number of e-fold

increases in cell numbers that have
occurred in time t.

If the equation

ln x = ln xo + µt

is differentiated, it becomes the familiar
growth equation

dx

dt
= µx

which may be stated as the rate of growth
of the population is proportional to the
initial number of organisms present.

4.4
Counting Methods

Counts may be used to determine the
number of organisms in a sample and
these counts can be converted to estimates
of biomass if suitable conversion factors
are known.

Total counts. Total counts include the
various methods of estimating the total
number of bacteria per unit volume or
weight of a sample, without distinguishing
between viable and nonviable organisms.

Counting chambers. The number of bac-
teria per mL of a suspension can be
determined by means of a counting cham-
ber. The best form of a counting chamber
is the Helber cell, but a hemocytometer is
still useful. Suspensions of pathogenic or
motile bacteria should be inactivated be-
fore they are counted, by heating for 1 h at
56 to 60 ◦C.
• Prepare a dilution that will give an

average count of about 20 bacteria per
small square, if necessary, examining a
drop of undiluted suspension to decide
the dilution. The following method
is suitable unless extreme accuracy
is needed. Measure out 0.5 mL of
suspension into a small tube and add an
equal volume of diluent (formol saline;
0.5% formalin in 0.9% sodium chloride
solution is a suitable diluent) to make
a twofold dilution. Mix well by drawing
up and down several times in the pipette
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and then transfer a measured volume
to a second tube. Wash the pipette
out with a diluent and add an equal
volume of diluent to this second tube.
Repeat making further 2-fold dilutions
to give a series of 4-fold, 8-fold, 16-fold
dilutions of the original suspension to
the required degree.

• A few drops of methylene blue may be
added to the diluent to make the bacteria
more easily seen.

• Place a No. 1 coverslip on the slide and
then exactly fill the chamber (not the
ditches) with the suspension using a
fine pipette.

• Find the grid under the low power,
cutting down the light intensity if
necessary, and use the ×40 objective
for counting. Oil should not be used
since it causes sagging of the coverslip
and a consequent change in volume of
the liquid.

• Count the number of organisms per
small square that cover all planes of
focus, in 20 squares taken diagonally
across the grid. Repeat with a second
mount and if time allows, with a third.
At least 1000 cells should be counted.
The more organisms that are counted,
the more accurate is the estimate.

• If cells lie on the lines of the grid,
only those on two sides of the square
should be counted. All the component
cells in small clumps of completely
separated cells should be counted as
single individuals.

• From the number of organisms per
small square, the number per mL of the
suspension is calculated. The volume of
liquid lying over each square is given
on the slide. In a Thoma hemocytome-
ter, the depth of the chamber is 0.01 cm
and the area of each small square is
0.000025 cm2, hence, the number of

bacteria per milliliter of the suspen-
sion is the average number per small
square × 4 × 106 × the dilution factor.

• In the Helber cell, the depth of the
chamber is 0.002 cm, and the area
of each small square is 0.000025 cm2.
Consequently, the number of cells per
milliliter is the number per small
square × 2 × 107 × the dilution factor.

The direct smear method. A known
volume of bacteria in suspension is sp-
read over a defined area of a microscope
slide, stained, and counted. A variety of
differential stains can be used, for example,
methylene blue.
• Transfer 0.01 mL of the suspension to a

1 cm2 area of a microscope slide.
• Allow the slide to dry at room

temperature.
• Stain in a damp chamber for 5 min with

the following solution (1.3 mL, 0.5 M
carbonate–bicarbonate buffer, pH 9.6;
6.0 mL, 0.001 M phosphate buffered
saline, pH 7.1; 5.7 mL, 0.85% physio-
logical saline, 5.3 mg crystalline Fluo-
rescein isothiocyanate (FITC)).

• Wash gently but thoroughly in water
and blot dry. Observe with a fluores-
cence microscope.

Viable counts. These methods aim at
estimating the number of bacteria ca-
pable of growth and multiplication in
the material. Aseptic methods must be
used throughout.

Making dilutions. In all these methods,
the preparation of dilutions is the first step.
A weighed amount or measured volume of
the material being examined is suspended
in a known volume of sterile diluent, mixed
well by shaking and further dilutions are
made from this.

The diluent used is most important.
Sometimes the natural milieu that is,
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seawater or river water is used, but more
often sterile quarter-strength Ringer’s
solution is recommended (NaCl, 9 g; KCl,
0.42 g; CaCl2, 0.48 g; NaH2CO3, 0.2 g;
water, 4 L). A 0.1% peptone solution may
also be used as a diluent.
• The required number of tubes con-

taining 9 mL diluent are prepared with
a 1-mL sterile blow-out pipette, 1 mL
of the sample is added to the first
tube.

• With a fresh pipette tip, the liquid is
mixed and 1 mL of this 1/10 dilution
transferred to a second 9 mL of dilu-
ent.

• Repeat until the sample is diluted
sufficiently. The number of dilutions
needed will depend on the material
concerned, only the two or three highest
being used.

The dilution-plate method and the spread
plate method. Tenfold dilutions are
prepared as described above.
• With the pipette used for mixing the

dilution, 1 mL of this dilution is placed
in each of three or more sterile petri
dishes; then after making the next
dilutions, 1 mL of this is treated in the
same manner and so on until a range of
dilutions is plated (usually 3).

• After mixing the dilutions, 15 or 20 mL
of an agar medium, previously melted
and cooled to 45 ◦C, is added to
each plate and an even distribution
is ensured.

• When set, the plates are incubated at the
required temperature. After incubation,
dilutions where the plates show more
than 300 or fewer than 30 colonies are
discarded. Errors due to overcrowding
or due to sampling make these counts
unreliable. Thus only one set of plates
will actually be counted if tenfold
dilutions are used.

• The inoculum may, as an alternative,
be spread over the surface of prepared
plates of agar. Usually an inoculum
of 0.1 mL is then used and the agar
is dried to remove surface water. The
inoculum is spread with a sterile glass
spreader.

The membrane filter method. This method
is used for water samples in which only
a few organisms are present. It depends
upon the concentration of the inoculum
rather than the dilution.
• Sterile cellulose acetate membranes

(pore size ∼0.45 µm) are placed in a
sterilized filter holder.

• A known volume of the fluid is passed
through the filter.

• This filter is then laid on a thin
layer of the medium in a petri dish
and incubated. Bacteria held in the
filter develop into colonies that can be
counted. Difficulty is often experienced
since the even distribution of the
colonies cannot be ensured. By using
suitable media, particular groups of
organisms can be selected.

The ‘‘Most Probable Number’’ method. As
well as being economical in time and
materials, this method can be used where
the plate count cannot, for example,
with materials that contain species that
form ‘‘spreading’’ colonies on agar or
where it is desired to determine numbers
of a particular group that is sparsely
represented in material with a mixed
bacterial flora.

A series of tenfold dilutions are pre-
pared, so that when 1 mL samples of the
highest dilution are inoculated into a suit-
able medium, very few if any bacteria are
likely to grow. Thus, if a suspension con-
tains 5 × 109 bacteria per mL, 1 mL of a
10−9 dilution would contain 5 organisms,
and most or all tubes of medium would
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show growth. In a 10−12 dilution, all 5
tubes of medium would probably show no
growth as there would be only 1 organism
per 200 mL.
• Transfer 3 (4 or 5 if possible) replicate

1 mL samples of each suitable dilution
to tubes of liquid or plates of solid
medium and incubate. A greater range
of dilutions (usually 5 or 6) is required
in this method, unless the result can be
predicted accurately.

• After incubation, record the presence
or absence of growth in the recov-
ery cultures.

• Statistical tables, for example, McGrady
tables have been compiled, enabling
the most probable number of organ-
isms per milliliter of the suspension
to be determined. The following ex-
ample of a McGrady table has been
computed for a dilution factor of

10, and for 5 replicate tubes inoc-
ulated from each dilution of culture
(Table 2).
The entries in the table are the number of

turbid tubes observed after inoculation of
the same volume from any three successive
tenfold dilutions. The stated MPN is the
estimated mean viable count per inoculum
taken from the most concentrated of the
three dilutions being considered.

5
Characterization of Bacteria Using
Biochemical and Cultural Tests

5.1
Introduction

Because bacteria are small, morphological
characters have never proved satisfactory

Tab. 2 Values of the Most Probable Number (MPN) for 5 tubes inoculated from each of 3
successive 10-fold dilutions.

Significant number Numbers of
replicate tubes showing turbidity
at 3 successive dilutions

MPN Significant number Numbers of
replicate tubes showing turbidity
at 3 successive dilutions

MPN

0 1 0 0.18 5 0 0 2.3
1 0 0 0.20 5 0 1 3.1
1 1 0 0.40 5 1 0 3.3
2 0 0 0.45 5 1 1 4.6
2 0 1 0.68 5 2 0 4.9
2 1 0 0.68 5 2 1 7.0
2 2 0 0.93 5 2 2 9.5
3 0 0 0.78 5 3 0 11.0
3 0 1 1.1 5 3 1 11.0
3 1 0 1.1 5 3 2 14.0
3 2 0 1.4 5 4 0 13.0
4 0 0 1.3 5 4 1 17.0
4 0 1 1.7 5 4 2 22.0
4 1 0 1.7 5 4 3 28.0
4 1 1 2.1 5 5 0 24.0
4 2 0 2.2 5 5 1 35.0
4 2 1 2.6 5 5 2 54.0
4 3 0 2.7 5 5 3 92.0
– – – – 5 5 4 160.0
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for the delimitation of species, although
in certain cases, it is possible to assign
the organisms to families and some-
times to genera. Other characters have
been used therefore, to enable more pre-
cise classifications of organisms to be
made. Perhaps the most widely used tests,
however, have been those designed to
demonstrate the biochemical and physio-
logical characteristics of microorganisms.
The biochemical methods used fall into
four groups:

1. Mineral growth requirements and sub-
strate utilization.

2. Detection of metabolic end products.
3. Identification of characteristic com-

pounds, for example, enzymes, gums,
and toxins.

4. Resistance and sensitivity to chemicals,
for example, antibiotics.

5.1.1
Minimal Growth Requirements and
Substrate Utilization

Nutritional studies. It is often useful to
know something of the nutrition of a par-
ticular bacterium, from the point of view
of both taxonomic and cultural studies.
It is important to obtain information on
the relation of bacteria to nitrogen sources
and growth factors. Growth of bacteria
with an inorganic nitrogen source can be
detected in the Ayer, Rupp, and John-
son’s medium: NH4H2PO4, 1.0 g; KCl,
0.2 g; MgSO4•7H2O, 0.2 g; glucose, 10.0 g;
water, 1 L. The pH should be adjusted
to about 7.0. Several serial subcultures
should be attempted in this medium be-
fore recording growth as positive since
the inoculum may carry over organic
nitrogen and growth factors. Further nu-
tritional studies can be made by replacing
sources of nitrogen or growth factors in

this medium with others. If growth is
obtained in the basal medium, all sub-
sequent tests can be carried out using this
medium with the particular substances
under investigation substituted, for exam-
ple, in fermentation tests. If no growth is
recorded, peptone media must be used as
a basis for growth.

Effects of environment. The relation of
organisms to free oxygen and pH also
fall into this group of tests. These rela-
tionships can be elucidated by methods
outlined earlier.

Utilization of organic acids. Some bac-
teria are able to utilize salts of certain
organic acids as sole carbon sources.
Pathogenic species, which are nutrition-
ally exacting, are less likely to be able to
do this, while many of the less exacting
soil and water forms can. Thus, while the
soil coliforms can utilize citrate, intestinal
coliforms cannot, for example, Escherichia
coli, a commensal in the animal intestine.

Koser’s citrate medium is a mineral
medium with 0.2% anhydrous sodium
citrate as the sole carbon source. Bro-
mothymol blue is usually added to assist
in detecting slight growth, by the al-
kaline reaction produced. Other organic
acids can be detected in a similar way,
but a lower concentration, for example,
0.1% should be used for the more toxic
acids, that is, formic and oxalic acids. The
mineral medium most frequently used
is KH2PO4, 1.0 g; MgSO4·7H2O, 0.2 g;
Na(NH4)HPO4·4H2O, 1.5 g; distilled wa-
ter, 1 L.

5.1.2 Detection of Metabolic End Products

Indole. Indole is produced by some
bacteria from the amino acid tryptophan.
A tube of peptone water is inoculated
and samples of the culture are tested
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at intervals with Ehrlich’s reagent (2%
para-dimethylaminobenzaldehyde in 95%
alcohol). 1 mL is added to the culture
and concentrated HCl is added drop by
drop until a red zone appears between
the alcohol and the peptone solution. No
more than 0.5 mL acid is needed. If the
colored pigment is soluble in amyl alcohol
or chloroform it can be considered to
be indole.

Hydrogen sulfide. Hydrogen sulfide may
be produced from sulfur-containing amino
acids, for example, hydrogen cystine
present in peptone. A test for hydrogen
sulfide production can be combined with
the above test. When the peptone water
is inoculated, a filter paper strip impreg-
nated with a saturated lead acetate solution
is inserted between the plug and the tube,
taking care to keep it dry. If hydrogen
sulfide is produced, the paper will be-
come blackened.

Some bacteria also reduce inorganic
sulfur compounds. A chemically defined
medium containing a sulfur compound,
for example, sulfate, or thiosulfate, can be
used instead of peptone water. Only organ-
isms that can utilize inorganic nitrogen
can be tested in this way.

A number of special media containing
iron salts and a source of sulfate can also
be used, for example, Kligler’s iron agar.
Hydrogen sulfide production is recognized
by blackening of the medium.

Acetyl methyl carbinol – The Vosges–Pros-
kauer (VP) test. Acetoin or acetylmethyl-
carbinol can be produced from glucose via
pyruvic acid. Two enzymes are necessary
for this to occur, that is, pyruvate enzyme
and acetolactic decarboxylase. Acetoin may
be reduced to 2.3 butanediol and so give
a negative result. Sensitive tests should
therefore be used to detect acetoin.

The normal method of detection is to
oxidize acetoin to diacetyl, which reacts
with guanidine residues in the medium
to give a cherry red color. The medium
used usually contains 0.5% glucose, 0.5%
peptone and 0.5% K2HPO4 in distilled
water. To prevent reducing conditions
from developing, fumarate is sometimes
added as a hydrogen acceptor or else
glucose is replaced by pyruvate.
• After 3 days of incubation, a 2 mL sam-

ple of the culture fluid is tested by adding
about 5 mL of 40% KOH and a trace of
creatine, shaking vigorously and allow-
ing it to stand for up to 60 min. The
culture is positive if a cherry red color
develops.

Methyl red test. In the examination of
coliform bacteria, the VP Test is carried
out at the same time as the methyl red
test. The latter determines the hydrogen
ion concentration produced in a definite
time and in a specific medium. The glu-
cose–phosphate medium described above
must be used and not a modification
of it.
• The culture is tested after 3 days at 30 ◦C.
• To one part of the culture is added a

0.4% solution of methyl red (1 drop per
mL of culture). A magenta red color is
positive, a yellow color is negative.

Reduction of nitrates. Certain organisms
are capable of reducing nitrate to nitrite
and even to nitrogen or ammonia.
• The organism under test is grown in

peptone water containing 1% potas-
sium nitrate.

• After incubation, the culture fluid is
divided into three portions.

• One portion is tested by adding a few
drops of sulfanilic acid reagent fol-
lowed by a few drops of α-napthylamine
reagent (Griess’ reagents I and II).
A red color indicates the presence
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of nitrite. The production of free
nitrogen may be detected by al-
lowing it to collect in a Durham
tube.

• A second portion of the fluid may
be tested for ammonia with Nessler’s
reagent, but since many organisms
produce ammonia from peptone, the
result must be interpreted with care. [A
sample of uninoculated medium should
also be tested since some peptones give
a positive reaction (i.e. an orange/brown
precipitate) with Nessler’s reagent].

• If no nitrite has been detected, the third
portion of the culture should be tested
for residual nitrate for it is possible that
all the nitrate will have been converted
first to nitrite and then to nitrogen
or ammonia. To do this, add a small
quantity of zinc dust. This will reduce
the residual nitrate chemically to nitrite
and this can then be tested for as
shown above. The interpretation is as
follows.

• If nitrite is then +, it follows that
the bacterium did not reduce nitrate
to nitrite; rather it was the Zn dust
that reduced it. If the test on the
third portion is negative for nitrite, it
follows that all the nitrate had been
reduced to another product via nitrite
by bacteria and thus the bacterium will
be recorded as a positive nitrate reducing
organism.

Fermentation tests – Hugh and Leifson’s
method. Certain carbohydrates that is,
sugars, alcohols, and glucosides are at-
tacked and produce quantities of acid
and/or gas. It is also important to know
which acid and which gas are produced,
that is, 2 keto-gluconic acid, propionic acid,
lactic acid and so on. Generally speaking,
simple tests for detecting the nature of
the acids are lacking and so results are

most frequently recorded as no acid, acid
or acid plus gas. One of the most conve-
nient tests for this purpose is that of Hugh
and Leifson.
• A semisolid agar medium is tubed to a

depth of 4 cm, two tubes being required
for each culture and for each sugar
tested. The formula for this medium
is as follows:

Peptone 2.0 g
Sodium chloride 5.0 g
Dipotassium hydrogen

phosphate
0.3 g

Bromothymol blue
(1% aqueous solution)

3.0 mL

Carbohydrate 10.0 g
Water 1.0 L
pH 7.1

The bromothymol blue is dissolved
in water and 3.0 mL of a 1% so-
lution added to each 1000 mL of
medium. Alcoholic solutions of indi-
cators should not be used as acid
may be produced from the alcohol.
For critical studies, the carbohydrate
should be sterilized separately and
added to the otherwise complete sterile
medium.

• After inoculation, one of the pairs
of tubes is covered by a layer of
sterile melted Vaseline to a depth of
2 cm.

• Several types of reaction may be ob-
served. Fermentative organisms, which
phosphorylate glucose and then split it
into 2 triose molecules before forming
acid will produce an acid reaction in both
tubes (or the sealed tube only). Oxidative
organisms, which convert the aldehyde
group to a carboxyl group in glucose to
form gluconic acid will produce an acid
reaction in the open tube only, leaving
the sealed tube unchanged. The acid
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reaction produced by oxidative organ-
isms is apparent first at the surface and
extends gradually downward into the
medium. Organisms that oxidize glu-
cose but do not ferment it have never
been observed to ferment any other
carbohydrates and so the sealed tube
can be omitted when testing the other
sugars.

Production of aesculetin from aesculin. Hy-
drolysis of aesculin is shown by the
production of blackening in the follow-
ing medium. Peptone, 10.0 g; aesculin,
1.0 g; ferric citrate, 0.5 g; water, 1 L; agar,
1.2 g.

Levan production. Many bacteria, for ex-
ample, plant pathogens, are characterized
by an ability to produce levan polysaccha-
rides from sucrose. Such compounds may
also be produced by soil bacteria and help
in maintaining soil crumb structure. This
may be detected on a plate of nutrient
agar containing 5% sucrose, poured and
a channel cut in the agar. This channel is
filled with the same medium with 0.1%
aniline blue in it. Polysaccharide produc-
ing organisms attract the dye toward them
while others remain colorless. The inocu-
lum is usually added in two ways; as streaks
to the left of the channel and as individ-
ual spaced colonies to the right of the
channel.

5.1.3 Biochemical Examination of
Anaerobic Bacteria
For tests requiring plate cultures, anaer-
obic jars should be used for incu-
bation, but many of the tests can
be carried out without this appara-
tus, merely by slightly modifying the
media.

1. The media may be rendered semisolid
by adding 0.5% agar.

2. Fermentative metabolism can be de-
monstrated by sealing cultures with
Vaseline.

5.1.4
Rapid Testing Methods

Analytical Profile Index (API) test strips.
API test strips, produced by Bio Mérieux
SA, France, may be used to obtain test
results quickly. These consist of a series
of miniature cupules on a molded plastic
strip, each of which contains a sterile dehy-
drated medium in powder form. Addition
of water containing a bacterial suspension
simultaneously rehydrates and inoculates
the medium. A rapid reaction is obtained
because of the small volume of medium
and the large inoculum used. Reactions
are evident from color changes of indicator
chemicals either with or without addition
of further reagents. These changes occur
after incubation of the strip in a small,
humidified, plastic chamber. A range of
strips is available containing between 20
and 50 tubes with cupules. These can be
used to identify specific groups of or-
ganisms, for example, members of the
Enterobacteriaceae, staphylococci, anaer-
obes, lactic acid bacteria, streptococci, and
clinical yeasts.

Enterotube II system. The basic philos-
ophy of the Enterotube II system is the
same as the API system. The system pro-
vides ease, speed, and low cost in the
identification of gram-negative Enterobac-
teriaceae. The system consists of a single
tube containing 12 compartments, each
containing a different agar-solidified cul-
ture medium. Compartments that require
aerobic conditions have small openings
that allow in air. Those requiring anaer-
obic conditions have a layer of paraffin
wax. There is a self-enclosed inoculating
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needle. This needle can touch an iso-
lated bacterial colony and is then drawn
through the 12 compartments, inocu-
lating the test media. Fifteen standard
tests are performed. After 18 to 24 h
of incubation the color changes that oc-
cur in each of the compartments are
recorded. Interpretation of the results is
determined using a five-digit code ob-
tained from the results. A differential
chart, supplied by the manufacturer, or
a computer-based program, (ENCISE) En-
terobacteriaceae numerical coding and

identification system for Enterotube can
be used.

5.2
Cultural Characteristics

In addition to the morphological and
biochemical characters, it is essential to
record the appearance of bacterial colonies
under defined conditions, for example, on
specific media as agar streak plates, gelatin
stabs, and in broth culture. The shape and
structure of colonies can be described as
shown in the figure below:

Colonies on plates

Form

Punctiform Circular Filamentous Irregular Rhizoidal Spindle

Flat Raised Convex Pulvinate Umbonate

Entire Undulate Lobate Erose Filamentous Curled

Elevation

Margin

Agar slopes

Gelatin stab

Filoform Echinulate Beaded Effuse Aborescent Rhizoid

Filoform Beaded Papillate Vilous Aborescent
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Liquefaction
of gelatin

Nutrient
broth-surface
growth

Crateriform Napiform Infundibuliform Saccate

Flocculent Ring Pellicle Membranous

Stratiform

See also Bacterial Growth and Divi-
sion; Cell Growth in Microgravity.
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UK
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Bio-Rad Laboratories Ltd
Bio-Rad House
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UK

Difco Laboratories
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Oxoid USA Inc.
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Keywords

C-period
The time for a round of DNA replication, from initiation at the origin to completion at
the terminus. In Escherichia coli, the C-period, for cells growing between 20 and 60 min
doubling times, is a constant of approximately 40 min.
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D-period
The time between termination of DNA replication and cell division. In Escherichia coli,
the D-period, for cells growing between 20 and 60 min doubling times, is a constant of
approximately 20 min.

Multiple Forks
The situation that occurs when initiation of DNA replication occurs on a molecule that
has not finished its previous round of replication; there are forks upon forked material.

Cytoplasm
The collective name for the numerous components of the cell that are not associated
with either the cell wall or the genome. It is composed of the small molecules such as
ions, metabolites, and cofactors, macromolecules such as soluble enzymes, tRNAs,
mRNAs, and higher complexes such as ribosomes.

Peptidoglycan
The stress-bearing, presumably shape-maintaining, layer of the bacterial cell wall. It is
composed of glycan chains cross-linked with amino acids.

Cell Membrane
The lipid-containing structures that lie adjacent to the peptidoglycan layer. Some cells
have a single membrane layer, while others have two different membranes, an outer
and an inner membrane.

Segregation
The distribution of cell material from the dividing mother cell into the two daughter
cells. Different cell components may have different segregation patterns.

Origin
A sequence on a chromosome or a plasmid where normal replication of DNA initiates.

Terminus
A point or region on a chromosome or plasmid where a round of replication
terminates.

Bidirectional Replication
Replication of DNA with two replication forks proceeding in opposite directions away
from the origin of replication.

GC-skew
The excess (or deficit) of G residues over C residues within a single strand of DNA.
While G = C in a double helix, an individual strand may have an excess of G within a
region or an excess of C residues within a region.

FtsZ Ring
The ring of synthesis of the pole region during pole formation.
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� A dividing bacterial cell must, on average, have precisely twice as much of everything
found in a newborn cell. How does a bacterial cell ensure that all cell components
are duplicated between divisions, and how does a cell ensure that it does not divide
prior to duplicating all of its components? These questions have been investigated by
studying biosynthesis of cell components during the division cycle. Cell cytoplasm
increases uniformly and exponentially during the division cycle. There does not
appear to be any cell-cycle-specific syntheses of cytoplasmic components during the
division cycle of a well-studied bacterium such as E. coli. DNA replication is initiated
at a specific time in the division cycle when the cell mass per chromosome origin
reaches a particular value. Once initiated, DNA replicates at a constant rate such that
the time between initiation and termination of replication is relatively independent
of the growth rate. The time between termination of replication and cell division
is also relatively constant. High-copy plasmids replicate throughout the division
cycle and low-copy plasmids replicate at a particular time during the division cycle
according to rules similar to that for initiation of chromosome replication. The cell
surface grows in response to the increase in cell mass so that the turgor pressure
inside the cell, and the cell density, are constant during the division cycle. At
division, the components of the cell are segregated to the two daughter cells. The
cytoplasm segregates randomly, the DNA segregates stochastically but nonrandomly,
and the peptidoglycan segregates in a manner consistent with the fixed location of
the synthesized peptidoglycan. The key ‘‘events’’ during the division cycle are the
initiation and termination of DNA replication and the initiation and termination of
pole formation. There do not appear to be other cell-cycle-specific events or syntheses
during the division cycle that are related to the regulation of the division cycle.

1
Growth of Bacterial Cultures

1.1
The Classical Growth Curve

For almost a century (since Buchanan,
1918), the classic growth curve has been
used as a description of the pattern of
bacterial growth. An overgrown culture is
diluted into fresh medium and at first there
is a ‘‘lag’’ phase, experimentally defined
as a period before viable cell number
begins to increase. Then cell numbers
begin to increase and the culture enters
the ‘‘log’’ phase. The log phase is the
period of exponential increase in cell

number. Although the cells during this
period of steady state cell number increase
are growing exponentially, the cells are
generally referred to as being in ‘‘log’’
phase because of the usual plotting of cell
number on semilogarithmic coordinates.
During the log phase, plotting cell number
increase on semilogarithmic paper yields a
straight line that can be used to determine
the doubling time of a culture. After
the cells grow to higher concentrations,
cell growth slows as the cells enter the
stationary phase. Cell growth then ceases.
Finally, if a culture is studied long enough,
cells begin to lose viability or the ability to
form colonies, and the culture enters the
death phase.
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During these phases, there are changes
in cell sizes. The initial cells in the
overgrown culture are small, cell size
increases during the lag phase, cells are
largest during the log phase, and then cell
size decreases as cells enter the stationary
phase. This classical view of the way in
which cells grow is really a special case of
the phenomenon of changes in cell size
with changes in growth rate.

1.2
Bacterial Growth at Different Growth Rates

It is possible to grow a given bacterium in
cultures at a wide range of growth rates.
For example, it is possible to grow E. coli
with a 300-min interdivision time with
serine as the sole source of carbon, and a
little faster than 20-min interdivision times
in various complex broths available for
bacterial culture. By varying the medium
composition, it appears that any possible
growth rate is allowable, so that there is
a continuous range of allowable growth
rates between the extremely slow and the
extremely fast.

When bacteria are grown at a given
temperature in different media at a
number of different growth rates, a regular
pattern of cell composition and cell size
is observed. The faster a cell grows
(richer medium) the larger the cell and
the more the DNA, RNA, protein, and
other components per cell (Fig. 1). When
cell components are accurately measured,
it is found that the material per cell
increases exponentially as a function of
the reciprocal of the doubling time (i.e.

growth rate, as a shorter doubling time
indicates a faster growth rate).

1.3
The Shift-up

During a shift-up from a slow growth
medium (e.g. minimal medium, in which
cells are small) to rapid growth in a rich
medium (e.g. nutrient broth, in which
cells are larger), there is a regular pattern
of change in cell size and composition.
Immediately after the shift-up, there is
a rapid change in the rate of RNA and
protein synthesis to the new rate of
increase. There is a slower change in
the rate of DNA synthesis. There is a
delay before there is any change in the
rate of cell number increase. Because of

Fig. 1 (a) Composition of bacteria as a
function of growth rate. (b) Synthesis of
cell components during a shift-up from
minimal medium to faster growth in
richer medium.
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the dissociation of mass increase and cell
number increase, the average cell size
increases during this first part of the shift-
up. After a period of time, there is a sharp
change in the rate of cell increase from the
old rate to the new rate. This occurs 60 min
after the shift-up (Fig. 1). Because there is a
lag in the change in the rate of cell division,
while cytoplasm synthesis increases to the
new rate almost immediately, during the
shift-up period there is an increase in cell
size producing the larger-sized cells in the
faster growth medium.

1.4
Classical Growth Pattern Is Merely a Series
of Shift-ups and Shift-downs

The classical growth pattern for a culture
can now be seen as a series of shift-ups and
shift-downs. When an overgrown culture
(nongrowing, and thus of essentially zero
growth rate) containing small cells is
diluted into fresh medium, there is a
‘‘shift-up’’ in growth rate. The mass
increases immediately with no cell division
occurring. The ‘‘lag’’ phase is thus one of
a lag in cell number increase, but there
is essentially no lag when considering
mass increase. After the normal cell size is
achieved for that medium, both the mass
and the cell number increase in parallel.
The rate of cell increase is determined by
the medium supporting the more rapid
growth. There is a constant larger-size cell
during exponential growth. The reverse
occurs as growth begins to slow down and
the cells approach the stationary phase.
The rate of mass synthesis decreases
first, followed later by a cessation in the
increase in cell number. Because division
continues after mass increase ceases, the
average cell size decreases in an overgrown
culture.

2
The Bacterial Division Cycle

2.1
Cell Age and the Age Distribution during
Balanced Growth

By convention, a newborn cell has an age
of 0.0 and grows during the division cycle
to divide at age 1.0. The cell ages during the
division cycle are thus numbers between
0.0 and 1.0 indicating where, in the
division cycle, a cell is located at a particular
instant. A cell half-way between birth and
division is age 0.5. Cell age, by definition,
increases linearly during the division cycle.
However, cells at the same absolute time
after birth are only approximately the same
cell-cycle age because of the variability in
the absolute time required for the division
cycle of an individual cell.

In a growing culture, the distribution
of cell ages is not uniform. There are
twice as many newborn cells as dividing
cells. The age distribution is given by the
formula N = 21−x, where x is the cell
age between 0.0 and 1.0. This formula
indicates that there are twice as many
newborn cells (x = 0.0) as dividing cells
(x = 1.0). If all cells grew with exactly
the same interdivision time, this formula
would give the age distribution exactly.
However, because of cycle variability there
is a smoothing of the function and the
actual distribution is an approximation
of the theoretical distribution. Because
of the age distribution, the properties
of an exponentially growing culture are
independent of time. This means that all
patterns of synthesis within the division
cycle give an exponentially increasing
amount of material in a growing culture.
This is because the age distribution is
constant during steady state, exponential
growth. Thus, whether something is
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made linearly, exponentially, or at an
instant during the division cycle, in
an exponentially growing culture the
amounts of all cell components increase
exponentially and in parallel. This is
referred to as balanced growth. The
observed balanced growth is the result of
the age distribution during growth being
invariant.

Given that between the birth of a cell
and its subsequent division, all of the cell
components double, we can ask, ‘‘At what
rate is material synthesized during the
division cycle of an individual cell, and how
does the cell ensure that there is a precise
doubling of cell components by the time
the cell divides?’’ Let us first analyze which
components must be dealt with in terms
of the division cycle.

2.2
Aggregation Theory and the Control of
Synthesis during the Division Cycle

In economics, the aggregation problem
is how to combine various sectors of
an economy. Should the figures for
the production of capital machinery be
combined with those for the production
of consumer goods? Is paper produced
for boxes in the same economic category
as stationery? It is difficult to treat each
item in an economy individually; some
aggregation is necessary in order to
understand the whole system.

Now, consider the aggregation problem
for the analysis of the bacterial division
cycle. How should one aggregate the dif-
ferent cell components in order to achieve
an understanding of the biochemistry of
growth and division? Is there a unique
pattern of synthesis during the division cy-
cle for each enzyme, or are there a limited
number of patterns with different enzymes
or molecules synthesized according to any

one of these patterns? Are there ways of
grouping proteins or RNA molecules so
that one can consider classes of molecules
rather than individual molecular species?
Should we consider the cell membrane as a
different category from that of peptidogly-
can? There are approximately a thousand
proteins in the growing cell, and if each
protein had a unique cell-cycle synthetic
pattern, or if there were only a few en-
zymes exhibiting any particular pattern,
we would have an insuperable task de-
scribing the biosynthesis of the cell during
the division cycle.

Fortunately, one need consider only
three categories of molecules, each of
which is synthesized with a unique pattern.
The growth pattern of the cell is the sum
of these three biosynthetic patterns. The
first category is the cytoplasm, which is
the entire accumulation of proteins, RNA
molecules, ribosomes, small molecules,
water, and ions that make up the bulk
of the bacterial cell. It is the material
enclosed within the cell surface that is
not the genome. The second category is
the genome, the one-dimensional linear
DNA structure. The third category is
the cell surface, which encloses the
cytoplasm and the genome. The surface is
composed of peptidoglycan, membranes,
and membrane-associated proteins and
polysaccharides. Everything in the cell
fits into one of the three categories, and
each category has a different pattern of
synthesis during the division cycle. These
three patterns are simple to understand
as they can be derived from our current
knowledge of the principles involved in the
biosynthesis of the cytoplasm, the genome,
and the cell surface.

The division cycle of bacteria in general
may be best described by discussing the
division cycle of the bacterium about which
most is known, E. coli, and then describing
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other bacteria and their patterns of growth
and division with respect to this archetypal
pattern. The division cycle of E. coli will
be described, indicating how the various
components of the cell are made and
distributed into two new daughter cells.

3
Synthesis of Cell Components during the
Division Cycle

3.1
Cytoplasm Synthesis during the Division
Cycle

3.1.1 Exponential Cytoplasm Synthesis
during the Division Cycle
Consider a unit volume of cytoplasm.
It contains enzymes required for the
breakdown of nutrients, enzymes for the
production of energy for biosynthesis,
enzymes for the biosynthesis of low molec-
ular weight precursors of macromolecules,
and enzymes for the synthesis of macro-
molecules. Each unit of cytoplasm pro-
duces a small amount of new cytoplasm
over a small interval of time. If the new cy-
toplasm is indistinguishable from the old,
and if the new cytoplasm acts to synthe-
size more cytoplasm immediately, then the
pattern of cytoplasm synthesis is exponen-
tial. This is because after each interval of
synthesis, the rate of synthesis increases
owing to the new increment of material
added to the cytoplasm. This exponential
pattern is illustrated in Fig. 2 with both the
rate of synthesis and the amount of ma-
terial increasing exponentially during the
division cycle.

The pattern for cytoplasm as a whole
is reflected in the synthesis of the
individual cytoplasmic components. There
are no changes in the specific rate of
synthesis or pattern of cytoplasm synthesis
that are related to any particular cell-
cycle event. (Actually, there is a minor
caveat to this generalization, which is
treated below.) No particular molecule of
the cytoplasm is made differently from
any other molecule of the cytoplasm
during the division cycle. In addition,
there is no variation, during the division
cycle, in the relative concentration of any
component of the cytoplasm. All parts of
the cytoplasm accumulate exponentially
during the division cycle, and this pattern
is unchanged even when the cell is
dividing. At the instant of division, the
combined rate of cytoplasm synthesis in
the two new daughter cells is precisely
equal to the synthetic rate in the dividing
mother cell.

One minor exception to the rule that
specific proteins are made exponentially
during the division cycle regards the effect
of momentary sequestration of DNA upon
replication. Specific regions of DNA are
sequestered in the membrane at different
times during the cell cycle at the time of
their replication. During this sequestration
period, the DNA is not available for
transcription. Thus, for all genes there

Fig. 2 Cytoplasm synthesis during the
division cycle. Both the rate of
cytoplasm synthesis and the pattern of
accumulation of cytoplasm are
exponential during the division cycle.
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is a time during the division cycle at
which gene expression is prohibited.
This momentary cessation of transcription
should not obscure the more fundamental
point that there does not appear to be
any specific control of gene expression for
any gene during the division cycle that is
related to the regulation of that gene during
the division cycle. One should imagine this
cessation of gene expression as merely a
necessary accommodation of transcription
to the needs of the cell for DNA replication.
It could be imagined that if the cell
were able to replicate DNA without any
cessation of transcription, there would be
no reason to expect that the cell would
alter specific gene expression at any point
during the division cycle.

The evidence for a smooth, continuous,
and exponential increase in cytoplasm
comes from experiments that use the
membrane-elution method, colloquially
referred to as the baby machine (see
below). The pattern of DNA synthesis
during the division cycle, which was
subsequently shown to be correct by flow-
cytometric and other analyses, was actually
discovered using the membrane-elution
method. Thus, the results from a method
capable of producing an accurate analysis
of biosynthesis during the division cycle
have confirmed the exponential synthesis
of cytoplasm.

In addition to this experimental support,
an evolutionary argument can be made
for an invariant rate of accumulation of
cytoplasm during the division cycle. If
the synthetic rate of an enzyme changed
abruptly during the division cycle, there
would be a relative excess or deficiency
of that enzyme at some point during the
division cycle; this would be an inefficient
use of resources. The optimal allocation of
resources is for each component to be at a
constant concentration during the division

cycle. Cells would not evolve controls that
make them less efficient in cell production.
The ideal pattern of cytoplasm synthesis
is an invariant cytoplasm composition
during the division cycle.

A third argument supporting exponen-
tial cytoplasm synthesis is that only this
pattern is explained in known biochemical
terms. The cycle-independent exponential
synthesis of cytoplasm can be derived
from our current understanding of the
biochemistry of macromolecule synthesis.
Enzymes make RNA and protein, which
make ribosomes, which then lead to more
protein synthesis. More proteins mean
more RNA polymerases, more catabolic
and anabolic enzymes, and the continu-
ously increasing ability of the cell to make
more and more cytoplasm. In contrast, if
newly synthesized material were not active
or available for synthesis when made, but
instead was recruited for biosynthesis only
at the instant of division or at some spe-
cific cell-cycle age, one would have linear
cytoplasm synthesis during the division
cycle. There are no known mechanisms
enabling the cell to distinguish between
newly synthesized cytoplasm and old cyto-
plasm, or which lead to cell-cycle-specific
variation in the synthetic rate of any par-
ticular molecule during the division cycle.
We therefore conclude that in theory as
well as in practice, cytoplasm increases
uneventfully and exponentially during the
division cycle.

3.1.2 Variation in the Rate of Cytoplasm
Increase
The continuous variation in allowable
growth rates may be understood by parti-
tioning the cytoplasm into those molecules
involved in cytoplasm synthesis and that
are absolutely necessary for growth (ribo-
somes, RNA polymerases, etc.) and those
molecules that are involved in dispensable
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syntheses (e.g. enzymes involved in amino
acid biosynthesis). In a minimal medium,
in which many dispensable enzymes are
being synthesized, the ribosomes may be
considered to be involved in the synthesis
of ribosomal protein and a large number of
dispensable proteins. Since only a fraction
of the ribosomes are making ribosomal
protein at any moment, the time for a dou-
bling in the ribosomal content is relatively
long. As one increases the number of nu-
trients in the medium, thus relieving the
cell of having to make the dispensable en-
zymes, a larger fraction of ribosomes are
involved in ribosomal protein synthesis.
Thus, in rich medium the time for ribo-
some number to double is shorter than
in poor medium. The variation in growth
rates is thus a reflection of the contin-
uous ability of the cell to partition the
ribosomes (or the RNA polymerases) be-
tween making ribosomal components or
nonribosomal components.

Considering the time required for a
ribosome to make another ribosome (i.e.
using 15 amino acids incorporated in
a protein chain in a second), one can
calculate that it would take eight minutes
for one ribosome to synthesize a single
ribosome. If a cell were in some way
supplied with all proteins other than
ribosomes, one could consider that the
fastest rate of cell doubling would be eight
minutes, the time for ribosomes to double
their number.

3.2
DNA Synthesis during the Division Cycle

One of the most important generaliza-
tions regarding the regulation of linear
macromolecule synthesis is that the rate
of synthesis is regulated at the point of ini-
tiation of polymerization. This principle is
exhibited most clearly in DNA replication,

where the process of initiation of replica-
tion can be clearly dissociated from the
continued replication of DNA that has
already initiated replication. If one in-
hibits the initiation of replication, then the
rounds of DNA replication in progress will
continue until their normal termination.

3.2.1 Pattern of DNA Synthesis during the
Division Cycle
The DNA synthesis pattern during the
bacterial division cycle (specifically for
E. coli and related bacteria) is composed
of one or more periods of constant rates of
DNA accumulation (Fig. 3). In cells with
a 60 min interdivision time, there is a
constant rate of DNA synthesis for the
first 40 min, with one bidirectional pair of
replication forks, followed by a zero rate of
synthesis during the last 20 min. In cells
with a 30 min interdivision time, there is a
constant rate of DNA synthesis for the first
10 min, which falls to a constant rate that
is two-thirds of the initial rate for the last
20 min. In cells with a 20 min interdivision
time, there is a constant rate of DNA
synthesis throughout the division cycle.
Other growth rates have similar particular
patterns of DNA synthesis.

The constant rates of DNA synthesis
can be understood in terms of the
molecular aspects of DNA synthesis.
DNA is synthesized by the movement
of a replication point along the parental
double helix, leaving two double helices
in its wake. The rate of movement of
a growing point appears to be invariant
and independent of its location in the
genome. This means that the rate of DNA
synthesis is proportional to the extant
number of replication points. The number
of replication points is constant for any
period of the division cycle. Thus, the rate
of DNA synthesis during any period of
the division cycle is also constant. The
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Fig. 3 DNA synthesis during the division cycle. Three different
patterns are illustrated for cells growing with 20, 30, and 60 min
doubling times. For each growth rate, the time from initiation to
termination of DNA replication is 40 min. The time between
termination of replication and cell division is 20 min. The proposed
chromosome patterns at the start and finish of the division cycle are
illustrated above the graphs. In addition to the rate of DNA synthesis
during the division cycle, the pattern of accumulation of DNA during
the division cycle is presented. Accumulation of DNA is composed
of periods of linear synthesis. The rates during these periods are
proportional to the existing number of growing points. The graph of
the rate of synthesis is the differential of the accumulation plot. A
representation of the cell size expected for cells at the start of the
division cycle is presented below each synthetic pattern. The size of
the newborn cells is in the ratio of 1 : 2 : 4 in the three cultures
illustrated here. The number of new initiations at the start of each
division cycle is also in the ratio of 1 : 2 : 4.

pattern of constant rates of synthesis is
derived from, and is consistent with, our
understanding of the biochemistry of DNA
synthesis.

Embedded in the patterns of Fig. 3 are
the two major rules for the determination
of the pattern of replication of DNA during
the bacterial division cycle. The first rule
is that once DNA replication is initiated

at the origin of replication, the time for
a complete round of replication – the C-
period – is relatively invariant (40 min in
E. coli at 37 ◦C). The second rule is that the
time between termination of replication
and cell division – the D-period – is also
relatively invariant.

The constant C- and D-periods are most
clearly evident in the 60 min cells in Fig. 3.
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At other growth rates, the patterns of
synthesis appear more complicated, but
this is due to the possibility of initiation
occurring before completion of previous
rounds of replication and the possibility
of initiation of replication occurring in
one division cycle and replication of
the chromosome being completed in a
subsequent division cycle.

3.2.2 Regulation of Initiation of DNA
Replication
Why is replication initiated at these
particular times during the division cycle?
How is the initiation process regulated?
Rounds of replication are initiated in a
bacterial cell when the amount of cell
mass or something proportional to the
cell mass (the ‘‘initiator’’) is present at a
certain amount per origin. Initiation of
new rounds of replication occurs once
per division cycle when the mass (or
‘‘initiator’’) per origin reaches a fixed value.
In the 60 min cell, initiation occurs at
one origin with a cell of unit size (size
1.0). In the 30 min cells, there are two
origins in the newborn cell and the size
of the newborn cell is twice that of a
60 min cell. And the 20 min cell has four
origins initiated in the newborn cell and
the cell size is four times the newborn
60 min cell. Thus, not only does the
DNA per cell increase with growth rate
but the average cell size increases with
growth rate as well. In the cells shown in
Fig. 3, the relative sizes of the newborn
cells, as well as the average cell in the
culture, are in the ratio of 1 : 2 : 4. This
increase in cell size with growth rate is
consistent with the exponential increase
in cell size as a function of the inverse of
the doubling time.

The actual nature of the initiator is
not known, but a number of candidate
molecules have been identified. Among

these, the DnaA protein appears as a
good candidate for the regulator of DNA
initiation.

Alternative models of initiation have
been proposed, such as the sudden
accumulation of an inhibitor of initiation
that is diluted out by cell growth. This
model does not accommodate the constant
synthesis of cell-cytoplasmic components.
In all cases, it is indistinguishable from the
initiator accumulation model, and there is
no evidence for such an inhibitor being
synthesized during the division cycle.

3.2.3 The Specific Origin of Replication
A specific sequence of DNA in the bacterial
genome is the origin of replication (oriC).
The required sequence (for E. coli) is
245 bp. Within this sequence are 5 highly
conserved sequence blocks of 15 to 20 bp.
These conserved regions are interspersed
with sequences that are random. Regions
of random sequence but of fixed length
separate the conserved regions. Thus,
the length of separation of conserved
sequences is more important than the
specific sequence between the conserved
sequences. Four sequences of 9 bp are
specific recognition sites for the binding
of dnaA, the specific initiator protein. In
addition, there are three 13 bp regions
that are sites for opening the duplex DNA
for initiation. Finally, there are 14 GATC
sequences located in the origin (oriC)
region and the neighboring regions. These
14 four bp sequences are expected to occur
at a much lower frequency if they were not
a necessary part of the E. coli origin.

The ultimate proof that this sequence is
the origin of replication is the production
of minichromosomes, small replicating
circles of DNA that have the bacterial
origin of replication. An E. coli cell can
have many copies of the minichromosome
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without any apparent impairment of cell
growth.

3.2.4 Protein Factors Controlling DNA
Replication
Initiation of replication of DNA is a
function of numerous proteins. The key
regulatory protein appears to be the
product of the dnaA gene. The dnaA
protein binds to the 9 bp ‘‘dnaA boxes’’
in the oriC region. After binding to the
origin, the protein promotes melting of the
DNA (i.e. separation of the DNA strands
in a local region) and helps in loading
additional proteins such as the dnaB
protein. After this initial opening of the
DNA strands, replication fork movement
is allowed to proceed bidirectionally from
the origin.

Initiation of replication is distinct from
the continued replication of DNA that
has been initiated. Once initiated, DNA
replication can continue even though
the accumulation of cell cytoplasm is
inhibited.

3.2.5 Chromosome Organization and
Bidirectional Replication
The phenomenon of bidirectional replica-
tion has two effects on the organization of
the chromosome. One effect is the varia-
tion in the relative abundance of G residues
versus C residues in one of the strands.
While G = C in the double helix, such an
equality need not exist in a given strand or
in a particular region of a strand. As a gen-
eral rule, it is found that in the two halves
of the bidirectionally replicated bacterial
genome, one half of the chromosome (e.g.
that from noon past three down to six on
a clock representation of the genome) has
G > C and the other half (noon, past nine,
down to six) has G < C. If one calculates
the G − C/G + C for a running window
of nucleotides, and accumulates the value

of this ‘‘GC-skew,’’ there is a valley that
corresponds to the origin and a peak that
corresponds to the terminus. As long as
one reads the strand in the 5′ to 3′ direc-
tion, the location of the peak and the valley
is independent of the strand being used to
define the origin and the terminus.

The bidirectional organization of the
genome also affects the direction of gene
transcription. As a general rule (with
numerous exceptions), the direction of
gene transcription is in the same direction
as the movement of the replication fork.
The rationale for this phenomenon is
that this correspondence of direction of
replication and transcription reduces the
‘‘head-on collision’’ of replication and
transcription. The fact that there are many
exceptions means that the replication
system can accommodate running into
transcriptional units without a problem.

3.2.6 DnaA Protein Is Involved in
Initiation of DNA Replication
The DnaA protein, identified by mutants
affecting the initiation of DNA replication
and not the progression of rounds of
replication already in process, appears
to be the ultimate regulatory protein
with regard to the initiation of DNA
synthesis. The initiation process involves
the cooperative binding of approximately
20 DnaA protein molecules to the origin
of replication. This complex then leads to
the open complex in which a region of
AT-rich 13-mer repeats denatures so that
single-stranded DNA is exposed. Other
proteins such as the DnaB helicase are
now introduced into the forks of the melted
DNA where it expands the region of single-
stranded DNA. Other molecules then
join the initiation complex with the final
loading of DNA polymerase III. When this
occurs, the replication of DNA progresses
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around the genome to the opposite end of
the genome where replication terminates.

3.3
Surface Synthesis during the Division Cycle

3.3.1 Peptidoglycan Synthesis during the
Division Cycle
The cell surface is made to perfectly
enclose, without excess or deficit, the
cytoplasm synthesized by the cell. Cell
cytoplasm increases continuously during
the division cycle (described above), and
therefore the cell surface is made contin-
uously. How is the bacterial cell surface
made and duplicated during the division
cycle? What is the rate and topography of
cell-surface synthesis during the division
cycle?

Consider an imaginary cell in which the
cytoplasm is enclosed in a cell-surface tube
that is open at each end; the cytoplasm
remains within the bounds of the tube.
The cytoplasm in the newborn cell is
thus encased in the cylinder of cell
surface that is made up of membrane
and peptidoglycan. As the cytoplasm
increases exponentially (see above), the
tube length increases to exactly enclose
the newly synthesized cytoplasm. In this
imaginary case, the cell surface increases
exponentially in the same manner as
the cytoplasm. When the cell cytoplasm
doubles, the tube divides into two new cells
and the cycle repeats. In this imaginary
cell, the cytoplasm increases exponentially,
the internal volume of the cell increases
exponentially, the surface area increases
exponentially, and the density of the cell,
that is, the total weight of the cell per cell
volume, is constant during the division
cycle.

However, a real rod-shaped cell does
have ends, and therefore the pattern of cell-
surface synthesis during the division cycle

is not simply exponential. If the cell sur-
face were synthesized exponentially, the
cell volume cannot increase exponentially.
Since the cytoplasm increases exponen-
tially, there would have to be a change in
cell density. (In theory, it may be that
major changes in cell shape could al-
low a pure exponential increase in cell
mass and cell surface, but such changes
are clearly not observed during the cell-
division cycle.) Cell density, however, is
constant during the division cycle. A pro-
posal for cell-surface synthesis that allows
an exponential increase in cell volume,
and therefore a constant cell density, is
presented in Fig. 4. Before invagination,
the cell grows only in the cylindrical side-
wall. After invagination, the cell grows
in the pole area and the sidewall. Any
volume required by the increase in cell
cytoplasm that is not accommodated by
pole growth is accommodated by an in-
crease in sidewall. The cell is considered a
pressure vessel, and when the pressure in
the cell increases, there is a corresponding
increase in cell surface area. The pole is
preferentially synthesized and any resid-
ual pressure due to new cell cytoplasm
that is not accommodated by pole growth
is relieved by an increase in cylindrical
sidewall area.

The resulting pattern of synthesis is
approximately exponential. The formula
describing surface synthesis during the
division cycle is a complex one, including
terms for the shape of the newborn cell,
the cell age at which invagination starts,
the pattern of pole synthesis, and the age
of the cell. One consequence of this model
of surface synthesis is that at no time
is surface synthesis exponential, since the
rate of surface synthesis is not proportional
to the amount of surface present over any
period of time.
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Fig. 4 Cell-surface synthesis during the
division cycle. Before invagination, the
cell grows only by cylinder extension.
Each cell is drawn to scale, with the
volume of the cells increasing
exponentially during the division cycle.
The shaded regions of the cell indicate
the amount and location of wall growth
(whether in pole or sidewall) each tenth
of a division cycle. The width of the
shaded area is drawn to scale.
Cell-surface growth actually occurs
throughout the sidewall and not in a
narrow contiguous zone. The variable
locations of wall growth in this figure
have no specific meaning, but are meant
to show synthesis occurring all over the
sidewall during the division cycle. Before
invagination, the ratio of the surface
increase to volume increase is constant.
When pole synthesis starts, at age 0.5 in
this example, there is an increase in the
ratio of the surface increase to the
volume increase. Any volume not
accommodated by pole growth is
accommodated by cylinder growth. At
the start of pole growth, there is a
reduction in the rate of surface growth
in the cylinder. As the pole continues to
grow, there is a decrease in the volume
accommodated by the pole and an
increase in the rate of growth in the
sidewall.
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As with cytoplasm and DNA synthesis,
we can derive the cell-cycle pattern of
surface synthesis from our understanding
of the molecular aspects of peptidoglycan
synthesis. The peptidoglycan sacculus of
the cell is composed of glycan strands
encompassing the cell, perpendicular to
the long axis, as shown in Fig. 5. These
strands are cross-linked by peptide chains.
Because the cross-linking in the load-
bearing layer is not complete, one can
have new strands in place, below the taut
load-bearing layer, prior to the cutting of
the bonds linking old strands. As shown in
Fig. 5, the load-bearing layer is stretched
by the turgor pressure in the cell. An

infinitesimal increase in cytoplasm leads
to an infinitesimal increase in the turgor
pressure of the cell. This increase in turgor
pressure places a stress on all of the
peptidoglycan bonds, thus reducing the
energy of activation for bond hydrolysis.
The result is that there is an increase in
the cutting of stressed bonds between the
glycan chains. When a series of cuts is
made, allowing the insertion of a single
new strand into the load-bearing layer,
there is an infinitesimal increase in cell
volume. This increase in volume leads to
a reduction of the stress on the remaining
bonds. By a continuous repetitive series
of cytoplasm increases, surface stresses,
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Fig. 5 Three-dimensional
representation of peptidoglycan
structure. This is an idealized
representation of peptidoglycan
structure as seen from the outer surface.
The thick bars represent glycan chains
at the outside of the peptidoglycan layer.
The thinner bars represent glycan chains
below the outer layer. The stretched
chains of circles represent amino acids
cross-linking the glycan chains. The
chains below the stretched surface of
the cell rise to the outer layer when the
taut layers of the peptidoglycan are
hydrolyzed. The figure shows a
cross-sectional view through the glycan
chains illustrating the taut outer layer
and the more loosely inserted inner
material. The letters indicate the amino
acids composing the cross-links;
a = alanine, d = diaminopimelic acid,
and g = glutamic acid, with italicized
letters present in the D-configuration.

enzymatic cuts, and volume increases,
one gets an increased cell volume that
precisely accommodates the increase in
cell cytoplasm.

An inside-to-outside mode of peptido-
glycan growth, similar to that for Bacillus
subtilis, has been proposed for E. coli. This
proposal is based on the observed recy-
cling of murein, the calculated amount of
peptidoglycan per cell, and the existence
of trimeric and tetrameric fragments that
are consistent with a multilayered pepti-
doglycan structure. The insertion of new
peptidoglycan strands in an unstressed
configuration prior to their movement into
the load-bearing layer of the peptidogly-
can can explain all of these observations.
The recycling of peptidoglycan may be
a strain-specific result, as there is no
major release or recycling of peptido-
glycan in Salmonella typhimurium or in
E. coli B/r. At this time, the inside-to-
outside mode of surface growth cannot
be excluded.

Although this discussion of the rate of
surface synthesis during the division cycle
has dealt primarily with peptidoglycan,
it applies equally to membranes and
other surface-associated elements. The
cell membrane grows in response to the
increase in peptidoglycan surface and
coats the peptidoglycan without stretching
or buckling. The area of the membrane
increases in the same way in which
bacterial peptidoglycan increases.

One must make distinctions among cell
components with regard to their location
in the cell, rather than with regard to
their chemical properties. Cell proteins
can be divided into two categories – those
associated with the cytoplasm and those
associated with the surface. Proteins asso-
ciated with the membranes are included
in the surface category of synthesis during
the division cycle. If a bacterial cell had a
histone-like protein associated with DNA,
there would be a third category of protein-
synthetic patterns, proteins synthesized
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during the division cycle with constant
rates of synthesis. Proteins are synthesized
during the division cycle with a pattern
that is presumably consistent with their
final location or category. Proteins are not
a monolithic group nor are they divided
into a large number of groups. The three-
category system proposed here allows us to
conceptualize the possible patterns of pro-
tein synthesis observed during the division
cycle.

3.3.2 The Invagination Process
The division of the bacterial cell into two
daughter cells occurs by the formation of
two new poles in the middle of the dividing
cell. As there are very few DNA-less cells
produced during balanced growth, the
division process must be coordinated with
the replication process so that division
does not occur until two genomes are
present. The invagination process that
forms two poles in the middle of the cell
involves a complex process whereby there
is an inward growth of the peptidoglycan
and the associated membrane of the cell
surface.

One of the earliest events related to the
invagination process is the localization of
the FtsZ protein to the future site of pole
formation. The FtsZ protein is localized
to the division site in a pattern called the
FtsZ ring. The FtsZ protein accumulates at
the mid-cell site where division will occur
before any visible invagination. During
the invagination process, the FtsZ protein
is located at the leading edge of the
invagination process. Thus, the FtsZ ring
continues to define a ring of decreasing
size as invagination proceeds.

Other proteins necessary for invagina-
tion and division are apparently localized
at the center of the cell because of their
association with FtsZ.

3.3.3 FtsZ Protein Is Involved in Septum
Formation and Cell Division
Recent results indicate that the tubulin-
like FtsZ protein plays a central role in
cytokinesis or cell division as a major
component of a contractile cytoskeleton.
An indication that the FtsZ protein is the
key initiator of septation is that mutants
of this protein that form filaments show
no indication of any constriction. Other
septation mutants presumed to be later
in the pathway of septum formation do
show some indication of septation. The
FtsZ protein resembles the eukaryotic
tubulin molecule and this similarity has
led to speculations that the FtsZ protein
has cytoskeletal properties that allow it
to form the new pole in the middle of
the cell.

3.3.4 Localization of the Division Site
The actual mechanism by which the divi-
sion site is localized at mid-cell position is
unknown. One model of the division-site
localization proposes that the site exists
prior to any observation of FtsZ localiza-
tion. An alternative model proposes that
the division site is determined in some
way by the reaction of the cell surface to
the presence of DNA; the absence of DNA
in the center of the cell would thus lead to
invagination-site localization.

An understanding of site location is
strongly influenced by the existence of
minicells. If invagination occurs, upon oc-
casion, near a pole rather than in the center
of a cell, a very small DNA-less ‘‘mini-
cell’’ is produced that is essentially two
poles without an intervening sidewall. The
genetics of minicell formation is compli-
cated, but the main idea is that the products
of the min genes have a negative function
and normally inhibit abnormal invagina-
tion sites. Thus, inactivation of any of a
number of min genes leads to minicell
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formation owing to the inappropriate loca-
tion of invagination sites.

4
Plasmid Replication during the Division
Cycle

4.1
High-copy Plasmids

If a cell has a large number (20–100)
of plasmids per newborn cell, then one
can consider that these plasmids replicate
during the division cycle in proportion
to those present (i.e. exponentially) and
then assort themselves randomly into
the newborn cells. Because the plasmid
number is high, there is little chance of
one of the daughter cells ending up with
no plasmids and with all of the plasmids
segregating to the other daughter cell. This
pattern appears to be the case for naturally
occurring, high-copy number plasmids.

One possible exception is the artificial
plasmid made by cloning the origin (oricC)
region of the bacterial chromosome. This
appears to have a random assortment
mechanism, but it is synthesized at a
precise time during the division cycle that
coincides with the normal time at which
the chromosome initiates replication.

4.2
Low-copy plasmids

Low-copy plasmids are usually larger than
high-copy plasmids and are present on
the order of 1 to 2 per cell. Examples
of such plasmids are the F-factor and
the P1 plasmid. These replicate in a
precise way at a particular time during
the division cycle. The rules of their
replication are similar to that regulating
chromosome replication, with initiation of

plasmid replication occurring when a fixed
amount of cell mass is present per plasmid
origin.

4.3
Minichromosome Replication during the
Division Cycle

Minichromosomes replicate at the same
time as normal chromosome initiation.
The behavior of minichromosomes is
paradoxical in that in a cell with numerous
additional origins of replication there
would be a competition for the ‘‘initiator’’
of replication. Such a competition would
lead to abnormal cell sizes or some
alteration in cell growth pattern. No such
alteration is observed.

5
Segregation of Cell Components at Division

Producing the right amount of material
so that the cell can divide is not enough
for a successful division cycle. At division,
the material in the mother cell must also
be properly apportioned to the newborn
cells. In a cell that divides to produce two
equivalent daughter cells, the segregation
problem is to ensure that both cells have
the same amount of each portion of
the cell material. Let us see how the
three categories of material in the mother
cell are segregated properly to the new
daughter cells.

5.1
Segregation of Cytoplasm

The cytoplasmic components of the cell
appear to segregate randomly at division.
There does not appear to be any compart-
mentalization or hindrance to segregation
of cytoplasm (Fig. 6).
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Fig. 6 Segregation of cytoplasm, surface, and DNA at division.
The cytoplasm of the cell is segregated randomly at division. Each
daughter cell shares equally in the parental cytoplasm
(ribosomes, soluble proteins, ions, etc.), which can be considered
randomly distributed throughout the dividing cell. The DNA is
segregated nonrandomly, but each daughter cell gets a complete
and equal complement of DNA from the dividing cell. The
nonrandom segregation is at the level of a single strand. Since
each DNA duplex is made up of an ‘‘older’’ strand and a new
complement made on the older strand, and each cell is composed
of an ‘‘older’’ pole and a pole just made at the previous division,
one can see whether strands of one age go preferentially toward
one or the other age pole. Experimental analysis indicates that the
DNA strands segregate as though the older DNA strand goes
preferentially toward the pole that it went to at the previous
division. This may be phrased as the newer strand goes toward
the newer pole. The degree of nonrandom segregation is not
perfect, but is stochastic, and is approximately 60/40 rather than
50/50. The surface of the cell segregates to the daughter cells at
division such that the poles are conserved and the sidewall
segregates with no apparent conservation of sidewall
peptidoglycan. It is not clear whether insertion of new wall
material over the side is perfectly uniform or whether there is
some nonuniform pattern of insertion.

5.2
Segregation of DNA

DNA segregates so that each daughter
cell receives a complete genome from
the dividing mother cell (Fig. 6). As the

DNA nucleoid is relatively compact within
a dividing cell, if the nucleoids were
apportioned completely randomly, one
might expect that at some divisions one
of the daughter cells would not receive any
DNA and the other daughter cell would
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receive two genomes. That this is a rare
event supports the notion that segregation
of the DNA is a regulated and deterministic
process that leads to very few nonnucleated
cells in a culture.

In addition to the segregation of individ-
ual nucleoids, the separate strands of the
DNA have rules that describe their segre-
gation and which are compatible with the
deterministic equipartition of DNA to the
two daughter cells. As all rod-shaped cells
are asymmetric in that one of the poles
is the new pole (produced at the last di-
vision) and one pole is necessarily older,
one can see how older DNA strands and
newer DNA strands (the newer strands
having just been made on an older, pre-
existing strand) segregate with regard to
pole age. The general rule is that the older
strands segregate slightly preferentially to
the older poles and the younger strands
segregate preferentially to the newer or
younger poles. This phenomenon is con-
sistent with other data that indicate some
attachment of the DNA to the cell sur-
face.

5.3
Segregation of the Cell Wall

The peptidoglycan is a large macro-
molecule that grows by intercalation of
new material between old material. Since
all the peptidoglycan is covalently linked
in one macromolecule, there is no abil-
ity for the peptidoglycan components to
move with respect to each other. The seg-
regation of cell wall material is therefore
determined by the location of the cell wall
material. Once in place, the wall segre-
gates into the newborn cells so that the
old poles go to each cell, and the side-
wall is segregated to the newborn cells
(Fig. 6).

6
Are There Events during the Division Cycle?

There are only four discrete events that
occur during the division cycle of a
growing rod-shaped bacterial cell. They
are (1) the initiation of DNA replication,
(2) the termination of DNA replication,
(3) the initiation of pole formation, and
(4) the completion of pole formation.
Other aspects of cell growth are too
continuous to be considered cell-cycle-
specific events. For example, the addition
of new nucleotides at position 43,567 on
the chain of DNA may be considered
a unique event, and one that occurs at
a particular time in the division cycle,
but because of cell-cycle variability, the
time of this synthetic occurrence can
never be precisely obtained. The time of
insertion of a particular nucleotide pair
has no meaning for the cell cycle; only
the initiation and termination of DNA
replication are important. With regard
to the division cycle, the DNA is an
amorphous material with no biochemical
specificity along the strand.

Similar considerations apply to the cell
surface and the cytoplasm. No aspect of
peptidoglycan strand insertion is unique
in time during the division cycle. A new
strand is inserted at random sites in re-
sponse to the stretching of the cell surface.
This may occur in one cell at position
0.376 of the cell length; at the same time,
in another cell, the new strand may be
inserted at position 0.549. For an analysis
of the cell cycle, we should consider pole
and sidewall growth as uneventful exten-
sions of the cell surface. Regarding the
cytoplasm, one may consider the increase
in ribosome content from 37,411 to 37,412
an event; but such an individual event is
not measurable and is without meaning in
the cell cycle. Thus, cytoplasm synthesis,
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DNA synthesis, and cell-surface synthesis
are uneventful during the division cycle.

In contrast to our understanding of the
principles of cytoplasm, cell-surface, and
DNA synthesis, the biochemical mecha-
nisms of the four events occurring during
the division cycle – the initiation and ter-
mination of DNA synthesis and the initia-
tion and cessation of pole formation – are
still unknown. While a great deal is known
about the biochemistry of initiation of
DNA replication, the mechanism by which
this initiation is regulated is less well un-
derstood. In addition, very little is known
of the biochemical principles involved in
either the termination of DNA replication
or the start and cessation of pole forma-
tion. A cell-surface structure, the periseptal
annulus, has been proposed as a possible
first step in the formation of a new pole.
If the periseptal annulus is the start of
pole formation, the important question is
whether there are definable steps between
the formation of the periseptal annulus
and the start of invagination.

7
Do Checkpoints Control the Bacterial Cell
Cycle?

In eukaryotic cell-cycle studies, the concept
of ‘‘checkpoints’’ looms large. Checkpoints
are the postulated functions of a cell that
determine that one function is properly
completed before a subsequent function
occurs. Thus, in eukaryotic cells it is pos-
tulated that a checkpoint function deter-
mines that DNA has replicated completely
and properly before allowing mitosis to
occur. The checkpoint is thus a valuable
function that prevents abnormal functions
from occurring.

Studies of this type of phenomenon
in bacteria can provide a corrective lens

for understanding or more rigorously
defining checkpoints. In bacteria, if DNA
synthesis is inhibited, cells with only one
genome (i.e. cells that have not completed
replication of a total chromosome) do not
divide. Even when DNA is inhibited or
damaged, a cell with two genomes will
divide, while a cell with one genome will
not. Thus, in bacteria, DNA damage per se
does not activate a checkpoint to prevent
division. It is believed that the presence
of a single genome in the center of a cell
prevents division by its central presence,
not the activation of a function that checks
for completion of DNA replication.

The bacterial experience thus suggests
that a distinction should be made between
the existence of a function external to
the tested function (i.e. some activity that
checks on whether DNA replication has
been completed) and the actual function
itself acting as a brake on further activity.
The failure to complete DNA replication is
the inhibitor of division, and there is no
checking by some ‘‘checkpoint’’ activity.

A similar analysis may be applied to the
ubiquitous postulation of restriction points
in eukaryotic cells. Restriction points are
points or events postulated to exist in the
G1-phase of the division cycle. Passage of
a cell through the restriction point is a
requirement for entering the S-phase and
eventual division. The restriction point was
defined by the effect of different starvation
regimens on DNA replication and the
resumption of DNA replication following
release from starvation.

It is interesting that a bacterial restriction
point was postulated to exist before the
proposal of the eukaryotic restriction
point, although the term restriction point
was not used. Subsequent analysis of
the bacterial restriction point indicated
that the proposed control point was an
experimental artifact related to leakage of
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synthesis under starvation conditions. The
eukaryotic restriction point is subject to
the same critique.

8
Temporal Variation of the Bacterial Division
Cycle

Division cycles in a culture are not pre-
cisely timed. There is a great deal of
variability in division cycles, with a culture
having a 60-min doubling time proba-
bly having cells with interdivision times
between 40 and 100 min. The variability
of the division cycle can be visualized
as due to the variability of the separate
components that make up the division
cycle. Thus, for two identical newborn
cells one can have the subsequent divi-
sion occurring at different times because
of (1) variability in mass synthesis in the
two cells leading to variation in the time
of initiation of DNA replication, (2) varia-
tion in the rate of DNA replication in the
two cells, (3) variation in the time between
termination and division, (4) and variation
in the equality of division (which leads to
variation in the next division cycle).

9
Alternative Bacterial Division Cycles

9.1
Caulobacter crescentus Division Cycle

At first glance, the division cycle of the
stalked bacterium Caulobacter crescentus
appears quite different from that of
E. coli. At division, two different-sized
and different looking cells are produced
(division is not in the middle of the
mother cell and one cell is stalked and
the other is flagellated), the DNA patterns
during the division cycle differ in each

of the daughter cells, and there are
cell-cycle-specific syntheses of flagellum-
related materials. The most important
difference is that the poles of the daughter
cells are different in that one cell has
a flagellum and the other has a stalk.
Because of the production of two different
appearing cells, the growth and division of
Caulobacter has been described as a model
of cell differentiation.

The division cycle of Caulobacter can
be shown to correspond to that of the
standard E. coli model by considering that
the different DNA patterns are due to
the different sizes of the two daughter
cells arising by division not occurring in
the middle of the dividing mother cell,
and that the cell-cycle-specific pattern of
expression of flagellum-related genes is
related to the completion of poles after the
act of cell division. Flagellum synthesis is
thus considered a part of surface synthesis.
The cycle-specific pattern observed in cells
is related more to the window of time in
which poles are made rather than synthesis
at a particular time during the division
cycle (Fig. 7).

9.2
Bacillus subtilis Division Cycle

The division cycle of the gram-positive
bacterium Bacillus subtilis is relatively
similar to that of E. coli. The major
difference between the organisms lies in
the fact that the B. subtilis cell wall is much
thicker (giving rise to its gram-positive
character), and this requires an inside-to-
outside pattern of peptidoglycan growth.
The cell wall is made adjacent to the
cytoplasmic membrane, and this wall layer
moves out as subsequent layers are made
between it and the cytoplasmic membrane.
This leads to the multilayered B. subtilis
peptidoglycan.
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Fig. 7 The Caulobacter cell cycle. Caulobacter
cells divide unequally, producing a smaller
swarmer cell that is motile and a larger stalked
cell that is generally attached to a surface by the
stalk. As drawn here, the development of
Caulobacter can be followed by concentrating on
the two new poles formed by the first division.
The development of the poles in both cells is a
succession from bald, to flagellated, to stalked.
Because the swarmer cell is smaller the
development is slightly delayed, suggesting a
size control for both the initiation of DNA

replication and the completion of pole
development. As drawn here, the
cell-cycle-specific synthesis of flagella protein
(flagellin) is a result of pole development
following cell separation. The ultimate end of
pole development is a stalk, after which no
further changes in the pole occur. Thus, with
regard to the general model of cytoplasm
synthesis proposed here, the Caulobacter
cytoplasm (excluding surface) does not exhibit
cell-cycle-specific patterns of gene expression.

9.3
Streptococcal Growth during the Division
Cycle

The growth of spherical bacteria such as
Streptococci reveals a different pattern of
surface growth. There is no apparent in-
tercalation of new peptidoglycan material
into the preexisting older peptidoglycan.
Rather, the old peptidoglycan is conserved
and new peptidoglycan grows at the cen-
ter of the cell to make a completely new
cell pole.

10
Mass Increase Is the Driving Force of the
Division Cycle

The driving force of the division cycle is
cytoplasm synthesis. Some part of the en-
ergy used by the cell to make cytoplasm
drives the biosynthesis of the cell surface
by causing stresses along the cell surface

and this stress leads to the breaking of
peptidoglycan bonds. The insertion of new
peptidoglycan then leads to the increase in
cell size. Cytoplasm increase also regulates
DNA synthesis. Cell size at birth is greater
at faster growth rates (Fig. 3) because the
initiation of new rounds of DNA replica-
tion occurs when the cell has a unit (or
critical) amount of cytoplasm per origin of
DNA. Cell size at initiation is proportional
to the number of replication points in the
cell, and that is why cells are larger at faster
growth rates; at faster growth rates there
are more origins per cell at initiation. The
cell ‘‘titrates’’ the amount of cytoplasm or
some specific molecule that is a constant
fraction of the cytoplasm. Thus, DNA syn-
thesis is initiated at all available origins
when the amount of cytoplasm per origin
reaches a particular value.

The cell cytoplasm increases as fast as
it can, given the external nutrient con-
ditions. The synthesis of DNA and cell
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surface cannot outpace or lag behind cy-
toplasm synthesis. DNA synthesis cannot
go faster because it is waiting to initi-
ate new rounds of DNA replication in
response to cytoplasm synthesis nor can
it go slower because the cytoplasm would
increase without initiating new rounds of
DNA replication. Cell surface is made to
just enclose the newly synthesized cyto-
plasm. The regulation of surface and DNA
synthesis by cytoplasm thus explains why
there is no dissociation of these syntheses
during the division cycle and during the
growth of a culture. Furthermore, the fail-
ure to complete DNA replication (so that a
cell has only one genome) prevents cell di-
vision; the cell thus ensures that there will
be enough material (genome, cytoplasm,
and cell surface) to allow the production
and survival of two new daughter cells.

11
The Bacterial Growth Law during the
Division Cycle

It has been speculated that there is
a ‘‘bacterial growth law’’ that can be

discovered by sensitive methods of
analysis. Does the cell grow linearly,
bilinearly, exponentially, or perhaps follow
some other, yet undiscovered, growth law?
If there were a general law of cell growth,
independent of the biosynthetic patterns
of the three categories that comprise the
cell, then the individual categories of
biosynthesis would have to accommodate
themselves to this overall growth law.

There is no simple mathematical growth
law regulating or describing bacterial
growth during the division cycle. Bacterial
growth during the division cycle is the
simple weighted sum of the biosynthetic
processes that are described by the three
categories proposed here. As presented
in Table 1, it can be seen that the
components of the cytoplasm of the
cell are 80% of the total cell weight.
This means that the growth of the cell
is approximately exponential. A slight
deviation from exponential growth is due
to the contribution of cell surface and DNA
synthesis. Cell growth, then, is the result
of a large number of individual reactions,
regulated by local conditions, and not
conforming to any overriding growth law.

Tab. 1 Composition of Escherichia coli, a typical gram-negative, rod-shaped bacterium.

Cell component Molecules per cell Percent dry weight

Cytoplasm
Protein 2,350,000 55.0
RNA 255,480 20.5
Polyamines 6,700,000 1.1
Glycogen 4,300 3.5
Metabolites, ions, cofactors 2.5

Surface
Peptidoglycan 1 2.5
Lipid 22,000,000 9.1
Lipopolysaccharide 1,430,000 2.4

Genome
DNA 2.1 3.1
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If one wished to state the growth law,
the growth law is simply the sum of the
individual synthetic patterns of the three
categories of the cell material.

12
Experimental Analysis of the Bacterial
Division Cycle

How can one study the pattern of synthesis
of cell components during the division
cycle? At first thought, it appears that one
could study the division cycle by preparing
a synchronized bacterial culture – that
is, a culture composed of cells all of
the same age, for example, newborn
cells – and taking measurements of the
cell components at different times during
the division cycle. It turns out that this
method has rarely, if ever, led to any
concrete results. This is presumably due
to the introduction of perturbations and
artifacts when cells are synchronized, as
no naturally synchronized populations are
available.

The methods that have given results are
nonperturbing, nonsynchrony methods.
One is the membrane-elution method,
or ‘‘baby machine,’’ which analyzes the
division cycle of unperturbed cells. In this
method, a label is added to a growing
culture, the labeled cells are filtered onto a
membrane, the cells bind as though bound
at one end or pole, and when medium is
pumped through the inverted membrane,
newborn cells are eluted from the bound
cells. Since the newborn cells arise from
the bound cells as a function of the original
cell age, the first newborn cells arise from
the oldest cells at the time of labeling.
With time, the newborn cells arise from
cells labeled at younger and younger
cell ages. By measuring the amount of
label per cell during elution, one can

determine the pattern of synthesis during
the division cycle. This has been done
successfully for DNA, plasmids, protein,
RNA, peptidoglycan, and cell membrane.

Another method for cell-cycle analysis
is flow cytometry, where the amount of
material per cell in a cell population is
determined for individual cells by a com-
plex system of liquid handling and laser-
excitation engineering. The quantitative
distribution of cell material can give the rel-
ative rate of synthesis during the division
cycle. This method has been successful
for DNA replication during the division
cycle and has confirmed the initial re-
sults obtained with the membrane-elution
method. It is not clear whether the method
is sensitive enough for bacteria to enable
the discovery of a particular pattern of DNA
replication.

13
Genetic Analysis of the Bacterial Cell Cycle

Complementing the physiological and bio-
chemical analyses of the bacterial division
cycle has been a large amount of work on
isolating and analysing mutants that affect
the division cycle. Because a successful di-
vision requires that the cell make all of
its required material, a mutation affect-
ing the synthesis of any required material
is, in some trivial sense, a mutation af-
fecting the division cycle. Thus, a mutant
unable to make a particular amino acid,
such as leucine, that is required for growth
would stop progressing through the divi-
sion cycle. However, this would be a trivial
relationship to the division cycle because
the leucine is required throughout the di-
vision cycle and is not related to a specific
control mechanism.

More interesting are those mutants that
affect the major events of the division cycle
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such as the start of DNA synthesis and
the start of septation. A large number of
mutations affecting these processes have
been isolated, and their study has revealed
that a number of enzymes and proteins
are required for cell-surface synthesis and
DNA synthesis.

14
Die Einheit der Zellbiologie

Are the interrelationships of cell-cycle
regulation, proposed here for E. coli, appli-
cable to other organisms? Other regulatory
mechanisms have been proposed in other
cell types. For example, a circular regula-
tory system was proposed for Caulobacter
and a stochastic mechanism as well as
a rate-controlled model for animal cells.
Is the mechanism of cell-cycle regula-
tion subject to historical accident? Or is
there a unity of mechanisms regulating
the division cycle of all types of cells? I
conjecture that the E. coli model of cell-
cycle regulation is generally applicable to
other organisms, and that the optimal de-
sign of the cell cycle is exhibited by the
E. coli cell cycle.

In the second decade of this century,
Kluyver and his colleagues explicitly pro-
posed the principle of the Unity of Bio-
chemistry, or as originally proposed, Die
Einheit der Biochemie (the oneness of
biochemistry). Although the original pro-
posal dealt primarily with the nature of
oxidation–reduction reactions, the basic
principle has evolved to encompass even
more unifying principles. The nature of
the gene, the genetic code, the mechanism
of protein synthesis, the use of enzymes
for biochemical changes, the patterns of
enzyme regulation, and all of the fun-
damental aspects of biochemistry appear

similar throughout the different organ-
isms on earth. While there are exceptions
and unique aspects to many organisms,
the essential principle that there is a uni-
fied biochemistry has been supported.

Here we must now add, with regard
to the cell cycle, the Unity of Cell
Biology – Die Einheit der Zellbiologie – that
is analogous to the Unity of Biochemistry.
Phenomena suggesting the existence of
other modes of cell-cycle regulation in
animal cells have been shown to be
consistent with the model for the bacterial
division cycle proposed here. For example,
the constancy of C- and D-periods is
mimicked by the constancy of their
analogues in animal cells, the S and
G2 periods. The variation in cell size
with growth rate and the rules regarding
size determination also appear to hold
for all organisms. The rules of the cell-
division cycle – that is, the logic and
design principles of the division cycle – are
the same for Escherichia and escargot,
Salmonella and salmon. Although there
are many detailed differences between
eukaryotic and prokaryotic division cycles,
at the deepest level the principle of the
Unity of Cell Biology proposes that the
division cycle is ultimately regulated by
the continuous accumulation of some
molecule that is titrated against a fixed
amount of another cell component. From
this viewpoint, cell-cycle-specific events
identified in eukaryotic cells are the
result or symptom of a deeper regulatory
principle that is produced in a cell-cycle-
independent manner. The question for
future analysis is whether there is some
deeper rule that ensures this common
pattern in all cells. I conjecture that this is
indeed the case and hope that a search for
the underlying meaning of size control in
all cells is now the new goal of cell-cycle
research.
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Keywords

Virulence
The relative ability of an organism to cause disease.

Pathogen
Organisms capable of causing disease.

Adhesin
A molecule used by a bacterial cell to adhere to a surface.

Colonization
The ability of a pathogen to adhere to host cells or surfaces and to multiply within
the host.

Quorum sensing
A regulatory mechanism by which the expression of various genes is coordinated to
population density via the interaction of a receptor protein and a small organic
signaling molecule.

Antimicrobial Resistance
The ability of a bacterial pathogen to become refractory to the actions of a given
antimicrobial compound.

Pathogenic Cycle
The common steps that pathogens need to undertake to establish themselves within a
host and survive.

� The incidence of infectious disease due to bacteria continues to be a leading
cause of morbidity and mortality worldwide despite advances in public health
measures, modern medicine, and the availability of myriad antimicrobial drugs.
Those organisms that are able to cause disease are referred to as pathogens. These
organisms have evolved many mechanisms to subvert the immune defenses of the
human host and usurp usual host cell processes to allow their own proliferation and
persistence during infections. In addition to uncovering the inner working of both
bacterial and host cells, the elucidation of these processes provides the potential for
the development of new therapeutic approaches.
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1
Introduction

Despite tremendous advances in medicine
and public health measures, infectious dis-
eases caused by microbial agents are still
the leading cause of morbidity and mor-
tality worldwide. This is due not only to
the emergence of new infectious agents
but also to the reemergence of diseases
once thought to be under control. Further-
more, increasing numbers of organisms
resistant to numerous antimicrobials are
being isolated and identified. Organisms
capable of causing disease are referred
to as pathogens and may be generally di-
vided into three main categories as follows:
(1) viruses, (2) bacteria, and (3) fungi and
parasites. This chapter will concern itself
with bacterial pathogens, and, in the en-
suing discussion, we will deal with the
strategies used by various bacteria to pro-
mote disease. For obvious reasons, most of
the discussions will be based on a human
serving as the host. However, it should be
noted that bacterial pathogens exist for al-
most every animal and plant life form and
that the mechanisms and strategies out-
lined for survival and causation of disease
in the human are also generally applicable
to those hosts as well. Bacterial pathogen-
esis is a large and complex topic and it
would be impossible to discuss every de-
tail in a short review such as this. Indeed,
there are myriad books that deal solely
with this topic, and the reader is directed
to these and other publications listed at
the end of this chapter for further de-
tails. Rather, this chapter is intended to
serve as a general overview to provide the

basic concepts of this complex field to the
reader.

2
Concepts and Principles of Pathogenesis

A concept important to any discussion of
pathogenesis is that of virulence, which
may be defined as the relative ability of
an organism to cause disease. As we shall
see, the virulence of a pathogen is inti-
mately tied to a large and complex group
of factors (virulence factors, see Table 1)
that it can generate and the relative fitness
of a given host. The ability of bacteria to
be pathogenic is directly associated with
the ability of these organisms to produce
various cell-associated or extracellular viru-
lence factors. These components are often
involved in processes such as adherence
to host cells and in the evasion of host de-
fense mechanisms. The presence of these
factors allows the bacterium to gain an ad-
vantage over the host and results in various
pathologies.

To cause disease, some organisms use
a combination of tactics, while a few
rely on a single approach. Pathogenesis
may be caused by factors produced after
the bacteria have colonized the host or
by factors that are produced exogenous
to the host. The latter case, in which
the host must contact preformed toxins
produced by the bacteria, is primarily
limited to certain forms of food poison-
ing. Interestingly, even though a large
number of pathogenic bacteria exist, re-
cent evidence demonstrates that many of
these pathogens utilize strikingly similar
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Tab. 1 Representative virulence factors/mechanisms and their functions.

Virulence
factor/mechanism

Organism(s) Virulence function

Motility Pseudomonas aeruginosa Enhanced ability of motile organisms to
disseminate to other tissues.

Altered
lipopolysaccharide
side chains

Salmonella typhimurium Inhibition of cell lysis by inhibiting the
formation of the activated
complement complex.

Proteases Pseudomonas aeruginosa
Streptococcus pyogenes

Destruction of tissue for dissemination;
provision of nutrients.

Destruction of complement, antibodies,
and other host cell defense proteins.

Antigenic variation Neisseria gonorrhoeae Variation of surface proteins to evade
host antibody response.

Exotoxins A–B types:
Corynebacterium
diphtheriae
Pseudomonas aeruginosa
Clostridium tetani
Vibrio cholerae
Membrane disrupting:
Listeria monocytogenes
Clostridium perfringens

Killing of host immune response cells
(phagocytes, PMNs, etc). Destruction
of tissue to enhance nutrient
availability and possible
dissemination to other sites.

Pili or fimbriae Pseudomonas aeruginosa
Escherichia coli
Vibrio cholerae

Adhesion to host cells and mucosal
tissue.

Nonpilus adhesins Pseudomonas aeruginosa
Streptococcus pyogenes
Vibrio cholerae

Adhesion to cells and mucosal tissue.

Secreted
(siderophores) and
surface proteins that
bind iron

Escherichia coli
Pseudomonas aeruginosa
Yersinia pestis

Acquisition of iron from host sources.

Capsules Streptococcus pneumoniae Inhibit phagocytosis.
Decrease activation of complement.

Survival within
phagocytes

Salmonella typhimurium Evasion of host immune response.

strategies and mechanisms to cause in-
fection and disease. While not applicable
in every case, almost all pathogens must
successfully complete a series of common
steps in order to flourish. First, a pathogen
must gain entry into the host. Second, the
pathogen must be able to establish itself
(colonize) and adhere to host cell tissues.
Third, the pathogen must be able to sur-
vive within the host. Fourth, the pathogen

must be able to cause cell or tissue damage.
Lastly, the pathogen must be able to dis-
seminate from the host in order to infect a
new host.

The process may appear to be simple,
but one must remember that pathogens
face considerable challenges in attempting
to complete the steps outlined above.
Almost immediately these organisms face
the task of outcompeting the normal
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microbial flora that may be present at a
given infection site. There is competition
for nutrients and adherence sites, and
many microbes considered part of the
normal flora are able to defend their
territory via the production of various
proteases, toxins, and other deleterious
factors. If a bacterium can survive this
challenge, it must then face the formidable
challenge of trying to evade the human
immune system.

Clearly, in order to survive, a pathogen
must be able to respond and adapt
to its changing environment. Pathogens
must adapt to changes induced during
transmission to a new host or to changes
that occur in the new host as a result of the
pathogens’ presence. The fact that many
successful pathogens have been identified
is a testament to the adaptability and
diversity of these organisms. The concept
of adaptability raises the point that we must
recognize that pathogenic bacteria do not
cause disease with malicious intent as is
so often implicitly conveyed in any such
discussion. Rather, they cause disease as
a consequence of the evolutionary stresses
that select for those organisms that can
survive in an environment that is most
often very different from the environment
in which they are usually found. As will
become evident, the balance between host
and pathogen is quite delicate and a small
shift in this balance can give one or the
other the upper hand.

3
What Makes a Pathogen a Pathogen?

Bacteria cover and colonize most of the
exterior surface of the body including
mucosal surfaces. While the majority of
these organisms usually serve a beneficial

role to the host, or at least do not ap-
pear to be detrimental, a small percentage
of bacteria are pathogenic. This demon-
strates that the association of pathogen
and host does not always lead to disease.
In fact, some pathogens such as Strepto-
coccus pneumoniae are able to colonize the
host in large numbers; yet the host does
not exhibit signs of streptococcal pneu-
monia. The number of organisms needed
to be present to prove sufficient to cause
disease is termed an infectious dose. The
specific infectious dose can vary between
organisms and even for the same organ-
ism in different hosts. Some pathogens
are considered ‘‘overt’’ in that they can
cause disease even in immunocompetent
individuals. Other pathogens are consid-
ered ‘‘opportunistic,’’ causing infection
only when some predisposing factor is
present in the host. A classic example of
an opportunist is Pseudomonas aeruginosa,
which infects individuals who have been
immunocompromised in some way.

The finding that a small percentage
of organisms can actually be pathogenic
leads us to the question of what makes
a given organism a pathogen. The rise
of molecular biology and advances in
genetics allowed us to gain an appreciation
for the complexity of the answer to this
question. Clearly, the susceptibility of the
host plays a large role in the success of a
pathogen, and there is evidence (discussed
further in this chapter) that specific genetic
traits of the host may predispose an
individual to a given infection. Just as
clear is the fact that the genetic makeup
of the bacterium itself plays an equally
important role. Closely related bacteria
can demonstrate dramatically different
pathogenic potential. This is evident with
the identification of specific strains of
organisms that are pathogenic, while other
strains of the same organism are not.
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In the genetic sense, a bacterium can
become pathogenic by one of a number of
events. The organism could harbor genes
unique to itself. A good example of such
genes is the ‘‘pathogenicity islands’’ (PAIs)
that have been identified in numerous
species of bacterial pathogens. PAIs are
chromosomal segments of DNA that
encode genes required for the expression
and production of virulence factors and
that are absent from nonpathogenic related
bacteria. The PAIs can range in size from
10 to 200 kb and thus can encode few or
many genes important for virulence. Many
of the identified PAIs are located between
loci that encode transfer RNA, sites that are
frequently used by specific bacteriophages
as integration sites. This finding suggests
that the acquisition of a PAI by a given
organism can be accomplished simply
by the infection of the bacterium with
a phage harboring the DNA as part of
its genome. This horizontal gene transfer
concept is further supported by the finding
that PAIs are usually flanked by direct
repeat sequences that indicate that the
region is prone to recombination events
such as those necessary for the integration
of a foreign fragment of DNA. Further
evidence for the concept that the PAI
is acquired from a different organism is
that they often exhibit G + C contents that
are significantly different from that of the
organism in which they are found. Implicit
in this finding is that transfer of a PAI
between organisms could be accomplished
simply by infection with a bacteriophage
that is able to infect both organisms.

It should be noted that PAIs are not
the only virulence elements that can be
acquired by horizontal transfer. For ex-
ample, many of the genes required for
the virulence of Shigella spp. are main-
tained on a large plasmid carried by the
pathogenic strain. Shigella is also able to

produce a number of cytotoxins, the genes
for which are carried by a bacteriophage
that has integrated into the chromosome.
This bacteriophage has also been shown to
be transferred to the enterohemorrhagic
strains of Escherichia coli, which are now
able to produce the cytotoxins. Thus, the
transfer of genes encoding virulence fac-
tors within the same specie or between
species has been documented and pro-
vides a mechanism for the acquisition of
virulence capabilities by organisms that
were previously avirulent.

A second mechanism by which a bac-
terium can evolve to pathogen status is via
the loss of a function required for sup-
pression of virulence factor expression.
Suppressors, as the name implies, func-
tion to maintain the expression of a given
gene(s) quiescent. One of the first exam-
ples of such a mechanism was the loss
of the OmpT surface protease of Shigella.
This protease suppresses virulence since
its expression interferes with the expres-
sion of the VirG protein, which is required
for intercellular spread. The regions of
DNA corresponding to the genes that have
been lost are known as black holes to con-
trast them with the PAIs whose acquisition
leads to increased virulence.

A bacterial species may become more
virulent by the differential regulation of
the same group of genes. That is, the ex-
pression of the same functional group of
genes may be regulated by different envi-
ronmental controls. An excellent example
of such differential regulation occurs again
in the genus Shigella. Both S. enterica and S.
flexneri harbor very similar genes encoding
functions required for cellular invasion.
However, the S. enterica genes respond to
oxygen tension, while the expression of the
S. flexneri cohort of genes is modulated by
temperature.
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Finally, a bacterium can increase its
virulence simply by harboring mutations
in a gene required for pathogenic success.
There are numerous examples of such
a mechanism in action, but one of the
best is the fimH gene of E. coli, which
encodes a protein required for adherence
to host tissue. It has been shown that
various single mutations in the sequence
of this gene can give rise to variants of
the adhesin, which increase the binding
of the E. coli to tissue, thereby raising its
virulence potential.

Clearly, the mechanisms described in
the preceding text have implications for the
evolution of pathogenic bacteria. A given
organism may be the subject of one or
more of the mechanisms and may thereby
evolve into a more potent, efficient, and
ever-changing pathogen. In addition, the
ability of vectors such as bacteriophages
and plasmids to harbor virulence genes
and their potential as vectors for horizontal
transfer of virulence traits suggests that
bacteria are constantly evolving during
passage through their hosts.

4
Regulation of Virulence

As mentioned in the previous section,
pathogens produce an array of products
collectively termed virulence factors, which
enable them to cause disease. However,
pathogens do not express these factors con-
stitutively. Rather, expression of most vir-
ulence factors is tightly controlled. Given
that a pathogen must be able to sense
the condition of its host, it is not surpris-
ing that many of the signals that initiate
expression of virulence factors are environ-
mental. Diverse bacterial pathogens can
recognize an array of signals including

pH, temperature, growth phase, osmolar-
ity, oxygen tension, and availability of iron
and carbon source as cues for virulence fac-
tor expression. By way of example, the Anr
protein is responsible for the modulation
of gene expression due to oxygen availabil-
ity in P. aeruginosa. There are a number
of regulatory factors that are responsive
to the presence or absence of iron. The
most recognized of these is the Fur pro-
tein that binds to specific DNA elements
only in the presence of iron, resulting in
the repression of the target gene(s). The
ability to sense such signals is critical to
the organisms’ ability to adapt to the mi-
croenvironment in which it finds itself.

The sensing of a specific signal results
in the triggering of a cascade of events
that lead to a regulation of the genes re-
sponsible for the production of a given
virulence factor(s). The signals are con-
verted to a specific response via the action
of molecules deemed regulators. In the
simplest sense, the regulators alter the
expression of a gene so that it is ei-
ther increased or decreased in response
to the signals that are sensed. Some of
these regulatory molecules may respond
to more than one signal, and, in this
way, the expression of various virulence
factors is coordinated and made interde-
pendent to allow the required response
of the organism. While the mechanism(s)
used to regulate gene expression are nu-
merous, they can be broadly categorized
into several common motifs. In addition,
a pathogen can use one or more mech-
anisms to simultaneously respond to the
signals that they sense. Furthermore, one
or more mechanisms may act to regulate
the production of a single virulence fac-
tor, allowing the pathogen to monitor and
respond to multiple environmental cues
to finely tune the expression of the given
factor. Although many diverse organisms
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use a variety of regulators, many of these
regulators can be grouped into families
on the basis of their function. Thus, al-
though homologies at the sequence level
(both nucleotide and protein) may occur,
functionally the products are the same.
The number of regulators identified has
exploded with the introduction of molec-
ular techniques and their application to
studies of bacterial pathogenesis. While all
of them cannot be discussed here, it is im-
portant to acquaint the reader with some
examples and hence three major regula-
tory mechanisms are briefly described in
the following text.

One of the simplest ways to regulate the
expression of a specific gene is to alter the
recognition of the promoter elements rec-
ognized by RNA polymerase (the enzyme
responsible for synthesis of RNA from
DNA). Sigma factors, synthesized by most
bacteria regardless of pathogenic potential,
are proteins whose function is to interact
with RNA polymerase and thereby alter the
expression of a given gene(s). Many organ-
isms express various sigma factors, which
are responsible for coordinating gene ex-
pression to various specific environmental
cues. Not all organisms will produce the
same sigma factors, but the role of sigma
factors as regulators of gene expression
has been well documented in many bacte-
ria. These factors may be produced during
specific periods of growth of the organism
or in response to specific stimuli. One ex-
cellent example is the sigma factor RpoS
(also known as σ 32). This sigma factor
has been shown to be important for the
virulence of a number of organisms includ-
ing E. coli, Salmonella typhimurium, and P.
aeruginosa. RpoS is expressed during the
stationary phase of growth when the or-
ganism is under various stresses such as
nutrient deprivation and oxygen tension.

Other sigma factors, which have a demon-
strated role in the expression of virulence
genes, are RpoE, which responds to various
stresses and is important for the virulence
of S. typhimurium; and RpoH, which is
involved in the heat shock response of
many organisms. The production of the
exopolysaccharide alginate, responsible for
the mucoid phenotype of P. aeruginosa in
infections of individuals with cystic fibro-
sis, is regulated by two sigma factors RpoN
and AlgU.

One of the most common types of
regulator is that which belongs to the
two-component systems. These regulatory
systems consist of two proteins – a sensor
protein, which is embedded in the mem-
brane of the bacterial cell wall and which
acts to sense specific signals; and a re-
sponse regulator, which is then the media-
tor of the regulatory response. The sensor
molecules usually contain a histidine ki-
nase function that allows the molecule to
phosphorylate itself when a specific signal
is sensed. The phosphate is then trans-
ferred to the response regulator, which
alters its conformation and leads to the for-
mation of an ‘‘active’’ form of the molecule.
The response regulator may then either in-
teract with the RNA polymerase enzyme
or bind to the promoter region to result
in stimulation or repression of the gene
of interest. Two-component systems are
involved in the sensing of and response
to signals such as iron availability, car-
bon and nitrogen levels, and phosphate
levels. The expression of many different
virulence factors is known to be regu-
lated by two-component systems. Among
these are the Bordetella pertussis toxin, fim-
briae and filamentous hemagglutinin Fha
(controlled by the BvgA/BvgS system),
the formation of pili and toxin in Vib-
rio cholerae (the ToxR/ToxS system), and
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alginate production in P. aeruginosa (the
AlgZ/AlgR system).

In addition to the two-component sys-
tems, a number of other regulatory factor
families have been implicated in viru-
lence factor regulation. The families are
usually based on the homology or conser-
vation of distinct motifs (e.g. the ability
to bind a specific DNA element) within
the members of the group. Two of the
best-characterized are the AraC and LysR
regulator families. The AraC regulators are
a group of proteins that exhibit homologies
to the AraC protein, which regulates ara-
binose utilization in E. coli. These proteins
bind to specific DNA sequences upstream
of target genes to regulate their expres-
sion. A member of the AraC family, the
VirF protein of Yersinia spp. is involved in
regulating the expression of the Yop pro-
teins, which are involved in the virulence
of this organism. It should be noted that
the expression of VirF itself is regulated
by temperature and that the Yop proteins
are only expressed at 37 ◦C, demonstrat-
ing the networking of different regulatory
mechanisms to produce expression of the
correct product at the correct time during
infection. The LysR family includes SpvR,
a DNA-binding protein that regulates the
expression of a number of genes required
for the survival of Salmonella spp. in the
mouse.

Over the past decade, a strong connec-
tion has been made between the coor-
dination of population density and the
regulation of virulence genes in a mech-
anism known as quorum sensing. This
coordination is achieved by the interac-
tion of small organic signal molecules,
which can traverse the bacterial cell wall,
with specific receptor proteins that can act
as regulators of transcription. In gram-
negative organisms, the signals appear to
be primarily homoserine lactones, while

gram-positive organisms appear to use
peptides. It is proposed that as cell popula-
tion density increases, the concentration
of the appropriate signal molecule in-
creases both external and internal to the
bacterial cell. Within the pathogen, the
number of regulator/signal complexes is
increased until, upon reaching a threshold
concentration, gene expression is coordi-
nated. The discovery of this mechanism
in pathogens is relevant to the observa-
tion that many pathogens must reach a
critical density within the host prior to
causation of disease. It is postulated that
quorum sensing is used by pathogens to
allow production of virulence factors at
the appropriate time during infection and
that the pathogen can unleash an arse-
nal of factors to overwhelm the host. As
an extension of this postulate, it may be
proposed that a pathogen does not express
unwanted factors too early, a situation that,
in addition to being wasteful, may also
give premature warning of the pathogen’s
presence to the immune system. The field
of quorum sensing is intensively studied,
and the list of pathogens that use such a
mechanism as well as the virulence factors
regulated by this mechanism is rapidly
expanding.

5
The Pathogenic Cycle

In the previous section, there was a dis-
cussion of the steps that most pathogens
undertake in their progression to causing
disease. In the sections that follow, these
steps will be described to allow the reader
to gain some appreciation of the complex-
ity of the process as well as to gain some
insight into the hurdles that pathogens
face within the human host.
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5.1
Transmission of Pathogens to the Host and
Host Susceptibility

The information regarding the effective
transmission of a pathogen to its host
is somewhat limited. Some pathogens
such as B. pertussis, the causative agent
of whooping cough, can be transmitted
via aerosols created by sneezing. Others,
including Treponema pallidum and Neisse-
ria gonorrhoeae, which cause syphilis and
gonorrhea respectively, are transmitted via
sexual contact. Some organisms rely on
transmission via animal or arthropod vec-
tors. Borrelia burgdorferi, the cause of Lyme
disease is transmitted by the deer tick,
which can bite humans and in effect inoc-
ulate them with the organism. Still others,
such as V. cholerae, are internalized by in-
gestion of contaminated matter or via the
fecal–oral route.

Within the host, any available surface
is a potential target for bacterial attack.
However, not all pathogens can interact
with all surfaces or, for that matter, infect
all hosts. Some pathogens may be able to
interact with a wide variety of cells and
tissues, whereas others are restricted to
specific cell types. This demonstrates that
some microorganisms exhibit preferences
for specific tissues and hosts. For example,
N. gonorrhoeae can only infect humans
and more specifically only certain mucosal
surfaces. In contrast, P. aeruginosa can
cause a wide variety of infections affecting
various tissues in a number of hosts.

There is increasing evidence that some
factors may predispose a given host to
infection with a given pathogen and
that the severity of the disease may
actually be modulated by these factors.
A prime example is the NRAMP1 protein,
which was initially identified in mice but
which has also recently been identified in

humans. This protein is located on the
surface of macrophages, cells that are part
of the immune system and that are used
to engulf bacteria and destroy them, where
it functions as a transporter of specific
metals such as iron and manganese into
the mammalian cell. Mutation of this
protein leads to increased susceptibility
to infection with organisms such as
Mycobacterium spp. A single amino acid
mutation (glycine at position 169 changed
to aspartate) is highly associated with this
increased susceptibility. It is proposed that
the loss of proper function of this protein
results in increased levels of such metals
in the extracellular spaces. Since these
metals are essential for the basic growth
requirement of all cells including bacteria,
it is proposed that the increased availability
of the metals allows the pathogens to thrive
in an environment in which these metals
would normally be limited in supply.
Furthermore, since the metals are used
by bacteria as integral components of
enzymes required to defend against host
defenses, the availability of the metals
in NRAMP1 mutant hosts would allow
the organisms to resist those defenses
and survive.

5.2
Entry into the Host

The primary barrier to infection is the
epithelium, which is considered part of
the human hosts’ innate immunity. Bac-
teria may breach this protective layer in
many ways. One approach is to enter
through breaks in the skin caused by
trauma, including cuts, burns, and insect
bites. Pseudomonas aeruginosa is an oppor-
tunistic pathogen that can cause horrific
infections of individuals who suffer burn
trauma. Arthropod vectors can transmit
Yersinia pestis, the causative agent of the
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bubonic plague, via direct inoculation in
the form of a bite. The increased use of in-
dwelling medical devices such as catheters
also provides portals of entry into the host
and may actually serve as recurrent sources
of infection. Additional routes of entry
include mucosal surfaces, which are in-
volved in nutrient uptake or gas exchange.
Examples of such surfaces are the gas-
trointestinal and respiratory tracts. These
mucosal surfaces are in constant contact
with the external environment and hence
are under risk of being breached by bac-
teria. These tissues serve as a thin barrier
between the host and the external envi-
ronment and provide a portal of entry for
many bacteria that are capable of invading
a host through intact epithelia. The breach
of the skin barrier is important because
it allows not only the normal flora on the
surface to enter but also invites invasion by
pathogens. Indeed, organisms that are rel-
atively innocuous on the surface of the skin
may actually present problems if allowed to
penetrate the skin barrier and gain access
to underlying tissue or blood vessels.

Some organisms do not directly enter
the host nor require a living vector system
to cause disease. Although they can also
cause wound infections, members of the
genus Clostridium can elaborate toxins in
foodstuffs that can result in severe disease
upon ingestion. One of the most common
examples of disease without colonization is
botulism. Clostridium botulinum is able to
produce botulinum toxin that essentially
acts as a neurotoxin. Upon ingestion of
tainted food, the toxin is absorbed from
the intestines into the circulation and
binds to susceptible neurons. Part of the
toxin (i.e. the light chain) is internalized
in the cytoplasm of the neurons where
it begins to exert its proteolytic activity
and disrupt cellular pathways required
for the release of chemical messenger

molecules. As a result, the muscles do not
receive the proper signals and essentially
enter a state of flaccid paralysis. As
the paralysis progresses further, there
is risk of fatal respiratory and cardiac
failure.

5.3
Adherence to Host Cells

Once inside a host, bacterial pathogens can
adhere either directly to a host cell surface
or to a component of the extracellular
matrix, which functions as a foundation
for the host cells. Some pathogens remain
on the surface of a cell and multiply at that
location, while others make use of their
ability to invade the tissue in search of a
more suitable location. Nonetheless, even
invasive organisms must initially attach
to a host cell. This is a key step in the
interaction between the pathogen and the
host. Implicit in this interaction is that
the organism must possess a molecule
that can allow it to adhere to a host and
that the host must possess a receptor
for the bacterial adhesin. The surfaces of
attachment can be the skin, the mucosal
membranes, and some of the deeper
tissues. The host has evolved mechanisms
such as coughing, sneezing, secretion of
saliva, and mucus flow in an attempt to
wash away the bacteria. However, some
pathogens are able to strongly attach
themselves and prevent their eradication
from the host. These organisms utilize
specific components, termed adhesins, to
adhere themselves to receptor sites on the
host cell surfaces.

The types of adhesins used by bacte-
rial pathogens are varied. They may be
composed of either proteins or carbohy-
drates. The protein adhesins are generally
separated into two groups known as fim-
brial (pili) and afimbrial. Those adhesins
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that consist of carbohydrate are generally
components of the bacterial cell mem-
brane, wall, or an exopolysaccharide coat-
ing known as the capsule. Many organisms
are believed to use a two-step process in
which an initial loose binding is medi-
ated by adhesins such as pili followed by a
tighter binding owing to the action of other
adhesins. This demonstrates that it is com-
mon for a single pathogen to synthesize
and utilize more than one adhesin.

The function of an adhesin implies the
presence of a receptor for that adhesin.
The variety of molecules that can be used
as receptors include proteins of the host
cell membrane, glycolipids, glycoproteins,
and proteins that make up the extracellular
matrix such as fibronectin and collagen. In
some cases, the pathogen can even inject
its own receptor into the host, have it
located to the surface, and then use it
to bind to the host cell. This appears to be
the mechanism used by enteropathogenic
E. coli.

The best-understood adherence mech-
anism is the use of protein structures
known as fimbriae or pili. These rodlike
structures are composed of protein sub-
units termed pilin, which are arrayed and
extend outward from the surface of the
pathogen. In some organisms, the pili are
distributed over the entire surface, while in
others the pili are localized to a preferen-
tial location on the surface. In some cases,
the tip of the pilus mediates the actual
adherence. This is accomplished by a very
specific binding of the pilus to a molecule
on the host cell surface. The host cell recep-
tors are most often carbohydrate residues
that are part of glycoprotein or glycolipid
molecules. The specificity of the bind-
ing to these host receptors is significant
in determining where, within the body,
the organism will eventually bind, since
some receptors may be tissue-specific. In

some cases, the specificity of binding is
determined by a special tip structure that
consists of several proteins different from
pilin. In others, it appears that pilin itself
is involved.

The synthesis and assembly of pili is
a complex process that requires proteins
other that those involved in the actual
pilus structure itself. Usually, the tip of
the pilus is assembled and secreted into
the periplasm, where specialized proteins
known as chaperones hold the pilus
proteins in the proper conformation for
the addition of further pilin subunits and
the eventual transport of the growing pilus
to the outer membrane. Pilin subunits are
added to the base of the pilus molecule
until the proper length is reached. The
signals involved in determining the proper
length of the pilus are not understood.
It is known that a periplasmic protein is
involved in signaling for the end of pilus
synthesis, but the mechanism by which it
conveys this information is still a mystery.
There are numerous families of pili that
use diverse mechanisms of biogenesis and
that have distinct structural characteristics.

Attachment is especially important in
areas such as the mouth, the intestinal
tract, and the bladder, which are washed
by fluids. In these areas, only organisms
capable of adhering will be capable of
persisting. One of the most obvious of
these sites is the urinary tract, which is
subject to washing by urine. A number
of the adhesins of uropathogenic E. coli
strains have been identified and studied.
Several pilus types have been identified.
The type 1 pili appear to be involved in the
colonization of the vaginal tract; however,
the contribution of these pili in bladder
infections appears to be minimal. The P
pili, synthesized by the products of the
pap (pyelonephritis-associated pili) genes,
are extremely important in strains that
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cause kidney infections (pyelonephritis).
Although P pili of many antigenic types
exist, they all appear to have the same type
of receptor (globobiose).

As mentioned above, surface molecules
that are important in adherence but
which do not form a piluslike structure
are often called the nonpilus adhesins
or afimbrial adhesins. In addition to the
fimbrial adhesins, the uropathogenic E.
coli strains also carry adhesins that are
not pili. These adhesins include the
afimbrial adhesins Dr, AFAI, and AFAIII.
It is proposed that these molecules are
responsible for the tighter binding of
the bacterium to the host cell surface
subsequent to the initial binding by
the pili. Very little is known about the
structure and functions of these types
of molecules, but it appears that some
of them may recognize host cell surface
proteins rather than carbohydrates. Many
pathogens maintain several alternative
means of adhering to cells that may be used
under specific environmental conditions
or to allow attachment to specific cell
types. Members of the genus Yersinia,
including Y. enterocolitica, Y. pestis, and
Y. pseudotuberculosis, produce a number of
adhesins that have also been implicated in
the invasion of host cells. These adhesins
(Inv, Ail, PsaA, and YadA) are extremely
interesting in that their expression is
often temperature-dependent and, in most
cases, they do not appear to use the
same receptors. Both the Inv and YadA
proteins are expressed at 37 ◦C and both
are capable of using β1-integrins as their
receptors. However, YadA can also bind
to laminin and fibronectin. In addition,
the gene for Inv is chromosomally located,
whereas the gene for YadA resides on a
large plasmid carried by the organism.
In contrast, Ail can be expressed at
both 30 ◦C and 37 ◦C (albeit expression

is higher at 37 ◦C) and although its
receptor has not been identified, it does
not appear to be the β1-integrins. PsaA
is interesting because it is expressed in
both Y. pseudotuberculosis and Y. pestis
but not in Y. enterocolitica. Moreover, in
contrast with all the other adhesins, it
appears to be a pilus. It is expressed
only at 37 ◦C and only when the pH is
below 7.

Bordetella pertussis, the causative agent of
whooping cough, provides an interesting
case for studies of the specificity of
adherence. Bordetella pertussis exhibits an
extraordinary preference for ciliated cells
of the respiratory tract. These organisms
produce a number of adhesins of which
the two best studied are the filamentous
hemagglutinin (Fha) and pertussis toxin
(Ptx). Both adhesins lack the characteristic
ordered structure of a pilus. The receptors
for Fha are the galactose residues of
sulfated glycolipids. Part of the preference
for the ciliated respiratory cells may be
due to the high content of a type of
sulfated glycolipid known as sulfatide in
the membranes of these cells. Mutants
in Fha are still able to colonize the
host, indicating that other adhesins are
present.

The Ptx molecule is capable of func-
tioning both as a toxin and an adhesin.
Ptx is composed of six subunits termed
S1 to S5, all of which are present in sin-
gle copies except for S4, which is present
in two copies. During an infection, some
of the toxin molecules are secreted into
the surrounding environment, but the rest
remain attached to the bacterial cell sur-
face. These attached Ptx molecules can
now function as adhesins. The S2 and S3
subunits are responsible for binding to
receptors on the host cell. It is proposed
that these molecules act as adhesins when
they are left on the bacterial cell surface.
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Even though both these molecules have
a high degree of homology at the amino
acid level, they appear to bind two different
receptors. S2 specifically binds to a glycol-
ipid called lactosylceramide, which is found
primarily on ciliated respiratory cells. S3
binds to a ganglioside found primarily on
phagocytic cells. It should be noted that
Fha can also bind CR3 on polymorphonu-
clear monocytes. Bordetella pertussis also
produces pili and a surface protein known
as pertactin.

Some organisms use polysaccharide-
based adhesins to attach to host tissue.
These adhesins are exemplified by the
teichoic acids (components of the gram-
positive bacterial cell wall), lipopolysaccha-
rides or lipooligosaccharides (found only
in gram-negative organisms), or capsules
(found on both gram-positive and negative
organisms). As examples, both Staphylo-
coccus and Streptococcus spp. utilize their
teichoic acids as adhesins; Haemophilius
influenzae makes use of lipooligosaccha-
rides to attach to respiratory epithelial
cells; and adhesion of Mycobacterium spp.
is promoted by the glucan and mannan
polysaccharides found in their capsule.

A little-discussed facet of adherence is
the role that the host cell itself may play in
aiding the attachment of the pathogen. It
is known that interactions with pathogens
activate various host cell–signaling sys-
tems. Recent data suggest that pathogens
may be able to connect to these signaling
mechanisms to encourage the host cell to
synthesize receptors to facilitate bacterial
adherence. Recent data suggest that vari-
ous enteropathogenic E. coli may secrete
proteins that stimulate the expression of
specific receptors on host cell surfaces.
The E. coli then utilizes these receptors for
adherence. Streptococcus pneumoniae has
also been shown to stimulate host cells to
express a receptor for its adherence.

5.4
Evasion of the Host Immune Response

After attachment, the bacteria must sur-
vive in their new environment. Toward
this end, the bacteria must compete for
nutrients not only with the host but also
with the indigenous microbial flora. In ad-
dition, the organism must be able to evade
the components of the host immune re-
sponse. Antibodies and complement are
the major components of the humoral re-
sponse and when these proteins encounter
a pathogenic organism or its soluble com-
ponents, the antibodies bind to form an
antibody–antigen complex. In the case of
whole organisms, a series of complement
proteins bind the complex and result in
the lysis and death of the pathogen. Some
pathogens (e.g. S. typhimurium) exhibit
serum resistance in that they are able to
inhibit the formation of the complement
complex and thereby avoid cell lysis. In
the case of soluble factors, the formation
of the complex makes it easy to phago-
cytize and remove pathogens by specific
cells. However, the formation of the im-
mune complexes themselves may cause
pathology as seen in complex-mediated
hypersensitivity in which the host im-
mune system is turned against the host
itself. An excellent example is the case
of post-Streptococcal glomerulonephritis.
The classic view of this disease postu-
lates that lysis products of Streptococcus
pyogenes that result from the host inflam-
matory response attempting to clear a
throat infection eventually enter the blood-
stream and initiate an antibody response.
The high levels of antibodies produced
by the host then interact with antigens
present in the bloodstream, resulting in
the formation of antibody–antigen com-
plexes, which may then accumulate in the
kidney. The complexes themselves may
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elicit an inflammatory response resulting
in damage to kidney tissue and eventually
impairment of normal kidney function.
The same organism is also responsible for
rheumatic heart disease in which antibod-
ies directed against a number of S. pyogenes
products include those against M protein,
a cell surface protein of S. pyogenes that
shares epitopes with proteins on the sur-
face of cardiac tissue. Hence the formation
of antibodies against M protein results in
the production of a set of antibodies that
may also recognize the host tissue, leading
to an immune response against the host.

Alternatively, the interaction of
pathogens with antibodies may make
them more susceptible to phagocytosis.
The process of coating cells with
antibodies termed opsonization leads to
their recognition by phagocytic cells
and other cells of the immune system.
This interaction may also lead to
hypersensitivity reactions since many
of these cells will release molecules
that result in the development of an
inflammatory response. Some pathogens
directly attack the immune response (e.g.
P. aeruginosa) by producing proteolytic
enzymes that can degrade certain classes of
antibodies and complement components.
Others evade the immune response by
cloaking themselves in exopolysaccharide
capsules (e.g. Klebsiella pneumoniae, H.
influenzae), which are believed to impair
the ability of antibodies to bind and to
prevent phagocytosis, or by periodically
changing their surface antigens to
render existing antibodies ineffective
(antigenic variation). Neisseria gonorrhoeae,
the causative organism of gonorrhea,
provides a good example for antigenic
variation. This organism is capable of
using a variety of methods in order to vary
the amount and composition of the pili on

its surface. In this way, it presents an ever-
changing surface to the host response,
resulting in a decreased ability of the
host to clear the organism. Still other
organisms utilize a process of molecular
mimicry in which they present a surface
marker that the host recognizes as ‘‘self’’
and thus does not respond with a normal
immune response. Good examples of this
mimicry are the hyaluronic acid capsule of
S. pyogenes or the sialic acid capsule of N.
meningitidis. The importance of evading
the immune response is illustrated by
opportunistic pathogens that are limited
to immunocompromised hosts but cannot
survive in a host whose immune system
is intact.

5.5
Invasion and Intracellular Survival

In order to persist and perpetuate the
infection, some pathogens need to gain
access to deeper regions of the host
through a process generally known as
invasion. The ability of pathogens to
invade normally phagocytic cells such
as the macrophages, which function to
engulf pathogens, is not very surprising.
However, pathogens have had to evolve
more elaborate mechanisms in order
to invade nonphagocytic cells. The fact
that some invasive pathogens can invade
an extremely diverse population of cells
while others are restricted to specific cell
types implies that host cell receptors are
important in invasion. Integrins that play
a role in host cell interactions including
attachment, phagocytosis, and the binding
of proteins present in the extracellular
matrix have been identified as receptors.
Yersinia pseudotuberculosis, Mycobacterium
tuberculosis, and Legionella pneumophila
have all been shown to utilize members of
the integrin family of proteins as receptors.
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In actuality, the concept of invasion can
be subcategorized into two types, extra-
cellular and intracellular. In extracellular
invasion, a pathogen breaches the barriers
of various tissues in order to dissemi-
nate within the host but in a manner
in which it does not actually enter the
host cells. Some organisms (e.g. P. aerug-
inosa and Staphylococcus aureus) produce
and secrete enzymes that degrade host cell
molecules such as elastin, an extracellular
protein, and hyaluronic acid, the cement
that holds cells together. Destruction of
these molecules allows the organism to
move from one location to another more
suitable location where they can survive
and proliferate.

Many pathogens, both gram-positive and
gram-negative, have the ability to invade
intracellularly. In fact, some pathogens
such as Chlamydia spp. and Rickettsia spp.
are obligate intracellular pathogens and
absolutely require a host cell for growth.
Other pathogens are classified as faculta-
tively intracellular and invade host cells to
proliferate or to spread to other tissues.
The advantage of intracellular invasion is
several-fold. First, it sequesters the organ-
ism from the potentially lethal effects of
the host immune system. Second, it places
the organism in an environment that is
nutrient-rich. Lastly, it positions the or-
ganism in a location where competition
from other organisms is almost nonexis-
tent. However, invasion requires a set of
complex biological mechanisms that must
allow the organism a means to not only
enter the cells but also survive, multiply,
and eventually disseminate from the tar-
get tissue. Intracellular invasion can also
be subdivided into two types. There are
those pathogens that take advantage of the
ability of highly differentiated professional
phagocytes, which normally ingest bacte-
ria. Other pathogens are able to invade cells

that do not have the ability to ingest bac-
teria. In this type of invasion, the process
is considered directed. That is, the bac-
terium directs the production of various
factors known as invasins or internalins
that allow the organism to invade. One
example of such a pathogen is Y. pseudotu-
berculosis. This organism utilizes invasins
including the Inv and YadA products to
associate with the β1-integrin on the host
cell surface. The association with multiple
receptors leads to the bacterium becom-
ing literally enveloped by the host cell and
thus internalized. The process has some-
times been referred to as a zippering on the
basis of the obvious structural analogies
as the host cell surrounds the bacterium.
In contrast, Shigella spp., which are also
intestinal pathogens, utilize a different ap-
proach involving the temperature-sensitive
induction of Mxi–Spa and Ipa products.
Immediately following ingestion, the cells
begin to synthesize the Mxi, Spa, and Ipa
products owing to the temperature of the
host. The Mxi–Spa products assemble in
the membranes of the organism and form
a translocation apparatus that is used to
move the Ipa proteins out of the cell once
contact with the host cell has been made.
The Ipa proteins form complexes that in-
teract with the host cell surface and alter
the signaling pathways of the host cell.
The altered signaling results in rearrange-
ments of the host cell cytoskeleton and
leads to the formation of membrane pro-
jections giving the host cell a ‘‘ruffled’’
appearance. Eventually, the projections of
the membrane encircle the Shigella and
the organism is taken into the cytoplasm
of the host cell. It should be noted that
some pathogens make use of both extra-
cellular and intracellular mechanisms of
invasion in order to proliferate.

Once inside a cell, there are a number of
possible outcomes for the pathogen. The
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majority of the cells that enter a phagocytic
host cell are destroyed. However, some
pathogens have evolved mechanisms that
allow them to survive within this environ-
ment. For those pathogens that do not
invade professional phagocytes, the task
of survival is somewhat facilitated in that
their host cells do not maintain an ar-
senal of host defense mechanisms as do
the phagocytes. Survival within host cells
is accomplished by a number of strate-
gies. Upon ingestion of the pathogen,
the host cell stimulates fusion of the vac-
uole harboring the pathogen (endosome)
with vacuoles that contain degradative en-
zymes (lysosomes). Some organisms such
as Mycobacterium spp. are able to inhibit
the fusion of the endosome to the lyso-
some, thereby eluding the toxic enzymes.
Other pathogens (e.g. Rickettsia and Lis-
teria monocytogenes) are able to dissolve
the endosomal membrane and escape di-
rectly into the cytoplasm of the cell. Still
others (e.g. L. pneumophila) utilize outer-
membrane proteins designated Mip that
interact with specific receptors on the host
cell surface to stimulate engulfment via
pathways that expose the pathogen to fewer
killing mechanisms. As an added benefit,
L. pneumophila is also able to inhibit the
fusion of the endosome to the lysosome.

5.6
Dissemination

Many pathogens remain localized to the
initial site of attachment, while others
are capable of dissemination within the
host. The ability to disseminate allows
the pathogen to move to environments
of greater nutrient availability as well
as to increase the probability of locat-
ing a preferred niche (see preceding
text). Dissemination may involve move-
ment through cells or between cells in

the extracellular matrix. Many pathogens
are capable of eroding tissue through the
secretion of extracellular products. Pseu-
domonas aeruginosa and Staph. aureus may
secrete a large number of extracellular
products including toxins, which can have
an exfoliative effect, and collagenases and
elastases, which degrade major connective
tissue components. Listeria monocytogenes
can take intracellular invasion one step
further to aid in dissemination. This or-
ganism makes use of various virulence
factors, including a membrane-disrupting
toxin known as Listeriolysin O, and phos-
pholipases to escape from the endosome
into the cytoplasm. Once in the cyto-
plasm, it begins to disrupt normal cellular
processes, resulting in the deposition of
actin on the bacterial cell surface. These
‘‘actin tails’’ are further extended and
the organism uses these tails to move
about. The reorganization of the host cell
cytoskeleton also permits the formation
of ‘‘philopodia’’ or extensions of the in-
fected host cell. By moving through these
philopodia, the pathogen can gain access
to neighboring cells and invade them. In
this manner, Listeria monocytogenes is not
required to exit the host cells and re-
mains protected from the host immune
defenses.

6
Resistance to Antimicrobials

The increasing resistance of many bacte-
rial pathogens to a wider range of antimi-
crobial agents is an intriguing yet alarming
observation. Clearly, the increased use of
antibiotics by the medical profession has
contributed to the problem by placing
pressure on bacterial populations to se-
lect individual cells that can survive in
the presence of these agents. As a result,
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the concept of many agents as ‘‘wonder
drugs’’ is quickly fading and is being re-
placed with the reality that we may, if we
have not done so already, be selecting for
‘‘super organisms’’ resistant to all avail-
able drugs. By way of example, strains
of methicillin-resistant Staph. aureus have
been identified, and for those unfortu-
nate individuals who are infected by such
strains, there are no viable antimicrobial
options available. Aside from the purely
scientific standpoint, an understanding of
how pathogens become resistant to an-
timicrobials is quickly becoming an area
of intense research owing to the global
threat that such super organisms would
pose.

In general, there are several mecha-
nisms that would lead to the acquisition of
resistance to an antimicrobial.

Alteration of the target. An organism
could evolve to select for those individ-
uals who have altered the target of the
antimicrobial so as to render the target
insensitive to the drug. This is seen in a
number of cases including the transpep-
tidases, which are enzymes involved in
bacterial cell wall synthesis and are nor-
mally inhibited by penicillins by virtue of
the fact that they are capable of binding the
drug. Single amino acid changes within
the protein structure of these molecules
can render them insensitive to the drug
altogether or merely reduce their bind-
ing affinity for the drug so as to decrease
their sensitivity. Other antimicrobials tar-
get the ribosomes, molecules essential for
protein synthesis by the cell. Single muta-
tions within subunits of this molecule can
also render it insensitive to various drugs
such as spectinomycin.

Overproduction of the target. While not a
common mechanism, bacterial pathogens
could overproduce a target and effectively

increase the amount of drug required to
be effective.

Modification of the antimicrobial. This
is a common mechanism and is easily
exemplified by the bacterial β-lactamases.
These enzymes hydrolyze the lactam ring
component of various β-lactam antibiotics
(e.g. penicillin) to inactivate the drug.
A variation on this mechanism is the
addition of an acetyl moiety onto the
structure of chloramphenicol, thereby
rendering it inactive.

Interfering with the accessibility of a target to
an antimicrobial. A number of potential
mechanisms would fall into this category.
Given that the membrane is the primary
barrier between the bacterium and its
external environment, alteration of the per-
meability of the membrane would affect
the ability of certain lipophilic antimicro-
bials to enter the cell. This alteration in
permeability could be achieved by altering
the composition of the lipid bilayer. An-
other mechanism makes use of specific
transporter systems that many bacteria
maintain to specifically export antibiotics
out of the bacterial cell. A wide variety
of these so-called drug efflux pumps have
been described for many organisms (e.g.
P. aeruginosa). It should be noted that
other more general efflux systems have
been described for some organisms. The
mtr locus of N. gonorrhoeae is such an
example.

Production of new enzymes to bypass the
targeted site. Some bacteria are able to
synthesize new enzymes that can carry out
a specific function but that have a sig-
nificantly decreased affinity for a specific
antibiotic.

An interesting mechanism for drug re-
sistance may also be available to those
pathogens that are capable of growing
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in multicellular, sessile, and encapsulated
communities known as biofilms. Evidence
indicates that bacteria in the biofilm mode
of growth exhibit increased resistance
to antimicrobial agents. It is not clear
whether the resistance is due to a combina-
tion of the various mechanisms described
earlier, the fact that the biofilm in en-
closed in a matrix of extracellular material,
or specific physiological changes occur-
ring within the organisms that elicit as-yet
undiscovered resistance mechanisms.

As we have seen in previous sections
of this chapter, the facility with which
bacteria can exchange genetic informa-
tion allows for the acquisition of many
traits by sometimes-unrelated organisms.
Such genetic-transfer mechanisms are also
important for the bacteria to acquire an-
timicrobial resistance.

7
Closing Remarks

As has been briefly outlined above, bacte-
rial pathogenesis involves a large, complex
interplay of regulatory networks and viru-
lence factors to allow pathogens to inhabit
their hosts and cause disease. This in-
terplay between host and bacteria has
resulted in many pathogens becoming
specific for certain host species as they
evolve to proficiently colonize and invade
the host. The transfer of various viru-
lence genes between pathogenic species
increases the fitness of pathogen popula-
tions and allows them to survive in an
increasing number of hosts and special-
ized niches. Pathogens adapt to changes
in their environment by being able to
sense changes in their hosts and respond
by producing virulence factors that aid
in their survival. As one might imagine,

these adaptations require an intricate bal-
ance of the expression of certain genes.
For some of the virulence factors, de-
tails regarding the mechanisms and ge-
netics have been elucidated. In many
cases, the genetic regulation is poorly
understood. While we have made great
progress in characterizing the molecular
basis of pathogenesis, we cannot define
the full complement of factors required
for pathogenicity. The advent of new
technologies such as DNA microarrays
combined with the sequencing of ever-
increasing numbers of bacterial genomes
is allowing for the comparison of gene
complements and genetic expression be-
tween organisms. Many common products
and motifs have been discovered between
pathogenic organisms and these observa-
tions are increasing the pace with which
the molecular mechanisms of pathogen-
esis can be and are being deciphered.
Nonetheless, studies of the array of prod-
ucts and strategies that bacterial pathogens
use to survive within their hosts are always
revealing novel and surprising findings
that illustrate the complexity that is bacte-
rial pathogenesis.

See also Bacterial Growth and Di-
vision; E. Coli Genome; Genetics,
Molecular Basis of.
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Photocycle
Reaction sequence initiated by photoisomerization of the retinal of bacteriorhodopsin.

Photointermediates
States of bacteriorhodopsin that arise transiently in the photocycle, identifiable through
their distinct spectral properties and from the structure of the protein and the retinal.

Retinal Schiff Base
Covalent bond between the C15 atom of the retinal and the side-chain amino nitrogen
(NZ) of Lys216, with the nitrogen normally in the protonated state.

Schiff Base Counterion
Complex of ionic side chains and bound water with a net negative charge that
compensates the positive charge of the protonated Schiff base.

Transmembrane Helix
An α-helical polypeptide segment that traverses the lipid bilayer, a typical structural
motif in membrane proteins.

Ion Pump
Membrane protein that utilizes a chemical or photochemical reaction to drive the
energetically uphill translocation of an ion across the membrane.

Chemiosmotic Coupling
General biological principle in which pumps generate a transmembrane proton
gradient, and the protons moving down the gradient through specific membrane
proteins provide energy for a variety of metabolically useful reactions.

� Bacteriorhodopsin is a light-driven pump that generates an electrochemical gradient
for protons across the membrane. It is unique among such transporters, widespread
in biology, in being a small, seven-transmembrane helical protein. Its remarkably
simple transport mechanism is driven by the thermal reisomerization of the
photoisomerized 13-cis retinal to all-trans. The ease of performing static and
time-resolved spectroscopy of many kinds, as well as the propensity of the
protein for crystallization, have generated a large amount of valuable information
about the transformations of the retinal and the protein during the transport
cycle. The data describe how the motions of the retinal cause structural
changes that result in proton transfers between donor and acceptor groups
inside the protein and in the release and uptake of a proton at the opposite
membrane surfaces. As a result, today, bacteriorhodopsin is the best-understood
ion pump.
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1
Introduction

Bacteriorhodopsin is a small (26 kDa) in-
tegral membrane protein, the prototype of
seven-helical G-protein-linked receptors.
It is found in extended two-dimensional
hexagonal arrays in the cytoplasmic mem-
brane of halobacteria, the ‘‘purple mem-
brane’’ patches. Upon illumination, this
retinal-containing protein transports pro-
tons against a transmembrane gradient.
Photoisomerization of the retinal from all-
trans to 13-cis,15-anti sets off a sequence
of thermal reactions, the ‘‘photocycle,’’ in
which changes of the retinal cause a cy-
cle of structural changes in the protein,
and these result in vectorial proton trans-
fers between donor and acceptor groups.
Together, the internal transfers add up to
full translocation of a proton from the
cytoplasmic to the extracellular side of
the protein and thus generate a trans-
membrane electrochemical gradient for
protons. This light-driven gradient is uti-
lized for chemiosmotic coupling, in the
same way as in other membranes in which
it is generated by redox reactions, to the
synthesis of ATP, the uptake of K+ and
nutrients (amino acids), and the transport
of Na+ out of the cells.

2
Overall Structure of the Protein

Bacteriorhodopsin forms trimers, which
assemble in the two-dimensional hexago-
nal lattice of the purple membrane. This
specialized membrane contains only bac-
teriorhodopsin and specific lipids (about
10 lipids/protein), and its regular crys-
talline lattice made it possible to determine
the structure of the protein by cryoelectron
microscopy of single sheets, ultimately to

3 Å resolution. Three-dimensional crystals
can be grown from detergent-solubilized
bacteriorhodopsin in cubic lipid phase,
and from X-ray diffraction the structure of
the protein has been described at increas-
ingly better resolutions, most recently to
1.47 Å. From these crystallographic stud-
ies, the protein is known to consist of
seven transmembrane helices with short
interhelical loops and short N and C ter-
mini. Three of the helices, B, C, and D,
are normal to the plane of the membrane
and four, A, E, F, and G, are inclined at
various but small angles to the perpendicu-
lar. The single retinal per protein molecule
is bound to the ε-amino group of Lys216
forming a protonated Schiff base near the
middle of helix G, while its polyene chain
lies at a small angle from the membrane
plane (Fig. 1).

The Schiff base divides the seven-helical
bundle into extracellular and cytoplasmic
halves. The trajectory of the transported
proton is through the two ‘‘half-channels’’
formed by these regions. Identification of
the residues and bound water that par-
ticipate in these half-channels has been
the objective of much work in the last
few decades. Their locations and how
they interact are known from crystallogra-
phy, infrared spectroscopy, and solid-state
nuclear magnetic resonance (NMR). The
extracellular half-channel contains numer-
ous polar and hydrogen-bonding residues
and a three-dimensional network of tightly
bound water. Mutational studies have
shown that the polar side chains play roles
in the release of protons to the extracellular
surface. The anionic Asp85 and Asp212 are
hydrogen-bonded to the centrally located
water402 that receives a hydrogen bond
from the protonated retinal Schiff base.
The Asp85/Asp212/water402 complex is
the counterion to the charge of the Schiff
base, but in the photocycle it is Asp85
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Fig. 1 Three-dimensional structure of
bacteriorhodopsin showing the seven
transmembrane helices, the retinal, and
functionally important residues as
marked. The arrows with numbers
represent proton transfer events in their
sequence. (Reproduced with permission
from Luecke et al. (1999) Science 286,
255–260.)

that becomes the acceptor of the Schiff
base proton. The pathway for the trans-
ported proton is a chain that leads from
Asp85 via Arg82, Glu204, and Glu194,
with seven intervening water molecules,
to the extracellular surface. In contrast,
the cytoplasmic half-channel contains hy-
drophobic residues between the retinal and
Asp96, the proton donor in the reprotona-
tion of the Schiff base. The side chain of
Thr46 forms a hydrogen bond with the
carboxyl group of Asp96, raising its pKa

high enough to keep it protonated. This
region is also connected to the retinal, but
through a chain of covalent bonds and
hydrogen bonds, with the participation of
part of helix G that forms a π –bulge near
Lys216, two water molecules, and Trp182
that contacts the retinal at the 13-methyl

group. The participants of the extracellular
and cytoplasmic chains are the candidates
for linking the events at the retinal Schiff
base first to proton release and then to
uptake at the two membrane surfaces.

3
Chromophore and the Photocycle

The chromophore with all-trans, 15-anti
retinal has a broad absorption band with a
maximum at 568 nm. This is considerably
red-shifted from that of retinal (380 nm) or
a retinal analogue with a protonated Schiff
base (440 nm). The ‘‘opsin shift’’ origi-
nates from the only partial compensation
of the positively charged retinal Schiff base
by the counterion complex, and the distor-
tion of the polyene chain of the retinal in
its binding site. The all-trans chromophore
exists in thermal equilibrium with the 13-
cis,15-syn configuration, which absorbs
at 555 nm. Sustained illumination con-
verts the retinal to 100% all-trans, 15-anti
(‘‘light-adaptation’’), and it is the photore-
action of this isomer that is normally active
in transport.

The photochemical cycle of the all-trans
chromophore is described by the interme-
diate states J, K, L, M, N, and O and their
substates and the sequence of their in-
terconversions (Fig. 2). Each intermediate
is characterized by a distinct absorption
maximum in the visible and numerous
vibrational bands from the retinal in the
infrared and Raman, as well as from the
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Fig. 2 Photocycle scheme for
bacteriorhodopsin. The intermediate
states, described in the text, are shown
with the isomeric state of the retinal
indicated. In all states other than BR and
O, the retinal is 13-cis. Proton release is
to the extracellular side of the
membrane; uptake is from the
cytoplasmic side.

O
all-trans

BR
all-trans

K
13-cis

hn

L
13-cis

M1
13-cis

M2
13-cis

N
13-cis

(cytoplasm)
H+

H+ (extracell.)

protein in the infrared. They correspond
to stages of the progress of the photocycle.

3.1
The K State

In the K intermediate that arises on the
picosecond timescale, the retinal assumes
a twisted 13-cis,15-anti configuration, as
indicated by the observation of high-
amplitude hydrogen out-of-plane bands,
and confirmed by the X-ray diffraction
structure of the retinal. The latter had
shown that the bond angle at C13 is anoma-
lously wide, attributable to the fact that the
retinal binding site resists deformation on
the timescale in K. This keeps the retinal
linearly extended in spite of rotation of
the C13=C14 bond that would otherwise
result in a bent polyene chain. Counterro-
tations of the C14−C15 and C15=N bonds
ensure that the direction of the N−H bond
remains roughly in the extracellular direc-
tion. However, the N−H−O angle that the
Schiff base forms with water 402 is now
more sharply angled, making its hydro-
gen bond weaker. This is in accordance
with an anomalously low Schiff base band
frequency and loss of its deuterium isotope
effect, as well as a shift of the O−H stretch

bands of a water molecule (assigned to be
water 402) to higher frequencies.

3.2
The L State

K converts in about 1 µs into the L state
that absorbs at about 540 nm. Fourier-
transform infrared (FTIR) spectra indicate
that in L, changes begin to appear in
the protein also, in both extracellular and
cytoplasmic regions. The Schiff base band
increases in frequency and regains its
deuterium isotope effect, indicating that
it forms a stronger hydrogen bond than
in K. The X-ray diffraction structure of L
indicates that this is because rotations of
the C13=C14 and C15=N bonds return the
N−H−O geometry toward its initial angle.
This means that further relaxation of the
retinal by proton transfer from the Schiff
base to water 402 and thence to Asp85 is
made possible.

3.3
The M States and Proton Release to the
Extracellular Side

The M states, with deprotonated Schiff
base, have strongly blue-shifted absorption
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maximum, near 410 nm. The kinetics of
this conversion, on a timescale of tens of
microseconds as measured in the visible
and the infrared, is multiphasic. Analysis
of the kinetics suggests that L is in
equilibrium with an early M state, M1, and
the mixture of L and M1 decays together
to form M2 and then the late M state,
M′

2 (Fig. 2). At pH > 6, the latter occurs
in a unidirectional reaction, and thus L
disappears as M′

2 is formed. The reason
for this appears to be that at the higher
pH, a proton dissociates from a site in
the extracellular region that interacts with
Asp85. The proton is then released to the
extracellular surface. The site is likely to
consist of bound water, and its function
depends on Arg82 and the carboxyl groups
of Glu194 and Glu204.

The anomalous titration properties of
Asp85 reveal how proton release is coupled
to protonation of Asp85. The appearance
of two apparent pKas for Asp85 could be
modeled by interaction between the proton
affinities of the aspartate and the proton
release site. They interact in such a way that
either may be protonated but not both. This
seems to occur also during the photocycle.
When Asp85 becomes protonated by the
Schiff base, the pKa of the proton release
group is lowered and it dissociates. When
the proton is released to the bulk at a
pH higher than the pKa of the proton
release site, the pKa of Asp85 is in turn
driven higher, and the deprotonation of
the Schiff base becomes complete. The
identity of the proton release is still
uncertain. Although Arg82, Glu194, and
Glu204 are all involved, the released proton
is most probably a proton delocalized in
the water network rather than one that
originates from these amino acid residues.

Solid-state NMR spectra show that at
this time a guanidinium group becomes

strongly asymmetrical, suggesting reloca-
tion of the side chain of an arginine, very
probably Arg82. In the crystallographic
structures of the M2 and M′

2 states, the
side chain of Arg82 moves away from the
region of the now-protonated Asp85 and
approaches the region of Glu194/Glu204.
This shuttling of Arg82 is therefore the
means by which Asp85 interacts with the
proton release site and the direct cause of
the release of the proton to the surface in
M′

2. In M1, the Schiff base remains initially
more or less in the same position as before
its reprotonation, but in the M1 to M2 reac-
tion it rotates to face the cytoplasmic side.
Thus, after deprotonation of the Schiff base
there is a drastic change in the geometry of
the retinal. Before deprotonation, it faces
in the extracellular direction, toward wa-
ter 402 and Asp85, its proton acceptor,
but after its deprotonation it turns to the
cytoplasmic direction, toward its eventual
proton donor, Asp96. This ‘‘reorientation
switch’’ as well as the modulation of the
pKa of Asp85 prevent reprotonation of the
Schiff base by reversal of its deprotonation
and confer directionality on the pump.

In the X-ray diffraction structures of the
intermediate states, the retinal continues
to relax as it passes through the M states,
and in M′

2 it reaches the configuration
bent at C13, as expected for the 13-cis
isomer. This thrusts the 13-methyl group
against the indole ring of Trp182, which
moves toward the cytoplasmic side. The
movement of Trp182 and rearrangements
of the side chains between helices F
and G initiate the outward tilt of helix
F and an ‘‘opening’’ of the cytoplasmic
region. As a result, in M2, a cluster of
three water molecules accumulates near
Asp96. One of these, water 504, separates
the otherwise hydrogen-bonded Asp96 and
Thr46. Another, water 503, connects water
504 with water 502, located near, although
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not within hydrogen-bonding distance, the
Schiff base. The water cluster in M2

may be expected to (1) lower the pKa of
Asp96 so as to make it a proton donor
and (2) constitute the beginnings of a
hydrogen-bonded chain that would, in the
next photocycle step, conduct the proton
to the Schiff base.

3.4
The N State and Proton Uptake from the
Cytoplasmic Side

Reprotonation of the Schiff base by Asp96
produces the N intermediate, which ab-
sorbs near 560 nm but with a lower extinc-
tion than the initial BR state, as expected
for its 13-cis retinal. A large-scale protein
conformation change in N is evident from
electron diffraction, measured either at
various times after flash illumination and
freezing or at an ambient temperature in a
photostationary state of a mutant with long
N lifetime. The extensive displacement of
the cytoplasmic end of helices F and G in
N is confirmed by distance measurements
with pairs of spin labels, and with maps
of Hg attached to engineered cysteines.
The changed accessibilities of spin labels
to aqueous quenching agents, and engi-
neered cysteine residues to hydrophilic
reagents, further define the conforma-
tional changes of the helices and the
interhelical loops.

The effects of osmotic agents, hydro-
static pressure, and humidity on the M′

2 →
N reaction and on the protein conforma-
tion change, and kinetic analysis of the
in-plane cooperativity in the purple mem-
brane lattice, suggest that the rationale of
the helical tilt is to increase the hydration
of the cytoplasmic region and thereby de-
crease the pKa of Asp96. Although widely
assumed, the hydrogen-bonded chain of
water molecules between Asp96 and the

Schiff base has not been directly observed.
The conformation with such a chain of
water might be a transient state that leads
to N, one that does not accumulate in mea-
surable quantities. Recovery of the tilt of
helix F is during decay of the N state to
the O intermediate, as it is absent in the
crystal structure of a mutant that should
have an O-like structure. Recovery of the
initial state of the cytoplasmic region will
reestablish the initial high pKa of Asp96,
and it will have been reprotonated from
the cytoplasmic surface.

3.5
The O State

Reisomerization of the retinal to all-trans
is made possible by the lowered barrier
to bond rotations in the polyene chain
upon protonation of the Schiff base. It
occurs in the N to O transition, coupled
to the reprotonation of Asp96. Residues
that contact the chain near the 9-methyl
and 13-methyl groups, such as Trp182
and Leu93, facilitate the reisomerization,
through steric interaction, that transmits
displacements of the protein to the retinal
and vice versa. The O state has a strongly
red-shifted maximum in the visible, at least
partly because Asp85 is still protonated,
and thus the main component of the
counterion to the protonated Schiff base
is lacking. Large-amplitude hydrogen out-
of-plane vibrations indicate that, as in
the K state, the retinal chain is twisted.
These features disappear in the final
O → BR reaction, which appears to be
limited by the rate of proton transfer
from Asp85 to the still unprotonated
proton release site. As expected from the
recovery of the low initial pKa of Asp85,
this reaction is unidirectional under all
conditions and ensures not only the full
repopulation of the initial state but also the
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functioning of the proton pump against
large transmembrane proton gradients.

4
Properties of Single-site Mutants

Of the 248 amino acid residues in bac-
teriorhodopsin, only a handful plays an
important role in the transport. Their
replacement with less functional (e.g.
nonprotonable, wrong polarity, or size-
mismatched) residues will produce a less
effective pump, but only at a saturat-
ing light intensity, through increasing the
overall turnover time. Only one mutation,
that of Lys216, has been reported to elim-
inate transport altogether by eliminating
the covalent binding of retinal. However,
even such mutants show transport if recon-
stituted with a retinal analogue in which
the Schiff base is protonated.

The important roles played by Asp85 and
Asp96 in bacteriorhodopsin are illustrated,
nevertheless, by the altered phenotypes
of recombinant proteins in which they
are replaced by nonprotonatable residues
like asparagine.

When Asp85 is replaced, the purple
chromophore becomes blue, similar to
the color produced upon protonation of
this anionic residue at low pH (<3). The
pKa of the retinal Schiff base is shifted
from >13 in the wild type to about 8. The
mutation removes the negative charge of
Asp85 that is the primary counterion to
the positively charged Schiff base and thus
the origin of the stability of the protonated
Schiff base. The mutation also removes
the proton acceptor, and the photocycle of
this mutant produces only small amounts
of the M intermediate, through loss of
the Schiff base proton in the cytoplasmic
direction. The D85N mutant shows proton
transport at a pH at which the Schiff

base is unprotonated, through a series of
photocycle steps that occur out of their
normal sequence.

Replacement of Asp96 with asparagine
greatly stabilizes the M intermediate, as
the internal proton donor to the Schiff
base is removed. The Schiff base is now
reprotonated directly from the cytoplasmic
surface, and its rate becomes slow and pH
dependent. Mutation of many residues at
the cytoplasmic surface near Asp96 does
not hinder reprotonation of the Schiff base,
but it decouples the reisomerization of the
retinal to all-trans from reprotonation of
Asp96. In these mutants, the lifetime of N
becomes very slow and pH independent.

Replacement of residues implicated
in proton release, Arg82, Glu194, and
Glu204, with glutamine eliminates proton
release during the rise of the M state.
Instead, the proton is released to the
extracellular surface in the last step of
the photocycle, the O to BR reaction.
Most likely, with the proton release site
rendered nonfunctional, this proton is
directly from Asp85 that deprotonates in
the last photocycle step in any case.

5
Pump Modes, Energetics

The release and uptake of protons at
the extracellular and cytoplasmic surfaces
respectively, brought about by the in-
traprotein proton transfer reactions of the
photocycle, can be measured by absorp-
tion changes of pH indicator dyes either in
the bulk or covalently linked to a surface
residue. The pump functions well both at
pH > 6, at which proton release to the ex-
tracellular surface precedes proton uptake
from the cytoplasmic side, and at pH < 6
(the pKa for proton release), at which the
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sequence is reversed. The light-driven pro-
ton pump is highly effective: the quantum
yield for producing the K intermediate is
about 0.6, and the protons transported is
close to one/photocycle. From calorimetry,
it appears that nearly 50% of the energy
gain in the K intermediate is conserved
in the form of a transmembrane electro-
chemical difference for protons. On the
other hand, feedback mechanisms, so far
not well defined, appear to limit the pump
at very high proton gradients, perhaps by
shunt reactions.

6
A Family of Retinal Proteins

Bacteriorhodopsin is one of three kinds
of similar retinal proteins in halobacte-
rial membranes. Their functions are all
based on the photoisomerization of all-
trans retinal to 13-cis,15-anti and the
protein reactions that accompany its ther-
mal reisomerization. Halorhodopsin is an
inward-directed light-driven chloride ion
pump. It lacks homologues for Asp85 and
Asp96 (containing threonine and alanine
at these locations respectively), and the
retinal Schiff base does not deprotonate
during the photocycle. Sensory rhodopsins
I and II are receptors for phototactic be-
havior. A profound similarity in the mech-
anisms of these proteins with different
functions is indicated by the fact that, for
the most part, their activities are intercon-
vertible with minimal perturbations. Thus,
the D85T mutant of bacteriorhodopsin
binds chloride, exhibits a photocycle simi-
lar to that of halorhodopsin, and transports
chloride from the extracellular to the cyto-
plasmic direction. Halorhodopsin, in turn,
transports protons when the weak acid,
azide, is added. The azide binds near the

Schiff base and functions as a proton ac-
ceptor like Asp85 in bacteriorhodopsin,
and another azide molecule is the proton
donor on the cytoplasmic side, as in the
D96N mutant of bacteriorhodopsin. Sen-
sory rhodopsin I transports protons such
as bacteriorhodopsin when the transduc-
ing protein that is normally tightly bound
to it is genetically deleted.
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Keywords
Quantitative Trait Loci
Loci that contribute to the variance of a continuously distributed characteristic.

Concordance
The proportion of a sample of pairs of relatives (e.g. twins) who both show a particular
trait or disease. The most useful way of calculating concordance is ‘‘probandwise,’’ that
is, a series of twins is ascertained via affected index cases or probands. The
probandwise concordance is then simply the number of affected cotwins divided by the
total number of cotwins.

Relative Risk
Strictly, relative risk is the proportion of individuals exposed to a risk factor for a
disorder who are affected divided by the proportion of nonexposed individuals who are
affected. In genetic studies, the term is sometimes used slightly more loosely to refer to
the proportion of relatives of affected individuals of a particular type (e.g. siblings) who
are affected, divided by the proportion of the general population who are affected.

Etiology
The causes of a particular disorder.

Variable Number Tandem Repeat (VNTR)
A small motif of DNA that is repeated tandemly a varying number of times to produce
alleles of different sizes.

Single Nucleotide Polymorphism (SNP)
A nucleotide substitution occurring within DNA.

Proband
An individual identified as having a characteristic or disorder of interest through whom
other family members are ascertained.

Phenotype
An observable characteristic of an individual.

� Behavior genetics is the study of the inheritance of normal psychological traits, such
as personality and cognitive ability, as well as abnormal traits and illnesses, such
as mood disorders and psychoses. The questions addressed by behavior genetics
include the following: Why do individuals differ? Why aren’t children of the same
parents alike? To what extent are genes and environmental factors accountable for
the differences and similarities in human behavioral traits? What are the salient
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genes and environmental factors? How do these genes and environmental factors
act, coact, and interact to produce the phenotype? To what extent is the covariation of
phenotypes the result of the same genes and environmental factors acting on both?
Does the extent to which genes affect a phenotype change over the life span and
are different genes important at different stages of development? Behavioral traits
and disorders, with some rare exceptions, show complex patterns of inheritance
involving gene–environment interplay and therefore quantitative genetic methods
assume a particularly important role alongside molecular techniques.

1
Complex Phenotypes

Behavioral and psychiatric phenotypes
usually exhibit complex, or multifactorial,
inheritance, resulting from a combination
of multiple genes and environmental
contributors, and most normal behavioral
traits are continuously distributed in
the population. For readers used to
dealing with classic Mendelian traits, these
features may at first be puzzling. However,
if we start by considering a single gene with
two alternative forms or alleles, A and a, as
we see in Fig. 1, we have three genotypes
aa, Aa, and AA, whose phenotypic values
on some particular scale are x1, x2, and
x3 respectively. Depending on the value of
x2, we can have three possible situations.
When x2 is equal to x3, we have classical
dominance of A with respect to a, whereas
if x2 is equal to x1, we have recessivity.

If the value of x2 is exactly midway be-
tween x1 and x3, we have a purely additive
gene effect. Suppose the two alleles have
frequencies in the population of p and q
(equal to 1 − p) and assuming there is no

migration, mutation, or selection against
a genotype, the genotype would be dis-
tributed in the population as follows:

Genotypes: aa Aa AA

Frequency: p22pqq2

that is, in Hardy–Weinberg equilibrium.
If, for the sake of simplicity, we take
p = q = 0.5, and suppose that we have
variations about the mean value in each
genotype due to environmental factors, we
might see three phenotypic distributions
as in Fig. 2(a), occurring in the propor-
tions 1 : 2 : 1. For a trait controlled by two
loci with each having two alleles of equal
frequency and additive effect, we would
see, as in Fig. 2(b), five phenotypic dis-
tributions occurring in the proportions
1 : 4 : 6 : 4 : 1. In general then, the rela-
tive proportions of phenotypes controlled
by N loci will be given by (p + q)2N

.
As the size of N increases, the overall
phenotypic distribution more closely ap-
proximates a normal distribution, which
is the limiting case when N becomes very
large. It is thought that most continuously

Fig. 1 Genotypes and
corresponding phenotypic
values.

aa Aa AAGenotypes

Phenotypic values x1 x2 x3
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(a)

(b)

(c)

Fig. 2 Distribution of traits influenced
by additive genetic effects. (a) A single
biallelic gene gives rise to three
phenotypes; (b) two biallelic genes give
rise to five different phenotypes;
(c) numerous additive genetic and
environmental factors give rise to
continuously distributed phenotypes.

Liability

Non affected
Affected

Fig. 3 A liability threshold model in
which it is assumed that multiple genes
and environmental factors contribute to
the underlying liability to a produce a
normally distributed liability towards a
disorder. A person who falls below the
predefined threshold is not affected by
the disorder whilst all those who fall
above the threshold are affected.

distributed hereditary traits are due to poly-
genic mechanisms of this kind, with each
individual gene still being transmitted ac-
cording to Mendel’s laws. The multiple
genes that contribute to the continuous
variation of a multifactorial phenotype
are referred to as quantitative trait loci
(QTL).

Some behavioral traits such as psychi-
atric disorders display discontinuous char-
acteristics, for example, when an individ-
ual is categorized as unaffected or affected
by schizophrenia, or depression. Although
some comparatively rare disorders such as
Huntington’s disease and early-onset vari-
eties of familial Alzheimer’s disease show
Mendelian segregation, most psychiatric
disorders do not conform to Mendelian
patterns of inheritance. For such pheno-
types, we can consider that there is an
underlying continuum of liability to the
disorder. It is usually assumed that liability
has an approximately normal distribution
resulting from the combined effects of
multiple QTLs and environmental effects.
Individuals who fall below a predefined

threshold are unaffected whilst those who
at some point exceed it are affected. This is
referred to as the liability threshold model
(see Fig. 3).

2
Quantitative Genetics

Phenotypic variance results from both ge-
netic and environmental influences, and
one of the concerns of quantitative genet-
ics is the partitioning of the phenotypic
variance into its environmental and ge-
netic components. This is discussed in
more detail in Sect. 2.4. The phenotypic
covariance between family members re-
sults from both their shared genes and
shared environments. By taking advan-
tage of the different genetic and en-
vironmental relationships between fam-
ily members, we are able to quantify
the extent to which genes and environ-
ment influence a phenotype. To do this,
we employ family, twin, and adoption
studies.
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2.1
Family Studies

Family studies are used to establish the
extent to which behavioral phenotypes
cluster in families. For example, a familial
influence would result in relatives cor-
relating positively for a continuous trait
or, when studying a disorder, relatives of
probands (individuals affected by the dis-
order, also referred to as an index case)
having a higher prevalence than the rela-
tives of controls (individuals unaffected by
a disorder, often matched to the proband
for characteristics such as age, sex, and
ethnicity). We can also compare correla-
tions and concordances between family
members with differing degrees of ge-
netic relatedness to the proband. The main
sources of genetic correlation or covari-
ance between relatives are called additive
variance and dominance variance. Essen-
tially, additive variance reflects the extent
to which the QTLs contributing to a trait
show simple additive effects and domi-
nance variance reflects the extent to which
heterozygotes deviate from the mid val-
ues between homozygotes (Fig. 1). The
genetic covariance between pairs of rel-
atives is given by the simple expression
βVA + αVD, where β is the (average) pro-
portion of genes held in common, α is

the probability that at any given locus the
pair of relatives share two alleles that are
identical by descent (IBD) from common
ancestors, VA is the additive genetic vari-
ance, and VD is the nonadditive genetic,
or dominance variance. In addition to ge-
netic covariance, family members share
the home environment in which they are
raised and this contributes a proportion
of variance VC. The sources of covariance
between different family members can be
seen in Table 1.

One of the major limitations associ-
ated with family studies is the inability
to distinguish between genetic and envi-
ronmental effects. So-called competition
effects between family members may re-
duce resemblance between relatives and
make a trait appear less genetically influ-
enced than it actually is. More commonly
shared environment contributes positively
to resemblance between family mem-
bers and therefore familial clustering of
a phenotype is not sufficient evidence of
genetic causation.

2.2
Twin Studies

Identical, or monozygotic (MZ) twins are
the product of a single fertilized egg

Tab. 1 The sources of covariance between pairs of relatives.

Relationship to proband Genetic relationship Phenotypic covariance

MZ twins VA + VD VA + VD + VC
DZ twins 0.5VA + 0.25VD 0.5VA + 0.25VD + VC
Full sibs 0.5VA + 0.25VD 0.5VA + 0.25VD + VC
Parent or offspring 0.5VA 0.5VA
Half sibs raised together 0.25VA 0.25VA + VC
Raised apart 0.25VA
Uncles/aunts/nephews/nieces 0.25VA 0.25VA
Cousins 0.125VA 0.125VA
Grandparents 0.25VA 0.25VA
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and consequently are genetically identical.
Fraternal or dizygotic (DZ) twins, on
the other hand, result from two separate
fertilized eggs and so share on average
only 50% of their genes, the same as
full siblings. Hence, if genes contribute
toward predisposition for a phenotype, MZ
twins will tend to be more similar than
DZ twins. If MZ twin pair correlations
or concordances significantly exceed those
observed for DZ twins, we can conclude
a genetic influence for the phenotype,
with environmental variables accounting
for all the difference between MZ twins.
As full sibs share, on average, the same
number of genes as DZ twins, it would
theoretically be possible to substitute them
into such analyses. However, DZ twins are
a better comparison since they are the
same age and are likely to have shared
more similar environments and major life
events. One of the requirements of twin
studies is that correct determination of
zygosity is essential, and misclassification
can result in meaningless results. For
example, if genetic effects are present
and MZ pairs are incorrectly assigned as
DZ, the DZ correlations will be artificially
inflated, decreasing the difference between
MZ and DZ correlations and resulting in
an underestimate of heritability, and an
overestimate of the common environment
effect. In practice, zygosity assignment is
frequently based on questionnaires. These
typically ask such questions as whether
the twins are often mistaken one for the
other by friends or if they are as alike as
‘‘two peas in a pod.’’ While genotyping at
several highly polymorphic DNA markers
is a more accurate method of zygosity
testing, it is also far more costly and may
be uneconomical for very large studies
where the approximately 95% accuracy of
questionnaires may be acceptable.

A potential limitation is that twins have
atypical obstetric and perinatal histories
and suffer from birth complications and
low birth weight more frequently than
nontwins do, and consequently, conclu-
sions drawn from twin studies may not be
generalizable to nontwins. For example, on
average, the early cognitive ability of twins
is slightly lower than that of singletons and
twins probably have a slightly elevated risk
of mental retardation. However, in prac-
tice, the long-term impact of this for most
behaviors is limited, and by approximately
five years of age, biological, behavioral, and
emotional differences between twins and
nontwins would have diminished.

The classic twin approach depends on
the ‘‘equal environments assumption’’,
that is, MZ twins share their environments
to roughly the same extent as DZ twins.
However, some studies suggest that MZ
twins may share more similar postnatal en-
vironments, such as having more friends
in common, and they may also be per-
ceived and treated more similarly than DZ
twins. The extent to which this may inval-
idate the results of twin studies has been
tested in a number of ways. One approach
is to attempt to measure aspects of environ-
mental sharing and examine whether they
are associated with the trait being studied.
For example, a study of depressive disor-
der in adult same-sex twins found that MZ
twins had on average shared a bedroom for
longer as children and were in more fre-
quent contact as adults than DZ twins, but
these indicators of environmental sharing
did not predict concordance for depres-
sion. Another approach is to look at the ef-
fects of mistaken zygosity on parental treat-
ment of their twins. Up to 20% of parents
think that their MZ twins are DZ or vice
versa. The prediction might be that MZ
twins thought to be DZ by their parents
would be treated less similarly than MZ
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twins where the parents were correct in
their assumption about zygosity. DZ twins
thought to be MZ would be treated more
similarly than correctly assigned DZ twins.
In fact, studies of traits such as personality,
intelligence quotient (IQ), and depression
symptoms in childhood have found that
parental misclassification has negligible
effect on twin resemblance. Finally, stud-
ies of MZ twins who have been reared
apart make it possible to eliminate the
effects of shared environment altogether,
and comparisons of the MZ twins reared
together with those reared apart for traits
such as personality reveal that correlations
are similar for both types. Thus, even if MZ
twins do share a greater environment than
DZ twin pairs, it does not significantly
influence their similarity for behavioral
phenotypes. Therefore, the available evi-
dence suggests that the equal environment
assumption is a reasonable conjecture. The
potential effects of prenatal environment
also need to be considered in twin studies
as MZ twins often share a chorion, whereas
DZ twins never do. This may also influ-
ence MZ twin similarity, although there is
little evidence to support this.

Twin studies also assume random mat-
ing of the parents, in which proband
parents do not correlate more for the ob-
served phenotype than would be expected
by chance. However, assortative mating
where the parents correlate highly for the
trait has been detected for some pheno-
types, such as IQ and antisocial behavior.
This may increase the proportion of pre-
disposing genes shared by DZ twins above
the expected 50%; thus DZ twins would be
phenotypically more similar than if ran-
dom mating was occurring. There is no
effect on the genetic relatedness between
MZ twins as they already share 100% of
their genes. Consequently, the difference
between MZ and DZ twin correlations will

be reduced, resulting in underestimation
of the heritability.

Despite their limitations, twin studies re-
main the most used tool in disentangling
the genetic and environmental influences
on behavior. Figure 4 summarizes twin
study results for a number of disorders
and traits. There are clear MZ–DZ dif-
ferences for some phenotypes such as
schizophrenia, manic depressive disorder,
unipolar depression, and cognitive abil-
ity as measured by IQ tests, suggesting
genetic effects. In the case of bulimic be-
havior and childhood conduct disorder,
there is evidence of familiality (there are
positive correlations) but little suggestion
of genetic effects (modest differences in
the MZ and DZ correlations).

However, the classic twin study is not
the end of the story. There are a num-
ber of possible directions in which twin
studies can be elaborated upon. Extend-
ing twin studies to include other family
members is one useful method that has
already been applied and which has poten-
tial for future research. Furthermore, the
offspring of MZ twin pairs are of particular
interest. The son of an MZ father shares
50% of his genes with both his father and
his uncle, thus comparison of the corre-
lation between uncles and nephews with
the father and son pairs may inform us
more about the genetic basis of the pheno-
type, whilst eliminating any confounding
effects of common environment or G × E
correlation. Similarly, we could compare
both sets of offspring from such a family
set-up as these are genetically similar to
half sibs. See Fig. 5.

2.3
Adoption Studies

The effects of genes and environment on
development of behavioral traits can also
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Childhood fatigue

Attention deficit
hyperactivity disorder

Bulimic symptoms

Depression (unipolar)

Manic depression(bipolar)

Autism

Schizophrenia

0 0.2 0.4 0.6 0.8 1

Correlation coefficient

Dizygotic twins
Monozygotic twins

Fig. 4 Monozygotic and dizygotic twin correlations for various disorders.
(Taken from McGuffin, P., Martin, N. (1999) Science, medicine, and the future.
Behaviour and genes, BMJ 319, 37–40.)

MZ twins
b = 1.0

Full sibs
b = 0.50

b = 0.25

Fig. 5 The genetic
relationships (β) between the
offspring of monozygotic twins.

be differentiated using adoption studies,
although for practical reasons, these have
been used less extensively than twin stud-
ies. There are three main variations on the
adoption design. Firstly, the adoptee study
design compares the frequency of a disor-
der or trait in the adopted-away offspring
of parents who have the trait and adopted-
away offspring of parents who do not. A
second type is the adoptee’s family study.

This involves taking affected adoptees as
the index cases. The prevalence of the trait
in biological relatives can be compared
with that in adoptive relatives or to that in
the relatives of control adoptees. A higher
rate of disorder in those biologically related
to the index cases indicates a genetic ef-
fect. One can also compare the prevalence
of the disorder in the biological parents
of adopted-away probands with that in the
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biological parents of nonadoptees as a test
of whether the environment or rearing has
any effect. A third approach is the cross-
fostering study, which compares the rates
of disorder in adoptees with no biologi-
cal risk but raised by an affected adoptive
parent with the disorder in adoptees with
biological but not environmental risk. This
is the most complicated and practically dif-
ficult design but it allows the possibility
of testing for the effects of genes, envi-
ronment of rearing, and the combination
of the two. An example was a study of
antisocial behavior by Mednick and col-
leagues who found an increased risk of
having a criminal record in male adoptees
with either a criminal adoptive father or
a criminal biological father but an even
higher rate in those who had both a bi-
ological and an adoptive father who had
a criminal record. However, the disorder
where adoption designs have been used
most extensively is schizophrenia. Some of
the main results from schizophrenia adop-
tion studies are summarized in Table 2.
They show a consistent pattern favoring a
genetic contribution but in contrast with
the study of antisocial behavior just men-
tioned, there is little evidence of a family
environmental effect.

A general criticism of adoption studies is
that adoptees may not be representative of
the population as a whole. For example, the
circumstances surrounding adoption may
be particularly stressful placing adoptees at
increased risk of behavioral and psychiatric
disorders. Parents who give up their
children for adoption may do so because
of illness and therefore will tend to
have increased levels of psychopathology.
Finally, adoptive parents are likely to be
unrepresentative in the opposite direction
as adoption agencies will tend to screen
out many ‘‘negative’’ attributes such as

preexisting psychopathology when placing
a child.

A related complication with adoption
studies is selective placement. Some agen-
cies attempt to place adoptees with families
that resemble their biological parents in
terms of social or ethnic background. This
could result in genetic relatives, who have
been independently adopted, sharing a
correlated environment. For example, a
tendency toward selective placement has
been suggested in some studies of IQ, al-
though there is little evidence for selective
placement in many other traits. Another
fundamental limitation of adoption stud-
ies is that adoption is becoming rarer as
a result of increasing contraception and
abortion, along with the removal of the
stigma of being a single parent.

2.4
Partitioning of the Phenotypic Variance

As described above, observed phenotype
(VP) can be partitioned into genetic
(VG) and environmental (VE) components,
such that:

VP = VG + VE (1)

Furthermore, the genetic variance can be
partitioned into additive genetic effects
(VA) and dominance deviation effects (VD)
that result from interactions of the alleles
found at a single locus. We may also
encounter epistasis, the interaction or
multiplicative effect of genes at different
loci. In practice, this is not easy to
distinguish from dominance in human
studies. However, one example of a
disorder where the pattern of inheritance
would be in keeping with epistasis is
schizophrenia, where the concordance rate
(i.e. the proportion) of relatives and of
index cases who are also affected is around
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50% for MZ twins, 10 to 12% for DZ twins
or full siblings, but only 2 to 3% for second-
degree relatives such as uncles/aunts or
grandparents. One explanation of why
concordance declines more steeply than
the proportion of shared genes (see Fig. 6)
would be an interactive effect of multiple
loci. For example, Risch has suggested
on mathematical grounds that just two
or three loci with epistatic effects would
be sufficient to explain the inheritance of
schizophrenia. However, recent molecular
studies appear to indicate that a larger
number of loci is involved.

As we also discussed earlier, part of
the environmental variance is common
or shared environment (VC), which is de-
fined as any environment that is common
to a pair of relatives and makes them more
similar. In contrast, individual-specific, or
nonshared environmental variance results
from any environmental effects that pro-
duce differences between relatives (VE).

Phenotypic variance may also be af-
fected by gene–environment interac-
tion and gene–environment correlation.
Gene–environment interaction occurs
when specific genotypes confer suscep-
tibility to specific environments. For in-
stance, it has been demonstrated that
adoptees who faced adversity during their
upbringing were at increased risk for crim-
inality if at least one biological parent had
antisocial behavior. More recently, Caspi
and his colleagues found more specific
evidence of gene–environment interac-
tion. Young men who had experienced
early parental maltreatment had an in-
creased risk of antisocial behavior if they

had inherited the X chromosomal gene
that results in low activity of an enzyme
involved in brain signaling, monoamine
oxidase A (MAOA). Men who had the al-
ternative, high-activity form of the MAOA
gene and early maltreatment showed no
significant increase in antisocial behav-
ior when compared with men who had
not been maltreated. Gene–environment
correlation may result from the covaria-
tion genotype and environmental factors.
Three types of gene–environment (G-E)
correlation have been described: passive,
active, and evocative. Passive G-E correla-
tion arises because children inherit both
genetic risk factors and environment fac-
tors from their parents. For example, a
musically talented parent could transmit
both predisposing genes and a predis-
posing environment to their offspring.
Active correlation occurs because people
search out or modify environments to suit
their genetic predisposition. An example
of this would be a person of high musi-
cal ability seeking out environments where
they could make best use of their talents.

Fig. 6 The genetic concordances
between family members and
corresponding concordances for
schizophrenia. The concordances
decline more steeply than the
percentage of shared genes.
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Fig. 7 An ACE path diagram. Path analysis can be
used to estimate the contribution of the path
coefficients a, c, and e, to the covariance or
correlation between twin pairs. β, genetic correlation
between twin pairs, 1.0 for monozygotic twin pairs
and 0.5 for dizygotic twin pairs; a, path coefficient for
additive genetic effects; c, path coefficient for
common environmental effects; e, path coefficient for
nonshared environmental effects; A, additive genetic
variance; C, common environment variance; E,
nonshared environment variance.

Finally, evocative correlation results from
others’ reactions to a person based at least
partially on that person’s genotype. For ex-
ample, a musically gifted child’s abilities
may be recognized by her teachers and par-
ents, who ensure that she has the tuition
and equipment to fulfil her promise.

Therefore, the phenotypic variance is the
consequence of additive genetic variance,
nonadditive genetic variance, common en-
vironmental variance, and nonshared envi-
ronmental variance, as well as the effect of
gene–environment interactions and corre-
lations. This can be expressed in Eq. (2):

VP = VA + VD + VC + VE

+ VG×E + 2CovGE (2)

where VG×E is the variance due
to gene–environment interaction and
2CovGE is the covariance due to
gene–environment correlation.

Although genetic and environmental
variance cannot be directly measured or
observed, it may be possible to estimate
them indirectly from the observed pheno-
typic variances and covariances.

The extent to which genes are account-
able for the phenotypic variance in the
population, or the proportion of variance
in the liability for a phenotype is referred
to as the heritability. Strict sense or nar-
row heritability refers only to the additive
genetic effects whereas broad heritability
(or degree of genetic determination) is

the proportion of the phenotypic variance
accounted for by total genetic variance
VG, including both additive and nonad-
ditive effects.

Broad heritability = VG

VP
(3)

Narrow heritability = VA

VP
(4)

Similarly, it may be of interest to estimate
the extent to which the variance of a pheno-
type is influenced by shared environment,
VC/VP, and by environment that is not
shared, VE/VP. A useful methodology for
such tasks is provided by path analysis.

2.5
Path Analysis

Figure 7 illustrates a simple path model for
a trait where it is assumed that the variance
can be explained by additive genetic effects
(A), shared environmental effects (C), and
nonshared environment (E). The observed
correlation between a series of twins (twin
1 and twin 2) can be calculated for the trait
under investigation. The expected value
of the correlation between the twins in
terms of path coefficients can be obtained
by tracing the connecting paths, providing
the equation:

r(Twin 1)(Twin 2) = (a×β×a) + (c×c)

= βa2 + c2 (5)
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where the correlation between genotypes
β = 1.0 for MZ twins and 0.5 for DZ twins.

Therefore, if we calculate the correla-
tions based on observed measures for MZ
and DZ twins, rMZ and rDZ, we have a
set of simultaneous equations that can be
easily solved for a2 and c2, giving:

a2 = 2(rMZ − rDZ) (6)

c2 = 2rDZ − rMZ (7)

Although path analysis is most commonly
carried out with twin data, the approach
is perfectly general and can be applied to
other types of relative pairs. It can also
incorporate other types of observations
such as direct environmental measures.

2.6
Structural Equation Models

Structural equation modeling enables for-
mal testing of the extent to which the
genetic and environmental effects de-
scribed above contribute to the variance of
the phenotype, or the variance of liability
of categorical phenotypes. This is typically
performed using computer programs such
as LISREL or Mx, which use an iterative
process to test which estimates for each
of the parameters best explain both the
observed data and the expected variance
and covariance values. These expected val-
ues are calculated by the program using
information regarding the causes of co-
variation, for example, that the covariance
between MZ twins results from genetic
and common environmental effects, and
that between DZ twins is due to half the
genetic effects and all the common envi-
ronment. The best fitting model is the one
in which there is maximum agreement
between the expected and observed co-
variances. This is achieved by maximizing

a likelihood function or minimizing the
goodness-of-fit χ2.

A principle of parsimony is adopted
whereby there is an attempt to explain
the observed data with as few parameters
as possible. Thus nested models, in which
parameters are dropped, are tested and
compared with the full model to see if
the remaining parameters can account
for all the similarity between the twins
without significantly worsening the fit of
the model.

Model fitting need not be restricted to ex-
plaining the cause of phenotypic variance
and covariance. It can also be used, for
example, to identify the existence of qual-
itative and quantitative sex differences,
identify the causes of phenotypic comor-
bidity, assess sibling interaction effects,
and tease out gene–environment interac-
tion effects.

3
Molecular Genetics

3.1
Animal Studies

Animal models are useful in the identifica-
tion of genes with a role in behavior since it
is possible to modify and manipulate both
the genome and environment of labora-
tory animals in a way that is not possible
in human samples. Other mammals have
a high level of genetic homology with
humans, and also display certain behav-
iors that are analogs of human traits. For
example, the mouse genome shares ap-
proximately 85% homology with humans
and mice show behaviors analogous to
such human behaviors as anxiety, aggres-
sion, and hyperactivity.

Animal studies use inbreeding and se-
lection studies to identify the presence of



598 Behavior Genes

a genetic influence on behavior. Inbreed-
ing, the mating together of close relatives
such as siblings, when repeated over many
generations, creates animals that are vir-
tually identical. Consequently, differences
within strains are largely or entirely due
nongenetic effects, whilst differences be-
tween strains kept in similar environments
are due to genetic effects. Inbreeding has
been used to demonstrate a genetic ba-
sis to numerous mouse behaviors such as
fearfulness, held to be a model of human
anxiety, and ability to solve problems such
as mazes, which provides analogies for
components of human intelligence. Cur-
rently, there are over 100 inbred strains of
mice commercially available. Mouse mod-
els are, of course, limited when it comes to
more complex human behaviors and can-
not shed direct light on behaviors involving
speech and language. Another limitation
is that inbred strains may not represent the
behavioral repertoire of naturally segregat-
ing genetic populations. Another practical
problem is that inbreeding depression may
result in reduced infertility, interfering
with breeding of laboratory strains.

The ability to select for a trait is only
possible when there is an underlying
genetic contribution. Thus, if we are able
to selectively breed for a trait, we can infer a
genetic component. For example, selection
studies have been carried out with regard
to so-called open field activity in rodents,
where the rodents are introduced to an
enclosure that is open at the top, often
in the form of a cage with beams of
light transmitted near the floor to record
activity. A rat or mouse that displays
low levels of activity and frequently
‘‘freezes’’ and defecates in an open field
is thought to display the equivalent of
high anxiety, whilst one that is highly
active in an open field and shows less
frequent defecation is thought to have

low anxiety. By selectively mating together
animals that show high activity, and
mating together those that display low
activity it has been possible to develop
behaviorally distinct lines, the best known
of which are the ‘‘Maudsley reactive’’ and
‘‘Maudsley nonreactive’’ rats.

There are a number of methods used to
identify genes using animal models. These
include studies of transgenic, knockout,
and recombinant inbred strains. In trans-
genic mice, genes from another species,
such as humans, are inserted into the
mouse genome, and the effects of the
gene can be observed. Genes such as the
Dopamine D1 receptor gene has been im-
plicated in anxiety and hyperactivity using
transgenic mice.

Knockout mice result from eliminating
activity of genes thought to be influential
and observing the effect this has on the
animal’s behavior. This technique has
been used to show that the monoamine
oxidase A gene and the nitric oxide
synthase gene both play a role in mouse
aggression as knockout mice for each of
these displayed higher rates of aggression
compared to the wild-type mice.

By mating together a single male and
female from two different inbred strains
and then carrying out brother sister
matings for 20 or more generations, it is
possible to develop a recombinant inbred
(RI) strain. Like any form of inbred strain,
RIs are essentially identical and each
contains only two alleles for each locus,
one from each of the original inbred strains
from which they were derived. It is possible
to identify which of the progenitor strains
each of the alleles at a locus originate
from. When two alleles at different loci
originate from the same progenitor strain,
they are said to be concordant, and when
they are from different progenitors, they
are said to be discordant. The greater
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the physical distance between two alleles,
the greater the chance of discordance. RI
strains are ideal for studying linkage and
have a number of advantages. As they are
genetically identical, all people working
on an RI strain are essentially using the
same animal and thus each strain needs
to be genotyped only once. Moreover, the
intensive inbreeding reduces the influence
of environmental effects on a phenotype,
making it possible to study phenotypes
of low and moderate heritability and
complex traits.

3.2
Human Studies

Quantitative genetic approaches to behav-
ior can tell us whether genes are involved
in a particular trait and provide us with
estimates of how much genes contribute.
However, such statistical approaches are
not ends in themselves and molecular
genetic approaches are the next stage al-
lowing us to move on to discover what
genes are involved and how they act in
concert with the environment.

Broadly, there are two approaches to
identifying the genes involved in complex
traits. These are candidate gene studies
and positional cloning. Candidate genes
are those that encode for proteins where
there is a prior hypothesis that they might
be involved in a trait or disorder. Posi-
tional cloning starts out with no prior
hypothesis except that there is a genetic
contribution to the trait. The locations of
genes are then inferred by linkage and
association (Sect. 3.2.1) and then this po-
sitional information is refined until the
genes are pinpointed and identified. Since
at least half of all genes are expressed
in the brain, the potential number of be-
havioral candidate genes is overwhelming
and has to be narrowed down in some

way. The most common approach with
regard to psychiatric disorders has been
to draw up a list of candidates based on
informed guesswork with useful leads be-
ing provided by the mode of action of
drugs. For example, all of the standard
drug treatments used in schizophrenia,
the ‘‘typical’’ antipsychotics such as Chlor-
promazine and Haloperidol, are known
to block a class of receptors for the neuro-
transmitter dopamine, called D2 receptors.
The newer ‘‘atypical’’ antipsychotic drugs
(e.g. Clozapine and Olanzapine) block both
dopamine and serotonin receptors in the
brain, most importantly, a type of re-
ceptor designated 5HT2A. Consequently,
researchers have attempted to discover
polymorphisms (variants) in the 5HT2A
receptor gene and in D2 receptor genes,
and compare their frequency in cases af-
fected by schizophrenia and controls who
do not have the disorder. The results over-
all suggest a small but significant effect
of the variant in the 5HT2A receptor gene
and a dopamine receptor gene DRD3, a
member of the D2-like family.

Such investigations are examples of
allelic association studies, to which we
will return to discuss in more detail in
Sect. 3.2.2. A complementary approach
and one that is the starting point for
positional cloning is to carry out genetic
linkage studies. Linkage studies provide
information about the location of genes
involved in traits or disorders where
the causation is unknown. Researchers
can then move from location to gene
identification and then to studies of
structure and sequence and finally to
studies of the gene products themselves.

3.2.1 Linkage Analysis
Loci that are on different chromosomes
or that are far apart on the same chromo-
some obey Mendel’s law of independent
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assortment, that is, they are transmit-
ted together from one generation to the
next, or cosegregate, at a frequency no
higher than chance. Loci that are close
together tend to depart from chance as-
sortment and, within certain limits, the
frequency of recombination, or crossing-
over between loci on paired chromosomes
is proportional to the physical distance be-
tween them. In gene mapping studies, the
genome is measured in units called cen-
timorgans (cM) with 1 cM corresponding
to a pair of loci showing crossing-over,
or recombination, one meiosis in a hun-
dred. The whole genome, averaged across
the sexes (there is more crossing-over in
female than in male meioses) is about
3500 cM long, with 1 cM roughly corre-
sponding to just under a mega base of
DNA (or a million base pairs). Linkage
can be detected over relatively large dis-
tances, 10 cM or more, so that it is possible
to mount a whole genome search using
just a few hundred evenly spaced mark-
ers. The disadvantage of linkage is that
it is capable of detecting only compara-
tively large effects. Linkage is therefore
straightforward in rare, simple Mendelian
neuropsychiatric disorders such as Hunt-
ingdon’s disease or some forms of early-
onset familial Alzheimer’s disease that
show autosomal dominant inheritance.
However, in the case of common, complex
traits, such as schizophrenia or affective
disorders, linkage studies present more of
a challenge.

Parametric linkage analysis While in stud-
ies of plants or animals under laboratory
conditions it may be possible to arrange
crosses on a large scale and simply count
the numbers of recombinants and nonre-
combinants, studies of humans are more
complicated. The standard statistical ap-
proach to detecting linkage and estimating

recombination is to calculate LOD (log of
the odds) scores. An LOD score is the
common log of the ratio of the proba-
bility that a recombination fraction has a
certain value of less than one half to the
probability that the recombination fraction
equals one half. LOD scores are calculated
for a range of values of the recombina-
tion fraction from 0 to 0.5 and the value
that gives the maximum LOD is taken as
the most likely value of the recombination
fraction. By convention, an LOD of three
or more (i.e. odds on linkage of 1000 to
1) are accepted as sufficient support for
linkage and an LOD of – 2 (i.e. odds of 100
to 1 against) is accepted as excluding the
presence of linkage. Unfortunately, LOD
scores were originally intended for sim-
ple traits. Therefore, one of the difficulties
that besets attempts to detect linkage in
psychiatric disorders and other common
diseases is that the mode of transmission
is unknown. That is, the disease does not
usually follow a simple Mendelian pattern
of segregation in families.

The LOD score approach can be ex-
tended to complex traits by incorporating
penetrance parameters. Penetrance is de-
fined as the probability that a particular
phenotype will be manifested given a
certain genotype. In Mendelian traits, pen-
etrances are always either 0 or 1. For
example, if we consider a trait where there
are two alleles, A1 and A2, and where
A2 is the ‘‘disease’’ allele, there will be
three possible genotypes A1A1, A1A2, and
A2A2. If A2 is recessive, the three geno-
types will show penetrances of 0, 0, and
1 respectively, whereas if A2 is domi-
nant, the penetrances will be respectively
0, 1, and 1. Complex traits that depart
from Mendelian patterns can be mod-
eled using a more general single major
locus (SML) approach where penetrances
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can take values between 0 and 1. How-
ever, in order for linkage studies to be
carried out accurately, the penetrance pa-
rameters together with the disease gene
frequency need to be specified correctly.
Otherwise, at best, the estimate of recom-
bination will be incorrect, and at worst,
linkage will not be detected even when it
is present.

Other problems include possible genetic
heterogeneity in common disorders and
relative imprecision in defining who is
affected or unaffected within families.
This is not a difficulty when there are
clear-cut cases and clear-cut healthy family
members, but common diseases often also
show milder or uncertain cases within the
same families. The most straightforward
way of dealing with these problems has
been to concentrate on extended families
with many affected members and to
make an informed guess at the mode of
transmission. It is also assumed that even
if there is heterogeneity in the disorder
as a whole, there is homogeneity at
least within the families. Such simplifying
assumptions have worked well with some
common diseases, with the most notable
success amongst psychiatric disorders
being early-onset familial Alzheimer’s
disease. However, in other disorders such
as schizophrenia, concentration on large
multiply affected families has produced
results that are more difficult to interpret,
hence there has been a move toward using
nonparametric or ‘‘model-free’’ methods
of analysis.

Nonparametric linkage analysis The most
common approach concentrates on af-
fected sibling pairs. Affected sib pairs may
be more representative of a common dis-
order than subjects found in multiplex
pedigrees and, in general, finding fami-
lies containing affected sib pairs is easier

than finding extending pedigrees. How-
ever, the real advantage of focusing on sib
pairs who are both affected by the disorder
is that the statistical analysis is relatively
straightforward and robust. Detection of
linkage depends on the fact that at any
given locus, the probabilities of a pair of
siblings inheriting 0, 1, or 2 alleles that are
identical by descent are respectively 1/4,
1/2, and 1/4. Greater allele sharing at a
marker than would be expected by chance
in pairs of siblings who are both affected
by the disease suggests that the marker
locus is close to a gene conferring sus-
ceptibility to the disorder. The unfortunate
disadvantage of sib pair methods is that
although they are simple and robust, there
is a comparative lack of statistical power.
Both practical experience and simulation
studies suggest that unless the sample
sizes are extremely large, linkage is dif-
ficult to detect with genes that confer a
relative risk of a disorder of much less
than about three or account for less than
about 10% of a variation in liability to
the disorder. Genes with effects as large
as that may be rare in common diseases
and so, for example, a genome scan for
linkage in schizophrenia in almost 200
families effectively excluded any gene hav-
ing a relative risk of three from most of
the genome. The need to detect genes hav-
ing only small effects has brought about a
renewed interest in applying allelic associ-
ation studies in a more systematic fashion
than just focusing on potential candidate
genes.

3.2.2 Association Studies
Allelic association is the phenomenon
whereby a particular allele at a marker
locus is found together with a trait or
disorder more than would be expected by
chance. In contrast with linkage, the same
allele is found across the population rather
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than just within particular families. The
simplest and most commonly used study
design is to compare allelic frequency
between affected cases and controls. It
has long been known that association can
detect those genes that account for as little
as 1% of the variance in a trait. However,
association only occurs either if the marker
itself contributes to the trait or disorder
or if a gene contributing to the trait or
disorder is so close to the marker locus
that there is linkage disequilibrium (LD).
LD is the phenomenon whereby alleles at
adjacent loci are found in a combination
that is undisturbed over many generations
of potential crossing-over.

One of the difficulties in interpreting
association studies is that recent admix-
tures of populations can bring about
stratification. This occurs when two eth-
nic groups have different frequencies of
a disease and the trait that is being stud-
ied and also have different frequencies
of marker alleles. Consequently, in mixed
populations from these groups, there may
be a spurious association unless cases and
controls are carefully matched for ethnic-
ity. To overcome the need to carry out
case control matching, which may be dif-
ficult in some highly admixed populations
where there has been much immigration,
one can use family based methods with
‘‘internal controls.’’ For example, in the
transmission disequilibrium test (TDT),
trios consisting of an affected offspring
and both parents are studied. At least
one parent needs to be heterozygous at

the marker locus. It is then possible to
test the frequency of affected offspring
to whom a particular allele is transmit-
ted, with the frequency of those who do
not receive that allele. That is, the un-
transmitted marker alleles are effectively
the ‘‘controls’’ while the transmitted al-
leles are the ‘‘case alleles.’’ A significant
distortion of the chance expectation of
transmission of alleles is easily tested by
a simple statistic called the McNemar χ2

where a significant result indicates that
LD is present. The principles of TDT are
shown in Fig. 8.

The drawback of allelic association stud-
ies is that LD can only be detected over
very short distances and hence many thou-
sands, not hundreds, of markers would be
needed to carry out a whole genome scan.
There is currently considerable debate over
the approximate number of markers that
would be required to carry out a genome
scan using LD. One controversial sugges-
tion based on simulations suggests that
this might be as many as 500 000 mark-
ers. However, some empirical studies have
shown that in moderately outbred popula-
tions, LD can be detected over distances
up to 1 cM. Although LD is not evenly
distributed across the genome, this would
mean that a few thousand markers would
probably be sufficient for an initial screen
of the genome. Even so, until recently,
a genome scan using this number of
markers was not feasible, but now the avail-
ability of very dense marker maps based on
single nucleotide polymorphisms (SNPs)

AA AB

AB

Allele Father Mother

Transmitted A B
Non transmitted A A

Fig. 8 Transmission/Disequilibrium Test (TDT).
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means that it is possible to construct an
SNP map across regions of interest (e.g. a
region implicated by linkage studies) and
narrow it down using case control stud-
ies to detect LD. Databases can then be
searched for genes within the narrowed re-
gion of interest and SNPs selected within
such genes to explore them further in case
control comparisons. This process, which
in effect is a convergence of the positional
cloning and candidate gene approaches, is
now referred to as the positional candidate
approach and has been successful, as we
will discuss below, in implicating several
genes in the etiology of schizophrenia.

4
Applications

Quantitative approaches have now been
used extensively in a wide range of behav-
ioral traits and disorders and increasingly,
molecular genetic approaches are being
applied. Here, we have selected three ma-
jor examples, one a normal trait and the
other two, disorders (or rather groups of
disorders). These are general cognitive
ability or intelligence, mood disorders and
schizophrenia.

4.1
General Cognitive Ability

Intelligence in its various guises is one
of the most extensively studied aspects
of human behavior. There is now a
broad consensus among psychologists that
although various types of intelligence
can be described and tests devised to
measure them, performance on such tests
is strongly correlated with a common
factor called general cognitive ability or ‘‘g.’’
Thus, it is has been shown that tasks
such as copying a design with wooden

blocks (visuo–spatial ability), vocabulary
tests (verbal ability), remembering figures
(memory), and comparing lists of objects
(processing speed) all correlate with ‘‘g.’’
Commonly used tests provide measures of
general intelligence quotient (IQ) as well
as specific abilities including the Wechsler
Adult Intelligence Scale (WAIS) and the
Wechsler Intelligence Scale for Children
(WISC).

Quantitative genetics and cognitive ability
Family studies of IQ and ‘‘g’’ demonstrate
moderate to high correlations of around
0.4 to 0.5 for first-degree relatives. More
distant relatives such as cousins typically
show correlations in the order of 0.15.
Although such a pattern suggests the
involvement of genes, it is not on its
own sufficient proof. In fact, nearly all of
the twin studies performed in childhood
suggest that the familial correlation in IQ
is partly the result of genes and partly
the result of shared environment. For
example, identical twins reared together
show very high correlations for g, on
average around 0.85. This is somewhat
lower, at around 0.7, in identical twins
reared apart. Similarly, DZ twins reared
together show an average correlation for g
of about 0.6, but this falls to an average
0.3 in DZ twins reared apart. It can
be shown using the sort of structural
equation models that have been discussed
earlier that this pattern of correlations
corresponds to a heritability of around
50% with about 25% of the variance
explained by shared environment and
the remainder explained by nonshared
environment.

Adoption studies in childhood are al-
most completely consistent with the twin
results in that adoptive siblings show a cor-
relation for g of around 0.25 compared with
a correlation of 0.5 in biological siblings
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reared together. The pattern, however, is
rather different in adults and, surprisingly,
it is only comparatively recently that much
attention has been focused on this. It turns
out that biologically unrelated individuals
who are raised as siblings have an average
correlation of zero for general intelligence
when measured as adults. Twin studies
similarly show that the heritability of IQ
steadily increases in adolescents compared
with children and in adults compared with
adolescents. At the same time, the effect
of shared environment decreases. Very re-
cent studies of twins in late life show that
the nondemented elderly have the high-
est heritability for general intelligence of
all age groups at around 60% with no
evidence of a shared environmental effect.

In summary, quantitative genetic stud-
ies have recently converged on a consensus
that general intelligence is at least moder-
ately heritable and perhaps highly herita-
ble, particularly in late adulthood. Much
interest has now begun to shift towards
the goal of actually being able to locate
and identify genes involved in cognitive
ability.

Molecular studies: searching for ‘‘IQ-QTLs’’
It is broadly accepted from the pattern
of inheritance of general cognitive ability
that it is likely to be a highly polygenic trait.
That is, there is likely to be a contribution
from many genes each of which on its
own has only a very small effect. If
this assumption is correct, then linkage
studies will be very difficult and therefore
almost all the attention has focused on
allelic association. A pioneering study was
by Plomin and colleagues who in 1995
published results on 100 polymorphisms
selected on the basis that they were at
or near genes that were expressed in the
brain. A comparison of allele distributions
was made in three groups of subjects

showing high, middle, and low scores on
IQ tests and positive results were followed
up on a replication sample. Although
there were some promising preliminary
findings including a locus on chromosome
6p and an association with a mitochondrial
polymorphism, these failed to replicate on
an independent sample.

The same group then embarked on an
ambitious project attempting to search the
whole genome, chromosome by chromo-
some, for linkage disequilibrium using
a highly polymorphic set of microsatel-
lite markers. Plomin and colleagues also
adopted an innovative approach using
DNA pooling in which the DNA from
very high IQ subjects was combined in
one pool and this was compared with the
DNA from a pool of subjects with average
IQ. The aim here was to achieve a rapid
way of testing many markers. Thus, the
initial study searching for genes having an
effect on IQ used around 2000 markers
on 200 unrelated subjects with high IQ
and 100 with average IQ. This would have
entailed 600 000 individual genotypings,
but with DNA pooling of the high-IQ and
average-IQ groups, the initial genotyping
was reduced to a more manageable 4000.
Positive results were then subsequently
followed up by individual genotyping. To
date, there are no definite positive asso-
ciations that have been discovered with
general cognitive ability that have repli-
cated on all samples. However, there have
been some intriguing, suggestive find-
ings, for example, of an association with
a variant in the insulin-like growth fac-
tor receptor 2 gene (IGF2R). While these
results may be worth pursuing further,
it should be emphasized that IGF2R is
not, as some popular press reports sug-
gested, the ‘‘gene for’’ IQ. In fact, the
IGF2R association reported by the group
of Plomin et al. appears at best to account
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for about 2% of the variance in general
cognitive ability.

4.2
Schizophrenia

Quantitative genetics of schizophrenia As
already noted, there is consistent evidence
that schizophrenia is more common in
the relatives of schizophrenics than in the
general population. The lifetime risk of
schizophrenia is surprisingly constant in
all of those countries for which figures are
available at around 1% of the population.
This compares with around 10% in the
siblings and offspring of schizophrenics.
It is at first sight perhaps curious that
the risk in parents of schizophrenics
is much lower at around 5%, but this
is probably because of a ‘‘censoring’’
effect. Schizophrenia is a disorder with a
markedly adverse effect on the ability of a
sufferer to find a mate and procreate. This
means that the parents of schizophrenics,
who are themselves schizophrenic, will
almost all have their onset after having had
their children. Consequently, the period
of risk for developing schizophrenia is
reduced and individuals who have both
had children and developed schizophrenia
are likely to consist of comparatively late-
onset cases.

Familiality does not, of course, on its
own prove that schizophrenia has a partly
genetic basis. Indeed, schizophrenia was
at one time among the hotly contested top-
ics in the ‘‘nature versus nurture’’ debate.
This came to its height in the 1960s when
‘‘antipsychiatrists,’’ such as the followers
of R. D. Laing, criticized the very concept
of schizophrenia, taking the somewhat ro-
mantic view that the manifestations of the
disorder, hallucinations, delusions, and a
distorted view of reality, could be seen
as a ‘‘sane response to an insane world.’’

Subsequently, adoption and twin studies
have convinced all but the most obdu-
rate skeptics that schizophrenia cannot be
explained purely as a reaction to an ad-
verse environment. As Seymour Kety, one
of the leaders of an influential group of
Danish–American adoption studies com-
mented, ‘‘If schizophrenia is a myth then
it is a myth with a strong genetic basis.’’
We have already reviewed the adoption
study data (Table 2). The twin data are also
completely compatible with important ge-
netic influences, and the five most recent
twin studies (four from Europe and one
from Japan) show concordance rates in
MZ twins of 41 to 65% compared with
0 to 28% in DZ twins. A meta-analysis of
these data suggested a heritability in excess
of 80%.

Molecular genetics: finding the susceptibility
genes Given that there is consistent
evidence of a strong genetic effect, it
might be expected that the business of
locating and identifying genes should
prove to be relatively straightforward.
However, schizophrenia appears to be
a polygenic disorder where single-gene
forms are rare or perhaps nonexistent
and where each of the contributory genes,
on its own, has a very small effect.
Indeed, attempts to map genes involved
in schizophrenia date back to almost
50 years and there were several attempts
to discover schizophrenia-associated genes
in the ‘‘premolecular’’ era using what are
now called classical genetic markers such
as blood groups and human leukocyte
antigen (HLA) types. More recently,
attention has turned to polymorphisms
in functional candidate genes and, as
we have already mentioned, there is
evidence of a small but consistent effect
resulting from variants in the serotonin
5HT2A receptor gene and dopamine
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DRD3 receptor gene. There has also been
renewed interest in another gene involved
in dopamine neurotransmission, catechol-
O-methyltransferase (COMT). COMT
inactivates catecholamines, including
dopamine, by methylating their m-
hydroxy group. A functional COMT gene
polymorphism has been described that
influences enzyme activities and the high-
activity allele (val-108) has been found
to be associated with schizophrenia in
some studies. This is of particular interest
because schizophrenics, compared with
controls, on average show reduced
metabolism in the prefrontal lobe of
the brain and do less well on cognitive
tests that are designed to test prefrontal
function. Otherwise healthy subjects who
have the high-activity allele fair less well
in such tests and have less efficient
prefrontal physiology than those who
have only the low-activity (met-108) allele.
Unfortunately, the val/met polymorphism
association with schizophrenia has not
proved consistent across studies. The
largest single study to focus on COMT
suggests that there is a weak but highly
significant association with schizophrenia,
but this results from a set of variants in a
haplotype in a different part of the gene.

Perhaps of even greater interest, sev-
eral new positional candidates, genes that
are involved in neurochemical pathways
and/or neurodevelopmental processes that
are of relevance to schizophrenia, have
been implicated in linkage regions. One
of these, neuregulin-1 (NRG1), maps to
chromosome 8p, a region of the genome
implicated in schizophrenia in a number
of studies including one based on Ice-
landic families. The Icelandic researchers
performed an association analysis across
the region that gave significant evidence of
an effect of a variant in NRG1. The NRG1

association with schizophrenia was subse-
quently replicated in Scottish patients and
controls. Mice in which one copy of NRG1
or of the gene for its receptor ErbB4 have
been ‘‘knocked out’’ show some behaviors
that occur in schizophrenic patients, in-
cluding a response to simple stimuli called
prepulse inhibition. These changes can be
partially reversed in the mice with the an-
tipsychotic drug Clozapine. The mutant
mice also have fewer functional receptors
for the excitatory amino acid glutamine of
the NMDA type than do wild-type mice.

A completely novel gene encoding for a
protein called G72 also appears to have a
role in NMDA receptor function. The G72
gene maps to chromosome 13q to a region
that again has been implicated in several
linkage studies. In a study involving Cana-
dian patients, which was then replicated
in cases from Russia, the region was again
narrowed down by linkage disequilibrium
mapping. Potential genes in the narrowed
region were then identified by searching
computer databases. After experimental
annotation using RT-PCR, two genes were
identified, one of which, G72, was found to
be expressed in the human brain. It is also
of interest that given the quintessentially
human and language-based character of
schizophrenic symptoms, G72 appears to
be found only in primates. Furthermore,
the longest transcript of the gene in the
chimpanzee brain is only about half that
of its human counterpart, perhaps sug-
gesting rapid evolutionary change. Using
a way of identifying interacting proteins
called the yeast 2 hybrid method, an in-
teraction with the enzyme D-amino acid
oxidase (DAAO) was found. DAAO is also
expressed in the brain and oxidizes D-
serine, which in turn has an activating
effect at an NMDA receptor.

A third linkage region, this time on
chromosome 6p originally identified by
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a large study of Irish families, contains a
gene called dystrobrevin-binding protein-1
or dysbindin, which again contains vari-
ants that appear to be more common
in schizophrenics than in controls. Dys-
bindin is widely expressed in mouse brain,
and by binding to dystrobrevin, appears
to play a role in synapse formation and
maintenance and possibly in NMDA re-
ceptor clustering.

A region on chromosome 22q has been
implicated not just by linkage studies
but also by studies of individuals in
whom there is a micro deletion of the
region. Depending on the size of the dele-
tion, those who carry it present with an
overlapping set of syndromes of which
the central one is called velo-cardio-facial
syndrome (VCFS). About a quarter to
a third of individuals who have VCFS
also show schizophrenic-like symptoms.
Interestingly, the VCFS region contains
the COMT gene, but some studies of
schizophrenia, particularly the early-onset
type, have suggested an association with
variants in another gene, proline dehydro-
genase (PRODH2). There is again some
evidence that PRODH2 is involved in the
modulation of glutamine transmission in
the brain at NMDA receptors.

The fact that all of these genes have an
effect on glutamate transmission seems
unlikely to be coincidental. Glutamate re-
ceptors are of two broad types – those
such as the NMDA receptor that are ion
channels (‘‘ionotropic’’) and those that are
coupled to a class of intracellular messen-
gers called g-proteins (‘‘metabotropic’’).
G-protein signaling is in turn influenced
by a class of proteins called regulators of
g-protein (RGS). One such protein, RGS4,
has been shown to have altered expres-
sion in schizophrenic brains compared
with controls. Subsequently, a haplotype,
a set of variants in the RGS4 gene, has

been found to show differences between
patients and controls. RGS4 is also rele-
vant to other g-protein coupled receptors
including dopamine receptors belonging
to the D2 family.

4.3
Mood Disorders

The major mood disorders belong to two
main groups, bipolar affective disorders
and unipolar depression. Bipolar disor-
der is so called because there are both,
episodes of mania (characterized by ela-
tion, over-activity, disinhibition, and often
reckless behavior) and episodes of depres-
sion (characterized by low mood often ac-
companied by sleep disturbance, appetite
and weight loss, and suicidal thoughts).
Unipolar disorder, also called depressive
disorder, consists of episodes of depres-
sion alone. Depressive disorder is very
common. Illness that is sufficiently severe
to warrant referral to a psychiatrist has a
lifetime risk in the general population, of
around 6 to 8%. Less severe forms are even
more common. Affected women outnum-
ber men by about 2 : 1. By contrast, there
is no sex difference in the frequency of
bipolar disorder, which is a less common
condition affecting around 0.5 to 1% of the
population per lifetime.

Quantitative genetics of mood disorder
Both forms of disorder show a marked
tendency to aggregate in families. The
majority of studies show a stronger familial
effect with bipolar disorder, although some
more recent studies, particularly those
focusing on severe depression, find that
unipolar disorder is almost as familial.
A major and consistent difference in all
studies is that index cases with unipolar
disorder have an excess only of unipolar
depression among their relatives, whereas
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index cases with bipolar disorder have
an excess of relatives both with bipolar
disorder and with unipolar depression.

In contrast with schizophrenia, the adop-
tion data on affective disorders are fairly
sparse, but the most carefully conducted
studies suggest that the familial clus-
tering of these disorders largely results
from genetic effects. This is supported
by twin research. In recent studies of
unipolar depression, there is consistently
higher concordance in monozygotic than
in dizygotic twins. The effect appears to be
stronger in more severe or recurrent de-
pression and model fitting studies aimed
at estimating heritability suggest that this
is around 70% in studies where the index
cases have been ascertained via hospitals
or clinics. If the depressed index cases are
ascertained via population surveys, per-
haps consisting of milder disorder, the
heritability is typically around 30 to 40%.

The twin study model fitting results also
suggest that whether the sample is ob-
tained clinically or is population-based,
the environmental effects are all of the
nonshared kind. There have been several
studies attempting to examine the inter-
play between genetic and environmental
risk factors in unipolar depression. There
is a great deal of evidence supporting the
common sense hypothesis that onsets of
depression are frequently associated with
unpleasant events. However, there is no
evidence that depression that is associ-
ated with adversity is any less familial
than depression that arises ‘‘out of the
blue.’’ There is also considerable evidence
from studies of families and twins that
life events are not completely randomly
distributed in the population. Some in-
dividuals are more prone to life events
than others and people who score high
on personality traits designed to mea-
sure dimensions such as extraversion or

novelty-seeking seem to have more event-
ful lives than those who score low on such
trait measures. These personality traits
have been found to show both positive
correlations in siblings and, in twin stud-
ies, to be heritable. Therefore, it is perhaps
not too surprising that at least some forms
of life events also appear to be familial. For
some events, the familial effect is purely
environmental. For example, the death of
a parent affects both members of a pair
of siblings or twins. Nevertheless, several
studies indicate that some events reflect
the influence of genetic factors rather than
shared environment.

Molecular genetics: searching for ‘‘blue
genes’’ Bipolar disorder has been the
subject of quite a number of linkage stud-
ies including whole genome scans. The
data are less extensive than those for
schizophrenia and recent meta-analyses
would suggest that they are much less
clear-cut. Despite this, regions of inter-
est have been identified on chromosomes
13q and 22q, which overlap those that
have been implicated in schizophrenia.
Although the conventional view is that
schizophrenia and bipolar disorder are
largely different genetically, families have
frequently been described containing suf-
ferers from both conditions and occa-
sionally identical twins or triplets have
been described who have nonidentical
psychoses. A recent twin study using
multivariate structural equation modeling
looked at symptom patterns rather than
conventional diagnoses, that is, subjects
were classified as having a bipolar syn-
drome, schizophrenia, or schizoaffective
disorder, an intermediate form. Instead of
assigning an exclusive diagnosis, subjects
were classified according to the symptom
pattern as having one, two, or all three
disorders. The analyses suggested a large
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overlap in the genes contributing to all
three disorders as well as the existence of
specific genes contributing to the liability
of either schizophrenia or bipolar disor-
der. The findings are therefore consistent
with linkage study findings pointing to
an overlap in the genomic regions that
contain schizophrenic and bipolar genes.
As we write, no studies have yet been
published on bipolar disorder and G72 or
DAAO, the genes on chromosome 13q dis-
cussed earlier in relation to schizophrenia.
Nor have there been any published stud-
ies on PR0DH2 and bipolar disorder on
the chromosome 22q genes implicated in
schizophrenia. However, COMT variants
have been implicated in bipolar disorder,
particularly inpatients who show rapid cy-
cling, that is, those having four or more
episodes per year.

Molecular genetic studies are much less
advanced in unipolar disorder, although
several large-scale linkage and association
studies are currently under way. To date,
the most provocative results have been
based on the serotonin transporter gene.
One of the ways in which serotonin is
cleared from the synapse is by reuptake
into the presynaptic neuron. This is the site
of action of the antidepressant drugs called
selective serotonin reuptake inhibitors
of which fluoxetine (Prozac) is probably
the best-known example. The serotonin
transporter gene contains a common
variable number tandem repeat (VNTR)
polymorphism within one of its introns, as
well as a common variant in the promoter
region that has been shown to effect levels
of gene expression. Both variants have
been implicated in association studies
of mood disorders and the promoter
polymorphism may also be associated
with the personality trait of neuroticism,
which may in turn be associated with
vulnerability to depression.

5
Future Directions

Behavioral genetics is now moving into an
era of behavioral genomics, offering an im-
proved understanding of the neurobiology
of disease. Not only is the complete human
genome sequence known but there are
also complete genome sequences or draft
sequences available on over 60 species.
Comparing genomes across species and
noting differences in those genes that have
been conserved will show the major varia-
tions between species and offer an under-
standing of the basis for neurobiological
and hence behavioral evolution. Knowing
the structure and function of all human
genes has been compared with the discov-
ery of a ‘‘periodic table of life.’’ It paves the
way for a series of paradigm shifts where
the emphasis moves from the structure of
the genome to functional genomics and
to proteomics, the study of proteins, at a
functional level. A striking example of how
one complex aspect of human behavior,
circadian rhythms, can be dissected and
its basis understood at a molecular level is
given by the recent discovery of new ‘‘clock
genes,’’ simply by the analysis of the draft
sequence of the human genome that was
discovered when searching for genes with
a high similarity to known clock genes
originally discovered in mice or fruit flies.

Even before the publication of the draft
sequence of the human genome, discov-
eries arrived at by positional cloning in
Alzheimer’s disease (AD) have begun to
provide important new understandings
of the neuropathological mechanism. Al-
though Alzheimer’s disease has a charac-
teristic neuropathology that was described
at the beginning of the twentieth century,
the problem of discovering its pathogen-
esis did not appear to have a tractable
solution until the discovery of the role
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of mutations in the amyloid precursor pro-
tein and presenilin. Interestingly, although
presenilin1 on chromosome 14 was identi-
fied by positional cloning, presenilin2 was
discovered essentially by its homology with
presenilin1 and subsequently was demon-
strated to have an etiological role by linkage
analysis. As with the discovery of new clock
genes, we can expect the discovery of fam-
ilies of genes involved in abnormal and
normal behaviors to become more com-
monplace.

Identification of genes and gene prod-
ucts involved in psychiatric disorders will
have important implications for pharma-
cotherapy in two ways. The first of these is
in directing drug discovery. At present, the
drugs used in the treatment of psychiatric
or other central nervous system diseases
have their actions at a limited number of
target sites that include cell surface recep-
tors, nuclear receptors, ion channels, and
enzymes. It is likely that detecting genes
involved in the pathogenesis of psychiatric
disorders will identify new targets, some
of which fall within these categories and
some of which have not thus far been in-
cluded as target sites for drug action. In ad-
dition to targeting of treatments, advances
in genomics will allow the tailoring of treat-
ments. There is already some evidence that
the response to a typical antipsychotic such
as Clozapine is influenced by an individual
genotype at the serotonin 5HT2A receptor.
It is also well established that the rate at
which most psychoactive drugs are metab-
olized is influenced by genetic factors, in
particular, genes that code for a family of
enzymes called the cytochrome P450 sys-
tem. This may be relevant to the develop-
ment of side effects as well as to treatment
response. This whole area of pharmacoge-
nomics is still comparatively novel. It holds
enormous promise for individual tailoring
of treatments that will be a major advance

over the current trial and error approach
that the clinician is now saddled with.

There has been a degree of public con-
cern that the current pace of advance will
tend to ‘‘geneticize’’ common diseases and
encourage deterministic attitudes. In par-
ticular, worries have been expressed that
insurance companies may wish to force
DNA testing on individuals thought to be
at high genetic risk of disorder. While pre-
diction with a high degree of accuracy is
already possible for rare early-onset de-
mentia such as Huntington’s disease or
the single-gene forms of AD, this is not
possible for complex disorders. For exam-
ple, the apolipoprotein ¤4 allele, despite
the confirmed association with risk of late-
onset AD in the general population, is
of limited value as a predictor at an in-
dividual level. The situation is likely to
prove even more complicated with dis-
orders such as schizophrenia. At best,
DNA-based tests may be used to modify
the predicted risk in individuals who are
already at high risk because of having a
schizophrenic close relative. However, it is
unlikely that risk prediction will ever be
better than about 50% accurate, since ge-
netically identical individuals, MZ twins,
are discordant for schizophrenia 50% of
the time. This means that DNA-based pop-
ulation screening for complex psychiatric
disorders (including AD of late onset) will
never become a reality, but the option of
offering screening to high-risk individuals
probably will, with the caveat that such
testing will refine risk prediction but not
give clear yes/no answers. Given that most
common diseases, and not just psychiatric
ones, will depend upon the combined ac-
tion of multiple common gene variations
together with environmental risk factors,
batteries of genetic tests will be of limited
usefulness to insurance companies and
are not likely to be widely employed.
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Finally, the other potentially worrying
aspect of psychiatric disorders becoming
‘‘geneticized’’ is, it has been suggested,
an increase in stigma. Of course, just
the opposite could be the case, so that
increasing knowledge about the causa-
tion of disorders may serve to demystify
them and therefore make them, in the
public eyes, something that is more tan-
gible and acceptable. Part of postgenomic
psychiatry’s impact on disorders such as
schizophrenia, bipolar affective disorder,
and depression might therefore be to legit-
imize them as ‘‘real’’ diseases rather than,
as is all too often the case, their being seen
as phenomena that result from personal
failing or weakness. AD might be taken as
a good example of how public perceptions
clearly have changed. ‘‘Becoming senile’’
in old age was once seen by many as some-
how morally reprehensible, whereas it is
now acceptable for the families of a past
President of the United States or a famous
novelist such as Iris Murdoch to ‘‘come
out’’ and admit that they suffer from AD.
In the authors’ present view, this could
turn out to be a general effect. Therefore,
rather than an increasing stigma, it is quite
possible that the ultimate effect of genetic
research on the public image of psychiatric
diseases will be wholly positive.

See also Brain Development; Genet-
ics, Molecular Basis of.
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Keywords

Lysosome
An acidic organelle containing hydrolytic enzymes.

Vacuole
A large lysosome-like organelle found in yeast and plants.

Mannose 6-Phosphate Receptor
One of two proteins in mammalian cells that recognize lysosomal lumen proteins
tagged with mannose 6-phosphate.

Phosphoinositides
Lipids that act as second messengers and regulate vesicular traffic.

Lysosomal Storage Disease
Defects in lysosomal enzyme activity or targeting that result in the lysosomal
accumulation of undigested materials.

Abbreviations

ALP alkaline phosphatase
AP adaptor protein
Aph autophagosome
API aminopeptidase I
Apg autophagy
ARF ADP-ribosylation factor
Cma chaperone-mediated autophagy
COP coatomer protein
CPY carboxypeptidase Y
Cvt cytoplasm-to-vacuole targeting
ER endoplasmic reticulum
FBPase fructose-1,6-bisphosphatase
FYVE Fab1, YGLO23, Vps27, EEA1
GGA Golgi-localizing, gamma adaptin ear homology domain, ARF-binding
Hsp70 heat shock protein of 70 kDa
Hsc70 the constitutively expressed hsp70



Biogenesis, Structure and Function of Lysosomes 619

IGF insulin-like growth factor
LAMP lysosome-associated membrane protein
LIMP lysosomal integral membrane protein
M6P mannose 6-phosphate
M6PR mannose 6-phosphate receptor
MVB multivesicular body
NSF N-ethylmaleimide sensitive factor
PI phosphotidylinositol
PI3P phosphotidylinositol-3-phosphate
Rab ras-related GTPase
t-SNARE target membrane soluble N-ethylmaleimide sensitive attachment receptor
V-ATPase Vacuolar proton-pumping ATPase
Vam3p a t-SNARE in yeast
Vid Vacuolar import and degradation
Vps vacuolar protein sorting
v-SNARE vesicle membrane soluble N-ethylmaleimide sensitive attachment receptor

� Lysosomes are organelles that are surrounded by a single membrane and contain
many hydrolases that are most active at an acidic pH. The pH within the lysosomal
lumen is usually maintained between 5.0 and 5.5 by a multisubunit, proton-pumping
ATPase in the lysosomal membrane of mammalian cells and in the vacuolar
membrane of yeast. Other organelles having some of the properties of lysosomes
include late endosomes and multivesicular bodies. However, these organelles have
protein and lipid constituents at least partially distinct from lysosomes.

Enzymes in the lysosomal lumen are targeted to that location by mannose
6-phosphate (M6P) carbohydrate modifications in the case of mammalian cell
lysosomes or by linear peptide sequences for the yeast vacuole. Integral membrane
proteins within the lysosomal and vacuolar membranes are targeted to that location
due to critical tyrosine or dileucine peptide motifs in cytosolic regions of the
proteins. These motifs interact with vesicle coat protein complexes that concentrate
the proteins into vesicles destined for fusion with lysosomes. Peripheral lysosomal
membrane proteins generally interact strongly with one or more integral membrane
proteins and/or lipids.

Lysosomes account for 1 to 15% of cell volume and of cell protein in mammalian
cells and 30 to 90% of cell volume in fungal and plant cells. This variability
depends on cell type and physiological status. The morphological appearance of
lysosomes also varies from vesicular to a more complex tubular lattice. Lysosomes
are responsible for degrading both extracellular and intracellular proteins as well as
other macromolecules.

The role of lysosomes in overall intracellular protein degradation depends on the
cell type and nutritional conditions. Lysosomes are responsible for most protein
degradation in liver and kidney, and certain lysosomal pathways of proteolysis are
activated in response to nutritional deprivation. On the other hand, lysosomes play a



620 Biogenesis, Structure and Function of Lysosomes

minor role in protein degradation in skeletal muscle and lymphocytes, where the
ubiquitin-proteasome proteolytic pathway predominates. Lysosomal pathways of
proteolysis operate to some extent in all eukaryotic cells except in mature red blood
cells that do not contain organelles, and there are at least six different pathways by
which proteins can be delivered to lysosomes for digestion.

1
Lysosome Structure

Lysosomes are usually spherical organelles
surrounded by a single membrane. There
are 50 to 1,000 lysosomes per mammalian
cell, but a single large or multilobed
lysosome called the vacuole in fungi
and plants. Lysosomes can be quite
heterogeneous in appearance and are
difficult to identify on the basis of purely
morphological criteria. In fact, spherical
lysosomes in many cell types are able to
fuse into a tubular network.

The lumen or matrix of the lyso-
some contains approximately 50 hydro-
lases most of which are optimally active at
acidic pH. The concentration of some of
these hydrolases is estimated to be in the
range of 100 to 200 mg mL−1. The lyso-
somal lumen also contains a molecular
chaperone of the heat shock protein of 70-
kDa (hsp70) family. The vacuolar lumen of
yeast and plant cells also serves as storage
sites for amino acids, polyphosphates, and
other compounds.

The lysosomal membrane is typically a
single bilayer. It contains phospholipids,
including sphingomyelin, relatively high
concentrations of cholesterol, and lyso-
bisphosphatidic acid. This lipid is also
found in late endosomes and multivesic-
ular bodies. The lysosomal membrane
also contains many different proteins.
The vacuolar proton-pumping ATPase (V-
ATPase) is composed of five different

integral membrane proteins and eight
different peripheral membrane proteins.
Some of each class are present in mul-
tiple copies per functional complex. The
V-ATPase subunits are not restricted to
lysosomal membranes since they can also
be found in transport vesicles, endo-
somes, Golgi, secretory vesicles, and the
plasma membrane.

Lysosomal membranes also contain sev-
eral transporters. Several different sugar
transporters have been described that can
transport monosaccharides produced in
mammalian lysosomes by digestion of gly-
coconjugates. There is also a polymannose
transporter in the lysosomal membrane
that transfers oligosaccharides from the
cytosol to the lysosome for digestion. Most
amino acids exit lysosomes after prote-
olysis through general or specific amino
acid transporters. A cystine transporter,
cystinosin, is an integral lysosomal mem-
brane protein that when mutated leads
to cystinosis.

Lysosome-associated membrane protein
(LAMP) type 2a (LAMP2a) is a receptor for
protein substrates of chaperone-mediated
autophagy (Cma; see Sect. 5.6). LAMP2a
multimerizes in the lysosomal membrane
and may form the protein translocon
as well as act as the substrate receptor.
Another isoform of LAMP2 formed by
alternative splicing, LAMP2b, is required
for docking or fusion of autophagic
vacuoles and lysosomes, a critical step
in macroautophagy (see Sect. 5.3), so
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LAMP2a and LAMP2b are required for
the operation of two different pathways of
lysosomal proteolysis. A role for the third
splicing isoform, LAMP2c, is not known.

The LAMP2s, like LAMP1 and lysosomal
integral membrane proteins (LIMP)s, are
integral proteins with most of the protein
facing the lysosomal lumen. This portion
of the protein is highly glycosylated, and
this glycosylation protects the proteins
from rapid digestion by the battery of
lysosomal proteases. These glycoproteins
may also protect the inner leaflet of the
lysosomal membrane from digestion by
lumenal lipases.

A recent report of detergent-resistant
lipid raft microdomains in the lysosomal
membrane suggests an additional level of
complexity to lysosomal membrane struc-
ture. The physiological significance of such
microdomains remains to be determined.

Certain specialized cells also con-
tain lysosome-related organelles that are
thought to be made by pathways similar
to those for lysosomal biogenesis. They
contain not only lysosomal proteins but
also additional proteins. Such lysosome-
related organelles include melanosomes
within melanocytes and retinal pigment
epithelium and lytic granules within cy-
totoxic T-lymphocytes and natural killer
cells. The acrosome of sperm is also a
lysosome-related organelle.

2
Biogenesis of Mammalian Lysosomes

Both lumenal and membrane lysosomal
proteins contain specific targeting signals
that are required for their correct localiza-
tion in lysosomes. Receptors or vesicle coat
proteins recognize these targeting signals
and play critical roles in trafficking the
proteins to lysosomes.

2.1
Proteins in the Lumen

Most lysosomal proteins that are solu-
ble within the lysosomal lumen travel
through the protein secretory pathway.
That is, they are synthesized by polysomes
that are associated with the endoplasmic
reticulum (ER). They typically have a cleav-
able membrane-spanning signal sequence
that is required for their translocation
into the ER lumen. In the ER, the sig-
nal sequence is cleaved, and the resulting
processed protein is glycosylated. The pro-
tein is packaged into coatomer protein
(COP) II-coated vesicles and transferred
to the Golgi where it is recognized by a
phosphotransferase enzyme that transfers
N-acetyl-glucosamine-1-phosphate to one
or more mannose residues on the lyso-
somal enzyme. A glucosaminidase in the
Golgi removes the glucosamine to gener-
ate the M6P.

The phosphotransferase recognizes the
sugar group and the features of the
polypeptide to identify the protein as
belonging to lysosomes. The features of
the protein that are recognized are not
linear but appear to result from protein
folding. Multiple lysine residues in a
particular chemical environment and the
distance from the carbohydrate group
appear to be important determinants of
phosphotransferase recognition (Fig. 1).

Transfer of the lysosomal protein
through the Golgi may be by COPI-
coated vesicles. Alternatively, the Golgi
may be dynamic with enzyme distribution
determined by forward membrane flow
and retrograde protein retrieval, a process
termed cisternal maturation.

All forms of vesicular transport re-
quire specific vesicle membrane soluble
N-ethylmaleimide sensitive attachment
receptor (v-SNARE) and target membrane
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M6P

Lysine

Lysine

Lysosomal matrix enzyme

Fig. 1 Proposed recognition elements
for the phosphotransferase on a
lysosomal matrix protein. Both mannose
sugars and lysines within a certain
distance from the carbohydrate are
recognized by the phosphotransferase
enzyme. The lysines may also be in a
particular chemical environment created
by neighboring amino acid side chains.

soluble N-ethylmaleimide sensitive attach-
ment receptor (t-SNARE) proteins along
with their regulatory proteins, ADP ri-
bosylation factor (ARF) and ras-related
GTPases (Rabs). The Rabs are especially
important in ensuring specificity of vesicle
docking. In order for vesicle fusion to oc-
cur, the v-SNARE and t-SNARE first have
to be pried apart. This is accomplished by
N-ethylmaleimide sensitive factor (NSF), a
protein complex that is an ATPase.

The M6P is recognized by a M6P re-
ceptor (M6PR). There are two types of
M6PR in most cells, and both are inte-
gral membrane proteins associated with
late endosomes, Golgi, and the plasma
membrane. One is 215 kDa and binds
proteins marked with M6P independently
of divalent cations. The other is 46 kDa,
and its binding to lysosomal proteins is
highly dependent on the presence of diva-
lent cations. These different M6PRs may
recognize different lysosomal enzymes
and/or be differentially regulated. In the
trans-Golgi network, M6PR and lysoso-
mal enzymes are packaged into differently
coated vesicles. The M6PR travels to late
endosomes but then recycles to Golgi.
M6PRs thereby avoid entering lysosomes.

A small amount of the M6PRs reside on
the plasma membrane. Any M6P-tagged
proteins that may be secreted instead of
being delivered to lysosomes can bind to
this cell surface M6PR and be delivered
to lysosomes by this route. Interestingly,
the cell surface cation-independent M6PR
also acts as a receptor for insulin-like
growth factor II (IGF-II). Binding of
IGF-II to the cation-independent M6PR
may be a mechanism for delivery of
IGF-II to lysosomes. Alternatively, some
aspects of IGF-II growth signaling may
occur through the cation-independent
M6PR.

There are indications that not all lyso-
somal matrix proteins are targeted to
lysosomes by M6P. For example, in I-cell
disease, there is a deficiency of the phos-
photransferase enzyme, so no M6P can
be formed on lysosomal enzymes. As ex-
pected, these cells accumulate degradative
substrates within lysosomes owing to the
deficiency of lysosomal hydrolases. How-
ever, lysosomes from some cell types from
patients with I-cell disease have almost
normal levels of many lysosomal enzymes.
Such cells must have M6P-independent
lysosomal targeting pathways.
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2.2
Proteins in the Membrane

Lysosomal membrane proteins are also
made from polysomes associated with the
ER. They insert into the ER membrane
because of a hydrophobic stretch of 22
to 26 amino acids within the protein
sequence. These proteins contain critical
amino acids in their cytosolic regions
that direct their targeting to lysosomes
(Fig. 2). The sequences are remarkably
simple and consist of a tyrosine and a
bulky hydrophobic amino acid that are
present within the last four amino acids
of the carboxy terminus. Alternatively, a

leucine, typically in the form of a dileucine
motif, can also target membrane proteins
to lysosomes.

Heterotetrameric adaptor protein (AP)
complexes, AP-1, AP-2, AP-3, and AP-4,
will all bind tyrosine- or dileucine-based
motifs. AP-1 is responsible for recycling of
the M6PRs from endosomes to the Golgi.
AP-2 is involved in clathrin-mediated in-
ternalization from the plasma membrane
and is important for the internalization
of secreted lysosomal enzymes. AP-3 is
important for the intracellular biogene-
sis of lysosomes. AP-4 is localized to the
Golgi and may also be involved in lyso-
some biogenesis.

LAMP2

LAMP1

LIMP1

GLKRHHTGYEQF c

GIRKRSHAGYQTI c

KKSIRSGYEVM c

GSTDEGTADERAPLIRT c

n

n

n

n

LIMP2

Lumen Lysosomal membrane Cytosol

= Sugars

Fig. 2 Diagrammatic structures of integral lysosomal membrane proteins. n = amino
terminus; c = carboxyl terminus. LAMPs and LIMPs are defined in the text. The amino acid
sequences of the cytosolic tails are shown. Amino acids experimentally shown to be
important in targeting the protein to the lysosomal membrane are underlined.
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COPI coats also recognize both tyrosine-
based and dileucine motifs. An additional
family of proteins called Golgi-localizing,
gamma adaptin ear homology domain,
ARF-binding (GGAs) form vesicular coats
and bind to dileucine motifs in the M6PRs.
The GGAs are thought to participate in
lysosomal biogenesis and/or trafficking of
the M6PRs.

Rabs and SNAREs are also required
for this vesicular transport. Rab7 is most
important for the targeting of lysosomal
enzymes to lysosomes while Rab9 is
important for targeting the M6PRs from
endosomes to the Golgi.

3
Biogenesis of the Yeast Vacuole

We have a more complete understanding
of protein targeting to the yeast vacuole
compared to the biogenesis of mammalian
lysosomes in part because of the power of
yeast genetics. The initial stages of protein
synthesis and transport through the ER
and Golgi, glycosylation of lysosomal
enzymes, packaging the enzymes into
vesicles, and docking and fusion of those
vesicles are similar to processes described
for mammalian cells.

3.1
Proteins in the Lumen

Targeting of vacuolar lumen proteins does
not require M6P or any other glycosy-
lation signal. The vacuolar targeting of
carboxypeptidase Y (CPY) has been stud-
ied in detail. More than 50 vacuolar protein
sorting (Vps) gene product mutations re-
sult in CPY missorting and abnormal
vacuolar morphology. The proper sorting
of CPY requires a linear peptide sequence
in the amino-terminal propeptide of the

protein. A CPY receptor, Vps10p, binds to
this region of CPY in the Golgi and the
complex trafficks to a prevacuole compart-
ment called a multivesicular body (MVB)
prior to entering the vacuole. The Vps10p
recycles to the Golgi. Various t-SNAREs
and v-SNAREs are required for vesicle fu-
sion with the MVBs or for fusion of MVBs
with the vacuole (Fig. 3).

Two vacuolar proteins, aminopeptidase
I (API) and α-mannosidase, enter the vac-
uole independent of any VPS genes. They
require gene products from the cytoplasm-
to-vacuole targeting (Cvt) pathway, which
has considerable overlap with genes re-
quired for macroautophagy (Fig. 3). Both
pathways utilize double-membrane vesi-
cles to initially sequester material. The
Cvt pathway selectively sequesters API or
α-mannosidase multimers while macroau-
tophagy isolates cytoplasm including API
and α-mannosidase. Macroautophagy is
stimulated by carbon or nitrogen starva-
tion and is discussed in Sect. 5.3.

3.2
Proteins in the Membrane

Another vacuolar protein sorting pathway
for vacuolar membrane proteins bypasses
the MVBs and targets Golgi-derived vesi-
cles directly to the vacuole. Two proteins
that are targeted to the vacuole as mem-
brane proteins, alkaline phosphatase (ALP)
and the t-SNARE, Vam3p, follow this path-
way to the vacuole (Fig. 3). The yeast
homolog of AP-3 coats the vesicles con-
taining these vacuolar proteins, and the
AP-3 appears to be recruited by tyrosine
or dileucine peptide sequences in the cy-
toplasmic tails of ALP and Vam3p. Many
VPS genes are common for the CPY and
ALP pathways, but mutants in specific VPS
genes selectively disrupt one pathway or
the other.
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Endocytosis
Cytoplasm-
to-vacuole
targeting

Vacuolar
inheritance

Macroautophagy

G

N

V

N

ALP

APh

CPY

PMMVB

E

Fig. 3 Pathways for assembly of the vacuole in yeast. G = Golgi;
APh = autophagosome; ALP = alkaline phosphatase;
CPY = carboxypeptidase Y; E = endosome; MVB = multivesicular
body; V = vacuole; PM = plasma membrane; N = nucleus. Pathways
of vacuolar assembly and vacuolar inheritance are described in the text.

3.3
Vacuolar Inheritance

Vacuolar inheritance by daughter cells is
initiated by a protrusion of the vacuole
into the bud region. This protrusion
vesiculates, and the vesicles move into
the bud (Fig. 3). The vesicles eventually
fuse to form the vacuole for the daughter
cell.

4
The Importance of Phosphoinositides in
Lysosomal Biogenesis

The lysosomal biogenesis pathways in
mammalian cells and the vacuolar bio-

genesis pathways in yeast require phos-
photidylinositol (PI) lipids. Phosphory-
lation of PI to phosphotidylinositol-3-
phosphate (PI3P) can be inhibited by
compounds such as wortmannin and
3-methyladenine. These inhibitors block
lysosomal biogenesis and disrupt several
different membrane trafficking processes.
For example, both macroautophagy and
endocytosis are inhibited by these com-
pounds. PI3P acts at least in part by
binding to proteins that are required
for vesicular traffic. Some of these pro-
teins contain Fab1, YGLO23, Vps27, EEA1
(FYVE) domains that bind PI3P. Different
FYVE proteins are involved in different
steps of vesicular traffic, docking, and fu-
sion both in mammalian and in yeast cells.
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5
Lysosomal Pathways of Proteolysis

There are several different pathways for
intracellular protein degradation. The ma-
jor pathway in the cytosol and nucleus is
the ubiquitin/proteasome system. Other
proteolytic systems in the cytosol include
calpains and caspases. Most cells also
exhibit a lysosomal component of proteoly-
sis, and six different pathways of lysosomal
proteolysis have been described in yeast
(Fig. 4) and mammalian cells (Fig. 5).

5.1
Endocytosis

Extracellular proteins such as hormones,
growth factors, and serum proteins can
be internalized by receptor-mediated en-
docytosis, absorptive endocytosis, or fluid-
phase endocytosis by both yeast (Fig. 4)
and mammalian cells (Fig. 5). Proteins
that are internalized by fluid-phase en-
docytosis do not interact with the plasma
membrane. Proteins that adsorb to plasma
membrane proteins or lipids or that bind to

plasma membrane receptors can be inter-
nalized at rates hundreds or thousands of
times more efficiently than by fluid-phase
endocytosis alone.

Endosomes are usually coated by
clathrin and AP-2 adaptor molecules. The
clathrin is uncoated by the constitutively
expressed hsp70 (hsc70), and the in-
ternalized material travels through early
endosomes, late endosomes, and then
to the vacuole (Fig. 4) or to lysosomes
(Fig. 5) where they are degraded. In some
cells, the degradation begins in early or
late endosomes but is often completed
within lysosomes.

The endocytic pathway can also deliver
plasma membrane proteins to lysosomes
for degradation (Figs 4 and 5). For exam-
ple, the insulin receptor along with insulin
is degraded within lysosomes. Other recep-
tors may be spared lysosomal proteolysis
because they are recycled to the plasma
membrane. A growing number of plasma
membrane proteins in yeast and mam-
malian cells are delivered to lysosomes for
degradation only after a cytosolic domain
has been tagged by ubiquitin.

V

N

E P

Vacuolar import and
degradation

Macroautophagy

APh

Microautophagy

Pexophagy
Endocytosis

Fig. 4 Vacuolar pathways of protein
degradation in yeast. N = nucleus;
V = vacuole; APh = autophagosome;
E = endosome; P = peroxisome. Four
different pathways for vacuolar
degradation of proteins, as listed in the
figure and described in the text, have
been described in yeast. Pexophagy
refers to the microautophagic uptake of
peroxisomes by the yeast vacuole.



Biogenesis, Structure and Function of Lysosomes 627
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Crinophagy

Endocytosis
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APh

Chaperone-mediated
autophagy

Macroautophagy

L

L

L
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L

Fig. 5 Lysosomal pathways of protein degradation in mammalian
cells. N = nucleus; L = lysosome; E = endosome;
APh = autophagosome; G = Golgi; SV = secretory vesicle. Five
different lysosomal degradation pathways in mammalian cells are
listed in the figure and described in the text.

5.2
Exocytosis

Proteins can be secreted from mammalian
cells by constitutive vesicular pathways
or by regulated mechanisms in which
the protein is stored in secretory vesicles
(Fig. 5). When there is reduced physi-
ological need for the secreted proteins,
the secretory vesicles can fuse with lyso-
somes rather than the plasma membrane
in a process called crinophagy. For ex-
ample, when blood glucose levels are
low, insulin secretion by the pancreatic
islet β-cells is reduced. Under such con-
ditions, the secretory vesicles containing
insulin fuse with lysosomes and the pack-
aged insulin is degraded. A percentage
of serum albumin made by the liver
and secreted constitutively is also de-
graded in this way. This degradation of

secretory proteins has not been described
in yeast.

5.3
Macroautophagy

Macroautophagy is a degradative path-
way that is found in yeast (Fig. 4) and
in mammalian cells (Fig. 5). Regions of
the cytoplasm are sequestered in double-
membrane vesicles called autophagosomes
(APhs). The membranes surrounding
APhs are lipid-rich and contain primarily
a single protein. APhs often contain rec-
ognizable material such as mitochondria,
peroxisomes, ribosomes, or glycogen. The
APh acidifies, and then fuses with lyso-
somes after which the contents of the APh
are digested.

Macroautophagy is induced in yeast be-
cause of nitrogen or carbon starvation and
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in liver, kidney, and other tissues dur-
ing fasting. The cause for the increased
macroautophagy in mammalian tissues
is a reduction in circulating amino acids
combined with reduced insulin and ele-
vated glucagon. Certain cancer cells are
able to grow at least in part because they
contain mutations that suppress macroau-
tophagy.

Yeast mutants that fail to carry out
macroautophagy under starvation condi-
tions have been isolated and placed into ap-
proximately 20 complementation groups.
These macroautophagy (Apg) mutants re-
sult in the inhibition of different steps of
macroautophagy including formation of
APhs, growth of the APhs, docking and
fusion with lysosomes, and digestion of
the APh contents. The genes required for
APh formation include a protein conjuga-
tion system reminiscent of ubiquitination.
Apg12 is covalently linked to Apg5 through
the actions of Apg10 and Apg7. Apg7 is a
homolog of the ubiquitin activating pro-
tein, E1, and Apg10 is a homolog of a
ubiquitin-conjugating protein, E2. Many
of the yeast APG genes have homologs in
mammals, so macroautophagic processes
appear to be highly conserved.

Many apg mutants are also defective in
the Cvt pathway used for delivery of API
and α-mannosidase to the yeast vacuole.
Other genes are unique for the Cvt pathway
or for macroautophagy. For example, the
Cvt19 protein acts as a receptor for API
and α-mannosidase, and this protein is
not required for macroautophagy.

5.4
Microautophagy

Microautophagy is the invagination of
vacuolar membrane such that cytosol,
organelles, or pieces of organelles are in-
ternalized within vesicles in the vacuole

(Figs 4 and 5). Vacuolar lipases cause the
break down of the internalized membrane.
Microautophagy can also operate in modes
that are selective for particular organelles
such as peroxisomes or the nucleus. Mi-
croautophagy of peroxisomes (pexophagy)
is stimulated when yeast is switched from
methanol to glucose as an energy source
(Fig. 4). A form of microautophagy called
piecemeal autophagy of the nucleus is a con-
stitutive process that is accelerated during
starvation. It probably accounts for the
degradation of nuclear preribosomal par-
ticles under conditions in which ribosome
numbers in the cytosol decline. Microau-
tophagy and macroautophagy have par-
tially overlapping genetic requirements,
but they also have distinct elements.

Microautophagy has been reproduced
using isolated yeast vacuoles. The invagi-
nation of the vacuolar membrane requires
ATP, GTP, and cytosol. In addition, a
membrane potential across the vacuolar
membrane is required.

5.5
Vacuolar Import and Degradation Pathway

Proteins such as fructose-1,6-bisphos-
phatase (FBPase) are synthesized in yeast
when gluconeogenesis is required. These
proteins are rapidly degraded within vac-
uoles in response to addition of glucose by
a process called vacuolar import and degra-
dation (Vid). FBPase may also be degraded
by the ubiquitin/proteasome pathway. FB-
Pase trafficking to the vacuole occurs in
two steps: (1) import of the protein into an
intermediate vesicle, the Vid vesicle, and
(2) delivery of the Vid vesicle to the vacuole.
The Vid vesicles are unique and contain
one prominent membrane protein. Import
of the protein into Vid vesicles requires
hsc70 while delivery of the Vid vesicles to
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the vacuole requires distinct t-SNAREs, v-
SNAREs, and other membrane trafficking
regulatory molecules.

Whether or not this pathway exists
in mammalian cells is not yet known.
It shares some mechanistic similarities
with chaperone-mediated autophagy. Nev-
ertheless, transport into vesicles prior to
lysosome/vacuole delivery of the proteins
remains a major difference in these two
protein-degradation pathways.

5.6
Chaperone-mediated Autophagy

This lysosomal pathway of proteolysis
is activated in liver and other mam-
malian tissues by prolonged starvation
(Fig. 5). Macroautophagy is activated early
in starvation but is subsequently sup-
pressed when Cma is activated. In cul-
tured fibroblasts and other cultured cells,
macroautophagy is stimulated when cells
reach confluence. Withdrawal of serum
growth factors increases intracellular pro-
tein degradation due to Cma. However,
other cell types in culture may stim-
ulate macroautophagy and Cma simul-
taneously in response to withdrawal of
growth factors.

Approximately 30% of cytosolic proteins
are substrates for Cma. These proteins
contain peptide-targeting sequences bio-
chemically related to KFERQ. Examples
of substrates of Cma include ribonuclease
A, glyceraldehydes-3-phosphate dehydro-
genase, cytosolic aspartate aminotrans-
ferase, aldolase B, and certain annexin
isoforms, but not others. The KFERQ
sequences are recognized by a com-
plex of molecular chaperones including
hsc70. The substrate protein-hsc70 molec-
ular chaperone complex then binds to
LAMP2a. The substrate protein is unfolded
at the lysosomal surface presumably by

the molecular chaperone complex prior
to the protein’s entry into the lysosome
in a molecule-by-molecule process. The
substrate protein’s entry into lysosomes
requires an intralysosomal form of hsc70
presumably to pull the substrate protein
into the lysosome although the intralyso-
somal hsc70 may play other roles in Cma
as well. The substrate protein is rapidly
degraded in the lysosomal lumen.

6
Lysosomal Pathways of RNA Degradation

Lysosomes can also degrade RNA. Lyso-
somes are able to take up RNA, probably
by macroautophagy since the RNA uptake
by rat liver lysosomes increases in the ab-
sence of amino acids. It is interesting that
glucagon also stimulates macroautophagy
in the liver, but in this case protein, but
little RNA, is delivered to lysosomes for
degradation.

7
Lysosomal Storage Diseases

Mutations within genes encoding individ-
ual lysosomal enzymes can reduce their
targeting to lysosomes and/or their activ-
ities within lysosomes. Such mutations
result in the accumulation of materials
within lysosomes, and identifying this
stored material is often critical for identify-
ing the missing enzyme activity (Table 1).
For example, Tay-Sachs disease is associ-
ated with the lysosomal accumulation of
particular gangliosides due to the absence
of β-hexosaminidase. A more complicated
lysosomal storage disease results from
mutations in lysosomal cathepsin A. This
peptidase cleaves a major protein of the
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Tab. 1 Examples of lysosomal storage diseases.

Disease Enzyme deficiency Stored material

Tay-Sachs β-Hexosaminidase Gangliosides
α-Mannosidosis α-Mannosidase α-Mannose oligosaccharides
Sialidosis Sialidase Sialyl oligosaccharides
Farber Ceramidase Ceramide
Gaucher Glucocerebrosidase Glucoceramide
Niemann–Pick Sphingomyelinase Sphingomyelin
Hunter Iduronate sulfatase Heparin sulfate and dermatan sulfate
Galactosialidosis Cathepsin A Galactyl and sialyl oligosaccharides
I-cell 6-Phosphotransferase Multiple substances

lysosomal membrane, LAMP2a. In addi-
tion, independent of its peptidase activity,
cathepsin A protects two lysosomal glycosi-
dases, β-D-galactosidase and N-acetyl-α-
neuraminidase, from rapid intralysosomal
destruction. In addition, cathepsin A is re-
quired for the proper lysosomal targeting
of N-acetyl-α-neuraminidase. A defect in
cathepsin A results in a combined defi-
ciency of lysosomal activities of these two
glycosidases and leads to the disease galac-
tosialidosis.

9
Conclusions

Lysosomes are dynamic, multifunctional
organelles. Lysosomal enzymatic content
can be regulated under certain circum-
stances, but most control over the di-
gestion of macromolecules is maintained
by the sequestration of hydrolytic en-
zymes into membrane-bound organelles.
Control of substrate delivery to the lyso-
somes appears to be the rate-limited pro-
cess in these proteolytic pathways. Much
less is known about delivery of nucleic
acids and lipids for lysosomal degra-
dation, but these topics are worthy of
study.

See also Developmental Cell Biol-
ogy; Electron Microscopy in Cell
Biology.
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Keywords

Chelate (from Greek claw)
Multiple bonding of two or more atoms of a single molecule to a metal ion, often to
form five- or six-membered rings.

Ligand
A molecule or ion with a donor atom possessing a lone pair of electrons that interacts
with a metal ion.

pH = − log(H+)
The negative decade logarithm of the hydrogen ion activity or concentration. Almost all
chemists and biochemists calibrate a pH meter with buffers that yield a pH scale based
closely on hydrogen ion activity. Many coordination chemists calibrate a pH meter
using known concentrations of hydrogen ion. In the region of 0.1 to 0.2 ionic strength,
the concentration scale yields acidity constant logarithms (pKa values) about 0.12 log
unit lower than those on the more common activity-based scale. Stability constants of
metal ions with ligands are unaffected by the choice of pH scale.
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� Bioinorganic chemistry focuses on the roles played by noncarbon elements in life
processes. Yet, bioinorganic chemistry is inseparable from the general chemistry
of life. Carbon itself cycles among the many bioorganic compounds and inorganic
carbon dioxide and carbonates. More than 80% of all the carbon in the earth’s
crust occurs as CaCO3. About 30% of all enzymes contain metal ion cofactors. The
most common metal ion, zinc, appears in over 100 enzymes; iron and copper, in a
substantial number; manganese, cobalt, and molybdenum, in a few cases. Selenium
appears in the enzyme glutathione peroxidase. Metal ions stabilize nucleic acid
polymers, which bear a negative charge on each residue. Though blood is loaded with
an array of organic molecules, its main constituent is NaCl and that of intracellular
fluids is KCl. Even among the vitamins, a word coined from amines essential to life,
the action of vitamin B12 depends upon a cobalt ion. Metal ions and nonmetals other
than carbon are intimately and inseparably involved in life processes.

1
Essentiality

Twenty-one elements are essential to hu-
mans. An essential nutrient is one for
which a deficiency results in an impair-
ment of function that is relieved only by
administration of that substance. Vitamins
by definition and some minerals are essen-
tial. The significance of essentiality may be
illustrated by burlesquing an old adage.

‘‘For want of a nail the shoe is lost, for want
of a shoe the horse is lost, for want of a horse
the rider is lost.’’
George Herbert, Jacula Prudentum (Out-
landish Proverbs), 1640

‘‘For want of a nutrient the enzyme is lost,
for want of an enzyme the function is lost, for
want of a function the life is lost.’’
Bruce Martin, Summa Veritatis (Lofty Truth),
1989

Four essential elements H, O, C, and
N comprise more than 99 atom % and
about 96 wt % of the human body. These
4 and 14 other essential elements occur
among the first 30 elements (through zinc)
of the periodic table. Three heavier trace

elements Se, Mo, and I are also essential
in humans. For 17 tabulated essential
elements, Table 1 shows the predominant
elemental form at pH 7, typical adult
concentrations in the blood plasma or
serum, the approximate amount found
in a 70 kg adult, and a recommended
adult daily allowance. In addition to the
four basic elements, the essential elements
include two alkali metal ions, two alkaline
earth metal ions, seven transition metals
(the most common, iron, contributes
to less than 0.01% of body weight),
phosphorus, sulfur, selenium, and three
halogens. Table 1 shows that most of the
remaining 4% of body weight consists
of 2 elements found in bone, Ca and
P. Many of the elements do not exist
predominantly in their pH 7 forms in the
serum as they are combined with other
components. For example, Fe3+ does not
precipitate as the hydroxide but is retained
by tightly chelating ligands. There is little
free iodide; it occurs as part of the thyroid
hormones. For sulfur, Table 1 lists the
total serum concentration, most of which
appears in proteins; there is only about
1 mM nonprotein sulfur. Sulfur is not
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Tab. 1 Essential elements in humans.a

Element pH 7 form Serum conc. Human amt. Daily allowance

Na Na+ 140 mM 70 g 1–2 g
K K+ 4 mM 130 g 2–5 g
Mg Mg2+ 0.8 mM 22 g 0.3 g
Ca Ca2+ 2.4 mM 1,100 g 0.8 g
Mn Mn2+ 10 nM 12 mg 3 mg
Fe Fe(OH)3 ↓ 17 µM 4 g 10–20 mg
Co Co2+ 2 nM 1 mg 3 µg vit. B12
Cu Cu2+ 17 µM 80 mg 3 mg
Zn Zn2+ 14 µM 2.3 g 15 mg
Cr Cr(OH)2

+ 3 nM 6 mg 0.1 mg
Mo MoO4

2− 6 nM 5 mg 0.2 mg
Cl Cl− 104 mM 80 g 2–4 g
P HPO4

2− 1.1 mM 600 g 1 g
S SO4

2− 24 mM 120 g 0.7 g Metb

Se HSeO3
− 1 µM 5 mg 0.1 mg

F F− 2 µM 2.5 g 2 mg
I I− 0.4 µM 30 mg 0.15 mg

aIn addition to H, C, N, and O.
bEssential amino acid methionine.

Tab. 2 Body fluids.

mM concentrations Extracellular Intracellular

Na+ 140 10
K+ 4 140
Ca2+ 2 0.0001
Mg2+ 1 1
Cl− 104 4
HCO3

− 27 10
HPO4

2− & H2PO4
− 1 10

SO4
2− 1 7

pH 7.4 6.6

important as an inorganic element but
only as part of the amino acids cysteine
and essential methionine. An additional
four elements, B, Si, V, and Ni, not
included in Table 1, are essential for other
organisms.

Table 2 shows the concentrations of sev-
eral ions in the blood plasma and in
a typical intracellular fluid. While the

concentration of Mg2+ is similar on both
sides of the cell membrane, the concen-
tration of K+ is greater on the inside and
those of Na+ and Ca2+ are greater on the
outside of a cell. A pump, driven by the pro-
tein Ca-ATPase, maintains the 20 000-fold
concentration difference for Ca2+. These
concentration differences illustrate how
compartmentalization in biology leads
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to differences in concentration from a
surrounding milieu.

Essentiality is not the only criterion
for inclusion of elements in a survey
of bioinorganic chemistry. Organisms
may accumulate elements without their
being essential. Some elements such as
arsenic and antimony have been used
therapeutically, and bismuth still is. Others
such as Al and the heavy metals Cd, Hg,
Tl, and Pb are toxic and prevalent, and
their interactions with life processes are
of concern.

2
Abundances

In the natural environment, most essential
elements are relatively abundant and
most toxic elements are relatively rare.
Abundant crustal elements that have not
become essential, such as Si, Al, and Ti,
are not easily accessible. Life evidently
evolved by using elements that are not only
abundant but also accessible and suitable.
Some relatively common elements are
not used in living organisms because
similar roles are played by more common
elements; Cl is 103 times more abundant
than Br, Ca is 100 times more abundant
than Sr, and Na and Mg are both 100 times
more abundant than Li. Boron, the 11th-
ranking element in oceans, is essential for
some plants but not animals. Essential Mo,
I, and Se do not even occur in the upper
50th percentile in crustal atom abundance,
but Mo ranks 20th in abundance in the
oceans and is the most abundant transition
metal ion in seawater.

Of the most toxic elements – arsenic
(As), cadmium (Cd), mercury (Hg), thal-
lium (Tl), and lead (Pb) – only the last
occurs in the upper 50th percentile in the
crust, and As and Cd occur similarly in the

oceans. Thus, the most toxic elements are
much rarer on the whole than the essen-
tial elements. However, both in the crust
and in the oceans essential Mo and toxic
As appear in comparable amounts as do
essential Se and toxic Cd.

3
Ionic Radii

Like size usually plays a greater role than
identical charge in promoting metal ion
substitutions in biology. Table 3 presents
effective ionic radii for many metal
ions. For any metal ion, the radius
increases with coordination number, since
the greater number of bonds weakens
the strength of any one bond. The
radius of the most common coordination
number is underlined in Table 3. The
alkali and alkaline earth metal ions exhibit
variable coordination numbers without
strong directionality in bonding. Because
they are of similar size, Ca2+ and Na+
of differing charges often interchange
in biological systems. Ba2+ is poisonous
because of its antagonism to K+ of similar
radius and not to Ca2+ of identical charge
but smaller radius. Ba2+ is a muscle poison
for which one antidote is intravenous
infusion of K+.

4
Ca2+ Versus Mg2+

To many, there are insufficient fundamen-
tal differences between the pair of alkaline
earth metal ions Ca2+ and Mg2+ to ex-
plain their widely differing roles in biology.
There are, however, ample ways to ac-
count for the behavior differences between
Ca2+ and Mg2+ observed in biochemi-
cal systems.



640 Bioinorganic Chemistry

Tab. 3 Effective ionic radii in picometers.

Ion Coordination numbera

4 5 6 7 8 9

Be2+ 27 45
Al3+ 39 48 54
Cr3+ 62
Ga3+ 47 55 62
Fe3+ 49 58 64b 78
Ni2+ 55 63 69
Mg2+ 57 66 72 89
Cu2+ 57 65 73
Co2+ 58 67 74 90
Zn2+ 60 68 74 90
Li+ 59 76 92
Fe2+ 63 78c 92
Mn2+ 66 75 83 90 96
Lu3+ 86 98 103
Gd3+ 94 100 105 111
Cd2+ 78 87 95 103 110
Ca2+ 100 106 112 118
La3+ 103 110 116 122
Na+ 99 100 102 112 118 124
Sr2+ 118 121 126 131
Pb2+ 98 119 123 129 135
Ba2+ 135 138 142 147
K+ 137 138 146 151 155
Tl+ 150 159
Rb+ 152 156 161 163
Cs+ 167 174 178

aRadius of the most common coordination number is underscored.
bHigh spin; low-spin value is 55.
cHigh spin; low-spin value is 61.

1. Ca2+ favors a higher-fold coordination
number than Mg2+. The favored coor-
dination number for Mg2+ is sixfold
octahedral. Ca2+ exhibits a greater di-
versity of coordination numbers, with
eight- and sixfold coordination being
the most common with small ligands.
Since coordination in both metal ions
is mainly ionic, the greater coordina-
tion numbers for Ca2+ derive ultimately
from its larger size.

2. Ca2+ is substantially larger than Mg2+.
In the same coordination number, the

effective ionic radii of Ca2+ are at
least 23 pm greater than those of
Mg2+ (Table 1.) If the most favored
coordination numbers are considered,
Ca2+ (eightfold) possesses a 40 pm
greater effective ionic radius than Mg2+
(sixfold).

3. Ca2+ to ligand donor atom bond
distances vary more than those of
Mg2+. Bond distances to oxygen donor
atoms typically range from only 20 to 21
pm for Mg2+ and a broader 23 to 26 pm
for Ca2+. Thus, Mg2+ prefers to form
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well-defined six-coordinate octahedral
complexes with precise bond lengths
and Ca2+ forms looser complexes of
higher and more variable coordination
number, without directionality and with
variable bond lengths.

4. Though both ions favor coordination
at oxygen donor ligands, Mg2+ binds
more strongly than Ca2+ to small
ligands with nitrogen donors. With re-
spect to the pair of related tridentate
ligands oxydiacetate and iminodiac-
etate, Ca2+ binds more strongly to the
former and Mg2+ to the latter N-donor
ligand. The stability constant for Mg2+
binding is greater for iminodiacetate
than for oxydiacetate, while for Ca2+
the reverse is true. Mg2+ binds to four
nitrogen donors in chlorophyll, while
Ca2+ does not.

5. Ca2+ is more comfortable than Mg2+ in
binding to large, multidentate, anionic
ligands. Although Mg2+ binds more
strongly than Ca2+ to iminodiacetate,
Ca2+ binds more strongly to nitrilo-
triacetate, EGTA, and EDTA. Ca2+
binds to EGTA a striking 105.6 times
more strongly than does Mg2+. In all
three ligands, there are steric require-
ments that the larger Ca2+ fulfills better
than Mg2+. Mg2+ binds slightly more
strongly to nucleoside phosphates,, but
within cells, there is insufficient free
Ca2+ for binding. Within cells, Mg2+
associates with phosphates and Ca2+
binds tightly to proteins.
The equilibrium picture shows Mg2+
forming more restrictive complexes,
usually hexacoordinate with precise
bond lengths, favoring smaller chelate
groupings, and more readily accept-
ing nitrogen donors. In contrast, Ca2+
forms less well-defined complexes with
eight-, six-, and other fold coordina-
tion with variable bond lengths and

favors larger multidentate anionic lig-
ands. These equilibrium stability and
structural differences account for dif-
ferentiation between Ca2+ and Mg2+
in biological systems.

6. Ca2+ undergoes substitution at least
103 times faster than Mg2+. The
slower rate for Mg2+ probably results
from a more limited capability to aid
substitution by reducing or enlarging
its coordination sphere. Thus, from
both static and dynamic viewpoints,
Mg2+ forms the more prescribed and
tighter complexes.

7. Insolubilities of their common phos-
phate salts provide only a weak dif-
ferentiation between Mg2+ and Ca2+.
Inorganic Mg2+ phosphates are up to
10 times more soluble than Ca2+ salts of
similar structure. Both metal ions form
soluble salts with organic phosphates.
The main difference between Mg2+ and
Ca2+ is that, owing to its small size,
Mg2+ fails to form a structure like the
most insoluble of the Ca2+ phosphates,
hydroxyapatite, Ca5(PO4)3OH.

5
Stability Sequences

From the many studies on stability con-
stants, one finds the order of metal ion
stabilities to be dependent on the lig-
and. Increasing metal ion stabilities follow
the orders

Glycine:
Ca, Mg � Mn < Fe, Cd, Pb < Co,
Zn < Ni � CH3Hg+, Cu � Hg
1,2-Diaminoethane:
Mg � Mn � Fe < Pb, Cd, Co, Zn �
Ni < CH3Hg+ � Cu �� Hg

The ion Ca2+ does not form stable amine
complexes. Except for methyl mercury,
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CH3Hg+, all the metal ions carry two
positive charges. Owing to the strongly
chelating bidentate ligands, glycine (gly)
and 1,2-diaminoethane (en), CH3Hg+
with only a single strong binding site is
at a competitive disadvantage in the above
series. To a unidentate ligand, CH3Hg+
binds more strongly than all of the above
metal ions except Hg2+.

In the above series, each inequality
sign stands for an approximate 10-fold
increase in stability constant. The two
series gly and en are similar, their
major difference being a stability constant
span from Mg2+ to Hg2+ of 109 for
glycine and 1014 for en. Generally, the
increment between metal ions increases
on passing from O < N < S donor atoms.
The presence of a sulfur donor promotes
Cd2+ and Pb2+ to higher positions than
that in the above series. The order
of increasing sulfur-binding strengths
is Zn2+ < Cd2+ < Pb2+ < CH3Hg+ <

Hg2+. Sulfhydryl group interactions are
the main mode of toxicity of the
heavy-metal ions. These general bonding
features are expressed in the concept of
the stability ruler.

6
Stability Ruler

For a single ligand, the Irving–Williams
stability sequence of dipositive metal ions
is Mg < Mn < Fe < Co < Ni < Cu > Zn,
invariant of ligand. The uniformly pro-
gressive part of this sequence from Mg2+
to Cu2+ defines a stability ruler to which
more variable metal ions may be com-
pared. The stability ruler appears across
the top of Table 4. For several ligand donor
sets, Table 4 shows the relative binding
strengths of the variable dipositive metal
ions Zn2+, Cd2+, Pb2+, and Hg2+. Their
placement in Table 4 corresponds to their
stability constants compared with those of
the metal ions that define the ruler. The
entries for glycine and en agree with the
series in the previous section. With most of
the metal ions in Table 4, histidine will be
tridentate. The increment between metal
ions and hence the length of the stabil-
ity ruler increases with the substitutions
O < N < S. The ruler length appears in
the second to last column of Table 4 in
logK units for binding to each ligand. The
longer the ruler, the more discriminating

Tab. 4 Stability ruler.a

Ligand Donors Mg < Mn < Fe < Co < Ni < Cu Lengthb Hgc

Hydroxide OH− Cd Zn Pb 3.7 1.2
Acetate O− Zn Cd Pb 1.3 1.2
Imidazole =N Zn Cd 4.0 1.1
Ammonia NH3 Pb Zn Cd 4.0 1.1
Oxalate O−,O− Cd Zn Pb 2.1
Glycine N,O− Cd Pb Zn 6.1 0.4
Histidine N,=N Cd Pb Zn 8.2 0.2
NH2(CH)2NH2 N,N Pb Cd Zn 10.1 0.4
NH2(CH)2S− N,S− Zn Cd Pb 12(est.) 0.2

aAll dipositive cations.
bRuler length in difference between log stability constants of Cu2+ and Mg2+ complexes.
cRelative magnitude that the Mg2+ to Cu2+ length must be extended to reach the Hg2+ value.
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the ligand in selecting among metal ions.
Thus, ligands with oxygen donor atoms
are least discriminating among metal ions,
nitrogen donors intermediate, and sulfur
donors most discriminating.

Not only do Co2+ and Zn2+ display
nearly identical radii for the same co-
ordination number in Table 3 but they
also exhibit similar stabilities for all lig-
ands in Table 4, except for those involv-
ing sulfur and hydroxide. The similar-
ities allow the facile and useful sub-
stitution of Co2+ for Zn2+ in many
enzymes. When a sulfhydryl group is
present, as in 2-mercaptoethylamine,
Zn2+ binding strengthens, equaling that
for Ni2+. Table 4 also shows the rel-
ative strengthening of Cd2+ and Pb2+
binding with the sulfhydryl donor in 2-
mercaptoethylamine.

To most unidentate ligands, Cd2+ binds
more strongly than Zn2+. Probably be-
cause of an unfavorable ring bite size for
the relatively large Cd2+ (Table 3), Zn2+
chelates more strongly to ligands contain-
ing O and N donors. Table 2 shows that
upon introduction of an S donor atom
into a chelate, Cd2+ becomes the stronger
metal ion binder.

For all donor sets in Table 4, Hg2+
binds so strongly that it is off the end
of the ruler scale. The number under Hg
in the last column of Table 4 refers to
the relative distance by which the length
of the whole log stability-constant scale
from Mg2+ to Cu2+ must be extended
to reach the value for Hg2+. A telling
contrast appears between the length of the
extension for most bidentate compared to
unidentate ligands. The scale extension for
Hg2+ amounts to 0.2 to 0.4 log units for
bidentate ligands and to 1.1 to 1.2 log units
for the 3 unidentate ligands at the end
of Table 4. The difference arises because
Hg2+ prefers linear two-coordination and

binds the second donor atom in small
chelate rings much more weakly than the
first donor atom.

We may generalize the results and
conclusions of the stability ruler by noting
that alkali metal and alkaline earth metal
ions, lanthanides, and Al3+ prefer oxygen
donors; transition metal ions, oxygen and
nitrogen donors; and the heavy-metal ions,
nitrogen and sulfur donors.

7
Metal-ion Hydrolysis

The higher the charge density or charge-
to-radius ratio, the more likely it is for a
metal ion to undergo hydrolysis in aqueous
solutions to form hydroxo complexes.
Hydroxo complexes may abruptly form
polynuclear complexes and precipitate
even in solutions more acidic than the
pKa for first hydroxo complex formation.
The first five small metal ions in Table 3
hydrolyze even in acidic solutions and
form precipitates. In six coordination, the
charge-to-radius ratio for the first five
metal ions is greater than 0.044, while
for all the other metal ions in Table 3,
the ratio is less than 0.035. The first five
metal ions cannot occur to an appreciable
extent in the bloodstream (pH 7.4) as the
free aqueous ion and must be complexed
in some way. Covalence may also promote
complex formation and hydrolysis in acidic
solutions, as is the case for Hg2+.

Hydroxo complex formation follows the
same stability order as other ligands with
the strongest binding at the right of
the stability ruler in Table 4, where the
hydroxide ion appears as the first entry.
The stability ruler in Table 4 shows that
Zn2+ and Pb2+ exhibit relatively strong
tendencies to form hydroxo complexes and
precipitates.
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8
Hard and Soft Acids and Bases

8.1
Definitions

More than 45 years ago, metal ions were
divided into two groups: a majority la-
beled class (a) for which the anion-binding
strength in aqueous solutions is greatest
for F− and generally follows the order
F > Cl > Br > I, and a minority class
(b) in which F− binding is weaker than
at least one of the heavier anions and gen-
erally follows the order F < Cl < Br < I
(in the gas phase, all metal ions follow the
first order). The same trends occur in other
columns in the periodic table; for example,
class (a) metal ions tend to favor binding
to oxygen and class (b) metal ions to sulfur
ligands. Subsequently, Pearson extended
the application and changed the terminol-
ogy so that class (b) metal ions became
soft and class (a) metal ions were subdi-
vided into hard and borderline groups. The
greater popularity of the altered nomen-
clature is partly because it is easier to say
harder or softer than more (a) character or
more (b) character. Thus, it is now said that
fluoride and chloride are hard, bromide is
borderline, and iodide is soft.

The dictum by Pearson that hard acids
prefer to interact with hard bases and soft
acids with soft bases has become well
known. In biochemistry, there are only
four main types of ligand donor atoms, of
which O and aliphatic N are classified as
hard, aromatic N as borderline, and S as
soft bases. All alkali, alkaline earth, and
lanthanide ions are classified as hard, as
are the first five metal ions in Table 3 and
Mn2+. Borderline metal ions include the
last four of the stability ruler (Table 4) and
Zn2+ and Pb2+. Soft metal ions include
Ag+, Cd2+, CH3Hg+, and Hg2+.

Despite the popularity of the hard–soft
designation, there was a lapse of a quarter
century before Pearson proposed a quan-
titative scale. Pearson defined softness as
the reciprocal of hardness and presented
quantitative absolute hardness values for
metal ions and ligands (in which the hard-
ness of an atom and an anion such as F
and F− are identical). A few years later,
Pearson disavowed his quantitative hard-
ness scales for at least some cations and
anions. In any case, the hardness values
for metal ions do not correlate at all with
the stability constants of complexes, which
are correlated best by the electron affinity
of the metal ion. Though often spoken of
by chemists as if it is the determining fac-
tor in complex stability, the contribution of
hardness or softness may pale when com-
pared to the intrinsic stability, which often
dominates the binding strength.

8.2
Substitution Reactions

Comparisons of hardness and softness,
like the stability order of halide complexes
mentioned in the first paragraph, are
equivalent to describing the extent of
substitution (not exchange) reactions. We
quantitatively evaluate the free energy
change in the form of log stability-constant
differences of substitution reactions. If M
and N are two different metal ions and
X and Y two different ligands, we may
compare the hardness of a metal ion by
considering the substitution on the metal
ion of one ligand by another

MX + Y −−−→←−−− X + MY

for which the free energy change is
proportional to logKMY – logKMX, where
KMY and KMX are the stability constants
for complexes MY and MX respectively.
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An advantage of such a comparison is that
it greatly reduces the overlooked effect of a
reduction in coordination number from
the aqueous ion for several soft metal
ions in augmenting stability constants by
powers of ten. Similarly, we may compare
the hardness of a ligand by considering the
substitution on the ligand of one metal ion
for another

MX + N −−−→←−−− M + NX

for which the free energy change is
proportional to log KNX − log KMX. By
considering such substitution reactions,
one gains consistency in application of
the principle of hard and soft acids and
bases. The scales presented are practical
scales dependent only upon experimental
stability constants determined in aqueous
solutions, and they do not involve any
other quantities such as electron affinities
and other parameters from gas-phase
reactions, heats of hydration, or heats
of reaction. Nor do the scales presented
assume a model or rely on derived
parameters with arbitrary scaling. The
practical scales probably represent what
most investigators imply when they make
comparisons using the terms hardness and
softness.

8.3
Metal-ion Scales

Of two scales involving oxygen and ni-
trogen donors hydroxide–ammonia and
acetate–ammonia, only the latter is de-
scribed here. As an oxygen donor ligand,
hydroxide may not be typical (see be-
low), and for applications acetate may
offer a more representative oxygen donor
ligand than hydroxide. Acetate–ammonia
stability-constant log differences for 22
metal ions and the proton are or-
dered in the following acetate–ammonia

(O–N) scale, with the differences in paren-
theses. The scale spans 8.0 log units
and each of the 8 greater than signs
indicates a factor of near 10. Pear-
son’s hard metal ions appear in nor-
mal type, borderline in bold, and soft
in italics.

Sc(2.8) > La(1.6), Ce(1.5), Y(1.3),
Lu(1.2) > Tl(I)(0.8), Ca(0.7), Li(0.6),
Pb(0.6), Mg(0.3) > Fe(III)(−0.4),
Mn(−0.4), In(−0.5) > Co(−1.0),
Cd(−1.1), Zn(−1.2) > Ni(−2.0),
Cu(−2.3) > Ag(−2.9), Tl(III)(−2.9)
> CH3Hg+(−4.1), H+ (−4.5)
>Hg(−5.2).

O–N scale

Metal ions favoring acetate appear at the
beginning of the O–N scale and those
favoring ammonia at the end. Of the first
13 metal ions, 11 are hard, but in this group
there is 1 soft (Tl+) and 1 borderline (Pb2+)
metal ion. Next, a group of 4 borderline
metal ions also contains 1 soft metal ion
(Cd2+). The scale ends with four soft metal
ions but also with the hard proton.

Unfortunately, it is impossible to de-
velop a comparable hardness scale with
unidentate sulfur donor ligands as very few
reliable experimentally determined stabil-
ity constants are available. Polymerization
has gone unrecognized in many of the
determinations. Many of the constants
involve chelate rings that introduce the
additional variable of chelate ring bite size
with metal ions of varying radii. Ag+ and
Hg2+ prefer linear coordination making
formation of five- and even six-membered
chelate rings highly strained. For this rea-
son, unidentate ligands are the focus of
this article.

By relaxing the requirement for
unidentate ligands, we may compare the
tendency of some metal ions to bind
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to oxygen or sulfhydryl donor atoms.
Stability constants have been tabulated
for binding to substituted iminodiacetates,
R–N(CH2COO−)2. For R = −CH2COO−
(nitrilotriacetate) and R = −CH2CH2S−,
the difference in stability-constant logs
for the former minus the latter tridentate
ligand is given in parentheses, in
sequence, after each dipositive metal ion.

Ca(1.5), Sr(1.4), Ba(1.3), Mg(1.1)
� Mn(−1.9), Ni(−2.2), Fe(−2.9)
�Zn(−5.3), Pb(−5.6), Cd(−6.9),
Hg(<−8).

O–S scale

Similar differences and sequences are
obtained with R = −CH2CH2OH as the
oxygen donor, with the addition of poorly
chelating Hg2+, still with the greatest
negative value. Metal ions in the O–S scale
fall distinctly into three groups: alkaline
earths with differences from +1.5 to +1.1,
transition metal ions from −1.9 to −2.9,
and filled d-orbital ions from −5.3 to <−8.
The spans within the first two groups are
narrower than the gaps between the three
groups. For oxygen–sulfhydryl binding,
the alkaline earths may be designated as
hard, the three transition metal ions as
borderline, and the four filled d-shell metal
ions as soft. The recognized avidity of
Zn2+ for sulfhydryl donors is confirmed.
Though assigned as hard by Pearson,
by this grouping Mn2+ is emphatically
borderline. This borderline designation
for Mn2+ is also more consistent with
other scales.

8.4
Ligand Scale

We now create a ligand scale, correspond-
ing to the second substitution reaction of
Sect. 8.2, by considering the differences
between stability-constant logarithms for

soft and hard metal ions for several lig-
ands. Hg2+ stands as the preeminent
soft metal ion. Sc3+ is the hardest metal
ion in several scales, but results are lim-
ited. More ligands may be included if
results for the smaller and heavier lan-
thanides are considered for the hard metal
ion. For 16 ligands, the difference be-
tween the stability-constant logarithms for
Hg2+ minus a lanthanide in parentheses
is as follows:

F−(−3), H2O(0), acetate(2),
HCO3

−(4), CO3
2−(5),

OH−(5) > pyridine(6),
benzimidazole(6), imidazole(7),
Cl−(7), NH3(8), SCN−(9),
Br−(9) > I−(13), CN−(13),
S2O3

2− (14).

Ligand scale

Ligands assigned by Pearson as hard ap-
pear in normal type, borderline in bold,
and soft in italics. For Pearson, aliphatic
amines are hard and aromatic amines are
borderline. Since imidazole binds metal
ions through a borderline pyridine-type
nitrogen, imidazole is also classed as bor-
derline in the ligand scale. Use of CH3Hg+
in place of Hg2+ yields a virtually identi-
cal ordering with a lesser span of 13 log
units.

The hardest ligands appear at the
beginning of the ligand scale, which
spans 17 log units. Cyanide and thio-
cyanate are ambivalent ligands; vir-
tually all metal ions bind to CN−
through the carbon atom. Even upon
binding the first CN−; Cu+, Ag+,
and Hg2+ undergo a reduction to
two-coordination. A reduction to four-
coordination occurs upon binding of the
second CN− to Ni2+ and Zn2+. A reduc-
tion in coordination number strengthens
binding.
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The above order of increasing softness
of the amines is also the order of in-
creasing basicity. The influence of greater
basicity in yielding increasing softness is
also illustrated by two other comparisons
in the ligand scale: H2O(0) < OH−(5)
and HCO3

−(4) < CO3
2−(5). These se-

quences point a general feature of
metal ion stabilities: greater basicity
yields greater metal ion stability, which
in turn provides greater discrimina-
tion among metal ions, which in turn
gives rise to softness. Often, however,
other factors overwhelm the influence
of basicity: among the halides, fluo-
ride is both the strongest base and the
hardest.

In the ligand scale, the relative soft-
ness of the presumably hard ammonia(8),
comparable to borderline bromide(9) and
soft thiocyanate(9), emerged unexpectedly.
The above ligand scale serves as a quanti-
tative indication of the relative hardness
of ligands. The 2 inequality signs di-
vide the 16 members of the ligand scale
into 3 groups on the basis of the mag-
nitude of the differences. The first 6
ligands are assigned as hard by Pearson;
of the next closely spaced 7 ligands, 2
are hard, 4 borderline, and 1 soft. The
ligand scale ends with 3 soft ligands.
On the basis of the quantitative results
of the ligand scale, previously hard am-
monia and chloride and soft thiocyanate
are more appropriately switched into the
borderline group. These switches more
consistently place all amines, aliphatic
and aromatic, in the same borderline
group. The recommended designations
lead to a consistent sequence of 6
hard, 7 borderline, and 3 soft ligands.
Thus, all oxygen donor ligands are des-
ignated hard and all nitrogen donors
borderline. Within the borderline group,

aliphatic amines are softer than aromatic
amines.

8.5
Lead

Lead (Pb2+) presents a case that demon-
strates limitations in the hard–soft con-
cept. The first stability-constant loga-
rithms for lead and the halide ions, all
at 25 ◦C and 1.0 M ionic strength, ap-
pear in parentheses: F(1.44) > Cl(0.90) <

Br(1.10) < I(1.26). The increasing trend
for the last three halides describes class
(b) behavior, while the greatest value for
F− characterizes a class (a) metal ion.
Pb2+ interacts relatively strongly with both
oxygen (hard) and sulfur (soft) donor lig-
ands, and relatively weakly with nitrogen
donor ligands, as illustrated in the stabil-
ity ruler. Despite the presence of a free
sulfhydryl group on the proteins, Pb2+
binding occurs exclusively at the Ca2+
sites (composed solely of O donors) of on-
comodulin and chick vitamin D–induced
intestinal calcium-binding protein. Pb2+
also combines with the components of
nucleic acids. In many examples, Pb2+ es-
chews borderline (is antiborderline) and
opts for either hard or soft behavior,
making the simple hard–soft concept in-
effective for use with this metal ion. In
contrast, compared to other metal ions,
Ni2+ exhibits a tendency to prefer nitro-
gen over oxygen or sulfur donors (except
when two or more sulfur donors promote a
diamagnetic complex of reduced coordina-
tion number). The position of the proton
swings from one end to another of the
several metal ion scales. Much more than
Pb2+, the proton displays strong antibor-
derline behavior appearing at either the
hard or the soft ends of the scales. Thus,
biology offers metal ion environments in-
consistent with and unpredictable under
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the hard and soft classification scheme. In
another example, in the iron–sulfur pro-
tein rubredoxin, sulfur exclusively (soft)
coordinates to both Fe2+ (borderline) and
Fe3+ (hard).

8.6
Conclusions

Note again that the numerical values
associated with hardness–softness in this
article are based wholly on experimentally
determined log stability-constant values
determined in aqueous solutions at room
temperature. The values are not absolute;
addition of more metal ions might extend
the scales in either direction. Small
differences between metal ions should not
be over-interpreted. The relative difference
scales are linear in log stability constant,
stretching from very hard at one end to very
soft at the other. As hardness decreases,
softness correspondingly increases, and
vice versa. These practical scales are not
comparable to that of Pearson, where
absolute hardness values are derived from
gas-phase parameters, and softness is the
reciprocal of hardness.

In practice, the principle of hard and
soft acids and bases is often contorted in
such a way as to provide nonfalsifiable
explanations for almost any observation.
The limitations of the principle need
greater exposure. The very hard Sc3+
and the very soft CH3Hg+ both bind
strongly and nearly equally to the hard
ligands hydroxide on one hand and acetate
on the other (Table 1). Though both
metal ions are considered as very soft,
Hg2+ is among the strongest binders to
hydroxide and acetate, and Ag+ among
the weakest. Many other such anomalies
may be found by considering differences
of stability-constant logs. It is only when
these differences are compared that one

finds some quantitative justification for
the principle of hard and soft acids and
bases. The principle of hard and soft
acids and bases finds its most consistent
application not in direct stability-constant
comparisons but rather in the free energy
or log stability-constant differences of the
substitution reactions of Sect. 8.2.

9
Nonaqueous Environments

Nonaqueous solvents that lower the dielec-
tric constant increase stability constants
between oppositely charged ions, decrease
the constants between identically charged
ions, and leave relatively unaffected stabil-
ities with one neutral reactant species. For
example, on passing from water to a mixed
solvent system containing 70% by weight
dioxane, the dielectric constant drops from
79 to 18. This solvent change increases the
pKa of acetic acid by 3.6 log units and de-
creases the pKa of anilinium ion by 1.0
log unit. The much larger change in the
former case is due to the reaction between
oppositely charged proton and acetate be-
coming much more favored in the lower
dielectric medium. In contrast, the latter
reaction is merely transfer of a proton
from water to amine without the creation
or destruction of any charges.

Binding sites in proteins display lower
dielectric constants than the surrounding
water. An equivalent solution dielectric
constant applicable to binding sites in met-
alloproteins is calibrated with metal ion
stabilities in nonaqueous solvent mixtures.
For the zinc ion active sites in bovine car-
bonic anhydrase and carboxypeptidase A,
the equivalent solution dielectric constants
are estimated as 35 and 70 respectively.
The former enzyme reacts with a smaller
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substrate and possesses a much less open
binding site.

10
Other Factors

Numerous other factors affect metal ion
affinities including size and number of
chelate rings, presence of other ligands,
noncovalent interactions among ligands,
ligand field strength (at most 10% of total
binding energy), and spin state (important
in heme proteins).

11
pH-dependent Stabilities

If at a given pH a ligand occurs in
a protonated form, competition develops
between metal ion and proton for a
basic ligand site. The concentration of
basic ligand available to the metal ion
drops in the presence of protonated ligand
species. Neutral solutions contain ligands
with protonated amine, phenolic, and
sulfhydryl groups. In these and other
cases, the tabulated stability constants
overstate the effective binding strength,
and its magnitude needs to be reduced to
reflect competition from the proton.

The tabulated stability constant Ks refers
to the following equilibrium:

M + L −−−→ ML Ks = [ML]
(
[M][L]

)

With a protonated ligand, however, the
relevant formation reaction becomes M +
HL → ML + H+. There is the additional
acid–base equilibrium of the ligand.

HL −−−→ H+ + L Ka = (H+)[L]

[HL]

The fraction of the ligand in the basic form
available for metal ion binding is given by

α = [L]
(
[HL] + [L]

) = Ka

[(H+) + Ka]
so that

0 < α < 1.

The conditional, pH-dependent stability
constant is given by Kc = αKs, or

logKc = logKs − pKa − log[(H+) + Ka]

For pH � pKa, as for carboxylates in
neutral solutions, the basic form of the un-
bound ligand predominates and logKc =
logKs. For pH � pKa, as for aliphatic
amines in neutral solutions, the unbound
ligand is predominantly protonated and
logKc = logKs − pKa + pH, and the con-
ditional constant shows a pH dependence.
When the pH is within 1.5 log units of pKa,
the complete equation should be used. By
allowing for withdrawal of deprotonated
ligand from solution by protonation, the
value of the conditional stability constant
becomes less than the standard stability
constant, Kc ≤ Ks. (The conditional con-
stant may exceed the tabulated constant for
cases in which a subsequent deprotonation
occurs from a complex.)

In Table 5, conditional stability con-
stants at pH 7.0 (represented as K7) are
compared with the tabulated stability con-
stants (Ks) for three metal ions and four
unidentate ligands. The four ligands rep-
resent carboxylate, imidazole, sulfhydryl,
and aliphatic amine donors in biologi-
cal systems. For acetate, pH = 7 � pKa,
α = 1, virtually all ligand is in its basic, car-
boxylate form, and the conventional and
conditional stability constants are equal.
For imidazole, 44% of the ligand is in
the basic form. For glutathione and am-
monia, only 1.2 and 0.47% respectively
of the ligands are in the basic form.
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Tab. 5 Conventional and conditional (pH 7.0) stability constants.

Ligand pKa Ni2+ Zn2+ Cd2+

log Ks log K7 log Ks log K7 log Ks log K7

Acetate (O−) 4.7 0.7 0.7 0.9 0.9 1.3 1.3
Imidazole (=N) 7.11 3.0 2.6 2.52 2.2 2.80 2.4
Glutathione (RS−) 8.92 4.0 2.1 5.0 3.1 6.16 4.2
Ammonia (NH3) 9.33 2.79 0.5 2.31 0.0 2.65 0.3
Glycine 9.68 5.80 3.1 5.03 2.3 4.28 1.6
Histidine 9.15 8.7 6.5 6.6 4.4 5.4 3.2

6.10
1,2-Diaminoethane 10.0 7.3 3.9 5.7 2.3 5.4 2.0

7.2

Glutathione is the tripeptide γ -L-glutamyl-
L-cysteinylglycine, and it serves as a superb
model for unhindered sulfhydryl groups
in proteins.

The results in Table 5 show that for all
three metal ions, the ligand stabilities from
the conventional constants follow the in-
creasing sequence acetate < ammonia <

imidazole < glutathione. This sequence
differs from the stability order in neu-
tral solutions because the sequence applies
only when all ligands are predominantly in
their basic form, which is true only for ac-
etate. For conditional constants at pH 7.0,
Table 5 shows that for Ni2+ the increas-
ing stability order is ammonia < acetate <

glutathione < imidazole, while for Zn2+
and Cd2+ the order is ammonia <

acetate < imidazole < glutathione. For all
three metal ions in neutral solutions, the
most basic ammonia has become a weaker
ligand than the least basic acetate. The
stability order from conditional constants
suggests that in neutral solutions, it is
apt for Ni2+ to be found at imidazole
sites and Zn2+ and Cd2+ at sulfhydryl
groups. Of course, chelation by adjacent
donors may increase stabilities and alter
preferred binding sites. Yet, the exam-
ples in Table 5 serve as models for the

analogous groups in proteins and prove
that binding strengths and stability orders
are pH-dependent.

In the nucleosides of the 6-oxopurines,
guanosine and inosine, in neutral solu-
tions, the much more basic N1 site is
protonated while the N7 site is difficult to
protonate. Metal ions coordinate in acid
solutions at N7, and as the pH increases,
they compete better with the proton and
crossover to N1.

The principles developed in this
section extend to ligands with several
basic sites. For diamines, EDTA, and
catecholates in which metal ions displace
two protons in neutral solutions, the
fraction of unbound, doubly deprotonated
ligand becomes α = Ka1Ka2/[(H+)2 +
(H+)Ka1 + Ka1Ka2], where pKa1 < pKa2.
Table 5 also concludes with two bidentate
amine ligands and histidine. For 1,2-
diaminoethane, the conditional stability
constants at pH 7.0 are 3.4 log units less
than tabulated stability constants.

Ignored in this section and Table 5
is the formation of metal ion hydroxo
complexes and precipitates. Formulation
of conditional stability constants that
incorporate hydroxo complex formation is
outside the scope of this section.
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12
Cooperativity

Life abounds in cooperative interactions
and would not exist, as we know it,
without them. For example, the important
enzyme that maintains the 20 000-fold
Ca2+ gradient across cell membranes
binds 2 Ca2+ or 2 protons so cooperatively
that it is not possible to resolve reliably the
successive stability constants. What is not
appreciated, and what makes meaningless
all calculations of the origin of life based
on random events, is the cooperation that
occurs in even the simplest systems. For
statistical reasons at least, and in the
case of charged ligands for electrostatic
reasons as well, we expect the successive
stability constants for ligand binding to
a metal ion to decrease as the number
of ligands increases. This decrease is
generally observed. Yet, there are simple
systems in which the second ligand is
bound more strongly than the first.

Both the ammonia and imidazole com-
plexes of Ag+ exhibit an inversion of the
usual stability order: for NH3, log K1 =
3.20 and log K2 = 3.83, while for imida-
zole, log K1 = 3.1 and log K2 = 3.8. Since
there is a statistical factor of 4 or 0.60
log units favoring K1 over K2, the ob-
served inversion is actually 1.23 to 1.3
log units or a factor of about 20. This
result means that once the first ammonia
molecule is bound, the second is bound
significantly more strongly. Binding of two
ligands to Hg2+ and four to Zn2+ also ex-
hibits cooperative behavior. In these cases,
the explanation lies in a decrease in co-
ordination number upon ligand binding,
resulting in shorter and stronger bonds to
the remaining ligands.

In hemoglobin, the successive stability
constants for dioxygen binding to the four

iron-containing heme groups are coopera-
tive with K1 < K2 < K3 � K4. In this case,
the inverse order is caused by interactions
among the α and β protein chains and
is of enormous physiological significance.
The inverse order means that once the first
dioxygen binds, the second, third, and es-
pecially the fourth are bound even more
avidly. As a result, wholly deoxygenated
and wholly oxygenated forms predomi-
nate. They do so to such an extent that there
are only small amounts of species with
one, two, and three dioxygen molecules,
and the individual stability constants are
resolved with difficulty though the over-
all product K1K2K3K4 is well known. In an
oxygen-rich environment such as the lung,
hemoglobin becomes wholly oxygenated,
while in an oxygen-poor tissue, the entire
oxygen load undergoes efficient release.

13
Metal Ion Binding Characteristics

13.1
Amino Acids

Amino acids bind transition metal ions
more avidly with increasing pH since
the amino group suffers less competition
from the proton. The potentially tridentate
amino acids histidine and cysteine are
especially strong transition metal ion
binders. Alkali and alkaline earth metal
ions, Al3+, and lanthanides bind only
weakly to amino acids.

13.2
Peptides

Owing to loss of basic carboxylate and
amino groups, peptides usually bind metal
ions more weakly than amino acids unless
the metal ion deprotonates the peptide
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nitrogen. The oxygen of a peptide bond
is only a weak metal ion binder, and the
peptide nitrogen is not a proton or metal
ion binding site unless deprotonated.
For amide deprotonations, pKa ≈ 15. A
deprotonated peptide nitrogen serves as a
strong metal ion binder, but unless there
is an anchor for the metal ion, amide
deprotonation does not take place until the
solution is very basic. The Cu2+ –biuret
reaction is an amide deprotonation in very
basic solutions.

The tripeptide Gly-Gly-His serves as a
strong quadridentate ligand with an amino
nitrogen (an anchor), two deprotonated
peptide nitrogens, and an imidazole nitro-
gen (a second anchor) providing a planar
array of four donor atoms. Binding in this
mode occurs best in neutral and even
acidic solutions with Cu2+, Pd2+, and
Ni2+, which undergoes a transition from
a blue, octahedral, high-spin complex to
a yellow, planar, low-spin complex upon
cooperative deprotonations of the peptide
nitrogens. In blood, Cu2+ interacts in this
binding mode with the amino terminus of
human serum albumin where histidine is
the third amino acid residue.

For neutral amides, the weakly basic
oxygen (pKa ≈ −1) is the proton and metal
ion binding site. The major determinant
of peptide oxygen basicity is the basicity
of the amino group making up the bond.
Among the 20 amino acids in proteins,
the amino group basicity of proline is
almost 1 log unit greater than that of
the other amino acids. As a result, the
peptide oxygen from the amino acid
linked to a proline nitrogen should be
relatively basic compared to other peptide
oxygens not linked likewise. Proline-linked
peptide oxygens appear disproportionately
as calcium ion binding sites in calcium
proteins. Proline itself never furnishes
the peptide oxygen that coordinates a

metal ion. How much a relatively greater
basicity, rather than appearance of proline
in loop regions, contributes to proline-
linked peptide oxygen occurrence as a
metal binder remains uncertain.

13.3
Proteins

Metal ions interact in numerous ways with
proteins, from the weak fairly nonspecific
interactions of many metal ions with
proteins such as serum albumin to the
highly specific protein sites made for
exclusive binding of a single kind of metal
ion. For example, the iron-transporting
protein of the plasma, transferrin, binds
two Fe3+ under blood plasma conditions
with conditional dissociation constants
of 10−22 M. Such a minuscule value
is necessary because the solubility of
goethite, FeO(OH), only allows 10−21 M
Fe3+ at pH 7.4. About 30% of all enzymes
contain metal ions, and in most of these,
only one kind of metal ion is bound almost
exclusively. Individual cases are the subject
of other articles in this volume.

13.4
Nucleosides

Let us designate the nucleic bases with
their usual alphabetical symbols, A, C, G,
T, and U. The order of decreasing basicity
is given by

H+: T3 > U3 > G1 � C3 > A1 >

G7 > A7

In contrast, for a heavy-metal ion in neutral
solutions, the order of decreasing stability
is given by

Heavy-metal ion: G7 > A7 > C3 >

A1 > G1 > U3 > T3
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Comparison of the two series reveals a
marked promotion of the G7 and A7
sites on passing from the first to the
second series. Moreover, in the DNA dou-
ble helix, the N7 sites are not involved in
interstrand hydrogen bonding and are con-
sequently relatively exposed. Thus, the an-
titumor cis-diaminodichloroplatinum(II)
binds mainly at the guanosine N7 site of
DNA. The sugar moiety binds metal ions
very weakly and insignificantly.

Though proposed many times as metal
ion binding sites, primary amino (–NH2)
groups located at C4 in cytidine, C6 in
adenosine, and C2 in guanosine are nei-
ther proton nor metal ion binding sites in
neutral solutions. These amino groups are
not basic, the flat −NH2 group is nearly
coplanar with the ring, and the amino ni-
trogen–to-carbon bond lengths are about
6-pm shorter in the nucleic bases than
in aniline. This combination of properties
indicates appreciable double-bond charac-
ter and extensive delocalization of electron
density into the rings. Consistent with
their appreciable positive charge density,
the primary amino groups serve as hydro-
gen bond donors in specific base pairing.
Moreover, in strongly acidifying solvents,
even the dication of cytosine and the tri-
cations of adenine and guanine have still
not undergone amino group protonation
as the ring nitrogens and O2 in cytosine
and O6 in guanine protonate before the
amino group. Only upon its deprotonation
in strongly basic solutions does the pri-
mary amino group (pKa ≈ 16) coordinate
a few strongly binding metal ions such as
CH3Hg+.

13.5
Nucleic Acids

With the introduction of more than
one basic phosphate group, the di- and

tri-nucleotides (pKa = 6.5) become strong
metal ion binders. Virtually all reactions
of ATP require a Mg2+ cofactor, and
ATP occurs as a Mg2+ complex in
cells. Nucleic acid chemists were slow
to recognize the role of ambient metal
ions in stabilizing polymeric nucleic acid
structures. With a negative charge on
the phosphate of each residue, only
a random-coil form exists at low salt
concentrations. The phosphate groups in
the polymers are not basic (pKa ≈ 1) and
bind metal ions very weakly. Required for
structures such as the double helix are
nonspecifically bound alkali metal ions
and Mg2+ serving as counterions to offset
the negative charges on the phosphates.
Mg2+ is also important in stabilizing
various RNA structures.

14
Dioxygen

It is impossible to overstate the effects
that increases in the dioxygen content of
the atmosphere have wrought for life on
Earth. On primitive Earth, the atmosphere
was free of dioxygen, and beginning about
3 500 million years ago, anaerobic prokary-
otes thrived. About 2 700 million years
ago, prokaryotes began emitting dioxy-
gen, and the atmospheric content began
increasing. Soluble Fe2+ was oxidized
to Fe3+, which formed a very insoluble
goethite, Fe(OH)3, that allows only 10−20

M free Fe3+ at pH 7.0. (For a typical cell
volume of 10−12 L, this implies only one
Fe3+ ion in 108 cells!) Thus, this impor-
tant and formerly freely available element
became scarce, and it was necessary for
nature to find new ways to handle it. The
ever-increasing dioxygen concentration be-
came an environmental catastrophe for an
anaerobe unable to find a niche or evolve.
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However, by allowing a greater diversity of
energy-producing reactions, the increasing
dioxygen concentration promoted the rise
of eukaryotes about 1 500 million years ago
and of the first multicellular organisms
about 650 million years ago.

Prokaryotes do not form true multicellu-
lar structures. Later, sunlight interacting
with dioxygen made enough ozone in
the stratosphere to provide an umbrella
for ultraviolet radiation, so that about
410 million years ago, plants were able
to invade the land. Thus, though life ap-
peared at just about the first 1 000 million
years of the earth’s history, it took over
3 000 million years from the origin of
life on earth through the production of
a dioxygen-containing atmosphere and
ozone shield to extensive land plants.
Dioxygen is the pivotal element the ab-
sence or presence of which determines the
forms of life on earth. It took more than
2 000 million years after the first appear-
ance of dioxygen in the atmosphere to yield
an environment in which multicellular or-
ganisms arose and became the basis for
life as we know it today.

Dioxygen, so necessary for the life forms
on earth today, is also toxic and contributes
to cell aging. With two unpaired spins, O2

reacts readily with radicals and some metal
ion complexes. Subsequent reactions gen-
erate other reactive molecules and radicals:
hydrogen peroxide, H2O2; hydroperox-
ides, ROOH; superoxide, O2

−; and the
hydroxyl radical, HO, which is highly
damaging. The last two species initiate
deleterious radical chain lipid peroxida-
tions that contribute to aging. Therefore,
pivotal dioxygen provides life with both
the source of its versatility via oxidation
processes and the seeds of its demise by
radical reactions.

Almost all organisms possess an en-
zyme, superoxide dismutase, to rid cells of

readily generated and reactive superoxide,
O2

−, by converting it to less-toxic hydro-
gen peroxide, 2 O2

− + 2H+ → H2O2 +
O2. Superoxide dismutase is much more
widespread than catalase, which catalyzes
the decomposition of hydrogen peroxide.

15
Metal Ion Complexation Kinetics

Belying a common understanding of the
word formation that might imply an addi-
tion reaction, metal ion complex formation
in solution is almost always a substitution
(occasionally with a reduction in coordina-
tion number). In aqueous systems, bound
water undergoes substitution either in the
reactant complex or as an intermediate in
the route from reactants to products.

15.1
Substitution Reactions

The greater complexity of kinetics over
thermodynamics is shown in the simple-
appearing ligand replacement reaction
with n fixed ligand donor atoms, L, bound
to metal ion M (charges not specified).

LnMX + Y −−−→ LnMY + X

While thermodynamics deals with the
species above, kinetics also includes addi-
tional species involved in the mechanism
of the reaction. Substitution of uniden-
tate ligand X by unidentate ligand Y may
proceed by a reduction of coordination
number (dissociation) to give the interme-
diate LnM, by an increase in coordination
number (association) to yield the interme-
diate LnM(X)Y, or by a process in which
the incoming and outgoing ligands inter-
change in a more or less concerted fashion.
From the wholly dissociative mechanism
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through the varying degrees of the in-
terchange route to the wholly associative
mechanism, there is a continuous spec-
trum of possibilities. Moreover, in aqueous
systems, virtually all such substitution re-
actions occur via an aquo intermediate
LnM(OH2). Thus, for the most general
case in which X and Y are not water, the
question just posed as to the coordination
number of the intermediates needs to be
answered twice: for both formation and
reaction of the aquo intermediate.

Detailed answers about the mechanism
of substitution reactions in metal ion com-
plexes have been sought for many years.
Some general conclusions now seem reli-
able, but universal agreement on all details
remains to be reached. Two statements
sum up many of the results: (1) since room
is available for approach of an axial lig-
and, most substitutions in linear, trigonal,
and planar complexes proceed by the as-
sociative mechanism with an increase in
coordination number and (2) since the en-
vironment about the metal ion is more
crowded, most substitutions in octahedral
complexes proceed in the interchange-
dissociative region of the continuum.

15.2
Ligand Exchange

Even if they do not appear as reactants
or products, the intermediacy of aquo
complexes in most substitution reactions,
whatever the detailed mechanism of sub-
stitution in any particular case, makes the
properties of the aquo complexes of pri-
mary importance.

The characteristic rate constant for
exchange of inner-sphere water (both X
and Y are H2O in the above reaction) gives
insight into the differences among metal
ions. Increasing water exchange rates on
wholly aquo metal ions follow the order

Cr3+, Ru3+ � Pt2+ � Ru2+ <

Co3+ < Al3+ � V2+, Fe3+ <

VO2+, Ga3+, V3+, Pd2+, Be2+ <

Ni2+ < Mg2+ < Co2+, Fe2+ <

Mn2+, Zn2+, Sc3+ < Ca2+, Cd2+,
Gd3+ < alkali metal ions, Cr2+,
Cu2+, Hg2+, Pb2+

with each inequality sign indicating an
approximate 10-fold increase in rate.
Water exchanges slowly with the first 6
aqua cations through Al3+, rapidly with
the next 14 through Sc3+, and virtually
instantaneously with the last 8 entries.
The series spans a phenomenal 15 powers
of 10 from a lifetime at 25 ◦C of about
5 days for the mean time of a water
molecule on aqueous Cr3+ to 10−9 s for
the metal ions at the end of the list.
Indeed, exchange lifetimes are so short
for the cations in the last line that some
values are not known with certainty: some
of the lifetimes may be 10−10 s or even
shorter.

The above series is useful in several
ways. The contrast between the presence of
Zn2+ in numerous mammalian enzymes
and of Ni2+ in only a few plant enzymes
has proved puzzling. Ni2+ differs by
neither size nor most complex stabilities
from Zn2+. The above exchange rate
series explains the difference since Zn2+
undergoes ligand exchange about 103

times faster than Ni2+, a significant
factor for a metal ion bound at enzyme
active sites.

In four cases, reduction of the metal
ion substantially increases the rate. An
approximate 104-fold rate increase occurs
for the d5 → d6 reduction in both Ru3+
and Fe3+. An even greater 107-fold rate
increase takes place upon the reduction of
Co3+ → Co2+. Finally, the 1015 span of
the entire series is gained upon reduction
of Cr3+ → Cr2+.
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Though these lifetimes refer to water
exchange in the wholly aquated metal
ions, they also reflect the relative rates
of exchange of other ligands. When bound
to a metal ion, other ligands, including
hydroxide ion, increase modestly the
release rate of bound water, typically by
about 102. As a poorer leaving group,
hydroxide ion itself exchanges much
more slowly than water. Chelated ligands
exchange more slowly, but again, the
relative order prevails. In the case of
chelates, binding occurs first by one
donor group followed by chelate ring
closure. In some cases, such as five-
membered rings, the chelate ring closes
rapidly, and in others, especially with
larger rings, ring closure may become the
slow step. Selective broadening of lines in
nuclear magnetic resonance spectroscopy
that have been used to indicate the
binding site of a paramagnetic metal ion at
stoichiometric concentrations often fails.
This occurs because chelate ring closure
is slow compared to rapid passage of
the metal ion to other ligands present
in large excess, which bind only in a
unidentate mode.

We conclude with an application that
incorporates many of the principles men-
tioned in this chapter. Surprisingly, the
above exchange rate series demonstrates
that some of the strongest-binding metal
ions undergo the most rapid ligand ex-
change. Examples from the high-rate end
of the series include Pb2+, Hg2+, Cu2+,
and Cd2+, all strong ligand binders. A sig-
nificant feature of the toxicology of Hg2+
and CH3Hg+ is the rapid exchange of lig-
ands in and out of coordination to the
metal ion. For CH3Hg+ binding to the
sulfhydryl group of glutathione (present
in blood plasma at 4 mM), the stability-
constant logarithm is an extraordinary
log K = 15.9. For such strong binding,

the half-life for exchange by a dissocia-
tive mechanism is about 10 days. Yet, the
average lifetime for the CH3HgSR com-
plex in the presence of excess glutathione
is less than 0.01 s. This comparison shows
that exchange does not occur by a disso-
ciative mechanism. The ability of linear
two-coordinated Hg2+ and CH3Hg+ to as-
sociate weakly with additional donor atoms
accounts for rapid metal ion exchange
among donor atoms. The last two ligands
are bound much more weakly than the first
two and exhibit longer Hg-to–donor atom
bond lengths. Excess ligand participates
in nucleophilic attack at an uncoordinated
site on the metal ion with rearrangement
in the coordination geometry and release
of a formerly bound ligand. This addi-
tion–elimination mechanism accounts for
the very rapid exchange in Hg2+ and
CH3Hg+ complexes.

See also Bioorganic Chemistry; Cal-
cium Biochemistry.
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Second Messenger
An intracellular molecule, generated by the cell in response to an extracellular signal
(first messenger), which triggers a biochemical cascade leading to a change in the
function or phenotype of the cell.

� The biological activity of many proteins is modulated by the phosphorylation of
specific sites within the protein. Protein kinases catalyze the transfer of a phosphate
group to the protein, while protein phosphatases remove the phosphate group.
This reversible modification is utilized by the cell to dynamically regulate proteins
that are involved in almost all cellular functions. Protein phosphorylation plays a
particularly prominent role in the transduction of extracellular signals. A hormone,
neurotransmitter, or growth factor binds to its cell surface receptor and may
directly or indirectly activate a protein kinase (or phosphatase) inside the cell, which
leads to changes in the phosphorylation states of key regulatory proteins. This
cascade of events ultimately results in a functional or phenotypic cellular response
(e.g. contraction, release of neurotransmitter, changes in metabolism, or altered
gene expression).

1
Importance of Protein Phosphorylation in
Biological Regulation

Protein phosphorylation is one of the
most common posttranslational modifi-
cations to occur in eukaryotic cells. It
has been estimated that ∼30% of pro-
teins encoded by the human genome are
phosphorylated at one or more sites. Phos-
phorylation and dephosphorylation is a
fundamental molecular switch used by
cells to control the activity of a variety of
cellular proteins, which in turn regulates a
vast array of cellular functions. The types
of proteins known to undergo reversible
phosphorylation include metabolic en-
zymes, cytoskeletal proteins, transcription
factors, ion channels, and cell surface
receptors. Protein phosphorylation is par-
ticularly prominent in signal-transduction
processes. A cell can rapidly respond to

a biological signal by phosphorylating key
intracellular molecules thereby initiating a
cascade of events resulting in a change in a
physiological property such as cell motility,
release of neurotransmitters, modulation
of ion fluxes or alteration in gene expres-
sion. Because of the prominent role of
this reversible and tightly coupled protein-
modifying process, dysregulated protein
phosphorylation can contribute to the
pathogenesis of human disease.

The phosphorylation state of a particu-
lar protein is controlled by specific protein
kinases and phosphoprotein phosphatases
(Fig. 1). Protein kinases are enzymes that
transfer the γ -phosphate from a nucle-
oside triphosphate (usually ATP) to an
amino acid side chain of the substrate pro-
tein. Structural studies have shown that, in
the case of enzymes, phosphorylation can
occur within the active site and directly
affect substrate binding. Phosphorylation
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Fig. 1 Protein kinases catalyze the
transfer of a phosphate group onto a
specific amino acid side chain of a
substrate protein. ATP usually serves as
the phosphate donor, and serine,
threonine, and tyrosine residues serve
as phosphate acceptors. The reversible
phosphorylation of a protein causes a
change in its biological activity.
Phosphoprotein phosphatases remove
the phosphate group allowing the
protein to return to its former functional
state. The relative activities of the
protein kinase and protein phosphatase
generally determine the phosphorylation
state of the protein. (Modified from
Scott and Patel, Encyclopedia of Human
Biology (1991) 6; 201–211; reproduced
by permission of Academic Press.)

Protein Protein

−O−P=O

O

−

O−−
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Protein kinase
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can also occur at sites distal to the cat-
alytic site and regulate enzyme function
by inducing long-range conformational
changes. Phosphorylation has been shown
to affect the biological properties of pro-
teins by altering their intracellular location,
enhancing their susceptibility to proteoly-
sis, and modulating their ability to interact
with other proteins. Phosphoprotein phos-
phatases remove the phosphate group,
thereby allowing the protein to return to its
previous functional state. Some proteins
become active when dephosphorylated and
are inactivated by phosphorylation. An ex-
ample is glycogen synthase, an enzyme
that catalyzes the conversion of glucose
to glycogen. This enzyme is active in
the dephosphorylated form. When phos-
phorylated by glycogen synthase kinase 3
(GSK3), glycogen synthase becomes in-
active thereby limiting the synthesis of
glycogen. In general, both protein ki-
nases and phosphoprotein phosphatases
are under stringent regulatory control. The
activation state of the relevant kinase and
phosphatase will usually determine when a
protein becomes phosphorylated and how
long it remains phosphorylated.

2
Classification and Properties of Protein
Kinases

Protein kinases share a highly conserved
catalytic domain called the kinase domain
(also known as the catalytic core). The high
conservation of this domain has helped
identify protein kinase genes from the vari-
ous large-scale genome sequencing efforts
of human, yeast (Saccharomyces cerevisiae),
fly (Drosophila melanogaster), and worm
(Caenorhabditis elegans). Over 500 protein
kinase genes have been identified in the
human genome, representing about 2%
of the human genes. The kinase domain
is the third most abundant domain en-
coded in the human genome, with the
immunoglobulin and zinc finger domains
being the most prevalent.

More than 170 crystal structures of pro-
tein kinases have been resolved, providing
an insight into the structure and function
of these enzymes. The kinase domain con-
tains two major structural domains named
N- and C-terminal domains (Fig. 2). These
two domains are bridged through a short
linker peptide, around which they rotate in
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N-terminal domain

Linker

C-terminal domain

Catalytic loop

Fig. 2 Ribbon diagram of the kinase domain of ERK2 (p42 MAPK), a
protein serine–threonine kinase. The four prototypic subdomains are
labeled and color-coded.

response to protein substrate and/or ATP-
binding. Also located in the C-terminal
domain is a short peptide strand called
the catalytic loop, which contains an invari-
ant aspartate that is critical for catalysis.
The ATP binds in a deep cleft between
the N- and C-terminal domains that con-
tain a part of the linker region and
the catalytic loop. The protein substrate
binding site is composed of shallow sur-
face depressions, whose structural features
vary among different protein kinases and
thereby influence substrate specificity. The
shallow surface depressions do not provide
adequate interaction sites for high affinity

binding of small molecules. Thus, the vast
majority of small-molecule inhibitors iden-
tified so far bind to the ATP binding site.

Protein kinases recognize phosphory-
lation sites within particular amino acid
sequences called consensus sequences or
recognition motifs. Studies using peptide
substrates containing altered amino acid
sequences have revealed the importance of
primary sequence in distinguishing phos-
phorylation sites. For example, cAMP-
dependent protein kinase will phospho-
rylate a serine or threonine residue in the
sequence -Arg-Arg-X -Ser/Thr-X -, where X
represents any amino acid. Eliminating
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or displacing either arginine residue can
dramatically alter the kinetics of phospho-
rylation. Although amino acid sequence
is an essential determinant for substrate
recognition, higher orders of structure can
also affect phosphorylation. Conforma-
tional states that mask or expose phospho-
rylation sites can alter the phosphorylation
of the substrate protein. Many protein
kinases can provide additional substrate
specificity by engaging substrate with do-
mains outside the catalytic core, such as
SH2 (src homology 2) domains.

Protein kinases are classified according
to the amino acid residue they phos-
phorylate. Greater than 98% of phos-
phorylation events in eukaryotic cells oc-
cur on serine and threonine residues
(by protein–serine/threonine kinases); the
remainder occur on tyrosine residues
(by protein tyrosine kinases). A few
protein kinases appear to phosphory-
late tyrosine as well as serine/threonine
residues and are classified as dual
specificity protein kinases. Tyrosine ki-
nases (TK) are found only in meta-
zoans, whereas serine/threonine kinases
are conserved throughout the eukaryotes.
The lipid kinase PI3K possesses pro-
tein–serine/threonine kinase activities, in
addition to phosphorylating lipid phospho-
inositides. Histidine–aspartate kinases
have been identified in bacteria, yeast,
and plants but are not known to exist
in mammals.

By aligning the kinase domain amino
acid sequences for all the protein ki-
nases, one can develop a sequence-based
hierarchy of groups, families, and sub-
families (Fig. 3). Serine/threonine kinases
are divided into 5 groups and further di-
vided into 89 families. Tyrosine kinases,
which represent a small fraction (∼15% in
humans) of the kinase superfamily, con-
stitute a single group (TK) of 30 families.

This phylogenetic classification of pro-
tein kinases correlates closely with general
themes of protein kinase function and reg-
ulation. For example, the TK group is com-
posed of tyrosine kinases only, which are
widely recognized for their roles in control-
ling cell growth and differentiation. The
group of Ca2+/calmodulin-dependent pro-
tein kinases (CAMK) tend to phosphorylate
serine/threonine residues located near ba-
sic residues. Many protein kinases in this
group are activated by Ca2+/calmodulin
binding to a small domain located C-
terminal to the catalytic domain.

Tyrosine kinases were identified first as
the products of viral oncogenes. These
viral protein tyrosine kinases, which we
now know are structural variants of nor-
mal cytoplasmic protein tyrosine kinases,
have unregulated tyrosine kinase activity
and thereby induce the malignant trans-
formation of cells. Their normal cellular
homologs are under stringent regula-
tory control and play critical roles in
cell growth and metabolism. Another im-
portant example of cytosolic nonreceptor
tyrosine kinases is the Janus (JAK) ki-
nase family. The JAKs are involved in
signal transduction of the cytokine recep-
tor superfamily. JAKs bind to cytoplasmic
domains on cytokine receptors and be-
come activated when the receptor binds its
ligand. The activated JAK phosphorylates
the receptor and intracellular proteins such
as STATs. Once phosphorylated, STATs
translocate to the nucleus where they reg-
ulate gene expression.

Some tyrosine kinases are cell sur-
face receptors that contain an intrinsic
tyrosine–protein kinase within their cyto-
plasmic domains. These receptor tyrosine
kinases constitute a significant portion
of the TK group. Of the 90 protein ty-
rosine kinases found in humans, 58 are
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(b)

Fig. 3 Dendrogram or phylogenetic tree of
protein kinases. (a) A circular tree representing
the evolutionary divergence of the eukaryotic
protein kinase groups based on the homology
within the kinase domains. Each group can be
further divided into families and in some
instances into subfamilies. For example, the
AGC group includes the cyclic
nucleotide-regulated protein kinase family, which
can be divided into the cAMP-dependent and
cGMP-dependent protein kinase subfamilies.

The numbers in parentheses in (a) represent the
number of families, subfamilies, and human
kinases in each protein kinase group. (b) The
tyrosine kinase group can be divided into 30
families, as depicted in the flat tree. (c) The src
family of tyrosine kinases contains 8 human
tyrosine kinases and their evolutionary
divergence is depicted. A comprehensive
classification scheme for each protein kinase
group is available at www.kinase.com.

the receptor type. Examples of receptor ty-
rosine kinases include the EGF receptor
and the PDGF receptor. These receptors
undergo dimerization following ligand
binding. Receptor dimerization leads to ac-
tivation of the receptor tyrosine kinase and
autophosphorylation of the receptor on
multiple tyrosine residues. The phospho-
rylated tyrosine and surrounding amino
acids serve as binding sites for secondary
signal transducing proteins containing
SH2 domains, for example, Src, phospho-
lipase C-γ , phosphatidylinositol 3′ kinase,
and ras GTPase-activating protein (GAP).

Specificity of binding is generated by the
sequence context surrounding the individ-
ual phosphotyrosines. These newly bound
proteins link the receptor with a variety
of different signal-transduction pathways
either directly due to the activation of their
catalytic activity or indirectly by serving as
an adaptor protein to couple other signal-
transduction molecules.

Eph receptors, the largest family of re-
ceptor tyrosine kinases, are unique in that
their ligands, ephrinAs and ephrinBs, are
cell surface proteins. The interaction of
ephrins with Eph receptors on opposing
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cells induces receptor clustering and phos-
phorylation, and subsequent recruitment
of intracellular signaling molecules. The
binding of ephrin to the Eph receptor
also initiates a functional response in
the ligand-expressing cell, although the
biochemical mechanism for this effect
is not yet clear. Such reciprocal signal-
transduction between Eph receptors and
their ligands regulate cell–cell repulsion
and adhesion mechanisms involved in
the formation and maintenance of or-
gan systems.

Several serine/threonine-receptor ki-
nases exist. These include lectin receptor
kinases, transforming growth factor β

(TGF-β) receptors, and activin. TGF-β
receptors (types I and II) control the devel-
opment and homeostasis of most tissues
in metazoan organisms. To exert their
signal, type II and type I receptors act
in sequence. TGF-β first binds to the
type II receptor, which contains intrin-
sic kinase activity. The type I receptor
is then recruited and phosphorylated in
its intracellular domain by the type II re-
ceptor, leading to activation of its kinase
activity. Similar to JAK-STAT signaling,
activated type I TGF-β receptor recruits
and phosphorylates Smad proteins, which
then translocate into the nucleus where
they regulate gene transcription.

Mechanistically, many protein kinases
are regulated through autoinhibition. This
involves a pseudosubstrate domain, found
either in the primary sequence of the
kinase itself or on a separate regulatory
protein that interacts with the active site.
Activation is achieved when the autoin-
hibitory domain is displaced from the ac-
tive site. Protein serine/threonine kinases
activated by second messengers, intracel-
lular molecules that are generated in re-
sponse to extracellular signals (Fig. 4), are
kinases regulated by autoinhibition. For

these enzymes, binding of the second mes-
senger induces a conformational change
that releases the inhibitory domain. These
protein kinases are classified according
to the second messenger that stimulates
their activity. These groups include pro-
tein kinases activated by cyclic nucleotides
(cAMP- and cGMP-dependent protein ki-
nases), calcium plus calmodulin (includ-
ing Ca2+/calmodulin-dependent protein
kinase II and myosin light-chain kinase),
and diacylglycerol (protein kinase C). In
the protein tyrosine kinase Src, activa-
tion arises from phosphorylation-induced
conformational changes, resulting in dis-
placing part of the C-terminal tail that
otherwise occupies the active site and pre-
vents substrate from binding to enzyme.

Activation of many protein kinases, but
not all, require phosphorylation of either a
conserved threonine or tyrosine residue in
a loop structure called the activation loop
(Fig. 2). These protein kinases have low
basal activities as a result of the unphos-
phorylated form possessing low affinity
for ATP and incorrectly positioned cat-
alytic residues. Phosphorylation induces a
structural change in the activation loop,
which results in remodeling of the active
site leading to optimized substrate binding
and catalysis.

3
Classification and Properties of
Phosphoprotein Phosphatases

Traditionally, phosphoprotein phospha-
tases were categorized by their selectiv-
ity for phosphoserine/phosphothreonine
or phosphotyrosine residues and further
separated on the basis of sensitivities
to endogenous inhibitors, requirements
for cations, and in vitro substrate speci-
ficity. More recent gene sequencing efforts
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Fig. 4 Protein phosphorylation is a common mechanism used to transduce extracellular
stimuli into intracellular responses. Extracellular molecules bind to their cell surface receptors
and activate protein kinases or phosphatases. Some kinases and phosphatases are intrinsic
components of receptors and are directly activated by ligand binding. Others are activated,
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cGMP, diacylglycerol, and Ca2+. The activity of some kinases and phosphatases are regulated
by other kinases and phosphatases as part of a phosphorylation cascade. (Modified from Scott
and Patel, Encyclopedia of Human Biology (1991) 6; 201–211; reproduced by permission of
Academic Press.)

have revealed three distinct superfamilies
of phosphatases; two families of protein
serine/threonine phosphatases (PPP and
PPM families) and one protein tyrosine
phosphatase family (PTP). Within the PTP
family is a subgroup of enzymes that
dephosphorylate both tyrosine and ser-
ine/threonine residues: this group is called
the dual-specificity phosphatases.

Thirty-two protein-serine/threonine ph-
osphatase genes have been identified in the
human genome sequence. The enzymes

encoded by these genes are responsible
for dephosphorylating proteins that are
acted upon by over 500 serine/threonine
kinases. Thus, it is very likely that most
serine/threonine phosphatases will have
multiple substrates. In most cases, the cat-
alytic subunits of these phosphatases are
capable of binding to numerous regulatory
and targeting subunits. These auxiliary
subunits are expressed in cell-type spe-
cific patterns and can be located within
different regions of the cell. They regulate
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the biological activity and subcellular loca-
tion of the phosphatase and thereby limit
access to potential substrates. Thus, one
serine/threonine phosphatase can be uti-
lized within the cell to regulate multiple
cellular events.

The PPP family of serine/threonine
phosphatases has the most members and
is responsible for more than 90% of the
serine/threonine phosphatase activity in
mammalian cells. This family includes
some of the earliest and most extensively
studied enzymes including PP1, PP2A,
and PP2B (also called calcineurin). The
principal members of the PPM family
include PP2C and pyruvate dehydrogenase
phosphatase. Although these enzymes are
unrelated to the PPP family in terms of
protein sequence, they share structural
features within their active sites and have
a common catalytic mechanism.

Compared with the serine/threonine
phosphatases, the tyrosine phosphatases
have different structural features within
their catalytic domains and use a different
molecular mechanism for catalysis. The
tyrosine phosphatases share a common
amino acid sequence within their active
site termed the PTP signature motif.
Although the PTPs are responsible for a
very small fraction of the overall cellular
phosphatase activity, data from the human
genome project predict over one hundred
human enzymes. These phosphatases can
be divided into three subfamilies: tyrosine-
specific, dual-specific, and low-molecular
weight phosphatases.

Some of the tyrosine-specific phos-
phatases have transmembrane receptor-
like structures with an intracellular cat-
alytic domain, suggesting the existence
of receptor-linked proteins that uti-
lize the dephosphorylation of tyrosine
residues for signal transduction. Other

tyrosine-specific phosphatases are intra-
cellular enzymes that contain SH2 do-
mains allowing them to interact with
either receptor or cytosolic protein tyrosine
kinases or localize to different subcel-
lular regions where they function. The
dual-specificity phosphatases include the
Cdc25 and mitogen-activated protein ki-
nase (MAPK) phosphatase families. The
Cdc25 phosphatases are highly specific
for adjacent phosphothreonine and phos-
photyrosine residues on cyclin-dependent
kinases. The regulated dephosphorylation
of these sites plays a crucial role in eu-
karyotic cell cycle progression. The MAPK
phosphatases regulate signal transduction
pathways that are activated by mitogens
and stress and which control cell prolifera-
tion, differentiation, and death (apoptosis).
Much has been learned about the structure
of PTPases, but many questions on their
function and physiological substrates re-
main. This is especially true for the low
molecular weight tyrosine phosphatases, a
family of enzymes whose biological func-
tion(s) remain undefined.

4
Phosphorylation Cascades and Multisite
Phosphorylations

Protein kinase cascades represent a com-
mon underlying theme in many signal-
transduction pathways. A classical exam-
ple is the regulation of glycogenolysis in
skeletal muscle. Epinephrine binds to the
β-adrenergic receptor, causing activation
of adenylate cyclase, an increase in cAMP
production, and an activation of cAMP-
dependent protein kinase. This enzyme
phosphorylates and activates phosphory-
lase kinase, which in turn phosphorylates
and activates glycogen phosphorylase. In
addition, cAMP-dependent protein kinase
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phosphorylates and inactivates phospho-
protein phosphatase-1. Because a single
protein kinase molecule can phosphory-
late many substrate molecules, each step in
this cascade amplifies the signaling path-
way. In addition, some protein kinases in
these cascades can phosphorylate many
different substrate proteins, thereby mod-
ulating multiple biochemical pathways,
which lead to an amplification of a sig-
nal. This is most prominent in the MAPK
cascade. In response to an extracellular
stimulus, several stress-activated protein
kinases also converge onto key protein ki-
nases, resulting in the amplification of
a cell stress signal. Thus, protein kinase
cascades contain sequential steps to am-
plify an extracellular signal as well as
divergent steps to coordinate different cel-
lular processes.

Many proteins appear to be phospho-
rylated at multiple sites with varying
consequences on their biological activ-
ity. Examples of multisite phosphorylation
have revealed that (1) different protein ki-
nases can phosphorylate a common site on
a protein; (2) different protein kinases can
phosphorylate distinct sites on a protein
yet produce similar changes in biological
activity; (3) different protein kinases can
phosphorylate distinct sites on a protein
resulting in opposite changes in biolog-
ical activity; and (4) phosphorylation of
one site by a protein kinase can gener-
ate a consensus sequence for a second
protein kinase. Proteins that are phospho-
rylated at multiple sites often function at
critical points in a biochemical cascade.
Thus, multisite phosphorylation repre-
sents one approach by which different
biological signals, acting through differ-
ent transduction pathways, can converge
to regulate the function of a single pro-
tein. This convergence would allow for

coordinated regulation of a single cellu-
lar process. Reversible phosphorylation
of proteins represents a unifying and
dynamic mechanism by which differ-
ent signaling systems can be integrated
to produce the appropriate biological
response.

5
Genetic and Pharmacological Modulation
of Protein Phosphorylation

In 1979, the following four criteria for
establishing that an enzyme undergoes
physiologically significant phosphoryla-
tion were defined:

1. The enzyme is phosphorylated at sto-
ichiometric levels at a significant rate
by a protein kinase and is dephospho-
rylated by a protein phosphatase.

2. There is a correlation between the
degree of phosphorylation of an enzyme
and changes in its functional pro-
perties.

3. In vivo studies or studies with intact
cells show that the enzyme can be
phosphorylated and dephosphorylated
with subsequent changes in its func-
tional properties.

4. The cellular levels of protein kinase
and phosphatase effectors correlate
with the extent of phosphorylation of
the enzyme.

These criteria can be extended to all
other classes of phosphoproteins such as
receptors, ion channels, and proteins that
form the cytoskeleton and proteins that
regulate transcription and translation. Of
these four criteria, the third element is
often difficult to demonstrate. Selective
activators or inhibitors of a specific pro-
tein kinase or phosphatase are often used
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in an attempt to modify the phosphoryla-
tion state of a particular protein in intact
cells and to test for changes in its bio-
logical activity. By incubating cells with a
molecule that selectively activates or in-
hibits a particular kinase or phosphatase,
one can study the downstream events that
develop as a consequence of the pharma-
cological manipulation. The number of
pharmacological agents that target protein
kinases and phosphatases have increased
significantly in recent years, and have been
used to provide a wealth of information
linking a particular enzyme with a particu-
lar biological response. Agents that modify
protein phosphorylation can be classified
into a number of different categories
including activators or inhibitors, and
natural or synthetic molecules. The syn-
thetic molecules can be further separated
into small molecules, peptides/proteins,
and nucleic acids (e.g. antisense oligonu-
cleotides and small interfering RNAs to
regulate expression of an enzyme). Re-
gardless of the classification scheme, these
agents have great value when trying to
identify the physiological substrates for a
particular kinase or phosphatase, and to
dissect the role of a particular phospho-
protein in cell function.

Several synthetic analogs of cAMP have
been developed and shown to activate
cAMP-dependent protein kinase in a
manner analogous to cAMP. Some of these
compounds are membrane-permeable and
therefore can activate the enzyme when
applied to intact cells. Because these
compounds effectively mimic the actions
of extracellular signals on the cAMP
signal-transduction pathway, these cAMP
analogs are useful to determine if a cellular
response to a particular hormone, growth
factor or neurotransmitter is mediated
through the cAMP pathway.

Phorbol esters are a class of small or-
ganic molecules first identified in croton
oil. These compounds mimic the actions
of diacylglycerol and activate members of
the protein kinase C family. Both dia-
cylglycerol and inositol trisphosphate are
generated by the hydrolysis of inositol
phospholipids, which occurs in response
to a number of different extracellular sig-
nals. Diacylglycerol activates the protein ki-
nase C signal-transduction pathway while
inositol trisphosphate stimulates the re-
lease of calcium from intracellular stores.
Because the phorbol esters are potent and
selective activators of protein kinase C in
intact cells, they have become invaluable
tools for investigating the involvement of
protein kinase C isoenzymes in various
biochemical pathways and to dissociate
responses mediated via the diacylglycerol
signal-transduction pathway from the in-
ositol trisphosphate pathway. However,
caution must be used when interpreting
the results from such experiments, for
recent studies have revealed additional tar-
gets for diacylglycerol and phorbol esters
that can regulate cell function independent
of protein kinase C.

Several natural toxins have been iden-
tified that exert their biological effects
through direct and potent inhibition of
the phosphatases PP1 and PP2A. These
toxins are found in biologically diverse or-
ganisms. Okadaic acid, the first inhibitor
identified within this class, is produced by
several species of marine plankton. This
plankton can accumulate in shellfish and,
when ingested by humans, cause an ill-
ness termed diarrhetic seafood poisoning.
Cantharidin is another interesting exam-
ple, for it has a rich history of medicinal
and recreational use prior to understand-
ing its mechanism of action. Cantharidin
is produced by the blister beetle as a de-
fense mechanism against predators. The
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dried bodies of these beetles have been
used in China for over 2000 years as a tra-
ditional medicine for several indications
including cancer and piles. Hippocrates
also described its use for the treatment of
dropsy. It has been exploited (incorrectly)
as an aphrodisiac named Spanish Fly be-
cause it is an irritant of the urogenital tract,
and causes pelvic engorgement in women.
More recently, dermatologists have used it
as a topical agent for the treatment of warts.
Because cantharidin has a relatively sim-
ple molecular structure, a long history of
apparent medicinal value and a newly dis-
covered molecular mechanism of action,
drug hunters have begun to synthesize
derivatives of cantharidin in search of new
medicines with greater specificity for a
subset of serine/threonine phosphatases,
thereby reducing side effects that occur
with nonselective inhibitors.

In recent years, the development of ge-
netically modified organisms has provided
important tools for research. These or-
ganisms have been particularly helpful in
evaluating whether phosphorylation by a
particular kinase affects a protein’s func-
tion in vivo. New molecular and genetic
techniques have been developed to cre-
ate animals expressing kinases that are
driven by cell-specific or developmentally
regulated promoters. Knockout mice have
been generated carrying targeted muta-
tions that prevent the expression of a
functional enzyme. Animals derived from
such work have greatly enhanced our un-
derstanding of protein phosphorylation
pathways involved in pathological condi-
tions such as diabetes, Alzheimer’s dis-
ease, and cancer.

Modulators of protein phosphorylation
are useful not only to dissect and under-
stand molecular mechanisms but, as noted
above for cantharidin, may also have ther-
apeutic value. For example, FK506 and

Cyclosporin A are drugs that produce
their pharmacological effects by inhibit-
ing a serine/threonine phosphatase in
T-lymphocytes and preventing the de-
phosphorylation of a key cellular protein.
They are used therapeutically as immuno-
suppressive drugs and are prescribed to
organ-transplant patients. FK506 and Cy-
closporin A bind to their respective in-
tracellular binding proteins, FKBP12 and
cyclophilin A. Each of these complexes can
bind to PP2B and block its activation. Nor-
mally, T-cell activation causes an increase
in intracellular calcium, which stimulates
PP2B. Active PP2B dephosphorylates the
transcription factor NF-AT thereby facili-
tating its translocation to the nucleus to
initiate gene transcription. FK506 and Cy-
closporin A block the dephosphorylation
of NF-AT, preventing transcription of spe-
cific genes in T-lymphocytes that induce
transplant rejection.

Current drugs for cancer therapy in-
clude cytotoxic agents that target basic
cellular processes such as DNA replication
or microtubule dynamics. Drug discovery
strategies aimed at inhibiting specific pro-
tein kinases have led to the discovery of
compounds that, in theory, should be ef-
fective and more tolerable anticancer ther-
apies. Several dozen compounds are now
in clinical trials for a wide range of cancers.
Two protein kinase inhibitors have demon-
strated remarkable clinical value and have
been approved by the FDA: Gleevec, a
Bcr-Abl kinase inhibitor for the treatment
of chronic myelogenous leukemia, and
Iressa, an epidermal growth factor recep-
tor kinase inhibitor for the treatment of
advanced non-small-cell lung cancer.

The future holds much promise for
our increased understanding of the struc-
ture and function of protein kinases and
phosphatases. A combination of gene mu-
tation studies, X-ray crystallography and
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NMR structural structures are helping to
reveal the molecular basis of enzymatic
activity and substrate specificity. In con-
junction with molecular modeling studies,
this structural information can aid in the
rational design of more potent and selec-
tive enzyme inhibitors. These compounds
are helping to define further the role of
particular kinases and phosphatases in sig-
nal transduction and in the evaluation of
their suitability as targets for therapeu-
tic intervention in disease. The next few
years represent an exciting time in the
field of protein phosphorylation in terms
of seeing how understanding fundamen-
tal biology is enabling the development
of new medicines for the treatment of
human diseases.

See also Bioorganic Chemistry.
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Keywords

Solid-phase Oligonucleotide Synthesis
The primary technique used for chemical synthesis of oligonucleotides via sequential
addition of monomers to a growing, resin-bound chain.

Phosphorothioate-containing DNA
A nuclease-resistant form of DNA in which one of the two unesterified phosphate
oxygens is replaced with a sulfur atom.

Enzyme Inhibitors
Molecules that are able to prevent enzyme catalytic action.

Catalytic Antibodies
Antibodies that have been generated to catalyze specific chemical reactions.

Transition-state Analogs
Molecules that closely resemble the shape and charge of a reaction’s transition state
(more accurately known as the activated complex).

Combinatorial Chemistry
Method of synthesis of large numbers of molecules by the reaction of sets of monomer
units at multiple positions.

� Bioorganic chemistry is the study of biological systems, utilizing the tools of the
organic chemist, usually including a synthetic component.

1
Introduction

Bioorganic chemistry is the study of bio-
logical systems utilizing the tools of the
organic chemist, usually including a syn-
thetic component. Bioorganic chemists
pursue a wide range of activities includ-
ing the study of biomechanisms, enzyme
models, biosynthesis, biomimetic synthe-
sis, molecular recognition, enzymology,
peptide chemistry, nucleic acid chemistry,
immunology, and the design and synthe-
sis of therapeutic agents. Within the past
decade, the classical distinctions among
scientific disciplines have gradually faded

so that frequently one finds the synthetic
organic chemist making compounds of
biological interest and, conversely, the
biochemist using synthetic techniques to
aid in answering biological questions. In
this article, we discuss some highlights
of bioorganic chemistry ranging from the
more organic to the more biochemical.
Areas of greatest interest to molecular bi-
ologists are emphasized.

Before delving into specific topics that
relate bioorganic chemistry to molecular
biology, we will explore in a more general
way the physical and chemical principles
that govern these topics and, indeed, gov-
ern all systems that one can observe in
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nature. An understanding of these prin-
ciples will allow a deeper understanding
of all of biochemistry. The principles will
be divided into two subareas: covalent and
noncovalent. The covalent section will ex-
plore some of the fundamental organic
reactions that one sees in much of bio-
chemistry. The noncovalent section will
examine the forces that govern the associ-
ation of molecules.

2
General Principles

2.1
Covalent

There are literally hundreds of specific
chemical reactions that are found in biolog-
ical systems, and a study of the breadth of
these is obviously outside the scope of this
review. This huge number of reactions can
be ordered by a variety of reaction types.
One of the most prevalently observed reac-
tions in biochemistry is hydrolysis and its
reverse reaction, which is considered a type
of condensation. These two general classes
of reaction account for such processes as
DNA/RNA polymerization and degrada-
tion, protein synthesis and degradation,
muscle action, regulation via phosphory-
lation, and so on. Despite the variety of
the reactants and products in these exam-
ples, they all have features that make them
chemically similar.

To define terms, let us examine the
hydrolysis of ethyl acetate, which is the

ethanolic ester of acetic acid (Fig. 1). In
the reaction, the electropositive carbonyl
carbon is attacked by a water molecule.
A tetrahedral intermediate is formed that
can either revert to the starting materials
or form products, that is, acetic acid and
ethanol. In this reaction, ethanol is the
leaving group and water is the attacking
group or nucleophile. The reverse reaction,
in which ethanol and acetic acid form ethyl
acetate, is called a condensation because in
the process of reaction, a molecule of water
is released.

Ethyl acetate is an ester, a subclass of
the compounds known as acyl derivatives,
that is, compounds that are formed when
carboxylic acids condense with another
species. Figure 2 shows some of the
variety of acyl derivatives found in nature
and in the laboratory. The amide is the
condensation product of an amine with
a carboxylic acid, in the same way that
an ester is the condensation product of
an alcohol with a carboxylic acid. The
thioester is the product of condensation
of the thioether coenzyme A with butyric
acid. Acetyl chloride is the condensation
product of acetic acid and hydrochloric
acid. As with the ester ethyl acetate,
each of these compounds can undergo
hydrolysis to form the free acid and
another product. The ease with which this
reaction can occur depends crucially on
the species that has condensed with the
carboxylic acid. For example, in aqueous
solution at pH 7, it will take weeks for an
amide to show signs of decomposition by
hydrolysis, whereas an acid chloride will

O

O

H
O

H

O

HO OH

OH HO

O

+

Fig. 1 Hydrolysis of ethyl acetate.
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Fig. 2 Acyl derivative ranked from greatest hydrolytic stability (highest) to
lowest hydrolytic stability (lowest).

be quantitatively hydrolyzed in a matter
of minutes. This ease of hydrolysis, or
stability, of the compound has profound
biochemical ramifications.

It is fairly straightforward to estimate
the relative stability of acyl derivatives.
This stability is roughly proportional to
the pKa of the conjugate acid of the group
attached to the carbonyl carbon (the group
that will be replaced by water); the stronger
the conjugate acid, the less stable towards
hydrolysis the acyl derivative will be. For
example, in the case of the amide, the
group attached is RNH. The conjugate acid
of this is RNH2 or simply an amine. The
pKa of this is very high, on the order of
38. (Note, this is the pKa of the amine,
not the pKa of the corresponding ammo-
nium ion.) On the other end of the scale,
if we examine acetyl chloride, the group
attached is Cl. The conjugate acid of this
is HCl or hydrochloric acid. The pKa of
this is on the order of −7. The other acyl
derivatives, esters, thioesters, and acid an-
hydrides, all having attached groups whose
conjugate acid pKa values are intermediate

to these two extremes, are found to be of
intermediate stability (Fig. 2).

What is the reason behind this relation-
ship? One way of looking at it is as follows:
if the pKa of the conjugate acid of the
attached group is high, it means that it is
not very acidic. In other words, the acidic
proton is bound tightly. This tight bind-
ing indicates that the attached group is
capable of donating electrons to produce
effective bond formation, which in turn
reduces the amount of free proton in solu-
tion. When the attached group is attached
to the carbonyl carbon instead, this effec-
tiveness of bond formation is preserved
and is manifested in the bond stability.

For example, consider acetic anhydride
from Fig. 2. This is the condensation
product of two molecules of acetic acid.
It is an effective reagent for adding acetyl
groups to nucleophiles, such as amines.
The conjugate acid of the attached group
would simply be acetic acid, which with
a pKa of 4.5 satisfies the criterion of
being a good leaving group for the reasons
stated above. When the amine attacks the
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carbonyl carbon to form the tetrahedral
intermediate, either the amine or the acetic
acid can be expelled to form the starting
materials. Most of the time, the acid will be
expelled because it is less able to contribute
its electrons to make an effective bond.

In the same way that carboxylic acids
can condense with alcohols to produce
esters, so can other acids such as phos-
phoric acid and sulfuric acid. In the
biological realm, condensation products
of phosphoric acid are of greatest inter-
est. It is useful to think of the chem-
istry of phosphoric acid condensation
products as analogous to carboxylic acid
condensation products (Fig. 3). A major
difference between the two is that phos-
phoric acid has three acidic OH groups
whereas carboxylic acids have only one.
The result of this is that phosphoric
acid can form multiple condensations.
The most important of these in the
molecular biology realm is the phospho-
diester linkage that forms part of the
backbone of DNA. And as with car-
boxylic acids, phosphoric acids can also
form anhydrides. In the same way that
carboxylic acid anhydrides are effective
acylating agents because of the quality

of the leaving group, phosphoric acid
anhydrides are effective phosphorylating
agents. The most well-known biologically
important phosphorylating agents are the
nucleotide triphosphates such as adeno-
sine 5′-triphosphate (ATP).

The formation of the phosphodiester
linkage between two nucleotides during
DNA biosynthesis demonstrates some of
the similarities and differences between
phosphorylation and acylation chemistry
(Fig. 4). The nucleophile in this case is the
3′-hydroxyl of the elongating nucleotide
strand. It attacks the alpha phosphate of the
next nucleotide triphosphate, forming a
pentacoordinate intermediate. (It is penta-
coordinate because the phosphate initially
has four groups attached.) The interme-
diate can then either revert to starting
materials or proceed to the diester product
by ejecting the pyrophosphate group (the
two attached phosphates). As with the acy-
lation of amines with acetic anhydride, the
reaction proceeds toward products because
of the superiority of the phosphate as a
leaving group compared to the attacking al-
cohol. In this reaction, the pyrophosphate
is the leaving group. Nucleotide triophos-
phates are frequently used in nature to
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R-OH

(Alcohol)

O

PHO OR

OH

(Phosphoric acid
and derivatives)

O

PHO N

OH

R
H

O

PHO OR

OR

O

PHO O

OH

P

O

OH

OR

(a) Phosphoramide

(b) Phosphodiester
(e.g. DNA)

(c) Phosphoric acid
anhydride
(e.g. adenoside
triphosphate)

Fig. 3 Phosphoric acid condensation products.
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Fig. 4 (a) Polynucleotide biosynthesis. (b) Nucleophile phosphorylation with ATP.

transfer phosphate groups to nucleophiles
like the hydroxyl groups of glucose dur-
ing glucose metabolism. In this case, the
nucleophile will add to the gamma or
terminal phosphate, and the leaving group
will be adenosine diphosphate, ADP, not
pyrophosphate.

2.2
Noncovalent Interactions

We now turn our attention to the realm of
noncovalent interactions, those forces that
cause molecules to associate with and rec-
ognize each other. These interactions are
of importance in all of biochemistry, from
the specific hydrogen bonding patterns in
the base pairs of DNA that allow for in-
formation to be coded to the enzymes’
ability to distinguish between two ligands
that can differ by a single methyl group.
In addition to aiding in the understanding

of binding processes, these forces are of
key importance in the realm of catalysis
as well. This concept will be explored at
greater length later.

The hypothetical binding process of a
protein ‘‘P’’ and a ligand ‘‘L,’’ forming
a complex PL can be described by a
simple equilibrium (Fig. 5). The equilib-
rium association constant Ka = [PL]/[P][L]
is related to the standard free energy
of binding (�G◦

bind) through the expres-
sion �G◦

bind = −RT ln Ka (where R is the
universal gas constant and T is the tem-
perature). This �G◦

bind in turn is the sum
of many factors such as coulombic at-
tractions, hydrogen bonding, hydrophobic
effects, van der Waals’ forces, conforma-
tional effects, and translational/rotational
entropy. A good rule of thumb is that for
every 1.4 kcal mol−1 increase in �G◦

bind,
there is a tenfold increase in binding affin-
ity. �G◦

bind being a free energy, which
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Case 1:
Chemical and
steric
complementarity

Complexation driven by a combination of steric and chemical complementarity.
             Steric = size and shape
              Chemical:

(1) charge/charge
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but chemical
clash
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Chemical
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and suboptimal
steric match

L P LP

+ −

Fig. 5 Schematic representation of protein (P) ligand (L) association. Case 1
represents the optimal situation with simultaneous steric and chemical
complementarity.

reflects the overall stability of the sys-
tem, is a combination of two terms,
enthalpy (�H◦) and entropy (�S◦) follow-
ing the equation �G◦ = �H◦ − T�S◦.
An overall negative �G◦

bind is indicative
of a favorable process, so the trend is
that reactions that have a decrease in en-
thalpy and an increase in entropy will tend
to occur spontaneously, although either
term can overcome the other. Enthalpy
refers to the change in attractions and
repulsions that occur during the reac-
tion that are the result of forces (such
as coulombic forces and intramolecu-
lar forces such as bond stretching.) The

entropic term refers to the change in
the ‘‘randomness’’ in the system or the
number of configurations the system
can adopt.

For the most efficient binding of the
ligand, it should have both steric and chem-
ical complementarity to the target site.
Steric complementarity refers to the shape
of the ligand versus the shape of the bind-
ing site. Chemical complementarity refers
to the appropriate matching of surfaces on
the ligand with the binding site. On av-
erage, surface elements that contact each
other should have opposite charges on the
ligand and the site to allow for effective
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electrostatic interaction, or both should be
nonpolar (uncharged) to allow for effective
hydrophobic interaction (Fig. 5).

2.2.1 Electrostatic
Electrostatic interactions refer to charge–
charge interactions. An example of this is
the close contact of a positively charged
amino group and a negatively charged
carboxyl group (this arrangement is also
known as a salt bridge). Coulomb’s law
describes the energy that is released when
two charges are brought together (Fig. 6).
From the form of the equation, we can see

that the energy is directly proportional to
the charges on the species and inversely
proportional to the distance separating
them. In addition, the dielectric constant
indicates the ease with which the elec-
trostatic field is propagated through the
medium (a vacuum has a dielectric con-
stant of 1, whereas the value for water is
79). Misuse of this equation can lead to
bizarre conclusions. For example, if one
calculates the energy released upon for-
mation of a salt bridge using the distance
of van der Waals’ contact and the dielec-
tric constant of a vacuum, the result is an
energy on the order of 60 kcal mol−1. In
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Fig. 6 (a) Electrostatic interaction energy. (b) Schematic representation
of the salt bridge–forming process showing the desolvation of the
charged species and its interaction with water dipoles.
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reality, the contribution of a salt bridge to
the stability of a complex is on the order of
0 to 3 kcal mol−1. The source of this dif-
ference lies in the presence of water. In all
associative processes, it is imperative not
only to examine the energy being released
by bringing two groups together but also
the energy required to remove the species
from contact with the solvent (i.e. water).
In the case of the salt bridge, this requires
taking into account the desolvation of the
amino group and carboxyl group as the
salt bridge forms. This desolvation is an
energetically expensive process because al-
though water has no net charge, it still has
a strong attraction to charged groups be-
cause of its dipole moment (i.e. separation
of charge within the molecule) (Fig. 6). In
addition to this effect, water decreases all
electrostatic interactions through a general
shielding effect.

An example of salt bridges in action may
be found in the structure of the restriction
endonuclease ECO RV bound to an
oligomeric double-stranded DNA. Along
the contact surface of the nuclease and the
polynucleotide, there are seven positively
charged groups (arginines, lysines, and
histidines) within salt bridge–forming
range of the anionic phosphate backbone

of DNA, while no negatively charged
groups (aspartic and glutamic acids) are
in similar positions. These nonspecific salt
bridges ensure that the nuclease will bind
to DNA in general, while other specific
hydrogen bonding interactions give it
specificity for its unique cleavage site.

2.2.2 Hydrogen Bonding
Hydrogen bonding is also an electrostatic
interaction, although the participants are
not necessarily formally charged. Exam-
ples of hydrogen bonds are shown in Fig. 7.
The defining characteristics are (1) a hy-
drogen atom attached to an electronegative
atom such as nitrogen or oxygen (this is
the hydrogen bond donor) and (2) a lone
electron pair on a nitrogen or oxygen (this
is the hydrogen bond acceptor). The hy-
drogen has a partial positive charge due
to the electron-withdrawing nature of the
atom to which it is attached, and this in-
teracts with the negatively charged lone
pair on the hydrogen bond acceptor in
an essentially coulombic attraction. Hy-
drogen bonds also contribute on the order
of 0 to 3 kcal mol−1 to molecular associ-
ations, although there can be variation in
this number.

X H Y
d d

X and Y are electronegative atoms such as O and N

O
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R′ O
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Fig. 7 Hydrogen bond formation in (left) protein beta sheets and
(rights) nucleotide base pairing.
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2.2.3 Hydrophobic Effect
The hydrophobic effect refers to the ten-
dency of nonpolar species to associate
in water and thereby limit the extent of
their water contact. Macroscopically, this
is manifested in the separation of oil from
water. Microscopically, this is manifested
by the tendency for side chains of nonpo-
lar amino acids to cluster in the interior of
proteins, away from water contact. In a va-
riety of studies, it has been demonstrated
that there is a linear dependence on the
amount of nonpolar surface a molecule
has and its tendency to prefer nonpolar
environments. Although this is a com-
plex and by no means a fully understood
phenomenon, it appears to be entropically
driven. A nonpolar surface cannot hydro-
gen bond effectively with water molecules.
The result is that there is an ordering of
water molecules around nonpolar species,
with each water orienting so as to max-
imize the number of hydrogen bonds.
The result is that these waters are lim-
ited in their range of motion, resulting
in a decrease in entropy and therefore an
(free) energetically unfavorable situation.
The more nonpolar molecules cluster, the
less (non–hydrogen bonding) surface they
expose to water and the less of this water
ordering takes place.

2.2.4 van der Waals’ Interactions
In addition to the strong interactions of
charges found in salt bridges and hydrogen
bonds, there are weaker forces that allow
principally uncharged species to also have
attractive (and repulsive) interactions with
other species. This is so because although
these nonpolar species have no formal
charge or dipole, they can transiently form
a dipole due to random fluctuations of elec-
trons within them. These transient dipoles
can interact with other transient (and non-
transient) species. In general, because of

the random generation of these dipoles,
van der Waals’ forces are rather weak
forces, acting over short distances. A clas-
sical example of van der Waals’ attraction
is between the stacked bases of DNA.

2.2.5 Conformational/Configurational
Aspects
In addition to all of the specific attractive
and repulsive forces described above, there
are several other important factors that in-
fluence molecular associations. First of all,
there is conformational free energy. If a
molecule has to adopt a highly strained
conformation in order to bind productively
to its host, its affinity for the host will be de-
creased relative to a similar molecule that
can make the same interactions without
adopting the strained conformation. Fur-
thermore, if a molecule can adopt many
conformations (i.e. a so-called conforma-
tionally flexible molecule) and only a few of
these can productively bind, then its affin-
ity too will be decreased relative to a rigid,
conformationally restricted molecule that
can make similar interactions.

Finally, there is the rotational/translat-
ional entropy loss that accompanies bind-
ing. This is the free-energetic cost of
preventing a molecule from moving freely
in solution. This is a fixed cost in the
sense that it will always have to be
paid when two molecules associate. Be-
fore two molecules associate, they each
have three rotational and three transla-
tional (movement through space) degrees
of freedom, for a total of 12. These
degrees of freedom are related to the
system’s entropy, the greater the num-
ber of degrees of freedom, the greater the
randomness (and entropy). After the com-
plex forms, there is essentially a single
species having three degrees of rotational
and three degrees of translational free-
dom. The overall entropy is decreased,
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which is unfavorable from the stand-
point of free energy. It is difficult to
determine exactly the free-energetic cost
of losing rotational/translational entropy
upon complexation, but it has been esti-
mated through a variety of techniques to
be on the order of 7 to 11 kcal mol−1.

3
Nucleotide Interactions

A wide variety of bioorganic investiga-
tions deal with molecules that interact with
DNA. The purposes behind these investi-
gations are manifold, ranging from the
development of therapeutics to the under-
standing of the forces required for molec-
ular recognition. The following section is
divided into two parts. The first deals with
synthetic oligonucleotides interacting with
DNA, the second with small molecules that
interact with DNA.

3.1
Oligonucleotides

The revolution in recombinant DNA tech-
nology relies critically upon the ability to
synthesize a variety of oligonucleotides
quickly and cheaply. The development
of solid-phase oligonucleotide synthesis
has made this process relatively simple.
In addition to the many uses of these
oligonucleotides in recombinant DNA ma-
nipulation (ranging from use as poly-
merase chain reaction (PCR) primers to
the generation of site-directed mutants),
they have potential as therapeutics in the
field of antisense therapy, gene therapy,
and RNA interference. Paralleling that use,
in solid-phase peptide synthesis (SPPS), a
common synthetic strategy that is used
in oligonucleotide synthesis is depicted in
Fig. 8.

There are many variations on this chem-
istry, not only for the production of natural
DNA but also for the production of unnat-
ural polynucleotides that have alternative
backbone and nucleic acid structures. An
example of the latter is phosphorothioate-
containing DNA, in which one of the two
unesterified phosphate oxygens is replaced
with a sulfur. This may be achieved by re-
placing the hydrogen peroxide or iodine
in the phosphite oxidation step shown in
Fig. 8 with a solution of elemental sulfur.
Phosphorothioate DNA has been found to
have greater resistance to nucleases (en-
zymes that cleave the diester backbone
of DNA), which makes it more suitable
for antisense therapy than naturally occur-
ring DNA.

Other approaches to artificial DNA have
been tried that completely bypass the use
of phosphate derivatives. Once again, the
rationale behind this is to make a se-
lective agent that will bind to a specific
gene target but will be resistant to nu-
cleases. P.E. Nielsen and coworkers have
recently developed a group of DNA analogs
in which the bases are connected to a
polyamide backbone (Fig. 9). The result
is an uncharged species that is capable
of forming specific base-pairing hydro-
gen bonds with target genes. In addition
to having resistance to nucleases, these
peptide nucleic acids, or PNAs, form
complexes with their target nucleic acid
sequences that appear to be even tighter
than those found in natural DNA duplexes.
A probable cause of this phenomenon is
the lack of negative charge on the PNA
compared with the normal hybridization
partner. We previously described the en-
ergetic advantage of coulombic attraction
through, for example, the formation of
salt bridges between negatively and pos-
itively charged species. The flip side to
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Fig. 8 Oligonucleotide synthesis begins with
the tethering of the first monomer to an
insoluble resin via an ester linkage to its 3′
hydroxyl group. To prevent esterification of the 5′
hydroxyl instead, it is blocked with a dimethoxy
trityl group (DMT). After the ester linkage to
resin has been formed, the DMT group is cleaved
with acid. The next monomer (also 5′ hydroxyl
DMT protected) contains a phosphoramidite
group attached to its 3′ hydroxyl. The
displacement of the phosphoramidite amine by
the deprotected 5′ hydroxyl is catalyzed by the
addition of tetrazole. ‘‘Capping’’ or acetylation of
the 5′ hydroxyl group of any monomer that did
not react with the phosphoramidite prevents

errors from compounding. The capping prevents
the unreacted, and therefore incorrect, oligomer
from undergoing further chemistry. After the
coupling between monomers has taken place,
the phosphoramidite is oxidized to form the
phosphate triester using either hydrogen
peroxide or iodine. The DMT group is cleaved,
thereby releasing the 5′ hydroxyl that can then
participate in the next round of monomer
addition. When the oligomer is complete, a final
step of deprotection removes the final DMT
group, any protecting groups on the nucleotide
bases, and converts the phosphate triester into
the naturally occurring diester.

this is that there is a destabilizing ef-
fect produced when like-charged species
are brought together. This is precisely the
situation with double-stranded DNA. The
distance between phosphate groups on op-
posite strands can be as little as 8 Å, thus
producing a significant electrostatic repul-
sion. Obviously, there are enough other

interactions in dsDNA such as the hy-
drogen bonding between the base pairs
and van der Waals’ interactions between
stacked base pairs to overcome this desta-
bilizing influence. In the case of the PNA,
these positive interactions are maintained,
while the destabilizing electrostatic repul-
sion is eliminated. Thus, the stability of
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Fig. 9 PNA: peptide nucleic
acid, a synthetic polynucleotide
with an amide backbone.
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In addition to alterations in the back-
bone, numerous bioorganic investigations
have examined the effect of novel bases
incorporated into DNA. (Many of these
studies would be impossible without the
prior development of efficient solid-phase
oligonucleotide synthesis.) For example,
Kool and coworkers have incorporated
steric analogs of the nucleoside bases that
have the same shape as the normal bases
but have no hydrogen bonding capability.
Difluorotoluene (Fig. 10) closely mimics
the shape of thymine but is nonpolar and
does not closely mimic its charge prop-
erties. Despite this, it can efficiently and
specifically direct the incorporation of ade-
nine opposite to it by DNA polymerase
when it is used in oligonucleotides. This
kind of result helps tease apart the relative

importance of charge and shape in molec-
ular recognition processes.

3.2
Small Molecules

There are literally hundreds of small
molecules that have been found to have
interesting or useful effects that de-
pend upon their binding to DNA and
form the basis for bioorganic investi-
gations. The uses of these compounds
include (1) antiviral and antineoplastic (an-
ticancer) chemotherapies (e.g. bleomycin),
(2) nucleotide stains (e.g. ethidium bro-
mide), and (3) biochemical probes for
nucleic acid structure (e.g. phenanthro-
line complexes). The major interaction
modes are binding to the minor and major
grooves, intercalation between stacked
base pairs, as well as a host of potential

Fig. 10 Comparison of thymine
and its steric analog
difluorotoluene.
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Fig. 11 Major sites of small-molecule interaction with DNA. (left) intercalation by acridine
derivative (middle) minor groove binding by distamycin (right) minor groove binding by
side-by-side polyamide oligomers.

covalent modifications (including bond
cleavage and alkylation) of the nu-
cleotides, sugars, and phosphate backbone
(Fig. 11). A well-studied DNA-binding

small molecule is the natural product dis-
tamycin (Fig. 11), which has been shown
to bind noncovalently and selectively to the
minor groove of AT-rich portions of DNA.
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In addition to having antiviral properties,
which are probably linked to its ability to
inhibit the enzyme DNA polymerase, dis-
tamycin has found use as a template for
designing molecules with altered sequence
specificity and sequence-specific cleavage.

The binding of distamycin to the mi-
nor groove of double-stranded DNA in-
volves the combination of several of
the previously described intermolecular
forces. These include (1) conformational
energy, (2) van der Waals’ interactions,
(3) hydrogen bonding, and (4) electrostatic
interactions. The minor groove of DNA
in the AT-rich regions to which dis-
tamycin binds is quite narrow, roughly
the width of a single carbon atom. The
distamycin molecule is composed of prin-
cipally sp2-hybridized (and approximately
planer) atoms. Furthermore, uncomplexed
distamycin exhibits a slight twist. This
twist, brought about by subtle confor-
mational forces within the molecule, is
almost exactly the same as the twist ob-
served in the spiraling minor groove of
the double helix. Thus, there are none of
the conformational energy penalties upon
binding as described previously. Further-
more, because the groove width is very
close to being the width of distamycin,
there is an opportunity for extensive van
der Waals’ interactions between the faces
of distamycin and the walls of the minor
groove. Specific hydrogen bonds also play
an important role in the binding. In the AT-
rich regions of the minor groove to which
distamycin binds, there are exclusively hy-
drogen bond acceptors in the form of lone
pairs extending from nitrogens and oxy-
gens of the exposed edge of the nucleotide
bases. Distamycin in its natural conforma-
tion has exclusively hydrogen bond donors,
in the form of amide protons, directed
toward the floor of the minor groove. Fi-
nally, distamycin has a positively charged

amidinium group at one of its ends. This
contributes to the binding through electro-
static interaction with both the negatively
charged phosphate backbone and the lone
pairs on the minor groove floor.

The work of Dervan and others has
extended the sequences that can be specif-
ically targeted by minor groove–binding
molecules such as distamycin. So-called
hairpin polyamides that contain both the
pyrrole rings of distamycin as well as
the imidazole rings are able to bind to
sequences of DNA by specifically recog-
nizing and differentiating GC base pairs,
CG base pairs, and AT/TA base pairs.
The basis for this recognition is a side-
by-side binding motif, where two planer
oligomers (joined by a linker moiety) si-
multaneously bind to the minor groove
(Fig. 12). It should be noted that this bind-
ing could not have been easily predicted
from examining crystal structures of DNA,
as the minor groove in most of these is
far too narrow to accommodate two such
molecules. DNA is a dynamic molecule
and has been shown to be able to dis-
tort sufficiently to allow both molecules
to bind. Binding specificity is rooted in
the arrangement of pyrrole and imidazole
rings. As noted above, the floor of the
minor groove in AT regions of DNA is
exclusively hydrogen bond accepting, ex-
posing lone pairs of electrons with partial
minus charges. Regions of the side-by-
side hairpin polyamide that have a pyrrole
across from a pyrrole bind to these AT re-
gions, with hydrogen bonds being donated
from the amide NHs that are adjacent
to the pyrrole rings. Regions with GC or
CG base pairs are recognized by an im-
idazole/pyrrole pair or pyrrole/imidazole
pair respectively. This is because only G
has the ability to donate a hydrogen bond
(from an exocyclic NH) and only imidazole
(with the lone pair on the unprotonated
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Fig. 12 Details of the mechanism of differentiation of AT and GC base pairs by ‘‘side-by-side’’
hairpin polyamides.

ring nitrogen) has the ability to accept
a hydrogen bond. Oligomers built using
these ‘‘pairing rules’’ of oligomer sequence
matched with DNA sequence have shown
remarkable affinity and specificity for se-
quences of DNA and may have application
as in diagnostics and therapeutics.

4
Protein Studies

4.1
Enzyme Inhibition

The study of enzyme inhibition is a major
focus of bioorganic chemistry for two

major reasons. Firstly, enzyme inhibitors
are useful tools for understanding enzyme
structure and mechanism of action. Sec-
ondly, enzyme inhibition has proven to
be a successful strategy for the design of
therapeutics. Examples of drugs that act
by inhibiting enzymes include methotrex-
ate, Deprenyl, and Enalapril. Inhibitors can
block enzyme function by preventing ac-
cess of the natural substrate to the active
site or by stopping the subsequent reac-
tion from taking place by, for example,
chemically blocking a key catalytic group
on the enzyme.

There are two broad classes of in-
hibitors, covalent and noncovalent, the
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distinction being whether or not a covalent
chemical bond forms between enzyme
and inhibitor. These classifications may
be further divided into categories on the
basis of kinetic and mechanistic criteria.
Major subclasses include transition-state
analogs, multisubstrate analogs, affinity
labels, and mechanism-based inhibitors.

Noncovalent enzyme inhibitors rely on
having two important features: (1) enough
structural similarity to the actual enzyme’s
substrate to allow recognition and tight
binding to the enzyme that is to be in-
hibited and (2) differences in the chemical
structure that prevents the normal chem-
istry from taking place. An example of this
type of compound is the drug Enalapril.
It is the prodrug of Enalaprilat, which is
an inhibitor of the protease angiotensin-
converting enzyme (ACE). This enzyme
cleaves the 10-residue peptide angiotensin
I into the 8-residue peptide angiotensin
II. These peptides are part of a pathway

that controls blood pressure, and it has
been found that preventing the conver-
sion of angiotensin I to angiotensin II can
be effective in reducing certain types of
blood pressure (Fig. 13). This figure also
shows schematically the interactions be-
tween enzyme and substrate that have
been deduced to be crucial for binding
affinity. Of note are a hydrogen bond
to a carbonyl group, a salt bridge from
the carboxyl terminus to a cationic site
on the protein, and a putative hydropho-
bic pocket that binds the phenyl ring of
the phenylalanine residue that is adja-
cent to the scissile (or cleavable) peptide
bond. Also indicated schematically is an
enzyme-bound zinc ion that is crucial
for catalysis. It is shown to be interact-
ing with the carbonyl of the peptide bond
that is to be cleaved. It is believed that
the zinc polarizes the carbonyl group,
pulling electron density from the oxygen
and therefore, indirectly, from the carbonyl
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carbon. This makes the carbonyl carbon
more susceptible to nucleophilic attack
and reaction. Enalaprilat is able to make
similar interactions with ACE. Figure 13
shows that the terminal salt bridge, phenyl
ring, and carbonyl hydrogen bond are all
maintained in positions similar to that of
the natural substrate. A major difference
is that the original scissile amide bond has
been replaced with an unreactive amine.
In order to maintain the interaction with
the catalytic zinc, a carboxyl group is po-
sitioned in a similar orientation as the
original carbonyl. This salt bridge is crucial
for tight binding. Enalapril, the prodrug
to this compound, is identical except that
this carboxylate group is esterified, thereby
making salt bridge formation impossible.
It is also a far less potent inhibitor, evi-
dently due to the lack of half of the salt
bridge.

Covalent enzyme inhibitors also must
have some structural similarity to the nat-
ural substrate in order to provide initial
binding and specificity. An example of a
covalent enzyme inhibitor is aspirin, or
acetylsalicylic acid. It is a nonsteroidal anti-
inflammatory agent. One of the ways by
which it exerts this effect is by covalently
modifying a critical amino group on the en-
zyme cyclooxygenase. Cyclooxygenase is
an enzyme in the synthetic pathway of
prostaglandins, which are key parts of the
inflammatory response. The actual modi-
fication reaction is an acetylation.

4.2
Enzyme Catalysis

The previous paragraphs describe some of
the fundamental organic chemistry found
in biological systems. We now wish to
demonstrate by example how some of
these principles are applied in enzymes to
achieve catalysis. One of the ways by which

bioorganic chemistry examines this issue
is through the design of small-molecule
mimics of enzyme action. Enzymes are
able to accelerate reactions in a variety of
ways. One of these strategies, transition-
state stabilization, will be discussed later.
Another strategy is nucleophilic cataly-
sis, where a reactive covalent bond is
formed between enzyme and substrate
that is then easily cleaved by another
reactant. Frequently, enzymes take advan-
tage of their ability to provide specific
electrostatic interactions that can stabilize
and promote the movements of charge
within a molecule that will encourage its
reaction.

For example, let us consider the reaction
of ribonuclease A with its substrate,
a single strand of RNA (Fig. 14). The
reaction that is catalyzed is the cleavage
of the phosphodiester bond to form a
3′-phosphorylated species and a 5′-free
hydroxyl species. RNA is fairly stable at
neutral pH, although the presence of the
2′-hydroxyl makes it less stable than DNA
under similar conditions. The reason this
is so is because the adjacent 2′-hydroxyl is
a potential nucleophile that is in an ideal
position to attack the phosphorus atom.
Even though alcohols are not considered
‘‘good’’ nucleophiles, the proximity to
the reactive center increases its reactivity.
Ribonuclease A takes advantage of this
adjacent nucleophile and improves upon
its nucleophilicity by deprotonating it
with the imidazole base of an active site
histidine. In a sense, the partial minus
charge on the unprotonated imidazole
is transferred to the 2′-OH through
the transfer of a proton. The anion
is a better nucleophile (having greater
negative charge, it will be attracted to
the slightly positive phosphorus atom).
The result of the 2′-OH attack is
the formation of a pentacoordinate
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Fig. 14 The mechanism of catalysis of phosphodiester cleavage in single-stranded RNA by RNase A,
accomplished by coordinated acid–base chemistry of two histidines.

intermediate. In essentially the reverse
process, another active site histidine
(which is protonated) protonates the 5′-
OH of the other nucleotide. In doing
so, it allows the flow of electrons in the
phosphorus oxygen bond to migrate to the
(now) positively charged 5′-OH–histidine
complex. The result of this electron
movement is the release of one of the
products, the free 5′-OH nucleotide, and
the formation of the cyclic phosphate
form of the 3′-OH phosphate. In the
same way that histidine A deprotonated
the 2′-OH for attack originally, in the
final step, histidine B deprotonates a
water, essentially producing a nucleophilic
hydroxide anion. This then attacks the

cyclic phosphate intermediate. Histidine
A can now act as an acid and protonate
the 2′-OH. This again will allow the
electrons in that P−O bond to migrate
toward the positive charge. The result is the
final product, the 3′-phosphate nucleotide.
This reaction sequence demonstrates
how the reactivity of specific groups
can be significantly altered by specific
electrostatic interactions. Furthermore,
enzymes can both protonate and
deprotonate virtually simultaneously, so
that if the reaction calls for it, electrons can
simultaneously be ‘‘pushed’’ and ‘‘pulled.’’

A rich area of bioorganic chemistry is in
the development of small molecules that
can in some way mimic the actions of
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such enzymes by arranging key catalytic
groups on an appropriate scaffold. A clas-
sic example of this is the development
of small molecules that mimic the en-
zymatic action of ribonuclease (described
above) by Breslow and coworkers. Using
cyclodextran as a scaffold, they covalently
attached two imidazole rings positioned
to mimic the key catalytic side chains of
the two histidines involved in catalysis by
ribonuclease. This molecule showed activ-
ity in hydrolyzing a model phosphodiester
in a manner analogous to ribonuclease
(Fig. 15).

4.3
Transition-state Analogs and Catalytic
Antibodies

Transition-state analogs are molecules that
closely resemble a reaction’s transition
state (i.e. the highest energy species in the
reaction pathway, more accurately known
as an activated complex) in shape and
charge. Enzymes are observed to bind
tightly not to the substrates and the
products of the reaction that they catalyze
but rather to the transition state, the
highest energy species that forms during
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Fig. 15 Small-molecule mimic of RNase A, incorporating cyclodextran as a substrate binding site,
and two imidazole moieties for catalyzing hydrolysis of the indicated model substrate.
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the reaction. Enzymes have evolved to
use this strategy for catalysis. By forming
an active site that is complementary
in shape and charge to the transition
state, enzymes can stabilize or lower
the energy of this species. The effect
of this is to accelerate the reaction
because the activation barrier is more
easily overcome. This complementarity
in charge and shape to the transition
state is readily demonstrated by the
effectiveness of transition-state analogs as
enzyme inhibitors. A classic example of a
transition-state analog is a phosphonate-
containing molecule that mimics the
transition state of the hydrolysis of the
corresponding acyl derivative (Fig. 16).
When an ester is hydrolyzed, the central
carbonyl group changes from being planer
(sp2 hybridization of the carbonyl carbon)
to being tetrahedral (sp3 hybridization).
The phosphonate-containing analog is
able to reproduce the shape of the
transition state as well as the partially
negatively charged oxygens. In addition,
it is chemically stable, whereas the actual
transition state exists only fleetingly. In

this example, an enzyme that catalyzed
the hydrolysis of this ester would also
bind tightly to the phosphonate analog.
Transition-state analogs are a successful
strategy for enzyme inhibition, one that
forms the basis of several drugs.

In addition to generating effective en-
zyme inhibitors, transition-state analogs
can be used to generate antibodies that
are capable of catalyzing chemical re-
actions (so-called ‘‘catalytic antibodies’’).
The theory underlying this approach is
that antibodies that are elicited against a
transition-state analog, and therefore have
the ability to bind them, will be chemi-
cally and sterically complementary to the
transition state and will therefore be po-
tentially capable of catalyzing the reaction.
The general strategy behind the produc-
tion of a catalytic antibody is to (1) design
and synthesize a molecule whose shape
and charge closely resemble that of the
transition state of the reaction one wishes
to catalyze, (2) tether this molecule to a
larger molecule, (3) elicit an immune re-
sponse to this conjugate, and (4) screen
the resultant monoclonal antibodies for
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catalytic activity of the type desired. This
approach has proven successful in a range
of systems.

4.4
Solid-phase Peptide Synthesis

Solid-phase peptide synthesis (SPPS) is a
technique that allows the semi- or fully
automatic synthesis of relatively long pep-
tides without the need for purification of
reaction intermediates. The basic strategy
of SPPS is outlined in Fig. 17. The first
amino acid of the peptide is tethered to
a derivatized resin via its carboxyl group.
The amino terminus of this first amino
acid is freed from its protecting group by
an appropriate cleaving system and then
treated with the activated carboxyl of the
next amino acid to be added to the chain.
The amino group of this newly added
amino acid is also protected to prevent
condensation with the activated carboxyl.
After the new peptide bond is formed, the
new terminal amino group is deprotected
and the cycle of condensation followed by
deprotection can continue. In addition to
protection of the alpha amino group of the

newly added amino acid, the chemically
reactive side chains of the peptide (such as
the amino group of lysine and the carboxyl
group of aspartic acid) are also protected
with groups that will not be cleaved until
after the peptide synthesis is complete. A
major advantage of SPPS is that after each
of these steps, the reaction by-products can
be flushed from the container holding the
resin. The peptide that is attached to the in-
soluble resin will remain in the container.
The alternative to SPPS is solution-phase
peptide synthesis, which, as with most
organic synthesis, requires the isolation
and purification of reaction intermediates,
usually after each condensation reaction.
Thus, making a peptide of even modest
length becomes a major undertaking. In
addition to removing a large amount of the
purification from the process, SPPS lends
itself very well to automation. A modern
automatic solid-phase peptide synthesizer
can make a peptide of 20 residues in length
in about a day. The equivalent synthesis by
solution methods would typically be on
the order of months. Since each interme-
diate is not isolated and purified, the key to
making SPPS a viable technique was the
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Fig. 17 Strategy of solid-phase peptide synthesis using BOC chemistry.
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development of very efficient coupling re-
actions. If the coupling efficiency is 95%, a
high yield under normal circumstances, in
the process of making a 20-mer, 0.9520 or
36% of the resultant peptide will be of the
sequence specified. The remainder will be
a mixture of similar but incorrect peptides.
Modern solid-phase peptide synthesizers
are able to attain efficiencies on the order
of 99%, which allows good purities to be
attained.

5
Combinatorial Chemistry

A central area of bioorganic chemistry is
the identification of small-molecule lig-
ands for macromolecules. Such molecules
can be used as biochemical probes as well
as potential lead therapeutics. There are
several paths that can lead to high-affinity
ligands for macromolecules. Molecules
that mimic the structures of known
substrates can act as lead compounds.
Three-dimensional structures of macro-
molecules determined by X-ray or NMR
can be used as a guide to ‘‘rationally’’
design molecules that bind to identified
binding sites. If efficient screening meth-
ods exist, large collections of compounds
can be individually tested until a ‘‘hit’’
is found, which can then be optimized
through the synthesis of derivatives. An
additional method, that of combinatorial
chemistry, has proven itself to be useful
for identifying ligands for a range of sys-
tems. It has been made possible by the
revolution of solid-phase organic synthe-
sis, which allows the rapid synthesis of
collections of molecules containing arbi-
trarily large numbers of species.

An example of this is shown in Fig. 18. It
depicts the synthesis of a simple tripeptide
library using 10 standard L amino acids.

The peptide is constructed on an insoluble
resin in a stepwise fashion. If each position
during the synthesis is allowed to vary and
be any one of 10 amino acids (we will
discuss how this is done shortly), there
will be a mixture of 10 × 10 × 10 = 1000
possible tripeptides present at the end of
the synthesis. The challenge then is to
determine which, if any, of the members
of this library bind to the target of interest.
There are many approaches to this process,
known as deconvolution of a library. Two
of the most widely used approaches have
been positional scanning and iterative
deconvolution. In both these approaches,
mixtures of compounds (sublibraries of
the larger library) are tested and the results
are used to identify an individual hit
or hits.

In the process of positional scanning,
sublibraries are constructed by using a
specific amino acid at one given position
and mixtures of amino acids at the
remaining positions (Fig. 18). This is done
multiple times, moving the specific amino
acid along the length of the peptide.
Therefore, at the end of the process for
the tripeptide library described above, one
will have three collections, each of which
contain 10 sublibraries. As shown in the
figure, each of the 10 sublibraries contains
a mixture of products. This is a mixture of
peptides that have a random amino acid at
two positions and a specific amino acid at
the remaining position. When all of these
sublibraries are assayed, if there is a single
‘‘winner’’ to be found in the total library
(for the purpose of argument Gly-Pro-Asp),
then the subelements that contain that
sequence in high concentration will show
activity. The sequence of the ‘‘hit’’ can
therefore be read directly from the activity
results. It can then be resynthesized as
an individual species and confirmed as
an active molecule. In practice, there can
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Fig. 18 Deconvolution of a three-position peptide library using the positional scanning
approach.

be more than one clear winner at each
position in the oligomer. If this is the case,
then multiple resyntheses are warranted.
For example, if there are two active
sublibraries at the first position, two at the
second, and three at the third, then 2 × 2 ×
3 or 12 new individual molecules should be
synthesized as individual species to assess
for activity.

A second approach for deconvolution
is the method of iterative deconvolution
(Fig. 19). This also uses the technique
of having multiple random positions and
individual fixed positions to identify indi-
vidual active species from large libraries.

Whereas positional scanning allows one
to simultaneously synthesize and assay
all sublibraries at once, iterative decon-
volution requires a series of alternating
synthesis and assay steps. Using the ex-
ample of the tripeptide library above,
deconvolution would begin by making
a collection of 10 sublibraries in which
the first position is fixed and the second
two positions have random amino acids.
Therefore, one would have a sublibrary of
10 elements. Each of these 10 elements
would be assayed and the most active el-
ement would identify the specific amino
acid at that position. A new collection of
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Fig. 19 Deconvolution of the same library from Fig. 18 using the method of iterative deconvolution.

10 sublibraries would then be synthesized,
with the specific selected amino acid from
the first round in the first position, 1 of the
10 possible amino acids in the second po-
sition, and a random amino acid selected
from the third position. (See Fig. 19). This
process would continue until a single high-
activity species was identified from the
final sublibrary.

Both these methods have been exten-
sively used to determine the sequence
of active species from large combina-
torially generated mixtures. There is a
range of other deconvolution strategies
that have been described and contrasted.

Both iterative deconvolution and positional
scanning require that some positions in a
sequence be randomized. There are two
possible ways of doing this randomization.
The most conceptually straightforward ap-
proach is to simply use a mixture of amino
acids when coupling to a given position.
One of the disadvantages of this method is
that each amino acid in a mixture will have
a different coupling rate and efficiency,
which depends not only on itself but on
the amino acid it is coupling to. The result
of this is that some amino acids, if they
are particularly reactive, can be overrep-
resented at the position. A way to avoid
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this situation is to use a 1 : 1 ratio of in-
coming amino acid to resin-bound amine.
This then requires longer coupling times
to allow the slowest amino acids an op-
portunity to react. Some of the advantages
of solid-phase synthesis are thus lost, as a
large excess cannot be employed to drive
the reaction.

An alternative to the use of mixtures of
amino acids during coupling is the use
of so-called split and mix synthesis. This
method will work only with the method
of iterative deconvolution. Using an ex-
ample of a dipeptide library with three
possible amino acids, a typical split and
mix synthesis would begin by separating
the resin to be used into three equal por-
tions (Fig. 20). To each of these portions,
a single specific amino acid would be at-
tached (in the example these are G, P,
and T). Because an individual amino acid
is being used, it can be used in excess
to drive the reaction to completion. (This
is not possible when using a mixture of
amino acids, without running the risk of
more reactive amino acids overpopulating
the product mixture.) When these reac-
tions are complete, these three separate
portions of resin are combined and mixed

thoroughly, and again separated into three
separate portions. Again, to each of these
portions, a single specific amino acid is at-
tached. These three portions are then again
mixed thoroughly and separated into ran-
dom mixtures. The resultant beads have
fully random amino acids at each position
and can then be specifically modified with
a specific amino acid for use in an itera-
tive deconvolution strategy. The difference
between this approach and that of using
mixtures of amino acids is the manner in
which the random positions were gener-
ated. In the case of split and mix synthesis,
the random positions are generated by us-
ing individual amino acids reacting with,
and then mixing the resultant beads. The
method of amino acid mixtures generates
random positions by using mixtures of
amino acids reacting at each position.

Both these methods for generating ran-
dom positions can be effective and have
strengths and weaknesses. Split and mix
synthesis allows one to avoid the differ-
ential reactivity problem that can exist
with random mixtures by allowing large
excesses to react. Random mixtures on the
other hand are easier to manipulate. In ad-
dition, for logistical reasons, only they can
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Fig. 20 Using the split and mix approach to generate resin with a bound mixture of all possible
dipeptides using the amino acids G, P, and T.
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be used to generate randomized positions
in positional scanning libraries. (This is
because in positional scanning libraries,
there are random positions that occur af-
ter the specific defined positions.) Splitting
and mixing would therefore lose the infor-
mation contained in the defined position.
In iterative deconvolution, however, the
terminal position is always the defined
position, so this issue is not relevant.

6
Molecular Modeling

A very useful tool in the study of bioor-
ganic chemistry is molecular modeling,
the simulation of molecules and their in-
teractions. This single designation covers
a vast region of study including meth-
ods of molecular mechanics, a range of
approaches for conformational sampling,
semiempirical methods, ab initio meth-
ods as well as the analysis of complex
interactions (which may include all of the
previously named techniques). The over-
all aim of these methods is to simulate
properties of molecules, from the small
scale (e.g. dipole moments) to the larger
scale (e.g. thermal stability of a protein).

All of these tools have limitations and,
by definition, approximate the behavior of
physical systems. At the minimum, it is
suggested that a given computational tech-
nique be validated with a related system for
which experimental evidence can be used
to support the technique’s application. If
no such external validation is available,
then the results of a simulation should be
used cautiously.

Molecular mechanics is the computa-
tionally least-intensive method of estimat-
ing the energy of a molecule and the
dependency of this energy on conforma-
tion. The basis of molecular mechanics is
the force field, a mathematical representa-
tion of a molecule’s energy based on an
arithmetic sum of different terms. These
terms assess the contributions made by
bond stretching, bond angles, dihedral
rotations, and other movements to the
overall energy of the molecule. Figure 21
shows the equation for the AMBER force
field. Because the forces that control these
movements are simulated using very sim-
ple physical models (a stretching spring
to represent a stretching bond, for exam-
ple) the overall energy can be calculated
very rapidly. The challenge is parameter-
ization, the determination of the factors

Energy = Σ Kr (r − req)2  + Σ Kq (q − qeq)2  + Σ (Vn /2) [(1 + cos (n ∅ − g)]   + Σ (Aij/Rij
12 − Bij/Rij

6) + Σ qiqj/eRij  
Bond
stretching

Bond
angle

Bond dihedral
angle

Van der Waal
interactions

Electrostatic
interactions

Atom 1 Atom 2

req

Fig. 21 Sample force field (AMBER). Simple physical model of energy
dependence on atomic position: for example, bond stretching modeled as a
spring stretch with energy required to displace atoms beyond their
equilibrium separation.
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that determine the changes in energy due
to deviation from the ideal bond length, an-
gle, and so on. The parameters of a force
field are determined in multiple ways, in-
cluding experimental techniques (e.g. ideal
bond lengths from crystal structures, bond
stretch force constants from spectroscopy)
and high-level quantum mechanical cal-
culations where no experimental values
are available. There are many force fields
available, including MMFF94, CHARM,
AMBER, OPLS, MM2/MM3. Each is con-
structed and parameterized using different
approaches and therefore each gives dif-
ferent results for different systems. Again,
before overinterpreting the results given
by a force field in analyzing a new system,
it is important to assess the accuracy of the
given force field in predicting experimen-
tally known values in a related system.

Once a molecule is ‘‘drawn up’’ using a
modeling package such as Sybyl, Spartan,
or Hyper-Chem, it may have nonoptimal
bond angles, distances, and so on. Energy
minimization can then be used to ‘‘relax’’
the molecule into a local energy minimum.
Energy minimization takes a multidimen-
sional derivative of the energy with respect
to a given atomic motion and determines
the forces on a given atom. These forces
sum to push the atoms into their local
lowest energy position. This is a local and
not a global energy minimum, because it is
the nature of energy minimization that the
molecule is always going ‘‘down-hill’’ ener-
getically, and therefore it will be unable to
traverse energetic barriers that may allow
access to a lower energy conformation.

Why would a bioorganic chemist use
molecular modeling? Often, it will be to
understand what a molecule looks like,
to determine, for example, how it may
interact with a target macromolecule. For
this purpose, it is of greater use to identify
the global energy minimum structure,

that is, the conformation of the molecule
that will have the greatest population.
This problem can be approached using
a variety of tools, including systematic
conformational searching (SCS), Monte
Carlo searching, and molecular dynamics.
Since a majority of the movement in
a molecule is due to rotations around
bonds, SCS looks for the global energy
minimum by generating all possible
conformers by incrementally advancing
the dihedral angles of the molecule. This
approach will definitely explore all possible
conformations (within the resolution of
the dihedral angle increment), but the
number of conformations necessary to
examine increases exponentially with each
additional rotatable bond. Eventually, this
can become computationally unwieldy.

To address this problem, Monte Carlo
searches also rotate bonds in an attempt to
traverse high-energy barriers but do so in a
random manner that is biased away from
conformers that are too high in energy.
There is a trade-off at play here: The Monte
Carlo search will not be as thorough as a
systematic search (except at the highest
number of cycles) but will avoid the very
highest energy regions of confomer space,
which the SCS will be forced to examine.

An additional method of searching for
the global energy minimum of a molecule
is simulated annealing, a tool of molecular
dynamics. In molecular dynamics, the
same force field used to model the
static energy of a given configuration of
atoms is used to determine its dynamic
nature. Momentum is imparted to each
atom (the amount being dependent on
the ‘‘temperature’’ at which the dynamic
simulation is run) and the resulting
motions of atoms simulated using the
force field. In simulated annealing, a
high temperature is simulated (i.e. a large
amount of momentum applied to the
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atoms in the molecule), which results
in portions of the molecule traversing
energy barriers that could not normally
be traversed. The result of this is that
the conformations of the molecule are
explored. ‘‘Cooling’’ of the molecule in
the simulation then allows the molecule to
settle into a local energy minimum. With
enough rounds of heating and cooling,
it is then possible to find the global
energy minimum.

Molecular mechanics is an effective
tool for predicting conformational energy;
however, it cannot describe the electronic
nature of a molecule, such as the energy of
a transition state associated with the break-
ing of a bond, or overall reaction energies.
For this and other applications where a
detailed understanding of the electronic
nature of a molecule is needed, quan-
tum mechanical methods are required.
The list of approaches is vast, including
semiempirical methods (e.g. AM1, PM3),
Hartree Fock methods, and correlated
methods including Moeller–Plesset and
density functional methods. The common
element in all of these approaches is that
they estimate solutions to the Schrödinger
equation. As such, they are able to ad-
dress questions involving movement of
electrons (such as reaction energy), which
molecular mechanics is unable to. This
fundamental assessment of electron move-
ment and energy in a molecule comes
at a cost, which is the increased com-
putational resources demanded of these
methods.

A common aim in bioorganic chem-
istry is the design of small molecules to
target macromolecules. Modeling of the
structure of the small molecule can be
performed using the techniques described
above. Of further interest is modeling
the potential for interaction of the small
molecule with the target of interest. This

examination can be done ‘‘by hand’’ in
a qualitative fashion using interactive
molecular graphics (e.g. programs such
as MIDAS, Chimera, Rasmol). In addi-
tion, a range of docking programs exists
that allows for rapid generation of poten-
tial complexes and their assessment via
scoring functions. The algorithms used
by these programs are fast enough that
databases of >100,000 compounds can be
virtually screened for potential interaction
with a target macromolecule in a reason-
able amount of time (∼≤1 week). Dock-
ing programs include Dock, Autodock,
and FlexX.

The methods described above for mod-
eling a molecule’s structure (molecular
mechanics, semiempirical, and ab initio
methods) are in general in vacuo methods.
In other words, the result is a predicted
structure or energy based on the molecule
and its conformations while completely de-
solvated. For some molecules, in fact for
most molecules that are of interest to bioor-
ganic chemistry, this eliminates a very
important factor from the calculation – the
effect of solvent water. The presence of wa-
ter diminishes electrostatic interactions by
screening full and positive charges. In ad-
dition, it strengthens nonpolar–nonpolar
interactions through the hydrophobic ef-
fect. For a true and accurate simulation
of molecules in an aqueous environment,
solvation energy corrections have to be ap-
plied. There are multiple approaches to
doing this. One is to incorporate a shell
of explicit water molecules in the simu-
lation. This can be computationally very
demanding. More efficient methods in-
clude so-called continuum methods, which
do not include individual water molecules
but model the solvent as a continuum.
These include the SM (Solvation Model)
methods of Cramer and Truhlar.
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7
Summary

We have briefly attempted to highlight the
principles of bioorganic chemistry that are
of general importance and of special inter-
est to the molecular biologist. In addition,
we have sought to illustrate these with
specific examples. Bioorganic chemistry
makes connections with a very broad range
of fields, ranging from physical chemistry
to biochemistry. Obviously, we have just
scratched the surface of these topics in
this vital and rapidly expanding discipline.

See also Bioinorganic Chemistry.
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Genomics
A set of experimental and computational tools that allow genetic information to be read
and related to the structure and function of an organism.

Hybridoma
A cell line produced by fusing a myeloma (cancer) cell with a lymphocyte; used to
produce antibodies.

Recombinant DNA
A general term for laboratory manipulation in which DNA molecules or fragments
from various sources are severed, combined enzymatically, and reinserted into host
organisms to make a protein product.

Transgenic
A term describing an animal or a plant created by introducing new DNA sequences into
the germ line via addition to the egg or the seed.

� Bioprocessing is the engineering component of the commercial exploitation of
biological materials, living organisms, and their activities. It is a diverse field
requiring the collaboration of scientists, physicians, and engineers working in
the areas of agriculture, biology, biochemistry, chemical engineering, electrical
engineering, environmental engineering, genetics, material science, medicine,
water, and wastewater treatment. Current biotechnology products include
pharmaceuticals, fine chemicals, agricultural and food products, and biomaterials. In
addition, bioprocessing is being evaluated for the production of nano-bio products,
bioelectronics, and commodity chemicals. The use of more biologically based
products is growing; global genomic initiatives and miniaturization assure industrial
biotechnological growth. The desire to move toward more ‘‘green factories’’ that
generate less environmental waste also contributes to industrial expansion. The
current biotechnology industry is estimated to generate between $35 and $50 billion
in sales and continues to be self-sustaining in terms of research and development.

1
Introduction

The roots of bioprocess engineering are
in the food, tobacco, tea, leather, and
other ancient industries. Of particular
interest are the industries that use fer-
mentation, not only in beer brewing and

wine making but also in the production of
antibiotics, citric acid, various amino acids,
and other biomolecules. The art of yeast
and bacterial fermentation is therefore
well established. Throughout the 1990s,
cell culture technology grew significantly
as growth hormones, interferons, mon-
oclonal antibodies, and artificial tissue
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products entered clinical trials. Current
frontiers include stem cell research for
tissue, organ, and bone replacements; in-
tegrated fermentation and downstream
process development; and production
of protein from transgenic plants and
animals.

Another important precursor of present-
day bioprocessing is the fractionation of
human plasma proteins for the production
of its components: mainly, serum albu-
min, immunoglobulins, fibrinogen, and
various clotting factors. Use of purified
proteins is a far more efficient utilization
of human plasma – an expensive national
resource – than total plasma transfusion.
The industry originated during World War
II and is based on fractional precipitation
of plasma component proteins by the addi-
tion of ethanol under controlled conditions
of temperature, pH, and ionic strength.
The ethanol process developed by Cohn
and his numerous associates is used world-
wide with remarkably few changes since
its introduction.

Modern purification of therapeutic pro-
teins that are produced through recom-
binant DNA technology is not based
on ethanol precipitation; rather, it relies
mainly on chromatography. Nevertheless,
protein purification benefited enormously
from the older plasma fractionation in-
dustry, which developed such essential
ancillary equipment and processes as cen-
trifuges, filters, freeze-dryers, sterile oper-
ation, pyrogen testing, and quality control.
Plasma fractionation still handles much
larger volumes of proteins and at a lower
cost than any other form of therapeutic
protein processing.

The use of radioisotopes and electron
microscopes, also around World War II,
contributed significantly to advances in
bioprocessing. The use of these techniques
to track isotopes in the body and to

visualize cell components when combined
with silicon transistors in the 1950s
lead to the advanced diagnostic and
analytical tools of today including nuclear
magnetic resonance machines, gas and
liquid chromatographs, ultrasound, laser
and magnetic imaging techniques, and X-
ray diffraction tools. These advances in
instrumentation allowed for a switch from
‘‘trial-and-error’’ medicine and products to
physiology-based biotechnology.

The current bioprocessing industry re-
lies on several complementary technolo-
gies. The backbone of the industry is
the use of recombinant proteins, obtained
by inducing a host organism to express
foreign proteins. To this end, a gene reg-
ulating the production of this protein is
inserted into a plasmid, an autonomous,
self-replicating piece of DNA that is in-
serted into a living cell. The host organism
can be a bacterium, yeast, plant, mam-
malian, or insect cell, as well as an intact
plant or higher animal. The first recom-
binant plasmid was patented by Cohen
and Boyer in 1973. The plasmid is con-
structed to cause a cell to manufacture a
large quantity of foreign or product pro-
tein (up to 50 g of protein per liter of cell
medium). The excess protein is, in many
cases, expressed in a denatured form as
a densely aggregated particle. This step
facilitates the purification of the protein,
but it then requires solubilization and re-
folding in the biologically active form – an
often daunting problem. Obtaining the ac-
tive protein usually dictates the choice of
plasmid and host cell.

The formulation of the original gene (i.e.
the sequence of the nucleotides forming
the DNA) is greatly facilitated by the
polymerase chain reaction (PCR) method,
first developed in the mid-1980s by the
Cetus Corporation and commercialized
by Perkin-Elmer. PCR is an enzymatic
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process that is carried out in discrete cycles
of amplification, each cycle doubling the
amount of available DNA. Thus, minute
quantities of a rare target sequence can be
amplified to produce adequate quantities
with excellent faithfulness. PCR is used
to amplify DNA for protein products as
well as for detection of trace quantities of
contaminants. Specific sequences of DNA
can also be chemically synthesized using
solid-phase procedures.

A second important technology is
the production of monoclonal antibod-
ies. Sensitized antibody-producing spleen
cells are hybridized with stable can-
cer cell lines; the so-formed hybrid
has the longevity of typical cancer cells
in tissue culture and the specificity
of the original splenocyte. The repro-
ducible character of the monoclonal
antibodies has permitted the develop-
ment of new diagnostic procedures of
exquisite specificity, new protein sepa-
ration specificity, and new therapeutics
such as Herceptin, an antibody used
to block the overexpressed Her2 recep-
tor in breast cancer patients. While re-
combinant proteins can be expressed
in all types of host cells like bacteria
and yeast, the production of hybridoma
cells requires more stringent and far
more expensive mammalian tissue culture
procedures.

A third major branch of biotechnology
is the direct chemical synthesis of pep-
tides using the solid phase methodology
first developed by Bruce Merrifield, a No-
bel laureate. The first amino acid of a
desired peptide sequence is coupled to
a latex particle, and subsequent amino
acids are coupled to it, step by step, in
highly automated instruments. The di-
rect synthesis yields an easier approach
for the synthesis of families of peptides
differing in only a single amino acid, a

point mutation. If the future holds more
personalized pharmaceuticals through the
field of pharmacogenomics (study of
polymorphisms in drug-metabolizing en-
zymes and the resulting differences in
drug effects), then the direct synthesis
method may be the production method
of choice.

A fourth major branch of biotechnol-
ogy is genomics. Now that the human
genome is sequenced, a huge amount of
controversy surrounds the use of the in-
formation. Genes for diseases are rapidly
being discovered, and medicines and ther-
apies are based on knowledge that is more
complete compared to the trial and error
methods of the past. The genome sequence
in combination with new techniques in
combinatorial chemistry, a greater under-
standing of receptors, and improved data
management tools using the fastest com-
puters is opening up an entirely new type
of bioprocessing industry. However, there
is a huge amount of resistance from a
variety of religious organizations fearing
the loss of human individuality, and many
other government agencies and individu-
als worldwide that are scared of transgenic
plants and animals after a couple of in-
cidents. Laws were passed or are under
consideration in many countries to limit
the use of genetics to protect human tissue
use and track genetically modified plants
from farm to consumer.

Detailed descriptions of all these and
other current processes are beyond the
scope of this brief review. Other ar-
ticles within this encyclopedia discuss
some in detail. Therefore, the key fea-
tures of only five aspects of biopro-
cessing are presented: enzyme engineer-
ing, whole-cell reactors, transgenic plants
and animals, transport and adhesion of
cells, and bioseparations or downstream
processing.
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2
Enzyme Engineering

Enzymes are an alternative to viable
cells for synthesis of biological prod-
ucts. The applications vary from alter-
native fuel synthesis to environmental
remediation to biosensors to food pro-
cessing to textiles. Enzymes themselves
are also bioprocessing products. With
the increased knowledge of recombinant
DNA technology, rare enzymes are now
made easily in large quantities and are
obtained from organisms grown in un-
usual environments like hot springs or
the ocean. One increasing area of en-
zyme use is in the separation of chi-
rally pure compounds. Typically, one
enantiomer in a mixture is often not
useful while the other has therapeu-
tic value. This unique enzyme function
leads to the development of processes
that use both chemical and enzymatic
synthesis for the production of new
pharmaceuticals.

The most common reactor configura-
tion for enzyme synthesis of a product is a
packed or fluidized immobilized enzyme
reactor. This system has the advantage of
being a continuous process able to han-
dle high throughputs of process streams.
Enzymes are reasonably protected in this
environment. Cellulase is an example of
an enzyme that is used in an immo-
bilized configuration for the conversion
of biomass feedstock in ethanol produc-
tion for alternative fuels. In addition, these
systems show promise for environmental
remediation to selectively remove heavy
metals or transform hazardous organic
substances into nontoxic compounds.

Enzyme kinetics for simple enzyme-
catalyzed reactions are often referred to as
saturation or Michaelis–Menten kinetics.
The reaction mechanism describing this

process is

E + S
k1−−−⇀↽−−−

k−1

ES
k2−−−→ E + P

where E is the enzyme, S is the substrate, P
is the product, ES is the enzyme–substrate
complex, and the k values are the reac-
tion rate constants. The scheme involves
a reversible step for formation and disso-
ciation of the enzyme–substrate complex.
It assumes that the second reaction, prod-
uct generation, is irreversible, which is a
good assumption when product accumu-
lation is negligible at the beginning of
the reaction. To develop the rate expres-
sion for enzyme-catalyzed reaction, either
a rapid equilibrium approach or a quasi-
steady state approach is used. Either way,
the resulting rate expression is

v = dP

dt
= VmS

Km + S
(1)

where v is the reaction rate, t is time,
Vm is the maximum forward reaction rate,
and Km is the Michaelis–Menten constant.
This rate expression is commonly used
to describe enzyme-catalyzed reactions.
Many enzymatic reactions are described
by Michaelis–Menten kinetics. The rate
constants are usually determined from
initial rate experiments.

Enzymes are effected by pH and tem-
perature. Typically, an enzyme is active
only over a certain pH (1 to 2 pH units)
and temperature range (5 to 10◦). The
pH and temperature effects are incorpo-
rated into the enzyme kinetic expression
when needed. Enzymes are also inhibited
by many heavy metals or organic materi-
als. The inhibitors bind to the active site
of the enzyme directly (competitive inhibi-
tion), to another site on the enzyme, thus
reducing the enzyme affinity for the sub-
strate (noncompetitive inhibition), or to
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the enzyme–substrate complex (uncom-
petitive inhibition). All these cases result
in reduction of the enzyme-catalyzed reac-
tion rate. In addition, the substrate itself or
the product formed may be inhibitory, also
resulting in a decrease in reaction rate.

When immobilized reactors are utilized,
the reaction may be diffusion limited. A
concentration gradient causes the sub-
strate molecule to move, and this move-
ment may be slower than the enzyme-
catalyzed reaction rate. The diffusion rate
is a function of temperature, pressure, and
the composition of the system. If a porous
support is used, the following equation is
used to describe the enzyme kinetics:

De

(
d2S

dr2 + 2 dS

r dr

)
= VmS

Km + S
(2)

where De is the effective diffusivity of
the substrate within the porous support
matrix, and r is the radius of the porous
support. This expression assumes the
following:

• The system is at steady state.
• Flux is by diffusion only, not convection.
• Diffusion is governed by Fick’s law.
• The enzyme-catalyzed reaction follows

Michaelis–Menten kinetics.
• The substrate does not adsorb to the

support.
• The support matrix has a constant void

volume.
• The enzyme is evenly distributed within

the support matrix.

Enzyme technology is exploited in the area
of biosensors. Enzyme-coated electrodes
provide a highly selective and sensitive
method for determining the amount of
a given substrate. Examples of electrodes
include sensors for fermentation prod-
ucts and intermediates (e.g. amino acids,
lactic acid, penicillin, alcohols). Current

research involves coupling enzyme reac-
tions to improve sensitivity by eliminating
interfering signals, as well as improving
enzyme stability by using enzymes iso-
lated from organisms that live in extreme
environments like hot springs or oceans.
The use of these specific electrodes facili-
tates the control of bioprocesses, resulting
in higher productivity. Biosensors are also
playing an increased role in medical ap-
plications like the detection of glucose in
blood and urine and detection of scarce
enzymes such as tissue plasminogen acti-
vator. Future use will also involve detection
of biological and chemical contaminants in
the environment and in water supplies as
security tightens around the world.

For everyday use, the food and detergent
industries purchase the largest amounts
of enzymes. Proteases that hybridize pro-
teins into smaller peptide units constitute
the largest part of the enzyme market.
They are used in cheese making, bak-
ing, meat tenderizing, brewing, tanning,
and detergents for the hydrolysis of pro-
tein stains. Other enzyme uses include
medicine (penicillinase removes penicillin
from an allergic individual and trypsin is
used as an anti-inflammatory agent); pulp
and paper manufacture (lignases biopulp
wood); and the textile and leather indus-
tries. The issue becomes one of how to
process or cheaply make large quantities
of the enzymes. This leads to the next
area of the bioprocessing industry – live
cell bioreactors.

3
Whole-cell Bioreactors

Living cells can be viewed as small bio-
chemical reactors of great complexity.
They are utilized in most aspects of
biotechnology, and most biotechnology
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processes begin with a bioreactor. Despite
the advances in enzyme technology, it is
important to keep in mind that enzymes
come from cells; thus, whole-cell biore-
actor technology will be important for
enzyme production as well as for produc-
tion of vaccines, insecticides, antibodies,
hormones, immunobiological regulators,
and artificial tissue.

The roots of fermentation technology are
traced back to many centuries. The earliest
bioreactors or fermentors were used in the
brewing and wine-making industries. Dur-
ing the last 50 years, fungal fermentations
have been used to make antibiotics, begin-
ning with penicillin. Recombinant DNA
technology, monoclonal antibody produc-
tion, and genomic research continue to
push the whole-cell reactor technology

forward. The first major products made
by recombinant organisms were insulin
(Eli Lilly), tissue plasminogen activator
(Genetech), and erythropoietin (Amgen).
Today the major question that remains
is how to choose the best host–vector
system. The most common hosts for com-
mercial production are the bacterial strain,
Escherichia coli, and the Chinese hamster
ovary (CHO) cells. A comparison of the ad-
vantages and disadvantages of using these
two types of cell systems is given in Table 1.
Overall, the choice of the host–vector sys-
tem is very complicated and the ‘‘ideal’’
system does not as yet exist. The character-
istics of the protein product and cost are
the critical values. For example, if a bulk
enzyme for detergents is being produced,
some impurities are okay, and bacterial

Tab. 1 Comparison of bacterial and mammalian cell host–vector systems for product synthesis.

E. coli cultures CHO cell cultures

Advantages Disadvantages Advantages Disadvantages

High growth rate Formation of inclusion
bodies

Availability of host and
vector systems

Slow growth

Wide range of host
backgrounds

Misfolded protein
products

Excretion of product Expensive, complex
media

Wide range of vectors
and promoters

No ability to glycosylate Ability to produce
authentic proteins
(correct folding,
glycosylation, and
posttranslational
processing)

Low protein expression
levels

High expression levels
and cell densities

Proteolytic activity Low proteolytic activity Shear sensitive cells

Low-cost media Usually low levels of
product excretion

Vectors are derived
from virus and there
is fear of reversion to
pathogenic form.

No posttranslational
processing

Must assure removal of
nucleic acids from
hybridoma lines

Must assure removal of
endotoxins during
purification

Most strains are mortal
so dead cells must
be removed.
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or yeast cultures are more often used.
Large protein molecules and antibodies
are made only in mammalian cultures
and product purity is paramount if the
product is an injected biopharmaceuti-
cal. Compounds such as insulin or tissue
plasminogen activator are made in either
system – bacterial or mammalian.

In addition to E. coli and CHO cells,
other types of bacterial cells, yeast, plant
cells, and insect cells have been studied for
synthesis of bioproducts. Gram-positive
bacteria such as Bacillus subtilis excrete
proteins better but make more proteases
that rapidly degrade the protein products.
The yeast strain, Saccharomyces cerevisiae,
is used in the food industry and the
genetics are reasonably well understood;
however, it tends to express only low
levels of a foreign protein and hypergly-
cosylates the product. Plants themselves
offer the advantage of diversity. As much
as 25% of today’s pharmaceuticals (pri-
marily nonprotein products) are extracted
from plants. Plant cell cultures do allow for
more control than using an intact plant;
however, genetic knowledge is less than
what is known for bacterial and animal
cells, and product expression levels are
low. Only a few plant cell systems are used
commercially in Japan and Germany. The
most well known product made in plant
cell culture is the anticancer agent, pacli-
taxel or Taxol. The insect cell–baculovirus
system is used primarily as a research tool
and for small-scale studies (100 L). The
advantages of this system are that it does
allow for high expression of foreign pro-
tein and offers potential safety advantages,
since virus that affect insect cells do not
affect humans. However, the insect sys-
tem does not quite mimic the mammalian
cell system in that the protein product may
have slight structural modifications, which

are useful when making vaccines but not
necessarily so for complex products.

Optimization of recombinant protein
production is a continuing objective of in-
dustrial and academic research. Engineer-
ing and science work together to reach this
objective. For instance, a common prob-
lem is genetic instability (segregational,
structural, host cell gene mutation, and/or
growth rate dominated), since the over-
production of foreign proteins is always
detrimental to cell growth and survival.
Novel reactor strategies developed to al-
leviate segregational instability include se-
lective recycle reactors in which productive
plasmid-bearing cells are selectively recy-
cled to a fermentor through flocculation
and size separation, while nonproductive
rapidly growing cells and/or dead cells
are removed from the reactor. Thus, a
productive, continuous reactor can exist
‘‘in theory’’ for infinite time. Cells have
been genetically manipulated to alleviate
this problem as well, by inserting antibi-
otic resistance genes into the plasmids
and supplying antibiotics to the medium.
Research continues to find the ‘‘ideal’’
host–vector system, which rapidly grows
and expresses high levels of foreign pro-
tein that are excreted. The ideal system
also does not produce proteases, and folds
and glycosylates the protein product as
required.

The newest area of bioreactor research
and development is the growth of tissues
in biofilm or scaffold reactors for regenera-
tion of tissues. Great strides continue to be
made. For example, it is now possible for a
patient’s cells to be shipped to a company,
cultured in a scaffold bioreactor and sub-
sequently reimplanted. Regenerative and
rejuvenating therapies may become com-
mon in the near future. Human genes,
proteins, antibodies, and cells are used in
combination to replace, repair, and restore
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tissue that is damaged by disease, injures,
or old age. Tissue cell reactors for these
purposes require precise control compared
to those used for the production of food
or pharmaceutical products, but the princi-
ples of operation build upon the knowledge
learned from existing whole-cell bioreac-
tors. A more controversial area of research
is the use of stem cells for medicinal pur-
poses. The ethical issues surrounding this
type of work may slow its development but
these areas will be an important part of the
next few decades of research.

Various models ranging from unstruc-
tured, nonsegregated to structured, segre-
gated are used to describe cell growth. The
most common kinetic expression is the
Monod equation:

µ = µmaxS

Ks + S
(3)

where µ is the specific growth rate, µmax

is the maximum specific growth rate, Ks is
the saturation constant, and S is the sub-
strate. This growth expression is inserted
into batch, continuous, biofilm, scaffold, or
immobilized reactor equations to predict
the rate of utilization of substrate, cell con-
centration, and growth-associated product
concentration. The semi-empirical expres-
sion assumes that a single chemical
species, S, is limiting, while changes in
other nutrient concentrations have no ef-
fect; and that a single enzyme system with
Michaelis–Menten kinetics is responsible
for the uptake of S. Although this premise
is seldom true, the Monod equation is used
routinely to describe bioreactor behavior
of everything from well-defined recom-
binant bacterial or mammalian systems
to wastewater treatment systems. Growth
rates are affected by temperature, pH, and
media composition.

Chemically structured models provide a
more general approach with greater pre-
dictive power by relating cell growth and
product production not to just one sub-
strate, but to nitrogen, carbon, and oxygen
uptake, as well as including expressions
that relate important kinetic interactions
among cellular subcomponents such as
RNA, DNA, lipids, and proteins. These
more sophisticated models predict growth
rates better and, thus, reactor behavior,
but consist of between 4 and 40 equations.
Segregated models typically differentiate
between productive and nonproductive
cells within one reactor system. The very
complex models are not typically used by
industry but are used in some research
laboratories.

4
Transgenic Animals and Plants

A technology that has made great strides
in the past decade is the use of transgenic
animals and plants for production of
proteins. The living animal or plant
becomes the ‘‘bioreactor’’. The use of
transgenic animals is less developed than
that of plants. Animals have the advantage
of performing complex posttranslational
processing steps that cannot be done
in animal cell culture. How it works is
that new genetic information is inserted
into the embryo of the animal and the
nontoxic protein is expressed by the
mature animal – typically in the milk.
High concentrations of complex proteins
are achieved, and the processes can be
made cost effective. Sheep, goats, and pigs
are the primary species being evaluated
for this task. Harvesting the milk and
downstream processing technologies are
areas of current study. In addition, there
are some serious concerns about the use of
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animals to produce proteins. The primary
concern is safety. Besides the possibility
of having a negative health effect on the
animal, there is fear regarding mutation
of animal viruses that jump species and
become a serious health issue for humans.
The fear is real since some viruses such
as AIDS and SARS that still lack effective
treatment are believed to have originated in
animals. Screening of animals for viruses
is an extremely expensive undertaking and
may limit the cost effectiveness of their
use for production.

Transgenic plant technology holds great
promise and products are currently in
Phase I clinical trials. Large companies
including Monsanto, Dow Chemical, and
Sigma-Aldrich are teaming with smaller
companies such as Prodigen, Inc. and
Epicyte Pharmaceutical to manufacture
antibodies and proteins in transgenic
plants. Several crops including corn, to-
bacco, potatoes, and soybeans have been
studied for production of antibodies and
proteins. Products tend to degrade within
the tobacco leaf and potato; protein sep-
aration from soybeans is more challeng-
ing; but corn results are very promising.
The product, especially antibodies, con-
centrates in the corn kernels, and is easily
separated. The demand is for ‘‘green’’
engineering processes. The desire is to
eliminate environmental hazardous waste
generation altogether. Thus, a green plant
that works as a bioreactor is an extremely
attractive, environmentally friendly alter-
native. The systems are also safe in terms
of virus transmission, since plant viruses
do not survive in animals. One concern
is the ability to keep the plants isolated
from other crops. The pharm plant prod-
ucts, as they are being called, cannot be
allowed into the food chain. So currently
these plants are not grown in any food pro-
ducing areas. The tremendous advantage

of using pharm plants to make antibodies
and other products is that the estimated
production costs are an order of magni-
tude less than the cost of production using
mammalian cells. This savings will push
the development of transgenic plant prod-
ucts forward.

5
Transport and Adhesion of Cells

Cellular and viral transport and adhesion
are important in immobilized reactors,
the development of new drugs, tissue
repair, drug delivery, in situ bioremedi-
ation efforts, and security issues related
to bioterrorism. Understanding how cells
are able to recognize and adhere specifi-
cally to insoluble extracellular tissue matrix
proteins and to other cells is crucial to
many physiological processes. Cells of all
types – blood, bacterial, tumor, and en-
dothelial – respond to environmental stim-
uli through receptors found on their cells
surfaces. For example, a cell will have a re-
ceptor on its surface for epidermal growth
factor; binding and internalization of the
growth factor then stimulates DNA synthe-
sis. Cell receptors are responsible for cell
adhesion to surfaces such as tissue, scaf-
fold reactors, and for self-agglutination.
White blood cells adhere to ligands on
vessel walls, or mammalian cells adhere
to surfaces coated with ligands through
integrins. Cell receptors are also respon-
sible for chemotaxis – the migration of
cells in response to a specific chemical
gradient. Chemotaxis is of particular im-
portance in the development and repair of
inflammations.

Understanding the mechanisms of
intra- and intercellular transport is the
key to the development of site-directed
or target-specific drugs. For instance,
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monoclonal antibodies may be used to de-
liver drugs to cancer cells only through
specific ligand–receptor binding. Gene
therapy relies on a better understanding
of developing vectors to deliver genes and
proteins to specific targets, to deliver vac-
cines, for example. Animal models are
improving and the future may hold more
gene therapy for humans, although this is
another area of controversial research and
application.

Understanding cellular transport also
aids in environmental remediation. Once
microorganisms have been injected into
the environment, they must move from
the point of injection to the con-
tamination site. Cell receptors known
as pili or fimbriae are responsible for
some cell adhesion to the soil, min-
erals, and other contaminants in soil.
Polysaccharide production is also re-
sponsible for cell adhesion. If pilin
and polysaccharide synthesis and bind-
ing mechanisms are understood, the ef-
ficiency of using biodegradation to re-
mediate soil and water can be deter-
mined through process engineering anal-
ysis and compared to other existing tech-
nologies such as chemical oxidation and
incineration.

A growing area of concern is the under-
standing of pathogen transport through
water systems. Once a bacterial or viral
pathogen enters a water supply, it is im-
portant to understand how its transport
can be limited. Efficient, cost-effective al-
ternatives for pathogen death and removal
are currently being investigated, as well
as the fundamental principles influenc-
ing pathogen transport such as the effect
of minerals, organics, and temperature.
Since the environment in which we live
is complex and changing, how a pathogen
behaves in a particular environment is still
not well understood.

6
Bioseparations

Although a large quantity of work has been
done on fermentation and other upstream
processing, the main cost of making a
biotechnological product is in the down-
stream processing or separation steps.
Improved methods are always needed,
since most of the separation equipment
employed are simple scale-ups of ana-
lytical and micro-preparative techniques
pioneered in life sciences laboratories.

After a product is made by a cell or a
plant, it needs to be separated from the rest
of the by-products. The standard industrial
separation techniques for separating cells
from spent media entail either centrifu-
gation or cross-flow filtration. If the cell
product is an intracellular product, the
cells must be lysed through homogeniza-
tion, osmotic shock, or bead milling. Then
the cell debris is removed by centrifuga-
tion or filtration. Bacterial products tend
not to secrete protein products and re-
quire this step, whereas mammalian cells
typically do secrete. The expensive part
is further purification of the product. For
soluble protein products, all of the cel-
lular protein is usually precipitated as a
first step by changing the temperature
or ionic strength or by adding a solvent
such as ethanol. The purity and efficiency
of the process is governed by thermody-
namics – in particular, by the chemical
potential of the precipitant and the so-
lution. A number of technologies exist
for further product separations, depend-
ing on the purity of the product required.
These include affinity, ion exchange, re-
versed phase, size exclusion and other
forms of chromatography; electrophore-
sis; liquid–liquid extraction; membranes;
and distillation. There are process de-
sign heuristics for purification/separation,
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which include steps such as separating the
most plentiful impurities first; performing
the most difficult and costly separations
last; and sequencing processes to exploit
different separation driving forces such
as size, charge, and differences in boiling
points.

Chromatography is defined as the sep-
aration of substances by the selective
binding of components to porous, solid,
sorptive media. Various types of chromato-
graphic separation are employed includ-
ing adsorption, liquid–liquid partition,
ion exchange, gel filtration or molec-
ular sieving, affinity, hydrophobic and
high performance liquid chromatogra-
phy or HPLC. Typically, a combina-
tion of chromatographic processes is
used to purify proteins. For example,
an ion exchange column separates neg-
atively charged products from positively
charged and neutral products, where-
upon the desired products are isolated
by means of an affinity column. Affin-
ity chromatography is particularly versa-
tile, often displaying exquisite selectivity.
Various affinity systems are used such
as antigen–antibody, lectin–carbohydrate
moiety, enzyme–substrate, immobilized
metal ion-histidine-containing protein, re-
ceptor–hormone, and so on. In addition,
affinity chromatography may be used for
environmental remediation using ligands
(chelators or macromolecules) that specif-
ically bind metal ions.

Since chromatography involves the ad-
sorption of species to be purified (i.e.
a protein) to a support for separation,
the process is often described by either
Freundlich or Langmuir isotherms. An
empirical formula that describes the ad-
sorption of many antibiotics, hormones,
and steroids is the Freundlich isotherm:

q = Kyn (4)

where q is the amount of solute (product
or contaminant) adsorbed per amount of
adsorbent, y is the solute concentration in
solution, K is similar to an equilibrium
constant, and n is an empirical constant.
The values of K and n are determined
experimentally. If the adsorption is favor-
able, then n < 1; if it is unfavorable, n > 1.
The Langmuir isotherm is not empirical;
instead it has a theoretical basis:

q = q0y

K + y
(5)

The values of q0 and K are determined
experimentally. This equation assumes
that there are a specific number of ac-
tive sites; the amount of sites for a given
adsorbent is reflected in the value of q0.
At low solute concentrations, q = q0. The
Langmuir equation also assumes that an
equilibrium is reached between adsorption
and desorption to the active sites. Other as-
sumptions are that adsorption takes place
monomolecularly and is localized. The
only disadvantage of chromatographic pro-
cesses is that large columns are sometimes
required that result in large pressure drops
over the columns, requiring large auxiliary
equipment like pumps.

Electrophoresis is used for the sepa-
ration of charged molecules based on
differences in both size and charge in
an electric field. The separation is ac-
complished by balancing the drag force
of a charged particle with the electrostatic
forces when the particle is moving with
a constant velocity. The net charge, q, on
a protein determines its velocity, Vt, and
thus its separation:

Vt = qE

3πµDP
(6)

where E is the electric field intensity, DP is
the particle diameter, and µ is the viscosity.
The pH of the solution greatly affects the
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separation. The major drawback of tradi-
tional electrophoresis is lack of scalability.
Thus, electrophoresis has not made sig-
nificant inroads into protein downstream
processing, although two research-scale
instruments are commercially available.
Both are based on isoelectric focusing in
free solution and do not need gels or other
supporting matrices. Preparative isoelec-
tric focusing does not require expensive
buffers and is more easily scaled up.

Liquid–liquid extraction originally used
immiscible liquids such as an organic
and an aqueous phase. For example, an
aqueous DNA solution is extracted with
phenol and ether to remove lipids and
other cell debris. Extraction is used to
separate inhibitory end products such
as alcohols from fermentation broths, or
to recover antibiotics. However, organic
solvents are not compatible with many
proteins. Instead, protein separation is
accomplished by means of aqueous two-
phase extraction. Typical aqueous phases
contain water-soluble but mutually in-
compatible polymers such as polyethylene
glycol and dextran. The latter polymer, or
any other bottom phase polymer, such as
cellulose derivatives, may be substituted
by highly concentrated salt solutions.

Partitioning of the solute or protein is
described using a partition coefficient, K :

K = x

y
(7)

where x is the concentration of protein
in the lighter liquid phase and y is the
concentration of the same protein in the
heavier liquid phase. The value of K is gov-
erned by thermodynamics; the logarithm
of K is proportional to the difference in
the chemical potentials of the standard
states of heavy and light liquids. Factors
that affect the partition coefficient include
temperature, ionic strength, and pH.

Membranes are used to concentrate
products and to clarify solutions; they
are used to separate proteins based on
size. Membranes are used to purify water
through reverse osmosis. Filtration is
generally governed by Darcy’s law, which
relates the velocity of the liquid through
porous media, v, to the pressure drop �P:

v = k�P

µl
(8)

where k is the permeability constant, which
is a function of the filtrate, µ is the
viscosity of the liquid, and l is the bed
or membrane thickness. Darcy’s law holds
for low Reynolds number flow. The major
drawback of membranes is biofouling.
Layers of proteins build up on the
surface and clog the membranes. Cross-
flow or tangential-flow filtration decreases
fouling, but does not eliminate it.

Other separation processes include crys-
tallization – typically the last step in pro-
ducing highly purified products like an-
tibiotics, and drying to remove any sol-
vents. The focus for the future contin-
ues to be combining techniques such
as chromatography with membranes or
chelators with liquid–liquid extraction.
Furthermore, clever methods to combine
fermentation and separation are always
being investigated, since optimization of
both will lead to the most cost-effective
process.

Finally, an essential part of all down-
stream processing is quality control – the
assessment of sterility, absence of ge-
netic materials such as viruses or nu-
cleic acids, and absence of pyrogens, as
well as the purity of the final product
such as the desired protein or antibody.
Various chromatographic, mass spectro-
metric, and electrophoretic processes are
routinely used for quality assurance.
These techniques, when combined with
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immunochemical reagents, allow for prod-
uct and contaminant identification. The
advent of multidimensional nuclear mag-
netic resonance, DNA hybridization, and
Fourier-transform ion cyclotron resonance
in tandem with large advances in computer
technology significantly impact the ability
to perform bioanalytical analysis. These
techniques, while typically used more dur-
ing the research and development stage,
open the door for better methodology for
product purity and safety.

7
Concluding Remarks

Currently, biopharmaceuticals constitutes
only about 8% of the worldwide drug mar-
ket, and is expected to grow to reach
about 15% of the drug market by 2006.
However, biopharmaceuticals is only one
part of the bioprocessing market. Bio-
processing involves the collaboration of
scientists and engineers from industry,
government agencies, and universities.
Systems biology is the wave of the fu-
ture to evaluate all multivariable com-
ponents simultaneously. Thrusts for ex-
pansion include developing combined re-
actor–separator equipment, pharm plant
systems, human therapeutics, better and
more vaccines and antibiotics, commod-
ity chemicals, bioremediation, proteomics,
instrumentation and software, ‘‘biochips’’,
and gene and rejuvenative therapies. Leg-
islation addressing the use of stem cells,
gene therapy, transgenic animals, environ-
mental remediation and emissions, and
genetically engineered foods will have
a tremendous impact on the future of
the bioprocessing industry. Advances in
current bioprocess techniques will be of
essence if the cost of production is to be
reduced. The competition is international

and there are currently many company
mergers. All are trying to be at the forefront
of bioprocessing technology.

See also Gene Targeting; Genetic
Engineering of Vaccines; DNA
Replication and Transcription.
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Keywords

Electrophilic
A compound, group, or function that is electron deficient and therefore preferentially
reacts with electron-rich moieties.

Endobiotic
A compound that is endogenous to the organism.

LogP
The log of the partition coefficient for a compound between an organic solvent, often
octanol, and water.

Nucleophilic
A compound, group, or function that is electron rich and therefore preferentially reacts
with electron-deficient moieties.

Prodrug
A structure without a desired pharmacological property that is converted by
metabolism to a product that has the desired property.

Xenobiotic
A compound foreign to the organism.

� Drug and xenobiotic metabolism converts the lipophilic compounds that can
be absorbed into the body into polar, excretable products, thus preventing their
accumulation, but also sometimes forms more toxic products.

1
General Purpose of Xenobiotic and Drug
Metabolism

Life is based on the organization of biologi-
cal systems into compartments segregated
by means of lipid bilayer membranes. This
applies to subcellular organelles such as
the nucleus and mitochondria, to the cells
themselves, and through the assembly of
cells into surfaces, to organs, and larger
entities. The membrane barriers prevent
the passage of charged or highly polar
molecules, with the exception of small
molecules that diffuse through pores in the

membrane barriers, molecules for which
active transport systems exist, or molecules
taken up during pinocytosis. Lipophilic
molecules can cross the membrane bar-
riers relatively unimpeded unless they
are so lipophilic that they are effectively
trapped within the membrane. In contrast,
mammals and other complex organisms
only efficiently excrete polar or ionic com-
pounds because lipophilic compounds are
readily reabsorbed from excretory com-
partments such as the kidney. Thus, the
properties that allow a xenobiotic to be
taken up by a biological system are the
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very same properties that militate against
its excretion.

The primary purpose of xenobiotic
metabolism is to convert lipophilic
compounds to polar materials that can
be eliminated. For this reason, the
highest concentrations of enzymes of drug
metabolism are found at sites that are
portals of entry into the organism, such as
the lungs, intestine, and liver of mammals.
It is instructive in this context to consider
the example of compounds, typified
by manmade polyhalogenated aromatic
hydrocarbons, that are poorly metabolized
by the enzymes evolved for the metabolism
of natural products. Compounds such
as the highly halogenated biphenyls
accumulate in adipose tissues and
a major fraction remains there for
essentially the lifetime of the individual.
This accumulation of lipophilic, poorly
metabolized compounds in fatty tissues is
the basis for the well-known concentration
of xenobiotics in natural food chains.

2
Classification and Properties of Enzymes of
Xenobiotic Metabolism

The enzymes of drug metabolism pre-
dominantly catalyze oxidation/reduction,
hydrolysis, and conjugation reactions, al-
though there is some ambiguity in as-
signing enzymes to the drug-metabolizing
system. For organizational purposes, the
redox and hydrolytic enzymes are consid-
ered to be responsible for early stages of
xenobiotic metabolism and are known as
Phase I enzymes. The conjugative en-
zymes are usually responsible for the
later transformations in a metabolic se-
quence and are known as Phase II
enzymes. This classification is artificial
because Phase II conjugation reactions

need not be preceded by Phase I reac-
tions, although it is true that Phase I
redox or hydrolytic reactions usually oc-
cur before the Phase II conjugations that
make compounds highly polar. Phase I
xenobiotic metabolism is largely catalyzed
by cytochrome P450 and flavoprotein
monooxygenases, monoamine oxidases,
alcohol and aldehyde dehydrogenases,
esterases and amidases, and epoxide hy-
drolases. The enzymes involved in Phase
II metabolism are primarily the glu-
curonyl transferases, sulfotransferases, N-
acyl transferases, methylases, and glu-
tathione transferases. Despite their in-
volvement in drug metabolism, some
members of both the Phase I and Phase II
classes of enzymes are primarily or exclu-
sively involved in the processing of endoge-
nous substrates. Furthermore, many drugs
resemble endogenous substances and are
subject to metabolism by the more spe-
cialized enzymes involved in processing
of endobiotics. For example, fatty acid β-
oxidation, a pathway for the catabolism
of endogenous fatty acids, also degrades
xenobiotic alkyl chains that terminate in
carboxyl groups.

Some generalizations can be made
concerning the properties of enzymes
that are primarily devoted to xenobi-
otic metabolism. In contrast to enzymes
that process endobiotics, the enzymes of
drug metabolism have broad substrate
specificities and are stereoselective rather
than stereospecific. There are not many
classes of drug-metabolizing enzymes, but
each class encompasses multiple enzyme
forms. This combination of loose sub-
strate specificity and enzyme multiplicity
provides the flexibility required to metabo-
lize the diversity of natural and manmade
substances to which organisms are rou-
tinely exposed. The ability to deal with
specific xenobiotics is enhanced by the
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fact that the concentrations of some of
the enzymes, most notably the cytochrome
P450 monooxygenases (see Sect. 3.1), are
transiently increased by exposure to spe-
cific substrates or inhibitors. This selective
induction of enzyme forms that are re-
quired to deal with specific xenobiotics
enhances the flexibility of the system in its
response to xenobiotic exposure.

3
Phase I Enzymes

3.1
Cytochrome P450 and Flavin
Monooxygenases

The mammalian cytochrome P450
monooxygenases are membrane-bound
hemoproteins that are found in highest
concentrations in the liver, kidney, nasal
tissues, and lungs but are present in
smaller amounts in most other organs.
The name cytochrome P450 derives from
the distinctive absorption maximum at ap-
proximately 450 nm of the ferrous–carbon
monoxide complex of these enzymes. The
genes for more than 1000 cytochrome
P450 enzymes have been identified in
prokaryotic and eukaryotic species. Ap-
proximately 60 such enzymes are found in
the human genome. A nomenclature sys-
tem has been developed that is based on
division of the superfamily of cytochrome
P450 enzymes according to their degree
of sequence identity. With few exceptions,
the members of a cytochrome P450 fam-
ily share >40% amino acid identity and
the members of a subfamily >55% iden-
tity. In this nomenclature, cytochrome
P450 enzymes are designated as, for ex-
ample, CYP4A1, in which the number
after the prefix CYP identifies the family,
the subsequent letter the subfamily, and
the final number the individual enzyme

within the subfamily. A similar nomencla-
ture has been developed for other families
of drug-metabolizing enzymes, including
the glucuronyl transferases and sulfotrans-
ferases. Citations prior to 1987 employ
nonsystematic nomenclatures.

The tissue levels of the different cy-
tochrome P450 enzymes in an individual
are controlled by genetic and environ-
mental factors. Genetic variability in the
expression of the various cytochrome P450
enzymes is well established and gives rise
to populations with distinct metabolic pat-
terns. Important differences exist in the
ability of individuals to metabolize drugs
owing to the existence of populations with
high and low activities of, for example, the
CYP2D6 form of cytochrome P450 respon-
sible for the metabolism of debrisoquine
and a variety of other drugs. In addition
to genetic factors, the levels of cytochrome
P450 enzymes are modulated by diet, age,
disease, gender, and hormonal status. The
ability of drugs and xenobiotics to alter the
profile of cytochrome P450 enzymes in an
individual by elevating the concentrations
of specific forms is particularly relevant
in this context. The increase in the lev-
els of certain enzymes by a xenobiotic,
termed enzyme induction, can be mediated
by several mechanisms, among which the
most important are an increase in tran-
scription of the message for the enzyme,
stabilization of the RNA transcript, and
stabilization of the enzyme itself.

The mechanism of induction of the cy-
tochrome P450 enzyme CYP1A1 involves
binding of the inducer to a soluble recep-
tor, termed the aryl hydrocarbon receptor (or
AHR), that translocates to the nucleus and
enhances the expression of the appropri-
ate gene. Comparable receptor-mediated
mechanisms have more recently been
identified for the induction of other classes
of cytochrome P450 enzymes. The classical
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cytochrome P450–inducing agents are
phenobarbital, the polycyclic aromatic hy-
drocarbons, clofibrate, and agents such as
dexamethasone, although compounds as
simple as ethanol are known to elevate
the concentrations of specific cytochrome
P450 enzymes. In a general sense, the cy-
tochrome P450 enzymes that are induced
are those that bind, and usually metab-
olize, the inducing drug or xenobiotic.
The induction response thus permits the
organism to increase its ability to clear
offending xenobiotics.

Cytochrome P450 monooxygenases cat-
alyze the insertion of one atom of molec-
ular oxygen into their substrates with
concomitant reduction of the other oxy-
gen atom to a molecule of water. The
electrons required for this reductive ac-
tivation of molecular oxygen are pro-
vided by reduced pyridine nucleotides. A
flavoprotein known as cytochrome P450
reductase mediates the transfer of elec-
trons from NADPH to the cytochrome
P450 enzymes of interest in mammalian
drug metabolism. The mitochondrial cy-
tochrome P450 enzymes are primarily
involved in the metabolism of endogenous
sterols and, like most bacterial cytochrome
P450 enzymes, obtain their electrons from
NADH via a two-protein system consist-
ing of a flavoprotein reductase and an iron

Fig. 1 Examples of cytochrome
P450–catalyzed hydroxylation reactions.
Hydroxylation of the methyl group in
tolbutamide (a) and the amide nitrogen
in phenacetin (b) yields, respectively,
the corresponding alcohol and
N-hydroxyamide metabolites.
Alternative hydroxylation of the ethyl
ether function in phenacetin produces a
hemiacetal that decomposes to the
phenol and acetaldehyde, a classic
example of a cytochrome
P450–catalyzed O-dealkylation.
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sulfur protein. In contrast to the diver-
sity of cytochrome P450 enzymes, there
is relatively little diversity in the reduc-
tase components.

One of the three general oxidative re-
actions supported by cytochrome P450
is insertion of the catalytically activated
oxygen atom into a C–H or N–H bond
to give the corresponding hydroxylated
product (Fig. 1). In principle, the oxygen
can be inserted into the bond between a
hydrogen and any other heavy atom. In the
absence of enzyme-imposed steric or sub-
strate orientation factors, the reactivity of a
C–H bond is inversely correlated with the
strength of the bond, so that tertiary alco-
hols are more easily formed than primary
alcohols. One consequence of this is that
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hydrocarbon chains are most commonly
hydroxylated at the next-to-the-last (ω − 1)
position, although the CYP4 family of cy-
tochrome P450 enzymes has specifically
evolved to promote the thermodynamically
more difficult terminal (ω) hydroxylation
of fatty acids. Oxidation by cytochrome
P450 is particularly critical for hydrocar-
bons and other nonpolar structures that
do not have a functional group that can
be used for further metabolism. This is
clearly illustrated, as already mentioned, by
the fact that polyhalogenated hydrocarbons
(e.g. hexachlorinated biphenyls) that are
resistant to cytochrome P450–catalyzed
oxidation are very poorly excreted and ac-
cumulate in adipose tissue.

The diversity of the products formed
by the cytochrome P450 system is greatly
enhanced by the decomposition or rear-
rangement of unstable oxidation products
to stable metabolites. The best example
of this is hydroxylation adjacent to a
heteroatom, which is normally followed
by elimination of the heteroatom and
conversion of the hydroxyl group to a
carbonyl function. Alkyl ethers are thus
O-dealkylated (Fig. 1), alkyl amines N-
dealkylated, alkyl thioethers S-dealkylated,
and alkyl halides dehalogenated.

The second general cytochrome P450 re-
action is transfer of the activated oxygen

to the π -bond of an olefin, an aromatic
ring, or another unsaturated substruc-
ture to give the epoxide or a product
formally obtained by rearrangement of
such an epoxide. In general, electron-rich
π -bonds are more readily oxidized than
electron-deficient π -bonds. The epoxides
formed in this reaction are relatively
reactive and potentially toxic, but their
toxicity is attenuated by the presence of
epoxide hydrolases (see Sect. 3.6) and glu-
tathione transferases (see Sect. 4.5) that
convert the epoxides to less-reactive vicinal
diols and glutathione adducts, respectively.
The oxidation of aromatic rings yields par-
ticularly unstable epoxides that are subject
to the so-called NIH rearrangement to give
phenolic products (Fig. 2). Indeed, it is un-
clear in some instances whether the epox-
ide is an actual intermediate or a species
closer to a transition state in the conversion
of the aromatic ring to a phenol.

The third general cytochrome P450
reaction is addition of the activated oxygen
to the electron pair of a heteroatom. A
trisubstituted nitrogen is thus converted to
an N-oxide and a disubstituted sulfur to a
sulfoxide (Fig. 3). Whereas hydroxylation
and epoxidation reactions are primarily
catalyzed by cytochrome P450, the
oxidation of heteroatoms is also catalyzed
by flavin-containing monooxygenases.

OCH3
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OCH3

O
H

D

OCH3

OH

OCH3

H(H) D

O
D

Fig. 2 The cytochrome
P450–catalyzed epoxidation of
aromatic rings is commonly
followed by the ‘‘NIH Shift’’, a
nonenzymically catalyzed
rearrangement that converts the
epoxide to the
corresponding phenol.
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Fig. 3 Cytochrome P450 and the flavin-containing monooxygenase
(FMO) catalyze the oxidation of nitrogen and sulfur, as illustrated by the
sulfoxidation of cimetidine and the N-oxidation of nicotine.

The flavin-containing monooxygenases,
or FMOs, are generally limited to the
NADPH- and oxygen-dependent oxidation
of nitrogen and sulfur atoms and
therefore have a more restricted metabolic
scope than cytochrome P450 enzymes.
Nevertheless they can play an important
role in the metabolism of individual drugs.
Both the cytochrome P450 and flavin-
containing monooxygenases preferentially
oxidize electron-rich heteroatoms.

Cytochrome P450 enzymes can catalyze
oxidative reactions other than the three
general reactions described above, includ-
ing reactions such as the dehydrogenation
of alkyl groups, deformylation of aldehy-
des, and cleavage of carbon–carbon bonds.
Although relatively rare, these reactions
have been more frequently observed in
the past few years. Under conditions of
low oxygen tension, cytochrome P450 en-
zymes also catalyze reductive reactions,
including the reduction of nitro and azo
groups to amines and the dehalogenation
of haloalkanes.

3.2
Monoamine Oxidase

Monoamine oxidase is an oxygen-
dependent mitochondrial flavoprotein that
oxidizes endogenous neurotransmitter

amines and related xenobiotics to the
corresponding imines. The imines are
subsequently hydrolyzed in the aqueous
medium to the carbonyl derivatives and
either ammonia or an amine, as shown
below for 2-phenylethylamine.

PhCH2CH2NH2 −−−→ PhCH2CH=NH

−−−→ PhCH2CHO + NH3

Primary amines are particularly good sub-
strates for the enzyme, but secondary
amines in which one of the substituents is
a methyl or another small alkyl group are
readily oxidized. The oxidation of trisubsti-
tuted amines often results in inactivation
of the enzyme, a phenomenon exploited
in the development of clinically useful in-
hibitors of the monoamine oxidases.

3.3
Alcohol and Aldehyde Dehydrogenases

Alcohol dehydrogenases are members of
a family of cytosolic enzymes that catalyze
the NAD-dependent oxidation of alcohols
to aldehydes or ketones as well as the
reverse reaction, the NADH-dependent re-
duction of carbonyl compounds to alcohols
(Fig. 4). At least 16 different alcohol dehy-
drogenase isoforms have been identified
in human liver. Less well characterized
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Fig. 4 Alcohol dehydrogenases catalyze
the reversible oxidation of alcohols to
aldehydes and ketones, as illustrated by
the oxidation of ethanol to acetaldehyde.
The oxidation of aldehydes to carboxylic
acids, such as that of acetaldehyde to
acetic acid, is catalyzed by aldehyde
dehydrogenases. The aldehyde reacts
with a thiol in the aldehyde
dehydrogenase to give an
enzyme-bound hemithioacetal
intermediate that is then oxidized to an
enzyme-bound thioester and finally
released by hydrolysis of the
thioester bond.

aldehyde and ketone reductases that em-
ploy NADPH as the reducing cofactor are
also involved in the reduction of carbonyl
compounds to alcohols. The direction of
the reaction catalyzed by alcohol dehydro-
genases is dictated by the redox balance
of the pyridine nucleotide pool and by
whether an alcohol or carbonyl compound
is the substrate, although a thermody-
namic equilibrium mixture of the alcohol
and carbonyl compound would be ob-
tained were it not for the fact that the
substrate and product are removed from
the solution by alternative metabolic re-
actions and the dynamic nature of the
circulatory and excretory systems.

Aldehydes are primarily oxidized by
NAD+ -dependent aldehyde dehydroge-
nases (Fig. 4). A molybdenum-containing
enzyme related to xanthine oxidase may
also contribute to aldehyde oxidation, but
its physiological importance in the general
metabolism of xenobiotic aldehydes is un-
clear. Unlike the alcohol dehydrogenases,
the aldehyde dehydrogenases do not sim-
ply transfer a hydride from the aldehyde
substrate to the pyridine nucleotide cofac-
tor. The first step of the reaction is addition
of the aldehyde to an active site cysteine

thiol to give a hemithioacetal that is then
dehydrogenated by a hydride transfer to
an enzyme-bound thioester. Hydrolysis of
the thioester releases the acid metabolite
and regenerates the enzyme (Fig. 4). Be-
cause of the complexity of this mechanism,
aldehyde dehydrogenases catalyze the ox-
idation of aldehydes to acids but not the
reverse reaction. In effect, carboxylic acids
and xenobiotics with functionalities such
as amides and esters in which the carbon
has a comparable oxidation state are rarely
metabolically reduced.

Alcohol and aldehyde dehydrogenases
are the primary enzymes involved in the
metabolism of ethanol, the former catalyz-
ing the oxidation of ethanol to acetaldehyde
and the latter the conversion of acetalde-
hyde to acetic acid (Fig. 4). The oxidation
of ethanol to acetaldehyde can also be me-
diated by catalase and cytochrome P450,
but under normal conditions alcohol de-
hydrogenases are the principal catalysts
for this transformation. Genetic polymor-
phisms in the levels of both the alcohol
and aldehyde dehydrogenases are respon-
sible for the lower tolerance of certain
populations to the pharmacological ef-
fects of ethanol. Inhibition of acetaldehyde
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dehydrogenase by drugs such as disulfi-
ram [Et2NC(S)SSC(S)NEt2] or by metabo-
lites of other drugs that also give stable
adducts with the catalytic thiol group
causes hypersensitivity to the noxious
effects of ethanol. This property of disulfi-
ram has been exploited in the treatment of
chronic alcoholism.

3.4
Esterases and Amidases

The hydrolysis of esters and amides, a very
general metabolic pathway, is catalyzed by
a diverse group of carboxylesterases. These
enzymes differ in their mechanisms and
substrate specificities but commonly cat-
alyze ester and amide, as well as thioester,
hydrolysis. Many of the carboxylesterases
are serine hydrolases in which an active
site serine catalyzes the hydrolytic reac-
tion, but enzymes of other types are also
involved. Large concentrations of these en-
zymes are found in the liver and kidney,
but they can be found in most tissues. As a
rule, ester hydrolysis occurs more rapidly
than amide hydrolysis, in accord with the
relative susceptibilities of the two function-
alities toward chemical hydrolysis.

The carboxylesterases hydrolyze esters
to the carboxylic acid and alcohol, and
amides to the corresponding carboxylic
acid and amine.

RCO2R′ −−−→ RCO2H + R′OH

RCONR′R′′ −−−→ RCO2H + R′NHR′′

Ester and amide hydrolysis greatly in-
creases the polarity of the substrate, as
it replaces the neutral ester or amide
function with a highly ionized (at pH 7)
carboxylic acid group. The amine group re-
leased by amide hydrolysis is also likely to
be protonated at physiological pH, and the
alcohol, albeit not ionized, is likely to be
more polar due to the presence of the
hydrogen-bonding hydroxyl group. Fur-
thermore, the functionalities unmasked by
ester or amide hydrolysis are susceptible to
glucuronidation, sulfation, and/or amino
acid conjugation (See Sect. 4).

Esterification is often used to convert
drugs to prodrugs from which the parent
drugs are released metabolically at rates,
or in tissue locations, that improve the
pharmacokinetic properties and therapeu-
tic activities of the drugs. For example,
fluphenazine is a short-lived antipsychotic
agent that must be administered several
times a day to be effective. Esterification
with a short-chain fatty acid, however,
yields a derivative that can be adminis-
tered in a single, relatively large dose that is
deposited in adipose tissue. Hydrolytic re-
lease of therapeutic doses of fluphenazine
from the ester occurs over a period of two
to four weeks (Fig. 5).

3.5
Epoxide Hydrolases

The hydrolysis of epoxides is catalyzed
by epoxide hydrolases located in both the
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Fig. 5 Fatty acid ester derivatives of fluphenazine are lipophilic prodrugs from which fluphenazine,
the active principle, is released by enzymatic hydrolysis.
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Fig. 6 The epoxidation of
benzo[a]pyrene by cytochrome P450 is
followed by enzymatic hydrolysis of the
epoxide and a second cytochrome
P450–catalyzed epoxidation reaction.
The resulting highly reactive diol
epoxide alkylates DNA and this reaction
is at least partially responsible for the
carcinogenic properties of this polycyclic
aromatic hydrocarbon.

endoplasmic reticulum and the cytosol.
The membrane-bound and soluble en-
zymes have somewhat different substrate
specificities, but both formally catalyze
backside addition of water to the epox-
ide to give a trans-diol product. The actual
mechanism of the reaction, however, is
addition of a carboxylic acid group of the
enzyme to the epoxide followed by internal
hydrolysis of the resulting protein-bound
ester. In general, increasing the number
of substituents on the epoxide decreases
the rate of enzymatic hydrolysis by the
membrane-bound enzyme but has less ef-
fect on hydrolysis of the epoxide by the
soluble enzyme. Although epoxide groups
are usually not found in drugs or xenobi-
otics because of their chemical reactivity,
the ability to detoxify epoxides is very im-
portant because epoxides are formed in
situ by the cytochrome P450–catalyzed
oxidation of olefins and aromatic rings
(Sect. 3.1). Epoxides are also detoxified
by the glutathione transferase–mediated
addition of glutathione (Sect. 4.5). The re-
dundancy represented by the abilities of
both epoxide hydrolases and glutathione
transferases to detoxify epoxides reflects
the importance of doing so to the well-
being of the host.

Epoxide hydrolysis is normally a detox-
ifying reaction because it converts chem-
ically reactive epoxides into nonreactive
diols that can be glucuronidated or sul-
fated. Nevertheless, the potential delete-
rious interplay between cytochrome P450
enzymes and epoxide hydrolases is well
illustrated by the bioactivation of carcino-
genic polycyclic aromatic hydrocarbons. In
the case of benzo[a]pyrene, one of the
reaction sequences thought to play an
important role in carcinogenesis involves
oxidation of the 7,8-double bond of the
hydrocarbon by cytochrome P450, hydrol-
ysis of the epoxide to the trans-7,8-diol by
epoxide hydrolase, and epoxidation of the
9,10-double bond by cytochrome P450 to
give the 9,10-epoxy-7,8-diol (Fig. 6). This
highly reactive diol epoxide alkylates DNA,
causing a lesion that engenders a carcino-
genic response.

4
Phase II Enzymes

4.1
Glucuronyl Transferases

Glucuronidation is among the most
common and quantitatively most
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important pathways of drug and xenobiotic
metabolism. The reaction is catalyzed by
a family of membrane-bound enzymes
known as UDP-glucuronosyltransferases
(or glucuronyl transferases). The number
of enzymes in this family is not
known, but evidence exists for at
least a dozen rat enzymes and
a corresponding number of human
enzymes. UDP-glucuronosyltransferases
transfer the glucuronic acid moiety
from the endogenous donor uridine-5′-
diphospho-α-D-glucuronic acid (UDPGA)
to an acceptor function on the drug
or xenobiotic (Fig. 7). Glucuronidation
greatly increases the polarity and water
solubility of most xenobiotics due to
the high ratio of oxygen to carbon
atoms in glucuronic acid and the fact
that its carboxyl group (pKa = 3.5) is
highly ionized at physiological pH.
This increase in ionic character and
polarity greatly accelerates excretion of

the xenobiotic. Glucuronidation usually
occurs only once and it is the last
step in a metabolic sequence because
the glucuronide metabolite is usually
too polar to interact efficiently with
the membrane-bound enzymes of drug
metabolism and is readily excreted. A
few lipophilic compounds are known,
however, that are glucuronidated twice.
Bilirubin produced endogenously by the
catabolism of heme is one of these
compounds.

Glucuronidation involves displacement
of the UDP phosphate group by a nu-
cleophile in the xenobiotic. The stere-
ochemistry of the glucuronic acid car-
bon involved in the reaction is inverted,
in accord with a backside displacement
mechanism (Fig. 7). The glucuronic acid
moiety can be transferred by UDP-
glucuronosyltransferases to most nucle-
ophilic groups if they can be deprotonated
at physiological pH to accommodate
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Fig. 7 Glucuronidation by glucuronosyl transferases involves
transfer of the glucuronic acid moiety from
uridine-5′-diphospho-α-D-glucuronic acid (UDPGA) to the
substrate, illustrated here by an alcohol (ROH).
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the glucuronic acid moiety. Hydroxyl,
carboxyl, amino, and sulfhydryl func-
tions such as those found in phe-
nols, alcohols, enols, carboxylic acids,
hydroxylamines, primary amines, and
mercaptans are thus commonly glu-
curonidated. Acetaminophen, clofibrate,
and 1-naphthylamine are examples of
drugs and xenobiotics that are extensively
glucuronidated (Fig. 8).

Trisubstituted amines, nitrogen hetero-
cycles, and a few other nitrogen-containing
functionalities are unique in that they can
be glucuronidated in the absence of de-
protonation to give quaternary, charged
products. An example of such a trans-
formation is the glucuronidation of ke-
totifen (Fig. 8). Carbon glucuronidation
is possible with compounds such as

phenylbutazone that have highly acidic
carbon atoms.

Glucuronyl transferase activity depends
on a variety of factors, including age,
diet, genetic factors, hormonal status,
and cigarette smoking. The increase
in glucuronidation observed during the
neonatal period is very important be-
cause bilirubin, the catabolite of heme,
is not readily excreted unless it is first
glucuronidated. The low levels of glu-
curonosyltransferase activity at birth can
result in bilirubin accumulation, jaundice,
and nervous system damage unless mea-
sures (usually phototherapy) are taken to
eliminate bilirubin by other mechanisms
until the appropriate glucuronosyltrans-
ferase increases to the appropriate func-
tional level.
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Fig. 8 Examples of glucuronides in which the functionality that is
glucuronidated is (a) the phenol group of acetaminophen, (b) the carboxylic acid
of clofibrate, (c) the amino group of 1-naphthylamine, and (d) the trisubstituted
amine group of ketotifen.
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4.2
Sulfotransferases

Sulfotransferases are soluble enzymes
that transfer the sulfate group from 3-
phosphoadenosine-5′-phosphosulfate to a
nucleophile on the drug or xenobiotic
(Fig. 9). The pKa value (∼ −7) of the
sulfate function is such that the re-
sulting sulfate conjugates are completely
ionized, and therefore more readily elim-
inated, under all physiological conditions.
Sulfation of drugs and xenobiotics is
almost as common as glucuronidation.
The physiological sulfate pool appears
to be limited, however, so that the pro-
portional importance of sulfation often
decreases as the dose of the drug or xeno-
biotic increases.

The range of functionalities that un-
dergo sulfation is similar to, but more

Fig. 9 Sulfation catalyzed by
sulfotransferases involves transfer of the
sulfate group of
3-phosphoadenosine-5′-phosphosulfate
(PAPS) to the substrate, represented in
the figure by an alcohol (ROH).

−O S

O

O

O P

O

O−

O O

H2O3PO OH

N

N

N

N

NH2

PAPS

R-OSO3
−  + −O P

O

O−

O O

H2O3PO OH

N

N

N

N

NH2

HO-R

limited than, the range that undergoes
glucuronidation. Hydroxyl groups, partic-
ularly phenolic groups such as that in
terbutalin (Fig. 10), and amino functions
are the most commonly sulfated. The sulfa-
tion of carboxylic acids, trialkylamines, and
sulfhydryl groups, unlike glucuronidation,
is not observed. In the case of sulfhydryl
groups, limited evidence suggests that
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Fig. 10 Sulfation of the phenol function of terbutalin increases its
polarity and excretability. Sulfation of the N-oxide group of minoxidil
is unusual and produces a metabolite that is responsible for the
vasodilatory properties of the drug (actually a prodrug).
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sulfate derivatives may be formed but react
rapidly with glutathione or other protein
sulfhydryls to give disulfide products. Sul-
fation accelerates xenobiotic excretion but,
in a few instances, converts prodrugs to
their active form. The best example of this
is conversion of the vasodilatory prodrug
minoxidil to its physiologically active sul-
fate metabolite (Fig. 10).

4.3
N-Acyl Transferases

N-Acyl transferases are involved in three
pathways of xenobiotic metabolism: (1)
conjugation of the carboxyl group of xeno-
biotics to the α-amino group of various
amino acids to give amino acid conjugates,
(2) acetylation of the amino functions
of xenobiotics, and (3) acetylation of the
cysteine conjugates produced by the glu-
tathione transferase pathway (Sect. 4.5). In
each of these acetylation reactions, the
carboxyl group is first activated by en-
zymatic conversion to the corresponding
CoA ester. This reaction is catalyzed by
ATP-dependent acid:CoA ligases that are
also involved in the formation of medium-
length fatty acid CoA esters. For the
formation of amino acid conjugates, the
carboxyl group of the xenobiotic is acti-
vated, whereas acetyl CoA provides the ac-
tivated carboxyl function for N-acetylation
of the amino functions in xenobiotics or
the α-amino groups of cysteine conjugates
(Sect. 4.5). Transfer of the activated acyl
moiety from the acyl CoA to the amino
group of the acceptor is catalyzed by N-acyl
transferases.

The most common amino acids in-
volved in the formation of amino acid
conjugates in mammals are glycine, glu-
tamine, and taurine, although conjugates
with arginine, asparagine, histidine, ly-
sine, and serine are also formed in a

species-dependent manner. The N-acyl
transferases and the enzymes that synthe-
size the acyl CoA esters belong to enzyme
families located primarily in the matrix of
liver and kidney mitochondria. The range
of xenobiotics susceptible to amino acid
conjugation is restricted to compounds
with a carboxylic acid function. The reac-
tion is catalyzed by acyl-CoA:amino acid
N-acyltransferases. The increase in po-
larity achieved by this transformation is
modest because the reaction replaces one
carboxylic acid function with another and
therefore does not greatly alter the ioniza-
tion state of the xenobiotic. The conversion
of benzoic acid to hippuric acid by conju-
gation with glycine is a case in point.

PhCO2H −−−→ PhCOSCoA

−−−→ PhCONHCH2CO2H

The acetyl CoA–dependent acetylation
of xenobiotic amino groups is catalyzed
by cytosolic N-acetyl transferases. In man,
one form of the enzyme predominates in
the liver and gut and another in extrahep-
atic tissues. Arylamines and hydrazines
are the most commonly N-acetylated func-
tions, although the reaction also occurs
with sulfonamides, aliphatic amines, and
related functions. Typical examples of this
process are the N-acetylation of isoni-
azid and sulfamethazine (Fig. 11). Because
acetylation decreases rather than increases
the polarity of the xenobiotic, it can occur
at any stage in the metabolic process.

The ability to N-acetylate xenobiotics is
polymorphically distributed in the human
population and has therapeutic and toxi-
cological consequences. For a given dose
of a drug, slow acetylators accumulate
higher concentrations of the parent drug
than fast acetylators. This can have clini-
cal and pathological consequences if the
therapeutic index of the drug is fairly
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Fig. 11 N-Acetylation of a hydrazine (isoniazid) and an aryl amine (sulfamethazine),
two typical reactions catalyzed by N-acetyl transferases.

narrow. For example, slow acetylators
are more susceptible to the peripheral
neuropathy associated with isoniazid or
the lupus erythematosus side effect of
hydralazine. The variability of the N-
acetylation phenotype in humans is due,
at least in part, to point mutations in the
N-acetyltransferase genes.

4.4
Methyl Transferases

N-, O-, and S-methylations of xenobiotics
are catalyzed by S-adenosyl-L-methionine-
dependent methyltransferases, includ-
ing enzymes such as catechol O-
methyltransferase and indolethylamine N-
methyltransferase, whose primary sub-
strates are endogenous neurotransmitters

and their metabolites (Fig. 12). The sub-
strate specificities of these enzymes are
broad enough that they often also methy-
late drugs that have the required func-
tionality and structurally resemble the
endogenous substrates. Methylation of
the meta-hydroxyl group in a catechol
substrate such as dopamine (Fig. 12) is
usually favored over methylation of the
para-hydroxyl, although both products are
formed. One consequence of the fact that
the primary function of the N- and O-
methyltransferases is the metabolism of
endogenous substrates is that methylation
of hydroxyl and amine groups primarily
occurs with xenobiotics that structurally
resemble endogenous neurotransmitters.
A second consequence is that the polarity
of the substrate is decreased rather than

HO
NH2

HO

Dopamine

HO
NH2

CH3O

N

NH2

H
Indolethylamine

N

NHCH3

H

Fig. 12 Methylation of the catechol group of dopamine and
the primary amine group of indolethylamine.
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increased by methylation. Methylation and
N-acetylation are therefore the two general
pathways that decrease substrate polarity.

4.5
Glutathione Transferases

Glutathione is a tripeptide in which the
carboxyl and amino groups of cysteine
are linked respectively to a glycine and
the γ -carboxyl group of glutamic acid
(Fig. 13). Incorporation of cysteine into
this tripeptide protects it from utilization
in protein synthesis and makes possi-
ble the accumulation of high (5–10 mM)
concentrations of the cysteine sulfhydryl
in tissues. These high concentrations
are desirable because glutathione serves
as the major line of defense against
electrophilic, chemically reactive species,
including xenobiotics, xenobiotic metabo-
lites, and reactive oxygen derivatives.
Highly reactive electrophilic metabolites
can be trapped by direct, uncatalyzed
reaction with the glutathione sulfhydryl
group, but the addition of glutathione to
moderately or weakly electrophilic com-
pounds is catalyzed by a family of en-
zymes known as glutathione transferases.
The glutathione transferases have broad,

overlapping substrate specificities and are
primarily, but not exclusively, located in
the cytosol.

Glutathione reacts chemically or with
the catalytic assistance of a glutathione
transferase with essentially all electrophilic
functionalities, including alkyl and acyl
halides (Fig. 13), epoxides (Fig. 14), elec-
trophilically activated aromatic ring sys-
tems (Fig. 14), and α, β-unsaturated car-
bonyl compounds (Fig. 15). The products
of the reactions are the thioethers or
thioesters in which the cysteine sulfhydryl
has added to the electrophilic center,
usually with concomitant displacement
of a leaving group from the same cen-
ter. The glutathione transferases promote
these reactions, in part, by simply bind-
ing the lipophilic, electrophilic substrates
in close proximity to the enzyme-bound
glutathione.

Glutathione conjugates are usually more
polar and/or highly ionized than the parent
xenobiotic due to the hydrophilic nature
of the tripeptide and the presence of
ionizable amino and carboxyl functions
in it. Glutathione conjugates are actively
transported out of cells, but the con-
jugates undergo further transformation
before they are excreted. Glutamic acid
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Fig. 13 The sequence of steps involved in conjugation of the tripeptide glutathione
with an electrophilic substrate, here methyl bromide, and subsequent processing of
the glutathione conjugate to the N-acetylcysteine conjugate that is actually excreted.
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Fig. 14 Addition of glutathione
to the epoxide of styrene oxide
and the activated aromatic ring
of a herbicide. GSH stands for
glutathione.
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Fig. 15 Acetaminophen is oxidized by cytochrome P450 to a chemically
reactive iminoquinone structure that is trapped by glutathione to give a
glutathione conjugate. In the absence of glutathione, the iminoquinone
alkylates multiple liver proteins.

and glycine are first removed from the
conjugate by the ordered, sequential action
of a γ -glutamyl transpeptidase and a pep-
tidase (Fig. 13). High concentrations of
these enzymes are found in the kidney.
The cysteine conjugate obtained by re-
moval of the two protective amino acids is
then N-acetylated by the action of an acetyl
CoA–dependent N-acetyltransferase (See
Sect. 4.3). N-Acetylation converts the zwit-
terionic amino acid derivative into a
simple carboxylic acid and thus prevents
reabsorption of the conjugate from the
kidney by amino acid transporters. The
N-acetyl cysteine conjugates, known as
mercapturic acids, are generally excreted
in the urine.

The cysteine conjugates prior to N-
acetylation, or regeneration by hydrolysis
of the N-acetyl group of the mercapturic

acid derivatives, are subject to an
alternative metabolic pathway initiated
by a β-lyase. This pyridoxal phosphate-
dependent enzyme catalyzes removal
of the proton adjacent to the amino
group with concomitant elimination of
the thioether or thioester group. The
products of the reaction are the sulfhydryl
derivatives of the original xenobiotic and
pyruvic acid (CH3COCO2H) (Fig. 16).
The free sulfhydryl group is then
methylated by an S-adenosyl-L-methione-
dependent S-methyl transferase (See
Sect. 4.4). The thiomethyl product is
relatively nonpolar and can be oxidized
by a cytochrome P450 or flavin-containing
monooxygenase to the corresponding
sulfoxide.

The high concentrations of glutathione
present in most tissues provide a reserve



68 Biotransformations of Drugs and Chemicals

NH2

OHRS

O

RSH +
O

OH

O

R CH3

S

O

R CH3

S

Fig. 16 The cysteine β-lyase pathway
for the metabolism of cysteine
conjugates derived by normal
proteolytic processing of glutathione
conjugates. The thiol derivative released
from the cysteine conjugate by the
action of cysteine β-lyase can be
methylated by an S-methyltransferase
and subsequently oxidized to the
sulfoxide by a monooxygenase.

for the detoxification of reactive, elec-
trophilic compounds. This reserve is nev-
ertheless limited and exposure to large
amounts of electrophilic species can result
in its temporary depletion. Depletion of
the glutathione reservoir in the face of
continued exposure to electrophilic prod-
ucts can result in life-threatening cell and
organ damage. The relationship between
glutathione depletion and cell damage has
been most extensively studied with ac-
etaminophen, a small fraction of which
is oxidized by cytochrome P450 to a
highly reactive iminoquinone derivative
that is normally detoxified by glutathione
(Fig. 15). The protection provided by glu-
tathione is such that normal doses of
this over-the-counter analgesic agent are
nontoxic. Ingestion of large doses of
acetaminophen, however, results in the
formation of sufficiently large amounts of
the reactive metabolite that the glutathione
reservoir is depleted. The iminoquinone
metabolite is then free to react with cellu-
lar constituents, causing hepatic necrosis
and, if the damage is sufficiently exten-
sive, death. The same toxic consequences
are observed but at a lower dose of
acetaminophen if the glutathione concen-
tration is first depleted by administration
of a second agent or if the proportion of the
reactive metabolite is increased by induc-
tion of the appropriate cytochrome P450
enzyme.

5
Xenobiotic Metabolism and Toxicity

The low reaction control implicit in
the broad specificity of drug-metabolizing
enzymes and the unpredictable diver-
sity of xenobiotic structures make drug
metabolism a major contributor to the
toxicity and carcinogenicity of xeno-
biotics. For example, the cytochrome
P450–catalyzed oxidation of aflatoxin and
polycyclic aromatic hydrocarbons to epox-
ides (Fig. 6) that bind covalently to DNA
is directly responsible for the carcino-
genic properties of these substances.
The analogous covalent binding of re-
active metabolites to proteins is respon-
sible for the toxic properties of many
xenobiotics. Thus, the oxidation of allyl
alcohol by alcohol dehydrogenases pro-
duces acrylaldehyde (CH2=CHCH2OH→
CH2=CH−CH=O), a reactive electrophi-
lic agent that alkylates proteins and causes
tissue damage. As noted in Sect. 4.4,
a major role of the glutathione sys-
tem is to prevent tissue damage by
trapping metabolically produced reactive
species. The relationship between the glu-
tathione system and toxicity has been
most clearly defined in the case of ac-
etaminophen. Thus, the metabolism of
lipophilic compounds is essential for their
elimination but not infrequently produces
species of higher toxicity than the parent
structure.
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6
Therapeutic Aspects of Drug Metabolism

The magnitude and duration of drug
action is controlled by the extent and
rate of absorption of the drug, the ex-
tent and rate at which it is delivered to
the target site, the extent and rate of
its metabolism, and the rate at which
it is cleared from the body. Factors
that influence the role of metabolism
in determining drug action include ex-
posure to other drugs or xenobiotics,
genetic makeup, gender, diet, age, and
alterations in physiological status. Con-
comitant exposure to a second xenobiotic
can increase the metabolism of a com-
pound by enzyme induction or decrease
its metabolism by enzyme inhibition.
For example, phenobarbital increases the
metabolism of phenytoin when both are
used in the treatment of epilepsy by in-
ducing cytochrome P450 isoforms that
oxidize phenytoin.

The genetic makeup of the individual
is important because the levels of indi-
vidual drug-metabolizing enzymes in the
human population are genetically deter-
mined. Gender and physiological status
are important because hormonal factors
alter, among other parameters, the levels
and types of drug-metabolizing enzymes.
The profile of drug-metabolizing enzymes

is thus determined by a combination of
heredity and environment and varies from
individual to individual.

7
Species Differences and Extrapolation to
Humans

In view of the sensitivity of drug-
metabolizing systems to genetic and en-
vironmental factors, it is not surpris-
ing that there are major differences in
the metabolism of xenobiotics by dif-
ferent species. The species-dependence
of drug metabolism is a major con-
cern in the extrapolation to humans of
metabolic, pharmacokinetic, and toxico-
logical data obtained with animals. In-
terspecies variability involves xenobiotic
absorption, distribution, and excretion as
well as metabolism. Unfortunately, no sin-
gle animal is a reliable mimic of drug
metabolism in humans, although on the
average the rhesus monkey is probably
one of the better mimics. For example,
glucuronidation is a negligible metabolic
pathway for oxaprozin in rats, but accounts
for roughly half of the total metabolic prod-
ucts in rhesus monkeys and man (Fig. 17).
It is not uncommon, however, for other
species to predict the metabolism of spe-
cific xenobiotics via individual pathways
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Fig. 17 Glucuronidation of oxaprozin is a major pathway of metabolism in humans
and rhesus monkeys but not in rats.
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better than the rhesus monkey. The ex-
trapolation and scaling of drug metabolism
data from animals to humans, despite its
practical importance, is therefore still a
difficult and imprecise science.

8
High-throughput Methods in Drug
Metabolism Studies

The acceleration of lead candidate dis-
covery by combinatorial synthesis and
high-throughput screening methods, com-
bined with the realization that metabolism
and pharmacokinetics are critical deter-
minants of a candidate’s success, has
led to efforts to develop methods that
allow a large number of drug can-
didates to be screened for metabolic
properties at an early stage of the
drug discovery process. The proper-
ties of greatest interest are absorption,
metabolism, and the inhibition and in-
duction of individual cytochrome P450
enzymes. The approaches being pursued
include computational methods for the
prediction of probable metabolic pro-
files, in vitro studies of metabolic sta-
bility, reporter constructs in which the
activation of receptors responsible for
the induction of specific cytochrome
P450 enzymes is readily visualized,
DNA and protein microarray analysis of
changes in metabolic enzyme levels, and
high-throughput mass spectrometric ap-
proaches to determining actual metabolite
profiles.

See also Bioorganic Chemistry;
Drug Bioavailability, Distribution
and Clearance Prediction.
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Keywords

Gene
A part of genome, which is coded for proteins or templates of many functional RNAs.

Genome
A set of genes, which are required for a particular organism.

Gene Expression
A process in which DNA of a gene is transcribed into RNA, and then translated into
protein.

Alignment Algorithm
A computer algorithm used to compare multiple nucleotide or amino acid sequences.

SNP Classification
A classification that is necessary because current single nucleotide polymorphism
(SNP) data tend to have errors.

EST Orientation
EST sequences can be aligned onto genomic DNA according to which strand of the
genomic DNA is transcribed.

Oligomer Design
Oligo-nucleotide whose sequence is unique within the particular genome is useful for
various purposes, for example, designing of DNA-chip.

� One of the major objectives of the Human Genome Project (HGP) was to list the
entire set of genes and their functions together with control mechanisms written in
the human genome. Thus, genome-wide mRNA/cDNA analyses were conducted at
about the same time as the major research topic of the Human Genome Project. The
first approach was to compile a complete catalog of genes written in the genome of
particular organisms, such as human or mouse, through a random collection of ex-
pressed cDNA sequences (expressed-sequence tags, ESTs). The second approach has
more focus on the status of expressed genes through the acquisition of expression
profiles of mRNA/cDNA (body mapping) isolated from a particular cell group, tissue,
or organ. Much of the EST approach, such as the gene cataloguing project,
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is qualitative. In contrast, body-mapping projects are designed to clarify the
differences of cells or tissues in terms of gene expression profiles; thus, they
have to be quantitative at every step during the experiment. Integration of millions
of EST alignments on the human genome needs browsers that facilitate efficient
searching and browsing of an enormous quantity of EST alignments. To achieve
this goal, it is essential to meet specific computational requirements, such as the
acceleration of sensitive-but-slow (dynamic programming) alignment algorithms,
and the resolution of EST orientations. Genome browsers such as Ensembl, UCSC,
NCBI, and GRL support these functions.

1
Overview

Nearly two years after the publication of the
historic paper on the human draft genome
sequence and initial analyses, sequenc-
ing of most of the euchromatin region
of the human genome is near completion,
ushering in the age of genome science (an-
nouncement of the completion of human
genome was made in April 2003). The com-
plete sequence of the human genome or
any genome will provide researchers and
the society with valuable information con-
cerning the positions and primary struc-
tures of genes, genetic markers, repetitive
sequences, functional elements, and lines
of evidence of chromosomal rearrange-
ment during human evolution. Many of
these aspects are, at present, incompletely
understood, and await intensive studies
in the future by scientists from various
disciplines. Structural analyses of other
functionally important elements, such as
centromeric and telomeric regions that
are buried in heterochromatin must wait
for a longer period. In addition, the se-
quences and position data will be updated
for many years.

However, the sequence we will see in
a database of a human genome is a sort
of patchwork of several genomes because

of the technical considerations relating to
the sequencing and preparation of DNA
materials. Thus, the sequence in the public
databases (GenBank, DDBJ, and EMBL)
should be regarded as a reference set for
our genome. It is very important, when
we look at the sequence data, that we keep
in mind that the human genome does
not reflect the heterogeneity of human
population. Because of this, variation
studies, such as identification of Single
nucleotide polymorphisms (SNPs) and
typing of haplotype patterns using various
human subpopulations will be important
to identify the functional differences linked
with specific genomic variation. In other
words, functional studies of personal
differences will be the basis of the medical
and pharmaceutical studies in the future.

In this chapter, a set of databases and
tools that we believe will be useful to
such studies will be presented. Statistical
and mapping data presented in the later
section of this chapter are calculated using
human genome assembly data available in
January 2003.

1.1
Genes and Genome

One of the major objectives of the Hu-
man Genome Project (HGP) was to list
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the entire set of genes and their functions
together with control mechanisms written
in the human genome. However, thanks
to the progress of recent molecular biol-
ogy/genetics over the past decade, we now
know that genes are not mere stretches of
nucleotides but are dynamically controlled,
depending on, for example, the develop-
mental stages, and the conditions of the
outer environments of cells or organisms.
Thus, genome-wide mRNA/cDNA analy-
ses were conducted at about the same time
as the major research topic of the Human
Genome Project.

Several different approaches have been
tested and are still in use for these pur-
poses. The first approach was to compile
a complete catalog of genes written in
the genome of particular organisms such
as human or mouse through a random
collection of expressed cDNA sequences
(expressed-sequence tags, ESTs) from var-
ious tissues. Once as many of these as pos-
sible have been collected, computational
methods involving clustering were used
to compile each of the cDNA fragments
into groups of mRNA sequences, based
on their sequence similarities. In other
words, the final goal of this kind of ap-
proach is to make a list of entire genes and

their genomic localizations linked with
annotated databases. Recent development
of a high-throughput computational ap-
proach is discussed in the later part of
this chapter.

The second approach has more focus
on the status of expressed genes through
the acquisition of expression profiles of
mRNA/cDNA (body mapping) isolated
from a particular cell group, tissue,
or organ. Human body mapping was
first started using quantitatively prepared
cDNA libraries constructed from mRNA
isolated from anatomically purified cells
or tissues through microscopic dissection,
cell culture, and other cell purification
technologies (Fig. 1). For the experimental
details of body mapping, refer to the
previous edition of this encyclopedia. An
alternative approach to determine the
expression profiles is SAGE and DNA
microarrays that will be discussed in
other chapters.

Expression profiling is the only practi-
cal approach to quantify the extent and
to characterize the specificities of gene
expression in a particular cell at a spe-
cific time, through the identification of
gene signature, elements of gene expres-
sion control, and the network of gene

Gene signature

Mbol
GATC

AAAAA AA AA
L L L L L LL L L

Fig. 1 Libraries and data collection: All libraries used, harbor only
the 3′-terminal cDNA fragments made by digesting vector-primed
cDNA molecules with MboI (GATC) in order to facilitate the 3′-EST
collection and to minimize the difference in cloning efficiencies
among transcripts of different sizes. They were not subjected to
amplification, prescreening, or normalization. Accordingly, the
clonal recurrence roughly represents transcript abundance in this
library.
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functions. Altogether, combined with ge-
nomic sequences, we will understand the
exact mechanisms and signals of gene ex-
pression control written in genomic DNA
in the near future through experimental
data obtained from such studies.

1.2
Body-Map Data

Much of the EST approach, such as the
gene cataloguing project, is qualitative. In
contrast, body-mapping projects are de-
signed to clarify the differences of cells
or tissues in terms of gene expression
profiles; thus, they have to be quantita-
tive at every step during the experiment.
In general, the following points have to
be considered very carefully when carry-
ing out an expression-profiling experiment
or interpreting the experimental data ob-
tained from such projects. First, it is
important to know the origin and qual-
ity of the tissue or cells from which
cDNA libraries are prepared. This is es-
pecially important when comparing data
obtained from different mRNA sources
such as tissues, organs, individuals, or
species. Secondly, the quality and com-
plexity of the cDNA library have to be
carefully examined. Thirdly, any sampling
procedure potentially has biases that will
severely affect the composition of the fi-
nal dataset. Without these precautions and
evaluation of starting materials and ex-
perimental steps, the data will lead to
improper conclusions. Statistical assess-
ment of the data as well as the linearity of
measuring technology are also important,
especially when using fluorescently la-
beled material because both body mapping
and DNA chip technology have experi-
mental characteristics that users have to
be aware of when interpreting the final
data.

2
Integration of Millions of EST Alignments
on the Human Genome

Before the human draft genome became
available, ESTs were classified primarily
on the basis of sequence similarities. Uni-
Gene, for example, employs this method
to produce clusters of ESTs. In contrast,
the advent of the draft human genome se-
quence makes it possible to align millions
of ESTs with the genomic sequence.
Integration of these alignments is help-
ful in identifying groups of ESTs that
are coded at the same locus, in gather-
ing information on alternatively spliced
transcripts and their representatives (see
Fig. 2), and in associating gene expres-
sion patterns with specific loci. It is
noteworthy that these two approaches are
likely to output different clusters for ESTs
that have low-level sequence similarities.
This is because the traditional sequence-
similarity approach tends to overlook a
typical cluster of alignments that share
a small number of exons at the same
positions.

2.1
Association of Gene Expression Patterns
with EST Groups on the Human Genome

Correlation of expression patterns with
loci of gene clusters is a crucial step
in functional analysis. In an effort to
achieve this task, one can attempt to
align ESTs associated with gene expression
patterns in various tissues with the human
genome. For instance, the expression
levels of BodyMap representative genes in
30 distinct human tissues are available.
BodyMap sequences are hundreds of
base pairs in length and are therefore
sufficiently long to locate their positions in
the human genome. This makes it possible
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Fig. 2 Identification of alternatively spliced
transcripts and their representatives: there are
millions of redundant EST alignments, because it is
possible for several distinct ESTs to map to the
same locus. In this case, alignments that share
common exons on the same strand should be
placed in the same group. In the figure, all of the
EST sequences are aligned in the 5′ to 3′ direction
and displayed from left to right. Each thick line
represents the alignment of one EST, in which the
narrow yellow boxes are exons, orange boxes are
protein coding regions, and the brown boxes are
introns. (See color plate p. xxi.)

to annotate about 10 500 EST loci with
BodyMap gene expressions.

2.2
Identification of Alternative Splice Forms

Integration of millions of EST align-
ments enables us to collect alternatively
spliced transcripts and their represen-
tatives. Figure 2 illustrates a group of
alignments in which the second line from
the bottom represents the EST align-
ment of the RefSeq sequence (TAC1,
NM 003182) that contains seven exons,
while some alternatively spliced tran-
scripts do not use the fourth and sixth
exons. Since the protein-coding region
(CDS) in the second-from-bottom align-
ment starts with the second exon and
ends with the last (seventh) exon, the
bottom alignment, which skips the sixth
exon, actually encodes a different protein
than the second-from-bottom alignment.
Similarly, the third- and fourth-from-
bottom alignments do encode distinct
proteins.

2.3
Data Cleansing and SNP Classification

Single nucleotide polymorphisms, DNA
sequence variations among individuals,
have been collected and are stored in

databases such as dbSNP (http://www.
ncbi.nlm.nih.gov/SNP) and Japanese SNP
(http://snp.ims.u-tokyo.ac.jp/). The entry
of each SNP involves two sequences
that are located before and after the
SNP nucleotide, for the identification of
the SNP nucleotide, thereby demanding
the alignments of the two sequences
with the human genome specify the
unique location of the SNP nucleotide.
Thus, selection of those sequences that
map with at least 99% identity to a
unique location in the draft genome is
effective in eliminating the incorrect SNPs.
Furthermore, integration of millions of
EST alignments is helpful in classifying
the aligned SNPs as regulatory, coding, or
noncoding, according to their locations.

3
Computational Methods

Integration of millions of EST alignments
on the human genome needs browsers that
facilitate efficient searching and brows-
ing of an enormous quantity of EST
alignments. To achieve this goal, it is
essential to meet specific computational
requirements, such as the acceleration
of sensitive-but-slow (dynamic program-
ming) alignment algorithms, and the res-
olution of EST orientations.
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3.1
Query into Database of EST Alignments

Since millions of EST alignments with
the huge human genome constitute a very
large database, various ways to access
alignments are indispensable to obtain
valuable information. For instance, in a
positional cloning project for hunting a
human disease gene, if some linkage
data suggest that the gene of interest
lies between two sequence-tagged site
markers, it is informative to enumerate
all the known genes and the single
nucleotide polymorphisms in the interval
between the two markers. It would then
follow the precise analysis of alternatively
spliced transcripts or individual SNPs
that fall within the coding region of
a gene. Furthermore, association of a
BodyMap sequence with the coding region
provides the expression levels of 30
distinct human tissues as supplementary
information. These tasks are comfortably
facilitated by devising query and search
functions in the database that accepts
the STS marker name, the GenBank
accession number, the RefSeq symbol
name, the BodyMap GS number, or the
raw sequence of nucleotides of interest.
It is also helpful to provide a graphical
interface that is capable of browsing
genes in one chromosome or in one
BAC contig, the exon/intron structure

of alternatively spliced transcripts, and
the exact positions of SNPs by zooming
in and out of the map smoothly and
seamlessly. Genome browsers such as
Ensembl, UCSC, NCBI, and GRL partly
support these functions.

3.2
Efficient Computational Alignment of ESTs
with the Human Genome

Here, we briefly mention the key ideas
relating to efficient and complex computa-
tional methods to align four million ESTs
to a newly revised draft genome in just
one day. Figure 3 depicts an efficient way
of processing millions of ESTs in a rea-
sonable amount of time while retaining
sensitivity. The algorithm consists of three
key steps. The first step is to build an index
lookup table (hash table) of the positions
of all the nucleotide sequences of length
N (called N-mers) in the DNA sequence.
The index aids in locating a single N-mer,
say 8mers, instantly, and this represents
a crucial step in accelerating the overall
performance of mapping millions of ESTs
in the genome. The second step is to ap-
proximate the start and end positions of
each EST alignment by mapping, for in-
stance, 12mers at each end of an EST,
which is illustrated in the upper part of the
figure. The algorithm scans the EST from

Fig. 3 Accelerated dynamic
programming of EST
alignments using an index
lookup.

Approximation of the starting and ending positions

Optimal alignment of the remaining part

Genome

Genome

EST

EST
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the 5′-end until it finds one 12mers that
fully matches to the genome; some 12mers
are not immediately evident because of er-
rors in the EST sequences. Similarly, the
algorithm scans the EST from the 3′-end.
The third step is to align the intervening
sequence, that is, the sequence between
the 12mers at the start and end. The lower
part of the figure illustrates a special case,
in which our algorithm fractionates an EST
into two exons and aligns the exons to the
DNA sequence. This method is generally
capable of processing ESTs that have more
than two exons or intronless ESTs. In situ-
ations in which there are multiple potential
candidates at the start and end positions,
the intervening sequences are investigated
with every combination of ends. At the in-
tron boundaries between two exons, it is
necessary to move the windows of the two
exons so that the exon/intron junctions
obey the so-called ‘‘GT. . .AG’’ rule.

3.3
Resolution of EST Orientations by
Alignments

Individual ESTs are aligned against both
the plus and minus strands of the genome.
However, even if an EST is aligned to
one strand, the EST might actually be
read from the other strand. To resolve
EST orientation, considering the combi-
nations of EST alignments on genome is
effective. The standard test would be to
check whether the EST contained poly-
A stretches or polyadenylation signals.
The existence of a poly-T subsequence
at the beginning of an EST indicates
that the sequence should be reversed
and then complemented to achieve the
correct orientation. However, this check
does not always work, since the 3′-end
sequences are lacking for many ESTs.
Another useful rule of thumb is to look

at the introns of each EST alignment
and to infer the orientation by utiliz-
ing the ‘‘GT. . .AG’’ rule. For example,
if the intron boundary is ‘‘CT. . .AC,’’
the alignment needs to be reversed and
complemented. However, these two rules
are not able to identify the frequently
encountered, intronless EST alignments
that have neither poly-A stretches nor
polyadenylation signals. In this case, it is
necessary to see whether the alignment
overlaps another EST alignment whose
strand orientation has been already con-
firmed, thereby allowing one to assign
the ambiguous EST alignment to the con-
firmed strand.

4
Use of Human Genome for Observing
Gene Expression Patterns

Sequences such as cDNAs, mRNAs, ESTs,
and partial fragments of human genome
have been the primary sources of de-
signing primers and oligomers for ob-
serving gene expression patterns before
the elucidation of human genome. Be-
cause the human genome involves all
the sequence information, full utilization
of the human genome may yield novel
methods useful in designing primers and
oligomers.

4.1
Identification of Less-frequent
Subsequences

Traditional methods of primer design
make it difficult to select primers that
hybridize at only one position. Although
RepBase encompasses well-known repet-
itive sequences, such as Alu, LTR, and
LINE, its coverage of less-frequent repeti-
tive sequences is incomplete. Fortunately,
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the use of entire genomic sequences
appears to offer an effective solution to
these problems, because subsequences
that appear at extremely low frequencies
in the genome would be good primers.
Thus, the number of occurrences (fre-
quency) of a subsequence of length N
(an N-mer) would serve as a criterion
to assess subsequence uniqueness. Sub-
sequently, our primary interest is to list
N-mers that appear only once in the
genome, that is, unique N-mers. The num-
ber of unique N-mers in human genome
expands as N increases, but the num-
ber converges once N exceeds 18. There
are about 1.7 billion unique 18mers, in-
dicating that unique 18mers make up
approximately half of all the 3 billion
18mers, and efficiently cover the entire
human genome.

4.2
Selection of Oligomers, and Genome
Markers

As mentioned above, to evaluate the speci-
ficity of primers about 20-nucleotides long,
the first step is to determine how fre-
quently they occur. However, for longer
oligomers or genome markers of about
50 nucleotides, determination of their
frequencies is not useful because the fre-
quencies are usually 1. A more suitable
procedure would be to consider the mis-
match tolerance of an oligomer, that is,
the minimum number of mismatches
that allow a given oligomer to match
a subsequence other than the target se-
quence anywhere in the genome. Although
calculating the exact value of mismatch
tolerance is computationally costly and im-
practical, it becomes feasible to check if an
oligomer meets the relaxed constraint that
its mismatch tolerance is no less than a
given threshold.

See also DNA Libraries; Genet-
ics, Molecular Basis of; Genomic
DNA Libraries, Construction and
Applications; Gel Electrophoresis,
2D-difference.
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Keywords

Neural induction
The first step involved in forming neural tissue.

Early patterning
Steps involved in dividing neural tissue along the A–P and D–V axes.

Differentiation
Generation of distinct types of cells and/or cellular organization (e.g. nuclei, layers, and
so on) in the patterned tissue.

Wiring
Formation of cell processes and connections into functional neuronal circuits.

� The human brain is an intricate organ with over a hundred billion cells. Brain
activity is precisely coordinated to generate electrical and hormonal signals that
control basic body functions, movement, awareness, and behaviors. Intriguingly,
the incredible complexity of the brain is formed from a simple cellular sheet
called the neural plate. A progressive series of precisely controlled morphogenetic
movements, in combination with cell proliferation, differentiation, and specification
of regional character, generates functionally distinct brain structures. In this article, I
summarize some of the crucial events happening at the cellular and molecular levels
during neural development to help understand the complex processes implicated in
vertebrate brain organization.
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1
Neural Induction – The First Step Involved
in Forming Neural Tissue

One of the most important events that
occur during early vertebrate embryogen-
esis is gastrulation, by which all the three
germ layers; ectoderm, mesoderm, and endo-
derm are first established. Neural tissue is
formed in the ectodermal layer overlying
the mesodermal tissue. In 1924, Spemann
and Mangold demonstrated that during
early gastrulation a distinct population of
cells around the dorsal lip in amphibian
embryos had the ability to induce an ad-
ditional head and trunk if grafted into the
opposite site of the dorsal lip (i.e. presump-
tive epidermis) of a host embryo (Fig. 1a).
Notable was the fact that the cells in the
newly formed head and/or trunk struc-
tures were totally derived from the host
embryo, indicating that the grafted tissue
had an instructive role in organizing the
head and trunk tissues. The cells that har-
bored the ability to induce the secondary
axis in the embryo were named organizer.
The organizer tissue in their experiment
had the ability to pattern the mesoderm,
including the notochord (Fig. 1a). Similar
organizer regions have been shown to have
a role in the formation and patterning of
the axial mesoderm in various organisms,
and these regions indeed induce addi-
tional neural tissues/axes in developing
embryos. Collectively, such processes are
termed neural induction. While Spemann
and colleagues proposed that distinct tis-
sues appear to induce either anterior or
posterior characters in the neural tissue
of amphibian embryos, Nieuwkoop later
suggested a two-step model. In this case,
an early activating signal induces neu-
ral tissue with an anterior character (i.e.
forebrain), and a second posteriorizing or
transforming signal that converts neural

tissues into a more posterior character fur-
ther produces regional differences along
the axis (i.e. hindbrain and spinal cord).
Both classical models that explain frog
neural induction involve a degree of neu-
ral patterning as very early events. In
mice, three distinct tissues, the early gas-
trula organizer (EGO), anterior visceral
endoderm (AVE), and anterior epiblasts,
have been implicated in playing a critical
role in the induction of anterior neural
structures during early gastrulation stages
(Fig. 1c). EGO is a cell population in the
early primitive-streak stage of the embryo,
which displays the cellular properties typ-
ical of Spemann’s frog organizer. The
transplanted EGO/node region indeed has
the ability to induce the secondary axis with
posterior neural characters, but the AVE as
well as the anterior epiblast are further re-
quired to induce complete sets of anterior
neural structures in mouse embryos, indi-
cating that multiple signaling mechanisms
should be involved in neural induction
events to simultaneously generate regional
differences along the Anterior–Posterior
(A–P) axis. I will come back to this point
later (Sect. 2,on A–P patterning).

Basic molecular mechanisms involved
in neural induction appear to be conserved
among vertebrates and invertebrates, al-
though tissue organization of the three
germ layers varies from species to species.
Key molecules determining neural and
nonneural tissues are a signaling fac-
tor, Decapentaplegic (Dpp)/bone morpho-
genetic protein (BMP), and its antagonist
secreted from the axial mesoderm, Shorted
gastrulation (Sog)/Chordin. BMP signal-
ing participates in the process that converts
cells into surface ectoderm (skin), and cells
in which the Dpp/BMP signal is antago-
nized by Sog/Chordin inhibitors are fated
to form neural tissue (Fig. 1a). It is now
known, however, that vertebrate neural
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tissue can be generated by the serial induc-
tive actions of surrounding tissues prior to
gastrulation without the organizer and/or
axial mesoderm signals. For example, even
surgical ablations of the notochord as well

as genetic manipulations to mutate genes
expressed in the organizer, that harbors a
role in the formation of the notochord, re-
sult in neural tissue formation. Recently,
using early chicken embryos as a good

Primitative
streak

Primitive streak

Node(EGO)

Extra-
embryonic
mesoderm

Axial mesoderm

Lateral mesoderm

Lateral mesoderm

Axial mesoderm

Paraxial
mesoderm

Paraxial mesoderm

EGO

ne

Anterior
epiblast

AVE

Primitive
streak

Extraembryonic ectoderm

Epiblast

VE
Cripto

Proximal

Distal

P
osteriorA

nt
er

io
r

a p

Node

Bottle cells
may help
involution

Blastpore

Dorsal lip

Blastula Gastrula

Donor

Transplanted tissue mainly contributes
to the secondary notochord

Formation of secondary neural axis
by host cells

Host

Transplanted
dorsal lip

Neural EpidermalEpidermal

BMP BMP BMP BMP BMP BMP

Chordin
Noggin, Cerberus,Follistatin etc.

''Organizer"
(a) Amphibian

Neural Neural

Epidermal Epidermal

Area opaca Hensen's node

Primitive
streak

Late-gastrula

Blastula

Mid-gastrula

a

n

n

N

p

Medial epiblast (Wnt−) Lateral epiblast (Wnt++)

Fgf FgfFGF FGF

WNT WNT

Bmp Bmp
BMP BMP

(b) Chicken

(c) Mouse

E5.5 E6.5 E7.5



Brain Development 91

model system, signaling machineries in-
volved in neural induction were examined,
and a new genetic cascade has been pro-
posed (Fig. 1b). According to the hypothe-
sis, a balance of Wnt (see Fig. 2b) and FGF
(fibroblast growth factor) signaling path-
ways is the most critical aspect of neural in-
duction at earlier stages (Fig. 1b). The BMP
signaling that finally determines the neural
tissue is well-incorporated in this model,
yet it remains elusive to what degree
this hypothesis can explain the intricate
machineries required to establish neural
tissue among various vertebrate species.

2
Early Patterning of the Neural Tissue Along
the A–P and D–V Axes

Neural induction events determine the
definitive area of future neural tissue
within the single-layered ectoderm, termed

neuroectoderm. The neuroectoderm con-
sists of tall epithelial cells and is recog-
nizable as a sheet or plate. All complex
structures of the brain emerge from this
single-layered cellular sheet termed the
neural plate (Fig. 3a). Importantly, the neu-
ral plate has been exposed to different
environments along the A–P and dor-
sal–ventral (D–V) axes in the embryo. This
allows the neural plate to further adopt
distinct features in the central nervous sys-
tem (CNS). I next outline early patterning
events in the neural plate along the A–P
and D–V axes.

2.1
D–V Patterning in the Neural Plate/Tube

The neural plate rolls up, detaches from
the nonneural ectoderm, and finally zips
along the dorsal midline of the embryo
to form a tubelike structure, called the
neural tube (Fig. 3a). The D–V axis in the

Fig. 1 Gastrulation and neural induction in various vertebrate species. (a) Gastrulation and neural
induction in an amphibian embryo. During gastrulation, bottle cells are observed around the
blastpore, allowing the involution of cells (a dotted arrow). Amphibian neural induction events
appear to be very dependent upon BMP (bone morphogenetic protein) signaling inhibition, in which
BMP antagonists such as Chordin, Noggin, Cerberus, Follistatin, and so on secreted from the
organizer play crucial roles. Regarding BMP signaling machineries, see Fig. 2(a) as BMP is a member
of the TGF-β superfamily. (b) Gastrulation and neural induction in chicken embryo. During
gastrulation, mesodermal cells detach from the epiblast layer and emigrate anterior-laterally (dotted
arrows), forming the primitive streak. In the latest model, chicken neural tissue can be formed by FGF
and Wnt signals earlier than gastrulation: At the blastula stage, only lateral epiblast (green) expresses
Wnt3A/8C, demarcating medial epiblast as the prospective neural tissue (light pink region). The Wnt
receptor, Frizzled8, is ubiquitously expressed by all epiblasts at this stage (regarding the Wnt
signaling pathway, see Fig. 2(b)). a, anterior; N, neural tissue; n, future neural tissue, p, posterior.
(c) Gastrulation, neural induction, and early anterior–posterior axis formation during mouse
development. Blue arrows indicate the crucial movement of cells in the endodermal layer,
determining anterior characters of the neuroectoderm. Expression of the secreted molecule, Cripto, is
dynamically regulated at earlier stages, and this is thought to be critical to initiate A–P patterning
events, including the endodermal cell movement as well as primitive-streak formation (purple
region). During gastrulation, mesodermal cells detach from the epiblast layer (light green region) and
emigrate just like those in the chicken embryo (dotted arrows). a, anterior; AVE, anterior visceral
endoderm (dark blue region); E, embryonic day; EGO, early gastrula organizer (red region); ne,
neuroectoderm (pink region); p, posterior; VE, visceral endoderm (light blue region). The light gray
shading indicates Cripto expression, and the axial mesoderm is colored by orange. (See color
plate p. xxii).
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pathway.

neural tube therefore corresponds to the
mediolateral axis in the early neural plate:
both lateral ends of the neural plate, named
the neural ridge, become the dorsalmost

portion of the neural tube, while the
midline of the neural plate, which overlies
the axial mesoderm notochord, becomes
the ventralmost portion of the neural
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tube (Fig. 3a). During the morphogenetic
processes to form the neural tube, termed
neurulation, a group of cells delaminates
from the neural ridge/dorsal midline
(neural crest) of the neural tube and
migrates to generate the neural crest cells.
These cells differentiate into components
of the peripheral nervous system (PNS)
as well as other types of cells including
bones (Fig. 3b). The neural crest cells
can produce such a variety of cell types
that they have often been designated as
the fourth germ layer. The timing of
neural crest cell emigration varies among
species. For example, mammalian cranial
neural crest cells emigrate before the
neural tube is closed, while chicken neural
crest cells first migrate just after the
neural tube closure. The neurulation step
also varies from species to species. For
instance, in fish embryo, neuroectoderm
(the neural keel) first segregates out from
the ectoderm layer as a group of cells,
and later a cavity is generated in the
middle of the segregated tissue to form
the neural tube. Another unique process,
observed in the posterior part of mouse
and chicken embryos, is termed secondary
neurulation. In this process, neural tissues
are segregated from a mixture of cells in
the tail bud and this forms the remainder
of the neural structures in the spinal
cord. The dorsalmost cells in the neural
tube differentiate to constitute the roof
plate, while the ventralmost cells form
the floor plate with distinct features and
functions (Fig. 3a). The sulcus limitans is
an anatomically distinguishable boundary
between the dorsal and ventral neural tube,
and the dorsal half of the neural tube
subdivided by this landmark is termed
the alar plate, while the ventral half is
called the basal plate (Fig. 3a). In the
mature spinal cord, sensory inputs from
the peripherals (i.e. dorsal root ganglia)

innervate the interneurons in the alar
plate (Fig. 3a). Then, the outputs from
interneurons either innervate the brain or
directly rule the motor neurons in the basal
plate, generating the motor outputs to the
peripherals (i.e. muscles) (Fig. 3a). This
organization along the D–V axis in the
spinal cord is also represented in the rest
of the CNS.

D–V differences in the neural tube
are patterned by the surrounding tissues,
among which the notochord and epider-
mal ectoderm (i.e. surface ectoderm) seem
to play pivotal roles. For example, if the
notochord is eliminated at early develop-
mental stages, no ventral identities are
known to emerge (Fig. 3c). Furthermore, if
the notochord is grafted into the medial re-
gion of the early chicken spinal cord, it has
been demonstrated that components in
the basal plate, such as the floor plate and
motor neurons, are ectopically induced
(Fig. 3c). The floor plate has also been
shown to have inducing activity, and a com-
ponent of the signaling molecules is the
secreted molecule Sonic hedgehog (Shh).
Both the notochord and floor plate cells
express this molecule during early neural
development, and experimental data sup-
port a working hypothesis whereby several
types of motor neurons as well as interneu-
rons are produced in response to the Shh
gradient along the D–V axis. According
to the hypothesis, the cells exposed to the
highest dose of Shh become the floor plate
cells, while those exposed to lower doses
constitute the distinct progenitor domains
in the ventricular zone. A gradient of Shh
signaling is also important to eventually
generate several types of motor neurons
and interneurons defined by a differen-
tial expression of transcription factors and
functions (Fig. 4a, b). In vitro experiments
have indeed confirmed that different con-
centrations of Shh set strict thresholds to
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Fig. 4 Shh dependent D–V patterning
in the neural tube. (a) Various cell types
are generated along the D–V axis of the
neural tube. The floor plate cells (FP)
and the underlying axial mesoderm,
notochord cells (N) produce the
secreted molecule sonic hedgehog
(Shh). MN, motor neurons; p,
progenitor domains; RP, roof plate,
(b) Ventral sources of Shh (FP and
N) set a Shh gradient, inducing and/or
repressing distinct sets of transcription
factors within the progenitor domains.
This helps generate various types of
neurons defined by the functions and
gene expression profiles. (c) The
hedgehog signaling machinery revealed
in Drosophila. In vertebrates, there are
three hedgehogs (Sonic, Indian, and
Desert), and Gli transcription factors are
the vertebrate homologs of Ci (cubitus
interruptus).

RP
Commissural
neurons

pD

Association
neurons etc.

p0

p1

p2

p3

pMNpOC

Oligodendrocytes Lhx3
Chx10

V2

V1

V3 V0
Sim1 Evx1

Ist1

En1

Dorsal

Ventral

N

FP

(a)

pD p0 p1 p2 p3pMN

from FP&N

Nkx2.2/2.9

Nkx6.1
Nkx6.2

Pax6

Pax7

Irx3

Dbx2

Dbx1

Repressed by Shh

Induced by Shh

Olig2

Shh

(b)

Hedgehog
− Hedgehog

+

Patched PatchedSmoothened

Smoothened

Costal
Suppressor of fused

Fused kinase

Cubitus interruptus (Ci)

Microtubule Microtubule

Cleaved Ci Large ci

Corepressor
Coactivator

(c)

MN

induce each cell type in the spinal cord.
This raises the question of how a single
molecular gradient can serve to define dis-
tinct progenitor domains along the D–V
axis. The known Shh receptor components
are the seven-transmembrane proteins,

Patched and Smoothened, and interac-
tions between the ligand Shh and the
receptor molecules are shown to finally
activate the Gli transcription factors in ver-
tebrates (refer Fig. 4c). As the degree of
receptor activation appears to control the
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degree of Gli activation, it is assumed that
such differential concentrations of the Gli
molecule in cell nuclei affect the binding
possibility of the target genes, allowing the
distinct sets of downstream transcription
factors to be switched on/off.

In the dorsal half of the spinal cord,
distinct neuronal cell types are generated
at characteristic times and positions. The
identity and pattern of generation of these
dorsal neurons are shown to be dependent
initially on BMP-mediated signals that
derive from the epidermal ectoderm and
induce the dorsal midline cells called the
roof plate. Roof plate cells are further
revealed to provide a secondary source of
TGF (transforming growth factor) beta-
related signals that are required for
the generation of distinct classes of
dorsal interneurons. Additionally, WNT-
secreted molecules are suggested to play
a crucial role in constituting the dorsal
cell types. For instance, when the wnt
genes expressed at the dorsal midline
of the neural tube (Wnt1 and Wnt3a)
are eliminated by gene targeting in
the mouse embryo, expansion of the
neural crest as well as dorsal CNS
progenitors is abolished. This indicates
that local WNT signaling is important
for the patterning and generation of
various types of cells in the dorsal neural

tube. Furthermore, neural crest induction
has been shown to involve interactions
between the neural plate (neuroectoderm)
and epidermal (surface) ectoderm: If an
isolated neuroectoderm and neural plate
are combined in vitro, neural crest cells
are induced at the interface between
these tissues. Recently, Wnt6 localized
in the early chicken surface ectoderm
has been demonstrated to play a role in
initiating neural crest induction, yet the
detailed molecular machinery including
the relationship between Wnt6 and BMP
signaling has not been determined.

The alar/basal boundary, which coin-
cides with the morphologically identifiable
sulcus limitans, has been proposed to
play a critical role in maintaining the
D–V pattern in the neural plate/tube
during development. Cadherin cell adhe-
sion molecules could be responsible for
the process, because one of the cadherin
subclasses, F-cadherin, is found to delin-
eate the alar/basal boundary cells, whereas
other subclasses of cadherins demarcate
a distinct cellular population in the frog
neural plate/tube. Cadherin is a trans-
membrane protein and is known to confer
rigid adhesiveness to cells in a Ca2+ de-
pendent manner (Fig. 5a). More than 20
subclasses have been cloned thus far, and
notable is the fact that each subclass has a

Fig. 5 Roles of cadherin cell adhesion molecules in embryogenesis (a) Cadherin is a
transmembrane protein that confers rigid adhesiveness to cells in a Ca2+ dependent manner. Several
molecules are known to interact with cadherin at the cytoplasmic domain, and they are important to
tether cadherins to the actin cytoskeltons. Cadherins might be involved in the Wnt signaling pathway,
as beta-catenin required for cadherin-mediated cell adhesion, is also a crucial element of Wnt
signaling (Fig. 2b). (b) Cells with a particular subclass of cadherin can only adhere to cells with the
same subclass of cadherin: when cells with different cadherin subclasses (red or blue) are mixed, they
sort out from each other in in vitro aggregation assays, although some pairs of cadherins show
heterotypic bindings. (c) During chicken neurulation, the expression pattern of cadherins is
dynamically regulated. Note that the changes of the cadherin expression patterns are tightly linked to
morphogenetic events, and it has been shown that overexpression of cadherins perturbs the
processes of neurulation as well as neural crest emigrations. (See color plate p. xxiv).
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specific binding property: cells with a par-
ticular subclass of cadherin can generally
adhere to those with the same subclass
of cadherin, although some pairs of cad-
herins show heterotypic bindings. Owing

to this characteristic, if cells with different
cadherin subclasses are mixed, they sort
out from each other in in vitro aggregation
assays (Fig. 5b). The restricted expression
pattern of F-cadherin at the sulcus limitans

N C

Transmembrane domain

p120ctn
PTP1B

b-catenin

a-catenin
  vinculin etc.

IQGAP1

Cdc42, Rac1 Actin filament

Wnt pathway
?

EC1 EC2 EC3 EC4 EC5
Cadherin extracellular domains (EC1~5)

Ca2+

(a)

(b)

E E + P E + N E + P + N(c) 76BN



98 Brain Development

may therefore be required to prevent the
intermingling of cells between the alar and
basal plates. Overexpression of F-cadherin
in the frog neural tube indeed resulted
in the abnormal intermixing of cells in
the neural tube. Chicken cadherin-7, most
homologous to frog F-cadherin, further
delineates the sulcus limitans, suggesting
a conserved role for cadherins in main-
taining this important boundary between
the alar and basal plates during evolution
(Fig. 5c).

Curiously, in the process of neurula-
tion, the expression of cadherin subclasses
is dynamically regulated. In chicken em-
bryos, for instance, the neuroectoderm
loses E-cadherin expression and begins to
express N-cadherin (Fig. 5c). Cells at the
neural ridge then lose N-cadherin expres-
sion and begin to express cadherin-6B,
while the emigrating neural crest cells
switch off cadherin-6B expression and
acquire cadherin-7 expression (Fig. 5c).
These serial switches of cadherin sub-
classes during development are crucial,
as ectopic expression of N-cadherin in the
frog embryo causes abnormal segregation
between the ectoderm and neural tube.
Overexpression of N-cadherin or cadherin-
7 in the chicken neural tube is further
revealed to result in the deterioration of
neural crest cell emigration, indicating
that the spatiotemporal expression pat-
tern of cadherin is important for normal
development. The repressive transcription
factor, Slug/Snail, is known to be involved
in epithelial–mesenchymal transition pro-
cesses by downregulating E-cadherin ex-
pressions in vitro. This type of regulation
might control emigrations of neural crest
cells in vivo, as Slug/Snail expression de-
lineates the neural fold during neural crest
emigrations. Yet, cadherin genes are huge
(∼200 kbp) with large introns, and the
transcriptional machineries required for

the spatiotemporary restricted expression
of cadherins has been poorly investigated.

2.2
A–P Patterning in the Neural Plate/Tube

It is known that tissues surrounding the
future neuroectoderm at the gastrulation
stage help establish A–P patterning in
neural tissue. As I already mentioned
earlier, Nieuwkoop proposed a two-step
model in which an early activating sig-
nal has a role in inducing neural tissue
with an anterior character (i.e. forebrain).
Subsequently, a second posteriorizing or
transforming signal converts some of the
posterior neural tissues into an even more
posterior character (i.e. hindbrain and
spinal cord). Supporting this model, dis-
tinct tissues have been shown to induce
different axial characters. For instance, in
mice, it has been demonstrated that the
combined action of the AVE and the node-
derived axial mesoderm (prechordal plate)
was important to represent anterior neu-
ral characters (Fig. 1c). Various signaling
molecules required to establish the ante-
rior character have indeed been identified.
For example, secreted molecules such as
Noggin and Chordin have been shown to
induce anterior characters as the gene tar-
geting mice have severe defects only in
the anterior structures. Another secreted
molecule, Cripto with a cysteine rich and
EGF-like motif has further been shown
to be a crucial morphogen organizing the
mouse A–P axis (refer to Fig. 1c and the
legend). Regarding the posteriorizing sig-
nals, retinoids, Wnt, and FGF signaling
have been implicated as the candidates.
For instance, explants from the frog ante-
rior neural plate were shown to acquire the
posterior identity when treated with FGF.
Additional mechanisms must be involved
in the posteriorization, as a simple block of
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FGF was not enough to abolish the poste-
rior patterning. Interactions among those
secreted molecules could generate the re-
gional differences of signaling events in
the downstream, eventually turning on
differential sets of transcription factors
to represent the morphological and func-
tional variations along the A–P axis in the
neural plate/tube.

Following the neural induction and/or
neurulation events, several bulges and
sulci become apparent in an orderly
manner in the anterior part of the neu-
ral plate/tube, generating the anatomi-
cally distinguishable segmented structures
along the A–P axis. This step is termed seg-
mentation and Fig. 6(a) shows how the ver-
tebrate anterior neural plate/tube can be
subdivided into major brain regions such
as the forebrain, midbrain, and hindbrain,
all of which have separable characteristics
compared with the posterior CNS region,
namely, the spinal cord. Within these ma-
jor brain regions, further bulges and sulci
are generated, and these minimal brain
units, anatomically distinguishable during
development, are defined as neuromeres
(Fig. 6c, 7c). Curiously, some of the neu-
romeres, which constitute the cell lineage
restricted compartment units, are consid-
ered to play a major role in maintaining
embryonic brain organization, because the
boundaries prevent cells, once patterned,
from random intermingling during devel-
opment. Neuromeres may further provide
a basic framework for complex neuronal
circuits since the neuromere boundaries
often coincide with the territories be-
tween functional brain subdivisions and
with initial axonal tracts in the embry-
onic brain. Next, I summarize genetic
mechanisms involved in A–P pattern-
ing within the (1) hindbrain (rhomben-
cephalon), (2) midbrain (mesencephalon),
and (3) forebrain (prosencephalon).

2.2.1 Hindbrain Specification
The hindbrain region later generates the
pons, cerebellum, and medulla. While
the cerebellum is thought to play a cen-
tral role in the coordination of complex
movements, the medulla is considered as
the critical center for involuntary activi-
ties such as respiration. The pons is also
an important turning point for various
nerve tracts. In the developing vertebrate
hindbrain, seven to eight segmental units
are morphologically recognizable. These
units are called rhombomeres and play a
crucial role in hindbrain patterning. For
instance, distinct types of cranial motor
neurons are differentiated at later stages
along rhombomere organization (Fig. 7c).
The neural crest migration pattern is also
determined by this segmental organiza-
tion, eventually affecting the metameric
craniofacial structures represented in the
branchial arches (Fig. 7c). What molecu-
lar mechanisms then regulate hindbrain
segmentation?

The Hox transcription factors are one
of the gene families that play a cen-
tral role in hindbrain segmentation. Hox
genes are originally identified as homologs
of the genes involved in the segmen-
tation of Drosophila embryos: The A–P
axis of Drosophila embryos is first realized
as opposing maternal mRNA gradients
along the A–P axis of the egg, which
are translated into transcription factors
immediately after fertilization (Fig. 7a).
In response to the combinatorial con-
centration of these transcription factors,
differential sets of genes termed gap genes
are then turned on along the A–P axis
(Fig. 7a). Downstream of these gap gene
transcription factors, pair-rule genes are
activated (Fig. 7a), and finally, the seg-
ment polarity genes and the homeotic
selector genes are respectively expressed
to determine the polarity and identity of
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each segmental unit (Fig. 7a). Interest-
ingly, the homeotic selector genes, con-
taining a unique DNA-binding motif with
60 amino acids called ‘‘homeodomain,’’
make a cluster in Drosophila chromosome

3 such that their arrangement is colin-
ear to the expression domain along the
A–P axis of the organism (Fig. 7b). Lewis
proposed a model in which the combi-
natorial expression of this class of genes
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plays an essential role in conferring re-
gional identities. Supporting the model,
many anterior homeotic transformations
are found in Drosophila embryos lacking
these homeodomain-containing genes.

Intriguing is the fact that clusters
similar to the Drosophila homeodomain-
containing gene complex (antenapedia/
bithorax complex) are found in the genome
of various animals including humans, and
they are named Hox gene clusters as the
genome sequences encoding the home-
odomain are called homeobox (Fig. 7b).
Notably, the anterior boundaries of Hox
gene expressions coincide with the rhom-
bomere boundaries, implicating them in
the important role of hindbrain segmen-
tation (Fig. 7c). The functional analyses by
gene targeting in mice (see Sect. 7 for this
methodology) indeed indicate that regional
identities in the hindbrain are controlled
by the differential expression of these Hox
genes along the A–P axis with gene knock-
out phenotypes just being similar to the
Drosophila homeotic mutant phenotypes.

Hox genes have been revealed to be reg-
ulated by early posteriorizing signals such

as Wnt, FGF, and retinoic acid (RA), all of
which are secreted by surrounding tissues
including somites, highlighting the pivotal
role of Hox genes in linking the molecular
events that occur between neural induction
and hindbrain segmentation. For example,
Krumlauf and colleagues have found sev-
eral RA responsible elements in the Hox
gene regulatory regions, where RA and its
receptor complex can directly interact to
control the Hox expression, and RA treat-
ment has been shown to affect the Hox
expression in vivo. Itasaki et al. have fur-
ther shown that anteriorly grafted somites
have an activity that shifts the expression
boundary of Hox anteriorly. This poste-
riorizing activity of the somites can be
separated with a simple treatment by RA,
indicating that several factors could coop-
eratively regulate the Hox gene expression
in the hindbrain.

One of the critical events that occur
during hindbrain segmentation is com-
partmentalization. If a cell is labeled by
vital dyes (DiI) and traced for a few days,
sibling cell migration and/or prolifera-
tion is restricted within each rhombomere

Fig. 6 A–P patterning of the neural tube/plate. (a) Anterior part of the neural/plate becomes
segmented during development, generating brain regions with distinct structure and functions,
(b) Early patterning of the chicken neural plate by the differential expression of transcription factors.
Gene expression boundaries eventually form the anatomically distinguishable territories in the brain.
A/B, alar/basal boundary; di, diencephalon; FMB, forebrain/midbrain boundary; HH, Hamburger
Hamilton stages; me, mesencephalon; MHB, midbrain/hindbrain boundary; mt, metencephalon; my,
myelencephalon; te, telencephalon; ZLI, zona limitans interthalamica. (c) A fate-mapping result of
the mouse neural plate. The area painted by a given color on the right side of neural plate at the
5-somite stage (left) produces the brain region of the same color at E10.5 (right). Faint lines indicate
prospective boundaries of brain regions. Cell lineage restricted compartment boundaries are
indicated by bold dashed lines. Note that several gene expression boundaries demarcated by different
colors on the left side of the neural plate coincide well with prospective boundaries of brain regions:
blue line; Pax6/cadherin-6 expression boundary, red line; Otx1 expression boundary, orange line;
Nkx2.2 expression boundary, purple line; Nkx2.1 expression boundary, and green area; Emx2 mRNA
positive region in the neural plate. A/B; alar/basal boundary, FMB; forebrain/midbrain boundary, me;
mesencephalon, MHB; midbrain/hindbrain boundary, p; prosomeres, POS; preotic sulcus, r;
rhombomeres, ZLI; zona limitans interthalamica. An arrow indicates the anterior most part of the
brain at the embryonic day (E) 10.5. (See color plate p. xxvi).
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unit in the chicken embryo. Then, what
molecular machinery is involved in the
hindbrain compartmentalization? First of
all, differential affinities among compart-
mental units have been suggested. The

expression of several transcription fac-
tors such as Hox genes, Krox20, and
Krisler/MafB are known to delineate
rhombomere units (Fig. 7c). Downstream
of these transcription factors, several cell
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surface molecules are implicated in re-
stricting cell intermingling, as dissociated
cells from even-numbered rhombomeres
and those from odd-numbered rhom-
bomeres segregate from each other if
mixed in suspensions. Eph receptor ty-
rosine kinases and their ligands, ephrins,
are good candidates in conferring such dif-
ferential affinity to cells: Even-numbered
rhombomeres express ephrins, while odd-
numbered rhombomeres express Ephs
(Fig. 7c). This complementary pattern of
Eph/ephrin expression is important be-
cause bidirectional signaling between cells
with receptors and those with ligands
leads to mutual repulsion at the inter-
face. As a result, cell intermixing between
rhombomeres is strictly regulated and
rhombomere boundaries are maintained.

The cadherin cell adhesion molecules
are another set of candidates involved in
cell lineage restrictions between rhom-
bomeres. As I mentioned in Sect. 2.1,
cadherins confer subclass specific adhe-
siveness to cells. Within the mouse hind-
brain, cadherin-6 is transiently expressed
in rhombomere-6 under regulation of the
transcription factor Hoxa-1. Additionally,
R-cadherin expression has been reported
in odd-numbered rhombomeres. The sort-
ing activity between cells from even-
numbered rhombomeres and those from
odd-numbered rhombomeres has been
shown to be Ca2+ dependent. Cadherins
might thus serve a role in restricting cell

movement during mouse hindbrain devel-
opment. Cadherins are linked to the actin
filaments via catenins and this provides
rigid forces for cells to bind each other with
polarity (Fig. 5a). Eph-ephrin signaling ac-
tivates Rho GTPases and could collapse
actin cytoskeletal elements to alter cell
movements. Cadherins and eph-ephrin
signaling may therefore act cooperatively
to regulate the status of actin cytoskeltons
at the rhombomere boundary region.

2.2.2 Midbrain Specification
Although no segmental organization has
been identified along the A–P axis in
the midbrain during development, this re-
gion contains many types of neurons with
critical functions. For example, the ven-
tral compartment produces dopaminergic
neurons of the substantia nigra to control
the motor functions, while the tectum (or
the superior colliculus) region forms the
precise positioning of neurons along the
A–P axis to process visual information.
Because no Hox genes are expressed in
the brain anterior to rhombomere2, addi-
tional mechanisms are required to pattern
this region.

At the early neural plate stages of chicken
embryos, the expression borders of several
transcription factors are known to demar-
cate the future midbrain territory. For
instance, the anterior limit of the future
midbrain (forebrain/midbrain boundary)
has been shown to correspond to the

Fig. 7 A–P patterning of the developing hindbrain.(a) The genetic cascades involved in Drosophila
A–P patterning, (b) Genomic organization and expression profiles of mouse Hox gene clusters are
reminiscent of those of Drosophila homeotic genes in antenapedia and the bithorax complex, (c) The
metameric units in the hindbrain (r, rhombomeres) delineated by the differential expression of
transcription factors and Eph/ephrins are important to produce distinct sets of neurons along the
A–P axis. Dark and light shading represent high and low levels of gene expression in individual
rhombomeres respectively. Note that the migration pattern of neural crest cells as well as the
formation of the branchial arches (BA) are also affected by the hindbrain organization.
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posterior expression border of transcrip-
tion factor Pax6 (Fig. 6b). The anterior
expression border of another paired do-
main containing transcription factor Pax2
as well as a homeodomain-containing
transcription factor Engrailed1 (En1) com-
plementarily delineates the Pax6 negative
domain in the neural plate (Fig. 6b). It has
also been reported that the posterior ex-
pression border of the Otx2 transcription
factor as well as the anterior border of
Gbx2 coincides with the posterior limit of
the future midbrain (Fig. 6b). Repressive
interactions among such transcription fac-
tors have been suggested as being required
for the establishment and maintenance
of the mutually exclusive expression of
these transcription factors at the future
forebrain/midbrain boundary (FMB) and
midbrain/hindbrain boundary (MHB). Ec-
topic Gbx2 expression in the midbrain
using the in vivo electroporation (EP)
method (see Sect. 7), for instance, down-
regulates Otx expression only within the
cells expressing ectopic Gbx2. While the
FMB is a compartment boundary at the
mouse neural plate stages, the midbrain
and hindbrain cells are able to freely in-
termix. Hence, the mutually repressive
interactions between Otx2 and Gbx2 are
very important to precisely define the MHB
during early development.

The Otx2/Gbx2 expression border then
generates the anatomically identifiable
boundary between the midbrain and hind-
brain called the isthmus, which harbors
the local organizing activity for midbrain
A–P patterning. For instance, if this re-
gion is grafted into the forebrain region,
the entire structure of the posterior mid-
brain would be induced with its mirror
image in the anterior midbrain and the
topological innervations of the retinal neu-
rons would be bifurcated (Fig. 8a). Wnt1
and Fgf8 secreted proteins appear to be the

candidate signals for midbrain patterning.
Wnt1 mutant mice lack the midbrain, and
Fgf8 expressing cells or beads can mimic
organizer activity (Fig. 8a). In addition,
Wnt1 and Fgf8 signaling pathways form
a regulatory loop that controls homeobox-
containing transcription factors, such as
En1/2, to establish and maintain the MHB
organizer as well as the entire midbrain
structure (Fig. 8a).

2.2.3 Forebrain Specification
The forebrain (prosencephalon), which is
the most anterior portion of the CNS, gives
rise to a variety of tissues during develop-
ment including the eyes, telencephalon,
and diencephalon. Within this area, mam-
mals have acquired a six-layered architec-
ture of cells named the neocortex, and the
region has evolved, especially in human be-
ings, for total cognitive association as well
as linguistic communication. In the de-
veloping forebrain, segmental structures
specifically termed prosomeres are known
to appear (Fig. 6c). In chicken and mouse
embryos, at least six units (p1–p6) are
anatomically recognizable, and using the
dye-labeling method, some of their bound-
aries have been shown to stand as limits of
cell lineage restrictions just like the rhom-
bomeres in the hindbrain. Several axon
tracts seem to coincide with the prosomere
boundaries, suggesting that prosomeres
might also provide the basic framework
for forebrain structures. Then, how are
such prosomeres formed and maintained
during development?

In the early chicken neural plate stage,
mutual repression between the transcrip-
tion factors, Irx3 and Six3, was found to
first set a boundary within the future fore-
brain, which later coincided with the p2/3
boundary specifically called the zona limi-
tans interthalamica (ZLI) (Fig. 6b). A recent
study using the organ culture system has
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Fig. 8 A–P patterning of the midbrain and mammalian neocortex
(a) The role of the isthmic organizer in midbrain patterning. Fgf8 is a
component of the organizer. See details in the text. fb, forebrain; hb,
hindbrain; mb, midbrain, (b) Dorsal view of the mouse postnatal
neocortex. The mouse neocortex can be subdivided into several
functional areas, which are delineated by differential expression of type II
cadherins. A, auditory cortex; cad, cadherin; M, motor cortex; OB,
olfactory bulb; S, somatosensory cortex; V, visual cortex,
(c) Countergradient of Pax6 and Emx2 in the neocortical primordium is
important to bring out differences among neocortical areas later in the
development, (d) Fgf8 expressed at the anterior neocortical primordium
is a crucial organizer to pattern the mouse neocortical areas.
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shown that the mouse neural plate at the
2- to 3-somite stage already possesses dif-
ferent competencies for gene expression
between the anterior and posterior regions
adjoining the Six3/Irx3 gene expression
boundary. This could depend partly on the
fact that the underlying axial mesoderm is
subdivided into the prechordal plate and
notochord just beneath the future ZLI at
this stage. In mouse embryos, it had been
difficult to confirm if similar units exist
because the embryonic development pro-
ceeds in utero. I performed a cell labeling
experiment at the early neural plate stages
using the whole embryo culture system
that allows recapitulating the development
in vitro. According to the results, there are
cell populations around the 3-somite stage
destined to be only forebrain cells, and the
posterior limit of such cells appears to fall
on the future ZLI. At the ZLI, in later de-
velopmental stages, signaling molecules
such as Shh are expressed, implicating
them in an organizing role in patterning
the prosomeres.

Immediately after the differential com-
petency between the region anterior to the
future ZLI and that posterior to the fu-
ture ZLI, the FMB is set as the Pax6 gene
expression boundary, which can also be
defined as a compartment boundary at
the mouse 5-somite stage (Fig. 6c). In the
chicken system, the FMB is revealed to be
molecularly established by the 11-somite
stage as the result of the mutually repulsive
interactions between Pax6 and Pax2/En1
(Fig. 6b).

It is still unclear when and how the other
prosomere boundaries are established dur-
ing early development. In the later stages of
mouse development, however, the bound-
ary between the future cerebral cortex (ctx)
and lateral ganglionic eminence (lge) has
been shown to be a compartment bound-
ary by E10.5. This boundary is called

the zona limitans intertelencephalica and
thought to correspond to the p4/5 limit.
According to the fate-mapping analyses in
the mouse neural plate, the future lge was
indeed demonstrated to be located more
anteriorly to the future ctx.

For over several decades, it has been a
big problem to determine which region is
the anterior most and how the floor/roof
plate as well as the alar/basal boundary
ends in the forebrain. This is simply
because forebrain development could only
be traced by morphological landmarks.
However, recent gene expression analyses
provide a variety of landmarks in the brain,
and such molecular markers strengthen
the prosomeric model. In the prosomeric
model, the roof, alar, and basal plates
concentrically cross the midline of the
anterior most neural plate, disposing
the eyes and telencephalon within the
alar plate (Fig. 6b). Recent fate-mapping
analyses in chicken and mouse well
support the model (Fig. 6c).

Then, what molecular mechanism are
involved in maintaining the prosomere
organization at later stages of forebrain
development? Several transcription factors
are again implicated as their expression
delineates later prosomeres and/or the
boundaries. For example, Pax6, Gsh2, and
Dlx genes demarcate restricted brain re-
gions along the D–V axis of the mouse
E12.5 telencephalon, which almost cor-
responds to the A–P axis of the neural
plate. Interestingly, it has been demon-
strated that cells from distinct regions
in the telencephalon segregate from each
other in a Ca2+ dependent manner if the
cells are dissociated and mixed together.
A cell surface carbohydrate epitope, CD15
(Lewis(x)), is expressed within the cortex
and suggested to be the candidate molecule
that mediates Ca2+ dependent segrega-
tion in vivo. In addition, several cadherins
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are known to delineate prosomeres in the
mouse brain, and dissociated cells have
been demonstrated to sort each other
out in vitro, dependent on the cadherin
subclass expressed. In the E11.5 mouse
telencephalon, cadherin-6 demarcates the
lge (p5), while R-cadherin complementary
delineates the ctx (p4). As the overexpres-
sion of cadherins at the ctx/lge boundary
using the in vivo EP method (see Sect. 7
for this methodology) results in the sort-
ing of cells with ectopic cadherin into
the territory expressing the same cad-
herin at the boundary, this indicates that
the differential expression of cadherins
plays a role in maintaining the com-
partment boundary. Notably, R-cadherin
expression in the ctx has been shown to
be downstream of Pax6. Transcription fac-
tors might therefore regulate cell adhesion
molecules in order to maintain their ex-
pression pattern by sorting mechanisms
in the telencephalon.

Most recently, an important genetic cas-
cade that patterns the rostro-caudal axis
within the mouse cerebral cortex at later
stages of development has been identified.
As summarized in Fig. 8(c), the expres-
sion level of transcription factors Pax6 and
Emx2 was found to make the countergra-
dients along the mediolateral axis in the
neocortex primordium at E12.5, and if one
of the gradients was deprived by means of
genetic mutation, regional identities were
revealed to be shifted accordingly. Up-
stream of Pax6/Emx2 countergradients,
Fgf8 expressed at the anterior neural ridge
has been suggested as playing a pivotal
role. Indeed, overexpression of Fgf8 in the
posterior cerebral neocortex caused the du-
plication of the cortical area with its mirror
image, indicating the organizer activity of
FGF8 in the cerebral cortex primordium
(Fig. 8d). As the mammalian neocortex
has been thought to evolve via multiple

duplication of identities, local changes in
organizer activities such as ectopic sources
of FGF8 expression might actually con-
tribute to emerge the diversity of brain
regions.

3
Cellular Aspects to Generate Distinct Types
of Cells and/or Cellular Organization (e.g.
Nuclei, Layers, and so on) in Patterned
Tissue

While the neural tissue at earlier stages
has just a single-cell layer organization
with the epithelial character, differentiated
tissues contain multiple types of cells
with complex cellular organizations. There
are three major classes of cells in the
developing and adult CNS: nerve, glial, and
ependymal cells.

Nerve cells, also called neurons, play
a central role in constituting functional
neuronal networks of the nervous system.
Most nerve cells have large cell bodies
called soma, which are accompanied by
relatively large cell nuclei as well as
multiple processes called either axons
or dendrites: the former are defined by
their ability to gather the action potentials
and send electric signals to other nerve
cells, and the latter are the sites for
receiving these electric signals from axons.
One nerve cell normally has one axon
and multiple dendrites. In an in vitro
situation, the processes of nerve cells
are also called neurites, and the longest
neurite has been shown to acquire axon
characters. In the CNS, axon terminals of
nerve cells make connections with other
nerve cells and the contact sites between
nerve cells are called synapses. Nerve cells
also innervate muscles and the contact
site is specifically called the neuromuscular
junction (NMJ).
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Nerve cells are considered to be all
postmitotic and never generate siblings.
In the process of nerve cell production,
progenitor cells are known to get into
the elevator movement, in which the cell
body of the progenitor cells migrates from
the ventricular to the marginal zone in
a cell cycle dependent manner. During
the movement, the asymmetrical divisions
appear to produce neuroblasts and even-
tually generate various types of nerve
cells.

Nerve cells can be distributed in differ-
ent patterns in the CNS as the postmitotic
nerve cells usually migrate toward their
destinations after final cell division. For
example, in the spinal cord, motor neu-
rons born in the ventricular zone migrate
radially and make clusters called motor
columns in the ventral horn. Within the
spinal motor column, neurons are fur-
ther segregated into groups by means
of their birthdays and targets: While the
earlier generated (i.e. older) motor neu-
rons constitute the lateral group in the
column and innervate the limb mus-
cles, the younger ones home in on the
medial column and innervate the axial
muscles. In the mammalian cerebral neo-
cortex, nerve cells born in the ventricular
zone travel radially as well as tangentially
and settle in the mantle zone depending
on their birthdays, forming the charac-
teristic layer organization. The migration
pattern of neurons born in the subventric-
ular zone of the telencephalon is another
interesting example, in which the post-
mitotic neurons adhere to each other to
make a chain migratory pathway into the
olfactory bulb. In the mature brain, neu-
rons with distinct functions often gather
and are anatomically distinguishable in
the gray matter as the group of cells
called the nucleus. At the dorsal surface of
the CNS, neurons with similar functions

tend to be assembled in the laminated
structure called the cortex. The neurons
with same functions may further exist
in a sparse manner, and such a dis-
tribution pattern is termed the reticular
formation, which plays a crucial role in
modulating both sensory and motor in-
puts.

Glial cells, or simply glia, are supporting
cells in the nervous system, and there are
normally between 10 and 50 times more
glial cells than neurons. Various types
of glial cells with distinct functions are
generated in both the CNS and PNS. For
example, the oligodendrocyte attaches to
the nerve axon and surrounds it to make
the myelin sheath, enhancing the speed
of electrical signal transmission along the
axon. The Schwann cells in the PNS have
a role similar to the oligodendrocyte. The
astrocyte is thought to relay nutrients
from blood vessels to neurons, and the
microglia plays a role in maintaining
and protecting the cellular organization
of the CNS.

Finally, the ependymal cells are a
unique population in the CNS with stem
cell characteristics. They are homed in
the ventricular zone and are shown to
produce nerve cells as well as glial
cells (astrocytes). The ependymal cells
are sometimes called radial glial cells as
they extend long radial fibers from the
ventricular to the pial surface, which are
thought to support the radial migration
of nerve cells during development. In the
adult brain, the ependymal cells continue
to produce siblings and this might help
generate novel neuronal circuits during
the process of learning and/or memory
formation. Several researchers have now
begun to apply this unique character
of the ependymal cells to regenerate a
variety of cells, including nerve cells in
the CNS.
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4
Molecular Aspects of Generating Distinct
Types of Cells and/or Cellular Organization
(e.g. Nuclei, Layers, and so on) in Patterned
Tissue

4.1
Generation of Neurons

There are mainly two molecular mech-
anisms in generating a variety of neu-
rons. One is the cell intrinsic mechanism
(cell autonomous) and the other is the
cell nonautonomous mechanism. These
two mechanisms might closely corre-
late with each other. In the vertebrate
nervous system, the latter mechanism
plays major roles, yet the former mech-
anism is indispensable. In Sects. 4.1.1
and 4.1.2, I summarize those molecular
mechanisms involved in the production
of multiple cell types in the nervous
system.

4.1.1 Cell Intrinsic Mechanisms
Cell intrinsic mechanisms play impor-
tant roles especially in animals where cell
lineage is strictly regulated during devel-
opment. Cell intrinsic differences could
be mainly realized by asymmetric cell
divisions in which particular sets of de-
terminants might be differentially divided
into two daughter cells. For example, in the
process of Drosophila neurogenesis, pros-
pero mRNAs as well as the protein products
are distributed asymmetrically in the pro-
genitor cells (Fig. 9a). This asymmetric
distribution of Prospero is crucial in pro-
ducing distinct sets of neurons, because
prospero encodes a transcription factor
and the molecule is transported into the
nucleus after asymmetric cell division, al-
lowing distinct sets of genes to be switched
on/off in each daughter cell (Fig. 9a). In
order to localize prospero mRNAs as well

as proteins asymmetrically in the progeni-
tor cell, the RNA-binding protein, Staufen,
and a Staufen binding protein, Miranda,
which can also bind to the Prospero pro-
tein, appear to play a central role and
Inscutable regulates the polarization of
these proteins (Fig. 9a). Inscutable protein
can also control the spindle orientation
in the cell, suggesting that this protein
is a main determinant of cell intrinsic
differences between apical and basal com-
partments in a cell. Curiously, Inscutable
can further interact with the Bazooka pro-
tein, another important determinant of
apical–basal polarity formation in a cell.
Bazooka homologs have been identified in
the nematode Caenorhabditis elegans (Par-
3) as well as in vertebrates (ASIP; atypical
PKC isotype specific interacting protein),
indicating a conserved mechanism for
intracellular asymmetry beyond species.
Notable is the fact that the Drosophila
glial/neuronal lineage can also be initi-
ated by the asymmetric distribution of glial
cell missing (gcm) mRNA (Fig. 9a). As gcm
encodes a transcription factor required for
glial fates, the asymmetric segregation be-
tween the two daughter cells may play an
essential role in the bifurcation of glioblast
and neuroblast lineages (Fig. 9a).

4.1.2 Cell Nonautonomous Mechanisms
It would be very important to control the
relative ratio of various cell types during
neural development. In this critical pro-
cess, Notch/Delta mediated cell–cell com-
munications (cell nonautonomous ma-
chinery) appear to play a pivotal role. The
Notch/Delta signaling pathway was first re-
ported to be essential for the neurogenesis
of the Drosophila embryo, where cells that
happen to express a higher amount of lig-
ands, Delta, inhibit lateral cells expressing
receptors, Notch, to further differentiate
into neurons. This process is specifically
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called lateral inhibition. In the process
of Notch signaling, the cytoplasmic re-
gion is cleaved and transported into the
cell nuclei to switch on the downstream
target genes (Fig. 9d). Signaling may be

modified by Numb (an intrinsic determi-
nant localized at the cytoplasmic side of
cell membrane and/or Fringe (a mem-
ber of glycosyltransferase). Although the
initiation of this process is stochastic, a
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proper number of neurons can be gener-
ated in the neuroectoderm, otherwise all
cells become neurons (the so-called neu-
rogenic phenotype) after neural induction.
At later stages of Drosophila neural devel-
opment, Notch/Delta signaling is utilized
to control the cell type specification in the
series of cell divisions. For example, af-
ter the sensory precursor cells are selected
from the epithelium, each of them should
produce four distinct cell types: a neuron,
glia (sheath), socket, and shaft (Fig. 9b).
As shown in Fig. 9(b), Notch signaling,
together with Numb, seems to suppress
the glia as well as shaft cells to become
neuron and shaft cells. In vertebrate ner-
vous systems, the Notch/Delta signaling
pathway appears to be involved in deter-
mining primary neuron production in a
regulated way; prospective primary neu-
rons expressing the ligand Delta inhibit
lateral cells expressing the receptor Notch
to further differentiate into neurons, re-
sulting in the stripe domains of neuron
production along the D–V axis of the neu-
ral plate/tube. In the mammalian cerebral
cortex, similar mechanisms help generate
cortical granule cells (Fig. 9c). Using time
lapse imaging, it has been demonstrated
that a radial glial cell (ependymal cell) in
the cortical ventricular zone divides to pro-
duce one neuron and a cell maintaining
the radial glial cell characters (Fig. 9c). In

this process, the cells that get into the
neuronal lineage have been shown to in-
herit the Numb protein from the radial
glial cells/stem cells via asymmetric cell
divisions, repressing the receptor Notch
activity to finally be determined as neu-
ronal (Fig. 9c). PNS gangliogenesis is also
shown to be dependent on this signaling
mechanism, controlling the neuron/glia
ratio in the dorsal root ganglia.

As I described earlier, early patterning
events partition the vertebrate neural
plate/tube along the A–P and D–V axes
via a series of complex actions of secreted
molecules such as BMP, Shh, WNT, FGF,
RA, and so on. This directly helps in
generating various sets of neurons, as a
distinct address in the neural plate/tube
per se restricts the definitive number of
transcription factors able to be turned
on. Besides the Shh dependent neuronal
generation machinery along the D–V axis
of the spinal cord, which I have already
described in detail earlier (see Sect. 2.1;
Fig. 4), Hox genes have been shown to
play a role in generating distinct sets of
neurons along the A–P axis. For instance,
it has been demonstrated that inactivation
of members of the Hox-c and Hox-d
gene clusters expressed in the spinal
motor neurons leads to alterations in the
motor innervation of specific muscles in
the limb. Additionally, in the developing

Fig. 9 Mechanisms involved in neurogenesis during development (a) Cell intrinsic machineries play
crucial roles in Drosophila neurogenesis as well as gliogenesis. GMC, ganglion mother cell; Pon,
partner of numb; pros, Prospero. (b)Roles of Numb and Notch signaling in the Drosophila sensory
organ precursors (SOPs). (c)Neurogenesis in the mouse cerebral cortex. A radial glial cell (a stem
cell) divided asymmetrically within the ventricular zone (VZ) produce a radial glial cell (Numb
negative) and a radial neuron (Numb positive). The latter will migrate radially along the long process
of radial glial cells, differentiate into a neuron in the intermediate zone (IZ), and finally settle within
the cortical plate (CP). (d) Notch/Delta signaling machineries. Notch with 36 EGF-like repeats can
bind to Delta with 9 EGF-like repeats expressed by a neighboring cell, resulting in the release of
Notch cytoplasmic domain into the nucleus. The cytoplasmic tail can directly bind to DNA and
transactivate target genes.
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hindbrain, Hox-a and Hox-b genes have
been shown to regulate the identity as
well as the axonal projection pattern of
cranial motor neurons. Recently, a possible
role has been suggested for the secreted
molecules FGFs, Gdf11, and Retinoids in
regulating the Hox-c expression in the
motor neurons along the A–P axis. It
would be an intriguing subject in the
near future to see how the signals that
regulate A–P differences can interact with
those that define the D–V axis (Shh)
and/or neuron/glia ratio (Notch/Delta) to
generate distinct types of neurons in a
timely and spatially restricted manner.

4.2
Nuclei Formation

To arrange cells into groups after cell
divisions, coordinated processes must be
required. First of all, the timing of cell
division has a role in sorting the final
localization of neurons. For example, in
the spinal cord, motor neurons generated
at earlier stages are shown to occupy
the distal domain. Recently, Jessell and
colleagues have reported that cadherin
cell adhesion molecules demarcate distinct
populations of neurons in the chicken
spinal motor column. Using the in vivo
EP technique (see Sect. 7), they showed
that neurons with the ectopic cadherin
subclass could localize in the subdivisions
of the motor column (pools) expressing
the ectopic cadherin, implicating the
cadherins in the important role of sorting
different subclass of neurons into a pool
within the spinal motor column during
development.

In the thalamus, there are many dis-
tinct subdivisions in the neurons, which
innervate specific telencephalic region. For
example, neurons in the medial geniculate
nucleus send axons to just the auditory

cortex, while those in the lateral geniculate
nucleus innervate only the visual cortex. As
is the case with the spinal motor neurons,
neurons produced at earlier stages usually
settle in the lateral subdivisions within a
thalamic nucleus. Recently, various types
of molecular markers such as transcription
factors (LIM homeodomain transcription
factors, Gbx2, Dlx1, Nkx2.2, Pax6, and so
on) and cell adhesion molecule cadherins
were found to demarcate specific subdivi-
sions. As cadherins have subclass specific
cell adhesiveness, differential expression
of cadherins may contribute to the segre-
gation of specific cells into the thalamus
subdivisions, just like the case with the
motor column segregations in the spinal
cord. Curiously, it has been reported that
secreted molecules such as the Shh ex-
pressed at the ZLI might regulate the
differential expression of transcription fac-
tors in the thalamus, implicating a genetic
cascade in the regulation of nucleus for-
mation, yet the detailed machineries have
been poorly studied.

4.3
Layer Formation

In the mammalian cerebral neocortex
there are six major layers (layers I to
VI), which can be distinguished by dif-
ferences in the morphology and density of
the neurons, with the thickness of each
layer varying from area to area. Neurons in
each cortical layer are generated in the ven-
tricular zone of the dorsal telencephalon
and travel toward the cortical plate located
in a remote position from their birthplace
using the radial glial fibers as the migrat-
ing substrates, while some interneurons
are known to be generated in the ven-
tricular zone of the ventral telencephalon
and migrate tangentially. Cortical layers
are formed in an orderly manner from the
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inside to the outside, being the very re-
verse of tree ring formation, in that, newly
generated neurons stop their migration at
the marginal zone so as to get over the
predominated old neurons in the cortical
plate. A series of mutant mice exist that
have apparent phenotypes in layer forma-
tion; for example, the reeler mutation is
known to affect the order of layers in that
newly generated neurons cannot get over
the old ones in the cortical layer and so stay
inside the prepopulated cell layer, similar
to the formation of a tree ring, and ulti-
mately resulting in the reversed order of
the cortical layers. The gene responsible
for this phenotype encodes a large extra-
cellular protein named Reelin, which is
secreted by the Cajal–Retzius (CR) cells in
the preplate. CR cells are thought to orig-
inate from the telencephalic ventricular
zone and are the first to reach the cerebral
marginal zone to form the preplate. The
role of CR cells in layer formation is signif-
icant because the secreted Reelin protein
appears to promote neuronal cell migra-
tion from the ventricular to the marginal
zone in order to get over the prepopu-
lated layer of cells. The Reelin receptor
is thought to be a molecular complex. A
component is the LDL receptor family,
namely, the very-low-density lipoprotein
receptor (VLDLR) and the apolipoprotein E
receptor type 2 (ApoER2) expressed by the
migrating cortical neurons. The cytoplas-
mic region of these receptors can interact
with an adapter protein Disabled (Dab-1),
and Reelin binding to the receptor com-
plex has been shown to induce tyrosine
phosphorylation of Dab-1. Double knock-
out mice for both receptor genes as well
as Dab-1 mutant mice (Scrambler or Yotari
mice) resulted in the reeler phenotype,
indicating that these genes constitute the
main complex to regulate the neuronal mi-
gration and form the normal cortical layer

organization in a Reelin dependent man-
ner. Importantly, alpha3beta1 integrin,
expressed by migrating neurons was also
demonstrated to be able to bind to Reelin
and regulate the interaction between radial
glial fibers and migrating neurons in vitro
as well as in vivo. Gene knockout of this
integrin resulted in reduction of the Dab-
1 protein level, suggesting that integrin
mediated cell adhesion might play a role
in the radial glial fiber guided neuronal
migration. The Reelin-Dab1 regulated cell
migration machinery has further been
shown to be required for the layer for-
mation in other tissues including the
cerebellum and hippocampus. In reeler
mutant mice, for instance, the Purkinje
cell layer was totally disorganized, and the
cell arrangement in the dentate gyrus of
the hippocampus was also perturbed, al-
though cell type differentiation per se was
not affected. This implicates Reelin-Dab1
regulated cell migration in the common
role of layer formation during develop-
ment and evolution.

5
Cellular Aspects to Wire up the Nerve Cells
into Functional Circuits

Once the nervous system is patterned and
unique sets of neurons are generated, they
must be connected to each other to con-
stitute functional neuronal circuits. In this
process, neurons should precisely send ax-
ons into remote target positions. Although
Ramon y Cajal had already suggested pos-
sible mechanisms explaining axon guid-
ance in the early 1880s, experimental
supports had been relatively poor for sev-
eral decades after him. In the 1950s, Sperry
rotated an eye in an adult newt by 180◦, and
made the eye–tectum connections regen-
erate. He then demonstrated that the axons
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from the retinal neurons at the ectopic
position could finally reach the original po-
sition, indicating that the axon pathfinding
events are totally dependent on various en-
vironmental cues (Chemoaffinity hypothe-
sis). Landmesser and colleagues also found
that if the spinal cord at the limb level is
rotated by 180◦ along the A–P axis in
chicken embryos, the motor axons orig-
inating from the ectopic position could
finally reach the normal muscle target.

To sense such various environmental
cues, the tip of the axon is special-
ized into a structure called growth cone
(Fig. 10a). During axon guidance, growth
cones appear to contact either supporting
cells or previously established nerve tracts
from other neurons. Those cells harbor-
ing the activity to guide growth cones are
named guidepost/stepping-stone cells and pi-
oneer neurons respectively (Fig. 10a). Once
a growth cone arrives at a target region,
it stops and forms a stable junction with
the target neuron, the maturated form of
which is termed synapse. The neural cir-
cuits at this point are, however, premature
and sometimes contain wrong connec-
tions. For instance, while only a single
climbing fiber innervates each Purkinje
neuron in the adult mouse cerebellum,
multiple innervations were found at peri-
natal stages. Such wrong connections are
eliminated in an activity dependent man-
ner. In the mammalian visual cortex,
inputs from the right eye compete with

those from the left eye to make the ocular
dominance column. In this process, inputs
from both eyes have been shown to occupy
the same area at the initial step of the devel-
opment but eventually lose the connection
to form the ocular dominance column.
Elimination of inputs from one eye during
the initial stages resulted in the loss of the
ocular dominance column, indicating that
this process was also activity dependent.
Even in the adult brain, neuronal circuits
are always modified over time mainly by
changing the synaptic junctions in number
and strength.

6
Molecular Aspects to Wire up the Nerve
Cells into Functional Circuits

There are mainly two mechanisms to ex-
plain axon guidance; one is a contact
dependent and the other is a contact-
independent machinery. In the former,
interaction between the transmembrane
and/or membrane-bound receptor in the
growth cone and its ligands exists on the
neighboring cell membrane or extracel-
lular matrix (ECM) and plays a major
role, while secreted molecules from re-
mote positions and their receptors on the
membrane of growth cones are involved
in the latter. The following are examples
of these two mechanisms:

Fig. 10 Mechanisms involved in axon guidance. (a) A schematic drawing explaining how a growth
cone can be guided to the target area. For details, see text, (b) The retino-tectum connection system
in chicken. Visual information is precisely represented in the tectum because of the topographic
connection pattern. In order to establish such a connection pattern, the graded expression of the Eph
receptor in the retina and that of its ligand ephrin in the tectum appear to play an important role,
(c) A commissural interneuron in the spinal cord can express different sets of molecules along the
axon in response to various environmental cues. (d) Secreted molecule Slit mediated axon guidance
in the Drosophila embryo is strictly regulated by the posttranscriptional modification of the Slit
receptor Robo. The midline glia is the source of the chemorepellant, Slit.
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6.1
Contact-dependent (Short Range) Axon
Guidance Mechanisms

In chicken embryos, the retinal ganglion
cells in the eye send axons toward a
midbrain region, the tectum. Noticeable
is the fact that the connection pattern be-
tween the retina and the tectum is totally to-
pographic; nasal ganglion cells send axons
to the posterior tectum and the temporal
ones to the anterior tectum. Furthermore,
the dorsal ganglion cells send axons to
the ventral tectum and the ventral ones to
the dorsal tectum, enabling them to sim-
ply relay the two-dimensional information
caught by an eye to the brain (Fig. 10b).
To precisely establish such a connection
pattern, Eph tyrosine kinase receptor, and
its ligand ephrin have been shown to play
a crucial role: EphA3 expression makes
a gradient along the nasal–temporal axis
in the retina (higher in the temporal;
see Fig. 10b) while the ligand ephrinA2/5
makes a gradient along the A–P axis in
the tectum (higher in the posterior; see
Fig. 10b). The interactions between Eph
and ephrin cause the collapse of growth
cones, steering the axon into the area
with less interactions between the recep-
tor and the ligand. The same mechanism
seems to be utilized in the thalamocorti-
cal projections in mice, as EphrinA2 and
A5 expression make a gradient in the
thalamic lateral geniculate nucleus, and
EphrinA2/A5 double mutant mice have de-
fects in this connection system. Regarding
the upstream factors required to regulate
the EphA3 gradient in the chicken retina
along the nasal-temporal axis, transcrip-
tion factors such as CBF-1/2 are known
to make a similar gradient to EphA3. Ec-
topic expression of CBF-1/2 in the retina
has been shown to perturb the topo-
graphic retina–tectum projection patterns,

implicating these molecules in the impor-
tant role of axon guidance. However, there
is no evidence that these transcription fac-
tors directly regulate EphA3 expression
and there could be additional uncharac-
terized mechanisms. In the tectum, FGF8
and Wnt1 expression at the MHB is known
to be required to set up an expression gra-
dient of transcription factors Engrailed1/2
along the A–P axis, controlling the gradual
expression of ephrinA2 and A5 (Fig. 8a).

Other important molecules steering the
growth cone in a contact-dependent man-
ner are cell adhesion molecules. Cell ad-
hesion molecules could further be a com-
ponent to stabilize the synaptic junctions
immediately after the axon guidance pro-
cesses. There are three major types of cell
adhesion molecules: (1) immunoglobulin
(Ig) superfamily molecules, (2) integrins,
and (3) cadherins. The following is a brief
summary of the roles of these classes of
adhesion molecules in axon guidance:

6.1.1 Ig Superfamily Molecules
Ig superfamily molecules are simply de-
fined by containing the Ig domain folded
by a disulfide link. Numbers of Ig super-
family molecules with multiple Ig domains
are expressed in the CNS. The smallest
Ig superfamily molecule expressed in the
CNS is Thy-1, which contains just one
Ig domain. Thy-1 is a major fraction of
the surface protein on long axons, stabi-
lizing the membrane to prevent neurite
sprouting during the guidance process. N-
CAM (Neural cell adhesion molecule) has
five Ig domains and two fibronectin type
III (FNIII) repeats, and its expression is
found everywhere in the CNS, providing a
good neural marker during development.
In vitro assay showed that homophilic
interaction between axons and cell sub-
strates expressing N-CAM is crucial to
promote axon outgrowth. Interestingly,
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it is known that sugar groups could
modify the N-CAM extracellular domain
(polysialylated form; PSA-N-CAM). This
modification lowers the binding affinity,
providing repulsive cues for axon guid-
ance. TAG-1/axonin-1 and L1 with six Ig
domains show a curious expression pat-
tern during the axon guidance process:
The commissural neurons of the verte-
brate spinal cord first send axons toward
the floor plate and the axons cross the mid-
line at the floor plate. After crossing the
midline, the axons immediately change di-
rection by 90◦ to ascend the spinal cord
(Fig. 10c). While TAG-1 expression is de-
tected during the initial axon guidance
process and is downregulated after the
turning, L1 expression is only switched on
after the turning (Fig. 10c). This indicates
that localization and/or expression of guid-
ance molecules even along the same axon
could be tightly regulated, allowing growth
cones to sense various environmental cues
over time and space. Interestingly, TAG-1
is known to heterotypically interact with
Nr-CAM (Ng-CAM related Ig superfamily
adhesion molecule), which is expressed by
the floor plate cells. Such molecular inter-
actions occurring at a restricted territory
per se might have a role in changing the
growth cone behaviors.

6.1.2 Integrins
Integrins are the cell surface receptors and
their substrates are the ECM molecules
such as laminin, fibronectin, and so on.
Integrins consist of two subunits, namely,
α- and β-chains. Distinct genes encode
α- and β-chains, and differential com-
binations of α/β-chains produce various
affinities to ECM ligands/substrates. In
the CNS, multiple types of receptors and
their substrates are expressed, and prefer-
ential interactions between integrins and
molecules in the ECM are indeed shown

to play essential roles in guiding neurites
in vitro. The cytoplasmic domain of inte-
grins is known to interact with cytoskeletal
elements, such as vinculin, talin, and α-
actinin, each of which is found to localize
at the growth cones. Importantly, integrins
have been shown to play a major role in
directed cell migration by remodeling the
cytoskeltons, and migration of mouse cor-
tical neurons has been demonstrated to
be dependent of integrins. Mechanisms
that regulate cellular migrations would
be utilized in the directed steering of
axons.

6.1.3 Cadherins
Cadherins are transmembrane proteins
that confer subclass specific adhesiveness
to cells: cells that express one particu-
lar subclass can generally contact with
those that express the same subclass in
a Ca2+ dependent manner. Takeichi and
colleagues first demonstrated that func-
tional neuronal circuits in the chicken
nervous system were subdivided by differ-
ential expressions of N- and R-cadherin.
In the mouse thalamocortical connection
system, expressions of type II cadherins
have also been shown to delineate the spe-
cific division in the thalamus as well as the
neocortical area. Furthermore, cadherin-6
expression was found to demarcate entire
parts of the neuronal circuit such as the au-
ditory circuit. Redies and colleagues have
revealed that such differential expression
patterns along the neuronal circuit play a
crucial role in finally targeting the axons
into a specific area by means of the EP
mediated cadherin overexpression exper-
iment. In the Drosophila embryo, it has
also been shown that DN-cadherin plays a
role in the segregation of axon tracts in a
fascicle, otherwise the neural circuits were
totally disorganized.
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6.2
Contact-independent (Long-range) Axon
Guidance Mechanisms

Many secreted molecules and their lig-
ands play a central role in steering axon
guidance. For example, interneurons in
the vertebrate spinal cord send the com-
missural axons toward the ventralmost
midline cells, the floor plate. Growth cones
then cross the midline and project anteri-
orly as shown in Fig. 10(c). In the first
step of these processes, Netrin secreted
from the floor plate has been shown to
have an activity that attract the growth
cone expressing the receptor DCC (Deleted
in Colorectal Cancer), an Ig superfam-
ily molecule with four Ig domains and
six FNIII repeats. Netrin was originally
identified as the gene responsible for the
uncoordinated cell migration phenotype
(unc-6) in C. elegans, and importantly, it is
known that Netrin can function as a repel-
lant if the DCC receptor interacts with an-
other receptor UNC-5. The trochlear motor
neurons are located in the ventral region
of the hindbrain and send axons dorsally.
Netrin has indeed been shown to regulate
this axon guidance step in a repulsive man-
ner, yet the receptor components in this
process are not confirmed to be UNC-5 de-
pendent. Recently, the Drosophila Netrin
receptor Frazzled (Drosophila DCC ho-
molog) has been demonstrated to guide
axons by controlling Netrin distribution.
In this model, Netrin captured and re-
located by the receptor Frazzled along
the pioneer axon, could further act as
a contact-dependent attractive guidance
cue for growth cones expressing unknown
Netrin receptors other than Frazzled, im-
plicating complex molecular machineries
involved in the Netrin-mediated axon guid-
ance (Fig. 10a).

The secreted molecule Slit can act as a
repellant and the receptor is an Ig super-
family member Roundabout (Robo) with
five Ig domains and three FNIII repeats.
In Drosophila, Slit is expressed at the ven-
tral midline cells and this prevents axons
that had once crossed the midline from
recrossing it (Fig. 10d). Therefore, growth
cones in the Slit receptor Robo mutants
cross the midline many times (Fig. 10d).
Notable is the fact that growth cones af-
ter crossing the midline become sensitive
to Slit repulsive cues in the wild type,
although the Robo mRNA is expressed
by almost all neurons before crossing the
midline (Fig. 10d). It is revealed that a
transmembrane protein, Commissureless
(Comm), transiently inactivates the Robo
protein until growth cones cross the mid-
line, otherwise axons can never cross the
midline because of the repulsive activity of
Slit, resulting in the commisureless phe-
notype in the mutant (Fig. 10d). As the
Robo protein is found to be sequestered in
the internal vesicles of growth cones before
crossing the midline, Comm might regu-
late the localization of the Robo protein
during axon guidance. Robo has further
been demonstrated to be able to interact
with DCC, the Netrin receptor. This in-
teraction has been shown to be essential
not only to silence the Netrin attractive
signals but also to potentiate the Slit
repulsive signals after crossing the mid-
line.

Semaphorins are another type of se-
creted molecule, and both neuropilins and
plexins are the receptor components of
semaphorins. In the mouse, neuropilin-
1 (NP-1) is a known receptor component
of SemaphorinD (SemaD; the human ho-
molog is named SemaphorinIII, while the
chicken homolog is termed CollapsinI)
and is expressed by the neurons in the
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dorsal root ganglia (DRG). In vitro ex-
periments have revealed that SemaD ex-
pressing cells indeed repel or collapse
growth cones from DRG neurons, whereas
growth cones from DRG neurons isolated
from NP-1 gene targeting mice cannot be
affected by SemaD expressing cells. In
vivo, efferent axons from the NP-1 mu-
tant DRG were found to be defasciculated
and/or harbor excess spreading, suggest-
ing an important role for NP-1/SemaD
in constituting the guidance pathway. The
NP-1/SemaD interactions also appear to
regulate the initial patterning of projec-
tions from neocortical neurons: cortical
neurons expressing NP-1 sense the SemaD
signal from the marginal zone, sending
efferent axons to avoid the SemaD signals.

Receiving various contact-dependent
and contact-independent signals and/or
cues, migrating growth cones sum up
these stimulations and determine the final
direction to go. Such decisions are mainly
made within the cytoplasm of growth
cones, and small signaling molecules
play major roles. For example, VAB-8,
a cytoplasmic protein with kinesin mo-
tor similarity, is normally required for
the posterior axon guidance in C. elegans,
and ectopic expression of VAB-8 has been
shown to be sufficient to totally reverse
the direction of axon outgrowth. The ra-
tios of activity of a cytoplasmic tyrosine
kinase, ABL, its substrate ENA, and the
tyrosine phosphatases, which antagonize
ENA, have also been demonstrated to be
balanced by various Robo mediated guid-
ance signals and finally set a direction to
go. Activity and/or localization of a second
messenger such as cyclic-AMP and cyclic-
GMP have further been revealed to affect
the final direction to go in Xenopus spinal
axons and the cortical efferents respec-
tively. Regarding the turning response of
growth cones, local activation of the Rho

family of GTPases, which is able to re-
arrange the cytoskeltal organization, has
been implicated. For instance, Eph/ephrin
interactions could modulate Rho activity,
yet the detailed machinery that link dis-
tinct GTPases to other guidance cues is
not well understood.

It should be apparent that the molecular
mechanisms involved in axon guidance
are used in controlling the direction of
cellular migrations. For instance, the Eph-
ephrin repulsive signals together with the
cadherin-mediated cell adhesion machin-
ery play a crucial role in generating cell
lineage restriction between neuromeres
(see above). Neural crest cells also require
Eph/ephrin signaling, when they migrate
from the dorsal neural tube and travel to-
ward their final locations. Furthermore,
the rostral migration stream from the gan-
glionic eminence to the olfactory bulb
in the forebrain as well as the cytokine
induced leukocytes migration has been
shown to be dependent on Slit signaling.
Such cellular machineries are so impor-
tant that they might repeatedly be utilized
during development and evolution.

6.3
Plasticity of the Neuronal
Circuit-potentiation of Synaptic
Transmission

Here, I just outline the molecular mech-
anisms involved in the potentiation of
synaptic transmission, because detailed
mechanisms have been well summarized
in a chapter of the previous series written
by Dr Eric Kandel and references therein.

As I described earlier, it has been re-
ported that the morphological as well as
physiological features of synaptic junc-
tions can vary over time in the mature
brain. For instance, if an excitory presy-
naptic neuron is artificially stimulated at
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high frequency, the postsynaptic mem-
brane potential is known to increase and
the situation can last from minutes to
several hours. This persistent increase in
the synaptic membrane potential is called
posttetanic potentiation and in the in vivo
context, the process is called long-term
facilitation (LTF) in Aplysia, while in verte-
brates it is named long-term potentiation
(LTP). Morphologically, many buds and/or
branches termed spines are formed along
the postsynaptic dendrites. In addition,
the area of synaptic contact has been
demonstrated to become broader dur-
ing LTP. Molecularly, it is revealed in
the excitory synapses that components of
the postsynaptic ion channels are mod-
ified to facilitate the Ca2+ permeability
through the postsynaptic membrane. In-
creased amounts of Ca2+ then activate
the Ca2+ dependent kinase and further
modify ion channels to increase the Ca2+
permeability. Continuous Ca2+ accumu-
lations finally activate the PKA pathways
at the postsynapse, resulting in turning
on a set of gene transcriptions, such as
cell adhesion molecules, to strengthen the
synaptic junction. From the postsynaptic
membrane, signaling molecules such as
nitric oxide (NO) and neurotrophic factors,
such as BDNF (brain-derived neurotrophic
factor), are thought to be released and af-
fect transmitter release as well as survival
rates of the presynaptic neuron terminals.
Neurotrophic factors further play an im-
portant role in modulating components of
ion channels. Recently, the role of those
genes that are implicated in LTP forma-
tion have been eliminated by the gene
targeting method in mice (see Sect. 7), and
these mice more or less showed aberrant
phenotype in the activity dependent gen-
eration of brain functional units during
development as well as during learning

and memory processes at adult stages, in-
dicating LTP might be a crucial element of
these intricate processes of the brain.

7
How can Molecular Functions in Complex
Tissues be Studied?

Many methods have been established to
determine molecular functions in vivo.
There are basically two methods to ex-
amine molecular functions: loss-of-function
and gain-of-function studies. In the former,
a gene and/or its protein product of in-
terest is eliminated in the relevant tissue
and/or entire organism, and researchers
analyze the abnormalities to understand
its normal functions. In the latter, a gene
and/or its protein product is ectopically ex-
pressed in the tissue where the gene is not
expressed, and researchers examine the
acquired phenotypes of the tissue to know
its original functions. Here, I briefly out-
line emerging methodologies to clarify the
complex molecular functions in the brain.

7.1
Loss-of-function Studies

Applying materials that block generation
of a gene product and/or the function
of the gene product would be the sim-
plest way in this criterion. For example,
several drugs/antagonists are known to
block functions of specific sets of ion
channels expressed by neurons, and these
reagents have been playing pivotal roles
in elucidating synaptic functions in the
nervous system. Designing dominant neg-
ative molecules could be another option
to inhibit the normal functions of en-
dogenous molecules. For instance, several
types of receptors such as Notch, BMP
receptors, FGF receptors, and so on are
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known to be activated through dimer
formations, and if truncated forms are
expressed, normal receptor functions are
effectively perturbed (Fig. 2a). In the C.
elegans system, double-stranded RNA se-
quences, which are simply designed from
the coding sequences of a gene of inter-
est, have been demonstrated to specifically
interfere with mRNA transcription and/or
translation of the gene. This mechanism
termed RNAi is now shown to be appli-
cable not only to invertebrates but also to
vertebrates including the mouse. Apply-
ing the antisense oligonucelotides for a given
gene sequence, has also been revealed to
block mRNA translation. Most recently,
it has been demonstrated that the mor-
pholino oligonucleotides serve as the best
tool to stably block gene functions because
the morpholino reagents are not degraded,
thereby inhibiting mRNA translation for a
long time.

Generating an organism that completely
lacks a gene of interest is a prevailing
method, and the manipulated organism
could yield more reproducible and re-
liable results. In the mouse, embryonic
stem cells (ES) that can differentiate into
all cell types in an organism have been
established, and it is now a routine pro-
cess to replace a gene of interest with a
drug selection gene in the ES cells via
homologous recombination. Selected ES
cells can directly be injected in a host em-
bryo, and chimeric mice containing cells
derived from the gene manipulated ES
cells are easily obtained. If ES cell–derived
cells contribute to the germ line, mice ho-
mozygous for the mutated locus can be
finally produced by means of serial mat-
ing processes (Fig. 11). This procedure,
called gene targeting or gene knockout, has
greatly contributed to the understanding of
the unveiled functions of genes expressed
in the mouse brain. Major problems in

loss-of-function studies are that redun-
dant functions of related genes sometimes
mask the mutant phenotypes and that
the abnormalities at earlier developmental
stages and/or lethality prevent the mutant
phenotypes from being examined at later
stages. The former problem might sim-
ply be overcome by generating double or
more related gene knockouts, while the
latter could partly be solved by using the
conditional gene knockout system that al-
lows the gene of interest to be inactivated
in a spatiotemporally restricted manner.

7.2
Gain-of-function Studies

To express a gene of interest ectopically,
ubiquitous promoters such as heat shock,
beta actin, cytomegalovirus (CMV) pro-
moters, and so on must be linked to the
gene, and the construct should be delivered
into tissues or organisms. If a tissue or cell
type specific overexpression is required,
the researchers could use proper types of
promoters. For example, the promoter of
neuron-specific enolase is widely used to
drive the neuron-specific expression of ex-
ogenous genes. Synthesized mRNA with
a 5′ cap can also be injected into a fertil-
ized egg or the blastomere of a developing
embryo, and strong expression from the
injected mRNA has been reported in the
zebrafish and frog systems. In the mouse,
the constructs for overexpression can be
easily microinjected into the pronuclei of
fertilized eggs, and mice lines with the ex-
ogenous gene will be obtained after oviduct
transfer of the injected eggs.

Recently, the EP mediated gene trans-
fer method into living embryos and/or
tissues has emerged a powerful tool. Us-
ing controlled square pulses instead of
authentic pulses with exponential decay,
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Construction of the gene targeting vector

Gene casette for negative
selection
(e.g. Thymidine kinase gene)

Gene casette for positive selection
(e.g. Neomycin resistance gene)

Homologous regions
for the gene of interest

Electroporate the
targeting vector

into ES cells

Random insertion into the genome Homologous recombination

Positive/negative selection
(e.g. Neomycin + Ganciclovir)

ES cells heterozygous for
the targeted allele by

homologous recombination

Thymidine kinase converts
ganciclovir into a toxic material,

killing ES cells with random insertions
of the targeting vector

Chimeric mice with ES cells'
contribution into the germ line +/+

+/+

+/+ +/- +/- -/-

+/+ +/-

+/-+/-

Fig. 11 How to generate gene targeting (knockout) mice.

it is now possible to drive gene expres-
sions in any tissue at any developmental
stage. Compared to the virus mediated
gene transfer method, EP mediated gene
transfer is less toxic to the relevant tissue

as well as for researchers. Furthermore,
EP is superior in its capability to con-
trol the area of gene transfer because
DNA constructs with a negative charge
will only migrate to the tissue facing the
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positive electrode, directed by the electric
field generated during EP. EP may fur-
ther be combined with loss-of-function
studies, as EP can target any charged
molecules. Indeed, RNAi as well as mor-
pholino oligo-mediated gene attenuation
in a restricted area using EP has already
been reported. Hence, EP will offer a rela-
tively high-throughput means of assaying
or evaluating gene function and regula-
tion, which will be important in light of
the flood of information coming from the
genome projects.
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Keywords

Calcium
The fifth most abundant element of the human body; it has a stabilizing function in
shells, bones, and teeth (bound as hydroxyapatite), and in proteins in the extracellular
fluid. Inside cells, calcium functions as a second messenger by interacting with specific
Ca2+ binding proteins (e.g. calmodulin).

Calmodulin
A highly conserved, intracellular Ca2+ binding sensor protein involved in triggering
Ca2+ signals. It contains four helix-loop-helix or EF-hand Ca2+ binding domains.

Channel
Integral membrane proteins responsible for transport across membranes; opening and
closing (i.e. gating) can be voltage-, ligand-, or store-operated.

EF-hand Proteins
The term coined by R.H. Kretsinger to describe the helix-loop-helix calcium binding
domains of specific proteins. The highly conserved motif (first described on the basis of
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the crystal structure of parvalbumin containing six helices, A–F) in which certain amino
acids are invariant consists of two helices enclosing the Ca2+ binding loop. As a model,
the forefinger and the thumb of the right hand can resemble the two helices (e.g. E and
F of the second Ca2+ binding domain of parvalbumin), and the bent midfinger, the
enclosed loop, hence the EF-hand.

Exchanger
A transmembrane protein using the downhill gradient of one ion as an energy source
to transport another ion against its gradient across the membrane (e.g. Na+/Ca2+).

Pump
A transmembrane protein using ATP or another nucleotide triphosphate as an energy
source to transport an ion against its gradient across the membrane.

Second Messenger
Intracellular small molecules (e.g. cyclic nucleotides or inositol polyphosphates) or ions
such as Ca2+, indispensable for the transduction of signals converting extracellular
stimuli (e.g. hormones = primary messengers) into intracellular responses.

� Calcium is of pivotal importance for many biological processes. It may have a rather
static, structure-stabilizing role, or it may participate as one of the second messengers
of the cell in signal transduction pathways, fulfilling a more dynamic function. This
is made possible by some specific properties of the Ca2+ ion (e.g. high dehydration
rate, great flexibility in coordinating ligands, largely irregular geometry of the
coordination sphere). The control of calcium homeostasis is of central importance
to the organism, involving an exchange of the mineral between the skeleton (as the
major calcium reservoir), the intestine, and the kidney (as the organs of calcium
absorption or reuptake), from the extracellular fluid (ECF) and intracellular calcium,
respectively. This highly integrated process consists of a number of hormonally
controlled feedback loops and an elaborate system of channels, exchanger, and
pumps to control Ca2+ fluxes into and out of cells. This article describes the different
roles of calcium in the regulation of biological functions and the proteins involved
in these processes.

1
Introduction

Calcium is one of the most common ele-
ments on earth, and it is the fifth most
abundant element of the human body.

Next to its central role in cellular func-
tions as one of the second messengers,
calcium is a major constituent of the
skeleton. It has a stabilizing function in
shells, bones, and teeth and therefore is an
old component of organisms, the record
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being 2 × 109 years (blue–green algae).
In minerals as well as in solution, cal-
cium occurs predominantly in a complex
form, mostly as calcium phosphate (e.g.
hydroxyapatite [Ca10(PO4)6(OH)2]), which
makes up 60% of the weight of human
skeleton, that is, the skeleton of a man
contains 1.0 to 1.3 kg of calcium, that of a
woman 0.8 to 0.9 kg, comprising 99% of
the total calcium of a human body. Com-
pared to this amount, the calcium found
in the extracellular fluid and intracellu-
larly in the cytosol or in other intracellular
compartments is almost negligible. In the
ECF or in the lumen of intracellular retic-
ular systems, the calcium concentration
is millimolar (2–5 mM, of which about
50% is unbound, i.e. corresponds to free
Ca2+ concentration), whereas the cytoso-
lic free Ca2+ concentration of a resting cell
is about 100 to 300 nM. This results in
a steep concentration gradient of ionized
Ca2+ across cellular membranes, which is
regulated by a variety of channels, pumps,
and other transporting systems controlling
the fluxes of Ca2+ into and out of the cell
and between the various intracellular com-
partments. On the other hand, calcium
homeostasis of the ECF is maintained
through a highly integrated and complex
endocrine system. This involves the inter-
play between a receptor sensing the level
of Ca2+ in ECF (see below) and two antag-
onistic polypeptide hormones, parathyroid
hormone (PTH) and calcitonin (CT), and a
Vitamin D metabolite, 1,25 (OH)2D3 (see
Fig. 1). They measure the level of calcium
in the ECF and regulate its flow into and
out of the ECF by acting on target cells of
the intestine, kidney, and bone. Normally,
PTH prevents calcium of the ECF from
falling below a threshold level, whereas
CT prevents abnormal increases of serum
calcium. PTH is also responsible for the
formation of 1,25 (OH)2D3, which acts

on specific receptors in the intestine to
promote absorption of Ca2+.

At the end of the nineteenth century, the
English physiologist Sidney Ringer discov-
ered that calcium plays an essential role
in regulating the contraction of the heart,
but for decades, calcium was considered
to be a specific factor merely important for
muscle contraction. Evidently, the general
implication of Ringer’s observation came
ahead of its time. It needed the formulation
of the ‘‘second messenger’’ concept, which
was developed by Earl Sutherland on the
basis of the discovery of cyclic AMP as
an intracellular regulatory constituent. It
was supported by the work of Ebashi et al.
who showed how Ca2+ works in skeletal
muscle, and identified troponin C as the
first member of the EF-hand type calcium
binding proteins. However, it was not un-
til the discovery of calmodulin by Cheung
and Kakiuchi in the sixties of the twentieth
century to realize the pivotal role of Ca2+
as a general regulator of cellular functions.
This is made possible due to the tightly
controlled steep concentration gradient of
ionized Ca2+ across cellular membranes.
If a cell becomes activated because of an
external signal, this often results in up to a
100-fold rise in the intracellular free Ca2+
concentration owing to the uptake of extra-
cellular Ca2+ and/or the release of Ca2+
from intracellular stores. These changes
in the free Ca2+ concentration can cause
significant oscillations of Ca2+ in the cy-
tosol providing the possibility of signal
transduction for a number of different
cellular activities (e.g. muscle contrac-
tion; glycogen metabolism; fertilization;
cell growth, division, and apoptosis; exci-
tation–contraction and stimulus-secretion
coupling; mineralization). Many of these
functions are accomplished through the
interaction of Ca2+ with specific pro-
teins, resulting in specific modulations of



Calcium Biochemistry 137

A
T

P
A

D
P

E
C

F
K

id
ne

y
1,

25
-(

O
H

) 2
 D

3
25

-(
O

H
) 

D
3

P
3P
P

2

P
LC

R E
R

M

E
C

F
H

em
on

on

In
te

st
in

e

C
al

ci
um

 h
om

eo
st

as
is

+

+

+

++ +

+
−

−
B

on
e C

T

E
C

F
N

P
T

H

C
a2+

C
a2+

C
a2+

C
a2+

C
a2+

C
a2+

C
a2+

N
a+

A
C

P A
T

P

V
it 

D Li
ve

r

E
3

Fi
g.

1
Sc

he
m

at
ic

vi
ew

of
th

e
di

ffe
re

nt
sy

st
em

s
pa

rt
ic

ip
at

in
g

in
ca

lc
iu

m
ho

m
eo

st
as

is
.T

he
fig

ur
e

in
te

gr
at

es
th

e
di

ffe
re

nt
or

ga
ns

,h
or

m
on

es
,a

nd
th

e
ce

llu
la

r
sy

st
em

s
in

vo
lv

ed
in

th
e

re
gu

la
tio

n
of

ca
lc

iu
m

.C
T,

ca
lc

ito
ni

n;
PT

H
,p

ar
at

hy
ro

id
ho

rm
on

e;
EC

F,
ex

tr
ac

el
lu

la
r

flu
id

;E
R

,e
nd

op
la

sm
ic

re
tic

ul
um

;
M

,m
ito

ch
on

dr
io

n;
N

,n
uc

le
us

;R
,r

ec
ep

to
r;

C
,c

ha
nn

el
;E

,e
xc

ha
ng

er
;P

,p
um

p;
G

,G
pr

ot
ei

n;
PL

C
,p

ho
sp

ho
lip

as
e

C
;P

IP
2,

ph
os

ph
at

id
yl

in
os

ito
l-4

,5
-d

ip
ho

sp
ha

te
;I

P3
,i

no
si

to
l-1

,4
,5

-t
ri

ph
os

ph
at

e.



138 Calcium Biochemistry

protein–protein interactions owing to con-
formational changes of the Ca2+ receptors.

2
Ca2+ Ligation

Ca2+ ligation usually occurs via carboxy-
lates (mono- or bidentate) or neutral
oxygen donors since the calcium ion
overwhelmingly prefers oxygen as donor
groups of ligands. Owing to the great
flexibility of calcium in coordination (co-
ordination numbers usually 6–8, but up
to 12 are possible) and a largely irregu-
lar geometry, both in bond length and in
bond angles, calcium has a superior bind-
ing property to proteins as compared to
Mg2+, which requires a fixed geometry
of an octahedron with six coordinating
oxygen atoms and a fixed ionic bond
distance due to the smaller ionic radius
(0.64 Å) as compared to 0.97 Å of calcium.
This difference in flexibility of complexa-
tion geometry permits calcium a greater
versatility in coordinating ligands, lead-
ing to a higher exchange rate. This is
reflected in a three-orders-of-magnitude
difference in dehydration rate between the
two ions, which makes Ca2+ much more
suitable as a signal-transducing factor, es-
pecially in the presence of a high excess
of Mg2+, the concentration of which is in
the mM range on both sides of the cellular
membrane.

3
Calcium in the Extracellular Space

It was stated in the introduction that
calcium in the ECF is tightly controlled
to maintain its concentration in a range
of 2 to 5 mM. One of the important
functions of Ca2+ in the ECF is to stabilize

the structure of proteins and to mediate
cell–cell or cell–matrix interactions. As
a consequence, there are a number
of important extracellular processes that
require calcium, such as blood clotting,
complement activation, or interaction of
cell-surface receptors with their ligands
(e.g. Notch signaling). One important
difference in comparing the Ca2+ binding
sites of extracellular and intracellular
proteins (e.g. EF-hand proteins, see below)
is the spatial arrangement of the ligating
groups. As it will be discussed in detail
below, the intracellular Ca2+ binding
proteins show a sequential arrangement
of their ligating residues in contrast to
the extracellular proteins in which these
ligands are usually located at distant
positions in the amino acid sequence (e.g.
α-lactalbumin). Therefore, those proteins
have a preformed cavity of Ca2+ binding
sites with a relative high degree of
rigidity with the consequence that the
on-rate for Ca2+ binding is fairly slow.
Since, on the other hand, the off-rate
is relatively fast, the affinity of Ca2+
for the extracellular proteins is usually
low. However, owing to the relative
high concentration of Ca2+ in the ECF,
these proteins occur in their Ca2+ bound
form and are therefore protected against
proteolytic cleavage.

Another important function of Ca2+ in
the extracellular space is in mediating
cell–cell adhesion. Essential for these cel-
lular contacts are proteins called adherins.
These transmembrane glycoproteins re-
quire calcium for their cell-binding activity.
One of the best-studied molecules is uvo-
morulin or E-cadherin. The extracellular
part of this protein is largely composed of
three repeating domains, each containing
two putative Ca2+ binding sites different
from the later-described EF-hand binding
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sites, but rich in aspartic acid and as-
paragine residues. Recently, it was shown
that replacing a single aspartic acid residue
by either lysine or alanine in one of these
sites renders the protein more susceptible
to protein degradation due to the loss of
Ca2+ binding and abolishes the adhesive
function of the molecule.

Bone-forming cells, osteoblasts, synthe-
size and secrete a number of noncol-
lagenous Ca2+ binding proteins such as
osteocalcin, osteopontin, and osteonectin
that bind to bone minerals such as hydrox-
yapatite in a calcium-dependent manner.
Osteocalcin belongs to the class of Ca2+
binding proteins rich in the unusual amino
acid γ -carboxyl glutamic acid mediating
the Ca2+ binding property, whereas osteo-
pontin, a glycoprotein, is rich in sequences
of aspartic or glutamic acid residues re-
sponsible for Ca2+ binding. In addition,
both proteins contain arginine-glycine-
aspartic acid sequence domains known
to be important in mediating binding
to cell-surface receptors. Osteonectin, on
the other hand, is an extracellular Ca2+
binding protein that can contain at least
one EF-hand type of high-affinity Ca2+
binding sites that are normally typical
for intracellular Ca2+ binding proteins.
One interesting abnormality of this EF-
hand is the fact that it is stabilized
by an S–S bridge that normally does
not occur in EF-hand type proteins (see
below).

Similar to the intracellular Ca2+ bind-
ing proteins that are composed of EF-hand
domains (see below), most extracellular
proteins are assembled from a limited
number of domain structures or mod-
ules. This is well documented for the
calcium binding domains of a number
of extracellular proteins like the γ -carboxyl
glutamic acid–rich Gla-domain in the vi-
tamin K–dependent clotting factors, the

cadherin module, or the epidermal growth
factor (EGF)-like domain. The latter is one
of the best-studied examples and should
be described in more detail.

3.1
The Calcium Binding EGF-domain

The epidermal growth factor or EGF-like
domain is one of the most common mod-
ules identified in extracellular proteins. It
plays a general role in cell–cell adhesion,
blood coagulation, and receptor–ligand in-
teraction. EGF modules contain about 40
to 45 amino acids including 6 cysteine
residues that normally build S–S disul-
fide bond bridges. A distinct subset of
EGF-domains containing a calcium bind-
ing domain (cbEGF) has been identified
and its structure studied in detail. A con-
sensus sequence associated with calcium
binding has been identified as D/N-x-D/N-
E/Q-y-D/N-y-Y/F, where x symbolizes a
variable amino acid, y a variable se-
quence of amino acids, and D/N, E/Q, and
Y/F represent the usual one-letter codes
for aspartic acid/asparagine, glutamic
acid/glutamine, or tyrosine/phenylalanine
respectively.

CbEGF domains have been identified in
a variety of proteins such as different coag-
ulation factors, the low-density lipoprotein
receptor (LDLR), the cell-surface signaling
receptor Notch or the extracellular ma-
trix protein fibrillin-1. In most of these
proteins, the cbEGF domains exist as
multiple tandem repeats. In a number
of proteins, mutations within cbEGF do-
mains have been linked to genetic diseases
affecting blood clotting owing to factor
deficiency, familial hypercholesterolaemia
owing to mutations in the LDLR, inherited
forms of cerebrovascular disorder such as
CADASIL owing to mutations or deletions
in the Notch signaling receptor, or the
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Marfan syndrome owing to mutations dis-
rupting the pair-wise interaction of cbEGF
domains in fibrillin-1.

3.2
The Extracellular Calcium Sensor

As stated before, calcium in the extracel-
lular fluid is tightly controlled because of
a strict regulation by different hormones
keeping the level of calcium concentration
within a narrow window (see Fig. 1). Re-
ceptors of the different hormones, such
as PTH, CT and Vitamin D3, involved
in this regulation have been identified,
but the molecular basis for sensing the
extracellular calcium level was poorly un-
derstood. On the basis of several obser-
vations, however, it was postulated that a
cell-surface Ca2+-sensing receptor might
exist with functional similarities to the
G-protein–coupled receptors of the Ca2+-
mobilizing hormones. In 1993, Brown
et al. reported the successful cloning and
characterization of a 500 kDa protein from
parathyroid glands with a large, extracel-
lular N-terminal region and a smaller,
cytosolic C-terminal domain that could be
activated by mM Ca2+, corresponding to
the concentration of extracellular Ca2+.
Since the predicted amino acid sequence of
the protein contained seven putative trans-
membrane domains, it was suggested that
this calcium receptor (CaR) functionally
belongs to the well-characterized group of
G protein-coupled receptors. The CaR is a
glycoprotein that shares some homologies
with glutamate receptors. The extracellular
domain contains low-affinity Ca2+ binding
sites characterized by clusters of negatively
charged amino acid residues, typical for
extracellular, Ca2+-sensing proteins. CaR
can be found in most cells throughout
the body, but especially in cells of those
organs that mainly control the level of

calcium in the extracellular fluid, that is,
in bone-forming and -resorbing cells, in
parathyroid glands, and in cells of kidney
and intestine. Long before the discovery
of CaR, clinical observations of inheritable
hypo- and hypercalcemic syndromes have
been described that could now be linked to
specific mutations of CaR, most of them in
the extracellular calcium-sensing domain.

4
Signal Transduction Principles

4.1
General Properties

Cell-surface receptors can recognize ex-
tracellular signals (‘‘primary messengers’’)
and multiply them into a cascade of intra-
cellular events using a limited number
of intracellular signal transducers, so-
called ‘‘second messengers.’’ The most
common intracellular signal multiplica-
tion system makes use of the phospho-
rylation/dephosphorylation of proteins or
enzymes by activating a bunch of different
kinases/phosphatases. To date, five classes
of intracellular messengers are known:

1. cyclic nucleotides [cyclic adenosine
3′ –5′ monophosphate (cyclic AMP);
cyclic guanosine 3′ –5′ monophosphate
(cyclic GMP); cyclic ADP-ribose];

2. derivatives of phosphatidylinositol [in-
ositolpolyphosphates, e.g. inositol-
1,4,5-triphosphate (IP3), inositol-
1,3,4,5-tetraphosphate (IP4), and dia-
cylglycerol (DAG), stemming from the
same precursor phosphatidylinositol-
4,5- diphosphate (PIP2);

3. free Ca2+ ions;
4. gases such as nitric oxide (NO), proba-

bly also carbon monoxide (CO);
5. nicotinic acid adenine dinucleotide

phosphate (NAADP).
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The primary event in all signal-
transducing pathways is the reception of
an external signal by a specific receptor in
the cellular membrane, activating a chain
of reactions that will finally result in an
intracellular response, that is, the cellular
or plasma membrane is the main informa-
tion barrier.

Ca2+ performs its second messenger
function owing to changes in the distri-
bution at the two sides of the membrane,
which modulates its messenger function,
in contrast to the metabolic synthesis and
degradation of the other second messenger
molecules. If the intracellular Ca2+ rises
owing to the opening of Ca2+ channels
upon receiving an extracellular signal, the
ion will bind to specific proteins. This event
will result in a conformational change en-
abling the triggering device to multiply the
incoming signal. The occurrence of such
Ca2+ binding regulatory proteins was first
described in muscle tissues (i.e. troponin
C) as mentioned before. The concept was
later corroborated because of the detection
of a variety of homologous proteins, as
described in detail in Sect. 5.

The different second messengers are
central components of intracellular control
mechanisms. They are connected in their
action through a complex network of
feedback mechanisms. In addition, the
interaction of polypeptide growth factors
with their receptors is connected with
signal transduction pathways. Thus, one
of the earliest responses upon binding
of growth factors to their receptors is
a rapid increase in cytosolic free Ca2+
owing to receptor-activated, membrane-
bound phospholipase C. This enzyme
specifically cleaves phosphatidylinositol-
4,5-diphosphate (PIP2) to release IP3 and
DAG, the former releasing Ca2+ from
intracellular stores, whereas DAG activates

the Ca2+- and phospholipid-dependent
protein kinase C.

4.2
Calcium Oscillations in the Cell

In 1986, Cobbold et al. made a striking ob-
servation: by monitoring the cytosolic cal-
cium level of individual hepatocytes, they
noticed that upon addition of vasopressin,
a hormone known to mobilize intracellular
calcium, the intracellular Ca2+ did not rise
to a sustained level, but instead increased
and decreased repetitively with a certain
frequency (calcium spikes). They further
observed that it was the frequency and not
the amplitude of spiking that increased
proportional to the rise in concentration
of the added hormone, that is, an extra-
cellular analog signal was converted into
an intracellular digital signal. This sem-
inal observation was soon confirmed in
other laboratories on a variety of differ-
ent cells indicating that calcium ‘‘spikes’’
and, in addition, calcium ‘‘waves,’’ the spa-
tial counterpart of calcium spiking, are
fundamentally important processes in sig-
nal transduction pathways. Two models
describing these phenomena have been
recently developed:

1. The IP3 –Ca2+ crosscoupling (ICC)
model by Meyer & Stryer

2. The calcium-induced calcium-release
(CICR) model by Berridge

Pivotal to both systems are positive
feedback, cooperativity, deactivation, and
reactivation of the process. The key ele-
ment of the model described by Meyer
& Stryer is the mutual reinforcement
of the IP3-induced Ca2+ release and the
Ca2+-stimulated IP3 formation leading to
a crosscoupling of two oscillating sec-
ond messenger systems. By contrast, the
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key assumption of the model proposed
by Berridge et al. is the existence of two
independent cytosolic Ca2+ stores: one
that influences the cytosolic Ca2+ level
owing to the IP3-induced Ca2+ release,
and the other that contains the Ca2+-
induced Ca2+ release channel. In this
model, receptor activation leads to the
formation of IP3, which releases Ca2+
from IP3-sensitive Ca2+ stores for induc-
ing a constant efflux of calcium. The latter
triggers Ca2+ from Ca2+-sensitive stores,
leading to an autocatalytic process in which
the spiking characteristics depend on the
frequency of the depletion and refilling of
the Ca2+-sensitive Ca2+ stores. Owing to
the distribution of the storage systems over
much of the cellular volume, calcium spik-
ing leads to calcium waves (propagation
rate 10–100 µm s−1) as observed for many
cells. Since the diffusion rate of IP3 is 100
times faster than that of Ca2+, calcium
stores have to be much closer in space for
the CICR model as compared to the ICC
model to generate efficient calcium waves
across the cell.

4.3
Calcium and the Cell Cycle

Calcium is one of the control elements of
the cell division cycle (cdc) during prolif-
eration of cells. Usually, there are three
control points in a cell cycle: START, mito-
sis ENTRY, and mitosis EXIT. At all three
points, a transient rise in the intracellular
Ca2+ can be observed. The probable me-
diator of these Ca2+-dependent cell cycle
controls is calmodulin, a multifunctional
intracellular calcium binding protein, as
described later. It has been shown that
overexpression of calmodulin leads to a
reduction of the G1-phase in the cell cy-
cle, whereas reduced calmodulin synthesis
leads to arrest in G1 and mitosis EXIT.

Of special interest is the observation that
CaM-kinase activity is required for entry
into mitosis. The relevant target for CaM
kinase is a tyrosine phosphatase, known
as cdc25 in yeast. This enzyme is acti-
vated because of phosphorylation by CaM
kinase that enables it to dephosphorylate
pp34cdc2, a kinase involved in nuclear en-
velope breakdown, one of the key events
during the cell cycle.

The essential role of calmodulin during
cell cycle progression was demonstrated
by Davis et al. for yeast. Evidence was
provided that calmodulin was required
for chromosome segregation and the po-
larized growth of bud formation. Inter-
estingly, Davis identified two calmodulin
targets that are important for chromoso-
mal segregation, the spindle pole body
protein SPC110 and the nonconventional
myosin Myo2P. A mammalian homolog
of SPC110 has recently been identified as
a calmodulin target, supporting the earlier
findings that calmodulin is associated with
centrosomes during mitosis.

4.4
Calcium and Apoptosis

Apoptosis, or programmed cell death
(PCD), is a process during which cells
shrink and dissociate from their sur-
rounding neighbors, their organelles re-
tain in size, and in the nucleus chro-
matin forms dense aggregates on the
nuclear membrane. Eventually, chro-
matin undergoes fragmentation, and the
formation of membrane-enclosed struc-
tures termed apoptotic bodies that are
extruded into the extracellular environ-
ment can be observed. On the other
hand, necrotic cells swell, their mito-
chondria enlarge, the plasma membranes
disrupture, but the nuclear changes are
marginal.
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PCD is an important mechanism during
development that has emerged in multicel-
lular organisms to remove unnecessary,
damaged, or aged cells. Therefore, ab-
normal resistance toward apoptosis may
lead to autoimmune diseases or can-
cer, whereas uncontrolled enhancement
of apoptotic processes could favor chronic
pathologies such as neurodegenerative dis-
eases (e.g. dementia of the Alzheimer type)
or immune deficiencies such as AIDS.

A number of highly conserved pro-
teins, called death proteins, are involved
in the complex apoptotic pathways by ei-
ther causing or preventing cell death. This
was mainly due to detailed studies of the
nematode Caenorhabditis elegans. During
development, 131 of the total 1090 cells
of C. elegans are predestined to die. This
apoptotic process is controlled by the co-
ordinated expression of the death proteins
ced-3, ced-4, and ced-9, some of which
belong to the highly conserved family of
cysteine proteases, called caspases, others
to oncogenes such as bcl-2.

Work in a number of different labs
has demonstrated that alterations in intra-
cellular Ca2+ homeostasis are commonly
involved in promoting apoptosis. One as-
pect of the function of bcl-2 involves
preventing these alterations. So it has been
demonstrated that sustained levels of Ca2+
in mitochondria can be significantly low-
ered by the expression of bcl-2 and that
bcl-2 can block the depletion of endoplas-
mic reticular Ca2+ stores. In addition, it
has been shown that IP3-dependent Ca2+
release is essential for triggering apoptosis.
One of the consequences may lead to the
activation of Ca2+-dependent endonucle-
ases that are responsible for the cleavage of
DNA linker regions between nucleosomes,
leading to the frequently observed DNA
laddering during apoptotic processes.

Another interesting link between Ca2+
and apoptosis was recently reported by
the discovery of a new member of a Ca2+
binding protein of the EF-hand type, called
ALG-2, which was linked to apoptosis
(see below). It was observed that T-cell
hybridomas depleted of ALG-2 were pro-
tected against PCD induced by a variety
of stimuli including dexamethasone and
Fas/CD95 triggering. Evidence was pro-
vided that members of the ICE protease
family were activated upon stimulation
by either Fas/APO-1 antibodies or dex-
amethasone in ALG-2 depleted cells, but
progression of cell death was impaired
indicating that ALG-2 is necessary for the
apoptotic function of ICE/Ced-3 proteases.
However, later it was reported that mice
lacking the ALG-2 gene not only developed
normally but it was also observed that in T
cells obtained from those mice, apoptotic
processes could be induced indicating that
ALG-2 is not essential for apoptosis.

By using a similar functional selection
strategy of cloning to identify genes linked
to PCD, a death associated protein (DAP)
was identified as a kinase, therefore called
DAP-kinase. This protein turned out to
be a Ca2+-calmodulin-dependent kinase of
160 kDa. It is specific for phosphorylating
serine/threonine residues, and contains a
number of other domains such as ankyrin
repeats, P-loops, cytoskeleton binding do-
mains, and death domains. It was demon-
strated that the enzyme phosphorylated
myosin light chains in a Ca2+-calmodulin-
dependent manner and is associated with
the cytoskeleton of the cells. The latter
observation could be of special interest
since changes in the actin microfilament of
the cytoskeleton organization preceded the
nuclear condensation and segmentation
in response to interferon-γ -stimulation or
DAP-kinase overexpression.



144 Calcium Biochemistry

5
Intracellular Calcium Binding Proteins

5.1
The EF-hand Protein Family

As pointed out before, the concentration
of the intracellular Ca2+ in eucaryotic
cells is closely regulated to remain below
5 × 10−7 M in a resting cell, whereas
outside cells [Ca2+] is 10−3 M, resulting in
a steep concentration gradient across the
plasma membrane. The intracellular level
of Ca2+ can transiently increase owing
to a response to extracellular signals. In
order to function as a second messenger,
the Ca2+ signal is transduced by a variety
of Ca2+ binding proteins. In contrast
to the extracellular, low-affinity Ca2+
binding proteins, the intracellular proteins
bind Ca2+ with high affinity owing to
a sequential arrangement of the amino
acids ligating calcium in a loop flanked
by two helical segments. This common
helix-loop-helix Ca2+ binding motif, also
known as the EF hand as coined by
Kretsinger, is an important entity of the
intracellular Ca2+ receptor proteins for
triggering cellular responses. The helix-
loop-helix motif can be present in several
copies in these proteins. The number of
the latter is steadily increasing, (to date
more than 600 have been described, but
for most of them a precise function is not
known yet).

In 1973, Kretsinger and Nockolds re-
ported the crystal structure of parvalbu-
min. The protein consists of two homol-
ogous calcium binding domains each of
which contains two α-helices perpendicu-
lar to each other enclosing a Ca2+ binding
loop, the well-known ‘‘EF-hand’’. Parvalbu-
min thus became the prototype of numer-
ous Ca2+ binding proteins with similar
structural properties, such as calmodulin,

troponin C, recoverin, S100 proteins, and
others. To date, more than 50 struc-
tures of EF-hand proteins are known.
All EF-hand domains show a pentagonal-
bipyramidal coordination of the Ca2+ ion
in the loop flanked by the two approxi-
mately perpendicular helices. The residues
forming the ligands to Ca2+ are highly con-
served within a contiguous sequence of 12
residues spanning the loop and the begin-
ning of the second helix. Loop residues in
positions 1, 3, 5, and 12 contribute mono-
dentate (1, 3, 5) or bidentate (12) Ca2+
ligands through side-chain oxygens and
residue 7 through its backbone carbonyl
oxygen. Therefore, an invariant glycine
residue is in position 6 to permit the sharp
bend necessary to ligate Ca2+ through the
oxygen of a side chain (5) and a backbone
carbonyl (7). Residue 9 provides an addi-
tional ligand, either directly through an
oxygen of its side chain or indirectly via a
water molecule. In position 1 of the loop,
usually an aspartate is located, whereas in
position 12, glutamic acid is invariant. The
latter has two reasons:

1. both oxygens of the side-chain carboxy-
late ligate to calcium and

2. glutamic acid has α-helix-inducing
propensity.

The Ca2+ binding domains usually
occur in pairs stabilized by hydrogen-
bond bridges between the central residues
of adjacent loops that form a minimal
antiparallel β-sheet. Owing to these pair-
forming Ca2+ binding domains, the Ca2+
affinity to these sites and the cooperativity
of binding is enhanced. Calmodulin and
troponin C contain four Ca2+ binding
sites. Both proteins display Ca2+ binding
characteristics compatible with a ‘‘pair-of-
pairs’’ model of EF-hands, that is, the two
globular domains at the N- and C-terminal
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site each contain a pair of EF-hands, and
the domains are connected by a long
central helix providing a dumbbell-shaped
appearance as revealed by crystal-structure
determination. The N- and C-terminal
domains bind calcium cooperatively, the
C-terminal domain with higher affinity.
Recent multinuclear magnetic resonance
experiments of the Ca2+-bound form
of calmodulin corroborated the general
validity of the dumbbell-shaped structure
in solution, but indicated the high degree
of flexibility of the central part of the
helix that is also supported by a high B-
factor (temperature-factor) in that region

in the crystal structure. This flexibility
in the center of the molecule is an
important property for the interaction with
targets. Upon binding of calcium and
subsequent conformational change of the
protein, the extended dumbbell-shaped
form of calmodulin in the absence of a
target is transformed into a more compact
form upon interacting with a target. By
bending the central helix and bringing
the two domains close together, thereby
engulfing the peptide representing the
CaM binding domain is documented by
numerous examples, some of which will be
discussed below in more detail (see Fig. 2).

(a) CaM (b) CaM/C20W (c) CaM/M13

Fig. 2 Surface representation of calcium-bound
calmodulin (CaM) and its different binding
modes to peptides. The N-terminal half of CaM
is in orange, the C-terminal half is in red, and the
peptides are in blue. The orientation of the
C-terminal half of CaM is the same in all cases.
(a) Crystal structure of calcium-bound CaM. (b)
Solution structure of the CaM/C20W complex
showing that the peptide C20W, corresponding
to the N-terminal portion of the CaM binding

domain of the plasma membrane Ca2+ pump,
but lacking the C-terminal hydrophobic anchor
residue, binds only to the C-terminal half of
CaM. (c) The solution structure of CaM/M13
shows a compact globular complex involving
both C- and N-terminal halves of CaM in binding
the peptide M13 corresponding to the CaM
binding domain of MLCK. (Reprinted with
permission from Elshorst et al., 1999,
Biochemistry, 38, 12320–12332).
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5.1.1 Calmodulin and its Targets

5.1.1.1 Structural principles of
Calmodulin-target interactions
As pointed out before, calmodulin (CaM)
undergoes a profound conformational
change upon binding of Ca2+ to the
different EF-hand loops of the protein. As
a consequence, deep hydrophobic clefts
are built that are a prerequisite for the
interaction with targets. In the absence of
a target, the N-terminal and the C-terminal
halves of CaM behave as independent
structural units in solution that are linked
by a flexible tether. The latter is part of the
seven-turn central helix observed in the
crystal structure of the protein.

CaM binding sequences of different tar-
gets reveal similar properties (see Table 1).
They are composed of short peptides
with an average length of 20 to 30
amino acids that have the propensity to
form a basic amphiphilic α-helix. Several
three-dimensional structures of complexes
between calmodulin and target peptides
representing binding domains of different
CaM-dependent kinases, such as skeletal
muscle and smooth muscle myosin light
chain kinase (MLCK), CaM-dependent
protein kinase II, and CaM-dependent
protein kinase kinase, have been solved
by either NMR or X-ray crystallography.

These structures share some common
structural features:

1. Calmodulin, which usually has an ex-
tended, dumbbell-type shape, is col-
lapsed to a globular structure wrapped
around the target peptide

2. The peptide is located in a hydrophobic
channel passing through the center of
the globular molecule

3. Two hydrophobic residues of the bind-
ing peptide spaced by a defined number
of residues are essential for the interac-
tion with CaM (see Table 1).

4. The peptides interact with CaM in
an antiparallel manner, that is, the
N-terminal half of CaM binds the C-
terminal part of the peptide and vice
versa. Structural examples of some
CaM-target interactions are presented
in Fig. 2 showing the structures of
calmodulin in its Ca2+-bound form and
how it interacts with the CaM binding
domains of the plasma membrane
calcium pump and of MLCK.

An exception to rule (4) was recently
reported by Ikura et al. who solved the
structure of the complex of CaM bound
to the peptide of the binding domain
of CaMKK by NMR. In this complex,
the peptide comprises unusual structural
properties, that is, only the N-terminal

Tab. 1 Aligned sequences of CaM binding Domains of
CaM-dependent Protein Kinases.

skMLCK (M13) KRR W KKNFIAVS A ANR FKKI
smMLCK (R20) RRK W QKTGHAVRA IGR LSSM
CAMKI KSK W KQAFNATA V VRH MRKL
CAMKII RRK L KGAILTTM L ATRN FSA
CAMKIV RRK L KAAVKAVV A SSR LGSA
CAMKK IPS W TTVILVKS MLRK RS FG

Boxed hydrophobic residues represent the critical anchoring
amino acids of the different CaM binding domains.
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half forms an α-helix, the C-terminal half
is a hairpin loop folding back on itself.
In addition, the peptide is oriented in a
parallel fashion relative to the two halves
of CaM.

Interestingly, recent experiments with
small-angle X-ray scattering and neutron
scattering by the group of Trewhella pro-
vided evidence that also when CaM is
complexed to an intact enzyme, that is,
MLCK, CaM undergoes a conformational
collapse identical to that observed with
the peptide corresponding to its bind-
ing domain.

The first crystal structure of a CaM-
dependent enzyme, CaM-dependent ki-
nase I (CaMKI), obtained in the absence
of CaM, that is, in the autoinhibited state,
supports the view that the C-terminal reg-
ulatory domain forms a helix-loop-helix
segment that interferes with the two do-
mains of the catalytic core, that is, with
the binding site of peptide substrates and
with the ATPbinding site. An interesting
feature of this structure is the striking
observation that the N-terminal part of
the CaM binding domain is accessible
for an initial interaction with CaM. This
part comprises the loop region of the reg-
ulatory domain including the conserved
tryptophan that provides the hydropho-
bic anchor for the C-terminal half of
CaM. Furthermore, it was recently pos-
tulated that the interaction between the
C-terminal half of CaM and the CaM bind-
ing domain of a CaM-dependent enzyme
is necessary, and sometimes already suffi-
cient, to release the autoinhibited state of
the enzyme. This view was based on the
three-dimensional NMR structure of the
complex between CaM and the N-terminal
part of the binding domain of the plasma
membrane calcium pump (Fig. 2b), a view
that is supported by recent structural stud-
ies on MLCK indicating that initial binding

of CaM to MLCK occurs already at substoi-
chiometric Ca2+ concentrations, that is, at
about 2 moles of Ca2+/mol of CaM.

Calmodulin is a very versatile modula-
tor protein interacting with a variety of
different enzymes such as adenylate cy-
clases, cyclic nucleotide phosphatases, NO
synthases, protein kinases, and others.
One of the best-studied families of CaM-
dependent enzymes is the CaM-dependent
protein kinases, which will be outlined in
more detail.

5.1.1.2 Calmodulin-dependent Kinases
Calmodulin-dependent protein kinases
can be divided into two categories

1. Kinases dedicated to single substrates,
called monosubstrate kinases. Examples
of this class are the myosin light chain
kinase (MLCK), the phosphorylase ki-
nase, and CaM-dependent kinase III or
elongation factor 2 kinase. MLCK will
be described in more detail.

2. Kinases dedicated to different sub-
strates, called multisubstrate kinases. Ex-
amples of this class are CaM kinase I,
II, and IV, and the CaM kinase kinase,
activating CaMKI and IV.

5.1.1.2.1 Monosubstrate CaM Kinases

Myosin Light Chain Kinase (MLCK) The
most extensively studied calmodulin-
dependent enzyme is the myosin light
chain kinase (MLCK). This enzyme cat-
alyzes the phosphorylation of a specific
serine residue in the N-terminal portion of
the myosin II regulatory light chains. Two
types of MLCK exist that differ genetically,
biochemically, and physiologically and that
are expressed in two different types of
muscles: the MLCK of skeletal muscles
(skMLCK) and of smooth or nonmuscle
cells (smMLCK). The two different MLCK
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enzymes are encoded by different genes.
SkMLCK corresponds to a molecular mass
of 65 kDa, whereas the expression pat-
tern and genomic organization of sm/nm
MLCK is more complex. This is due to
alternative splicing that results in differ-
ent isoforms with significantly different
molecular weights, ranging between 150
and 200 kDa owing to different lengths of
their amino termini.

To date, the regulatory myosin light
chain is the only established substrate
of MLCK. In smooth muscles, the Ca2+-
dependent trigger of muscle contraction is
directly mediated by the phosphorylation
of the light chain by MLCK thus removing
the inhibition of the myosin ATPase.
In skeletal muscle, however, the acto-
myosin ATPase is regulated by binding
of Ca2+ to troponin C, the regulatory
calcium binding protein in the troponin
complex. A possible function of MLCK in
skeletal muscle is to modulate the rate
of enhancement and extent of isometric
contraction of the muscle.

The substrate specificity of MLCK is very
strict. Substrate recognition is basically de-
pendent on the appropriate location of
at least four basic residues over a more
extended region N-terminal of the phos-
phorylated serine residue. Calmodulin-
dependent enzymes are activated by dis-
rupting an autoinhibitory segment that
interacts with the catalytic core of the
enzyme and thus deinhibiting the en-
zyme. This concept was first developed
and verified for the cAMP-dependent pro-
tein kinase (PKA) that could be blocked by
an endogenous inhibitor (PKI) competing
with the substrate about the substrate bind-
ing site, thus serving as a pseudosubstrate.
MLCK is the CaM-dependent enzyme that
has been studied very thoroughly by Kemp
et al. to provide evidence for the existence

of a pseudosubstrate to serve as an au-
toinhibitory domain in MLCK. This view
gained further support by the finding that
controlled proteolysis at the C-terminal
end of MLCK generated a constitutively
active fragment independent of calmod-
ulin activation, that is, the autoinhibitory
domain was removed.

5.1.1.2.2 Multisubstrate CaM Kinases
Four different enzymes of calmodulin-
dependent protein kinases fall into the
class of multifunctional or multisubstrate
kinases, CaMKI, CaMKII, CaMKIV, and
CaMKK, the activating kinase of CaMKI
and IV. This class can be subdivided
into CaMKII on one side and CaMKI,
CaMKIV, and CaMKK on the other
for two reasons: (1) CaMKI, CaMKIV,
and CaMKK act as monomeric proteins,
whereas CaMKII is a multimeric enzyme
composed of up to 12 subunits; (2) CaMKI
and CaMKIV are activated by another
calmodulin-dependent protein kinase, that
is, by CaMKK. Whether CaMKK itself is
also activated by an upstream acting kinase
is not clear at the moment, but there
are indications that this indeed might be
the case. In contrast, CaMKII is activated
by autophosphorylation. Therefore, the
latter is discussed separately from CaMKI,
CaMKIV, and CaMKK.

CaMKII Calmodulin-dependent protein
kinase II (CaMKII) represents a family
of closely related protein kinases with
broad substrate specificity. This class of
protein kinases is involved in cellular
metabolism, neurotransmitter release, cy-
toskeletal structure, gene expression, cell
cycle control, and, more recently, in long-
term potentiation and depression (LTP and
LTD), functions that are thought to be in-
volved in memory and learning.
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Structural Organization The holoenzyme
is an oligomeric complex of 6 to 12 sub-
units with a total molecular mass ranging
from 300 to 700 kDa, which can be either
a homomultimer or a heteromultimer.
According to the amino acid sequences,
the different isoforms are closely related
to each other and reveal the segmental
organization typical for CaM-dependent
protein kinases, consisting of catalytic, reg-
ulatory, variable, and association domains
on the same polypeptide chain.

The overall structure of the catalytic
domain of CaMKII is likely to be bilobal,
as expected for all CaM-dependent protein
kinases, on the basis of the crystal structure
of CaMKI. Catalysis takes place within a
cleft between the two lobes orienting the
consensus sequence of the substrate in
such a way that the basic residue(s) in
proximity to the serine/threonine residue
that should be phosphorylated could
interact with the conserved polar residues
located on the surface of the large lobe.
The small lobe contains a lysine residue
that is essential for ATP binding, that is,
if mutated to a methionine renders the
kinase inactive.

Regulation of the Catalytic Activity Since
CaMKII has a broad range of substrates,
the consensus sequence for substrate
determination is less strict than that de-
scribed for MLCK before. Basically, an
arginine at the P−3 position, the phos-
phorylated serine/threonine being P(0), is
the only essential requirement for a mul-
tifunctional kinase such as CaMKII. In
addition, hydrophobic residues are pre-
ferred at P−5 and P+1. Downstream of
the catalytic domain, the autoinhibitory,
the CaM binding, and the association
domains are located, interspersed with
variable domains.

As discussed in detail before, CaM ac-
tivates its targets by wrapping around the
binding domain thereby releasing the en-
zyme from its autoinhibitory state. In the
case of CaMKII, the three-dimensional
structure of the complex between CaM and
a peptide representing the CaM binding
domain of CaMKII has been determined
by X-ray crystallography. This complex
also shows the general feature observed
for similar CaM–peptide complexes, that
is, CaM is collapsed to a globular struc-
ture engulfing the helical peptide that
is fixed by numerous hydrophobic and
electrostatic interactions. An important
difference between the interactions of CaM
with CaMKII and MLCK, respectively, is
the different affinity of CaM for the two
enzymes, that is, the affinity for CaMKII is
much lower (Kact 20–100 nM) than that for
MLCK (Kact 1 nM). However, the affinity
for CaMKII can be substantially enhanced
(>1000-fold) by autophosphorylation of
Thr286 resulting in a significant lower-
ing of the CaM off-rate from the complex,
a phenomenon termed calmodulin trapping
that might have some important implica-
tions for the function of the enzyme as
discussed below.

CaMKII and Neuronal Plasticity Cyclic cel-
lular depolarization or hormonal stimuli
can trigger a series of calcium pulses inside
cells. In neurons, these Ca2+ oscillations
can be used to modulate synaptic activity
and strength with subsequently increased
release or resynthesis of neurotransmitters
or other cellular activities. The coordinator
of at least some of these activities appears
to be CaMKII; however, the question is, ‘‘Is
CaMKII able to decode Ca2+ oscillations,
and if yes, how?’’

The hippocampus has been used to
study processes in which high-frequency
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stimulation leads to long-term potentia-
tion (LTP) and low-frequency stimulation
to long-term depression (LTD). These pro-
cesses have been implied as important
models for studying spatial learning and
memory storage. It was also reported that
both processes are induced by an increase
in intracellular Ca2+ in the postsynap-
tic neuron concommitant with a rise in
CaMKII activity and phosphorylation of
synapsin I.

An important link has been made be-
tween LTP and some forms of learning,
and its dependence on CaMKII by gene-
targeted disruption of CaMKIIα, by the
group of Tonegawa. These studies pro-
vided evidence that those mice that de-
veloped normally were not only impaired
in spatial learning but also that induction
of LTP was blocked in hippocampal slices
from those mice.

Recently, De Koninck and Schulman
provided direct evidence that CaMKII in-
deed can decode the frequency of Ca2+
pulses. Owing to the complex activation
pattern of CaMKII by CaM, autophospho-
rylation, and subsequent CaM trapping,
the enzyme can become autonomous.
Autophosphorylation is an intersubunit
reaction between proximate subunits in
which CaM not only activates the ‘‘ki-
nase’’ subunit but also presents the ‘‘sub-
strate’’ subunit for phosphorylation. Sub-
sequently, the kinase is transformed into
the ‘‘trapped’’ state, that is, a cooperative,
positive feedback loop resulting in a short
molecular ‘‘memory’’ that could enable the
enzyme to respond to digital and cyclic ac-
tivation associated with Ca2+ oscillations.
In simulation calculations, it was predicted
that repetitive Ca2+ pulses lead to recruit-
ment of CaM, autophosphorylation and
trapping of CaM, establishing a threshold
frequency at which the activity of the en-
zyme is sustained. These predictions were

exactly confirmed by the experiments of De
Koninck and Schulman who could demon-
strate that, independent of the Ca2+-CaM
pulse duration, the autonomous activation
of CaMKII increased steeply as a function
of frequency. On the other hand, once a
threshold value was achieved, it was pos-
sible to maintain the response level with
signals of substantially lower frequency.

CaMKI and IV In contrast to CaMKII,
which is a multimeric protein, CaMKI
and CaMKIV are monomeric enzymes.
CaMKI is, like CaMKII, ubiquitously
expressed, whereas the tissue distribution
of CaMKIV is restricted to nervous tissues,
the thymus, particularly T lymphocytes,
the bone marrow, keratinocytes, testis,
and ovary. Both enzymes are activated not
only by autophosphorylation but also by
another CaM-dependent protein kinase,
the CaM kinase kinase (CaMKK).

The Crystal Structure of CaMKI In 1996,
the group of Kuriyan reported the crystal
structure of CaMKI in the autoinhibited
state, that is, in the absence of CaM. This
is the first three-dimensional structure
of a calmodulin-dependent enzyme deter-
mined at high resolution, as mentioned
before. The crystal structure of CaMKI
provided evidence of significant contacts
between the autoinhibitory sequence and
the catalytic core of the kinase, thereby
supporting the pseudosubstrate model for
activation of calmodulin-dependent pro-
tein kinases. Another important result was
the finding that Trp303 corresponding to
the first anchoring residue of the CaM
binding domain (see Table 1) lies on the
surface of the protein. This arrangement
makes it very likely that CaM could first
bind to the exposed Trp303 and subse-
quently release the β-strands of the ATP
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binding domain from their interaction
with the regulatory segment comprising
the core of the CaM binding domain. Such
an arrangement could be of general rel-
evance for the activation mechanism of
CaM-dependent enzymes. The structure
further suggests that binding of CaM and
subsequent reorientation of the ATP bind-
ing domain would open up the substrate
binding domain that would permit Thr177
to be accessible for the activating CaMKK.

Regulation of Activity The regulation of
the activity of CaMKI and CaMKIV is a
rather complex process and involves three
major steps:

1. Binding of Ca2+/CaM to the enzyme
2. Phosphorylation of either Thr177

(CaMKI) or Thr196 (CaMKIV) located
in the activation loop of the kinases by
CaMKK

3. Autophosphorylation of serine resi-
due(s) at the N-terminus of the enzyme

CaMKII on one hand and CaMKI and
CaMKIV on the other are activated by
different mechanisms. As discussed be-
fore, CaMKII is a multisubunit, homo- or
hetero-oligomer enzyme complex that is
activated by autophosphorylation between
two neighbouring subunits. On the other
hand, CaMKI and CaMKIV do not seem
to multimerize, and both enzymes are
activated by CaMKK; whether both are
activated by the same kinase kinase or
by different enzymes is not entirely clear.
In CaMKIV, the critical residue phospho-
rylated by CaMKK is Thr196, which is
located in the activation loop of the kinase
and is homologous to Thr177 in CaMKI.
Accessibility of the two threonine residues
is brought about by the binding of calmod-
ulin, that is, binding of calmodulin not only
releases autoinhibition of I or IV but also

enables the enzymes to be phosphorylated
at this critical residue. This phosphoryla-
tion results in a 10- to 20-fold activation in
the case of CaMKIV. Furthermore, it was
reported for CaMKIV that Ser11 and Ser12
could be autophosphorylated in a slow pro-
cess as indicated before, but CaMKK could
considerably enhance this process by phos-
phorylating Thr196.

CaMKIV and Ca2+-dependent Gene
Expression One of the consequences of
elevated calcium in the cell, especially
in the nucleus, is the induction of gene
expression. Since transcription factors
such as CREB, CREMτ , ATF-1, SRF,
and ETS-1 are among the best substrates
for CaMKIV, and CaMKIV has been
localized to the nucleus, the enzyme could
have direct access to transcription factors
to regulate their function in a Ca2+-
dependent manner. Thus, it has been
shown in different cell lines that CaMKIV
is involved in the regulation of expression
of immediate early genes (IEGs) either
through CREB or through SRF.

Originally, CREB was identified as a
transcription factor induced in a cAMP-
dependent process, but later studies
demonstrated that several kinases activat-
ing CREB phosphorylated the transcrip-
tion factor at the same serine residue,
Ser133. In contrast to CaMKIV, CaMKII
phosphorylates next to Ser133 also Ser142,
which has an inhibitory effect on gene
expression.

CaM-dependent Protein Kinase Kinase
(CaMKK) As indicated before, CaMKI
and IV are activated by calmodulin-
dependent protein kinase(s), the CaMKK.
Two isoforms of CaMKK are known to
date, α and β which are encoded by dif-
ferent genes. Both isoforms are organized
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similar to other CaM-dependent kinases
with catalytic, autoinhibitory, and CaM
binding domains. In addition, CaMKK
contains an unusual arginine–proline rich
insert within the N-terminal part of its
catalytic domain that might be important
for the recognition of CaMKI and IV as
substrates since deletion of these inserts
abolishes its activation potential toward
CaMKI and IV.

CaMKK can be found both in the cy-
toplasm and in the nucleus; the latter is
important for the activation of CaMKIV
that is mainly responsible for the Ca2+-
dependent gene expression. In this con-
text, it is interesting to note that the
distribution of βCaMKK in the brain is
much more similar to CaMKIV, and that
of αCaMKK follows the distribution of
CaMKI, suggesting that βCaMKK could be
the actual activator of CaMKIV, whereas
αCaMKK would be that of CaMKI. Nev-
ertheless, both isoforms of CaMKK can
activate CaMKI and IV with the same
efficiency, but whether there exist more
specific isoforms and whether there are
additional kinases further upstream like
in the MAP-kinase cascade is not known
to date.

5.1.2 Neuronal Calcium Sensors
A group of EF-hand proteins that has re-
cently received attention is that of the
neuronal calcium sensors (NCS). They
are divided into five subfamilies. Two of
them are expressed in retinal photore-
ceptors, called recoverins and guanylate
cyclase-activating proteins (GCAPs), the
three others frequenins, visinin-like pro-
teins, and the Kv channel–interacting
proteins. Recoverins and GCAPs have
antagonistic roles in phototransduction:
recoverin inhibits rhodopsin kinase and
GCAPs activate guanylate cyclase. The
other three NCS families are supposed to

regulate the release of neurotransmitters,
the biosynthesis of polyphosphoinositides,
the metabolism of cyclic nucleotides, or
the activity of Kv channels. Most NCSs are
N-terminally myristoylated, favoring inter-
action with membranes (or target proteins)
in a Ca2+-dependent manner. Thus, the
Ca2+-dependent myristoyl switch could be
a means to compartmentalize signaling
cascades in neurons or to transduce Ca2+
signals to the membranes.

5.1.3 S100 Proteins
The multigenic family of the so-called S100
proteins (named because they are soluble
at 100% ammonium sulfate solution) is
growing steadily, and possible functions
have been implicated in intracellular and
extracellular regulatory activities. To this
family belong proteins that are involved
in cell cycle control (e.g. calcyclin) or
can display neurite growth factor activities
such as the S100β dimer. S100B was the
first member of the EF-hand family that
is secreted to perform its extracellular
function as a growth factor. The latter
function is exclusively connected with the
β-isoform and only so if it can form a
dimer. Mutation of one of the cysteine
residues necessary for the dimer formation
leads to the loss of this function. Recently,
it has been suggested that the S100β

dimer carries out its growth factor function
through the RAGE receptor (receptor for
advanced glycation end products).

In general, members of the S100 protein
family have low molecular weights (Mr
between 9 and 14 kDa). They usually
function as homodimers, but some also
as heterodimers. Of special note is the
finding reported by Heizmann et al. that
in human S100A1–S100A13 are clustered
on chromosome 1 (1q21) within 5 Mb, but
a common regulation of expression has
not been observed.
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5.1.4 The Penta EF-hand Family
The EF-hand motifs in Ca2+ binding
proteins are usually tandemly repeated.
Owing to the recent determination of the
X-ray structure of the small subunits of
the calcium-dependent protease calpain,
it was recognized that also uneven num-
bers of EF-hand domains may exist in
proteins. By comparing the primary struc-
tures of a number of different calcium
binding proteins, Maki et al. identified sev-
eral proteins that, like calpain, contained
five EF-hand domains, and therefore intro-
duced the name ‘‘penta EF-hand family’’
or PEF family for this subgroup of EF-
hand-containing proteins. Members of
this family include calpain, sorcin, grancal-
cin, peflin, and ALG-2; the latter was
originally identified as ‘‘apoptosis-linked
gene’’. Characteristic to all the members
of this family is a two–amino acid in-
sertion into the loop of the fifth EF-hand
domain, and therefore, at least under phys-
iological conditions, may not bind calcium
anymore. Instead, the fifth domain may
serve as a dimerization domain, as origi-
nally observed in the calpain structure and
later confirmed by solving the structure of
ALG-2 and grancalcin.

Proteins of the PEF family have been
quite conserved during evolution; ho-
mologs have been found in invertebrates,
plants, fungi, and even in protists. On the
basis of comparison of the gene structures,
PEF proteins can be classified into two
groups: group I contains ALG-2, peflin,
and their homologs, and group II is com-
posed of calpain, sorcin, and grancalcin.

As indicated before, calpain is a calcium-
dependent, intracellular protease, of which
two major isozymes exist, calpain I and II,
which differ in their Ca2+ dependence; that
is, calpain I or µ-calpain is activated by mi-
cromolar calcium concentrations, whereas
calpain II or m-calpain needs millimolar

calcium to be activated in vitro. Both
isoforms exist as heterodimers consisting
of a large subunit (80 kDa), containing
the catalytic site, and of a small regula-
tory subunit (30 kDa). Recently, Suzuki,
Bode et al. determined the structure of
the full-length, heterodimeric human cal-
pain II in its Ca2+-free form as shown
in Fig. 3: the two subdomains IIa and IIb
of the large subunit comprising the cat-
alytic site are rotated against each other,
disrupting the active and the substrate
binding sites, which would explain the
inactivity of calpain in the absence of cal-
cium. Surprisingly, the group of Davies
who determined the structure of calpain
I in the Ca2+-bound form suggested that
the cooperative binding of Ca2+ to two
non-EF-hand-type Ca2+ binding sites de-
rived from two different peptides aligned
the active site cleft and converts the protein
into an active enzyme, and Ca2+ binding
to the EF-hand-type binding sites would
contribute to the Ca2+ sensitivity of the
enzymes, as documented by mutational
analysis. In addition, both isoforms of cal-
pain are maintained in an inactive form
because of the interaction with an endoge-
nous inhibitor, calpastatin, until external
signals activate the protease.

Increasing evidence indicates that cal-
pain is involved in the regulation of basic
cellular processes such as cell prolifera-
tion, differentiation, and apoptosis owing
to cytoskeletal remodeling, which, under
pathological conditions, could contribute
to tissue damage in heart and brain is-
chemias as well as neurodegeneration in
Alzheimer’s disease.

ALG-2 was originally identified as a gene
linked to apoptosis. It is a 22 kDa highly
conserved and ubiquitously expressed pro-
tein that forms dimers through the fifth
EF-hand, as documented by the crys-
tal structure. This could provide a new
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Fig. 3 Ribbon structure of human m-calpain in the absence of calcium. The 80 kDa large
subunit starts in the molecular center, folds into the surface of the dIIa subdomain, forms the
catalytic domain dII, builds domain dIII, runs down, and forms the right-side calmodulin-like
domain dIV. The 30 kDa small subunit becomes visible before forming the left-side calmodulin
domain dVI. (Reprinted with permission from Strobl et al., 2000, Proc. Natl. Acad. Sci. USA, 97,
588–592.)
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interface for the interaction with possible
targets of which a number of different
proteins such as AIP or Alix have been
identified, which in Xenopus is involved
in the maturation process of oocytes, pe-
flin, and different annexins. All these
targets interact with ALG-2 in a calcium-
dependent manner indicating that ALG-2,
like calmodulin, may have calcium sens-
ing, that is, signal transduction–regulating
properties. Therefore, the involvement in
apoptosis, which gave the protein its name,
would be one but not the exclusive sig-
nal transduction pathway. In addition,
as mentioned before, it has been shown
that ALG-2 is not essential for apoptotic
responses since by using T cells from ALG-
2-deficient mice, apoptotic stimuli could
be induced by either stimulating T-cell
receptors (TCR), Fas/CD95, or by gluco-
corticoids.

Recent experiments carried out in our
lab indicated that ALG-2 may not only be
involved in apoptotic processes but may
also play a role during cell proliferation.
A significant nuclear concentration of
ALG-2 was found in cells prior to cell
division, in addition to a significant
increase in ALG-2 expression in highly
proliferative cells obtained from cancerous
tissues, especially evident for those from
metastatic tissues. ALG-2 may thus be
an important modulator involved in the
cellular decision between cell proliferation
and cell death.

5.2
Non-EF-hand Ca2+ Binding Proteins

5.2.1 Annexins
Next to the family of the EF-hand-
containing Ca2+ binding proteins, another
intracellular Ca2+ binding protein fam-
ily became known in recent years. These
soluble, amphipathic proteins bind to

membranes containing negatively charged
phospholipids in a Ca2+-dependent man-
ner and are therefore called annexins. They
are widespread in the animal and plant
kingdom and have been claimed to be in-
volved in a variety of cellular functions
such as interaction with the cytoskeleton,
membrane fusion, anticoagulation, signal
transduction, or phospholipase inhibition.
The primary structure of the annexins
known to date contain 4 or 8 conserved
repeat units of about 75 amino acids
in length, which are separated by inter-
vening sequences of variable length. For
some of these proteins, the crystal struc-
ture is known. The most detailed studied
protein, annexin V, is almost entirely α-
helical. It consists of five α-helices bundled
into a right-handed super-helix. On the
basis of this structure, it was proposed
that annexin V functions as a calcium
channel, and some experiments using a
reconstituted system seem to support a
voltage-gated mechanism. In contrast to
the EF-hand-containing Ca2+ binding pro-
teins, the ligands coordinating calcium in
the annexins are not adjacent in sequence.
Three calcium binding sites seem to ex-
ist in annexins, two invariably in repeats
II and IV, one in either repeat I or III.
As indicated for the EF-hand proteins,
also in the annexins, calcium is hepta-
coordinated with ligands organized in a
pentagonal bipyramid. The ligating oxy-
gens mainly stem from peptide carbonyls
or water molecules.

An interesting feature of annexin I and
II is their phosphorylation by either the
EGF receptor kinase or the src-encoded ty-
rosine kinase respectively suggesting their
involvement as coupling factors between
growth factor receptors and their cellu-
lar targets. Furthermore, annexin II has
been found to form stable heterotetrameric
complexes with p11, a member of the S100
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family, thereby increasing its Ca2+ sensi-
tivity by 3 orders of magnitude. However,
formation of such a complex interferes
with the phosphorylation of annexin II by
different kinases.

5.2.2 Gelsolin
Gelsolin is a multifunctional protein bind-
ing actin in a Ca2+-dependent manner.
It can also nucleate actin polymerization
by binding two actin monomers. Alterna-
tive transcription initiation and selective
RNA processing produces two isoforms
from the same gene; one isoform is
located intracellular and the other extracel-
lular. The intracellular gelsolin is involved
in cell motility–regulating actin function,
whereas extracellular gelsolin can act as
an actin-scavenging system to prevent the
polymerization of actin released after cell
death.

Gelsolin consists of 6 repeat units (G1
to G6) containing 120 to 150 amino acids.
The units are organized in 2 clusters of
similar architecture and are connected
by a flexible linker of about 50 amino
acids that may be cleaved by caspase-3.
One repeat unit, G1, has been crystallized
in a complex with actin. It is organized
in a central four-stranded β-sheet motif
faced on one side by a four-turn α-helix
parallel to the strands and on the other
side by a shorter α-helix perpendicular
to the strands. The longer helix also
serves as the binding partner to a cleft
between two actin subdomains. The G1-
actin-complexed domain comprises two
Ca2+ binding sites.

The regulation of gelsolin activity by
Ca2+ has recently been proposed. This was
made possible by comparing the Ca2+-
free structure of nonactive gelsolin with
the active, Ca2+-bound gelsolin complexed
to actin. In the absence of Ca2+, the
six repeat units of gelsolin provide a

very compact globular structure, thus
blocking the actin-binding helices of the
appropriate subdomains. By binding of
Ca2+ to gelsolin, the N- and C-terminal
halves of the protein, that is, G1 to G3
and G4 to G6, become separated, thereby
unmasking the actin binding sites, and
hence permit binding to actin strands.

5.2.3 C2-domains
Synaptotagmin, a transmembrane pro-
tein of synaptic vesicles, is believed to
act as the major Ca2+ sensor of exocy-
tosis and neurotransmitter release. The
cytoplasmic region of synaptotagmin con-
tains two C2 domains (C2A and C2B)
that are Ca2+ binding domains of non-
EF-hand character. These domains have
been first described in protein kinase C by
Nishizuka, and have been suggested to be
responsible for binding to membranes in
response to Ca2+. The C2 domain consists
of a β-sandwich of two four-stranded β-
sheets. The β-strands are connected by
loops, some of which bind clusters of
Ca2+ ions, primarily through oxygens of
aspartate side chains. Sequence homol-
ogy and structural similarity among C2
domains of different proteins are high
for the β-strands, which probably consti-
tute scaffolds to support the Ca2+ binding
loops. A recent detailed mutational analy-
sis of synaptotagmin in Drosophila seems
to indicate that only the C2B domain repre-
sents the necessary Ca2+ sensing domain
required for synaptic vesicle fusion.

6
Systems Controlling Intracellular Ca2+
Concentration: Structural and Functional
Properties

Owing to its function as an intracellular
second messenger, the ionized Ca2+ has
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to be kept in a narrow concentration range
in the resting cell (i.e. 100–300 nM). On
the other hand, as indicated before, the
free Ca2+ concentration in the extracel-
lular milieu is 2 to 5 mM. This results
in a very steep concentration gradient
across the membrane, and thus small
changes in the free Ca2+ concentration
can influence the different signal trans-
duction pathways. Therefore, a number
of different transmembrane Ca2+ trans-
porting systems participate in controlling
the free Ca2+ concentration in the cell.
Most of these systems are either lo-
cated in the plasma membrane (Ca2+
channel, ATP-dependent transporting sys-
tem, Na+/Ca2+ exchanger), in the sarco
(endo)plasmic reticular system (ATPase,
Ca2+-release channel), or in mitochondria
(an electrophoretic uptake system, a Na+-
dependent Ca2+ exchanger).

6.1
Calcium Transport Systems of the Plasma
Membrane

6.1.1 The Calcium Channel
Transient changes in the intracellular free
Ca2+ can be due to calcium deriving
either from intracellular stores (see be-
low) or from the extracellular fluid by
passing through specifically regulated (i.e.
gated) channels in the plasma mem-
brane down their electrochemical gradient.
Electrophysiological and pharmacological
properties have been used to characterize
different subtypes of the calcium channels.
To date, six different types of channels
have been identified: L, N, T, P, Q, and
R. On the basis of their electrophysiolog-
ical properties, using the well-established
patch-clamp technique, it can be shown
that these channels differ by their opening
kinetics and their conductance:

1. L-type: long-lasting inward current and
strong conductance (7–8 pS at 0.1 M
Ca2+) antagonist: dihydropyridines

2. T-type: transient inward current and a
conductance of 5 to 10 pS at 0.1 M Ca2+

3. N-type: originally defined as neither L-
nor T-type channel (mainly found in
neurons) with a characteristic activation
by strong depolarization and interme-
diate conductance (11–15 pS at 0.1 M
Ca2+). Insensitive to dihydropyridines,
but blocked by ω-conotoxin-GVIA

4. P-type: high-voltage activated channel,
mainly found in cerebellar Purkinje
cells, blocked by ω-Agatoxin-IVA but
not by ω-conotoxin-GVIA

Recently, two other types of channels
have been identified in Purkinje cells,
Q-type and R-type channels. Q-type chan-
nels are less sensitive to ω-Agatoxin-IVA,
whereas R-type channels are insensitive
to ω-Agatoxin-IVA and ω-conotoxin-GVIA
but sensitive to Ni2+. All these channels
are characterized by their difference in
voltage dependence and their response
to pharmaca. A different type of classifi-
cation depending on the mechanism by
which the transition between the ‘‘open’’
and ‘‘closed’’ conformations are regulated
distinguishes between

1. voltage-operated channels (VOC) in
which the gating depends on voltage
as described above

2. receptor-operated channels (ROC) in
which gating depends on ligand bind-
ing

3. store-operated channels (SOC) in which
activation depends on the depletion
of Ca2+ stores of the endoplasmic
reticulum (ER) through a mechanism
known as capacitative calcium entry
(CCE).
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Structurally, all VOC-type channels are
complexes of four or five subunits (α1, α2,
β, γ , and δ) forming large macromolecular
complexes. The best-characterized exam-
ples are the L-type channels. The represen-
tative from skeletal muscle is composed of
two high molecular weight components,
α1 and α2, plus three smaller subunits β,
γ , and δ. The channel protein represents
a multigene family. To date, 10 distinct
genes for the α1-subunit and three differ-
ent ones for the β-subunit have been iden-
tified in mammals. The α1-subunit reveals
some properties characteristic of voltage-
gated channels. It is composed of four
homologous repeated units containing six
transmembrane regions and contains the
conduction pore, the voltage sensor, and
sites for gating and for channel regula-
tion, for example, by protein kinases, by
toxins, and by drugs. Dihydropyridines
(e.g. nifedipine), phenylalkylamines (e.g.
verapamil), and benzothiazepines (e.g. dil-
tiazem) bind to three allosterically cou-
pled binding sites on the α1-subunit. A
physiologically important means of reg-
ulating these channels is provided by
cAMP-dependent (PKA) phosphorylation
increasing the opening probability of the
channels. In reconstituted systems, it was
shown that the α1- and β-subunits could be
phosphorylated by PKA in a stoichiometric
manner.

Three different kinds of receptor-
operated Ca2+ channels (ROC) have
been identified. They are activated by
L-glutamate and are named after the
different agonists binding to these recep-
tors as kainate (KA), α-amino-3-hydroxy-
5-methyl-4-isoxazole proprionate (AMPA),
or as N-methyl-D-aspartate (NMDA) recep-
tors. They are located in the postsynaptic
membrane. Most channels formed by KA
and AMPA receptors are primarily per-
meable to Na+ or K+, but some of the

AMPA receptors are also permeable to
Ca2+, whereas the NMDA receptors are
permeable to Na+ and Ca2+. Several genes
have been identified characterizing the dif-
ferent types of glutamate receptors. The
mass of the different receptors ranges from
95 to 165 kDa.

In neuroendocrine cells, activation of
an inward Ca2+ current occurs through
channels known as store-operated Ca2+
channels (SOC). These channels have not
been characterized in detail on the pro-
tein level, but they are homologous to
the transient receptor potential (trp or
trp-like) gene products of Drosophila. The
mechanism by which these intracellular
stores, probably derived from the en-
doplasmic reticulum, communicate their
Ca2+ level to the plasma membrane in
the form of a channel-opening signal is
still under debate. The process, termed
capacitative calcium entry (CCE) mediates
smaller Ca2+ influx than the voltage-gated
channels. Two hypotheses for the mech-
anism of CCE are discussed: one favors
the liberation of a small chemical factor
inducing the opening of the CCE chan-
nel, the other proposes some form of
physical interaction between the ER and
the plasma membrane CCE to trigger the
opening.

6.1.2 The Ca2+ Pump
The Ca2+ pump of plasma membranes
(PMCA) is important for the fine-tuning
of the intracellular free Ca2+ concentra-
tion. It belongs to the P-type ion-motive
ATPases like its counterpart from the
endo (sarco)plasmic reticulum, the SERCA
pump; that is, it forms an aspartylphos-
phate intermediate to transport Ca2+
against its concentration gradient across
the plasma membrane on the expense
of ATP. It is a protein of low abun-
dance (e.g. 0.1% of the total membrane
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proteins of the human erythrocytes), but
it is ubiquitous in the plasma membranes
of all cells. Calmodulin (CaM) activates
the PMCA by direct interaction, thereby
lowering the KM for Ca2+ by one order
of magnitude and increasing the VMax
two- to threefold; that is, as a result, the
Ca2+ affinity and its transport rate are
increased. This calcium-dependent affin-
ity of the Ca2+ pump to CaM was also
exploited to isolate the enzyme in pure
form from detergent-solubilized erythro-
cyte membranes by applying calmodulin
affinity chromatography. Next to the stim-
ulation by CaM, the plasma membrane
Ca2+ pump can also be activated by

alternative treatments, that is, by acidic
phospholipids, fatty acids, phosphoryla-
tion by different protein kinases (PKA
or PKC, see below), oligomerization, or
controlled proteolytic treatment. The lat-
ter procedure helped identify a number
of functional domains of the enzyme
(see Fig. 4). A significant difference in
the properties between PMCA and the
SERCA pump concerns the Ca2+/ATP
stoichiometry, which is 1 for PMCA
but 2 for SERCA. In this respect, it
is of interest that most polar residues
that have been predicted (and confirmed
through the structure) as participating in
Ca2+ binding and transport through the

TN90, 85, 81 Phosphorylation
site

ATP (FITC)
binding site

TN76

TC81, 76

TC90
TC85

Hinge

calp, 2

calp, 1

PKC(T)

N

C

Fig. 4 Model of the topography of the plasma
membrane Ca pump, illustrating the
arrangement of the different functional domains
assigned according to the primary structure of
the enzyme and on the basis of secondary
structure predictions. (A similar model of the
SERCA pump was recently validated by solving
the crystal structure, see text). The figure also

includes different proteolytic cleavage sites (TN,
TC), producing a number of enzymatically active
fragments of different size (not discussed in the
text); calp, calpain cleavage sites; PKC(T),
threonine phosphorylatable by protein kinase C.
(Reprinted with permission from Carafoli, 1992,
J. Biol. Chem. 267, 2115–2118.)
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membrane within the SERCA pump (see
below) have also been conserved in the
PMCA pump. Consistent with the idea
that the two pumps differ in the stoi-
chiometry of Ca2+/ATP was the finding
that mutating Met882 of PMCA (M6) that
corresponds to Thr799 (M6) in SERCA,
and is known to be part of Ca2+ site
II, had no influence on the activity of
the PMCA pump. However, replacing
Ala854 in PMCA (homologous to Glu771
in SERCA in M5) by a charged residue
made the PMCA pump more similar to
the SERCA pump with respect to the
Ca2+/ATP stoichiometry.

As typical for the P-type ion pumps,
the Ca2+ pump of plasma membranes
consists of a single polypeptide (ca. 1200
amino acids ∼=135 kDa, depending on the
isoform) spanning the membrane an even
number of times (see Fig. 4); that is, the
N- and the C-terminus are located on
the same side of the membrane. This
model of the PMCA pump gained validity
owing to the recently solved structures
of the Ca2+-bound and the Ca2+-free
forms of the SERCA pump by Toyoshima
et al., as will be discussed below. As
demonstrated by this model, most of the
pump mass protrudes into the cytosol
with very short loops connecting the
proposed transmembrane domains on the
extracellular side. The cytosolic part of
the enzyme can be divided into three
different units.
1. Transduction or actuator (A) domain:
It comprises the part of the pump
between transmembrane domain 2 and
3, and, according to the structure of the
SERCA pump, it should also contain
the N-terminal sequence upstream of
transmembrane domain 1. It is proposed
to couple ATP hydrolysis to ion transport
as in other ion pumps. An interesting part
of this domain is the phospholipid binding

domain that is unique to the plasma
membrane Ca2+ pump as compared to
other ion pumps, and that might play a role
in specific tissue expression of isoforms
since it was identified as one of the two
alternative splicing zones of this protein
(see below).

2. Catalytic domain: This unit spans the
cytosolic part between the fourth and
the fifth transmembrane domain (see
Fig. 4) and, in analogy to the SERCA
pump, contains the phosphorylation (P)
and the nucleotide binding (N) domains.
The P-domain contains the aspartyl phos-
phate site, the N-domain the ATP binding
site, and the so-called ‘‘hinge’’ region, a
highly conserved amino acid sequence
among ion-pumping ATPases, which is
involved in bringing the phosphorylation
site near to the bound ATP. The cat-
alytic unit further contains a receptor
for the ‘‘autoinhibitory’’ calmodulin bind-
ing domain, a property that seems to
be typical of CaM-dependent enzymes,
and which differs PMCA from SERCA.
This receptor is composed of two con-
tact sites as identified by cross-linking
experiments, one located between the P-
and the N-domain, the other N-terminal
to the phospholipid binding domain,
thereby ‘‘bridging’’ the transduction and
the catalytic domain and thus limiting
the access of the substrate Ca2+ to the
enzyme.

3. Regulatory domain: The sequence pro-
truding into the cytosol after the last trans-
membrane domain until the C-terminus
comprises several sites important for the
regulation of the Ca2+ pump: the CaM
binding domain and consensus sequences
of two protein kinases, PKA and PKC (see
Fig. 4). The PKA site is located C-terminal
to the CaM binding domain, whereas the
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PKC site is located within the CaM bind-
ing domain, and phosphorylation of this
site can be prevented by the presence
of CaM.

To date, four different genes of the
PMCA pump have been identified in
mammalian species. Additional variabil-
ity of this multigene family is produced
by alternative splicing within the phospho-
lipid and the calmodulin binding domains.
Splicing could give rise to differences in
tissue-specific expression as well as to
differences in affinity to calmodulin, for ex-
ample, as documented for PMCA2, which
has the highest affinity for calmodulin
of all the isoforms studied to date. Four
genes have been localized on human chro-
mosomes: PMCA1 on chromosome 12,
PMCA2 on chromosome 3, PMCA3 on
chromosome X, and PMCA 4 on chromo-
some 1. PMCA1 and 4 are ubiquitously
distributed, whereas PMCA2 and 3 are
much more restricted in their tissue dis-
tribution, that is, the latter two are mainly
found in the brain.

6.1.3 Na+/Ca2+ Exchanger
Next to the Ca2+ pump, there also
exists a Na+-dependent Ca2+ exchanger
in the plasma membranes of many
cells, especially in excitable tissues. This
Na+/Ca2+ exchanger has a lower affinity
for Ca2+ compared to the Ca2+ pump,
but a much higher transport capacity.
It is an electrogenic system; that is, it
transports three Na+ for one Ca2+, the
direction of the transport depending on
the ionic transmembrane gradients or
the transmembrane electrical potential,
that is, the exchanger can operate fully
reversible. Three homologous exchanger
gene products (NCX1, 2, 3) have been
identified; they are differently expressed
in the heart, the brain, and the kidney.

Hydropathy analysis has predicted 9 to 11
transmembrane domains, depending on
the model, with the consequence that N-
and C-terminus are located on opposite
sides of the membrane. The size of the
protein is between 110 and 120 kDa.
Expression of the different gene products
is controlled by tissue-specific promoters;
some can be modulated by Ca2+, for
example, expression of NCX2 in neurons
is under the control of calcineurin, the
CaM-dependent phosphatase.

6.2
Ca2+ Transport Systems of the Reticulum

Next to the Ca2+ transporting systems
located in the plasma membrane, there
are also intracellular organelles involved
in controlling the free Ca2+ ion concen-
tration of the cell. The reticular systems
have best been studied in skeletal, smooth,
and cardiac muscle cells, that is, the
sarcoplasmic reticulum, but also the re-
lated endoplasmic reticulum of other cells
gained importance owing to the knowl-
edge that the Ca2+ content of these stores
can be released into the cytosol by inositol-
1,4,5-phosphate (IP3). This latter second
messenger links plasma membrane re-
ceptor activation response to extracellular
hormonal stimuli to Ca2+ mobilization
from intracellular stores.

6.2.1 The IP3 Receptor
IP3 is produced by receptor-activated
phospholipase C–dependent hydrolysis of
phosphatidyl inositol diphosphate (PIP2).
Subsequently, IP3 binds to a specific
receptor located in the membranes of the
ER, thereby releasing calcium into the
cytosol through the Ca2+-ion channel of
the receptor. The IP3 receptor, which is
highly concentrated in the Purkinje cells
of the cerebellum, has been identified
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and purified to a single protein band
corresponding to 260 kDa. However, the
molecular weight of the native receptor
is about 1 million Da, indicating that the
receptor is a homotetramer.

IP3 receptors can be phosphorylated
by different kinases (PKA, PKC, CaM
kinase II) in a stoichiometric manner,
resulting in a reduced potency of IP3
in releasing Ca2+ from the ER. Thus,
regulation of the IP3-induced Ca2+ release
by phosphorylation of the receptor is
a means of ‘‘communication’’ between
different second messenger systems.

Cloning and sequencing of cDNA of
the IP3 receptor was first accomplished
by Mikoshiba et al. IP3 receptors from
different species revealed a high degree of
conservation and homology. The sequence
further demonstrates a high degree of
similarity to the ryanodine-binding Ca2+-
release channel of the SR with which it
also shares functional similarity. Like the
latter, the main protein mass protrudes
into the cytosol with both the N- and
the C-terminus being on the cytosolic
side, resulting in an even number of
transmembrane domains. The IP3 binding
site lies within the first 400 amino
acids from the N-terminus, whereas the
putative Ca2+ channel is located within the
transmembrane regions of the C-terminal
end, indicating a large spatial distance
for coupling the IP3 binding to the Ca2+
release through a conformational change.

6.2.2 The Ca2+-release Channel
The sarcoplasmic reticulum (SR) of stri-
ated muscles is an important feature
involved in the regulation of excita-
tion–contraction coupling of muscles. It
is composed basically of two elements:
(1) the longitudinal tubules surround-
ing the myofibrils and (2) the terminal
cisternae. The latter are in contact with

the transverse tubular system (T-tubules),
a periodic inflection from the plasma
membrane (the sarcolemma) forming a
junctional gap that is crossed by periodic
‘‘feetlike’’ structures. These structures,
originally described as the ryanodine re-
ceptor (RyR), have been identified as the
calcium-release channel of the SR, form-
ing tetramers as functional units. The
amino acid sequence of the monomer,
consisting of more than 5000 amino acids,
has been deduced from the cDNA by the
group of Numa. An unusual feature of
these proteins is the existence of only
four potential transmembrane domains
right at the C-terminal end indicating that
more than 90% of the protein protrudes
into the cytosol. This, on the other hand,
would provide an attractive morphologi-
cal explanation for the existence of these
‘‘feetlike’’ structures spanning the 150-Å
gap between the SR and the T-tubules and,
furthermore, would provide the possibil-
ity for a physical interaction between the
Ca2+-release channel of the SR and the
voltage-dependent Ca2+ channel concen-
trated in the T-tubules and identified as
dihydropyridine receptors or L-type Ca2+
channels (see above). These features would
provide a rational explanation for a direct
triggering of Ca2+ release by these Ca2+
channels located in the T-tubules.

Three distinct RyRs have been iden-
tified. RyR1 is predominantly expressed
in skeletal muscles, RyR2 in heart and
brain, and RyR3 in some regions of the
brain (e.g. hippocampus, diencephalon).
Even if RyR was originally described as
the Ca2+-release channel of the sarcoplas-
mic reticulum, it is now well known that
RyR is also widely distributed in nonmus-
cle cells. In these cells, cyclic ADP-ribose
appears to be the natural second messen-
ger for inducing Ca2+ release from the
channel.
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6.2.3 The Ca2+ Pump
The principle protein component of the
sarcoplasmic reticulum (SR) is the Ca2+
pump (SERCA) transporting Ca2+ from
the cytosol into the lumen of the retic-
ulum against the concentration gradient
across the membrane. This protein can
represent as much as 90% of the mem-
brane protein (in SR of skeletal muscles),
but even in the SR of heart cells, it can
still make up to 50%. Similar to the
plasma membrane Ca2+ pump, the pro-
tein consists of a single polypeptide chain
of about 100 kDa. The predicted secondary
structure and membrane topography as
suggested by MacLennan, Green et al. was
impressively confirmed by the recently
solved structures of the Ca2+-bound and
Ca2+-free forms (the latter in the presence
of the SERCA-specific inhibitor thapsigar-
gin) by Toyoshima et al. (see Fig. 5). The
properties of the SR Ca2+ pump can be
summarized as follows:

1. The hydrophobic portion is made up of
10 transmembrane helices as predicted.

2. Transmembrane helix M5 continues
into the cytosol (60 Å total length)
coupling the membrane portion to the
cytosolic domains.

3. The major protein mass protrudes into
the cytosol divided into the actuator
(A), phosphorylation (P), and the nu-
cleotide binding (N) domains, the latter
being inserted within the P-domain (see
Fig. 5). The P- and N-domains, con-
necting transmembrane helices 4 and
5, provide the catalytic center of the
enzyme, with the conserved aspartyl
residue (D351) being phosphorylated
during the reaction cycle.

4. Two Ca2+ binding sites could be
identified within the transmembrane
part of the SERCA pump comprising
polar residues of helices M4, M5, M6,

and M8. This is a necessary prerequisite
for the stoichiometry of two calcium
ions being pumped/ATP during one
reaction cycle, and confirms strongly
those residues participating in the
transport of calcium as identified by
mutational experiments.

5. Large-scale movements of the A-, P-,
and N-domains occur during the reac-
tion cycle as suggested by comparing
the Ca2+-free with the Ca2+-bound
structure. These domain movements
are coupled to changes in tilt and posi-
tion of helices M1 to M6.

6. One of the significant differences be-
tween the two Ca2+ pumps of plasma
and reticular membranes concerns the
C-terminal part. In contrast to the
plasma membrane Ca2+ pump, the
SR protein does not directly interact
with calmodulin; that is, it lacks the
corresponding regulatory domain, but
some isoforms can be regulated by a
CaM kinase through phosphorylation
of phospholamban (PLN) (see below).

7. The SR Ca2+ pump of cardiac or
smooth muscles, that is, of slow twitch
muscles, is regulated by a highly
hydrophobic, phosphorylatable protein
called phospholamban (PLN), composed
of an N- and a C-terminal helix con-
nected by a short, flexible hinge region.
PLN interacts with the SERCA pump
within the transmembrane region as
well as with a small loop of the P-
domain. PLN can be phosphorylated by
different kinases, that is, by PKA and
by a CaM-dependent kinase, thereby
leading to a significant stimulation (up
to fivefold) of the SR Ca2+ pump.
Thus, the unphosphorylated form of
phospholamban can be viewed as an
endogenous inhibitor of the SR Ca2+
pump similar to the CaM binding do-
main of the Ca2+ pump of plasma
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membranes, which is an autoinhibitory
domain.

Three different genes have been identified
to date to encode the SERCA pump.
SERCA1 is mainly found in the fast-
twitch skeletal muscle, whereas SERCA2
is the major form of cardiac, smooth,
and nonmuscle tissues. SERCA3 has
been cloned from a kidney library and
is prominently present in platelets. For
SERCA1 and 2, several spliced isoforms
also have been described.

6.3
The Mitochondrial Calcium Transporting
Systems

Like the reticular systems, mitochon-
dria also provide intracellular calcium-
transporting systems sequestering Ca2+
by means of energy-dependent processes.
The mitochondrial calcium transporters,
that is, a Ca2+ uniporter and a Na+/Ca2+
exchanger, were thought, for a long time,
to play a minor role in the constant regu-
lation of the cytosolic Ca2+ concentration
since the mitochondrial Ca2+ uptake rate
is about 10-fold slower than that of the
SR, and the KM value for the trans-
porter is 10-fold higher than that of the
reticular systems. Using Ca2+-specific in-
dicators targeted to different organelles, it
became clear that mitochondria were very
important for sensing Ca2+ changes in
‘‘microdomains’’ of the cell, rather than
in the bulk cytosol; that is, increase of
cytosolic Ca2+ induced by IP3 was paral-
leled by a rapid increase of mitochondrial
Ca2+. It soon became clear that the acti-
vation of mitochondrial Ca2+ uptake was
the result of the proximity of the mito-
chondria and the ER, and the release of
large amounts of Ca2+ by the latter could
create microdomains of local high Ca2+
concentrations, sufficient to activate the

low-affinity mitochondrial Ca2+ uniporter.
In spite of concentrated studies, however,
the molecular nature of this mitochondrial
Ca2+ transporting system could not be
identified to date.

6.4
Calcium in the Nucleus

The nucleus is separated from the cytosol
by the nuclear envelope consisting of two
concentric membranes, of which the outer
membrane is continuous with the ER. The
nuclear envelope is not a completely closed
system but is interrupted by the nuclear
pores, large multicomponent protein com-
plexes that regulate the transport into and
out of the nucleus. Whether Ca2+ can
freely diffuse through these pores like
most small molecules or whether it is
gated is still controversial, but it is clear
that there are important Ca2+-dependent
processes occurring in the nucleus, in-
cluding Ca2+-dependent gene expression.
A key factor of Ca2+-dependent gene ex-
pression (including a number of Ca2+
transporting systems) is the transcription
factor CREB, originally identified as the
protein recognizing cAMP-responsive el-
ements. Thus, CREB can be activated
by phosphorylation of a serine residue,
Ser133, either by cAMP-dependent PKA
or by a CaM-dependent protein kinase,
CaMKII or IV. In this respect, a recent
finding is of particular interest, showing
that the mode of entry of Ca2+ into cells,
that is, via the voltage-dependent calcium
L-channel or through other means, speci-
fies the response to Ca2+-dependent gene
transcription.

Another pathway of Ca2+-dependent
gene transcription recently attracted much
attention, that is, the transcription factor
NFAT that has originally been described as
being important in T cells and that is under
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the control of the CaM-dependent phos-
phatase calcineurin. Similar findings have
recently been reported for neurons, where
calcineurin regulates the gene expression
of some of the Ca2+ transporters. This is
especially true for the cerebellum, where
calcineurin mediates the rapid transcrip-
tional downregulation of specific isoforms
of the PMCA pumps and of the NCXs.

Ca2+ can also regulate transcription
directly through the recently identified
transcription factor DREAM (downstream
regulatory element antagonist modulator),
which is an EF-hand-type protein. Ca2+-
free DREAM binds to the regulatory
element DRE, thereby silencing the gene
that is released owing to the binding of
Ca2+ to DREAM.

7
Role of Calcium in Specialized Tissues

7.1
Calcium and Fertilization

Interaction of sperm with the egg upon
fertilization results in a sharp increase
in Ca2+ concentration, thereby depolariz-
ing the plasma membrane. Subsequently,
phospholipase C is activated and phospho-
inositide lipid turnover is induced leading
to IP3 generation, a prerequisite to release
Ca2+ from intracellular stores. Also, cyclic
ADP-ribose/RyR channels and NAADP-
sensitive Ca2+ stores contribute to Ca2+
mobilization. Several mechanisms are dis-
cussed to be responsible for the elevation
of Ca2+ during fertilization; the most likely
candidate is of proteinaceous nature. Nev-
ertheless, irrespective of the mechanism,
the immediate consequence of Ca2+ rise is
the exocytosis of cortical granules respon-
sible for the elevation of the fertilization
envelope to prevent polyspermy.

7.2
Calcium in Calcifying Tissues

Bone is formed by osteoblasts of mes-
enchymal origin and resorbed by osteo-
clasts of hematopoietic stem cell origin.
In this highly integrated process, it is im-
portant to maintain a balance between the
formation and resorption of bone. If one
part dominates over the other, leading
either to osteopetrosis, that is, increase
of bone formation, or to osteoporosis,
that is, increase of bone resorption, one
of the consequences is the imbalance of
the calcium homeostasis. Therefore, it is
important for a variety of cells to sense
changes in the extracellular Ca2+ levels
to be able to modify their functions ac-
cordingly. The existence of such calcium
sensors has first been demonstrated for
the parafollicular cell of the thyroid gland
(C-cell) and for the parathyroid cell, which
through the secretion of parathyroid hor-
mone regulate the level of serum calcium,
that is, responding to changes in PTH
secretion inversely related to the ambi-
ent ionized calcium concentration. These
cells can recognize small changes in the
extracellular Ca2+ concentration through a
‘‘Ca2+ receptor,’’ presumably a cell-surface
receptor protein, which in the case of
cytotrophoblast cells of the human pla-
centa has been identified as a protein of
500 kDa. In the case of osteoclasts that
can locally be exposed up to 30 mM Ca2+
during bone resorption, increase in extra-
cellular Ca2+ concentration leads to an
increase in intracellular Ca2+ resulting
mainly from influx of extracellular Ca2+
through voltage-insensitive channels. This
in turn leads to a modification of the
cytoskeletal arrangement of these highly
polarized cells, to a reduction of specific
adhesion structures responsible for the
attachment to bone, and, finally, to an
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inhibition of bone resorption accompanied
by a reduction in the secretion of resorptive
enzymes.

7.3
The Role of Calcium in Plants

Most Ca2+ dependent signal transduction
pathways as described for animal cells
are also true for plant cells. So it is not
surprising that most systems described
before controlling calcium homeostasis
found their counterparts in plants also.
Nevertheless, there are some peculiar
Ca2+-dependent processes or properties,
only found in plants, which should be
described in more detail.

7.3.1 Touch Genes
Plants show some specific reactions that
seem to be calcium-dependent; that is, they
sense and actively respond to many en-
vironmental stimuli such as rain, wind,
gravity, changes in osmotic conditions,
and touch. The latter is demonstrated very
impressively by the Venus fly trap (Dion-
aea muscipula) using a sensitive touch
response to catch preys, or by the Mi-
mosa pudica closing the leaflets upon touch
stimuli. It was discovered by Braam and
Davies that the plant Arabidopsis demon-
strated a rapid and strong induction of
gene expression following touch stimu-
lation. Several of these genes revealed
either virtual identity or close relationship
to calmodulin, indicating that these gene
products may play a central role in Ca2+-
dependent signal transduction pathways
involved in touch response. The response
is relatively fast; for example, all of the
responding genes showed up to 100-fold
increased expression after 10 min, but
maximal expression varied for the different
genes. Furthermore, these genes not only
demonstrated a time-dependent but also a

dose-dependent response to touch stimuli;
that is, the level of transcripts of the touch
genes was proportional to the strength
of the stimuli. These findings indicated
that there is an immediate, but transient,
requirement for Ca2+ binding proteins
following mechanical stimulation, result-
ing in growth inhibition. It is possible
that these proteins act as Ca2+-dependent
modulators of target enzymes, but other
explanations are also possible such as in-
volvement in the regulation of cellular
Ca2+ homeostasis or changing microtubu-
lar arrangements. The latter is particularly
attractive since this activity could influ-
ence the orientation of the axes of cell
division and elongation as a consequence
of mechanical stimulation.

7.3.2 Calmodulin-like Domain Protein
Kinase (CDPK)
In plants, a new class of calcium-
dependent kinases has been described.
These enzymes require micromolar Ca2+
concentrations for activity, but they do not
seem to need the presence of calcium effec-
tor molecules such as calmodulin, phos-
phatidylserine, or diacylglycerol. It could
be demonstrated that they bind Ca2+ di-
rectly through a regulatory domain on the
same polypeptide chain containing the cat-
alytic domain. Cloning of the correspond-
ing cDNA encoding a calmodulin-like
domain protein kinase (CDPK) revealed
characteristic regions of serine/threonine
kinases. In addition, the regulatory region
contains a domain with a high degree of
homology to calmodulin including four
Ca2+ binding sites of the EF-hand-type
family. Thus, the CDPK family can be dis-
tinguished from other calcium-regulated
protein kinases by fusion of a regulatory,
calcium binding, calmodulin-like domain
to a protein kinase catalytic domain. Inves-
tigation of the substrate specificity of this
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kinase revealed an overlapping with CaM
kinase II and protein kinase C. Together
with the ubiquitous distribution of CDPK
in plants, this observation suggests a multi-
functional kinase property for this enzyme,
but specific endogenous substrates still
have to be identified to characterize the
role of CDPK in calcium signal transduc-
tion pathways in plants.

8
Calcium and Disease

Sustained raise of cellular Ca2+ into
the micromolar range leads to deleteri-
ous effects upon Ca2+ signaling, which
could eventually lead to cell death. Muta-
tions of the intracellular Ca2+-dependent
protease, calpain, the activity of which
normally is tightly controlled – like dis-
ruption of the gene responsible for a
muscle isoform – cause muscular dystro-
phy type 2A, whereas mutations of another
isoform lacking the C-terminal Ca2+ bind-
ing domain favor the onset of type 2
diabetes.

As indicated before, bone formation and
bone resorption is a highly integrated pro-
cess that, in cases of misbalance, leads to
severe diseases (e.g. osteopetrosis, osteo-
porosis, Paget’s disease) and thereby influ-
ences calcium homeostasis. The reason for
these malfunctions can be manifold and
will not be discussed here, but recently
two examples became known in which
disturbance of calcium homeostasis could
be traced to mutations of single proteins
involved in Ca2+ regulation.

Malignant hyperthermia is manifested
in humans and swine as an acute hyper-
thermic reaction accompanied by skeletal
muscle contracture and high fever, indi-
cating a lack of regulation of Ca2+ within
muscle cells. This could be due to either

an enhanced or chronic release of Ca2+
into the cell or due to a defective reuptake
of Ca2+. Detailed studies by MacLennan
and his laboratory implicated a defect in
the Ca2+ release mechanism that could be
traced to a number of mutations within
the gene of the ryanodine-sensitive Ca2+-
release channel in the sarcoplasmic reticu-
lum of skeletal muscle. To date, more than
20 different mutations linked to this defect
have been described in the RyR1 gene.

Defects in the genes of the two brain-
specific isoforms of the plasma membrane
Ca2+ pump, PMCA2 and 3, have also
been described. Of special note is PMCA2
that is abundant in the outer hair cells
of the organ of Corti. Recent findings in
mice with hearing defects localized genetic
mutations within PMCA2, which could be
used as a model for investigating hearing
defects in humans.

Vitamin D–resistant rickets is an auto-
somal recessive disorder resulting from an
inability to regulate Ca2+, which leads to
bone demineralization, loss of hair, and
increased levels of the active vitamin D
metabolite 1,25 (OH)2D3. As shown by
Hughes et al., the reason for these defects
lies in a number of inherited mutations
of the vitamin D receptor, a member
of the steroid/thyroid family of hormone-
sensitive transcription factors. The muta-
tions identified so far fall either into the
DNA binding or into the hormone binding
domain.

9
Conclusions

In summary, several general points can
be made:

1. Calcium, as one of the oldest com-
ponents of organisms, plays a central
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role in biological systems, controlling
a myriad of key cell processes. It can
fulfill a static function, in stabilizing
structures, or a dynamic function, par-
ticipating in signal transduction path-
ways as a second messenger.

2. Calcium homeostasis in an organism is
carefully controlled, involving a variety
of systems in the skeleton, in the
ECF, and inside cells. Depending on
its function, calcium can be complexed
in different forms: by hydroxyapatite
in the skeleton; by acidic, low-affinity
proteins in the ECF; by the high-affinity
EF-hand proteins inside cells.

3. Extracellular and intracellular concen-
trations of calcium differ by several or-
ders of magnitude. Therefore, cells are
exposed to a steep Ca2+ gradient across
the membranes, which makes it pos-
sible for even small changes in mem-
brane permeability to lead to substantial
changes in intracellular free Ca2+ con-
centration. Signals can be converted
from an extracellular analog to an intra-
cellular digital form. The control of cel-
lular calcium is maintained by an elab-
orate system of channels, exchangers,
and pumps located in the plasma mem-
brane and in intracellular membranes.

4. The EF-hand proteins play a pivotal role
in permitting Ca2+ to function as a sec-
ond messenger. These proteins bind
Ca2+ with high affinity, selectivity, and
cooperativity, thereby permitting inter-
action with targets. More than 600 EF-
hand proteins have been identified to
date, which fulfill the different tasks of
calcium-dependent mechanisms (e.g.
glycogen metabolism, muscle contrac-
tion, excitation–secretion coupling, cell
cycle control, gene expression, mineral-
ization).

5. Solving the structure of several key com-
ponents of calcium-controlled pathways

helped understand their mechanism of
action.

See also Bioinorganic Chemistry;
Cellular Interactions.
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Keywords

Cancer
One of the most common human diseases.

Drug Design
The process of developing a new medicine.

Therapy
The administration to human subjects of a drug

p53
A tumour suppressor protein seen to be frequently mutated in cancer cells.

Cell Cycle
The process through which cells grow and divide.

Angiogenesis
The formation of new blood vessels.

Hsp90
A ubiquitously expressed protein that acts to protect cells from thermal stress.

Erb B
The epidermal growth factor receptor.

E2F
A key protein transcription regulating protein involved in cell cycle control.

� The massive research efforts that have been applied to understanding the workings
of the cancer cell have provided a wealth of detail on key mechanisms that become
abnormal during tumorigenesis. Translating and exploiting this large body of cancer
research information in the design and implementation of new drugs should yield
better medicines for the cancer patient than those that are currently available.
It is an implicit assumption in this objective that mechanism-based agents that
target discrete abnormalities in tumor cells will provide improved treatments over
conventional therapies. In this respect, we are beginning to witness emerging clinical
efficacy in a new generation of cancer drugs designed to target key mechanisms in
tumor cells.
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1
Cancer Therapy

Cancer remains largely a clinically unmet
disease. Statistics tell us that cancer affects
one person in three, and in the Western
world, it is the cause of about a quarter of all
mortality. Worldwide, cancer is the second
largest cause of death, and the World
Health Organization estimates that by
2020, there will be 20 million new cancer
patients each year. Cancer is not a single
disease, as there are over 200 different
types of diseases that fall into this category.
However, four cancers dominate, namely,
lung, breast, colon, and prostate, which
account for over half of all new cases.

Most current cancer therapies employ
one of three approaches, namely, surgery,
radiotherapy, or chemotherapy. Surgery
and radiotherapy are frequently used
to treat localized primary tumors, but
have limited application in disseminated
disease in which the tumor is not localized,
usually as a result of metastasis. Needless
to say, disseminated disease is the cause
of most cancer deaths. Current cancer
chemotherapy is dominated by treatments
that use cytotoxic agents or hormone-based
therapy, for example, in breast and prostate
cancer (Table 1).

Tab. 1 Examples of conventional cancer
chemotherapeutic agents.

Drug Category

Methotrexate Antimetabolite
Taxol Spindle modulator
Cyclophosphamide Alkylating agent
Cisplatin Platinum-DNA

complexes
Doxorubicin DNA intercalat-

ing/topoisomerase
inhibitor

Furthermore, while advances have been
made in all three approaches to treat-
ment, the impact on mortality rates
has been modest. As an example, lung
cancer, the leading cause of cancer
death worldwide, has a five-year survival
rate of only 5%, which hardly differs
from the survival that prevailed 30 years
ago (www.cancerresearchuk.org). How-
ever, there are some notable improve-
ments. Cures are achievable in certain
childhood leukemias and testicular cancer,
although of the six most common can-
cers, only breast cancer has a survival rate
greater than 50%. Overall, conventional
chemotherapy is relatively ineffective in
many cancers.

This situation reflects the mechanism
of action of most current cancer therapy
regimes, which are dominated by cyto-
toxic chemotherapies (Table 1). In general,
these chemotherapies target mechanisms
employed by most dividing cells, rather
than specific genetic abnormalities associ-
ated with tumor cells. Because of this, their
normal healthy counterparts are affected
almost as severely as the tumor cells, lead-
ing to the highly debilitating side effects
seen with many therapies, such as myelo-
suppression, hair loss, and gastrointestinal
toxicity. This problem, combined with the
poor quality of life and diminishing effec-
tiveness in the patient (usually because of
the emergence of drug resistance), means
that many late stage cancer treatments pro-
vide minimal survival advantage.

2
The New Era of Mechanism-based Drug
Design

Because of the limited therapeutic value
of many current treatments, major ef-
forts are being applied toward identi-
fying new cancer therapies that target
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specific mechanisms in tumor cells, in
the hope that this approach will yield
drugs with increased specificity for cancer.
Here, we review progress and provide a
snapshot of this rapidly advancing field.
Selected examples of mechanism-based
drug design programs, which illustrate the
guiding principles behind the new era of
cancer drug development, are discussed.
The success stories are clear; a situation
we anticipate will be repeated in the con-
tinuing efforts to deliver tailored therapies
into the cancer clinic.

3
Gleevec and CML

Gleevec (ST1571) provides a paradigm
for a successfully developed, rationally
designed, and mechanism-based therapy
for the treatment of a specific cancer.
In chronic myelogenous leukemia (CML),
the consistent chromosomal abnormality,
the Philadelphia (Ph) chromosome, is a
translocation event between chromosome
9 and 22 that results in the bcr-abl fusion
product derived from the juxtaposition of c-
abl oncogene and breakpoint cluster region
(bcr). bcr-abl is present in over 95% of
CML patients and in about 5% of acute
lymphoblastic leukemia (ALL) patients in
whom it functions as a constitutively active
tyrosine kinase that is essential for the
oncogenic activity of the fusion protein
(Fig. 1).

Originally, Gleevec was identified by
high-throughput screening for compounds
with kinase inhibitory activity, and was
subsequently optimized using rational
drug design procedures for activity against
Abl tyrosine kinase in CML cells. A suc-
cessful Phase I study indicated remarkable
single agent activity during CML blast cri-
sis (and Ph-positive ALL), although the

responses did not appear to be long
term. Nevertheless, the success in Phase I
prompted further Phase II clinical analy-
sis, followed by FDA approval.

The appearance of resistance to Gleevec
was a surprising clinical outcome: the
majority of CML patients that relapse after
initial response have reactivated bcr-abl ki-
nase. Molecular analysis indicated that in
many cases resistant cells carry point mu-
tations in the abl kinase gene that rendered
the kinase less sensitive to STI571, for ex-
ample, at a site that would be predicted to
contact STI571 from the crystal structure.
In another category of patients, relapse
was correlated with amplification at the
bcr-abl translocation. These results sug-
gest that while rationally designed drugs
like Gleevec may exhibit promising clin-
ical efficacy, the appearance of resistance
could be a significant problem.

Gleevec also inhibits the c-kit tyrosine
kinase where activating mutations are
found in gastrointestinal stromal tumors
(GIST), a tumor frequently refractory to
chemotherapy. While a range of other
tumors express c-kit, the encouraging
results of the Gleevec Phase I study on
GIST suggest that its clinical application
may be wider than initially anticipated,
with the proviso that clinical resistance
may also appear in other indications.

4
The ErbB Family

The epidermal growth factor (EGF) fam-
ily of tyrosine kinase receptors (the ErbB
receptors) play a crucial role in regulating
proliferation. In tumor cells, a variety of
mutagenic events give rise to increased
ErbB activity, including gene amplifica-
tion and mutations that alter protein
stability.
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Fig. 1 Chromosomal breakpoints in chronic myelogenous leukemia (CML) and acute
lymphoblastic leukemia (ALL). In CML and ALL, a breakpoint occurs between the first
exon of c-abl on chromosome 9, translocating most of c-abl to c-bcr on chromosome
22. In CML, the translocations in c-bcr occur after exon 2 or 3, to yield the p210 fusion
protein, and in Ph-positive ALL, they occur after exon 1 to create p185. The solid arrows
indicate CML breakpoints and broken arrows indicate ALL breakpoints.

Both humanized monoclonal antibodies
and small molecules have been developed
against ErbB1 (also known as EGF receptor
and HER1) and ErbB2 (also known as
HER2 and Neu). Herceptin (trastuzumab)
has received regulatory approval as a
single agent for treatment of metastatic
breast cancers expressing ErbB2, whereas
other humanized antibodies against ErbB1
such as Cetuximab remain in clinical
development.

Iressa (ZD1839) is an optimized small
molecule ATP competitive antagonist of
the ErbB1 tyrosine kinase, originally iden-
tified by high-throughput screening and
subsequently shown to be active against
breast cancer cells. Phase II clinical tri-
als with Iressa demonstrated activity in

nonsmall cell lung cancer (NSCLC), squa-
mous cell carcinomas of the head and
neck, and hormone refractory prostate can-
cer. Recently, Iressa was evaluated in a
randomized Phase II study for activity in
advanced NSCLC, where it was found that
it did not provide improvement in survival
when added to standard platinum-based
chemotherapy.

A significant question regarding the clin-
ical utility of mechanism-based drugs like
Iressa relates to how they will be used in
the clinical setting. A relevant administra-
tion schedule and, as mechanism-based
drugs may be cytostatic, identifying an ap-
propriate combination agent and patient
population are likely to be critical determi-
nants in reaching optimal clinical efficacy.
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5
Manipulating p53 Tumor Suppressor
Activity

As one of the most frequently mutated
genes in human cancer, the p53 tumor
suppressor protein has attracted great
interest from drug discoverers. In normal
cells, p53 acts as a stress-responsive
transcription factor, becoming activated
in response to, for example, ionizing
radiation, ultraviolet light, and many
cancer chemotherapeutic drugs. Once
activated, p53 targets genes involved in
limiting cellular proliferation, causing
either cell cycle arrest or apoptosis (Fig. 2).
Its frequent inactivation in cancer has
led to many attempts to identify ways
of reinstating p53 activity, or approaches
that exploit the absence of p53 in tumor
cells. However, though it is an intrinsically
difficult task for a small molecule to
reinstate wild-type activity in a mutant
protein, the extensive number of distinct
mutations (over 1700 different mutations
have been reported) that can occur in the

p53 gene provides an additional challenge
to this approach.

Despite these significant obstacles, com-
pounds have been identified that reinstate
certain wild-type functions on mutant p53
protein. These compounds appear to sta-
bilize p53 in a form that allows some
properties of the p53 response to be re-
tained. Relating to this general strategy
is the identification of p53-binding pep-
tides, which similarly stabilize mutant
p53, providing further support for the
idea that the ultimate goal of generating
compounds that reinstate p53 activity may
be achievable.

In another approach that exploits p53
activity, attempts have been made to gen-
erate compounds that block p53 activity. A
potential therapeutic application for such
inhibitors would be in reducing the level of
p53-dependent toxicity in normal healthy
tissues that occurs, for example, upon can-
cer therapy. Pifithrin α, which reduces p53
activity, was identified by high-throughput
screening in a cell-based p53 screen. The

Stress (UV, ionizing,
radiation, hypoxia,
chemotherapeutics)

p53 p53

Cell cycle
arrest/
apoptosis

The p53
response

Fig. 2 The p53 response. In normal cells, p53
can be activated by different types of stress, and
it then acts to transcriptionally induce target
genes that cause cell cycle arrest and apoptosis.

In tumor cells, the activity of p53 is lost through
mutation in the p53 gene, or in upstream
regulators that control p53 activity.
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compound is active in mice where it
reduces the side effects, such as hair loss
and myelosuppression, of the widely used
cancer cytotoxic agent doxorubicin.

Although the anticipated clinical utility
of p53 inhibitor drugs would be in
combination treatments to enhance the
efficacy of a conventional cytotoxic, a
shortcoming of this approach could lie in
the potential mutagenic activity resulting
from p53 inhibition. Developing a p53
inhibitor with a sufficiently short half-life
may overcome such a concern.

6
Regulating the Cancer Cell Cycle: E2F and
Cdks

Abnormal cellular growth and division is
a hallmark of tumor cells. It is acquired
through a multistep process involving the
gradual transformation of a normal cell
to a tumor cell, and it involves mutation
of critical pathways that act to restrain
proliferation, together with the activation
of those that promote proliferation.

The retinoblastoma tumor suppressor
protein (pRb) provides a perfect example
of how a crucial point of growth control
can become abnormal in tumor cells,
and thereby contribute to tumor cell
growth. An important function of pRb
is in regulating cell cycle progression
through G1 into S phase, particularly
passage through the restriction point,
where it influences the activity of the
E2F family of transcription factors (Fig. 3).
E2F coordinates the timely expression of a
large body of genes required for cell cycle
progression (including DNA synthesis,
cyclins, and regulatory proteins), and it
is the progressive phosphorylation of pRb
that relieves its physical interaction with

E2F, thereby enabling E2F to activate target
genes (Fig. 3).

Tumor cells employ diverse mecha-
nisms to overcome the tumor suppressor
activity of pRb. The Rb gene is mutated
in about 25% of human tumors, crippling
pRb so that it is not able to bind to E2F.
Alternatively, aberrant levels of upstream
regulators of pRb, like cyclin D-dependent
kinase, occur which leads to the consti-
tutive phosphorylation of pRb and release
of E2F. Because of the high frequency of
abnormal pRb control, it is believed that
deregulation of the pRb/E2F pathway is es-
sential in achieving the transformed state.

In this respect, E2F is an obvious target
for therapeutic intervention, and several
approaches have been made toward its
validation as a cancer target. That E2F
plays a crucial role in the cell cycle is
supported by E2F knockout cells, in which
inactivation of E2F-1, -2 and -3 causes cell
cycle arrest. Furthermore, administering
short oligonucleotides containing the E2F
DNA binding site to sequestor E2F activity
away from cellular target genes, the so-
called decoy approach, prevents cellular
proliferation, and short peptides that block
E2F function by inhibiting dimerization
(with its essential partner protein DP-1) or
its interaction with DNA cause apoptosis
in tumor cells. Furthermore, a small
molecule that is believed to act by
modulating the E2F pathway has entered
Phase I clinical studies.

Other regulatory factors involved in
control of the pRb/E2F pathway, including
cyclin-dependent kinases (Cdk) have also
attracted considerable attention as a drug
target. Though most members of the Cdk
family control cell cycle transitions such as
cyclin D/Cdk4 and cyclin E/Cdk2 (Fig. 3),
other members have been assigned much
more specific roles, like cyclinT1/Cdk9,
which regulates targets including RNA
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Fig. 3 Regulation of the cell cycle. The four phases of the cell cycle is indicated, together with
the nature and the timing of the cyclin-Cdk complexes involved in cell cycle progression. The
Restriction point, positioned in G1(R), is the point at which cells become committed to cell
cycle progression and no longer require growth factors. The regulation of E2F activity, which
controls the early cell cycle, is indicated underneath. In normal cells, the pRb binds to E2F to
inactivate E2F activity. As pRb becomes phosphorylated (indicated by p) by Cdk complexes, E2F
is released leading to the activation of target genes required for cell cycle progression. Normal
control of pRb activity is frequently lost in human tumor cells, either through mutation in pRb
or altered levels of its upstream regulators, including Cdk complexes.

polymerase II to influence the expression
of a diverse set of genes.

Compounds that act on multiple Cdk
enzymes, together with those that are more
selective, have been taken into clinical
development. UCN-01 is an example of a
nonspecific kinase inhibitor active against
a variety of kinases including Cdks, pro-
tein kinase C, and checkpoint 1 kinase.

In contrast, flavopiridol and R-roscovitine
exhibit greater specificity for Cdk targets.
Flavopiridol inhibits Cdk1, 2, 4, and 7
(including Cdk2 at nM concentrations)
by competing with the ATP binding site,
and has reached Phase II clinical trials
as a monotherapy for cancer. Roscovitine
possesses moderate specificity for Cdk2,
but also inhibits other kinases like Cdk7
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and Cdk2 at lower potency. In a similar
fashion to flavopiridol, roscovitine acts
as a competitive inhibitor and induces
apoptosis in tumor cells. Roscovitine (also
known as CYC 202) has completed a
Phase I clinical trial and appears to be
well tolerated.

Advances are continuing to be made in
improving the selectivity of Cdk inhibitors.
For example, a number of oxindole-
substituted Cdk inhibitors have greater
than tenfold selectivity for Cdk2 against
a panel of other Cdks. In this respect,
it is hoped that the clinical development
of selectively acting Cdk inhibitors will
identify molecules with greater efficacy
than some of the broad-spectrum agents
currently in clinical development.

7
Targeting Chromatin Control in Cancer

Recent advances have highlighted a new
and exciting area for therapeutic interven-
tion, namely, the interplay between the
cell cycle and chromatin control. Chro-
matin is the DNA-proteinaceous material
in which chromosomal DNA resides in
the nucleus. The majority of chromatin
proteins is composed of histones that as-
semble into nucleosomes, and thereby as-
sist in DNA packaging and transcriptional
control. The histone tail is subject to a vari-
ety of enzymatic modifications, including
phosphorylation, acetylation, and methy-
lation, and many of the critical enzymes
responsible for these modifications have
recently come to light. Histone deacety-
lases (HDACs) are responsible for remov-
ing acetyl groups from lysine residues in
histones and many proteins involved in
the cell cycle (Fig. 4).

From the perspective of cancer ther-
apy, HDACs have gained recognition as

an important target, which, in part, re-
flects the identification of proteins other
than histones that are subject to acety-
lation control. The activity of cell cycle
regulators including E2F, p53, and pRb
is influenced by acetylation, and pRb
controls E2F activity through the recruit-
ment of chromatin-modifying enzymes,
such as HDACs (Fig. 4). Several onco-
genic proteins have altered recruitment
of HDACs, which leads to aberrant gene
transcription. This is exemplified by the
fusion protein PML-RARα, which occurs
through a chromosomal translocation in
acute promyelocytic leukemia (APL). The
PML-RARα fusion protein recruits HDAC
and represses transcription, causing a
block to differentiation and promoting
the oncogenic phenotype in APL. Per-
haps, not surprisingly, compounds that
inhibit HDAC activity cause potent cell
cycle effects and frequently induce apopto-
sis; encouraging results of HDAC inhibitor
clinical trials have begun to validate HDAC
enzymes as drug targets.

SAHA (suberoylanilide hydroxamic
acid) is a small molecule HDAC inhibitor
that has reached Phase II clinical trials for
the treatment of solid and hematological
malignancy, and a range of other HDAC
inhibitors are gaining clinical acceptance,
for example, PXD101 is a highly potent
HDAC inhibitor that blocks proliferation
of tumor cells and has entered clinical
trials. In addition, a variety of studies
have demonstrated the potential for
synergy using combinations of HDAC
inhibitors with several mechanistically
distinct antitumor agents, such as
SAHA, which together with radiotherapy,
produces an additive effect in human
prostate cancer spheroids. While HDAC
inhibitors have yet to be completely
validated, nevertheless, they do represent
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Fig. 4 Acetylation control in the cell cycle. Acetylation (Ac) mediated by
acetyltransferases (HATS) can target histone tails in the form of
nucleosomes (yellow) or transcription factors (TF) involved in cell cycle
control, like E2F and p53. In most cases so far studied, acetylation appears
to activate transcription. In contrast, deacetylation mediated by histone
deacetylases (HDAC) causes transcriptional inactivity by targeting histones
in nucleosomes, leading to a more transcriptionally inert state, together with
dampening the activity of transcription factors. (See color plate p. xxv.)

a promising new approach to cancer
treatment.

8
Regulating Hsp90

Heat shock protein 90 (Hsp90) is a
molecular chaperone that regulates the
activity of a variety of cellular proteins,
enabling protein folding and preventing
denaturation, and perhaps aggregation,
of misfolded proteins. Hsp90 is gaining
recognition as a cancer target in part

because it is overexpressed in a variety
of tumor cells and associates with on-
coproteins including the tyrosine kinase
v-Src, the serine/threonine kinase Raf1,
HIF1 (discussed later), and mutated p53.
A small molecule inhibitor of Hsp90,
geldanamycin, blocks the interaction of
Hsp90 with client proteins, including v-
Src and Raf1, by interacting with the
hydrophobic ATP-binding pocket in the N-
terminal region and inhibiting the Hsp90
ATPase activity.

Geldanamycin has been used as a
molecular probe to explore the regulation
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and composition of Hsp90. Two distinct
sets of Hsp90 chaperone are endowed
with opposing functions, reflecting the
nucleotide occupying the binding pocket.
When ATP is present, Hsp90 assembles
with the cochaperone proteins p23 and
p50Cdc37, resulting in the stabilization
of client proteins. In contrast, in the
presence of ADP, Hsp90 assembles with
a different set of proteins, including
Hsp70 and p60Hop, to promote client
protein ubiquitination and degradation
via the proteasome (Fig. 5). Binding of
geldanamycin to the nucleotide pocket
of Hsp90 locks Hsp90 in the form that
favors client protein degradation. The
mechanism through which Hsp90 causes
the degradation of client proteins remains
unclear, although E3 ligases that associate

with Hsp90 and ubiquitinate some client
proteins have been identified. Thus, Hsp90
complexes have opposing functions, and
geldanamycin promotes formation of the
degrading Hsp90 chaperone complex.

An interesting property of Hsp90 in-
hibitors observed in preclinical studies is
the induction of cytostasis or apoptosis,
depending on the cell-type. This may re-
flect the nature of the Hsp90 chaperone
complex and the variation in target client
proteins present in cells. Some evidence
suggests that the integrity of pRb may dic-
tate sensitivity to Hsp90 inhibition, as cells
lacking pRb appear to be quite sensitive to
inhibitor-induced apoptosis.

In preclinical studies, Hsp90 inhibitors
have shown promising activity. While gel-
danamycin exhibits levels of hepato-toxicity

Hop

Hsp90
Hsp90

Hsp70

p50

p23

ATP

ADP

GA,
17 AAG 

Protein
targeted to
proteasome

Protects and
renatures
proteins

Fig. 5 Regulation of Hsp90 activity. Hsp90 can form different protein chaperone
complexes with opposing activities. When ATP is bound to the nucleotide-binding
pocket, assembly with p23 and p50Cdc37 occurs resulting in a chaperone complex that
stabilizes and protects client proteins, whereas ADP in the pocket causes Hsp90 to
assemble with Hsp70 and p60Hop, resulting in client protein degradation via the
proteasome. With geldanamycin (GA) or its derivative 17-allylaminogeldanamycin
(17AAG), the chaperone assembles with Hsp70 and p60Hop to favor client protein
degradation.
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that are too high for clinical application,
the derivative 17-allylaminogeldanamycin
(17AAG) exhibits improved efficacy, and
has now reached phase I clinical trials.

In the clinical setting, if cytostasis were
to be the primary outcome of treating
a patient with an Hsp90 inhibitor, then
sustained chronic administration of the
drug may not be possible because of the
associated toxicity profile. Conversely, if
Hsp90 inhibition causes apoptosis upon
short administration, then efficacy with
limited toxicity may be achievable. As sug-
gested by Neckers, this situation may be
solved eventually by profiling the patient’s
tumor for the nature and expression level
of Hsp90 client proteins. Combined with
further information on the appropriate
clinical schedule for Hsp90 inhibitors,
it may be possible to identify and treat
those tumors that will preferentially en-
ter apoptosis upon inhibition of Hsp90
activity. This general principle could be
important for other new agents, such as
HDAC inhibitors.

9
Blocking Angiogenesis Through Inhibiting
HIF1 Activity

Hypoxia-inducible factor 1 (HIF1) plays an
important role in regulating angiogenesis
by controlling the expression of genes link-
ing vascular oxygen supply to metabolic
demand. Tumor progression is associated
with higher levels of vascularization that
results from the increased synthesis of
proangiogenesis factors and decreased
synthesis of antiangiogenic factors, and an-
giogenesis progresses hand-in-hand with
the adaptation of tumor cells to growth in
low oxygen levels, by increasing glucose
transport and glycolysis. HIF1 controls the
activity of a variety of genes involved in

these processes; for example, the gene for
vascular endothelial growth factor (VEGF),
which is required for tumor angiogene-
sis, is regulated by HIF1. Similarly, target
genes include glucose transporters GLUT1
and 3, together with enzymes involved in
glycolysis like aldolase A and C, enolase 1,
and hexokinase 1 and 3.

In cells, HIF1 exists as a heterodimer
composed of HIF1α and HIF1β; HIF1β is
constitutively expressed, whereas HIF1α

is maintained at low levels in most
cells under normoxic conditions. While
HIF1α is regulated through a multi-
step process, a key event involves the
hydroxylation of specific residues in an
oxygen-dependent manner (Fig. 6). The
modification of two prolyl residues (P402
and P564) mediates the binding of the
von Hippel-Lindau (VHL) protein, which
is the targeting component of an E3 ubiq-
uitin ligase that confers degradation on
HIF1 through the proteasomal pathway.
In hypoxic conditions, prolyl hydroxy-
lation becomes rate limiting, allowing
HIF1α to escape degradation to favor in-
creased levels of HIF1α. Further, Lando
et al. identified a second hydroxylation-
dependent control process occurring in the
C-terminal transcriptional activation do-
main, where an asparagine residue (N803)
is hydroxylated by an asparaginyl hydrox-
ylase, which blocks the interaction with
the p300 co-activator, again downregu-
lating HIF activity (Fig. 6). Collectively,
HIF1α activity is regulated by a series of
oxygen-dependent posttranslational mod-
ifications mediated by three prolyl hy-
droxylases and one or more asparaginyl
hydroxylases.

Increased activity of the HIF pathway is
seen in many tumor types, resulting from
the intratumoral hypoxia together with ge-
netic alterations that affect HIF1 control.
The impact of genetic alterations on the
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Fig. 6 Regulation of the HIFIα protein. The domains in HIFIα including the basic
helix–loop–helix (bHLH) and PAS domains, required for dimerization and DNA binding
and the C-terminal trans-activation domain are indicated. Hydroxylation of proline (P)
residues at 402 and 564 is required for binding of the von Hippel-Lindau (VHL) tumor
suppressor protein, which recruits an E3 ligase (Cul2/B/C complex) that degrades
HIFIα. Hydroxylation of the asparagines (N) residue at 803 in the TAD prevents the
interaction with p300 and downregulates HIF activity.

activity of HIF1 is influenced by the signal
transduction pathway active in the tumor,
and may involve pathways regulated by
insulin, epidermal growth factor, Ras, or
Src. In this respect, VHL is an important
component of HIF1 regulation, and inacti-
vation of VHL tumor suppressor activity in
VHL hereditary cancer syndrome is char-
acterized by a highly restricted cancer pre-
disposition involving renal cell carcinoma,
hemanglioblastoma, and pheochromocy-
toma. In many other tumors, HIF1α is
commonly overexpressed, where its lev-
els sometimes correlate with increased
vascular density such as in brain tumors.
In other cases, HIF1α overexpression is a
marker for aggressive disease, such as cer-
vical cancer. However, it should be borne
in mind that HIF1α is not a universal
marker for clinical outcome. In ovarian
cancer, the overexpression of HIF1α with
p53 is correlated with apoptosis, contrast-
ing with the coexpression of HIF1α with
mutant p53.

HIF1α is gaining increased acceptance
as a potential therapeutic target. The
antitumor effect of some chemotherapeu-
tic agents may be derived from effects
on the HIF1 pathway. For example, ra-
pamycin inhibits hypoxia-induced HIF1
expression, most likely by blocking the
serine/threonine FRAP kinase required
for translation of HIF1 mRNA. Agents
that target other signaling molecules in
the PI3K-AKT-FRAP pathway would sim-
ilarly be expected to alter HIF1 activity
together with many other effects indepen-
dent of HIF1.

To date, mechanism-based therapeutics
that directly target HIF1 are not avail-
able. However, a recent Phase III trial
supports the therapeutic value of agents
that modulate angiogenesis in cancer ther-
apy. The therapeutic antibody, AvastinTM,
designed to inhibit VEGF activity, which
plays a critical role in tumor angiogen-
esis, provided a 50% increase in pa-
tient survival chance compared to patients
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receiving chemotherapy alone. While can-
cer therapies that inhibit angiogenesis
remain in their infancy, clinical studies
like the Avastin trial emphasize future
potential.

10
Regulating Protein Turnover

Increasing evidence suggests that drugs
that influence protein degradation may
prove to be beneficial in cancer treatment.
As we have discussed, protein degrada-
tion plays a crucial role in regulating
cell viability, not only in the control of
damaged proteins but also in controlling
key regulatory processes. The turnover of
many cell cycle regulatory proteins is re-
quired for normal cell cycle control, for
example, the Cdk inhibitor p27 whose
degradation is enhanced in certain tumor
cells. Similarly, signaling to the NFκB
transcription factor is dependent upon
protein turnover of its specific inhibitor
IκB, allowing NF-κB to activate a va-
riety of genes including cytokines (like
tumor necrosis factor) and antiapoptotic
proteins.

The proteasome plays a central role in
regulating protein turnover. The 26S pro-
teasome is a large multiprotein complex
composed of a 20S catalytic complex to-
gether with two 19S regulatory subunits
that degrade proteins targeted by ubiqui-
tination through the addition of ubiquitin
to lysine residues. Ubiquitinated proteins
are broken down to short peptides by the
central subunit rings of the proteasome,
which contain multiple active sites recog-
nizing threonine as the catalytic residue
(Fig. 7).

It has become increasingly clear that
compounds that block proteasome func-
tion possess potential as anticancer agents.

The first compounds identified exhibited
inappropriate pharmacokinetic properties
but ultimately led to the generation of
compounds with improved properties, in-
cluding PS-341 (known as Velcade and
developed by Millenium). Velcade has
activity across a wide range of tumor
cells but appears to act preferentially on
tumor cells compared to normal cells.
Myeloma cells undergo apoptosis when
treated with Velcade, in contrast, for exam-
ple, to normal bone marrow stromal cells,
which exhibit a much reduced sensitivity
profile.

Other promising properties of protea-
some inhibitors relate to the potential
utility in resistant disease. Velcade will
arrest the growth of myeloma cells that
are resistant to conventional chemother-
apies, and overexpression of Bcl2 does
not affect the sensitivity of myeloma to
Velcade. Velcade was the first protea-
some inhibitor to enter clinical trials in
hematological malignancy and solid tu-
mors. While the drug is rapidly cleared
from plasma (over 90% clearance within
15 min of administration), early indica-
tions of efficacy were observed in Phase
I trials. Efficacy was subsequently con-
firmed in a Phase II trial on patients
with refractory multiple myeloma. Velcade
has successfully completed Phase III clin-
ical trials in multiple myeloma, and is
the first proteasome inhibitor to be ap-
proved (by the US FDA), for multiple
myeloma.

11
Conclusions and Perspectives

We are beginning to see subtle hints that
exploiting mechanism-based approaches
will deliver improved cancer medicines
over many existing chemotherapeutics.
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Fig. 7 The proteasome in protein degradation. Target proteins for degradation are
ubiquitinated (Ub) at lysine (K) residues through a process involving a
ubiquitin-activating enzyme (E1), the transfer of ubiquitin to a conjugating enzyme
(E2), which is then transferred to a target protein by an E3 protein ligase.
Polyubiquitinated proteins are then recognized and degraded by the 26S proteasome.

Both Gleevec and Valcade directed against
the bcr-abl tyrosine kinase and the
proteasome respectively have shown clini-
cal efficacy. While we await further clinical
results with Iressa, HDAC, Cdk, and
Hsp90 inhibitor programs, we are left
with the compelling view that improved
therapies will also arise from these routes
of enquiry.

Perhaps, it will be of greater significance
to understand the clinical practice with
these new cancer agents. Should these

compounds be progressed as single agents
or, which seems more likely, be applied as
combination therapies perhaps with exist-
ing cytotoxic agents? It remains a signifi-
cant hurdle to address this question, and to
further provide scientific rationale in con-
sidering the array of possible combination
options that could be studied. An inter-
related question concerns the scheduling
regime for administering the drug, par-
ticularly in combination therapies, which
will reflect knowledge of the critical targets
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through which the inhibitor regulates can-
cer cell growth and the expression of these
targets in the particular cancer type. In
this respect, we have already discussed the
different properties of Hsp90 inhibitors
in apoptosis and cell cycle arrest, and
how these properties could impact on the
clinical regimen and perhaps require pa-
tient stratification for maximum clinical
benefit.

The possibility of resistance to
mechanism-based agents remains to be
determined. Tumor cells are adept at
acquiring drug resistance phenotypes
through diverse mechanisms, and we
have already seen clinical resistance
to Gleevec, but we await further
information before this becomes clinically
exemplified for other new agents. Of
course, if drug resistance does appear
as a clinical hurdle, then it may be
possible to modulate its progression
by altering drug concentration and
exposure through a combination therapy
approach.

It is clear that many questions remain
to be answered. Nevertheless, we are wit-
nessing an exciting era in cancer drug
discovery in which newer drugs are be-
ginning to replace conventional cytotoxic
approaches. Our views and anticipations,
which are shared by many others, reflect
the gathering momentum that translat-
ing research knowledge about the cancer
cell will yield improved and more ef-
ficacious drugs for treating the cancer
patient.
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� Adenocarcinoma of the prostate is one of the most common cancers in men
worldwide and is the second leading cause of cancer-specific death in the United
States. Over the past 15 years, significant advances have been made in the treatment
of prostate cancer, largely owing to earlier diagnosis and the evolution of surgical
techniques and improvements in radiation therapy. Nevertheless, tremendous
uncertainty and controversy exist regarding the appropriate clinical management
of prostate cancer in many cases. Similarly, despite the magnitude of the problem,
understanding of the pathogenesis, biology, and natural history of human prostate
cancer remains incomplete and unclear. Progress has been made in the past
decade in elucidating the molecular and genetic changes involved in prostate cancer
development and progression. A better understanding of the underlying disease
mechanisms will allow rational treatment strategies and improved outcomes. The
classic model of tumor development describes a multistep process in which a
series of genetic alterations leads to aberrant, uncontrolled cell growth. This is
best characterized in the case of colon cancer, for which specific genetic changes
have been correlated with clinical and pathologic disease progression. These genetic
alterations can be both hereditary (germ-line mutation) and acquired (somatic
mutation). The paradigm is less established in prostate cancer (Fig. 1). We discuss
the current understanding of the molecular genetics and biology of prostate cancer
development, including genetic predispositions, early changes associated with
prostatic intraepithelial neoplasia (PIN), and the traditional classes of genes involved
in promoting and repressing cancer development (protooncogenes/oncogenes and
tumor suppressor genes, respectively). In addition, we describe recent studies on
the role of genetic instability, telomerases, growth factors, cell-adhesion molecules,
DNA ethylation, and the androgen receptor (AR) in prostate cancer.

1
Hereditary Factors

Multiple etiologies have been proposed to
contribute to the development of prostate
cancer. Environmental factors are likely
play a major role in most cases; however,
inherited genetic factors are clearly impor-
tant in some men. Epidemiologic analysis
of almost 3000 men in the Utah Cancer
Registry demonstrated familial clustering
of prostate cancer patients, even greater
than that for both breast and colon can-
cer, for which a hereditary component has
already been demonstrated. The risks of

developing the disease are dependent on
both the number of affected first-degree
relatives, and early age of disease on-
set. Using segregation analysis in 691
families, a model of a rare autosomal
dominant susceptibility gene with an al-
lele frequency of 0.006 and penetrance
of 89% at 85 years of age was proposed.
Overall, this gene may account for approx-
imately 9% of all prostate cancer cases but
an increased proportion in those patients
diagnosed at earlier ages. The criteria for
hereditary prostate cancer include a clus-
ter of at least three first-degree relatives
with disease, at least two relatives with
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Normal prostate

Prostate adenocarcinoma

AR pathway alterations
growth factors

Hormone-resistant prostate cancer

Advanced prostate cancer Metastatic prostate cancer

Prostatic intraepithelial neoplasia

ERB, telomerase
hypermethylation
(HIC, P16, GSTP1 )
?RER+

Hereditary factors:
HPC1, HPCX
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HSD3B2, SRD5A2

P53, RAS, RB, ?MYC
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CCAM, Integrins
KAl1, CD44, PTEN

Fig. 1 Schematic illustrating the potential factors in the development of
prostatic intraepithelial neoplasia and prostate cancer and the subsequent
progression of prostate cancer. AR = androgen receptor;
FGF = fibroblast growth factor; TGF = transforming growth factor;
RER = replication error.

prostate cancer diagnosed under the age
of 55 years, or prostate cancer in each of
three generations in the paternal or mater-
nal lineage.

Genome-wide analysis in 66 high-risk
prostate cancer families suggested evi-
dence of linkage to a locus on the long
arm of chromosome 1 (1q24-25). This
hereditary prostate cancer locus (HPC1)
demonstrated linkage in an additional 25
North American and Swedish families
studied. The gene has not yet been cloned,
but candidate genes in the region include
SKI, ABL2, TRK, and LAMC2. Other re-
ports, however, have shown no evidence of

linkage and no significant loss of heterozy-
gosity (LOH) at the HPC1 locus. Narod
and colleagues suggested a recessive or
X-linked gene in hereditary prostate can-
cer. A second prostate cancer susceptibility
gene (HPCX ) has recently been identi-
fied, accounting for approximately 16% of
hereditary prostate cancer cases. A total
of 360 prostate cancer families in North
America, Finland, and Sweden were ana-
lyzed, and linkage to chromosome Xq27-28
was observed. This finding was confirmed
in a study of another 153 families as well as
in a study of 104 German prostate cancer
families.
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RNASEL gene (2′,5′-oligoisoadenylate-
synthetase dependent), identified by a po-
sitional cloning/candidate gene method,
maps to the HPC-predisposition locus at
1q24-q25 (HPC1) and was recently shown
to harbor truncating mutations in two
families with linkage to HPC1. A non-
sense mutation and a mutation in an
initiation codon of RNASEL segregate in-
dependently in two HPC1-linked families.
Microdissected tumors with a germ-line
mutation showed loss of heterozygosity
and loss of RNase L protein, and that
RNASEL activity was reduced in lym-
phoblasts from heterozyogous individuals
compared with family members who were
homozygous with respect to the wild-
type allele. Thus, germ-line mutations in
RNASEL may be of diagnostic value, and
the 2-5A pathway might provide opportu-
nities for developing therapies for those
with prostate cancer. Thus, there is strong
evidence of genetic factors in the potential
for development of prostate cancer. The
HPC1 gene may play a role in up to a third
of hereditary prostate cancer cases. Fur-
ther work should identify the HPC1 and
HPCX gene products and their functions,
as well as other potential prostate cancer
susceptibility genes.

2
Genetic Alterations in Precursor Lesions

Histopathologic features of PIN have
provided evidence that it represents

a precursor lesion of prostate cancer.
Changes noted in both high-grade PIN and
early invasive prostate cancer include dis-
ruption of the basal cell layer, alterations
in markers of secretory differentiation,
nuclear and nucleolar enlargement, and
increased cell proliferation. Identification
of similar molecular changes in PIN and
prostate cancer further strengthens this
hypothesis. Sequential magnification of
the abnormalities in PIN is seen in the
progression to localized cancer, metastatic
cancer, and hormone-refractory cancer.
Allelic loss is common in both PIN
and prostate cancer (Table 1). Qian and
colleagues used centromere-specific flu-
orescence in situ hybridization (FISH)
probes against chromosomes 7, 8, 10, and
Y, to demonstrate chromosomal anoma-
lies in 50% of PIN and carcinoma foci.
Foci of metastatic cancer demonstrated in-
creased chromosomal anomalies. Other al-
terations of chromosome 8 are common in
both PIN and prostate cancer, with gain of
chromosome 8q being the most frequent.
Using polymerase chain reaction (PCR)
and a novel microdissection technique, al-
lelic imbalance of chromosome 8p12-21 in
64% of PIN foci and 91% of cancer foci has
been described; no LOH at chromosome
8p12-21 was found in benign tissue. Addi-
tional LOH at chromosomes 8p, 10q, and
16q has been identified in 29% of PIN and
42% of primary tumors. Taken together,
PIN is a precursor of prostate cancer
and exhibits abnormalities in biomarkers,

Tab. 1 Genetic alterations in prostate cancer.

Gains Losses

Prostalic intraepithelial
neoplasia

7, 8q, 10 8p, 10q, 16q, Y

Prostate adenocarcinoma 7, 8q, 10, X 2q, 5q, 6q, 7q, 8p, 9p, 10q, 13q, 15q, 16q,
16p, 17p, 17q, 18q, 20q, 22q, Y
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which likely represent the early genetic
changes in prostate cancer progression.

3
Genetic Alterations in Prostate Cancer

Evolution in techniques has allowed
more refined analysis of somatic
genetic changes in prostate cancer
cells. Methods that have been used
include cytogenetic analysis, FISH,
and comparative genomic hybridization
(CGH). More recently, molecular analysis
has focused on specific oncogenes and
tumor suppressor genes (Table 2), growth
factors and their receptors, and the
AR. Whereas cytogenetic analysis has
yielded important information regarding
hematologic malignancies, interpretation
of solid tumor karyotypes is more
difficult. In addition, prostate cancer

Tab. 2 Genes potentially involved in prostate
carcinogenesis.

Tumor suppressor genes
N33
MX11
P53
RB1
DCC

Oncogenes
MYC
ERBB2
RAS

Metastatic genes
CDH1 (E-cadherin)
CTNNA 1 (α-catenin)
CCAM
KA11
CD44
PTEN

Androgen cascade
Androgen receptor
HSD3B2 (3β-hydroxysterold dehydrogenase)
SRD5A2 (5α-reductase)

is characterized by low mitotic rates,
tumor heterogeneity, significant stromal
elements, and poor morphology of
metaphase spreads. Nevertheless, the
most common changes observed are
nonrandom loss of the Y chromosome
and gain of chromosome 7. Others
have observed deletions of chromosomes
7q, 8p, and 10q, as well as structural
aberrations of chromosomes 8p22, 10q24,
and 1. These chromosomal abnormalities
were observed more frequently in poorly
differentiated, locally extensive tumors
with poor clinical outcomes. Identification
of double minutes and homogeneously
staining regions, features associated with
oncogene amplification, has been rare
in prostate cancer specimens. FISH and
CGH data have confirmed cytogenetic
findings and enabled detection of
additional areas of change in prostate
cancer cells. Aneuploidy occurs in 66
to 100% of prostate cancers. The most
common alterations include chromosome
8 (23%) and chromosome 7 (20%),
with involvement of chromosomes 10,
12, X, and Y occurring less frequently.
Aneuploid tumors demonstrated more
frequent disease progression, most notably
with chromosomes 8 and Y, and may
have use as prognostic markers for locally
advanced prostate cancer. Chromosome 7
trisomy was noted more often in tumors
of higher stage and Gleason grade. Others
have postulated that S-phase fraction,
like DNA ploidy, correlates with both
pathologic features and clinical outcomes.
However, the importance of both DNA
ploidy and S-phase fraction over standard
clinical and pathologic information
remains unclear. Comparative genomic
hybridization allows genome-wide survey
for regions of amplification or loss
by hybridizing DNA from normal and
tumor tissues with normal metaphase
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chromosomes. Alterations as detected by
CGH are present in up to 70% of prostate
cancer cases, with losses five times more
common than gains. Areas of losses
involve chromosomes 2q, 5q, 10q, 13q,
15q, 16q, 16p, 17p, 17q, 18q, 9p, 20q, and
Y, whereas gains involve chromosomes
11p, 1q, 3q, 9q, 20, 23, and 2p. New
alterations revealed by CGH include loss
at chromosomes 6q, 9p, and 22q and
amplifications at chromosome 8q24. FISH
and molecular methods of restriction
fragment length polymorphism and PCR
have generally confirmed these regions
of change detected by CGH. The more
frequent finding of DNA loss suggests that
inactivation of tumor suppressor genes
in these areas may play an important
role in prostate cancer development. More
recent studies have specifically examined
alterations in Y chromosome number.
It was found that prostate cancer cell
lines were able to consistently induce an
increase in the number of copies of the
Y chromosome in three murine tumor
cell lines in vivo. FISH demonstrated that
the majority of cells had two to three
copies of the Y chromosome and that the
amplification was specific, without other
chromosomes being involved. However,
significant changes were not found in
Y chromosome number. Using touch
preparations from prostate tumors, 42
specimens were analyzed by whole
Y chromosome paint FISH. Only a
single case of Y chromosome gain, and
no evidence of loss of the entire Y
chromosome, was found.

4
Tumor Suppressor Genes

Cancer development relies on alter-
ations in normal homeostatic mechanisms

exhibiting precise control on cellular pro-
liferation. The genes involved in negative
regulation of cell growth can be disrupted,
thus allowing tumorigenesis. These tumor
suppressor genes are recessive and typi-
cally require inactivation of both alleles.
As mentioned, sites of chromosomal dele-
tion from LOH studies may suggest the
presence and location of tumor suppres-
sor genes. Loss of part, or all, of the short
arm of chromosome 8 (8p) is the most
common genetic defect in prostate cancer
and has been confirmed by several studies.
Loss of heterozygosity studies in other can-
cers such as lung, colon, and breast also
demonstrate frequent chromosome 8p
loss, further suggesting the presence of a
potential tumor suppressor gene that may
be fundamental in tumor development.
Smaller regions of deletion, chromosomes
8p11-12 and 8p22, have been reported.
Only recently has a candidate tumor sup-
pressor gene been identified from the
chromosome 8p22 region. This N33 gene,
expressed in most tissues, is downregu-
lated in colon cancer cell lines; however,
studies in prostate cancer cell lines have
not revealed mutations in N33 or evidence
of downregulation. No other candidate tu-
mor suppressor gene has been reported
in these regions. Another frequent site of
loss, initially described by classic cytoge-
netic analysis, is the terminal region of
chromosome 10q (10q24-25). A potential
tumor suppressor gene, MXI1, has been
mapped to this chromosomal region. The
protein acts as a negative regulator of the
MYC oncogene, and its inactivation may
potentially result in increased activity of
the MYC protein. Mutations of the MXI1
gene have been found to be rare, and it has
been demonstrated that the allelic losses
of chromosomes 10q24-25 occur near the
chromosome 10q23-24 boundary and not
at the MXI1 locus. 44, 45 P53 is one of the
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most widely studied tumor proteins, and
abnormalities of the P53 tumor suppres-
sor gene are the most common genetic
alterations associated with human malig-
nancy. P53 plays a key role in the regulation
of the cell cycle, ensuring DNA integrity
by negatively affecting cell growth after
DNA damage (Fig. 2). Overall, the inci-
dence of LOH and mutations at the P53
locus (chromosome 17p13.1) in prostate
cancer is less than in other malignancies,
ranging between 10 and 30%. Evidence
suggests that changes in P53 are impor-
tant in the subset of patients with advanced
disease and thus may be a late event. Stud-
ies of cell lines derived from metastatic
deposits demonstrated frequent P53 mu-
tations, and transfection of wild-type P53
resulted in suppression of growth. Ability
to detect P53 by immunohistochemistry
often accompanies mutations in the gene
caused by increases in the protein half-life,
thus allowing study of paraffin-embedded
specimens. Nuclear accumulation of P53
correlated with metastatic disease or an-
drogen independence. In addition, P53-
positive tumors were found to have a
greater frequency of P53 mutations. These

mutations are primarily localized to exon
7. An association between P53 expression
and poor clinical outcome has been re-
ported. Moreover, alterations in P53 may
affect and therefore predict response to ra-
diation therapy. Several regulatory genes,
including P53, BCL2, CMYC, and RAS,
have been implicated in the apoptotic pro-
cess. It is postulated that defects in these
genes may limit the ability of cells to induce
apoptosis; thus, partial resistance to agents
that act through programmed cell death
may be imparted with P53 alterations.
Several studies demonstrate an attenu-
ated response to ionizing radiation in cells
harboring P53 mutations. Similarly, P53
mutations adversely predict overall sur-
vival in patients with locally advanced
disease treated with androgen deprivation
after radiotherapy. Impaired apoptosis,
after either radiotherapy or androgen ab-
lation, may be important in tumors with
P53 mutations. Variations in studies of P53
may result from many factors. First, com-
mercially available antibodies recognizing
P53 differ in sensitivity and specificity.
Second, quantification of P53 staining is
subject to interobserver variability. Third,

Fig. 2 Overview of the role of
P53, RB, and related proteins in
the cell cycle and regulation of
apoptosis.
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ability to detect P53 mutations is de-
pendent on the technique used, such as
temperature or denaturing gradient gel
electrophoresis or single-stranded con-
formation polymorphisms. In addition,
heterogeneity in the distribution of P53
alterations can result in variations, de-
pending on which regions of the tumors
are examined. The retinoblastoma tumor
suppressor gene (RB1) is associated with
the development of retinoblastoma in the
immature retina as well as tumors of the
breast and lung. Because of the frequent
LOH of chromosome 13q (30 to 35%) and
the location of RB1 at chromosome 13q14,
RB1 has been postulated to be a tumor
suppressor gene involved in prostate tu-
morigenesis. The phosphoprotein likely
interacts with transcription factors, such
as the E2F family, and negatively regu-
lates cell growth. Although decreased or
absent RB protein expression was found
in a third of tumors with LOH, few muta-
tions of the RB1 gene have been identified.
The DU145 cell line possesses a mu-
tated RB1 gene, and reintroduction of
wild-type RB1 is able to reduce tumori-
genicity. Using single-stranded conforma-
tion polymorphism analysis of ribonucleic
acid (RNA), Kubota and colleagues re-
vealed that 4 of 25 primary cancers (16%)
had RB alterations. Interestingly, LOH at
RB has been found not only in cancer
specimens but also in benign prostatic
hyperplasia (BPH) samples. More recent
data do not demonstrate prognostic signif-
icance of altered RB protein expression.
The true importance of RB1 and exact
nature of LOH at 13q remain to be de-
termined. Another region at chromosome
13, 13q21, has also been found frequently
deleted in various human cancers includ-
ing prostate cancer. Frequent genomic
deletion and loss of expression as well
as cell growth suppression indicate that

KLF5 is a reasonable candidate for the tu-
mor suppressor gene at 13q21 in prostate
cancer.

In prostate cancer, chromosome 18q
locus LOH has been reported in up to
45% of primary tumors. The deleted locus
in colorectal carcinoma (DCC) gene is a
candidate tumor suppressor gene located
in this region and possesses homology
with neural cell-adhesion molecules. Al-
though mutations of the gene have not
been reported, decreased expression of the
DCC gene, as well as allelic loss, suggest
a role in prostate cancers. It has been
suggested that alternative tumor suppres-
sor genes may be located at chromosome
18q21.

Pentaerythritol tetranitrate (PTEN) (the
phosphatase and tensin homolog deleted
on chromosome-10), a dual specifity phos-
phatase, is a tumor suppressor gene
whose inactivation has been associated
with many different types of cancer in-
cluding prostate cancer. Combined loss
of PTEN and p27 expression is associ-
ated with tumor cell proliferation by Ki-67
and increased risk of recurrent disease in
localized prostate cancer.

5
Oncogenes

The second major class of genes im-
plicated in tumor development is the
so-called oncogenes. Initially recognized
in cells transformed by retroviruses, onco-
genes are derived from normal cellular
genes, or proto-oncogenes, that contribute
to tumorigenesis once activated by muta-
tion or increased expression. The typical
functions of these proto-oncogenes in
normal cells include control of differen-
tiation and proliferation. The critical role
of oncogenes has been well documented
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in many malignancies. Unlike other can-
cers, though, prostate cancer initiation and
progression do not predominantly rely
on oncogenes. As discussed above, ge-
netic losses are much more common than
DNA amplification. Nevertheless, region
8q, specifically 8q24, is the only region to
demonstrate significant gain or amplifi-
cation (5 to 16%). MYC, located at chro-
mosome 8q24, is a member of the MYC
proto-oncogene family. MYC encodes a
nuclear DNA-binding phosphoprotein in-
volved in transcriptional regulation and
is frequently amplified in breast, lung,
and cervical cancers. Amplification, rear-
rangement, and overexpression of MYC
has been documented in the LNCaP cell
line but not in primary tumor speci-
mens. Elevated MYC expression has been
shown in prostate cancer, compared to
BPH, by Northern blot analysis. Others
have suggested that higher MYC levels,
seen with higher grades and lymph node
metastases, correlate with biologic aggres-
siveness. Reporter gene and mobility shift
assays demonstrated that c-Myc could re-
press TMEFF2 gene (a transmembrane
protein that can inhibit prostate cancer
cell growth) expression through its cog-
nate site. In light of the role of TMEFF2
in inhibiting cell growth, its suppression
may contribute to the oncogenic properties
of c-Myc. Conflicting data from in situ hy-
bridization do not confirm any role of MYC
in prostate cancer, and additional studies
are required. Another oncogene, ERBB2
or HER2/NEU located at chromosome
17p21, has been studied in prostate cancer.
The proteins in the ERBB family are trans-
membrane receptors with tyrosine kinase
activity, including the ERBB1 gene en-
coding the epidermal growth factor (EGF)
receptor. ERBB2 is implicated in cancers of
the breast and ovaries and is typically over-
expressed as a result of gene amplification

or transcriptional and posttranscriptional
processing. The results do not clearly show
increased ERBB2 expression in prostate
cancer; some have found higher protein
expression in prostate cancer, whereas oth-
ers demonstrate overexpression in BPH.
Similarly, the prognostic value of ERBB2
amplification and P185NEU protein ex-
pression is controversial. The finding of
P185NEU in PIN and carcinoma by im-
munohistochemistry suggests that ERB
oncogenes may be an early event in
prostate transformation and provide fur-
ther evidence for PIN as a pre-neoplastic
state. Fourteen molecular studies do agree
that ERBB2 amplification is not the mech-
anism of activation in prostate cancer. As
with P53 studies, technical factors, such
as method of antigen retrieval and type of
antibody used, may significantly influence
the results of immunohistochemical stain-
ing. It has recently been demonstrated
that FISH is more sensitive in the de-
tection of HER2/NEU abnormalities, and
further studies should investigate the use
of this method. Recent studies suggest that
ErbB1/ErbB2 RTKs play an important role
in the biology of androgen-independent
prostate cancer and provide a rationale for
clinical evaluation of inhibitors targeted to
this pathway. Analysis for Her-2 may im-
prove prognostic algorithms for clinically
relevant endpoints other than biochemi-
cal relapse.

The RAS oncogene family is involved
in a wide variety of human cancers. The
three proteins (H-RAS, K-RAS, and N-
RAS) are guanosine triphosphate binding
proteins essential for signal transduction.
Point mutations within codons 12, 13,
and 61 are the most common activating
changes found that lead to uncontrolled
cell growth. Immunohistochemistry has
suggested high levels of RAS expression in
prostate cancer; overexpression correlates
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with progression and metastatic disease
rather than with tumor initiation and has
limited value in diagnosis and staging.
RAS mutations, detected by molecular
techniques, are rare in Western popula-
tions (<5%) and almost absent in localized
prostate cancer. In Japan, however, muta-
tions in the RAS gene have been found
in up to 25% of cases. These data sug-
gest that different mechanisms of prostate
cancer initiation and progression may ex-
ist within different ethnic or geographic
groups. Recent studies showed that stable
expression of Ras effector-loop mutants
that activate the Ras/MAP kinase path-
way is sufficient to reduce the androgen
requirement of LNCaP prostate cancer
cells for growth, prostate-specific antigen
(PSA) expression, and tumorigenicity; and
attenuation of Ras signaling restores an-
drogen sensitivity to hormone-refractory
C4-2 prostate cancer cells.

6
DNA Repair Genes

The classic paradigm of tumor devel-
opment involves oncogenes and tumor
suppressor genes. More recent research
describes a third class of genes that lead
to tumorigenesis, those involved in DNA
repair. Maintenance of genomic integrity
is essential to prevent the acquisition of
mutations; thus, genetic instability allows
accumulation of changes, which may lead
to tumor formation. It has been estimated
that mutation in up to 100 genes can re-
sult in genomic instability. Efforts have
focused primarily on microsatellite insta-
bility, originally described in hereditary
nonpolyposis colorectal cancer (HNPCC).
Mutations, either inherited or acquired, in
DNA mismatch repair genes lead to the

replication error phenotype (RER). Sev-
eral of these genes have been identified
in humans (MSH2, MLH1, PMS1, PMS2)
and are homologous to the same genes in
yeast. Defects are manifested by variations
in the lengths of noncoding mono-, di-, tri-,
and tetranucleotide repeats, the so-called
microsatellites. Whereas microsatellite in-
stability is found in HNPCC as well as
sporadic colorectal, endometrial, stomach,
and pancreatic cancers, the frequency in
prostate cancer ranges from 5 to 70%.
Two studies reported high frequency of
alterations at specific microsatellite loci,
although microsatellite instability at multi-
ple loci is rare in prostate cancer. We found
frequent microsatellite instability (45%) in
prostate cancer using normal and tumor
cells of 40 microdissected prostate cancer
specimens. It is essential to use pure ep-
ithelial cells isolated by microdissection
from 5-µ sections of prostate tissue. Vari-
ations in results may be the product of
differences in PCR primer and tissue selec-
tion as well as definitions of RER. Recent
reports have not found the RER phenotype
in prostate cancer, with the more com-
mon finding being focal instability and the
lack of widespread microsatellite instabil-
ity. Evidence of microsatellite instability in
19% of cancers has been found, with no
difference between clinically apparent tu-
mors and incidentally discovered cancers
at transurethral prostatectomy. In an anal-
ysis of 10 loci in 60 prostate cancers, 113
RER was found in both areas of cancer
and PIN but rarely in areas of glandular
hyperplasia. Racial differences have been
noted in the frequency of microsatellite
instability. Another report suggested that
the frequency of RER is much higher in
the United States when compared with
Japan. The DU145 cell line demonstrates
microsatellite instability and mutations in
MLH1 and PMS2. Overall, RER is not
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predominant in most prostate cancers but
may be associated with high-grade and
advanced tumors, although this remains
controversial.

7
Telomerase

Telomeres are repetitive, noncoding DNA
sequences found at the ends of all eu-
karyotic chromosomes that play a role in
protection and replication of the chromo-
somes, as well as prevent loss of genetic
coding regions. In humans, hundreds of
TTAGGG tandem repeats compose the
telomeres. Normal cells lose between 50
and 200 of these nucleotides at each mi-
tosis and, after 50 to 100 cell doublings, a
critical amount of sequence is lost and the
cells senesce. Thus, telomeres and their
shortening serve as a mitotic clock. Telom-
erase, a ribonucleoprotein enzyme, is able
to add telomeric sequences to the ends of
newly replicating DNA and can compen-
sate for telomere shortening. Germ-line
cells and fetal cells typically have high
telomerase activity, whereas normal so-
matic cells have undetectable telomerase
activity. It is postulated that increased
telomerase activity allows unlimited cell
division and, therefore, is associated with
cellular immortalization, an important
phenotypic feature in the progression of
normal cells to malignant ones. Normal
prostate tissue does not exhibit telomerase
activity. In an assay of benign and malig-
nant tissue for telomerase activity using a
sensitive PCR technique, a large number
(84%) of cancers were strongly positive,
as well as all lymph nodes with metas-
tases. All human prostate cancer cell lines
tested (DU145, LNCaP, PC3, PPC1, TSU)
demonstrated telomerase activity. In con-
trast, no normal tissue from the cancer

specimens or BPH samples from patients
without evidence of cancer demonstrated
telomerase activity. Benign prostatic hy-
perplasia tissue adjacent to areas of cancer
demonstrated weak telomerase activity
in 12% of cases. Paradoxically, telomere
length from cancer tissue was significantly
and consistently shorter than that detected
in either adjacent normal or BPH tissue.
Other studies have confirmed the high in-
cidence of telomerase activity in prostate
cancer, and some data suggest a corre-
lation with Gleason grade. Interestingly,
telomerase activity has been found fre-
quently in adjacent areas of PIN (74%).
These findings lead to several conclusions.
First, telomerase activity in a majority
of PIN and cancer further supports the
hypothesis than PIN is a precursor of
cancer and harbors early genetic changes.
Second, telomerase activity is nearly ubiq-
uitous in prostate cancer, and expression
occurs early in prostate carcinogenesis.
Third, the finding of telomerase activity
in associated areas that appear histolog-
ically normal suggests that telomerase
activity may be useful as a sensitive di-
agnostic marker for malignant tissue prior
to visible, microscopic changes. The re-
lationships between telomerase activity
and expression levels of human telom-
erase RNA (hTR) and human telomerase
reverse transcriptase (hTERT) mRNA in
benign and malignant alterations of the
human prostate gland has been investi-
gated. Remarkably, one-third of all cancer
and BPH tissue samples with hTR and
hTERT expression lack telomerase activ-
ity. Quantitative analyses contradict the
assumption that a certain threshold level
of hTR or hTERT mRNA is required for
telomerase activation, thus indicating that
telomerase regulation in prostate cancer
occurs more likely on a posttranscrip-
tional level. Nevertheless, the observation
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that hTR and hTERT mRNA levels are
significantly (p < 0.002) correlated sug-
gests some common mechanisms in the
upregulation of hTR and hTERT expres-
sion. Because in situ hybridization revealed
strong hTERT expression not only in all
cells of the tumor glands but also in high-
grade PIN foci, this upregulation seems to
occur early in prostate carcinogenesis.

8
Growth Factors

Growth factors in the prostate have been
studied in two settings: the production
of factors within the tissue and the ef-
fects of exogenous factors on prostate
cells in culture. It should be noted that
virtually all studies relating to growth fac-
tor expression have been performed in
normal adult prostates, which are either
growth quiescent or only slowly growing.
However, one report used prostates from
young rats (6 to 8 weeks) to character-
ize expression of heparin-binding growth
factors. Most studies in human tissue
have used BPH specimens from older
men, in whom growth is exceedingly slow.
Thus, the function of growth factors in
the adult prostate, as determined by cur-
rent data, is likely more homeostatic than
stimulatory. Further description of growth
factor expression in the growing prostate
is required to clarify these issues and in-
consistencies. Polypeptide growth factors
and their receptors play a role in both
normal prostate growth and prostate can-
cer development. These growth factors
act in either an autocrine or paracrine
fashion and play a role in stimulating
or inhibiting proliferation, differentiation,
development, chemotaxis, and tissue re-
pair. They are divided into four major
families: EGF, fibroblast growth factor

(FGF), insulin-like growth factor (IGF),
and transforming growth factor-α (TGF-
α). The EGF family includes EGF, TGF-α,
amphiregulin, heparin-binding EGF, and
cripto. Both EGF and TGF-α have been
implicated in prostate cancer and act on
the EGF receptor in a paracine man-
ner. Autocrine stimulation of the EGF
receptor may also be important in the reg-
ulation of prostate epithelial proliferation
and differentiation, although this remains
controversial. Prostate cancer cell prolif-
eration is strongly reduced by the EGF
receptor tyrosine kinase inhibitor ZD1839
in vitro on human cell lines and primary
cultures. TGF-α whose overexpression in
transgenic mice results in hyperplasia and
dysplasia of the anterior prostate, has been
found in tumor cells but not in normal
prostatic cells.

The FGF family has at least 9 members;
only FGF1, 2, 3, 7, and 8 have been found
in prostate tissue. Moreover, their role in
prostate cancer is currently unclear. In-
creased expression of both FGF7 and FGF8
has been reported in adenocarcinoma and
was associated with hormone-refractory
disease and higher grade, respectively.
Interestingly, the stroma produces FGF7
exclusively and is the site of most FGF
messenger RNA (mRNA) expression. This
further confirms the vital role of the pro-
static stoma and fibroblasts in affecting
epithelial cell behavior and carcinogen-
esis. In the presence of an active AR,
the combined production of FGF2 and
FGF-BP may play an important role in
the progression of prostate cancer through
the selection of AR-clones expressing high
levels of Bcl-2. By using the Transgenic
adenocarcinoma mouse prostate (TRAMP)
model, the expression of FGFR1iiib in
intraductal vasculature and the expres-
sion of FGF-2 protein were found to
be concomitant with the emergence of



Cancer of the Prostate: Molecular Genetics 203

PIN. These observations implicate specific
changes in the FGF axis with the initia-
tion and progression of prostate cancer,
and underscore the utility of animal mod-
els to identify specific molecular changes
in early disease. Fibroblast growth factor,
also known as keratinocyte growth fac-
tor, is expressed only by epithelial cells,
and studies in the developing mouse
seminal vesicle have shown it to be an
important paracrine mediator of androgen
action. Similar effects may be important
in prostate cancer and in epithelial cell
proliferation and morphology.

The IGF family, comprised of IGF-I,
IGF-II, and relaxin, is involved in cell
growth, cell division, and apoptosis.
Insulin-like growth factor-II is an au-
tocrine and paracrine regulator of cell
proliferation in the adult prostate. In
androgen-insensitive prostate cancer, the
IGF-I receptor is overexpressed, and IGF-
II autocrine stimulation results in uncon-
trolled proliferation. Typically, the IGF-II
gene demonstrates imprinting, in which
one allele is inactivated and silent. Bi-allelic
expression in cases of cancer has been
reported and it has also been suggested
that loss of imprinting may be involved
in abnormal growth in prostatic tissue.
The Physician’s Health Study prospec-
tively examined a matched population of
152 men for IGF-I. The study concluded
that higher plasma IGF-I levels were asso-
ciated with higher rates of prostate cancer;
men in the highest quartile were 4.3 times
more likely to develop prostate cancer.
These findings were independent of PSA
level, stage, and grade. The TGF-β fam-
ily has three isoforms in humans and
regulates cell cycle kinetics by acting on
RB, MYC, and cyclin-dependent kinase
inhibitor activity. Transforming growth
factor-β, detected in normal and neoplastic
prostate tissue, is an inhibitor of normal

prostate epithelial cell growth, and its activ-
ity is modulated by other growth factors,
androgens, and the extracellular matrix.
Conversely, TGF-β can also stimulate cell
growth and contribute to tumor aggres-
siveness. Immunohistochemistry revealed
increasing levels of TGF-β1 in tumors
with metastatic and nodal involvement.
Plasma TGF-β1 levels may have use as
a tumor marker or predictor of clinical
prognosis. The TGF-β effects are medi-
ated through the heteromeric complex of
the type I and II receptors. Thus, loss
of function of either receptor results in
resistance to TGF-β inhibitory signals. De-
creased levels of type I and II receptors are
correlated with higher grade and advanced
disease. Activation of TGF-β signaling in
human prostate cancer cells suppresses
tumorigenicity via deregulation of cell cy-
cle progression and induction of caspase-1
mediated apoptosis.

Other growth factors implicated include
hepatocyte growth factor, platelet-derived
growth factor, nerve growth factor, and
interleukin-6. Further investigation is re-
quired to elucidate their exact roles in
prostate carcinogenesis.

9
Metastasis Suppressor Genes

The invasive nature of prostate cancer is
dependent on the loss of usual cell–cell
and cell–matrix interactions. Several can-
didate genes involved in this process have
been identified in prostate cancer that
typically act as tumor suppressor genes.
Ultimately, a metastatic phenotype may be
acquired after inactivation of one or many
of these genes. As discussed above, loss at
chromosome 16q, as detected by all meth-
ods, is frequent in prostate cancer and
led to the search for a tumor suppressor
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gene. E-cadherin, located at chromosome
16q22.1, has been studied thoroughly. The
protein is a calcium-dependent, epithe-
lial cell–cell adhesion molecule and plays
a vital role in the invasive potential of
cancer cells (Fig. 3). Decreased E-cadherin
expression is found in prostate cancer
and is associated with higher grade and
worse clinical outcome. In addition, metas-
tases express less E-cadherin than primary
tumors. Blocking E-cadherin function us-
ing antibodies or antisense transcripts

increases invasive behavior. Conversely,
reexpression of E-cadherin in epithelial
cells can induce a reversion to a noninva-
sive phenotype (Fig. 4). Newer techniques
in immunohistochemistry may reduce the
inconsistencies from formalin fixation and
autolytic artifacts that characterized prior
studies. An alterative approach has been
described for fixing prostatectomy spec-
imens that yields samples amenable to
E-cadherin immunohistochemistry as well
as extraction of longer DNA fragments.

Fig. 3 Illustration depicting the role of
E-cadherin. The surface molecule
interacts with other E-cadherin
molecules, contributing to epithelial cell
adhesion. The cytoplasmic domain, not
shown, normally interacts with
intracellular catenin proteins.

Fig. 4 Immunocytochemistry after staining using an antibody to
E-cadherin. The immortalized, but nontumorigenic, prostate
epithelial cells demonstrate strong staining for E-cadherin in the
areas of cell–cell adhesion.
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Mutations in the E-cadherin gene (CDH1)
are rare, suggesting other mechanisms of
regulation and inactivation. Hypermethy-
lation of the 5′-CpG islands of CDH1 may
silence the gene, and this has been found
in E-cadherin–negative cell lines. After
treatment with demethylating agents, E-
cadherin RNA and protein levels were
partially restored. E-cadherin function is
also dependent on sex steroids, which
increase expression, and interaction with
cytoskeletal and other adhesion molecules
such as the catenins. The catenins are
a family of three (α-, β-, γ -) proteins
involved in intercellular adhesion and
signal transduction. They associate with
the cytoplasmic domain of E-cadherin
to allow coupling to the microfilament
cytoskeleton. Because of frequent chromo-
some 5q losses and mapping of α-catenin
(CTNNA1) to chromosome 5q21-q22, they
are of particular interest. The PC-3 cell line
expresses E-cadherin; however, α-catenin
is absent owing to homozygous deletion
of the gene. Reexpression of α-catenin by
either transfection with α-catenin comple-
mentary DNA or transfer of chromosome
5 was associated with a return of cell–cell
contact and decreased tumorigenicity in
mice. Thus, both E-cadherin and α-catenin
function is required in reducing inva-
sive potential. Like E-cadherin, loss of
α-catenin expression, as determined by
immunohistochemistry, predicts invasive-
ness and poor prognosis. Further study
is needed of β- and γ -catenin. Only 5β-
catenin mutations in 104 specimens have
been found. In addition, the adenomatous
polyposis gene product (APC) interacts
with β-catenin. APC is also located at chro-
mosome 5q21, and inactivation may lead to
altered cell–cell function. Other epithelial
cell-adhesion molecules may act as repres-
sors of growth and invasion. One that
has been evaluated is CCAM, a member

of the immunoglobulin gene superfamily.
CCAM expression in human prostate can-
cer cells reduces anchorage-independent
growth and tumor invasion in vitro and
in vivo respectively. Antisense CCAM ex-
pression in less tumorigenic cell lines was
able to increase tumorigenicity. Studies in
human tissue reveal absence of CCAM
in prostate cancer and decreased staining
in BPH and high-grade PIN. Members
of the integrin family mediate interac-
tions between cells and extracellular matrix
proteins, affecting cell migration, prolifer-
ation, and invasion. These heterodimeric
cell-surface receptors are composed of
noncovalently associated α- and β- sub-
units. Overall, downregulation of the var-
ious integrin subunits occurs in prostate
cancer development. These include α2, α4,
α5, αv, and β4. Conversely, increased ex-
pression of integrin α6 is associated with
more invasive activity. An increased in-
vasive phenotype in prostate cancer is
associated with α3β1, α4β1, and α6β1.
More recently, it has been found that αvβ3
integrin expression in prostate cancer gen-
erates a migratory phenotype, which is
modulated by a focal adhesion kinase sig-
naling pathway. Other integrins, α6β4 and
α2β1, attach the cells to the basement
membrane and bone matrix, respectively.
The KAI1 metastasis suppressor gene is
found on chromosome 11p11.2. It belongs
to a family of membrane glycoproteins
and is thought to participate in cell–cell
interaction and cell migration. KAI1 is
expressed in normal human prostate ep-
ithelial cells but is absent in cell lines
derived from metastases, such as DU145,
PC-3, and LNCaP. Reintroduction of the
KAI1 gene into the Dunning rat AT6.1
cell line suppressed the metastatic poten-
tial. Downregulation of KAI1 is found in
the progression of prostate cancer, with
decreased protein expression in 70% of
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primary cancer specimens and in almost
all patients with lymph node metastases
or hormone-refractory disease. A recent
study showed that KAI1 expression could
be a predictor of stage A prostate cancer
progression. Allelic loss or mutations do
not appear to be the mechanism of KAI1
decrease. EWI2/PGRL, a KAI1 associated
protein, was recently found to be important
for KAI1-mediated suppression of cancer
cell migration.

Located near KAI1, CD44 is a transmem-
brane protein associated with cell–cell
and cell–extracellular matrix interactions.
Conflicting data exist regarding CD44’s
function in prostate cancer. Loss of
expression of CD44 standard isoform
(CD44s) correlated with poor progno-
sis in several studies, whereas others
demonstrate increased CD44 expression
associated with high-grade and metastatic
potential. Neutralizing antibodies to CD44
inhibited cell proliferation and base-
ment membrane invasion. In another
report, transfection-enhanced expression
suppressed metastatic ability in the AT3.1
cell line without affecting in vivo growth
or tumorigenicity. Recent study indicates
the important role of CD44 methylation in
the progression and metastasis of prostate
cancer. Pentaerythritol tetranitrate is a
tyrosine phosphatase, mapping to chromo-
some 10q23 that negatively regulates cell
migration and cell survival. In addition,
its homology to a protein that interacts
with actin filaments at focal adhesions
suggests that PTEN may regulate cell in-
vasion and metastasis. Loss of PTEN may
occur in 13 to 37% of primary prostate can-
cers. Increased frequency of mutations and
LOH is found in cases with metastases.
Recent immunohistochemistry confirms
these observations. Total absence of PTEN
expression correlated significantly with
Gleason score and advanced pathologic

stage. Pentaerythritol tetranitrate, along
with CD44 and KAI1, has potential as
a marker to evaluate the metastatic abil-
ity of prostate cancer, and further studies
are warranted.

10
DNA Methylation

Abnormal patterns of DNA methylation
often characterize human cancer cells.
These include hypermethylation, redistri-
bution of methylation, and demethylation
of normally methylated regions. Although
hypomethylation has been reported in
prostate cancer, its significance is un-
clear. More recently, hypermethylation of
particular areas has been noted and char-
acterized. The most important sites of
hypermethylation are the CpG islands,
with a high density of C-G dinucleotide
sequences, found in the 5′ regions of
genes. Methylation of CpG-rich islands
may be associated with transcriptional in-
activation of the associated gene. This has
been demonstrated for the CDKN2 (P16)
gene at chromosome 9p21. The product,
a cyclin-dependent kinase inhibitory pro-
tein, controls passage through the G1
phase of the cell cycle. Inactivation by
homozygous deletion, found in 20% of
prostate specimens studied, may induce
progression through the cell cycle in tu-
mors. Analysis of the CpG-rich promoter
region in exon 1 of P16 in the prostate
cancer cell lines PC-3, PPC1, and TSU re-
vealed dense methylation in these areas.
In addition, this hypermethylation corre-
lated with lack of mRNA expression as
determined by reverse transcriptase PCR.
In vitro treatment with the demethyla-
tion agent 5-aza-2′-deoxycytidine induced
reexpression of CDKN2 transcripts. Pro-
moter methylation has been found in 13
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and 8% of primary and metastatic tu-
mor samples, respectively, whereas no
normal prostate tissues were methylated
at the CDKN2 gene promoter. Gu and
colleagues were unable to demonstrate
intragenic alterations in methylation pat-
tern in early-stage cancers, suggesting
that P16 methylation may be involved
in disease progression rather than initia-
tion. The π -class glutathione-S-transferase
(GSTP1) gene at 11q13 is important in the
pathway, preventing damage from elec-
trophilic metabolites of carcinogens and
reactive oxygen species. Decreased GSTP1
expression was found to accompany hu-
man prostate carcinogenesis. Analysis of a
CpG island in the promoter region of the
GSTP1 gene revealed hypermethylation in
all prostate cancer specimens examined
but no aberrant methylation in 12 nonma-
lignant tissues, including BPH. Further
immunohistochemistry in 91 cases of can-
cer was unable to detect GSTP1 expression
in almost all samples (97%). These find-
ings were confirmed in vitro, with protein
expression limited to prostatic cell lines
with GSTP1 alleles hypomethylated at the
promoter sequences. Additional work has
substantiated that CpG-island hyperme-
thylation is abnormal in both alleles in
most prostate cancers; in normal tissue,
the entire CpG island is unmethylated with
extensive methylation outside the GSTP1
gene. GSTP1 hypermethylation and asso-
ciated reduction in GSTP1 expression have
also been demonstrated in areas of PIN.
The high frequency of GSTP1 CpG hy-
permethylation may serve as a biomarker
in prostate cancer detection and staging.
Recent study on quantitation of GSTP1 hy-
permethylation can accurately detect the
presence of cancer even in small, limited
tissue samples. It represents a promising
diagnostic marker that could be used as an

adjunct to tissue biopsy as part of prostate
cancer screening.

Another locus of hypermethylation in
the prostate has been found to be methy-
lated in cancer (HIC1) gene on chro-
mosome 17p13.3. The methylation of
NotI restriction sites at D17S5 is a com-
mon occurrence in prostate cancer and
is thus postulated to be an important
step in carcinogenesis. However, nonma-
lignant prostate, but not seminal vesicle
tissues also demonstrated HIC1 hyper-
methylation, suggesting that the locus,
and its tissue-specific methylation, may
be important in the organ’s suscepti-
bility to uncontrolled growth. The CpG
island in the CD44 transcriptional regula-
tory region is also often hypermethylated.
This leads to transcriptional inactivation
of the gene, as with GSTP1, and a
resultant decrease in CD44 expression.
CD44-negative cell lines, such as LNCaP,
demonstrate hypermethylation of the pro-
moter, whereas CD44-expressing cells do
not exhibit this methylation. Examina-
tion of primary prostate cancer specimens
confirms the increased presence of CpG
hypermethylation when compared to nor-
mal tissues. Aberrant methylation has also
been found at the endothelin B (ETB)
receptor gene. Endothelin B is not ex-
pressed in human prostate cancer cell
lines and shows decreased binding to
endothelin-1 in prostate cancer tissues.
The low ETB expression in prostate can-
cer was correlated with methylation of
the CpG-island sequences in the ETB
gene. Normal tissues were unmethylated
at the ETB transcriptional regulatory re-
gion, whereas treatment of cancer cell
lines with a demethylating agent induced
ETB mRNA expression. Thus, CpG-island
methylation and transcriptional silencing
appear to be important in many genes
involved in prostate cancer.
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11
Androgen Receptor

The AR mediates the actions of androgens
in both the normal and abnormal prostate
cell. This, combined with the necessity of
androgens in prostate carcinogenesis and
the inevitable development of androgen
insensitivity with continued androgen de-
privation, has focused much effort into
examining the role of AR in early and
late prostate cancer. Inherited susceptibil-
ity to prostate cancer may be transmitted
by AR polymorphisms. Two microsatel-
lite repeats, CAG and GGN, are located
within exon 1 of the AR gene. Whereas
expansion of the CAG repeats from 40 to
62 is associated with spinal and bulbar
muscular atrophy (Kennedy’s syndrome),
less than 19 CAG repeats are associated
with a 1.52 relative risk for prostate cancer
(p = .04). In addition, men with shorter
CAG microsatellites were at higher risk
for metastatic disease. A 3% decrease in
prostate cancer risk with each additional
CAG repeat has been noted, and vari-
ous studies have found similar results.
However, variations in the lengths have
not been consistently associated with al-
tered AR function. Although patients with
Kennedy’s syndrome have been reported
to possess reduced androgen binding ca-
pacity, other investigators have found nor-
mal hormone binding, transactivation, and
transrepression potential in these men.
The frequency of CAG repeat lengths dif-
fers among the ethnic groups. Shorter
repeats are more common in black men,
who have a higher incidence of prostate
cancer. Conversely, more CAG repeats are
found in populations at lower risk such
as Asians and Whites. This polymorphism
could, in part, explain the ethnic differ-
ences in prostate cancer incidence. Length
of the GGN repeat has been inconsistently

associated with potential for prostate can-
cer development. Some have found any
deviation from a repeat length of 16 to
impart a higher risk (odds ratio 1.18),
whereas others report lengths less than
16 to be a risk factor. No significant dif-
ferences were found between cancer cases
and controls with respect to GGN repeat
length. The observed gain of chromosome
Xq in hormone-refractory prostate cancer
suggested involvement of the AR, located
at chromosome Xq12. Amplification of AR
was detected in 30% of recurrent can-
cers, but none of the primary tumors,
in patients receiving hormonal therapy.
AR gene amplification leads to increased
mRNA levels, and high AR expression is
seen in androgen-independent tumors. Al-
most all primary and metastatic lesions
express AR, however, prior to endocrine
treatment. Thus, mechanisms other than
loss of AR are involved in progression
to a metastatic or androgen-independent
state. Indeed, prior androgen ablation may
select for AR gene amplification. Signif-
icantly longer median survival has been
found in patients with AR amplification
than those without it. AR mutations are rel-
atively infrequent, ranging from 0 to 41%.
This further suggests that the development
of prostate cancer occurs in the pres-
ence of normal AR expression. Moreover,
the AR pathway likely remains impor-
tant in advanced and hormone-refractory
cancers. Often, mutations are found in
metastatic but not primary tumors. AR
mutations have been found in half of the
hormone-independent, metastatic lesions,
all of which were clustered in the steroid-
binding domain (exons 4 to 8). Changes
in this area may lead to loss of repression
of AR transactivation in the absence of
androgen or increased affinity to steroids
such as estrogen and progesterone. Over
50 AR mutations have been identified and
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can occur in the amino-terminal domain
(exon 1), DNA-binding domain (exons 2 to
3), and hinge region (exon 4). Mutations
in the AR and overexpression may provide
the cells with a means of continued growth
despite low androgen conditions, a sensiti-
zation of the AR pathway. Other means of
sensitizing the pathway include activation
of AR in a ligand-independent manner by
growth factors and cytokines or amplifica-
tion of coactivators. Finally, some prostate
cancer cells have bypassed the AR pathway
altogether. A recent study demonstrated
the important roles of AR-associated pro-
tein 55 (dARA55) coregulator in the AR-
mediated growth of prostate cancer and
thus provided evidence that AR function
could be suppressed without mutation or
change in AR itself.

Overall, the AR plays an important
role in prostate cancer recurrence. AR
amplification may lead to continued stim-
ulation with low, residual androgens,
whereas AR mutations can alter recep-
tor specificity. New reports document an
important role of AR coactivators in by-
passing traditional methods of androgen
ablation. A better understanding of the
mechanisms of AR-dependent and AR-
independent growth will improve current
and target future methods of androgen
manipulation in prostate cancer. Polymor-
phisms in other genes of the androgen-
signaling cascade may contribute to the
racial and ethnic differences in prostate
cancer incidence and biologic behavior.
3β-hydroxysteroid dehydrogenase (type 2)
(HSD3B2) is involved in the catabolism of
dihydrotestosterone. Twenty-five alleles of
the (TG)n(TA)n(CA)n dinucleotide repeat
in the HSD3B2 gene have been identi-
fied, with the 289-bp form being the most
common. The shorter 275-bp allele was
more common in Blacks, and longer alleles

(281-bp, 302 to 340 bp) were more com-
mon in European-Americans and Asians.
A similar polymorphism exists in the 3′
untranslated region of the 5α-reductase
type 2 gene (SRD5A2), whose product con-
verts testosterone to dihydrotestosterone.
The most common allele is the (TA)0 form,
without TA repeats, found in a majority of
men, whereas the two other alleles are
less frequent ((TA)9, (TA)18). Blacks pos-
sessed the (TA)18 allele in 18% of cases
studied; this allele was not found in Asian
or White populations. In addition to report-
ing the epidemologic finding of increased
risk of cancer in Black and Hispanic men
with the A49T missense substitution in
SRD5A2, one study found high enzymatic
activity of the A49T variant in an in vitro,
mammalian system. It is thought that
the HSD3B2 and SRD5A2 polymorphisms
result in increased prostatic levels of di-
hydrotestosterone and therefore increased
risks of prostate cancer. Additional func-
tional and in vivo studies are necessary to
substantiate this hypothesis.

12
Conclusions

A wide variety of genetic alterations are
potentially involved in prostate carcino-
genesis. An improved understanding of
the molecular basis will improve screen-
ing of patients at high risk for tumor,
allow more accurate assessment of prog-
nosis prior to and after initial therapy, and
direct research toward novel and rational
treatment strategies.

See also Genetics, Molecular Basis
of; Medicinal Chemistry.
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Cancer Stem Cell
A cell within a tumor that possesses the ability to self-renew and is responsible for
maintaining the growth of the tumor; this cell population is the only cell population
within a tumor that has the ability to form a new tumor and can produce progeny of
multiple phenotypes.

Self-renewal
The process by which, upon cell division, at least one of the daughter cells retains the
multipotent capacity of the parent cell.

Tumorigenic Cell
A tumor cell capable of self-renewal and of forming a new tumor.

� Researchers have made stunning advances over the last fifty years in characterizing
the oncogenic mutations that lead to cancer. However, we are just beginning to
understand the complex consequences of these mutations and how they result in
neoplastic transformation at the cellular level. Most cancers arise in tissues that
contain a stem cell population, such as gut, breast, prostate, lung, and bone marrow.
Stem cells are defined by three critical properties: the ability to divide and give rise
to a new stem cell (self-renewal), the ability to give rise to the differentiated cells
of an organ, and the genetic constraints on expansion of the cell population. It is
known that cancer results from the accumulation of mutations in a single target cell,
sometimes over a period of many years. Since stem cells are the only long-lived cells
in most tissues, this suggests that they are the cells in which early mutations leading
to cancer accumulate. Additionally, stem cells are the only normal cells that share
cancer cells’ intrinsic ability to self-renew. Taken together, these two facts suggest
that, in some cases, stem cells may be the target cells for neoplastic transformation.
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Presently, therapeutic targets are selected on the basis of the assumption that all of
the cancer cells within a particular tumor are equivalent in that they are all capable
of driving tumorigenesis and metastasis. New data suggests that, in at least some
cancers, a small, phenotypically distinct subset of the cancer cells (tumorigenic cells,
or cancer stem cells) has the exclusive ability to form tumors. The rest of the cells,
which form the bulk of the tumor, are unable to self-renew or sustain tumorigenesis.
Tumorigenic and nontumorigenic cancer cells can be identified on the basis of
cell surface-marker expression, utilizing the same tools used in normal stem cell
biology. This suggests that therapies could be made more effective by targeting the
tumorigenic cell population. The ability to identify tumorigenic cancer cells should
therefore allow the identification of new diagnostic markers and therapeutic targets,
better evaluation of candidate therapeutics, and more accurate determination of
therapeutic efficacy.

1
Introduction

Most tissues in which common cancers
arise contain a subpopulation of pro-
liferating cells that are responsible for
replenishing the short-lived mature cells
as they undergo apoptosis or are otherwise
damaged. Cell maturation is arranged in a
hierarchy in which this rare subpopulation
of stem cells give rise to progenitor cells
and eventually mature cells; the stem cell
pool replenishes itself through a process
called self-renewal.

Recent discoveries indicated that it is
likely that the tumors contain a minority
‘‘cancer stem cell’’ population with indef-
inite proliferative potential that drives the
growth and metastasis of tumors. Further-
more, emerging evidence suggests that
similar molecular mechanisms regulate
self-renewal in normal stem cells and their
malignant counterparts. If this is true, a
more complete understanding of the cellu-
lar biology of the tissues in which cancers
arise, and specifically of the stem cells
residing in those tissues, could provide
new insights into cancer biology. Certain

aspects of stem cell biology apply to cancer.
First, both normal stem cells and cancer
stem cells undergo self-renewal – a prop-
erty that separates them from the bulk of
normal tissue cells and the bulk of tu-
mor cells, respectively. Additionally, it is
quite likely that mutations that lead to
cancer accumulate in normal stem cells
since they are the only long-lived cells in
many tissues.

2
Evidence for Cancer Stem Cells

2.1
Viewing a Tumor as an Abnormal Organ

Cancers consist of phenotypically hetero-
geneous populations of cancer cells. These
phenotypically distinct cell populations
could arise, in part, from sequential mu-
tations occurring because of either genetic
instability and/or environmental factors.
Another possible source of this hetero-
geneity becomes apparent if one views a
tumor as an aberrant organ containing
a tumorigenic (stem cell) population that
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drives tumor growth. These tumorigenic
cells would have acquired oncogenic mu-
tations that result in deregulated self-
renewal, but their phenotypically diverse
progeny would still be differentiated and
lack the ability to self-renew. Several lines
of evidence suggest that this model ac-
counts for some of the cellular hetero-
geneity seen in tumors, although genetic
instability and environmental factors un-
doubtedly contribute to the variability in
phenotypes of cancer cells in a partic-
ular tumor. It is well documented that
many types of cancer contain heteroge-
neous populations of cells, which variably
express differentiation markers that reflect
the tissue or origin, as well as cancer cells
that have an immature morphology. Ex-
amples of this observation include the vari-
able expression of milk proteins by some
breast cancers and the variable expression
of myeloid and/or lymphoid markers in
chronic myelogeous leukemia (CML) and
acute myelogenous leukemia (AML). By
contrast, in some tumors, specifically in
mature germ cell teratomas, only a minor-
ity of the cancer cells express immature cell
markers such as α-fetoprotein. Because the
terminally differentiated cells that form the
teeth and hair in germ cell teratomas are
unlikely to be able to proliferate and form
new tumors, these data are consistent with
the notion that the minority population
of α-fetoprotein expressing cancer cells
might have the exclusive ability to form
new tumors consisting of more tumori-
genic cells as well as the phenotypically
diverse populations of abnormally differ-
entiated cells lacking the ability to self-
renew. If this proved to be true, these cells
could be considered to be cancer stem cells.

The evidence suggesting that cancer
is a disease of aberrant differentiation,
proliferation, and self-renewal makes it
plausible to view tumors as abnormal

organs; in this context, the principles of
stem cell biology can be applied to better
understand the biology of these diseases.
It has been shown in both hematopoietic
malignancies and solid cancers that only
a subset of cancer cells are clonogenic
when placed in tissue culture or injected
into immunodeficient mice. For example,
only 0.01 to 1% of the mouse myeloma
cells formed colonies in in vitro colony-
forming assays. Similarly, only 1 to 4%
of leukemic cells formed spleen colonies
when transplanted into mice. This trend
was demonstrated in solid cancers as well,
with only 0.02 to 0.1% of ovarian cancer
or lung cancer cells forming colonies in
soft agar. Since only a minority of normal
bone marrow cells were clonogenic, the
clonogenic cancer cells were initially
described as cancer stem cells; this implied
that only a distinct population of cancer
cells were able to proliferate extensively
in these assays. However, an alternative
explanation was that all cancer cells
have the intrinsic ability to proliferate
extensively, but only a small minority of
cells do so in a particular assay.

2.2
Recent Evidence for AML and Breast Cancer
Stem Cells

Proving that a phenotypically distinct pop-
ulation of cancer cells is responsible for
perpetuating the disease would require
isolating different populations of cancer
cells and demonstrating that one or more
groups were enriched for the ability to
initiate the disease while other popula-
tions lacked this ability. This was first
shown in AML when it was shown that a
leukemia tumor-initiating subpopulation
of cells could be prospectively identi-
fied and purified from multiple patients’
bone marrows. In most cases of AML,
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the minority population of CD34+CD38−
cells was the only group of cells capable
of establishing human AML in the bone
marrow of Nonobese Diabetic Severe Com-
bined Immuno-deficiency (NOD/SCID)
mice. Within this population are also
Thy1+ CD34+CD38− normal hematopoi-
etic stem cells (HSCs). Since leukemia-
initiating cells lack the Thy1 expression
characteristic of normal HSCs, it is likely
that while the early mutations occurred in
the HSC, the final transforming mutations
occurred in early downstream progenitors
lacking Thy1 expression. An alternative
explanation is that Thy1 expression could
have been lost as a consequence of neo-
plastic transformation.

Tumorigenic and nontumorigenic
subsets of cancer cells have recently
been isolated from human breast cancer
tumors, providing the first conclusive

evidence for cancer stem cells in solid
tumors. Using a model for human breast
cancer similar to that used for AML, cells
were isolated, sorted by surface marker
expression using flow cytometry, and
grown in immunocompromised mice, as
shown in Fig. 1. A minority population
of breast cancer cells was identified
in these tumors, which was exclusive
in its ability to form new tumors.
Tumorigenic cells could be distinguished
from nontumorigenic cancer cells based
upon surface-marker expression that was
consistent from patient to patient. In
eight out of nine patients, tumorigenic
cells could be prospectively identified and
isolated as CD44+CD24−/lowLineage−
cells. In a subset of these tumors,
Epithelial Specific Antigen (ESA) provided
further enrichment of the tumorigenic
population. Limiting dilution assays

Primary tumor
Dissociate

cells

Flow
cytometry

CD44−

or
CD24+

and
lineage−

CD44+

CD24−flow

lineage−

Inject into mice

No tumor growth;
cells are nontumorigenic

The tumor grows;
cells are tumorigenic

Fig. 1 Identification of breast cancer tumorigenic cells.



226 Cancer Stem Cells

demonstrated that as few as one hundred
CD44+CD24−/lowLineage− cells were able
to form tumors, while tens of thousands of
cancer cells from outside this population
failed to form tumors in NOD/SCID mice,
as shown in Fig. 1. These tumorigenic
cells could be serially passaged, and each
time cells within this population generated
new tumors containing additional
CD44+CD24−/lowLineage− tumorigenic
cells. Additionally, phenotypically mixed
populations of nontumorigenic cancer
cells were produced that composed
the bulk of the tumor. Importantly,
their phenotypic distribution resembled
that of the original tumor. These data
demonstrate the presence of a hierarchy of
cells within a breast cancer tumor in which
only a fraction of the cells have the ability
to proliferate extensively, while other cells
have only a limited proliferative potential,
suggesting that the tumorigenic cells can
both self-renew as well as differentiate.
The phenotype of the tumorigenic breast
cancer cells may be similar to normal
breast stem or progenitor cells, since early
multipotent epithelial progenitor cells
have been reported to express both ESA
and CD44. While this would be consistent
with the similarities observed between
normal HSCs and AML tumor-initiating
cells, definitive proof will depend upon
the characterization of the differentiation
hierarchy of breast tissue.

The CD44+CD24−/lowLineage− tumori-
genic breast cancer cells and the
CD34+CD38− leukemia-initiating cells
share with normal stem cells the ability
to proliferate extensively, as well as to
give rise to cells of diverse phenotypes
with reduced developmental or prolifera-
tive potential. The extensive proliferative
potential of tumorigenic cancer cells con-
trasts with the bulk of the cancer cells,
which lack the ability to form detectable

tumors and form smaller colonies in vitro.
Thus, both tumorigenic breast cancer cells
and leukemia-initiating cells from most
tumors appear to exhibit the properties of
cancer stem cells. However, before these
cells can definitively be called cancer stem
cells, new assays will be necessary to
demonstrate that a single transplanted cell
gives rise to all of the diverse populations
of cancer cells within a tumor.

Cancer stem cells share many key prop-
erties with normal stem cells, including
the ability to self-renew. In addition,
normal stem cells are likely to be the
cells in which oncogenic mutations ac-
cumulate and in some cases may be
the target cells for neoplastic transfor-
mation. Appreciating the implications of
the discovery of cancer stem cells for the
diagnosis and treatment of cancer conse-
quently depends upon understanding the
key properties of stem cells, the genetic
regulation of these properties, and how
cells can be targeted for neoplastic trans-
formation.

3
Properties of Normal Stem Cells

3.1
The Hematopoietic Stem Cell and its
Properties

The accessibility of the hematopoietic sys-
tem to study has made the HSC the
most studied and best understood so-
matic stem cell population; consequently,
it serves as a model for stem cells from
other tissues. Hematopoiesis is a tightly
regulated process in which a pool of
HSCs, through a series of divisions and
immature progenitors, eventually gives
rise to the mature lymphohematopoietic
system consisting of the formed blood
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elements, for example, red blood cells,
platelets, granulocytes, macrophages, and
B- and T-lymphocytes. These cells are re-
sponsible for oxygenation, prevention of
bleeding, infection prevention, and im-
munity, respectively. The HSC pool has
three fundamental properties in the adult.
First, self-renewal allows the maintenance
of the stem cell pool. Self-renewal is not
analagous to proliferation; self-renewal is
a cell division in which one or both
the daughter cells remain undifferenti-
ated and retain the ability to give rise
to another stem cell as well as to differ-
entiated progeny. Proliferation does not
require either daughter cell to be a stem
cell, nor does it retain the ability to give rise
to multiple lineages. Second, they must
differentiate in order to maintain a ge-
netically regulated pool of mature cells
under homeostatis, and to produce in-
creased numbers of a particular lineage
in response to environmental stresses, in-
cluding bleeding or infection. Third, the
total number of HSCs must be under
strict genetic regulation. Since only stem
cells comprise a rare subset of cells within
a tissue, they must be isolated in or-
der to study their biological, molecular,
and biochemical properties. Although it is
thought that they give rise to most tissues,
stem cells have been rigorously identified
and purified only from a handful. The
stem cells that give rise to the lympho-
hematopoietic system, called hematopoietic
stem cells, were one of the first stem cell
populations characterized and have been
isolated from both mice and humans. The
utility of stem cell biology in the clinic
has already been demonstrated in can-
cer therapy with their extensive use for
bone marrow transplantation to regener-
ate the hematolymphoid system following
myeloablative protocols.

3.2
The Hierarchy of the Hematopoietic System

The multipotent cells of the hematopoietic
system constitute only 0.05% of mouse
bone marrow cells and are heterogeneous
in their ability to self-renew. The lym-
phohematopoietic system consists of a
hierarchy in which long-term HSCs give
rise to short-term HSCs, which in turn give
rise to multipotent progenitors; only long-
term and short-term HSCs have detectable
self-renewal potential. Cells become more
mitotically active as they progress through
the differentiation hierarchy, but lose the
ability to self-renew. Only long-term HSCs
can replenish the full hematopoietic sys-
tem for the lifetime of an animal; short-
term HSCs and multipotent progenitors
reconstitute lethally irradiated mice for less
than eight weeks.

3.3
Self-renewal: The Defining Property of Stem
Cells

While the functional and phenotypic
properties of mouse and human HSCs
have been extensively studied, our un-
derstanding of the fundamental prop-
erty defining stem cells, self-renewal, is
minimal. HSCs differentiate when ex-
posed to combinations of growth fac-
tors that can induce extensive prolif-
eration in long-term cultures, compli-
cating in vitro studies of self-renewal.
Despite recent progress in identifying
culture conditions that maintain HSC
activity in culture for a limited pe-
riod of time, it has proven exceed-
ingly difficult to identify tissue cul-
ture conditions that allow a significant
and prolonged expansion of progenitors
while maintaining a transplantable HSC
population.
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4
Genetic Regulation of Self-renewal in
Normal Stem Cells and Cancer Cells

4.1
Tissue and Tumor Growth: A Balancing
Act

The maintenance and composition of a tis-
sue or tumor is determined by the balance
of proliferation and cell death. It is there-
fore logical that many of the mutations
that are known to drive tumor expansion
and progression regulate either cell pro-
liferation or survival. For example, the
prevention of apoptosis by enforced ex-
pression of the oncogene BCL-2 promotes
the development of lymphoma as well as
results in an increased number of HSCs
in vivo, suggesting that cell death plays a
role in the regulation of HSC homeostasis.
Inhibition of intrinsic cell death pathways
has been further implicated in tumorigen-
esis by the observation that the progression
to experimental AML in a mouse model
requires at least three, and likely four
independent events. Proto-oncogenes that
drive proliferation of tumor cells, such as
c-myb and c-myc, are also essential for HSC
development and proliferation.

4.2
Multiple Oncogenes Implicated in
Self-renewal

Self-renewal is critical for the maintenance
of both normal and cancer stem cell popu-
lations. In a normal tissue, stem cell num-
bers are under strict genetic regulation,
resulting in the maintenance of a stable
stem cell pool. Cancer stem cells, however,
have escaped this homeostatic regulation.
Not only is the number of stem cells
constantly expanding but they are also pro-
liferating without the normal constraints

on their expansion. This results in the re-
lentless growth of the tumor. Since cancer
cells and normal stem cells share the abil-
ity to self-renew, it is not surprising that
a number of genes classically associated
with cancer have recently been implicated
in normal stem cell development.

In combination with other growth fac-
tors, Sonic Hedgehog (Shh) signaling was
implicated in the regulation of self-renewal
when it was found that cell populations
highly enriched for human HSCs exhib-
ited increased self-renewal in response to
Shh stimulation in vitro. Mice that are de-
ficient in tal-1/SCL, which is involved in
some cases of human acute leukemia, lack
embryonic hematopoiesis. This suggests
that tal-1/SCL is required either to initi-
ate hematopoiesis for the maintenance of
the earliest definitive blood cells, or for
the decision to form blood cells down-
stream of embryonic HSCs. Members of
the Hox family have likewise been im-
plicated in human leukemia. Enforced
expression of HoxB4 can affect stem cell
functions. One of the major targets of
the p53 tumor suppressor gene, p21cip1, is
necessary for HSCs to repopulate lethally
irradiated recipients. Failure at serial trans-
fer could result from exhaustion of the
stem cell pool, loss of telomeres, or loss of
transplantability. The bmi-1 gene, which
cooperates with c-myc in mice to induce
lymphoma, is required for the mainte-
nance of both adult HSCs and leukemia
cells. Taken together, this body of evidence
suggests that the same pathways involved
in stem cell fate decisions and the ability of
stem cells to self-renew are also involved
in malignant transformation.

The Wnt/β-catenin and Notch pathways,
which have been implicated in cancer in
both mice and humans, may have critical
functions in the self-renewal of both
normal and cancer stem cells. The Notch
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family of receptors was first identified
in Drosophila and has been implicated
in both development and differentiation.
In Caenorhabditis elegans, Notch plays
a role self-renewal of germ cells. In
higher animals, Notch plays a critical
role in the fate determination of neural
crest stem cells. Specifically, transient
Notch activation induces an irreversible
switch from neurogenesis to gliogenesis.
In cultured HSCs, Notch activation using
either of the Notch ligands (Jaged-1 or
Delta) transiently increased the number of
primitive progenitors; this result proved
true in in vivo studies as well. This
suggests that Notch activation promotes
either the maintenance of progenitor cell
multipotentiality or the maintenance of
self-renewal in HSCs. The Notch pathway
was implicated in cancer when it was
determined that the mouse oncogene int-
3 was a truncated Notch-4. However, the
role for Notch in de novo human cancer is
complex and incompletely understood. It
is known that some members of the Notch
signaling family are expressed in cancers
of epithelial origin, and activation of Notch
by chromosomal translocation is involved
in some cases of leukemia. Microarray
analysis has demonstrated overexpression
by tumor cells. Specifically, overexpression
of Notch-1 leads to growth arrest of a
small cell lung cancer cell line, while
inhibition of Notch-1 signals can induce
leukemia cell lines to undergo apoptosis.
Elegant work by Miele and colleagues
showed that activation of Notch-1 signaling
maintains the neoplastic phenotype in ras-
transformed human cells. They also found
that in de novo cancers, cells with an
activating ras-mutation also demonstrated
increased expression of Notch-1 and
Notch-4. Additionally, a truncated Notch-4
mRNA is expressed by some breast cancer
cell lines.

In addition to the Notch pathway,
Wnt/β-catenin signaling has also been
implicated as a major player in
the malignant transformation and self-
renewal of normal stem cells. The Wnt
pathway was first implicated in cancer
when it was discovered that some murine
mammary tumors were the result of
mouse mammary tumor virus proviral
insertion into the Wnt-1 gene, causing
deregulated expression of the locus.
Subsequently, it has been shown that Wnt
proteins play a central role in pattern
formation during embryogenesis as well
as in some adult tissues. The Wnts are
a large family of highly hydrophobic
secreted proteins that signal through their
cognate receptors, members of the frizzled
and low-density lipoprotein receptor-
related protein families. Activation of
these receptors results in the cytoplasmic
and nuclear stabilization of β-catenin by
blocking its degradation. In the absence of
receptor activation, β-catenin is marked
for degradation by ubiquitination by a
complex consisting of the adenomatous
polyposis coli (APC), axin, and glycogen
synthase-3β proteins. Activation of Wnt/β-
catenin signaling by Wnt proteins in
HSCs in vitro or by expression of a
constitutively active β-catenin in HSCs
expands the pool of early progenitor
cells and enriches normal transplantable
HSCs in tissue culture and in vivo.
Inhibition of Wnt/β-catenin by ectopic
expression of axin (which promotes
β-catenin degradation) leads to the
inhibition of stem cell proliferation both
in vitro and in vivo. Additional studies
implicate the Wnt/β-catenin pathway in
the maintenance of stem cell or progenitor
cell self-renewal in other tissues as well.
Specifically, the level of β-catenin within
a particular keratinocyte directly correlates
with its proliferative capacity. Additionally,
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enforced expression of an activated β-
catenin increased the ability of epidermal
stem cells to self-renew and decreased their
ability to differentiate. In the intestinal
epithelium, it has been observed that β-
catenin levels are highest in the bottom of
the crypts (where the epithelial stem cells
are thought to reside), and decrease in a
gradient as cells differentiate and move
up and out of the crypt. Knockout mice
for TCF-4, one of the transcription factors
that is activated when bound to β-catenin,
soon exhaust their undifferentiated crypt
epithelial progenitor cells; this further
suggests that Wnt signaling is involved
in the self-renewal of epithelial stem cells
in the intestine.

Activation of the Wnt/β-catenin can take
place by one of several mechanisms. In
colon cancer, inactivation of the β-catenin
protein degradation pathway, most fre-
quently by mutation of APC, is common.
Alternatively, elevated expression of Wnt
genes in some epithelial cancers suggests
that activation of β-catenin might some-
times be secondary to ligand activation.
There is now evidence that constitutive
activation of the Wnt/β-catenin pathway
may confer upon cancer cells some of the
key properties of cancer stem cells. Inhi-
bition of β-catenin/TCF-4 signaling in a
colon cancer cell line induced the expres-
sion of the cell cycle inhibitor p21cip–1

and induced the cells to stop proliferat-
ing and to acquire a more differentiated
phenotype. Additionally, enforced expres-
sion of the proto-oncogene c-myc, which
is activated by β-catenin through TCF-4,
inhibited the expression of p21cip–1 and
allowed the colon cancer cells to prolifer-
ate when β-catenin/TCF-4 signaling was
blocked. This further enforced the notion
that c-myc is a key Wnt signaling target
gene in the regulation of cell proliferation
and differentiation.

4.3
Possibility of a Common Self-renewal
Pathway among Multiple Cell Types

The implication that genes such as Notch,
Wnt, c-myc, and Shh all play roles in the
regulation of not only HSC self-renewal,
but also in the self-renewal of stem cells
from multiple tissues, suggests that there
may be a common set of self-renewal
pathways utilized both in normal stem
cells and possibly in cancer stem cells.
It is clear that identifying the molecular
mechanisms by which these pathways
produce their biological effects, as well
as determining whether these pathways
interact to regulate the self-renewal of
normal stem cells and cancer stem cells,
could have profound importance in our
understanding of cancer biology and our
ability to effectively treat the disease.

5
Target Cells for Malignant Transformation

5.1
Stem Cells as Targets for Malignant
Transformation

It has been established that oncogenic mu-
tations often target signaling pathways that
regulate proliferation and self-renewal.
This fact raises an interesting question: are
stem cells, highly proliferative progenitor
cells, or both, the target cells of neoplastic
transformation? Theoretically, stem cells
could be transformed by acquiring muta-
tions that deregulate proliferation, while
highly proliferative progenitors could be
transformed by mutations conveying the
ability to self-renew.

Several lines of evidence suggest that
stem cells may play several key roles in
the evolution of a cancer. First, multiple
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mutations are necessary for a cell to be-
come cancerous. Since both progenitor
cells and mature cells have a very limited
lifespan, it is unlikely that all of the muta-
tions could occur during the life of these
relatively short-lived cells. This evidence
suggests that, in many cases, mutations
accumulate in a stem cell. Second, the
regulation of stem cell expansion and self-
renewal is under strict genetic regulation
by multiple genes. Unregulated expan-
sion of the stem cell pool would therefore
be analogous cancer. Third, most cancers
arise in tissues that contain stem cells
that have the intrinsic ability to self-renew.
Cancer cells must overcome the tight
genetic regulation restricting both self-
renewal and proliferation. Since cancer
cells must possess the ability to self-renew,
it follows that stem cells (which could be
transformed by altering only proliferative
pathways) may more easily undergo malig-
nant transformation than progenitor cells
that lack this fundamental property and
must therefore activate both proliferative
and self-renewal pathways to become ma-
lignant. In the hematopoietic system, the
only cells with self-renewal capability are
HSCs and mature lymphocytes. The com-
mon blood cancers, acute leukemias, and
lymphomas, may arise from the HSCs
or lymphocytes, respectively. This may
take place through the constitutive acti-
vation of mitogenic pathways associated
with the proliferation of normal cells. Fi-
nally, while many cancers contain cells
displaying aberrant expression of differen-
tiation markers from their tissue of origin,
germ cell cancers are the only cancers to
produce differentiated cells from multiple
tissues. For this reason, marker expression
is routinely used to determine the tissue
of origin in metastatic disease. If a dif-
ferentiated cell were to be the origin of a
cancer, it would be necessary for the cell to

dedifferentiate exclusively along its parent
lineage to produce expression of markers
from multiple cell types within the tissue.
However, if a somatic stem cell or early
multipotent progenitor were transformed,
the cell would already be genetically pro-
grammed to give rise to cells expressing
markers of multiple lineages, but from
only one tissue type, as is usually observed
clinically. Since most identified oncogenic
mutations are involved in the regulation
of proliferation and self-renewal and not
lineage commitment, the latter hypothesis
seems more likely.

5.2
Progenitor Cells as Targets for Malignant
Transformation

Although evidence supports the hypothe-
sis that stem cells are frequently the target
of mutations that lead to malignant trans-
formation, it is likely that progenitor cells,
possibly arising from mutated stem cells,
may be transformed by subsequent ge-
netic events that confer immortality and/or
self-renewal potential to these normally
non-self-renewing cells. In CML patients,
the BCR-ABL mutation is present in both
normal HSCs and leukemic stem cells.
In otherwise normal hematopoietic cells,
the BCR-ABL mRNA is expressed solely
by the progenitor cells. BCR-ABL expres-
sion targeted to myeloid progenitor cells
by the hMRP-8 promoter in a transgenic
mouse model of CML resulted in CML-
like disease in a subset of the mice.
Furthermore, when hMRP8p210BCR/ABL

mice were crossed with hMRP8bcl-2 mice
(which possessed myeloid progenitors re-
sistant to apoptosis), a portion of the
mutant mice developed a disease re-
sembling AML. Although expression of
transforming genes was targeted to early
progenitor cells and not the HSCs, the
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morphology of the leukemia cells and
clinical course resembled human CML
and AML in the hMRP8p210BCR/ABL mice
and the hMRP8p210BCR/ABL/hMRP8bcl-2
mice, respectively.

In a mouse model of high grade glioblas-
toma, enforced expression of the epider-
mal growth factor receptor (EGF-R) in
enriched populations of either Ink4a/Arf
null neuronal stem cells or Ink4a/Arf null
astrocytes led to malignant glioblastomas
when the cells were injected orthotopically
into mice. Notably, in the majority of cases
the transformed astrocytes appeared to ac-
quire an immature phenotype in the brains
of the mice, suggesting that there was
‘‘dedifferentiation.’’ However, such dedif-
ferentiation has never been conclusively
demonstrated. There are two other pos-
sible explanations for these results. First,
since it is unlikely that the cell culture
achieved 100% purity, it is possible that
the astrocyte tissue culture cells could
have contained a population of neuronal
stem cells that were transformed; these
stem cells could then have been respon-
sible for generating the tumors. In this
case, the immature appearance of the cells
could reflect a deregulated expansion of
the stem cell pool or early progenitor pool,
the result of which would be the overt
glioblastoma that was observed. Second,
it is possible that the tissue culture condi-
tions, in conjunction with the enforcement
of EGF-R expression, could have caused
the dedifferentiation of the astrocytes in
vitro, and that unless the astrocytes were
grown in tissue culture first they could
not later give rise to glioblastomas in an
animal.

The human and mouse observations
support the notion that oncogenic muta-
tions accumulate in the stem cells. Expres-
sion of the mutated gene by progenitors

downstream of the stem cells, or an addi-
tional mutation in a short-lived progenitor
cell, can lead to neoplastic transformation.
These observations have implications for
targeted therapies.

It is possible that only a minority of
the mice, whose progenitors express BCR-
ABL, develop leukemia because the pro-
genitors must acquire an additional muta-
tion that causes deregulated self-renewal.
There are two lines of evidence that sup-
port this hypothesis. First, expression of
bmi-1 is necessary for the self-renewal of
adult HSCs; blast cells of patients with
AML express large amounts of this protein.
While expression of HoxA9 and Meis1 in-
duces transplantable AML in normal mice,
expression of these genes in the absence
of Bmi-1 does not. This suggests that, in
at least some leukemic blasts, a mutation
activating bmi-1 must take place in order
to confer self-renewal capability onto the
blast cells. Second, deregulated β-catenin
signaling occurs in many de novo human
cancers and causes cancer in transgenic
mouse models. Because expression of a
constitutively active β-catenin can promote
the self-renewal of normal HSCs and stem
cells from other tissues, it is possible that
its activation promotes self-renewal of can-
cer cells in these tissues as well. On the
basis of these data, it is clear that achieving
an understanding of the molecular regula-
tion of self-renewal in both normal stem
cells and cancer cells could lead to more
effective therapies for cancer.

5.3
Targets for Malignant Transformation in
Hematopoietic Malignancies

The systems in which the target cells for
transformation are best understood are
hematopoietic malignancies; this is be-
cause the developmental hierarchy of the
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blood is well understood. When this knowl-
edge is combined with analysis of onco-
genic mutations, it can be inferred from
which cell type along the differentiation
lineage the cancer arose. One of the most
frequent mutations in AML is the t(8 : 21)
mutation, which results in the expression
of a chimeric AML-ETO transcript in the
leukemic cells. HSCs isolated from pa-
tients in clinical remission were found
to express chimeric AML-1-ETO transcript
up to 90% of the time. When analyzed us-
ing in vitro assays, these HSCs gave rise to
normal progeny, thus demonstrating that
the mutation was present in phenotypi-
cally normal stem cells. In these patients,
the Thy1− subset of CD34+CD38− Lin−
cells gave rise to leukemic colonies in vitro.
These cells could represent HSCs that lost
Thy1 expression, or downstream multi-
potent progenitors that have gained the
ability to self-renewal. Collectively, these
observations support the idea that muta-
tions accumulate in stem cells, and either
subsequent mutations in stem cell progeny
or selective activation in downstream pro-
genitors results in overt leukemia.

6
Implications of Cancer Stem Cells for the
Diagnosis and Treatment of Cancer

6.1
Cancer Stem Cells Would Explain Several
Conundrums of Cancer Biology

Although the NOD/SCID mouse model
provides compelling evidence in support
of the cancer stem cell model, the ulti-
mate confirmation of this hypothesis will
require proof in humans. If this model
can be confirmed in humans, however,
it will have profound implications for the
diagnosis and treatment of cancer. Several

conundrums of cancer biology would be
explained if it were conclusively demon-
strated that, in most tumors, only a small
population of cancer cells has the abil-
ity to self-renew while other populations
of cancer cells have only a limited abil-
ity to proliferate. For example, for many
years it has been recognized that dissem-
inated cytokeratin-positive breast cancer
cells can be detected in the bone mar-
row of patients that never relapse. One
possible explanation of this observation
is that the cancer cells lie dormant un-
til some unknown event triggers them
to renew proliferation. An alternative ex-
planation is that the disseminated cancer
cells in this group of patients arose from
the spread of nontumorigenic cells, and
only when cancer stem cells dissemi-
nate and subsequently self-renew, will
metastatic tumors form. Thus, the devel-
opment of diagnostic reagents that allow
cancer stem cells to be identified may have
prognostic significance for patients with
breast cancer.

6.2
Tumor Relapse Might Result from a Failure
to Target Cancer Stem Cells

A frustrating clinical observation is that
in most solid cancers such as breast
cancers, chemotherapy can frequently
shrink tumors, but in most patients the
tumors rapidly recur and there is only a
small increase in patient survival. Most
of the present cancer therapeutic agents
have been developed for their ability to
shrink a tumor; essentially, all of the
phenotypically diverse cancer cells are
treated as if they possess the ability to
significantly contribute to the growth and
maintenance of the tumor, as shown in
Fig.2a. However, the failure of oncogenic
mutations to confer unto all breast cancer
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(a) (b)

T
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Fig. 2 (a) Therapies are currently
evaluated assuming all cancer cells are
equivalently tumorigenic. (b) The cancer
stem cell model says only a distinct
subpopulation drives tumorigenesis.
Symbols: T = tumorigenic,
NT = nontumorigenic.

and leukemia cells the ability to form
new tumors or proliferate extensively
underscores the fact that the effects of
oncogenic mutations are not equivalent in
all cancer cells, as shown in B in Fig 2.
If only a minority of the cancer cells are
tumorigenic and therefore responsible for
driving tumor growth and metastasis, then
tumor shrinkage must primarily reflect
the elimination of the bulk population
of nontumorigenic cells. If a substantial
number of tumor stem cells were spared
by the therapy, then the tumors would
regenerate from these cells. The clinical
observation that many patients treated
with chemotherapy initially realize tumor
shrinkage but then experience relapse at
sites of prior disease, supports this model.

6.3
Cancer Stem Cells Might Be More Resistant
to Chemotherapy

The similarities between normal stem cells
and AML tumor-initiating cells suggest
that they might share additional clini-
cally significant parallels. For instance,
compared to their differentiated progeny,
normal HSCs express high levels of genes
that make them more resistant to cytotoxic
agents, including both antiapoptotic mem-
bers of the BCL-2 family and members
of the ABC transporter family that pump

many drugs out of the cell. If the same
is true for cancer stem cells, then these
cells may be significantly more resistant
to cytotoxic agents than their nontumori-
genic progeny. In support of this notion,
while the chemotherapeutic agent cytosine
arabinoside very efficiently killed leukemic
blast cells isolated from many patients, it
selectively spared the leukemia-initiating
cells. This observation suggests that the ef-
fect of a particular therapeutic agent on the
cancer stem cell population must be taken
into account when evaluating its therapeu-
tic efficacy.

6.4
Identification of Cancer Stem Cells Might
Lead to Better Drug Selection

The fact that therapeutic agents are cur-
rently selected on the basis of their ability
to rapidly shrink tumors suggests that
agents that selectively target the cancer
stem cells could be overlooked in screens to
identify potential therapeutic agents. Ini-
tially, such agents would be expected to
produce only a moderate decrease in tu-
mor growth. However, elimination of the
cancer stem cell population would eventu-
ally halt the spread of the tumor, possibly
leaving a residual, benign mass. Perhaps,
the best clinical evidence of this model
occurs in patients with teratocarcinoma.
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Platinum-based chemotherapy is curative
in the majority of these patients; how-
ever, many patients are left with residual
masses. The immature cancer cells have
been eliminated by the chemotherapy,
leaving only differentiated cancer cells,
in a mature teratoma. Patients with ma-
ture teratomas rarely develop metastases;
most are cured. This demonstrates that
the elimination of the presumed stem cell
population is sufficient for curing this solid
cancer.

7
Future Implications of Cancer Stem Cells

The ability to prospectively identify cancer
stem cells should have exciting implica-
tions for the development of new diagnos-
tic tools and therapeutic agents. Currently,
all of the cancer cells within a tumor are
treated equivalently in their presumed abil-
ity to drive tumor growth, invade, and
metastasize. The ability to identify these
crucial cells will allow efforts to develop
novel diagnostics and therapies focused on
the cells responsible for the maintenance
of the malignancy – the cancer stem cells.
For example, immune therapy efforts to
identify genes and proteins expressed by
cancer cells presently use either whole tu-
mors or all of the phenotypically diverse
cells within a tumor. Since the cancer
stem cells represent only a minority of
the cancer cells in most tumors, it is nearly
impossible to identify diagnostic markers
or therapies that target these cells without
their purification. However, directing ex-
pression analysis to enriched populations
of cancer stem cells would allow the iden-
tification of novel diagnostic markers and
therapeutic targets that can be exploited
to more effectively diagnose and treat pa-
tients. This principle is illustrated by the

observation that the BCR/ABL oncogene
mRNA appears not to be expressed by
HSCs that carry the mutation in their
DNA; therefore, efforts to eradicate the
cancer by targeting the BCR/ABL protein
might fail to target the cancer stem cells.

As illustrated above for AML-initiating
cells, the ability to prospectively identify
cancer stem cells should also improve our
ability to evaluate the curative potential of
new therapeutic agents. Although cancer
cell lines are useful for the evaluation of
particular biochemical pathways, they have
proven somewhat unreliable when used to
predict the clinical efficacy of a particular
therapeutic agent in patients. These cell
lines are relatively homogeneous, and even
tumors grown using these cell lines are
homogeneous. This contrasts sharply with
the phenotype of real tumors. However,
tumors that are grown in the immunod-
eficient mouse model of human cancer
appear to more closely recapitulate the phe-
notypic diversity of patients’ original tu-
mors, including the generation of both tu-
morigenic and nontumorigenic cells. This
model might therefore more effectively
predict the potential usefulness of a partic-
ular therapeutic agent. New agents could
be tested for their ability to eliminate the
tumorigenic (cancer stem cell) component
of tumors from multiple patients, allowing
the agents with the greatest curative poten-
tial to proceed to human clinical trials.

See also Developmental Cell Biol-
ogy; Genetics, Molecular Basis of.
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Anomeric Structure
The steric configuration around the hemiacetal (reducing) carbon atom in
carbohydrates.

Antennary Structure
The number and composition of the nonreducing oligosaccharide chains in
glycoprotein glycans.

Capillary Electrophoresis
Chromatographic method that utilizes the interaction of eluant and analyte with the
capillary wall to separate molecules in an electric field.

COSY
Correlated spectroscopy. A two-dimensional NMR technique that determines the
through-bond connectivity of atoms.

Endoglycosidase
Enzyme that hydrolyzes internal glycosidic links in carbohydrate chains.

Exoglycosidase
Enzyme that hydrolyzes nonreducing terminal glycosidic links in carbohydrate chains.

FAB-MS
Fast atom bombardment mass spectrometry.

FFF
Field flow fractionation is a chromatographic technique that separates on the basis of
molecular size.

GC
Gas–liquid chromatography (also abbreviated GLC). A method for separating volatile
molecules.

Glycan
Oligosaccharide or polysaccharide chain present in carbohydrate-containing molecules.
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HPAEC-PAD
High-performance anion-exchange chromatography with pulsed amperometric
detection; an HPLC system developed for polyalcohols.

HPLC
High-performance liquid chromatography; a method for separating molecules in
solution, often conducted at relatively high pressures.

ICUMSA
The International Commission for Uniform Methods of Sugar Analysis, c/o British
Sugar plc, Technical Centre, Colney, Norwich, UK. Publishes standardized methods of
food carbohydrate analysis at regular intervals.

Lectins
Proteins or glycoproteins of nonimmune origin that bind carbohydrates.

MALDI-TOF
Matrix-assisted laser-desorption ionization mass spectrometry.

MALLS
Multiangle laser light scattering is a technique for determining the molecular weight of
polymers.

NMR
Nuclear magnetic resonance; a spectroscopic process for examining nuclear
environments.

NOESY
Nuclear Overhauser effect spectroscopy. A two-dimensional NMR technique that
determines the through-space relationship of atoms.

O-Glycoside
Compounds in which a sugar is linked to another molecule through its reducing group
to form an acetal.

ROESY
Rotational nuclear Overhauser effect spectroscopy. A variation in the two-dimensional
NMR NOESY technique that determines the through-space relationship of atoms. It is
especially useful for cases in which NOESY signals are weak in spite of atoms being
close.

SEC
Size-exclusion chromatography is a technique that separates on the basis of molecular
size.
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TLC
Thin-layer chromatography; a chromatographic system based on partition.

� Carbohydrates form a complex family of molecules that necessitate a variety of
analytical approaches. They are capable of forming a large number of distinct
structures using relatively few units. In addition, the more complex carbohydrates
are rarely found to exist as single structural entities; polymorphism is common, and
often a given molecule is found as an assortment of closely related structures. These
mixtures of complex structures give rise to analytical problems that are much more
difficult to solve than those concerning protein analysis. Typical protocols involve
isolation and purification, determination of the constituent carbohydrates, partial
hydrolysis of polysaccharides or glycosaminoglycans or cleavage of the intact glycans
from the protein or lipid moieties, and isolation and purification of these fragments.
Chromatographic purification techniques are followed by mass spectrometry and/or
NMR spectroscopy. Absolute molecular weights of larger molecules are determined
by light scattering, but uncovering their conformation often requires the assistance
of molecular dynamics. However difficult to obtain, a solid understanding of the
structure and conformation of carbohydrates is required a our proper understanding
of their biological roles.

1
Outlines of Methodology

1.1
Introduction

Carbohydrates, which form the most di-
verse of all the major groups of biological
compounds, possess a wide variety of
structural types with very different chem-
ical and physical characteristics. They are
formed from basic structures that com-
monly have a backbone of five or six
carbon atoms and possess several alco-
hol groups and a hemiacetal or, more
rarely, a hemiketal group. Less commonly
found are carbohydrate units contain-
ing a nine-carbon backbone, whilst those
with seven and eight carbons are only
rarely found. In spite of the extraordi-
narily large number of isomers possible,

only relatively few basic units (monosac-
charides) are found as the basic building
blocks of more complex molecules (Fig. 1).
These units link in a number of ways
between the monosaccharide units utiliz-
ing different hydroxyl groups and forming
simple or complex structures. Different
monosaccharides may be joined together
in an ordered or apparently random man-
ner to form a mainly homogeneous or
heterogeneous family of structural enti-
ties, termed glycans. Again, only a limited
subgroup of the possible isomers is gen-
erally found. For example, more than
50 different D-glucose dimers and more
than 1000 trimers are possible, although
only 5 dimers and 2 trimers are com-
monly encountered. These carbohydrate
moieties may also be linked to proteins
or lipids in glycoproteins, proteoglycans,
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and glycolipids. As these glycans are
not directly genetically coded, but their
organization depends on the sequential
action of enzymes, all such carbohydrates
are commonly found to be somewhat
heterogeneous. This may be a micro-
heterogeneity as evident in glycoprotein
glycans in which most of the structure
remains constant, but a variety of struc-
tures exist due to missing residues at the
molecule’s periphery. Alternatively, there
may be sequence and linkage heterogene-
ity, as found in heteropolysaccharides, or
molecular weight heterogeneity, as is com-
mon in homopolysaccharides.

The principal classes of carbohydrates
are listed in Table 1, together with the most
commonly encountered analytical meth-
ods. Since glycoproteins form the class of
carbohydrates containing material that is

of major importance to cell and molecu-
lar biologists, this article concentrates on
methods for their analysis. The analytical
problems surrounding the carbohydrates
are clearly orders of magnitude more diffi-
cult than that of protein analysis; indeed it
is apparent that for many polysaccharides
no two molecules are likely to be identical
and the concept of ‘‘structure’’ must be in-
vestigated and interpreted differently from
that for proteins with more emphasis on
the statistical relevance. There is a further
level of complexity if the conformation of
the carbohydrates in solution is sought as,
in contrast to protein structures, these are
generally not fixed but fluctuate widely and
may change irreversibly during isolation
or with apparently minor changes in the
temperature, solvent, pH, ionic strength,
concentration, or co-solutes.

Tab. 1 The important analytical methods for carbohydrates.

Carbohydrate Usual analytical method(s)

Monosaccharides and
disaccharides

In syrups ICUMSA empirical methods
In food Enzymatic methods
In glycoconjugates and

polysaccharides
Colorimetric assays

Hydrolyzed
carbohydrate

HPLC, HPAEC-PAD, GC, GC-MS

Oligosaccharides HPLC, HPAEC-PAD, GC-MS
Neutral

polysaccharides
Separation and extraction techniques, component

analysis, methylation analysis, partial acid and
enzymatic hydrolysis, mass spectrometry, and 13C
and 1H NMR spectroscopy

Proteoglycans Separation and extraction techniques, component
analysis, β-elimination, and enzymatic hydrolysis
followed by HPAEC-PAD, and 13C and 1H NMR
spectroscopy

Glycoproteins and
glycolipids

Cleavage from protein/lipid, lectin binding,
component analysis, methylation analysis,
enzymatic hydrolysis, mass-spectrometric
techniques (fast atom bombardment, laser
desorption, and electrospray), 13C and 1H NMR,
and two-dimensional NMR.
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Fortunately, although the analytical task
remains formidable, the full range of
monosaccharide ring size and linkage di-
versity is not found, with most glycans
being constructed out of a very limited sub-
set of possible molecular building blocks.
However, the analysis of polysaccharides
and glycans remains challenging and must
be tackled in a systematic manner. There
is no single method applicable to this anal-
ysis. Even for simple carbohydrates like
glucose, a number of methods are used
depending on the purpose of the analy-
sis. Complex carbohydrates may consist
of several monosaccharide moieties com-
bined in differing ways and proportions
and covalently attached to proteins or other
molecules. In these cases, it is necessary
to determine not only the relative amounts
of the carbohydrates present but also their
absolute configuration (D or L), their ring
size (pyranose or furanose), the anomeric
configuration of the linkages (α or β),
the linkage positions and sequence, and
the nature and location of any inorganic

groups or other nonsugar components.
Structures are sometimes determined or
confirmed by the use of specific lectin
binding. Detailed structural analysis of the
carbohydrate moieties in glycoconjugates
enables the investigation and determina-
tion of biosynthetic pathways and biolog-
ical processes and may offer evidence for
the mechanism of metabolic disorders and
clinical behavior. As a final refinement, the
molecular conformation(s) may have to be
determined in order to fully understand
the biological relevance of the structure.

1.2
Monosaccharides

There are well-established standardized
methods, validated by the International
Commission for Uniform Methods of
Sugar Analysis (ICUMSA), for analyzing
individual low molecular weight carbohy-
drates in foodstuffs. These make use of
nonstoichiometric colorimetric assays for
reducing groups or physical methods such

Fig. 1 The commonest monosaccharides present in glycans, with their common abbreviations in
brackets. (1) α-D-glucose (Glc); (2) β-D-glucose (Glc); (3) α-D-galactose (Gal); (4) β-D-galactose
(Gal); (5) α-D-mannose (Man); (6) β-D-mannose (Man); (7) α-D-glucosamine (GlcN);
(8) N-acetyl-β-D-glucosamine (GlcNAc); (9) N-acetyl-α-D-galactosamine (GalNAc);
(10) N-acetyl-β-D-galactosamine (GalNAc); (11) α-L-fucose (Fuc); (12) N-acetyl-α-D-fucosamine
(FucNAc); (13) α-D-glucuronic acid (GlcA); (14) α-D-galacturonic acid (GalA); (15) β-D-glucuronic
acid (GlcA); (16) β-D-galacturonic acid (GalA); (17) α-L-arabinose (Ara); (18) β-L-arabinose (Ara);
(19) α-D-xylose (Xyl); (20) β-D-xylose (Xyl); (21) α-L-iduronic acid (IdoA); (22) α-L-rhamnose (Rha);
(23) 3,6-anhydro-α-D-galactose; (24) 3,6-anhydro-α-L-galactose; (25) β-D-fructose (Fru);
(26) N-acetyl-β-L-talosaminuronic acid; (27) α-L-galactose; (28) β-D-galactofuranose (Galf );
(29) 3-deoxy-β-D-manno-oct-2-ulopyrasonic acid (Kdo); (30) β-L-arabinose (Ara);
(31) β-D-mannuronic acid (ManA); (32) α-L-guluronic acid (GulA); (33) N-acetyl-α-neuraminic acid
(NeuAc or sialic acid, SA). Compounds 17, 18, 25, and 28 are furanoses, the rest being pyranoses.
Compounds 1–6, 25, and 27–28 are hexoses, 7 an aminohexose, 8–10 N-acetamidohexoses, 11, 12,
and 22 deoxyhexoses, 13–16, 21, and 31, 32 hexuronic acids, and 17–20 and 30 pentoses.
Compounds 2, 4–6, 8, 10–11, 14–15, 17, 20, 22, and 33 are relatively common, whereas compounds
7, 12, 16, 18, 23–24, 26 – 28, and 29–32 are rarely found, the remainder occurring occasionally.
Other monosaccharide residues (not shown) are found very rarely, with microorganisms in particular
producing a wide variety of rare monosaccharide units. Compounds are also found as derivatives
with some or all of sulfate, phosphate, or acetyl groups or as their methyl ethers.
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as optical rotation and specific gravity.
Enzymatic methods of analysis are becom-
ing more commonly used owing to their
specificity and stoichiometry. Monosac-
charides derived from more complex car-
bohydrates by dilute acid hydrolysis may be
identified and quantified using gas–liquid
chromatography (GC), high-performance
liquid chromatography (HPLC), or high-
performance anion-exchange chromatog-
raphy with pulsed amperometric detec-
tion (HPAEC-PAD) by comparison of
their elution positions and detector re-
sponse, respectively, with known stan-
dards (Sect. 2.2).

1.3
Oligosaccharides

Oligosaccharides containing between 2
and about 30 sugar residues may be
analyzed by means of HPLC or, more com-
monly, HPAEC-PAD (Sect. 2.2). Known
carbohydrate oligomers are usually quan-
tified by comparison with standards. The
structures of unknown oligosaccharides
may be determined by means of the
complementary techniques of mass spec-
trometry (MS, Sect. 2.3.4) and nuclear
magnetic resonance (NMR, Sect. 2.3.5).

1.4
Polysaccharides

Polysaccharides are high molecular weight
polymers (>5 kDa) of monosaccharides.
They may be linear or branched and
may contain just one (homopolysaccha-
rides) or several (heteropolysaccharides)
types of monosaccharide. Most polysac-
charides have very high molecular weight
(�100 kDa) and possess repeating units
of relatively uniform structure. It is this
structural unit, together with the molec-
ular weight and/or molecular weight

distribution, which is generally sought,
rather than an accurate picture of a com-
plete molecule.

The type of polysaccharide may be con-
cluded from the component analysis ob-
tained after acid hydrolysis. The glycosidic
linkage positions may be determined by
means of methylation analysis (Sect. 2.4.3)
or NMR spectroscopy (Sect.2.4.5), and the
anomeric configuration of these links may
be found by means of their susceptibility
to hydrolysis using various specific glycosi-
dases (Sect.2.4.2).

1.5
Proteoglycans

Proteoglycans consist of a number of
highly charged polyanionic glycosamino-
glycan chains attached to a central protein
core via serine or threonine residues.
These glycans are distinguished from
those occurring in glycoproteins in that
they are high molecular weight and es-
sentially unbranched chains of repeat-
ing disaccharide units containing carboxyl
groups and/or substituted with sulfate
ester groups. Analysis of proteoglycans
involves the determination of the pro-
tein’s structure and the positions and local
configurations at the linkage regions in
addition to the structural determination of
the attached glycans.

Glycosaminoglycan chain fragments
may be cleaved from the proteoglycans
by β-elimination with alkali or enzymic
hydrolysis (Sect. 2.4.2) and purified by
high-performance anion-exchange chro-
matography (HPAEC). They may then
be analyzed by, for example, 13C-NMR
spectroscopy. Although the class of the
glycosaminoglycans can be relatively eas-
ily deduced on the basis of a compo-
nent analysis and chemical and enzy-
matic degradation, the discovery of their
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detailed fine structure is much more
arduous.

1.6
Glycoproteins

Generally, the most important carbohy-
drates to cell and molecular biologists
are the glycoproteins, where carbohydrate
often confers the specificity inherent in
many molecular and cellular interactions.
These compounds possess diverse struc-
tures in which carbohydrate moieties,
known as glycans, are covalently attached
to proteins. A number of different car-
bohydrates may be attached in different
ways, with specific but varying anomeric
configurations, linkage positions, and lo-
cations within the sequence. All these
parameters must be determined if a com-
plete analysis of the glycoprotein is to be
achieved.

Usually the glycans are of relatively low
molecular weight, containing between 1
and 20 monosaccharides of between 1 and
5 different types. They often involve com-
plex, highly branched structures (Fig. 2).
The same type of monosaccharide may be
connected in different ways even within a
single glycan group. It is frequently found
that several different types of glycan are
attached to one protein molecule. Since
incomplete glycan biosynthesis or subse-
quent partial hydrolysis commonly results
in glycan heterogeneity, and since such
differences in structure often do not sig-
nificantly influence the chromatographic
behavior of the intact glycoprotein, a num-
ber of different, but related, glycans may
be present and coupled to the same amino
acid residue, even in ‘‘purified’’ glycopro-
tein preparations. The analysis of such
structures is a serious undertaking for
which there are ground rules but no gener-
ally applicable, single analytical technique.

Methods may vary between laboratories
even for similar glycoproteins. There are,
however, stages through which any com-
plete analysis must pass.

1. Isolation and purification. This in-
volves a number of chromatographic steps
such as fast protein liquid chromatography
(FPLC), HPLC, gel exclusion chromatog-
raphy, and lectin affinity chromatography
(Sect. 2.5).

2. Determination of the constituent car-
bohydrates. Monosaccharides may be
liberated from the glycoproteins by mild
acid hydrolysis (e.g. 2 M HCl, 4 h,
100 ◦C). Once liberated, and after any nec-
essary derivatization, they are separated
and determined in one step by either
GC or HPLC. This component analy-
sis usually indicates the type of glycans,
hence the likely glycan–protein linkages
involved.

3. Cleavage of the intact glycans from the
protein moieties. The different families
of glycoprotein glycans require different
methods for their cleavage (Fig. 2). As
an alternative to the use of enzymes,
automated chemical cleavage using hy-
drazinolysis releases either O-linked or
O- and N-linked intact oligosaccharides
(Fig. 2). The glycosylation sites may be de-
termined from glycoprotein peptide map-
ping. The cleaved glycans are often labeled
with a radioactive tracer (e.g. by having
their reducing ends reduced with sodium
borotritide) to make it easier to follow them
through their purification.

4. Glycan isolation and purification. A
combination of size-exclusion HPLC and
HPAEC with pulsed amperometric detec-
tion (HPAEC-PAD) is commonly used for
the purification of glycans. Lectin affinity
chromatography is a powerful technique
used in their separation.
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Fig. 2 Examples of the major classes of
glycoprotein glycans, showing some methods for
their cleavage: (a) N-linked high-mannose
triantennary, (b) N-linked complex biantennary,
(c) O-linked N-acetylglucosamine, (d) O-linked
complex, (e) glycosylphosphatidylinositol
anchor, (f) N-linked bisected biantennary. The
cleavages may be achieved by the
exoglycosidases: X1, α-mannosidase; X2,
neuraminidase; X3, β-galactosidase after X2; X4,
β-N-acetylglucosaminidase after X3; X5,

α-mannosidase after X4; X6, β-mannosidase
after X5; X7, N-acetylglucosaminidase after X6;
X8, α-fucosidase; X9, phospholipase C; X10,
GPI-phospholipase D; X11, α-galactosidase; X12,
β-N-acetylglucosaminidase; the
endoglycosidases: N1, endoglycosidase H; N2,
peptide N-glycosidase F; N3, pronase; N4,
O-glycosidase after X2; and the chemical
methods: C1, trifluoroacetolysis; C2,
hydrazinolysis; C3, alkaline sodium borohydride;
C4, nitrous acid; C5, cold hydrofluoric acid.
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5. Structural studies on the intact glycan.
Much analytical information may be ob-
tained by the use of NMR techniques and
mass spectrometry (MS) of the intact gly-
copeptides. Although it is a powerful tool
for determining the presence, sequence,
and arrangement of carbohydrates in a
glycan chain of up to about 40 residues,
mass spectrometry alone is generally not
able to distinguish the anomeric type or
the linkage positions. NMR, on the other
hand, provides a complementary tool that
less easily determines sequences but is
able to provide detailed information on the
anomeric type of the linkages present and
the linkage positions. NMR is also often
the only experimental technique that can
provide the three-dimensional structure.
Lectin binding is a powerful, yet simple,
technique for discriminating between gly-
can types.

6. Complete glycan analysis. To be sure of
any conclusions drawn from spectroscopic
studies on an intact glycan, it is neces-
sary to know the complete component
composition of all such glycans. In ad-
dition, it is usual to confirm the sequence
of carbohydrates and their anomeric link-
ages through the use of specific endo- and
exoglycosidases (see Fig. 2 for examples).
The linkage positions of the glycan com-
ponents are still often determined or con-
firmed by means of methylation analysis.

1.7
Glycolipids

Glycolipids form a diverse group of bi-
ological molecules that contain glycans
covalently bound to a wide variety of
lipid molecules. The intact molecules are
generally separated by HPLC. The puri-
fied glycolipid molecules may be struc-
turally analyzed by a combination of

NMR and MS or by other techniques
similar to those applicable to glycopro-
tein glycans.

2
Key Methods

2.1
The Use of Enzymes in Analysis

Enzymatic methods of analysis, which use
the specificity of enzymes to selectively
pick out substances from mixtures, are
ideally placed for the analysis of complex
biological mixtures. There are two ways in
which enzymes are generally used:

1. Direct determination of substrates
by conversion to products that may
be quantified.

2. Structural determination by the ability
of enzymes to specifically cleave car-
bohydrate moieties in di-, oligo-, and
polysaccharides and glycoconjugates.

A most important quantitative method
is that for glucose. This is not only
because glucose is a common carbohy-
drate analyte but also because it is often
hydrolytically produced from other carbo-
hydrates, in their assays. Analysis is by
the completely specific conversion of the
glucose to 6-phosphogluconolactone with
the concomitant conversion of the coen-
zyme NADP+ to its reduced form NADPH,
which absorbs light of 340 nm wavelength.
If care is taken to ensure the purity of the
enzyme(s), such assays are generally very
reliable methods, exhibiting good sensitiv-
ity, accuracy, linearity, and precision. All
currently accepted assays make use of end-
point determinations; quantification being
determined on the basis of a change in
color or ultraviolet absorption before and
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Tab. 2 Sources and specificity of some important enzymes used in carbohydrate analysis.

Enzyme
commission
(EC) number

Common name Usual source Useful specificitya

Oxidoreductases Oxidation of
1.1.1.49 Glucose-6-phosphate

dehydrogenase
Saccharomyces

cerevisiae
Glucose 6-phosphate

1.1.3.4 Glucose oxidase Aspergillus niger Glucose
1.1.3.9 Galactose oxidase Dactylium

dendroides
Terminal galactose residues in

saccharides and
glycoconjugates

Kinases Phosphorylation of
2.7.1.1 Hexokinase S. cerevisiae Hexoses

Hydrolases Hydrolysis of
3.2.1.1 α-Amylase Bacillus

amyloliquefaciens
α-1,4-Glucans

3.2.1.3 Amyloglucosidase A. niger Internal α-linked glucose residues
3.2.1.4 Cellulase Trichoderma viride β-1,4-Glucans
3.2.1.14 Chitinase Streptomyces sp. β-1,4-N-Acetylglucosamine links

in chitin
3.2.1.17 Lysozyme Hen egg white GlcNAc(β1 → 4)-N-

acetylmuramic acids in
peptidoglycans

3.2.1.18 Neuraminidase Clostridium
perfringens

Terminal α2-linked
N-acetyl/N-glycolyl neuraminic
acids

3.2.1.18 Neuraminidase Vibrio cholerae Terminal α2-linked
N-acetyl/O-acetyl neuraminic
acids

3.2.1.20 α-Glucosidase S. cerevisiae Terminal α-linked glucose in di-
and trisaccharides

3.2.1.21 β-Glucosidase Sweet almonds β-Linked hexose in disaccharides
3.2.1.22 α-Galactosidase Green coffee beans Terminal α-linked galactose in

glycans
3.2.1.23 β-Galactosidase Escherichia coli β-Linked galactose in

disaccharides
3.2.1.23 β-Galactosidase Bovine testes Terminal β-linked galactose in

glycans
3.2.1.24 α-Mannosidase Jack bean Terminal α-linked mannose in

glycans
3.2.1.25 β-Mannosidase A. niger Terminal β-1,4-linked mannose in

glycans
3.2.1.26 Invertase S. cerevisiae Terminal β-linked fructose in

oligosaccharides
3.2.1.30 N-Acetyl-β-

glucosaminidase
Diplococcus

pneumoniae
Terminal β-linked GlcNAc in

glycans
3.2.1.31 β-Glucuronidase E. coli Terminal β-linked glucuronic acid

in polysaccharides
3.2.1.35 Hyaluronidase Ovine testes GlcNAc(β1 → 4)-glucuronic

acids in hyaluronates
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Tab. 2 (continued)

Enzyme
commission
(EC) number

Common name Usual source Useful specificitya

3.2.1.41 Pullulanase A. aerogenes Internal Glc(α1 → 6)-Glc in
predominantly α1 → 4 glucans

3.2.1.45 Ceramide glycanase Leech Glucosyl β-1,4-linkages in neutral
glycosylceramides

3.2.1.51 α-Fucosidase Beef kidney Terminal α-linked fucose in glycans
3.2.1.96 Endoglycosidase D D. pneumoniae Chitobiose in high-mannose (Man5)

glycoproteins
3.2.1.96 Endoglycosidase F Flavobacterium

meningosepticum
Chitobiose in high-mannose, hybrid,

and biantennary glycoproteins
3.2.1.96 Endoglycosidase H Streptomyces

plicatus
Chitobiose in high-mannose and

hybrid glycoproteins
3.2.1.97 O-Glycosidase D. pneumoniae Linkage of Gal(β1 → 3)GalNAc to

Ser/Thr in glycoproteins
3.2.1.103 Endo-β-galactosidase Bacteroides fragilis Internal galactose β1,4-linked to

GlcNAc in polylactosamines
3.2.2.18 N-Glycosidase F F. meningosepticum Linkage of N-glycans to Asn in

glycoproteins

Lyases Cleavage of
4.2.2.4 Chondroitinase Proteus vulgaris Chondroitin sulfate/dermatan

sulfate from proteoglycans

Isomerases Isomerization of
5.3.1.9 Phosphoglucose

isomerase
S. cerevisiae Glucose-6-phosphate

aFor abbreviations, see Fig. 1.

after the material has totally reacted. To
produce the change in absorption or to
pull the reaction in the required direction,
several coupled enzymatic reactions are
often required.

Enzymes are also used in biosen-
sors–analytical devices that convert biolog-
ical responses directly to electrical signals.
A number of such devices are commer-
cially available. The most widespread is
the glucose biosensor, which utilizes the
reaction of glucose oxidase at the electrode
surface. The other major use of enzymes
is in the sequence and linkage analysis
of polysaccharides and glycoconjugates
(Table 2 and Fig. 2).

2.2
Chromatography

Given the wide variety of carbohydrates,
it is not surprising that there exists a
wide diversity of chromatographic meth-
ods for the separation of carbohydrates
(Table 3). They generally deliver quanti-
tative data where standards are available.
Positive confirmation of the identity of
chromatographic peaks (e.g. by MS) may
be needed when the analysis involves
complex mixtures or if standards are not
available. HPLC and HPAEC are the most
common methods of chromatographic
analysis, with GC still used sometimes for
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Tab. 3 HPLC, HPAEC, and GC chromatographic methods for carbohydrate analysis. There are many
commercially available columns that will perform similar functions. Choice of appropriate column for
a given separation is often due as much to personal experience, cost, and availability of materials as
choice of separation chemistry.

Column type HPLC Mobile phase Mechanism Analysis

Quaternary ammonium
bonded to PS-DVB,
OH− form

Aqueous Anion exchange Monosaccharides,
sialic acids, uronic
acids, glycans

Anion exchange
(aminopropylsilane-
bonded silica, OH−
form)

Acetonitrile/water Hydrophobic and polar Mono-, di-, and
oligosaccharides

Cation exchange (PS-DVB
sulfonate, H+ form)

Acetonitrile/water
or aqueous

Ion-moderated
partition and ligand
exchange

Glycoprotein- and
proteoglycan-derived
monosaccharides

Cation exchange (PS-DVB
sulfonate, Ca2+, Pb2+,
Ag+ forms)

Hot water Ion-moderated
partition, size
exclusion, ligand
exchange

Alditols, mono-, di-,
and oligosaccharides

C18-bonded
reversed-phase silica
and graphitized carbon

Acetonitrile/water Hydrophobic
interactions

Derivatized
carbohydrates and
oligosaccharides

Gel-permeation resin or
derivatized silica

Aqueous Size exclusion Oligosaccharides,
glycans,
glycoconjugates

Quaternary ammonium
pellicular resin

Usually alkaline
aqueous

Anion exchange Mono-, di-, and
oligosaccharides and
glycans

Column type GCa Liquid phase Derivatization Analysis

Dimethyl Nonpolar Trimethylsilylated Mono- and
disaccharides

Trifluoropropyl/methyl Slightly polar Trifluoroacetylated Methyl glycosides from
glycoproteins

Cyanopropyl/phenyl/
methyl

Polar Peracetylated Hydrolyzed and
reduced methylated
glycans

PS-DVB, divinylbenzene/polystyrene resin.
aColumn type (silicone).

monosaccharides. Capillary electrophore-
sis (CE) is a powerful, if less used, tech-
nique used for separating and classifying
glycans and glycoconjugates.

In GC, separation is due to the extractive
distillation of the volatile derivatives. The

normal protocol uses highly efficient,
fused-silica, wall-coated open tubular
(WCOT) columns containing a silicone
stationary liquid phase. Detection is by
means of a flame ionization detector or
by mass spectrometry. For low molecular
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weight sugars, the choice between HPLC
and GC is not often clear-cut, but in gen-
eral, HPLC has been preferred for the
separation and analysis of oligosaccharide
mixtures, while GC has been used for more
complex mixtures of monosaccharides and
disaccharides.

A wide variety of columns has been used
for the HPLC of carbohydrates. Sulfonated
cross-linked styrene-divinylbenzene col-
umns containing metal-loaded cation ex-
changers (H+, Ca2+, Pb2+, or Ag+) used
at moderately high temperatures (∼85 ◦C)
or amino-bonded silica columns operat-
ing at around ambient temperature are
both popular. The cation exchangers act
by ion-moderated partition, ligand ex-
change, and size exclusion, elution being
roughly in order of decreasing molecu-
lar weight. Amino-bonded silica columns,
which use an acetonitrile–water mobile
phase, separate by hydrophobic and po-
lar interactions and partition between the
acetonitrile-rich mobile phase and the
water-enriched stationary phase. Under-
ivatized carbohydrate molecules generally
do not absorb light of useful wavelengths,
so mass detectors, changes in refractive
index (RI), or post-column chromophore-
producing reactions are used for detection.
Columns are short (generally 5–25 cm)
and contain 5 µm, or 3 µm usually spher-
ical particles. Silica-based packing mate-
rials have a high rigidity and do not
swell in any solvent. Their major weak-
ness is their limited stability in aqueous
mobile phases at high pH. Polymeric-
based packing materials are more com-
pressible, but they are compatible with
all mobile phases including the entire
aqueous pH range. Both the inorganic-
and the polymeric-based materials of-
fer a wide range of separation modes
including reversed-phase, ion-exchange,
hydrophilic-interaction, hydrophobic-int-

eraction, and size-exclusion chromatogra-
phy, which is discussed in Sect. 2.3.2.

UV detectors are not commonly used
for carbohydrate analysis, though it is
possible to monitor sugars directly at
wavelengths below 200 nm. However, at
such short wavelengths, low sensitivity
and background interference levels of-
ten make their use impractical. Refractive
index (RI) detectors work on the prin-
ciple of differential refractometry and
have, until recently, been the mainstay
of HPLC carbohydrate detection. How-
ever, RI detectors have low sensitivity,
are temperature-dependent, and cannot be
used with a gradient, as they are extremely
sensitive to changes in mobile-phase con-
centration. Pulsed amperometric detectors
offer much more versatility and sensitivity
and are commonly used in tandem with
anion-exchange chromatography.

High-performance liquid chromatogra-
phy, on strongly basic anion-exchange
resins (HPAEC), is generally the method
of choice for the analytical separation of
disaccharide, oligosaccharide, and glycan
mixtures. Coupled with pulsed amper-
ometric detection (PAD), HPAEC-PAD
offers high resolution at picomole sen-
sitivity. Polyhydroxyl compounds, such as
the carbohydrates, are negatively charged
at high pH and are separated by anion
exchange with the degree of ionization,
composition, size, linkage position, and
anomeric configuration all affecting reten-
tion. Retention times can be manipulated
by altering the strength of the sodium hy-
droxide eluant or by addition of the more
strongly eluting acetate anion (Fig. 3).

Pulsed amperometric detection is a very
sensitive technique (∼1 ng glucose) that
makes use of the electrochemical ox-
idation, at a gold electrode poised at
positive potential, of a tiny proportion of
the alkaline anionic carbohydrates. The
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Fig. 3 HPAEC elution profile of the components of debranched wheat
amylopectin on a HPIC-AS6 (250 × 4 mm i.d.) column using a gradient of
200 mM sodium acetate at the start, 250 mM at 2 min, 300 mM at 10 min, and
400 mM at 40 min in 150 mM sodium hydroxide solution (1 mL min−1;
ambient temperature) and PAD detection. The number on each peak indicates
the number of glucose residues. Redrawn from Koizumi et al. (1991) with
permission from Elsevier Science.

electrode surface is kept clean by using
short pulses of higher positive and neg-
ative potentials, thus removing unwanted
oxidation products. The advantage of de-
tection with PAD for carbohydrates is that
no pre- or post-column derivatization is
necessary. Sample preparation is also sim-
plified because only oxidizable analytes
will be detected by PAD, and the sensitivity
for carbohydrates is orders of magnitude
greater than that for the usual contami-
nant species. HPAEC-PAD has been used,
for example, to estimate the chain length
of different amylopectins after enzymatic
digestion by isoamylase (Fig. 3).

Capillary electrophoresis (CE) is a rela-
tively new technique that provides rapid,
highly efficient separations for carbohy-
drates and possesses several advantages
over HPLC owing to its ease of operation,

low cost per analysis, and the use of
nontoxic chemicals. It provides great res-
olution by high-voltage (10–20 kV) elec-
trophoresis of mixtures within a polymer-
coated fused-silica capillary tube (generally
50 or 70 µm i.d., 375 µm o.d., and between
30 to 100 cm in length). The separation
process involves electroendosmotic flow
owing to interactions between the charged
capillary surface and oppositely charged
ions in the buffer. Charged species are sep-
arated on the basis of their electrophoretic
mobility (charge:mass ratio) and the elec-
troosmotic flow (migration of positive
buffer ions to the cathode under the in-
fluence of the applied field). Separation
can be manipulated by changing either
buffer composition or pH. The technique
is also applicable to neutral polysaccha-
rides, which can be charged under alkaline
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conditions or through complexation with
borate or similar ions. Sensitive detection
techniques such as pulsed amperomet-
ric detection and fluorescence detectors
are required owing to the tiny amounts
of material separated. Like HPLC, it is
suited to the analysis of both polar and
nonpolar carbohydrates and it is replacing
many of the HPLC techniques. CE offers
fast and efficient separation, relatively af-
fordable and durable capillary columns,
requires small sample volumes, and has
low reagent consumption. It is also a flex-
ible technique available in a number of
modes including zone, isoelectric, and mi-
cellar electrokinetic. However, it cannot be
used for preparative-scale applications.

2.3
Determination of Size and Conformation

Historically, the molecular weight (M) of
pure macromolecules, such as glycopro-
teins, has been determined by ultracen-
trifugation, using the relationship shown
in Eq. (1)

s

D
= M(1 − ν̄ρ)

RT
(1)

where both the sedimentation coefficient
(s) and the diffusion coefficient (D) are
determined under the same conditions.
T is the temperature (K), R is the gas
constant, ν̄ is the partial specific volume
(the effective volume per unit mass)
of the solute, and ρ is the solution
density. Today, this methodology has
been largely replaced by size-exclusion
chromatography, field flow fractionation,
and laser light scattering methodology.

2.3.1 Light Scattering
It has been known for many years that
light is scattered from molecules in
solution in a way that depends on the

concentration and molecular size of the
molecules present. Recently, the use of
multiangle laser light scattering (MALLS)
has enabled the accurate nondestructive
determination of the molecular weight,
molecular weight distribution, and radius
of gyration of many high molecular weight
carbohydrates without the need for known
calibrating standards.

Light scattering from molecules in
solution may be described by Eq. (2)

Kc

Rθ
= 1

Mw

(
1 + 16π2

3λ2 〈r2
g〉 sin2(θ/2)

)

+ 2A2c (2)

where
K is an optical parameter given in Eq. (3)

K =
4π2n2

(
dn

dc

)2

λ2NA
(3)

n is the refractive index
dn

dc
is the RI increment of the solute.

c is the sample concentration, calculated
from the differential RI response

RI = KRIc

(
dn

dc

)
(4)

where KRI is the instrumental calibra-
tion constant,

Rθ is the excess intensity of scattered
light at angle theta (θ ). Mw is the weight
average molar mass (molecular weight,
Eq. 5)

Mw =

∑

i

niM
2
i

∑

i

niMi

(5)

where Mi is the mass of the ith component
and ni is the number of component
molecules with that mass.

λ is the wavelength of the scattered light
in vacuum.
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A2 is the second virial coefficient, a mea-
sure of the solute–solvent interaction that
may be important for charged molecules
at low ionic strength or where the solution
is moderately concentrated.

NA is Avogadro’s number
〈r2

g〉 is the z-average mean square of the
radius of gyration (RG, which reflects the
average displacement of each residue from
the molecular centre. Eq. 6)

R2
G =< r2

g >=

∑

i

niM
2
i 〈r2

g〉i

∑

i

niM
2
i

(6)

Use of Eq. (2) normally involves extrapo-
lation of theta to zero angle. The molecular
weight and radius of gyration are deter-

mined by plotting
Kc

Rθ
against sin2(θ/2)

(Zimm plot) to yield an often almost linear
curve whose intercept gives Mw and whose
slope at low angles gives the radius of gyra-
tion and hence the hydrodynamic volume.

When combined with the separating
power of high-performance size-exclusion
chromatography (HPSEC), light scattering
forms an important tool for the polysaccha-
ride analyst. A typical SEC-MALLS system
includes an RI detector, placed after the
MALLS detector, for determining the con-
centration of the eluting polysaccharides.

2.3.2 Size-exclusion Chromatography
Size-exclusion chromatography (SEC) has
proved to be a useful technique for
separating carbohydrates on the basis of
their molecular size. Molecules are eluted
in order of decreasing molecular size
from a stationary phase containing a wide
range of different size pores, allowing
greater access and hence slower elution
for smaller molecules. SEC has difficulty
in determining the absolute molecular size

of polysaccharides in which there is a
requirement for similar carbohydrates, of
known molecular weight, for calibration.
In combination with MALLS detection,
however, exact values for polysaccharide
molecular weight polydispersity can be
routinely determined.

The drawback of this technique is that
separation of very large molecules is rela-
tively poor due to the difficulty in manu-
facturing the required high-performance,
high-porosity resins. Also, there can some-
times be losses or poor chromatography
due to nonspecific absorption. For these
reasons, SEC is to some extent being re-
placed by field flow fractionation.

2.3.3 Field Flow Fractionation
Field flow fractionation (FFF) is a tech-
nique for separating polymers on the
basis of their size. In combination with
MALLS, it is capable of determining
molecular weight distributions of com-
plex polysaccharides and delivering far
superior resolution to that obtained by
SEC-MALLS for high molecular weight
materials (>100 000 Da). The separatory
principle of the method is the reduction in
the diffusion coefficient with increase in
molecular size (more exactly, their hydro-
dynamic size). Molecules to be separated
are carried through a thin rectangular
channel with at least one of the broader
surfaces permeable to small molecules and
aqueous solvent (Fig. 4). An introduced
cross flow forces the molecules against
this permeable surface. Larger molecules
with low diffusion constants are left in
the slow-moving carrier stream at this
surface, whereas molecules with greater
diffusion coefficients are able to leave the
surface and be carried along more quickly
by the fast stream of aqueous solvent
further out. Thus, molecules will leave
the system in order of their diffusion
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Cross-flow outlet

Carrier inlet
Sample inlet

Sample outlet

∼0.2 mm

Fig. 4 Outline of asymmetric flow field flow chromatography. Sample (about
100 µL containing 100 µg) is injected and concentrated onto the crossflow
membrane. Eluant then carries it along the surface of the crossflow membrane
to the sample outlet. Eluant but not sample leaves through the crossflow outlet
at a rate determined by the flow rate and the chamber’s asymmetry, thus
maintaining the sample close to this surface. Molecules possessing greater
diffusivity are able to enter the faster flowing stream above the surface and are
carried out of the chamber first.

coefficients with those that have higher
values (i.e. smaller molecules) exiting first
and the largest molecules exiting last. The
concentrations of the chromatographed
material on exit are usually determined
from the RI changes and their absolute
molecular weights are determined using
MALLS. As the separation only depends
on the diffusion coefficient and there is
effectively no absorption, this method is ca-
pable of giving the absolute hydrodynamic
size of molecules plus useful information
concerning the molecules’ conformations
and structures (e.g. the degree of chain
branching).

2.3.4 Mass Spectrometry (MS)
Mass spectrometry (MS) is a sensitive
and powerful technique for the analysis
of glycans. It involves the production of
ionized carbohydrate moieties that are in
the gas phase. The charged ions move in a
magnetic field along curved paths, which
are determined by the imposed magnetic
field and by the ratio of their mass to
their charge (m/z). Usually, singly charged
cations are produced most abundantly

and may be detected with masses up
to several kilodaltons with an accuracy
approaching 1 ppm. The key stage of the
technique is the ionization step. Sugars
are not normally volatile and must be
derivatized or otherwise persuaded to enter
the gas phase.

In electrospray ionization mass spec-
trometry (ES-MS), a strong electric field
is applied between the end of a capil-
lary tube containing the sample solution
and a counter electrode, to disperse the
emerging sample into an aerosol of highly
charged droplets. As the droplets evapo-
rate, assisted by the flow of warm gas,
multiply charged ions emerge free from
solvent (Fig. 5). This rapid and sensitive
method produces intact molecular ions of
even very large molecules and allows the
determination of the molecular weight of
glycoproteins with an accuracy of 0.01%
using as little as 1 pmol of sample. Thus,
glycosylation heterogeneity can be accu-
rately quantified. As an example, the ES-
MS of the carboxy-terminal half of hen ovo-
transferrin gives 3 major peaks centered on
molecular masses of 40 220, 40 056, and
39 854. This indicates microheterogeneity
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Fig. 5 ES-MS of oxidized, reduced (NaBD4),
and methylated glycan from recombinant
erythropoietin. ES-MS produces multiply
charged ions. This example is centered on triply
positively charged ions. Periodate oxidation,
which oxidizes cis-diols only, of the glycans was
used to resolve isomeric structures and discover
linkage positions. For example, the most
abundant peak (TetraNA4, m/z 1422.4, mass

4267.2 Da) is derived from a tetraantennary
glycan containing four terminal neuraminic acid
residues and a fucosyl residue (4633.5 Da). The
other major species, Tetra NA3 and
TetraLacNA4, are derived from similar glycans
but with an N-acetylneuraminic acid residue loss
and an N-acetyllactosamine residue gain
respectively. Redrawn from Linsley et al. (1994)
with permission from Elsevier Science.

due to the absence of first a hexose and
then an N-acetylhexosamine residue. ES-
MS is ideally suited for direct interfacing
to HPLC and capillary electrophoresis. It
is far less able to handle buffers and deter-
gents than MALDI-MS, however.

Matrix-assisted laser-desorption ioniza-
tion mass spectrometry (MALDI-MS) gives
results similar to those obtained from ES-
MS but can extend the range of detectable
molecular ions. In this method, the ion-
ization of dry samples is achieved through
the use of a short pulse of intense UV-laser
light in the presence of a 100-fold excess of
a UV-absorbing organic molecule (known
as the matrix, e.g. 2,5-dihydroxybenzoic
acid). Even very large molecules can be
vaporized and ionized as MALDI is capable

of determining molecular weights, in ex-
ceptional cases, of up to m/z 300 kDa using
time-of-flight (TOF) detection. It requires
only femtomoles to picomoles of mate-
rial, no sample derivation, and tolerates
more buffer and detergent than other MS
methods. Although able to handle pro-
teins, it has not had similar success, so
far, with natural polysaccharides in the
upper part of this range (>25 kDa) and
seems to work best with oligosaccharides
below 5 kDa. This may be partly due to the
polydispersity of such samples and partly
due to the inherently poor resolution of
MALDI-TOF MS.

Mass spectrometry must generally be
combined with other analytical methods of
analysis as it cannot distinguish between
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isomeric sugar residues and cannot easily
provide the linkage and stereochemical
information of NMR.

2.3.5 NMR Spectrometry
The nuclei of many atoms (e.g. 1H, 13C,
15N, 31P) act as spinning magnets that
can orient themselves with or against an
external magnetic field. The strength of
this imposed magnetic field determines
both the frequency at which the nuclei
rotate (at high field strengths, the 1H
resonance frequencies are 400–600 MHz)
and the resolution of the NMR spectra.
The very small difference in energy be-
tween the orientations of the spin of a
nucleus is affected by local variations in
the magnetic field due to neighboring
nuclei and can be used to differentiate
between the nuclei and to provide infor-
mation on neighboring nuclei and their
relative orientation. The differences in the
magnetic environment of the nuclei are
reported in terms of the relative shift, in
parts per million, of the applied magnetic
field due to the local molecular mag-
netic field relative to a known structure.
For protons, shifts are usually reported
downfield (i.e. higher ppm) from the
methyl protons of sodium 3-trimethylsilyl-
1-propanesulfonate.

1H-NMR spectroscopy is an extremely
powerful and elegant technique for the
determination of the structure of glycans,
although it is between three and six or-
ders of magnitude less sensitive than mass
spectrometry. It can provide information
about the number and variety of the com-
ponent carbohydrate residues, on how they
are joined together, and can indicate the
presence or absence of noncarbohydrate
groups. Taken together with component
and methylation analysis, 1H-NMR spectra
often allow the unambiguous assignment
of the complete molecular structures of

purified glycans and the composition of
less-purified mixtures of glycans.

The key features of carbohydrate NMR
are the downfield shifts owing to the
spatial proximity of oxygen atoms. Pro-
ton NMR carbohydrate spectra contain
a mainly unresolved heap of signals
between 3.5 and 4 ppm with relatively
few resolved outlying peaks (Fig. 6, top).
These outliers are termed structural reporter
groups and contain generally well-resolved
anomeric signals (H-1) with greater shifts
(4.4–5.4 ppm). As the anomeric carbon (C-
1) is bonded to two oxygen atoms, these
anomeric 13C and 1H atoms are easily dis-
tinguishable, providing important inroads
into the structural determination. Their
chemical shifts and coupling constants in-
dicate the sugar residues involved, together
with the types and anomeric character (i.e.
α or β) of the glycosidic linkages and their
ring size (pyranose or furanose).

Other reporter groups also provide use-
ful well-resolved resonances. The methyl
protons and carbon (13C) atoms in de-
oxysugars are upfield (i.e. at lower ppm)
and the carboxylate carbon (13C) atoms
in uronic acids are downfield. Thus,
the position of fucose residues may be
confirmed by the shifts of their H-
5 (4.0–4.8 ppm) and methyl hydrogen
(∼1.2 ppm) atoms. Signals due to man-
nose H-2 atoms (4.1–4.2 ppm) help con-
firm the type of antennary structure in-
dicated by the anomeric proton shifts.
The shifts of both the axial (∼1.7 ppm)
and equatorial (∼2.7 ppm) H-3 atoms in
sialic acids are characteristic for the type
and configuration of their glycosidic links
and may be indicative of their position
in the chain. The shifts of the hydro-
gen atoms in acetyl groups (2.0–2.1 ppm)
are very useful in indicating the struc-
ture local to N-acetylhexosamine and sialic
acid residues.
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Fig. 6 Two-dimensional ROESY spectrum of a
pentasaccharide derived by the action of a rat
serum β-(1 → 6)-D-N-acetylglucosaminyltrans-
ferase. A ROESY spectrum gives through-space
information concerning the closeness of
protons. The diagonal consists of the 1D
spectrum also shown to the top and side. The
off-diagonal peaks show close atoms (<0.5 nm).
The anomeric proton on the newly inserted

residue (5H1, GlcNAc) is shown to lie close to
the two protons on the 6-position of the second
residue (2 H6 and 2 H6′, Gal) that in turn lies
close to the 4-proton on this Gal residue (2 H4).
Thus, the linkage of this GlcNAc residue to the
6-position on the second galactose residue was
confirmed. Redrawn from Maaheimo et al.
(1997) with permission from Elsevier Science.

13C-NMR requires substantially larger
samples than 1H-NMR both because of
the intrinsically lower sensitivity (1.6%) of
13C nuclei relative to 1H and because of
the low natural abundance of 13C relative
to 12C (1.1%). Advantage is taken of this
lower abundance as it also simplifies the

spectra inasmuch as 13C–13C coupling is
virtually nonexistent. It has also proved
popular for the determination of naturally
acetyl-derivatized sugar residues.

Polysaccharides, glycoproteins, and
large glycans are usually run in D2O
(2H2O). Working in D2O eliminates the
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less-well-defined exchangeable hydroxyl
protons and the vast excess (110 M) of
H2O protons. Intramolecular hydrogen
bonding may be investigated by dissolving
the carbohydrate in per-deuterated
dimethyl sulfoxide (DMSO) when the
hydroxyl (and amine) protons do not
exchange with solvent and give useful
information. In some cases, hydrogen
bonding may be determined from proton
exchange in mixed H2O, HOD, and D2O
solvents where solvent exposure may be
quantified from the differential shifts in
proton and carbon spectra.

Although 1D proton NMR spectra
can be used as fingerprints to enable
structural determination where databased
structures exist, they are generally too
complex to assign fully even for rela-
tively simple oligosaccharides. 13C spec-
tra are simpler but are also usually too
complex to use without the availabil-
ity of fully assigned NMR spectra from
suitable known structures for guidance.
The structures of unknown carbohydrates
generally demand a variety of through-
bond (COSY), through-space (NOESY),

and heteronuclear 13C–1H 2D NMR
techniques using high-field spectrometers
(600 MHz) for their elucidation.

Complete assignment of 1H NMR and
13C NMR resonances usually starts with
the well-resolved anomeric H-1 or C-1 peak
using 1D NMR. The proton resonances
can then be assigned sequentially using
through-bond techniques. The anomeric
conformation may be confirmed from
the size of the anomeric 1JC–H coupling
constant, which is typically 170 Hz for
axial hydrogen and 160 Hz if equatorial.
Structural conformations may be given by
the 3JH–H coupling constants, which obey
a Karplus relationship (Eq. 7).

3J = A cos2(θ) − B cos(θ) + C (7)

where A, B and C are fitted parame-
ters derived from a number of known
trainer molecules. The cosine nature of
Karplus curves means that it gives one
to four possible angles every 360◦ for a
given 3J (Fig. 7). Simple molecular mod-
eling can usually make a choice between
these, as often only one conformation is
structurally reasonable. For example, the

Fig. 7 The Karplus relationship
3J = A cos2(θ) − B cos(θ) + C. The
coupling constants involving the
glycosidic linking torsions (3JCOCH)A, B,
and C are 7.6, 1.7 and 1.6 Hz
respectively. It can be noted that for any
experimental value of 3J, there may be
up to four possible torsional angles (e.g.
a 3JCOCH of 6 Hz may be derived from a
torsion of 28◦, 131◦, 229◦, or 332◦). 180°
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anomeric configuration of glucopyranose
and galactopyranose are easily observed,
from the 3JH1–H2 coupling constant, as the
H-1 and H-2 protons of the beta anomers
are trans-diaxial (∼180◦) giving large cou-
plings, whereas those in alpha anomers
are gauche (∼60◦) with small couplings.

2.3.6 Molecular Modeling
Molecular modeling techniques treat
structures as mechanical entities in which
bond lengths, angles, and torsions are
treated as springs requiring forces to move
them from their preferred values. Together
with a consideration of atomic charges and
van der Waals interactions, the structure of
the molecule is optimized, giving preferred
conformations. Various molecular dynam-
ics and random walk molecular mechanics
(RAMM) methods exist to ensure that the
molecule does not settle into biologically
irrelevant local potential energy minima.

The additional information available
from such molecular modeling is par-
ticularly useful for carbohydrates, when
compared to proteins, as carbohydrates
generally do not form crystal structures
(if they form them at all) with similar con-
formations to their conformation in freely
dissolved solution. The information is also
useful for clarifying NMR structural analy-
ses where the coupling constants may not
be measurable and where there are mixed
conformational populations present.

2.4
Linkage Analysis

2.4.1 Glycan Detection
There are several methods available for de-
tecting the presence of glycans attached to
proteins (glycoproteins) and lipids (glycol-
ipids). One way is to oxidize all the pairs of
adjacent hydroxyl groups (i.e. cis-diols) in
the carbohydrate to aldehyde groups, using

periodate, followed by covalent coupling
to hydrazide derivatives of biotin or the
steroid digoxigenin. The respective labeled
glycoconjugates may be detected by an en-
zyme immunoassay using streptavidin or
a digoxigenin-specific antibody conjugated
to alkaline phosphatase. This procedure
may be applied in situ for the detection
of nanogram quantities of glycoproteins,
previously separated by sodium dodecyl
sulfate/polyacrylamide gel electrophoresis
(SDS-PAGE) and blotted onto nitrocellu-
lose membranes. More specific oxidation
methods, such as the use of galactose ox-
idase or prior specific enzyme hydrolysis
(Sect. 2.4.2), may allow the detection of
glycan subclasses.

2.4.2 Glycan Release and the Use of
Enzymes
The carbohydrate structures in glyco-
proteins are normally investigated after
they are released from the protein and
chromatographically separated from each
other. There are a number of methods by
which these glycans may be released; some
utilize specific enzymes (Table 2), whilst
others use chemical methods (Fig. 2).

2.4.3 Methylation Analysis
Methylation analysis is a powerful and
widely used method for the determina-
tion of the glycosidic linkage positions in
the structural analysis of glycoprotein, as
well as glycolipids, glycans, and polysac-
charides. It involves replacing all the free
hydroxyl groups with methyl ether groups
(Fig. 8). The methylated polysaccharide
is then hydrolyzed, converted to alditols,
acetylated, and analyzed by GC or GC-MS.

The carbohydrate is initially dissolved
in dry DMSO. In the presence of a very
strong base, such as sodium hydride or
potassium tert-butoxide, and the absence
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Fig. 8 Methylation analysis. In this technique all
the free hydroxyl groups in the intact glycan are
methylated (1). The fully methylated glycan is
then hydrolyzed (2), reduced, and acetylated (3).
The linkage positions may be deduced from the
positions of the methyl and acetyl groups in the
resultant partially methylated alditol acetates, as
determined using GC-MS. The ring hydrogen
atoms are omitted for the sake of clarity. The
breakdown of such compounds in EI-MS occurs

primarily between neighboring methyl ethers.
Secondary fragmentation then occurs by the
elimination of the neutral molecules acetic acid
(CH3COOH, −60 Da), methanol (CH3OH,
−32 Da), ketene (CH2CO, −42 Da), and
formaldehyde (CH2O, −30 Da) from these
primary fragments. Thus, the m/z 162 fragment
gives rise to an m/z 102 peak. The deuterium
atoms in these structures distinguish the C-1
atoms from the C-6 atoms.

of water, the DMSO is converted into the
dimsyl anion, which is then able to con-
vert all the free hydroxyl, carboxyl, and
amino groups to their anions. Methylation

of the polyanion is then carried out using
methyl iodide. At the end of the reaction,
the methylated product is hydrolyzed with
acid to its component partially methylated
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residues. These have free hydroxyl groups
in the positions where they were linked
to each other and methyl ether groups
where the original carbohydrate had free
hydroxyl groups. The products are further
derivatized to render them volatile and are
analyzed qualitatively and quantitatively by
GC coupled to electron impact ionization
spectroscopy (EI-MS). This MS produces
very energetic ions that fragment read-
ily, nearly always resulting in the loss of
an intact molecular ion. It is the break-
down pattern rather than the molecular ion
that enables us to distinguish between the
methylated carbohydrate residues (Fig. 8).
The positions of the acetyl groups indi-
cate where the unmethylated free hydroxyl
groups were in the partially methylated hy-
drolyzed sugars, thus showing where the
residue was substituted. However, it gives
no information on either the sequence of
these residues or their anomeric confor-
mation.

Naturally methylated or acetylated gly-
cans may be analyzed by methylation,
as just described, but using deuterated
methyl iodide or acetic anhydride to distin-
guish between the natural and chemically
derivatized sites by their different masses.

2.4.4 Mass Spectrometry
Mass spectrometry is capable of provid-
ing sequence information in addition to
its previously described use, determining
molecular weight. In FAB-MS, as little as
1 pmol of glycan sample is bombarded
with an accelerated beam of neutral atoms
(e.g. Xe, Cs) in a vacuum. This causes
desorption of the sample from the liquid
surface, forming a characteristic molecular
ion plus a wealth of structurally diagnostic
fragment ions derived from it. The struc-
ture of a sample is determined given the
known fragmentation patterns of related
model structures. Improved spectra can

usually be obtained by the use of fully
methylated or acetylated carbohydrates.
As fragmentation predominantly occurs
between glycosidic links, the breakdown
pattern may give an abundance of infor-
mation concerning the glycan’s sequence.
As an example, the biantennary glycan
(Fig. 2b) when fully methylated gives the
following m/z peaks:

2492 (Neu5Ac → Gal → GlcNAc →
Man)2Man → GlcNAc)+

1029 (Neu5Ac → Gal → GlcNAc →
Man)+

825 (Neu5Ac → Gal → GlcNAc)+
376 (Neu5Ac)+

Although linkage information is pro-
duced, the MS is not able, in this case,
to differentiate the order of the hexoses
or N-acetylhexosamines, nor is it able to
determine the linkage positions.

Tandem mass spectrometry (MS/MS)
utilizes two or more mass-selection de-
vices in series so that the known ion from
one analyzer may be selected and induced
to give daughter fragments that are deter-
mined using a second analyzer. It can
provide complete sequence, branching,
and linkage information. Even pyranose
and furanose ring systems may be dis-
tinguished owing to differences in their
cleavage patterns. Tandem mass spectrom-
etry can be used with FAB, ESI, or MALDI
and the use of post source decay (PSD) in
MALDI-TOF or collision-induced dissoci-
ation (CID) in ESI has proved particularly
useful as the extent and distribution pat-
tern of fragments is highly reproducible.

2.4.5 NMR Spectroscopy
The power of NMR is most useful when
it is used to determine the sequence,
linkage positions, and conformation of
carbohydrates. Linkage and sequence
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information is commonly obtained using
the off-diagonal peaks apparent in two-
dimensional NMR (Fig. 6). Spectra can be
obtained in a number of ways, by such
techniques as COSY and NOESY after a
full assignment of the 1H and 13C spectra.
In particular, COSY techniques indicate
neighboring connected nuclei, whereas
NOESY techniques give indication as to
the closeness of groups through space, the
effects of both being due to perturbations
caused to each other’s atom’s local mag-
netic field. Linkages can be determined
from the 3JCH scalar coupling through and
across glycosidic bonds and from inter-
glycosidic 1H NOE effects using NOESY,
which gives those protons that are in close
proximity (less than about 0.5 nm).

By spreading out the NMR spec-
tra over two or more dimensions, all
the spectral peaks may be unambigu-
ously assigned to atoms in the gly-
can, fully confirming its structure. Such
spectra also allow the determination of
the positions of noncarbohydrate sub-
stituents such as sulfate and phos-
phate groups.

Sequences may be determined from
through-space connectivities. However,
with increasing size above about 20 gly-
cosyl residues, it becomes increasingly
difficult to delineate branch locations un-
ambiguously. NOE effects are also difficult
to interpret in the presence of signif-
icant internal molecular motion, owing
to positional averaging. Although NMR
is difficult to apply to many polysaccha-
rides, the presence of repeating units
can be identified from the NMR spectra
of oligomers and then quantified in the
polymers.

Linkage positions may also be discovered
by determination of the position of the
free hydroxyl groups, giving information
similar to that obtained from methylation
analysis (Sect. 2.4.3), but nondestructively.
1H NMR spectra in H2O (∼10% D2O)
and D2O are compared to identify the
position(s) of the hydroxyl groups.

The biological roles of oligosaccharides
and polysaccharides are related to their
conformations. This mainly depends on
the trans-glycosidic torsional angles con-
necting the carbohydrate units (Fig. 9).

Fig. 9 The torsions and possible
coupling constants involved in the
anomeric linkages in oligosaccharides
and polysaccharides. (a) Torsions φ

(phi) and ψ (psi) are defined as the
clockwise torsions OrCaOaCn, and
CaOaCnCn−1 respectively, where r, a,
and n represent ring, anomeric, and
structural number, respectively. The
relevant and useful coupling constants
are 3JC1OC4C3 giving ψ and 3JC2C1OC4

giving φ and 3JC1OC4H4 and 3JH1C1OC4 .
(b) Linkages to the terminal carbon
atom may involve an exocyclic link; the
additional linking torsion ω (omega) is
defined as the clockwise torsion
OaCnCn−1Cn−2. The relevant coupling
constants are 3JC1OC6C5 giving ψ and
3JH1C1OC6 , 3JC1OC6H6′1 , 3JC1OC6H6′2 ,
3JC2C1OC6 , 3JH6′1C6C5C4 , and 3JH6′2C6C5C4 .
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Tab. 4 The specificity of some lectins used for characterizing carbohydrates.

Lectin Systematic name Abbreviation Useful specificitya Example (a–f
designate parts of
Fig. 2)

Orange peel
mushroom

Aleuria aurantia AAA Terminal fucose
(α1 → 6) GlcNAc

(b), (f)

Love lies
bleeding

Amaranthus
caudatus

ACA Terminal/internal
Gal(β1 →
3)GalNAc(α1 →)

(d)

Jack bean (con-
canavalin
A)

Canavalia ensiformis ConA Terminal/internal
mannose/glucose

(a), (b), (f)

Horse gram Dolichos biflorus DBA Terminal
GalNAc(α1 →)

Blood type A

Thorn apple Datura stramonium DSA Terminal Gal(β1 → 4)
GlcNAc

Neuraminidase-
treated (b)
or (f)

Terminal
GlcNAc(β1 → 3)
Ser/Thr

(c)

Common
snowdrop

Galanthus nivalis GNA Terminal
Man(α1 → 2/3/6)
Man

(a)

A west African
legume

Griffonia simplicifolia GS IA4, BS IA4 Terminal N-acetyl-α-
galactosamine

Blood type Ab

GS IB4 Terminal α-galactose (e), blood type Bc

Roman snail Helix pomatia HPA Terminal N acetyl-α-
galactosamine

Blood type A

Lentil seed Lens culinaris LCA Terminal/internal α-
mannose/α-glucose

(a), (b), (f)

Winged pea Lotus tetragonolobus LTA Terminal
fucose(α1 → 6)
GlcNAc

(b), (f)

Maackia tree Maackia amurensis MAA Terminal sialic acid
(α2 → 3) Gal

(d)

Red kidney
bean

Phaseolus vulgaris PHA Terminal Gal(β1 → 4)
GlcNAc

Neuraminidase-
treated (b)

Peanut Arachis hypogaea PNA Terminal Gal(β1 → 3)
GalNAc

Neuraminidase-
treated (d)

Castor bean Ricinus communis RCA1 Terminal Gal(β1 → 4)
GlcNAc(β1 →)

Neuraminidase-
treated (b)

RCA2 Terminal Gal(β1 → 3)
GalNAc(α1 → 3)
Ser/Thr

Neuraminidase-
treated (d)

Elderberry Sambucus nigra SNA Terminal sialic
acid(α2 → 6)
Gal/GalNAc

(b), (f)
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Tab. 4 (continued)

Lectin Systematic name Abbreviation Useful specificitya Example (a–f
designate parts of
Fig. 2)

Potato Solanum tuberosum STA GlcNAc(β1 → 4)
GlcNAc(β1 → 4)
GlcNAc(β1 → 4)

Gorse seed Ulex europaeus UEA-I Terminal fucose(α1 →) (b), blood type H
(O)d

Wheat germ Triticum vulgaris WGA Internal
GlcNAc(β1 → 4)
Man(β1 → 4)

(f)

aFor abbreviations, see Fig. 1.

b
Fuc
↓ α1, 2

GalNAc(α1 → 3)Gal(β1 → 3 or 4)GlcNAc(β1 → R)

c
Fuc↓ α1, 2

Gal(α1 → 3)Gal(β1 → 3 or 4)GlcNAc(β1 → R)

d
Fuc↓ α1, 2

Gal(β1 → 3 or 4)GlcNAc(β1 → R)

Conformational analysis requires indepen-
dent data for each independent torsion
angle (φ, ψ , and sometimes ω) and,
where mixtures of conformations exist,
the relative population occupancy of each.
These may be available from interresidue
proton NOE (e.g. between the anomeric
proton and the proton on the linkage car-
bon, H–C1 –O–Cn –H) and the 3JCOCH,
3JCOCC, 3JCCCH, and 2JCOC coupling con-
stants, but the cosine nature of the Karplus
equation for 3J coupling means modeling
may be required. Whilst the conformation
of rigid oligosaccharides can be directly
derived from NOESY data, the upper and
lower bounds of the possible distances
from NOESY often enclose a large num-
ber of φ and ψ combinations. As multiple
conformations are often in fast equilib-
rium on the NMR timescale and NMR
data is effectively time-averaged, unrealis-
tic putative torsional angles may arise and

must be discriminated using molecular
modeling (Sect. 2.3.6).

Although NMR is an extremely powerful
tool, it has not yet been proved possible
to use it on intact glycoproteins because
of the complexity of the multitude of
overlapping peaks in the spectra. A further
limitation of NMR is that it requires
samples of at least about 25 nmol (i.e.
milligram amounts).

2.5
Use of Lectins

Lectins are widespread and serve in
many biologically significant activities,
such as agglutinating cells and precipi-
tating glycoproteins and polysaccharides.
Because of this, many lectins are ex-
tremely toxic. The carbohydrate binding
sites are large and able to distinguish
complex carbohydrate structures (Table 4).
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For this reason, lectins are used in blood
banks to identify blood groups. In some
cases, lectin binding is able to discrim-
inate between structures that are oth-
erwise difficult to distinguish; examples
include α-2-6- and α-2-3-linked terminal
sialic acids.

Lectins may be immobilized on Sepha-
rose columns and used to separate, purify,
and type glycoconjugates by a process of
affinity chromatography. Submicrogram
amounts of glycoconjugates may be differ-
entiated by means of their specific binding
to lectins that have been covalently la-
beled with biotin or digoxigenin. A range
of lectins may be used; those bound are
detected by enzyme immunoassay using
streptavidin or a digoxigenin-specific anti-
body, respectively, conjugated to alkaline
phosphatase in a similar manner to that
described in Sect. 2.4.1.

See also Bioorganic Chemistry.
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Viëtor, R.J., Hoffmann, R.A., Angelino, S.A.G.F.,
Voragen, A.G.J., Kamerling, J.P., Vliegen-
thart, J.F.G. (1994) Structures of small oligo-
mers liberated from barley arabinoxylans
by endoxylanase from Aspergillus awamori,
Carbohydr. Res. 254, 245–255.

Viseux, N., de Hoffmann, E., Domo, B. (1998)
Structural assignment of permethylated

oligosaccharide subunits using sequential
tandem mass spectrometry, Anal. Chem. 70,
4951–4959.

Vives, R.R., Pye, D.A., Salmivirta, M., Hop-
wood, J.J., Lindahl, U., Gallagher, J.T. (1999)
Sequence analysis of heparan sulphate and
heparin oligosaccharides, Biochem. J. 339,
767–773.

Weiskopf, A.S., Vouros, P., Harvey, D.J. (1998)
Electrospray ionization-ion trap mass
spectrometry for structural analysis of complex
N-linked glycoprotein oligosaccharides, Anal.
Chem. 70, 4441–4447.

Wittgren, B., Wahlund, K.G. (1997) Fast
molecular mass and size characterization of
polysaccharides using asymmetrical flow field-
flow fractionation-multiangle light scattering,
J. Chromatogr., A 760, 205–218.

Wyatt, P.J. (1993) Light scattering and the
absolute characterization of macromolecules,
Anal. Chim. Acta 272, 1–40.

Yang, Y., Orlando, R. (1996) Identifying
the glycosylation sites and site-specific
carbohydrate heterogeneity of glycoproteins
by matrix assisted laser desorption/ionization
mass spectrometry, Rapid Commun. Mass
Spectrom. 10, 932–936.





277

Carbohydrate Antigens

Denong Wang
Columbia University, New York, NY, USA

1 Classifications 279
1.1 Microbial Antigens 280
1.2 Alloantigens and Xenoantigens 280
1.3 T-dependent and T-independent Antigens 280

2 Diversity of Carbohydrates 281
2.1 Composition, Sequences, and Linkages 281
2.2 Conformational Diversity 284
2.3 Biological Complexity 287

3 Sugar Chains as Antigenic Determinants 288
3.1 Sizes of Antigenic Determinants 288
3.2 Types of Carbohydrate Epitopes: Terminal and Internal Structures 289

4 Carbohydrate-protein Interactions 291
4.1 Lectins 291
4.2 Carbohydrate-based Self/nonself Discrimination 292

5 Immune Responses to Microbial Polysaccharides 293
5.1 T-independency of Anti-polysaccharide Responses 293
5.2 Complexity of Anticarbohydrate Responses 294
5.3 Delayed Maturation of Anticarbohydrate Responses 295

6 Future Prospects 297

Acknowledgment 298

Bibliography 298
Books and Reviews 298
Primary Literature 299

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Edited by Robert A. Meyers.
Copyright  2004 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
ISBN: 3-527-30544-0



278 Carbohydrate Antigens

Keywords

Monosaccharide
The most basic carbohydrate molecule that cannot be divided into simpler sugars
by hydrolysis.

Oligosaccharide
A linear or branched chain composed of a small number of monosaccharides (2 to 10
or 20) that can be broken down into simpler sugars via hydrolysis.

Polysaccharide
A polymer composed of a large number of monosaccharides, at least more than 10 to
20, and usually many hundreds or thousands of monosaccharide units arranged in
repeated structures.

Glycoconjugate
A molecule in which an oligosaccharide is covalently linked to a protein or a lipid,
forming either a glycoprotein or a glycolipid, respectively.

Glycan
Equivalent to polysaccharide but usually refers to the sugar chains of glycoconjugates.

Glycosaminoglycan
A heteropolysaccharide chain usually composed of a hexosamine and glucuronic acid
as seen in proteoglycan.

Glycoprotein
A molecule in which an oligosaccharide is covalently linked to a protein.

Proteoglycan
A subclass of glycoproteins with large heteroglycan chains usually composed of a
hexosamine and glucuronic acid.

Glycolipid
A molecule in which an oligosaccharide is covalently linked to a lipid.

Glycosphingolipid
A subclass of glycolipid in which an oligosaccharide is covalently linked to the lipid
sphinganine.

Lectin
A carbohydrate binding protein or glycoprotein of nonimmune origin that binds
noncovalently to carbohydrates with specificity and selectivity.
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� Carbohydrate antigens are polysaccharides and glycocojugates of multiple structural
configurations that are able to evoke carbohydrate-specific antibodies and react with
these antibodies. Although recognition of carbohydrates as antigens began with
the study of microbial polysaccharides, the scope of investigation of carbohydrate
antigens has since been substantially extended. Carbohydrates are unsurpassed in
generating structural diversity and are prominent in surface display. They contain
valuable biological information and are characteristically recognizable by either
soluble or membrane-bound cellular proteins. In the higher eukaryotic species,
expression of cellular glycoconjugates, and especially their complex carbohydrate
structures, is frequently cell type–specific or tissue-specific. In microbes, many
sugar chains, including those displayed on the surface of a microbial cell and those
secreted outside it, have been recognized as ‘‘signatures’’ of specific pathogens.
Exploring the biological information content of sugar chains is the current focus
of postgenomic research. Carbohydrate antigen, as a classical immunological topic,
has gained renewed interest in the new millennium.

1
Classifications

Carbohydrate antigens exist in multi-
ple structural configurations, including
polysaccharides, glycoproteins, glycoli-
pids, glycosphingolipids, glycosaminogly-
cans, and proteoglycans. Given their
origins, carbohydrate antigens were tra-
ditionally classified as microbial anti-
gens and alloantigens. Microbes produce
the former; the latter are expressed by
mammalian cells. Carbohydrates may be
‘‘complete-antigens,’’ such as microbial
polysaccharides, in that they are able
to induce reactive antibodies in certain
species. They may also be components
or antigenic determinants of glycocon-
jugates. Such carbohydrate moieties, or
oligosaccharides, are termed haptens in im-
munology. They determine the specificity
of an immune response but are not being
able to evoke an immune response in their
free, unconjugated forms. Consideration
of glycoconjugates as carbohydrate anti-
gens makes it necessary to further classify

carbohydrate antigens into two large im-
munological categories, the T-dependent
(TD) and T-independent (TI) forms of car-
bohydrate antigens.

Therefore, different methods have been
used to classify carbohydrate antigens.
Their relationship is summarized in
Table 1. We must emphasize that this table
is an attempt to illustrate how researchers
of different scientific disciplines ‘‘see’’ a

Tab. 1 Classification of carbohydrate antigens.

TI-1 TI-2 TD

Microbial antigens
Polysaccharide No Yes No
Lipopolysaccharide Yes No No
Glycoprotein No No Yes
Glycolipid No Yes No

Allo- & xenoantigens
Glycoproteins No No Yes
Glycolipids No Yes No
Glycosaminoglycans No Yes No
Proteoglycans No Yes Yes (?)

Notes: TI: T-independent; TD: T-dependent.



280 Carbohydrate Antigens

common object and work together to bet-
ter understand the object – carbohydrates.
When a specific molecule is involved, ex-
periments must be conducted to learn its
immunological properties. Diversity of car-
bohydrate antigens and the complexity of
host immune systems have made it dif-
ficult to summarize a general scheme
for the antibody responses induced by
carbohydrate antigens. Seeing exceptions
regarding the TD and TI characteristics
of an antigen from a given class may not
be surprising.

1.1
Microbial Antigens

Microbial carbohydrate antigens include
polysaccharides, glycolipids, and glyco-
proteins. Polysaccharides may be cell
wall components of microorganisms, such
as lipopolysaccharides (LPS) in gram-
negative bacteria, or capsules in gram-
positive bacteria, known as capsular
polysaccharides. They may also be secreted
as exopolysaccharides, forming slime-like
amorphous materials to trap microbial
cells in a viscous matrix. These polysac-
charides are all located on the cell surface
and are, therefore, of importance in the
recognition and immune response of a
higher organism to microbial infections.
Glycoproteins were recently recognized in
a number of bacterial species. By contrast,
they were found essentially in almost all
membrane-bound or secretory proteins of
viruses and many parasites.

1.2
Alloantigens and Xenoantigens

Eukaryotic cells also express carbohydrate
antigens, notably alloantigens of the
human blood group systems and
xenoantigens expressing α-Gal epitopes.

The former is an allogenic marker of
human red blood cells and is responsible
for the rejection of an allogenic blood
transfusion. The latter is a cross-species
barrier in organ transplantation and is
known as the main cause of human
immune rejection of a donor pig’s
kidney. These antigens are present as
glycoconjugates of different molecular
configurations such as glycoproteins
and glycolipids. The carbohydrate chains
attached to either proteins or lipids
serve as antigenic determinants. Some
carbohydrate structures are composed
of more than two different sugar
residues and have further chemical
modifications at specific positions. Such
structures are called complex carbohydrates.
They are systematically assembled by
sets of enzyme systems via complex
biosynthesis processes. The expression of
blood group substances A, B, H, and
Lewis (Le) appears to be developmentally
and differentiationally regulated. Atypical
expression of such substances may lead
to the formation of tumor-associated
antigens.

1.3
T-dependent and T-independent Antigens

Protein antigens fail to elicit antibody
responses in athymic mice and nude
(−/−) mice. Polysaccharides and other
macromolecules with repetitive antigenic
determinants can induce unimpaired an-
tibody responses in these mice. These
observations establish two broad cate-
gories of antigens, T-dependent (TD) and
T-independent (TI). TI antigens are fur-
ther divided into type I (TI-I) and type
II (TI-II), based on the ability to elicit
antibodies in the CBA/N mouse strain,
with an X-chromosome linked immunod-
eficiency (xid). Lipopolysaccharides (LPS)
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of gram-negative bacteria, which induce
antibodies in such strains, are the TI-I anti-
gens; capsular polysaccharides of gram-
positive bacteria and exopolysaccharides
that induce no response in xid strains are
classified as TI-II antigens.

Glycoproteins are TD antigens; other
forms of glycoconjugates, including glycol-
ipids, Glycosphingolipids, glycosamino-
glycans, and proteoglycans, are generally
T-independent in nature. The carbohy-
drate chains of glycosaminoglycans and
proteoglycans are composed of repeats of
disaccharide units and are relatively large.
Their antigenic reactivities may vary sig-
nificantly among molecules and depend
on the structure of a specific preparation
and the animal species used for immuniza-
tion. Glycolipids are a unique category of
antigens since their hydrophobic lipid tails
may integrate into cellular membranes of
distinct cell types while the hydrophilic
sugar chains are displayed on the surfaces.
There are many documented examples
to prove that molecules with such struc-
tural configurations are potent antigens
and vaccines.

2
Diversity of Carbohydrates

2.1
Composition, Sequences, and Linkages

Carbohydrates are unique in their struc-
tural diversity. The structure of a sugar
chain is determined by the composition
and sequence of its sugar residues, as well
as by their glycosidic linkages. This is dif-
ferent from nucleic acids and proteins that
are synthesized linearly in cells with a sin-
gle type of covalent bond to bridge their
monomers. Carbohydrates can be linked
together in multiple ways and can thereby
generate different structures with identical
residue compositions and sequences.

Monosaccharides are the basic build-
ing blocks of carbohydrate structures.
They can be linked by means of either
α- or β-anomeric linkages at each join-
ing point, whereby the free hydroxyl on
given monosaccharide links an adjacent
monosaccharide (Fig. 1). Unlike proteins
that are connected solely by a peptide
bond, carbohydrates utilize many possible

Fig. 1 α- or β-anomeric linkages of
carbohydrates. The diagram illustrates
the two kinds of linkages that may exist
between at least two monosaccharides
or sugar residues. These linkages may
be either α- or β-anomeric where the
free hydroxyl on one monosaccharide
connects to an adjacent
monosaccharide.
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glycosidic linkages so as to extensively di-
versify their structures. Two amino acid
residues, such as two alanines, can pro-
duce only one possible dipeptide; however,
two molecules of glucose have the poten-
tial to generate 11 different disaccharides.
A trimer of any of the 9 common sugar
residues of the human body theoretically
can give rise to 119 736 different structural
isomers. This is strikingly in contrast to the
maximal construction of 8000 tripeptides
using 20 different amino acid residues.
Theoretically, carbohydrate structures can
have unlimited variation. This potential
makes them well suited to provide various
recognition signals.

Oligosaccharides and polysaccharides
are composed of monosaccharides. A
chain of 2 to 10 monosaccharide residues
is called an oligosaccharide. A polymer of
monosaccharides that is longer than the
oligosaccharide chains of 10 to 20 sugar
units in length is termed a polysaccha-
ride. Usually, an oligosaccharide means
also a structurally defined carbohydrate
molecule. Polysaccharides are, however,
large polymers of unspecified length with

repeated structures. Oligosaccharides may
be simply the shorter stretches or frag-
ments of a polysaccharide. They could also
be the sugar components of glycocojugates
of diverse sources. The oligosaccharides
attached to the glycocojugates of mam-
malian cells frequently consist of multiple
distinct monosaccharide residues linked
in complex structures and associated with
different biological molecules. For exam-
ple, the sugar chain structure of human
blood group A substance differs in com-
position from that of group B or group
H by only one monosaccharide residue
(Fig. 2). These sugar structures may link
to either a protein or a lipid molecule,
forming a glycoprotein and a glycolipid,
respectively.

Polysaccharide chains composed of a
single type of sugar residue are termed ho-
mopolysaccharides. Those formed by more
than one type of monosaccharides are
named heteropolysaccharides. In a ho-
mopolysaccharide, the glycosidic bonds
linking the monosaccharides are the only
determining factor of their structural di-
versity. A well-documented example is

GalNAc Gal

Gal Gal Fuc

Gal Gal

GlcNAc GlcNAc GlcNAc

Gal

Gal

R

A

Fuc Fuc

a1-3 a1-3

a1-2 a1-2a1-2
b1-4 or b1-3 b1-4 or b1-3 b1-4 or b1-3

R

B

R

H

Fig. 2 Structures of human blood group A, B, and H. This diagram
illustrates three different human blood group antigens A, B, and H. The
addition of α(1→2)linked fucosyl residue to these oligosaccharides
provides relatively rigid terminal branches. Within the A, B, or H blood
group, the R group may be either lipid or protein. This kind of terminal
branch is also found in other blood group substances such as the lewis (Le)
sugar series, which are a family of fucosylated glycans (see also Fig. 5).
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Fig. 3 Schematics of microbe’s dextran and mammalian glycogen: linkages make the
difference. The only source of structural diversity in homopolysaccharides is the glycosidic
bonds linking the monoaccharides. This figure illustrates two commonly found
polysaccharides – one in microbes and another in mammals. The polysaccharide with
α(1→6)linkage is dextran, which is found in many bacteria including Lactobacillaceae. The
polysaccharide with the α(1→4) is glycogen and it is found in mammals as one of the
energy storage biological molecules.

a class of polysaccharide called dextrans
(Fig. 3). These macromolecules are com-
posed entirely of glucose residues and are
produced by numerous bacteria of Lac-
tobacillaceae. However, dextran molecules
derived from different strains differ sig-
nificantly in their glycosidic linkage com-
positions. Some dextran preparations are
predominantly or solely α(1→6)linked,
forming molecules with dominantly lin-
ear chain structures; others are composed
of multiple glycosidic linkages, including
α(1→6)-, α(1→3)-, α(1→2)- and others,
generating heavily branched molecules.
These bacterial products and mammalian
glycogen differ from each other only in
linkage. Mammalian enzymes cannot di-
gest dextrans as well as most microbial
polysaccharides, and thus they may remain

in vivo for a long period of time after an
immunization. Linkage largely determines
sensitivity or accessibility of polysaccha-
rides to enzymes and, frequently, their
antigenic reactivities. Branches occur in a
polysaccharide when two or more C-atoms
of one residue are involved in glycosidic
linkage with other residues. Polysaccha-
rides with more branches present more
terminal structures.

Most heteropolysaccharides are com-
posed of two or three different sugar
residues and termed as diheteroglycans
and triheteroglycans, respectively. The het-
eropolymers that consist of more than
six distinct monosaccharides are rarely
seen in living organisms. On the ba-
sis of the organization of sugar residues
in heteropolysaccharides, they are further
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classified as simple heteropolysaccharides
and complex heteropolysaccharides. In the
former, each polysaccharide chain is a ho-
mopolysaccharide, though two or more
different homopolymers are present in a
large heteropolysaccharide. In a complex
heteropolysaccharide, the polymer con-
tains two or more different types of sugar
residues in a single branch.

2.2
Conformational Diversity

Conformational flexibility is an intrinsic
property of carbohydrate molecules. An
oligosaccharide in solution may exist in
many different conformations with the
lower energy forms predominating. Sig-
nificant influence of the composition of
glycosidic linkages on the structural char-
acteristics of oligosaccharides and polysac-
charides had been suggested for some
time. In the 1960s, it was pointed out: ‘‘It is
important to remember that each glucose
residue is free to rotate around the α(1→6)
glycosidic bond so that the schematic rep-
resentation in Fig. 3 for isomaltose is not
rigid. It may well be that the molecules
prefer certain conformations in solution,
conformations in which the planes of the
ring bear a definite orientation to one an-
other (see: Kabat, E.A., Structural Concepts
in Immunology and Immunochemistry,
Second Edition, Holt, Rinehart and Win-
ston, New York, 1976, Page 21).’’ In react-
ing with protein binding sites, however,
certain conformations of an oligosaccha-
ride may be selected and stabilized. Such
phenomenon was later termed induced fit.

Recent technological advances have
made it possible to ‘‘see’’ whether an in-
duced fit indeed occurs when an oligosac-
charide intereacts with its receptor. This
can be achieved by comparing the solu-
tion conformers of oligosaccharides with

those in carbohydrate–protein complexes.
Nuclear magnetic resonance (NMR), flu-
orescence energy transfer (FET), optical
rotation (OR), or Raman optical activity,
can be applied for detecting the molecular
flexibility in solution. X-ray crystallogra-
phy gives high-resolution determinations
of molecular coordinates in the ‘‘frozen’’
state. These comparative studies demon-
strated that (1) α(1→6) glycosidic bond in
an oligosaccharide is more flexible than
other linkages; (2) the linkages attaching
terminal residues to main chain struc-
tures are more flexible; (3) those in internal
chains are relatively stable; and (4) sugar
rings are generally rigid in conformation,
but, induced ring distortion can be seen.

The α(1→6) glycosidic bond is superior
to other glycosidic bonds in conforma-
tional flexibility since three torsion angles
are required to define the conformation of
this glycosidic bond (Fig. 4). Using NMR,
the solution conformation of melibiose
[Galα(1→6)Glc] was compared with that
in its complex with ricin B-chain. The
disaccharide exists predominantly as two
conformers, resulting from rotation about
the α(1→6)linkage. Only one of the two
conformers binds to the lectin. Enzymes
may also recognize only certain conforma-
tions of their carbohydrate substrates. Glc-
NAc transferase V can use Man α(1→6)
Man for extending N-linked oligosaccha-
rides into higher branched structures. To
see which conformer is suitable for the
enzyme, two rigid bicyclic analogs of Man
α(1→6) Man were generated by fixing the
α(1→6)linkage in either a gauche–gauche
(gg) or gauche–trans (gt) conformation. It
was shown that only the gg conformer
was used as substrate by the enzyme.
Thus, this enzymatic selectivity depends
on the conformational property of carbo-
hydrate molecules.
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Fig. 4 Torsion angles of α(1→4) and
α(1→6)linkages. The glycosidic bond
with the greatest conformational
flexibility is the α(1→6) glycosidic bond.
Its flexibility is attributable to the fact
that three torsion angles are required to
define the conformation of this
glycosidic bond.
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The type of linkage also determines the
chain conformation or the 3D structure
of the intact polysaccharide. In polysac-
charides, all component monosaccharides
exist in the ring configuration, except for
the terminal-reducing residue, in which
there is equilibrium between the ring and
its open-chain form. The geometry of the
individual sugar rings in a polysaccha-
ride is essentially rigid. However, adjacent
monosaccharides are potentially rotatable
around their glycosidic bonds. The range
of rotation varies for different glycosidic
linkages and is limited by steric hindrance
between adjacent rings and by hydrogen-
bonding patterns between groups in adja-
cent residues. Depending on sugar chain
linkage types, homopolysaccharides may
exist in four different conformations: the
extended ribbon (Type A), the flexible he-
lix (Type B), the crumpled ribbon (Type
C), and the flexible coil (Type D). The
fourth type has the most flexibility, as seen
in α(1→6) dextran. Differing from other
glycosidic bonds, three torsion (rotational)
angles, φ, ψ and ω are required to de-
fine the conformation of a α(1→6)linkage.

Irregularities in composition and the ex-
istence of large branched structures can
inhibit regular conformational patterns.

Oligosaccharides with terminal branches
are relatively rigid in conformation. Such
structures are frequently seen in alloanti-
gens and serve as the key carbohydrate
structures for immunorecognition. As
shown in Fig. 2, addition of α(1→2)linked
fucosyl residue in the linear sugar chains
generates the terminal branch-type struc-
tures of human blood group A, B, and
H. Terminal branches are seen also in
other blood group substrances, such as the
Lewis (Le) sugar series, which are a fam-
ily of fucosylated glycans (Fig. 5). Sialyl
Lex is a ligand for E-selectin. Its solution
conformation was studied using proton
NMR to assign each proton and advanced
NOE (Nuclear Overhauser Effect) mea-
surements to determine inter-proton dis-
tances. Unlike other oligosaccharides with
multiple conformers in solution, Lex is pre-
dominantly in a single rigid conformation.
The conformation of sulphated Lea approx-
imates also that of the unsulfated analog
(Lea). The enhanced binding of sulfated
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Fig. 5 Schematics of blood group substances I, i, and Le series. This diagram
illustrates the rigid conformation of various terminal chain possessing
oligosaccharides. Some sugar chains represented here have had α(1→2)linked
fucosyl residues added to create the terminal branches of the human blood group
substances. (a) Lewis (Le) sugar series. (b) I and i sugar chains.

Lea to E-selectin was thus attributed to fa-
vorable electrostatic interactions between
the charged sulfate group and the selectin
molecules. Close packing between fucose
and galactose residues might be a ma-
jor cause of this conformational rigidity.
Such conformational rigidity is also seen
in other blood group substances.

Understanding the conformational flex-
ibility or rigidity of oligosaccharides is
important for the rational design of drugs,
vaccines, and other biological reagents
using carbohydrate molecules. Recent
recognition of a conformational epitope

of a sugar chain as an effective vacci-
nation against meningococcal infections
highlights this concept. Meningococcal
meningitis is a severe childhood dis-
ease that often results in significant
disability or death. Two major etiologi-
cal agents of meningitis are the group
B meningococci and capsular type K1
Escherichia coli. The virulence of these
organisms is attributable to structural
mimicry between their common α(2–8)-
polysialic acid capsular polysaccharide and
human tissue antigens. This property
allows the bacteria to evade immune
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surveillance. Accordingly, such structural
mimicry poses a challenge to the devel-
opment of an effective vaccine to protect
against this infection. NMR and other
experiments found, however, that the cap-
sular polysaccharide of the bacteria can
adopt a unique ‘‘antigenic conformation’’
of helical structures, which are pathogen-
specific and are not cross-reactive with
the smaller oligomers of sialic acid ex-
pressed by human tissue. This led the way
to design and develop chemically mod-
ified sugar chain vaccines, whereby the
pathogen-specific polymer helical struc-
tures were better preserved. In an im-
munization using one of the compounds,
N-propionylated group B meningococcal
polysaccharide (NPrGBMP), the major
population of antibodies elicited showed
no significant cross-reactivity with α(2–8)-
polysialic acid, but preserved all bacte-
ricidal activity in vitro and protectivity
in vivo.

2.3
Biological Complexity

By reviewing the chemical characteristics
of carbohydrates, it is clearly seen that
carbohydrate chains can have almost un-
limited variation. The actual variation in
carbohydrate structure in a given organ-
ism, is, however, restricted by the complex-
ity of biosynthesis of carbohydrates. Sugar
chains are not primary gene products. The
biosynthesis of a carbohydrate chain is
catalyzed step by step by a cluster of spe-
cific enzymes, called glycosyltransferases.
For example, a cluster of genes directs the
biosynthesis of the group B meningococci
capsular polysaccharide (GBMP) that we
discussed above. Each enzyme is responsi-
ble for a specific chemical reaction for the
synthesis of the molecule. Glycosyltrans-
ferases are protein products of genes. For

every new carbohydrate structure, a gene
must be provided. It is, thus, believed that
any given organism has a limited number
of variations in carbohydrates. Carbohy-
drates are, however, the most abundant
organic substances and are produced by
virtually all the living organisms. They may
employ various mechanisms and path-
ways for sugar chain synthesis. Thus, the
overall repertoires of diversity and com-
plexity of naturally occurring carbohydrate
molecules can be extraordinarily large.

Bacterial polysaccharides are typically
much more complex than those produced
by plants or animals. They are often par-
tially composed of unusual sugar residues
that are rarely seen in higher eukaryotic
species. Although only nine monosaccha-
rides are commonly seen in mammals,
over a hundred different monosaccha-
rides are found in bacteria. Some of
these sugars, such as ketodeoxyoctonic
acid, were previously thought to be lim-
ited in their occurrence to LPS. Other
interesting examples include the identi-
fication of hexosaminuronic acids in a
wide range of bacterial polymers, amino-
hexuronic acid in E. coli K7, Streptococcus
pneumoniae type 12 F and Achromobacter
georgipolitanum; amphipathic exopolysac-
charide ‘‘emulsan’’ from Acinetobacter cal-
coaceticus; and the presence of several
o-methyl sugars, including an o-methyl-
6-deoxyhexose, in the exopolysaccharide
sheath. In addition to carbohydrates, the
microbial polysaccharides contain vari-
ous ester-linked substituents and pyruvate
ketals, which are frequently of immuno-
logical significance.

Glycoproteins are present in both mam-
mals and microbes. The prokaryotic mi-
croorganisms synthesize the N-linked and
the O-linked oligosaccharides on proteins,
just as mammals and other eukaryotes
do. Their glycosylation machineries have,
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however, significant differences. Prokar-
yotes lack internal membrane-bound or-
ganelles, such as a nucleus, endoplasmic
reticulum (ER), and Golgi apparatus. They
process oligosaccharides on the outside
of the cell membrane in the so-called
extracellular space. The sugar chains dec-
orating the glycoproteins of microbes of
various strains or species are quite di-
verse in their structures. Many of them
are selectively or specifically expressed
by certain strains and/or species. There
are, however, instances where bacteria-
produced oligosaccharides share similarity
with eukaryotic sugar chain structures.
As discussed above, a documented ex-
ample is the structural similarity between
the α(2–8)-polysialic acid capsular polysac-
charide of human pathogens and the
sialic acid structures of human brain tis-
sues. By mimicking host carbohydrates,
the pathogen evades detection by the
immune system, which recognizes it as
part of ‘‘self.’’ This has been recog-
nized as a strategy by which a num-
ber of pathogens evade host immune
recognition.

Microheterogeneity in carbohydrates is
another documented phenomenon that
can be attributed to the characteris-
tics of sugar chain biosynthesis. Sharply
contrasted with the template-dependent
mechanism of nucleic acid and protein
synthesis, there is no rigorous quality-
control mechanism in the biosynthesis
of sugar chains. A polysaccharide may
thus not only have a main sugar chain
composed of a type of repetitive struc-
ture but also contain a few different
minor structural moieties as well. Im-
munologically, the former may form a
dominant antigenic determinant of a
polysaccharide. The latter may generate
a minor antigenic determinant of the
antigen.

3
Sugar Chains as Antigenic Determinants

As discussed above, microbial carbo-
hydrate antigens of multiple structural
configurations have been recognized.
Polysaccharides and lipopolisaccharides
are widely produced by many bacterial
species. Glycoproteins are expressed and
displayed on the surface of virions in
almost all known viral species infecting
mammals. Viruses take advantage of the
cellular machineries of carbohydrate syn-
thesis to produce sugar chains and glyco-
proteins. Parasites of mammals are higher
eukaryote species and have their own en-
zymatic systems for the biosynthesis of
carbohydrate molecules and protein gly-
cosylation, generating diverse sugar struc-
tures. Presence of glycoproteins in some
bacterial species has been also recently rec-
ognized. The oligosaccharide chains that
define the antigenic specificities of these
microbial antigens are their antigenic de-
terminants.

3.1
Sizes of Antigenic Determinants

An antigenic determinant is a part of an
antigen that is bound by and is comple-
mentary to the combining site of a specific
antibody. It is the key element for host
recognition and immune response. The
antigenic determinants of a carbohydrate
antigen are generally its oligosaccharide
chains in certain size, shape, and con-
formation. Given this widely accepted
definition, it is possible to estimate the
size of a carbohydrate-based antigenic de-
terminant by characterizing the specific
interaction between carbohydrate ligand
and its antibody-combining sites. The exact
sizes and shapes of an antigenic deter-
minant can be, however, visualized by
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X-ray crystallographic characterization of
its 3D structure.

A model system, α(1→6) dextran and
antidextran antibodies, was applied to ad-
dress the question regarding sizes of
a carbohydrate-based antigenic determi-
nant. Native dextran N279 is a near-linear
macromolecule of glucose with predom-
inant α(1→6)linkage (90%). The relative
structural simplicity of this carbohydrate
antigen and the availability of oligosac-
charides of α(1→6)linked glucose made
it suitable for such studies (See Fig. 6).
Sizes of antibody-combining sites were
measured by competitively displacing the
dextran from dextran–antibody complexes
by various isomaltose oligosaccharides.
The combining site is considered to be
complementary in size to the smallest
oligosaccharide giving maximum compe-
tition. Such an oligosaccharide is defined

as the epitope or antigenic determinant. It
may vary in size from a lower limit of one
to two glucoses to an upper limit of six
to seven.

3.2
Types of Carbohydrate Epitopes: Terminal
and Internal Structures

A carbohydrate antigen may display both
the terminal sugar moieties and internal
chain structures on its solvent accessible
surface. This is owing to the hydrophilic
property of carbohydrates, making them
strikingly different from proteins. In aque-
ous solution, proteins tend to fold to bring
their hydrophobic side chains together,
forming an oily core with polar side chains
exposed. Surface moieties of a protein
antigen may serve as antigenic determi-
nants interacting with B-cell Ig-receptors;

Oligosaccharide as inhibitors W3129
Nonreducing end
2−5 sugars
Cavity-type site

QUPC52
Internal chain structure
6−7 sugars
Immunodominant
Groove-type site

Internal

Terminal

a(1→6)linkage

a(1→3) linkage

Fig. 6 Isomaltose oligosaccharides as ‘‘rulers’’
to measure the sizes of antigenic determinants.
The diagram illustrates the two different
specificities of anti-α(1→6) dextran antibodies.
Antibodies bound to polysaccharide-α(1→6)
dextran can be either cavity-type for terminal

epitopes or groove-type for internal epitopes.
The size of the antibody binding site can be
determined by using oliogsaccharides of
different number of sugar residues as
competitive inhibitors that displace the
dextran–antibody complexes.
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interior residues are generally not accessi-
ble to such interactions. Carbohydrates are
built up by monosaccharides whereby the
enriched hydroxy groups readily interact
with water molecules by hydrogen bond-
ing. Their glycosidic linkages are more
flexible than the peptide bonds in pro-
teins and protein-like folding patterns are
not seen in polysaccharides. Thus, not
only are the terminals of the carbohydrate
chains accessible for molecular recogni-
tion but residues in the internal chain
are also exposed in solvent and are fre-
quently reactive.

This important concept was first estab-
lished in an immunochemical study focus-
ing on the fine specificities of antidextran
antibodies. Immunochemical mapping of
the combining sites of two monoclonal
myeloma proteins specific for α(1→6) dex-
tran, W3129 and QUPC52, established
experimentally the existence of combin-
ing sites, which are specific for either
the internal linear chain or the terminal
structures of carbohydrate molecules (See
Fig. 6 for a schematic view of their binding
specificities). W3129 had a site saturated
by isomaltopentaose, whereas QUPC52 ac-
commodated isomaltohexaose. The bind-
ing constants were 1 × 105 M−1 for the
former and 5 × 103 M−1 for the latter.
Further analyses showed the terminal
nonreducing glucose to contribute 50 to
60% of the total binding energy with
W3129 but less than 5% with QUPC52.
The two antibodies also differ in their abil-
ity to precipitate a synthetic linear dextran
with about 200 glucoses. QUPC52 but not
W3129 forms precipitins in saline. These
observations were interpreted to indicate
that the combining sites of QUPC52 must
be a ‘‘groove’’ into which internal chain
epitopes of α(1→6)linked glucose could
fit; in contrast, the nonreducing ends of
dextran may be held by the cavity-type site

of W3129. Computer model building stud-
ies on two cavity-type mAb, W3129 and
16.4.12E, and one groove-type mAb 19.1.2
support the immunochemical distinction
of these two basic types of combining
sites. Recognition through either terminal
moieties or internal structures of a carbo-
hydrate molecule may also occur in other
protein–carbohydrate interactions.

X-ray crystallography visualizes the epi-
topes bound in their combining sites.
Such analyses have been performed on
several carbohydrate–antibody complexes.
The presence of terminal, branched ter-
minal, and internal chain epitopes of
polysaccharide antigens, as well as their
corresponding antibody-combining sites,
have been confirmed. The crystal structure
of the murine Fab S-20-4 from a protective
anticholera, Ab specific for the lipopolysac-
charide Ag of the Ogawa serotype was
determined in its unliganded form and in
complex with synthetic fragments of the
Ogawa O-specific polysaccharide (O-SP).
The upstream terminal O-SP monosaccha-
ride was shown to be the primary antigenic
determinant to accommodate the antibody
binding pocket. This antibody-combining
site is immunochemically similar to a
cavity-type anti-α(1→6) dextran, W3129,
in that a single terminal sugar residue
accounts for 90% of the maximal bind-
ing energy. A Salmonella trisaccharide
epitope bound by mAb Se 155-4 was
also extensively studied. The Fab of this
mAb was successfully cocrystallized with a
branched trisaccharide αD-Galp(1→2)[α-
D-Abep(1→3)]-α-D-Manp. The trisaccha-
ride fills a hydrophobic pocket, 8-Å deep
by 7-Å wide, a size close to previous es-
timates of the minimum for anti-α(1→6)
dextran sites.

Unlike the above examples, whereby the
terminal or branched terminal epitopes
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was seen in crystallized carbohydrate an-
tibody complexes, the crystal structure of
a monoclonal Fab (YsT9.1.) and a Bru-
cella A cell wall polysaccharide showed
binding between a groove-type site and
an internal chain epitope of microbial
polysaccharide. It discriminates the Bru-
cella abortus A antigen from the nearly
identical Brucella melitensis M antigen. By
forming a groove-type binding site, lined
with tyrosine residues, this antibody ac-
commodates the rodlike A antigen but
excludes the kinked structure of the M
antigen. This is consistent with immuno-
chemical data that the binding site of
this groove-type anti-Brucella A polysac-
charide antibody can be optimally filled by
a pentamer or hexamer of α(1→2)linked A
polysaccharide. The size of this epitope is
similar to that which accommodates to the
groove-type anti-α(1→6) dextran antibod-
ies, but much larger than the cavity-type
anti-α(1→6) dextrans.

4
Carbohydrate-protein Interactions

The biological significance of the sugar
chain’s structural diversity depends on
whether cellular machineries can recog-
nize their signals. In fact, at least two
large classes of proteins, lectins and anti-
bodies, are present in living organisms and
serve as specialized ‘‘decoders’’ to decipher
the information content of sugar chains.
Lectins and antibodies represent two dis-
tinct models of protein–carbohydrate in-
teractions. The former is widely seen in
the events of cell–cell interactions and
cell signaling, but is also found in the
innate immune systems as antimicrobe
reactors. The latter is a specialized system
of immune recognition and anti-infection
response. Our main interest here is with

the carbohydrate binding characteristics
and their functional correlations.

4.1
Lectins

Lectins are a large class of proteins or
glycoproteins that can specifically or se-
lectively bind carbohydrates. They are,
however, neither enzymes nor antibod-
ies. A wide range of living organisms,
from microbes to mammals, produces
lectins. Apparently, they are conserved
in evolution. According to species origin,
they are classified into at least four cat-
egories, which include microbial lectins,
plant lectins, invertebrate lectins, and
vertebrate lectins. In the last decade,
most attention has focused on vertebrate
lectins. On the basis of the similari-
ties in sequence homology and activity,
vertebrate lectins are grouped into five
subfamilies, including C-type (Calcium-
dependent), P-type, S-type, I-type, and
pentraxins.

The carbohydrate binding activity of a
lectin is commonly described in terms
of the monosaccharide specificity, as sug-
gested first by Professor Y. C. Lee. Exper-
imentally, a type of inhibition assay, such
as agglutination inhibition, is performed
to identify the monosaccharide that most
effectively inhibits the reaction. Lately, dis-
accharides have been considered to be a
better way to define a lectin’s specificity.
Most lectins are able to cross-react with
a panel of sugar chains with a common
terminal sugar residue.

X-ray crystallographic studies identified
some common characteristics in the bind-
ing pockets of some lectins and anticarbo-
hydrate antibodies. Aromatic amino acid
residues appear frequently in carbohydrate
binding sites of various fine specificities.
Such residues are large and participate in
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a wide variety of van der Waals and electro-
static interactions. The majority of crystal
structures so far resolved are associated
with a network of H-bonds, frequently
with water molecules, in their combin-
ing sites. Such bound water molecules
play important roles at the contacting in-
terface between carbohydrate ligands and
receptors. In addition, polyamphiphilic
surfaces were identified in the interfaces
of a number of carbohydrate ligand and
binding sites. The presence of relatively
rigid structures is required to produce
amphiphilic surfaces in solution. Carbo-
hydrate molecules with branched termini,
such as many blood group substances, are
favorable for the generation of such con-
tact surfaces.

4.2
Carbohydrate-based Self/nonself
Discrimination

In the higher eukaryotic species, carbo-
hydrate molecules serve as recognition
signals for the cell–cell communication
that occurs in a living organism. Carbohy-
drates also play critical roles in mediating
the interactions that occur between hosts
and microbes. This raises an important
question on how molecular and cellular
mechanisms allow self and nonself dis-
crimination on the basis of carbohydrate
structures. As discussed above, carbohy-
drates are unique in structural diversity.
The microbe-produced sugar chains are
structurally different from those expressed
by the host organisms and thereby rec-
ognized by the host immune system as
‘‘foreign’’ and elicit an antibody response.
This antibody or B-lymphocyte-mediated
machinery is specialized for immune de-
fense. It is, however, no longer useful for
cell–cell communication in a host since
B-cell clones that produce self-reactive

antibodies are generally prohibited in
the development of an individual’s im-
mune system. The lectin-mediated recog-
nition machinery plays important roles in
cell–cell communication.

Some characteristic differences be-
tween the lectin-mediated and antibody-
mediated model of carbohydrate-recogni-
tion have been identified. First, lectins
seem to have lower binding affinity to
carbohydrates than antibodies do. Second,
most lectins recognize the terminal epi-
topes or terminal branches of carbohydrate
antigens; antibodies are able to bind either
the terminal or internal epitopes. Third,
lectins recognize a specific pattern, such
as clusters of sugar structures. Their se-
lectivity in carbohydrate binding is heavily
dependent on the topological distribution
of carbohydrate ligands. By contrast, anti-
body binding to carbohydrates is generally
less dependent on the topological distribu-
tion of sugar epitopes but strongly relies
on its binding affinity. The so-called cluster
effect is seen in many lectin–carbohydrate
interactions in cellular systems. In fact,
the genetic and molecular machineries
for constructing high affinity antibody-
combining sites are not present in lectin
systems. Apparently, the two carbohydrate-
recognition systems have evolved to be
better suited for their respective cellu-
lar functions.

In invertebrates and many lower ver-
tebrate species, there are no acquired
immune systems, such as those including
B-cells and T-cells as found in mam-
mals. They depend on the innate immune
systems to combat potential microbial
pathogens. In fact, both invertebrates
and vertebrates have a self/nonself pat-
tern recognition innate immunity system,
which is based on the detection of car-
bohydrates that decorate the surface of
microbial pathogen. This machinery is



Carbohydrate Antigens 293

responsible for the initial recognition step
in the first line of internal defense, which
triggers the initiation of various pathogen-
killing or inhibition machineries. These in-
clude agglutination, endocytosis by phago-
cytic cells, and the activation of protease
cascades, resulting in clotting, melaniza-
tion, or complement-mediated killing of
the pathogen. A fucose binding lectin,
called fucolectin, was demonstrated to be
an immune-recognition molecule in in-
vertebranes and vertebrates, such as the
horseshoe crab (Tachypleus tridentatus) and
the Japanese eel (Anguilla japonica).

5
Immune Responses to Microbial
Polysaccharides

5.1
T-independency of Anti-polysaccharide
Responses

Microbial polysaccharides are T-inde-
pendent antigens. As illustrated in Fig. 7,
a polysaccharide activates B-cells directly
by cross-linking their membrane-bound
immunoglobulins, the B-cell antigen re-
ceptors (BCRs). Cross-linking BCRs is
sufficient to induce B-cell proliferation,

CD40L

CD40

FasL

Fas

mlg

MHC II

T cell

B-cell

(a) T-independent (b) T-dependent

Tl-2

Tl-1
B-cell

Fig. 7 Schematics of the TI- and TD-models of B-cell activations. The
diagram demonstrates two distinct models of B-cell activation, the
T-independent (TI) and the T-dependent (TD) models. (a) Both TI-I
antigen (LPS) and TI-II antigen (polysaccharide) are able to cross-link
the BCR (Ig) of B-cells and induce B-cell proliferation in the absence of
T-cell help. TI-1 antigens (LPS) are polyclonal B-cell activators; TI-II
antigens activate only the B-cells that express antibodies specific for
given TI-II antigens. (b) TD protein activates B-cells in an
antigen-specific and MHC-restricted manner. Unlike the TI antigens,
protein antigens, in general, do not contain repeating structures and
thereby are unable to cross-link the BCR (Ig) of B-cells on their own.
Instead, specialized antigen-presenting cells, such as dendritic cells,
macrophages, or B-cells themselves, take up protein antigens, process
them in cells, and present the protein-derived peptides by their MHC
class II molecule. Such peptide-bound MHC class II molecules are able
to bind and activate CD4+ T-helper cells (Th) that express the
appropriate T-cell receptor (TCR). Subsequent to the first initiation,
additional molecular interactions, such as CD40 and CD40 ligand, and
CD28/CTLA4-Ig with B7-1/B7-2, take place and activate further the
interaction between T-B cells.
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but not sufficient to induce class switching
and antibody production. Secondary sig-
naling is required for induction of class
switching and for the terminal differen-
tiation of B-cells into antibody-secreting
cells (ASCs). This is significantly different
from the B-cell activation by a T-dependent
protein antigen.

B-cell activation via TD antigens is initi-
ated by antigen-specific, MHC-restricted,
T-cell–B-cell interactions. As a conse-
quence of the first initiation, additional
molecular interactions, such as CD40 and
CD40 ligand, and CD28/CTLA4-Ig with
B7-1/B7-2, can proceed. These molecular
events further activate the interaction of
T-cells and B-cells. The CD40–CD40 lig-
and interaction is particularly important
in the TD antibody response. Blocking this
molecular interaction also blocks the TD
antibody response.

B-cells stimulated by TI and TD anti-
gens may undergo different pathways
of cellular activation and differentiation,
that is, germinal center reactions and
antibody-secreting cell responses. TD anti-
gens induce both germinal centers (GC)s
and ASCs. Many critical molecular and
cellular events take place in GCs: clonal
selection and differentiation of B-memory
cells, IgH-class switching, somatic hyper-
mutation and affinity maturation, and the
production of precursors of ASCs. By con-
trast, most TI antigens induce an ASC
response without GC induction. Thus, the
typical TI-antigen response fails to induce
memory cells, somatic mutation, and class
switching (IgM to IgG). As a consequence,
antibodies to polysaccharides and other
T-independent antigens are generally in
germ-line gene configurations without so-
matic mutations in their V regions. These
antibodies were thought to be natural an-
tibodies of relatively low affinity and are
frequently isotype and idiotype restricted.

5.2
Complexity of Anticarbohydrate Responses

Given the structural diversity of carbo-
hydrate antigens and the presence of
families of cellular receptors with car-
bohydrate binding activities (lectins), the
complexity of anticarbohydrate immune
responses in vivo must be emphasized.
This point was highlighted by a series of
immunological studies on two microbial
polysaccharides, α(1→6) dextran (N279)
and α(1→3)α(1→6) dextran (B1355S).

Dextran B1355S and N279 are pro-
duced by different strains of Leuconostoc
mesenteroides. Structurally, they differ only
in their composition of glycosidic link-
ages. N279 is the simplest dextran with
α(1→6)linked internal linear chains pre-
dominating; B1355S is the prototype of
dextrans having significant proportions
of non-α(1→6)linkages. Therefore, the
tertiary structure of B1355S differs strik-
ingly from that of N279. The predom-
inant antigenic determinant of B1355S
is the linear backbone of alternating
α(1→3)α(1→6)linkages. α(1→6) dextran
has type D conformation, as a flexible
coil in solution. However, by insertion
of α(1→3)linkages into a α(1→6)linked
linear chain, this structure may be com-
pletely altered. The backbone of alternating
α(1→3)α(1→6)linkages is much more
rigid than the α(1→6) glycosidic internal
linear chain.

When the two glucose-composed poly-
saccharides were used to immunize
mice, distinct patterns of B-cell responses
were induced. These include the reper-
toires of their specific antibodies and
the pathways of splenic B-cell activation.
α(1→3)α(1→6) dextran elicits a highly re-
stricted VHJ558/λ1 dominant response,
while the α(1→6) dextran responses are
highly diverse. Moreover, unlike α(1→3)
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α(1→6) dextran, which induces only an
ASC response, primary immunization
with α(1→6) dextran elicits both an ASC
response as well as the GC reaction.
In addition, α(1→6) dextran but not
α(1→3)α(1→6) dextran is able to elicit an
antigen-specific IgA response in a strain
of mice that lack functional T-cells. This
strain was generated by knocking out the
genes encoding T-cell receptor β and δ,
resulting in a complete deletion of T-cells
in these animals.

Molecular and cellular mechanisms
underlying the above observations are
largely unknown. Polysaccharides of dis-
tinct physicochemical properties, showing
characteristic patterns in their cellular
compartment localization have been, how-
ever, recognized for some years. In the
spleen, macrophages located in various cel-
lular compartments were shown to retain
polysaccharides selectively. Acidic polysac-
charides were predominantly localized in
red pulp macrophages; neutral polysaccha-
rides were detectable exclusively or very
intensely in macrophages of the marginal
zone of the white pulp. Memory B-cells
to T-dependent and T-independent anti-
gens were found in the marginal zone.
Follicular localization of some polysaccha-
rides was shown to be complement de-
pendent. Lipopolysaccharides (LPS) may
interact with host cells in a number of di-
verse ways, as B-cell polyclonal activators
or as T-independent antigen performing
specific stimulations. The former is be-
lieved to be associated in their interactions
with macrophages. Lipoarabinomannan of
mycobacterial pathogens exhibits a wide
spectrum of immunoregulatory functions,
such as inhibition of interferon-mediated
activation of murine macrophages, the
scavenging of potential cytotoxic oxygen-
free radicals, inhibition of protein kinase
C activity, and evocation of a large array

of cytokines associated with macrophages.
This mycobacterial lipoglycan mediates
the production of macrophage-derived cy-
tokines, which, in turn, may evoke many of
the clinical manifestations of tuberculosis
and leprosy.

The above two dextrans are neutral
polysaccharides but show differences in
their cellular compartment localization.
Dextran B1355S [α(1→3)α(1→6) dextran]
was detectable in splenic marginal zones
of the white pulp, but not in GCs. Dextran
N279 [α(1→6) dextran] persisted, how-
ever, in both splenic germinal centers
and marginal zone. Therefore, their cor-
responding B-cell clones were incubated
in vivo in different microenvironments
and were interacting with different types
of cells, such as macrophages, follicular
dendritic cells, and so on. Expression of
lectin-like receptors by some of these cells
has been recently documented. For ex-
ample, mannose binding lectin (MBL) is
expressed by some dendritic cells, which
can bind dextrans. Involvement of distinct
lineages or subtypes of B-cells is another
important factor that may influence the
pathway of B-cell activation in an immune
response. Förster and Rajewsky demon-
strated that in BALB/c mice, the dominant
λ1 response to B1355S α(1→3)α(1→6)
dextran is derived, at least in part, from
cells of the B-1 lineage. A broad repertoire
of anti-α(1→6) dextrans, associated with
multiple VH and VL genes and solely with κ

L chains, suggests, perhaps, that different
lineages or subsets of B-cells are involved
in anti-α(1→6) dextran responses.

5.3
Delayed Maturation of Anticarbohydrate
Responses

The delayed maturation of antibody re-
sponse is a common characteristic of TI
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antigens. The time required to develop
full responsiveness to TI stimulations dif-
fers significantly among antigenic systems
studied. In mice, antibody responses to
TI-I antigens (LPS and other) and pro-
tein antigens reach adult levels within 1 to
2 weeks; antibodies to TI-II antigens can be
detected only at 2 to 3 weeks. For pneumo-
coccal polysaccharides SSS-III and dextran
B1355S, full development of the antibody
response is not reached until 4 weeks;
with polysaccharides levan and α(1→6)
dextran, 7 and 13 weeks respectively are
needed. In humans, children younger than
18 months fail to respond to microbial
polysaccharides or produce antibodies at
levels too low to be protective. Such poor
responsiveness generally lasts until 5 years
of age. Thus, there is a period when ma-
ternally derived protective antibodies have
declined; yet the age-related development
of immunity to bacterial infection remains
immature. Pathogens causing severe prob-
lems during this high-risk period have
long posed the need for developing effi-
cient vaccines.

The underlying mechanism for the
age delay in antipolysaccharide responses
is still poorly understood. It has been
illustrated that two distinct B-cell lin-
eages/subtypes – B-1 and conventional B-
cell – have different kinetics of B-cell de-
velopment and functional maturation. It
is interesting to see whether the delayed
maturation of antibody responses to TI
antigens coincides with B-1 or B-2 cell
maturation. B-1 cell lineages (B-1a and B-
1b) develop earlier than do conventional
B-cells. By 4 weeks after birth, the mouse
B-1 cell population approaches adult size
and is able to mount a normal level of anti-
body response. Conventional B-cells reach
maximal levels at 12 to 14 weeks of age.
By comparing the kinetics of B-cell de-
velopment and the timing of maturation

of anti-TI antigen responses, it is clear
that the delayed ontogeny of antibody re-
sponse to some, but not all TI antigens,
may be attributed to the time required for
B-1 cell maturation.

However, an immunization strategy
was successfully developed to improve
childhood vaccination. Several important
molecular events elicited by T-dependent
antigens are lacking in the polysaccharide
induced antibody responses, including
memory cell induction, affinity matura-
tion, and Ig H-chain class switching to
IgGs. These events may occur in GCs of
the peripheral lymphoid organs during
T-dependent immune responses. Thus,
efforts have been made to convert carbo-
hydrate antigens into T-dependent anti-
gens. Studies with T-dependent forms
of α(1→6) dextran, made by coupling
isomaltose oligosaccharides to protein car-
riers, experimentally support this strategy.
This conversion resulted in a significant
shift in the age at which the maximum
anti-α(1→6) dextran was obtained. With
native dextran (TI-II), mouse antibody re-
sponses reach adult levels in about 12 to
13 weeks; with the T-dependent form, the
peak is at 3 to 4 weeks. V region sequence
data and combining site mapping estab-
lished that the T-dependent repertoire
of anti-α(1→6) dextran differs from the
T-independent repertoire, indicating that
distinct B-cell populations were elicited by
the T-dependent conjugates.

Robbins and Schneerson (1990) intro-
duced the conjugate strategy for human
vaccination. By coupling purified capsular
polysaccharides of Haemophilus influenzae
B with tetanus toxoid, the first polysac-
charide–protein conjugate against this
bacterium was made. This conjugate vac-
cine has been applied in over 40 countries
and is included in the Extended Program
on Immunization of the World Health
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Organization (W.H.O). Instead of large
capsular polysaccharides, its oligosaccha-
ride was conjugated with different protein
carriers for vaccinations. Age-related shift-
ing of antibody responses and Ig class
switching to the protective IgG isotypes
were observed with these vaccines, re-
sulting in better protection of high-risk
populations from H. influenzae B. Since
these conjugate vaccines have become
available, meningitis and other systemic
H. influenzae B infections have virtually
disappeared. The principles underlying
the approaches to H. influenzae B vac-
cines have been extended to microbial
polysaccharides of other bacteria, viruses,
parasites, and so on.

6
Future Prospects

Recognition of carbohydrates as antigens
began with the study of microbial polysac-
charides. In 1917, Dochez and Avery found
that when Pneumococci were grown in
fluid media, there was a substance in
the culture fluid that precipitated specif-
ically with antisera to the same Pneumo-
coccus. Heidelberger and Avery showed
that this substance was a polysaccha-
ride and not a protein, as previously
thought. In the past few decades, a large
amount of valuable information regarding
the structural and immunological prop-
erties of various classes of carbohydrate
antigens has been accumulated. In the
new millennium, this field faces serious
challenges as well as remarkable new
opportunities.

The genome-sequencing project has
reached a conclusion that only about
30 000 genes in the human genome must
account for the complexity of the hu-
man organism. This finding emphasizes

the importance of posttranslational protein
modifications in modulating the biological
activities of proteins and their cellular
functions. Glycosylation is one of the most
important protein posttranslational mod-
ifications, which introduces sugar chains
of various structures to a newly synthe-
sized protein molecule at given positions.
Unraveling the biological roles of carbo-
hydrate diversity attracts scientists from
many scientific disciplines. An interest-
ing analysis that appeared recently is
about the possible contribution of car-
bohydrate chains to the neural network
in the brain (Dr. Yoshitaka Nagai, Mit-
subishi Kagaku Institute of Life Sciences).
It is estimated that 104 synaptic con-
tacts are present for a single neuron.
The total number of neurons in a hu-
man brain is as large as 1.4 × 1010. The
information content of such a network
system in the brain is, thus, estimated
to be on the order of more than 1014.
This is far beyond the information car-
ried by the human genome at the DNA
sequence level, which is around the order
of 3 × 109 to 1010. Recent investigations
using gene-targeting technology were able
to generate animals with selective genetic
defect. For example, a single glycosyl-
transferase can be targeted and destroyed.
Several groups of scientists investigated
such genetically engineered animals by
all available means and from different
scientific aspects. They systematically in-
vestigated not only the tissue expression of
sugar chains but also the learning ability
and behavior of an animal. Evidences ob-
tained begin to suggest a link between
specific glycosyltransferase and certain
functional disorders in the brain. Per-
haps, such comprehensive investigation
reflects the characteristics of a new sci-
entific discipline – glycomics or systemic
glycobiology.
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The worldwide epidemic spread of HIV
infections and potential bioterrorism at-
tacks have posed serious challenges to
the entire scientific community. High-
priority infectious agents that are cur-
rent risks to our national security in-
clude multiple microbial pathogens. These
agents are listed as category A, B, and
C pathogens by the Center for Disease
Control (CDC) of the United States. The
genome-sequencing projects have uncov-
ered the whole genome sequences of a
number of human pathogens and are
rapidly reaching completion of genome-
sequencing for others. In the postgenomic
era, it is important for us to learn to
take advantage of the enriched genome
sequence information, novel research con-
cepts, and high throughput postgenomic
technologies to benefit carbohydrate re-
search. Professor Peng George Wang’s
group of Wayne State University has il-
lustrated one of the excellent examples
of such an effort. This group transferred
genes of the Galactose biosynthetic cycle
into an E. coli strain and was able to use
this strain to produce Galactoside on a
large-scale. Another example is, perhaps,
the recent development of carbohydrate
microarrays. In the year 2002, carbohy-
drate microarrays of different types were
reported in scientific journals. In princi-
ple, these technologies are able to display
a large repertoire of carbohydrates on a
surface and thereby allow detection of
a broad range of carbohydrate–protein
interactions in a single assay. A plat-
form of carbohydrate microarrays that
was developed by the Columbia Univer-
sity Genome Center was designed to take
advantage of the state-of-the-art technol-
ogy of cDNA micoarray and to display
different classes of carbohydrate antigens,
including polysaccharide and glycoconju-
gates of different structural configurations.

This technology has achieved the sensi-
tivity to recognize the profiles of human
anticarbohydrate antibodies with as little
as a few microliters of serum specimen
and reached the chip capacity to in-
clude the antigenic preparations of most
common pathogens (∼20 000 microspots
per biochip). Substantial efforts must be
made, however, to extend the repertoires
of antigenic diversity and complexity of
carbohydrate microarrays and to further
improve the methods for chip production,
microarray scanning, and data process-
ing. Considerable bioinformatic efforts are
also critically needed to enable the clini-
cal application of diagnostic carbohydrate
microarrays.
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Microgravity Analog Culture System (MACS)
Refers to the NASA series of bioreactors, including the rotating-wall vessel (RWV), slow
turning lateral vessel (STLV), and the high aspect ratio vessel (HARV).

Modeled Microgravity
Analog paradigms of microgravity such as drop tower, suborbital rockets, MACS,
parabolic flight, and so on.

Three-dimensional Cell Growth
Growth and assembly of cells into definite constructs with a third dimension.

T-cell Activation
The process by which T-cell receptor triggering leads to cytokine secretion and cell
proliferation.

� Microgravity affects cells and tissues either through direct response elements within
the cell or by influencing the environment in which the cell lives. Cells respond
to decreased gravity and the reordering of forces by changes in gene expression
and cellular function. This review will address the unique attributes of microgravity
that influence cell growth and function, progressing from ground-based models of
microgravity, the cellular response to microgravity, and experimental results from
cell experiments in microgravity.

1
Introduction

Microgravity is a unique environment
in which cells, tissues, and organisms
undergo novel adaptations. The adap-
tational responses provide insight into
basic cellular mechanisms and, further-
more, provide opportunities in applied
cell science. Investigations in micrograv-
ity and ground-based model systems have
opened new vistas in tissue engineering,
disease modeling, drug testing, vaccine
production, and space cell biology. In mi-
crogravity, cells no longer sediment to
surfaces, but rather freely associate with
each other, forming large assemblies that

can replicate in three dimensions. No
doubt, the diminution of gravity from the
cell culture setting allows the remaining
forces to be more apparent. The rapid
assembly and three-dimensional growth
afford insight into the nature of physical
forces that affect life at the cellular level
and other new prospects in tissue engi-
neering. Microgravity tissue morphogene-
sis produces functional three-dimensional
constructs that are useful experimental
models and may ultimately be amenable to
transplantation. The reordering of forces
in microgravity is reflected in the profound
shape change, gene expression, differenti-
ation, and metabolic alterations identified
in space experiments. Despite the dramatic
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response, cells not only survive, but also
thrive to give a new perspective to biologi-
cal systems.

2
Unique Cell Culture Conditions Offered by
Microgravity

As life evolved on Earth, a multiplicity
of physical and chemical factors invoked
adaptations and participated in the compli-
cated selection process. For many factors,
there are clear examples of the role of phys-
ical forces in determining the pathways in
evolution. A notable exception is gravity.
The force of gravity has been constant
for the 4.8 billion years of life evolutionary
processes on Earth. Therefore, there is lit-
tle or no anticipated genetic memory for
terrestrial life to respond to gravitational
force changes. As we transition terrestrial
life to low gravity environments and study
the adaptive processes in the cell, we will
increase our understanding of gravity’s
role in shaping life on Earth.

The species on Earth evolved to perform
various functions and processes in a grav-
itational force field of 9.8 m s−2. Some
gravity-dependent processes, such as bal-
ance and the ability of higher organisms
to proceed along a surface, are obvious.
Others, such as the directional growth of
plants (gravitropism), are less obvious but
are demonstrated through experimenta-
tion. For most species (microbial, plant
or animal), only a small proportion of the
functions influenced by gravity are known.
During the past 40 years, the ability to
achieve Earth orbit and experience long-
term microgravity has created a need to
understand the role of gravity in human,
animal, and plant systems in preparation
for exploration class missions into the
solar system.

2.1
The Effects of Microgravity on Cellular
Organelles and Cellular Function

Many biological stresses are induced by
spaceflight and are visible in many areas of
human physiology. The most dramatic re-
sponse to spaceflight is the significant loss
of bone and muscle mass and function,
most likely caused by skeletal unloading
and reduced activity. In addition, cepha-
lad fluid shifting, neurovestibular distur-
bances, and a general malaise termed space
sickness are experienced by astronauts soon
after arrival in microgravity. In many in-
stances, the basis of the negative influence
of microgravity on human systems may
be investigated using cell-based systems.
This communication will offer a selected
review of the past work at the cellular level
and invoke models for testing in forth-
coming opportunities on the International
Space Station.

A major challenge in studying the adap-
tation of terrestrial life to space conditions
resides in convincingly delineating the
responses induced by microgravity from
the radiation and stress experienced in
spaceflight. Various in vitro parameters of
immune function are suppressed in hu-
mans during and after returning from
space missions. Exposure to cosmic radia-
tion, along with physical and psychological
stresses occurs concurrently with the mi-
crogravity of spaceflight. Understanding
the effect of each of these factors in
the physiological changes observed during
spaceflight is a formidable challenge for
space research programs (e.g. for immune
function, which is affected independently
by all three factors: microgravity, stress,
and radiation).

It is unlikely that single cells can ‘‘sense’’
gravity through biophysical changes within
the cell. Three theoretical approaches
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address this problem and are reviewed
by Cogoli and Cogoli–Greuter: (1) a direct
effect: the direct interaction of gravity with
one or more cellular organelles of a density
different from that of the cytoplasm gener-
ates a pressure on neighboring structures
(e.g. the cytoskeleton) and consequently a
signal that is transduced into a biologi-
cal event; (2) a nonequilibrium thermody-
namic effect: the interaction of gravity with
a few organelles is not sufficient to trigger
one event, but a series of small changes
is amplified to generate an important ef-
fect; and (3) an indirect effect: alterations
in gravity induce changes in the microen-
vironment of the cell and the cell responds
to the new environmental conditions.

Studies by Pollard suggest that in cells
smaller than 10 µm in diameter, Brownian
motion caused by impacts from molecules
in the culture fluid are sufficient to coun-
teract gravity-induced sedimentation. How
much sedimentation can occur in cells
larger than 10 µm is not known. Further-
more, this approach assumes that cells
act like a bag of water containing solutes
and undissolved particles (starch gran-
ules, oil vacuoles, and organelles). This
theory does not agree with the obser-
vations that the aqueous phase of the
cell is heterogenous, containing solution
properties, colloidal regions, suspended
and attached organelles, and contractile
cytoskeletal structures. Studies by Nace
suggest that organelles of the cell may
impart significant torque on the cytoskele-
ton using the force of gravity. It is not
known what effect the microgravity-related
loss of this torque has on cellular physi-
ology. Nevertheless, the possibility of a
direct gravity sensor within mammalian
cells exists although it is not known as yet.

The likelihood that gravity, a small
force, would have an effect on cell func-
tion is questionable. The nonequilibrium

thermodynamic effect, or the bifurcation
theory, provides the reasoning to allow
such small changes to exert a significant
effect on biochemical processes of the cell.
This theory, outlined by Mesland, argues
that the biochemical processes of a cell are
described in terms of nonlinear, nonequi-
librium thermodynamics with chaotic out-
comes. Therefore, the direction in which
these reactions proceed is extremely sen-
sitive to environmental conditions. This
sensitivity may allow the seemingly small
effect of gravity changes to have dramatic
effects on cellular processes.

Microgravity can possibly alter the bio-
physical microenvironment around cells,
and in turn, affect the shape, metabolism,
and function of the cell. For example,
the lack of sedimentation and thermal
convection in microgravity leaves only
simple diffusion and possibly surface ten-
sion–driven phenomena to move waste
products away from the cell and bring
nutrients toward the cell. Depending on
the metabolic rate of the cell, diffusion
and surface tension may not be sufficient
to fulfill the metabolic requirements of the
cell. These and other microgravity-induced
alterations in the physical and chemical
microenvironment alter cellular function.

3
Modeling Microgravity

Modeling microgravity for investigation of
cell biological phenomena is a challenge
that the space agency and scientists ad-
dress in many familiar venues: parabolic
flight, suborbital rocketry, drop towers,
and neutral buoyancy. The former three
strategies provide only short duration ana-
log conditions, while the latter permits
extended observations. A novel model
emerged from early attempts to keep
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cells suspended without invoking exces-
sive hydrodynamic shear while providing
abundant mass transfer. The rotating-
wall vessel (RWV) bioreactors developed
at NASA’s Johnson Space Center (Fig. 1)
model some aspects of microgravity and al-
low the extensive analysis of microgravity-
related biological phenomena at the cel-
lular level. We now refer to these culture
vessels as the microgravity analog culture
system (MACS). MACS is based on a pre-
vious clinostat design and consists of a
zero headspace cylindrical culture vessel
that rotates at a slow speed around a hori-
zontal axis. These conditions compensate
the gravity vector by rotation and create a
solid body fluid rotation that can suspend

cells or small particles in a sustained free
fall condition, modeling conditions of mi-
crogravity for cell cultures.

This system provides us with the abil-
ity to assess function at a cellular level,
without the potential confounding influ-
ences of psychoneuroendocrine factors.
Furthermore, the cells are analyzed in
real time while in analog microgravity
in addition to a postflight or postanalog.
Initially, the MACS demonstrated suppres-
sion of lymphocyte locomotion through
collagen in ground-based experiments.
Subsequent flight experiments conducted
onboard Shuttle missions STS-54 and STS-
56 confirmed suppression of lymphocyte
locomotion suggested by MACS. This was

Fig. 1 The NASA rotating bioreactor allows for solid body fluid rotation.
The growth medium completely fills the cylindrical vessel. Rotation of the
vessel along its horizontal axis suspends the cells without stirring,
randomizes orientation to the g vector, and renders cells to continuous
fall at terminal velocity through the culture fluid. The cells have less
interaction with inert surfaces and experience greater freedom for
three-dimensional association. Several derivatives of the rotating
bioreactor are available commercially (Synthecon, Inc.). The advantages
lie in the low shear environment and the potential space analog
condition.
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a first in a series of experiments that
demonstrated shared characteristics be-
tween orbital microgravity and rotational
culture. The MACS provides for a unique
opportunity to investigate the cellular re-
sponses as candidates for flight experiment
opportunities. As with many models in
science, a proportion of results are shared
with the results from actual conditions in
microgravity.

Hind-limb suspension is a common
ground-based microgravity model used
for experiments with rodents. Antiortho-
static suspension of rodents provides a 30◦
head-down tilt, unloading the hind limbs
and weight bearing the front limbs. This
position provides the cephalad-fluid shift
observed in astronauts during spaceflight
and mimics the arm-priority locomotion of
astronauts. Studies in this model demon-
strated organ-specific immune changes.
Lymphocytes from lymph nodes and the
peripheral blood of suspended animals
had a reduced response to phytohemagglu-
tinin (PHA) stimulation, whereas spleen
cells of suspended animals displayed en-
hanced response. Other suspension ex-
periments, as well as spaceflight stud-
ies, support this organ-specific response.
In contrast, recent antiorthostatic sus-
pension experiments reported enhanced
responses in animals. Antiorthostatically
suspended mice had enhanced resistance
to primary infection and an enhanced
protective immunological memory to Lis-
teria monocytogenes. Mechanisms for this
enhancement are not known, but the re-
sults indicate that both suspension and
spaceflight cause complex immune alter-
ations rather than a simple shut down
of the immune system. Indeed, some
effects are related to the altered orienta-
tion to gravity, while others may be the
result of stress induced by the suspen-
sion model.

The effect of psychoneuroendocrine
changes on immune-response studies is
minimized by performing experiments on
isolated cell populations in controlled cul-
ture conditions. Ground-based models of
microgravity enable refining of hypothe-
ses in advance of flight. The response of
cells to microgravity is complex and diffi-
cult to identify if the cell is responding to
the change in gravity or to a culture con-
dition that is created by microgravity. In
the former resides the posit that cells pos-
sess a ‘‘gravity sensor.’’ No one has as yet
described a gravity sensor in mammalian
cells, despite numerous studies demon-
strating that mammalian cells respond to
changes in gravity. In contrast, cells in the
roots of plants have geotropic organelles
that identify the direction of the gravity
vector and promote root propagation that
follows gravity.

Microgravity affects fluid systems such
that there are no density-driven phase sep-
arations, no particle sedimentation, and
no gravity-driven convection. Absence of
these three conditions in cell culture re-
sults in a cell culture environment that is
stressful or even hostile to many types
of cells. In microgravity, and without
facilitation, cell cultures rapidly become
diffusion-limited, with regard to nutrient
assimilation and waste-product dissipa-
tion. Therefore, the cellular response in
microgravity may be related to these ad-
verse culture conditions and not directly to
microgravity.

Einstein described gravity in terms of a
curvature of space–time in his theory of
general relativity. In relation to biological
systems, gravity is simply an acceleration
force (9.8 m s−2 on Earth, G). Astronauts
in orbit typically experience acceleration
forces of 10−2 to 10−4 G. The force of
gravity at the distance that most orbits take
place in is practically the same as it is at
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sea level. Microgravity is experienced by
the astronauts because they are in free-
fall around the planet. This is similar
to the microgravity experienced during
free-fall achieved in microgravity analogs
conducted on Earth, for example, in drop

towers (Fig. 2), parabolic aircraft (Fig. 3),
and sounding rockets (Fig. 4).

To achieve the same level of microgravity
by distance alone that is achieved by free-
fall in orbit, the astronaut would have to
be 17 times as distant from the Earth as

Fig. 2 Drop Tower. Drop
towers offer a way to conduct 5-
to 60-s microgravity analog
experiments in free-fall. This
analog is better suited for fluid
characterization of the culture
environment and rapid cellular
events such as shape change
and signal transduction.
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Fig. 3 Parabolic Flight. Parabolic flight, where a
specially modified jet alternates steep climbs
with long drops (much like a roller coaster), and
generates 20 to 30 s of analog microgravity. A
typical mission lasts 2 to 3 h and consists of 30

to 40 parabolas. Multiple parabolas are flown,
allowing repeat experiments to be performed
under the same conditions. Flight maneuvers
can be modified to provide any g-force level less
than 1.
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Fig. 4 Suborbital Flight. Suborbital
rockets release a research payload at
high altitude and offer 4 to 12 min of
free-fall. Investigators can study cell
movement, signal transduction, and
characterization of fluid dynamics in the
culture environment.

is the moon. Cell cultures can experience
microgravity in space (orbit) or in models
for simulating microgravity on Earth:
clinostatic culture, parabolic flight (aircraft
or sounding rocket), and drop towers. Drop
towers only provide very short durations
of microgravity (3 to 4 s) and are of
limited use for biological experiments.
Parabolic flight can provide somewhat
longer durations of microgravity (aircraft:
15–35 s, sounding rocket: 7–15 min). Cell
cultures can be maintained in clinostatic
rotation indefinitely depending on the
culture system used. Thus, there are
analog systems that can be used to refine
hypotheses for spaceflight. Each of these
systems shares some characteristics with
microgravity. It is essential to understand
both the advantages and limitations of
model systems. The main advantage for
cell science is that many experiments
can be modeled for extended periods
on the ground using one or more of
these analogs.

4
Cellular Response to Microgravity

More than 120 experiments have been per-
formed in space during the past 15 years

that demonstrate that microgravity in-
duces changes in single cells. The op-
portunity to conduct experiments using
cells in microgravity and the development
of ground-based models provide in vitro
models to study adaptation to the condi-
tions in microgravity. Cellular responses to
microgravity are varied, depending on cell
type and species of origin. Lymphocytes
from humans, monkeys, and rodents are
affected by gravitational unloading. The
list spans from the plant kingdom all the
way across the animal phyla. The differ-
ent parameters affecting cells seem to
depend on their size, dynamics, shape,
circadian rhythms, function, location, and
so on. Mammalian cells are especially
susceptible to microgravity-related pertur-
bations. In the immune system, there is
extensive evidence that microgravity sup-
presses the immune function in vitro and
possibly in vivo. The outcome of the sup-
pressed functions in long duration space
travel is unknown. Nevertheless, it is of
concern that widely accepted parameters
of immune function are compromised
in microgravity. The underlying mecha-
nisms of dysfunction in microgravity are
the subjects of flight and ground-based
experiments.
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4.1
Signal Transduction in Microgravity

An important phase of the microgravity-
induced perturbations in transmembrane
signaling is selective and not random.
Most cells adapt to the new signal motifs
and are able to survive. Several studies,
beginning with Spacelab D-1 in 1985,
SLS-1 in 1991, IML-1 in 1992, IML-2 in
1994, STS-55, -56, and many sounding
rocket experiments from the mid-1980s to
the mid-1990s, attest to the ability of cells
to adapt to change induced by microgravity
environments. The flight experiments, and
ground-based studies using microgravity
analog culture, suggest that single cells
are sensitive to changes in gravity, as
reflected by proliferation, gene expression,
locomotion, and receptor-mediated signal
transduction and differentiation.

Mammalian immune performance is
critically tied to the function of thymus-
dependent (T) lymphocytes. A hallmark of
immune performance is the response of
T-lymphocytes to activation through cell-
surface receptors. The first in vitro T-cell
activation experiments were performed
aboard Spacelab 1 in 1983 by Cogoli et al.
(Table 1). Results showed a dramatic sup-
pression of T-cell activation in response
to the widely used polyclonal activator,
Concanavalin A. Spacelab D1 in 1985
and Spacelab SLS1 in 1991 continued the
investigation of T-lymphocytes. The exper-
iments confirmed the inhibition of T-cell
activation in microgravity and raised the
possibility of direct and indirect effects
of gravity unloading on the T cells. The
first signal required for T-cell activation is
the presentation of antigen by the antigen-
presenting cell, which activates a G-protein
and phospholipase C. In the SLS-1 flight,
it was found that production of the cy-
tokine interleukin 1 (IL-1) expression was

impaired in the monocytes. Interleukin-1
is a second signal that is necessary for T-
cell activation. The subsequent signal to
achieve full T-cell activation is the synthe-
sis of the cytokine Interleukin 2 (IL-2) and
the expression of its receptor (IL-2R). The
first signal of antigen presentation is mod-
eled in vitro using Concanavalin A (a plant
lectin) that binds to saccharide groups on
the T-cell antigen receptor. An interest-
ing observation from this study was that
the binding of Concanavalin A to the cell
membrane and subsequent events, such
as capping and patching of membrane
proteins, were not altered in microgravity.
SLS-1 experiments showed that monocytes
present in the preparations flown did not
release Interleukin-1 (IL-1). Therefore, it
was hypothesized that the reason for the
inability of T cells to activate in micro-
gravity was the absence of IL-1 production
by monocytes and hence, absence of the
accessory signal. However, the production
of interferon-gamma (IFN-γ ) was slightly
but significantly restored. The receptor for
IL-2 was secreted in adequate amounts in
lymphocyte supernatants in microgravity.
Importantly, the absence of activation was
not due to a lack of cell–cell contact.

It is known that spaceflight conditions
and microgravity per se alters immune
function. Indeed, the altered immune
function may be the summation of the in-
dividual influence of stress (psychological
and physical), cosmic radiation, and mi-
crogravity. Thus, the space environment
may affect immune performance either
directly, because of microgravity-induced
changes or indirectly, through the stress
related to performance and confinement.
Therefore, interpretation of spaceflight
studies on immunity must delineate the
direct and indirect effects of microgravity
on cells from the other factors associated
with spaceflight.
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Lymphocyte locomotion through inter-
stitium is a critical stage in the immune
response to antigenic challenge. Initially,
the MACS was used to demonstrate the
suppression of lymphocyte locomotion
through collagen in modeled micrograv-
ity. Locomotion can be investigated in vitro
using gelled type I collagen as a test matrix.
In analog culture, lymphocytes completely
lose their capacity to randomly locomote
in gelled collagen.

Experiments conducted in microgravity
onboard Shuttle missions STS-54 and STS-
56 demonstrated similar suppression of
lymphocyte locomotion and support the
relationship between orbital microgravity
and analog culture.

In a study by Cooper and Pellis, the
MACS was used to further characterize
the suppression of polyclonal activation of
T cells with PHA (phytohemagglutinin).
Results suggest that accessory cell costim-
ulation in the form of cytokines is intact
in the MACS. Furthermore, the calcium-
signaling pathway may be intact during
PHA stimulation in the MACS. Therefore,
signal transduction mechanisms between
T-cell receptor engagement and down-
stream protein kinase C (PKC) activation
are sensitive to modeled microgravity. The
suppression of lymphocytic PHA response
is observed in both the lymphocytes of as-
tronauts after spaceflight and in in vitro
experiments in spaceflight and modeled
microgravity. Although some studies sug-
gest there may be a microgravity-induced
PKC defect, T cells were fully activated to
proliferate in modeled microgravity by di-
rect activation of PKC using phorbol myris-
tate acetate (PMA) and ionomycin. These
pharmacological agents bypass mecha-
nisms at the cell surface and impart their
effect inside the cell: PMA by mimicking 1,
2-diacylglycerol (DAG) and activating the
serine/threonine kinase PKC; ionomycin

by increasing the cytoplasmic-free calcium
ion concentrations. The ability to activate T
cells in the RWV with PMA and ionomycin
implies that all the cellular mechanisms in-
volved in T-cell activation downstream of
PKC activation and calcium ion flux are in-
tact in modeled microgravity. Some flight
studies indicate that PKC may be unaf-
fected or activated by microgravity. It is still
unclear as to how PKC is affected by mi-
crogravity and this requires further inves-
tigation. These results explain why PHA
responsiveness could be partially restored
by preincubating PHA-stimulated cultures
at normal gravity before exposing them to
modeled microgravity. Cells that achieved
PKC activation and calcium flux continued
on to proliferate even when they were ex-
posed to modeled microgravity. Since PKC
activation and calcium flux occur quickly
after receptor triggering, one might expect
full activation to be restored by advance
exposure to PHA cultures. Although these
events do occur within minutes, sustained
receptor triggering of up to 48 h is re-
quired for optimal lectin activation. Once
PHA primed cultures were exposed to
modeled microgravity, the signal from the
receptor was no longer sustained owing
to the microgravity-induced lesion some-
where upstream of PKC activation that
was observed with the phenomenon of
suppression of lymphocyte locomotion in
microgravity and modeled microgravity.
In addition to polyclonal and oligoclonal
models, antigen-specific models of T-cell
activation are also suppressed in micro-
gravity and its cell culture analog.

Currently, the results strongly suggest
that signaling pathways upstream of PKC
are affected in microgravity. An emerg-
ing hypothesis is that the microgravity-
induced lesion in T-cell activation and
lymphocyte locomotion resides between
the cell surface and PKC. There is some
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reflection of effect on PKC per se. Mi-
crogravity culture differentially alters the
translocation of individual PKC isoforms
in monocytes and T cells providing a
partial explanation of adverse effects on
T-cell activation. A significant variation in
the intracellular distribution and quan-
tity of PKC according to g levels was
also observed in monocytes and periph-
eral blood lymphocytes aboard a Biorack
experiment. These experiments demon-
strate the sensitivity of PKC expression
to gravitational force. There is no clear
demonstration that the PKC changes are
a direct consequence of variations in
gravity or an indirect outcome of up-
stream changes as the cell adapts to the
new physical environment. Commensu-
rately, a marked decrease in the expres-
sion of the calcium-independent PKC
isoforms, PKC-δ and PKC-ε, was de-
scribed in human lymphocytes exposed
to modeled microgravity culture. Func-
tional association in microgravity may be
determined by specific blocking of PKC
isoforms expression followed by assess-
ment of T-cell activation and locomotion
both in microgravity and cell culture
analog.

Microgravity experiments have been per-
formed on several different mammalian
cells. Flight experiments included HeLa
cervical carcinoma cells, A431 human
epidermoid carcinoma cells, and various
immune cells, including primary isolated
peripheral blood leukocyte populations
and the transformed cell lines of Jurkat
leukemic T cells and monocytic THP-1
cells. While HeLa cells proliferate nor-
mally in microgravity during orbital flight,
other studies revealed responsiveness to
hypergravity. At 10, 35, and 70 G in a
centrifuge, HeLa cell proliferation and
c-myc expression were significantly in-
creased. Subsequently, HeLa displayed

increased inositol 1, 4, 5-triphosphate
(IP3) levels and decreased cAMP levels.
Studies with A431 cells examined the
inducible expression of the transcription
factor c-fos. In both clinostat and sounding
rocket studies, the expression of c-fos was
suppressed when induced by epidermal
growth factor (EGF) or phorbol ester but
not when induced by a calcium ionophore,
A23187, or by forskolin, an activator of
protein kinase A (PKA). Conversely, the
EGF induced expression of c-fos in hy-
pergravity (10 G) was slightly increased.
The studies with A431 cells demonstrate
that alterations in gravity have specific
impacts on signal transduction mecha-
nisms. Experiments with Friend murine
erythroleukemic virus transformed cells,
WI38 human embryonic lung cells, ham-
ster kidney cells, and L8 rat myoblast
cells, demonstrate normal proliferation
and growth in microgravity. Thus, de-
spite changes induced by microgravity,
many cells adapt and proceed with many
functions (i.e. proliferation still intact).
In cultured liver cells, formation of mul-
tidimensional tissue-like spheroids from
primary human liver cells was observed
in modeled microgravity. These spheroids
were composed of hepatocytes and bil-
iary epithelial cells that arranged as bile
duct–like structures along newly formed
vascular sprouts.

Several studies addressed the ability of
proteins and other macromolecules to in-
teract with each other in microgravity.
The binding of (1) EGF to receptors on
rat osteosarcoma cells; (2) EGF to and the
clustering of EGF receptors on A431 cells;
(3) lectin to rhizobia; (4) alpha-fetoprotein
to immobilized monoclonal antibodies;
and (5) Concanavalin A to lymphocytes
were all normal in microgravity. Thus, nor-
mal protein–protein interactions occur in
microgravity.
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5
The Experience in Microgravity

Microgravity and randomized gravity
facilitate spatial colocalization and three-
dimensional assembly of cells into large
aggregates. It is believed that diminu-
tion or nullification of gravity results in
other forces displaying dominance. More
than 25 types of cells have been flown
in space. For 20 years, flight experiments
have shown that single cells respond to
space conditions with changes in cellu-
lar morphology and function. Cytoskeletal
reorganization occurs early after achieving
orbit. Human dermal fibroblasts displayed
a significant increase in collagen synthe-
sis aboard Space lab. This might facilitate
larger or more differentiated organoids by
cell aggregation. Space flight decreases
the amounts of osteocalcin and pre-pro-
alpha 2 chain of type 1 precollagen mRNA

in long bone and calvarial periosteum of
rats. Hence, cell types adversely affected
in microgravity (such as muscle, bone,
and cartilage) may yield inferior types of
tissue morphogenesis. Space bioreactors
were used for a 137-day cell culture on Mir
to generate three-dimensional cartilagi-
nous constructs from chondrocytes, which
were preaggregated on resorbable poly-
glycolic acid scaffolds. In parallel control
experiments, the constructs were main-
tained in analog culture for the same
period. In both flight and control cul-
tures, chondrogenesis occurred, yielding
many of the histochemical characteristics
of native collagen. Flight constructs were
mechanically inferior to constructs grown
on earth, largely due to a disproportionate
loss of one of the matrix components, gly-
cosaminoglycan. Cartilaginous constructs
obtained in the modeled microgravity

Tab. 1 Partial list of cells and tissues cultivated in microgravity in space and on the ground.

Cell/tissue Environment Observation

Lymphocytes Several shuttle missions,
Maser sounding rockets

Inhibited locomotion, Impaired
immunocompetence, impaired
mitogenicity, changes in cytokine
production, altered cellular signaling

Chondrocytes RWV in space (MIR/STS-79 for
4 months)

In space culturing of pre-assembled 3-D
aggregates results in constructs which are
mechanically inferior to similar
aggregates grown in RWV on the ground.
Effect might mimic microgravity-induced
loss of cartilage

PC12 cells Six weeks serial passaging of
cells in culture bags on MIR
Space Station (STS-86)

Establishes feasibility of long term, serial
passaging of cells in space, formation of
large aggregates with epitheloid
morphology

MIP 101 colon
carcinoma cells

EDU-1 on STS-70 Increased proliferation, enhanced
carcinoembryonic antigen (CEA)
production

Osteoblasts Four days on STS-56 in
Materials Dispersion
Apparatus minilabs (MDA)

Inhibition of growth, reduction in serum
growth activation, changes in
microfilament structure
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Tab. 1 (continued)

Cell/tissue Environment Observation

Myoblasts Ten days on STS-45 in space
Tissue Loss Flight Module
‘‘A’’ (TLMA)

Several permanent phenotypic alterations,
including failure to fuse into myotubes

Neonatal rat heart
cells

HARV 3-D organization, synchronous beating,
isolated heart cells reestablish structural
& molecular phenotypes of heart tissue

Rodent skeletal
muscle satellite
cells

HARV/STLV Enhance proliferation, 3-D organization,
attenuation differentiation

MIP 101 colon
carcinoma cells

STLV Increased proliferation, enhanced
carcinoembryonic antigen (CEA)
production

Human Ovarian
Tumor Cells

STLV Capability of growth out of the body,
organization into differentiated tissue-like
constructs, enhanced oncogene
expression

Diverse human
tumor cell

HARV Organization of tissue-specific epitheloid
structures, enhanced production of cell
adhesion molecules

Human prostatic
cancer cells

STLV, HARV Enhanced differentiation, reduced
proliferation in 3-D aggregates.
Upregulation of growth factors and
basement membrane proteins in
co-cultures mimic physiological growth
conditions of prostate epithelial cells with
stromal cells, altered responses to sex
hormones and growth factors

PC12 cells STLV, HARV Formation of large aggregates exhibiting
neuroendocrine differentiation, altered
cellular signaling mechanisms

Normal human
kidney cells

STLV Re-expression of tissue-specific morphology
(microvilli) and differentiation markers

Bovine cartilage STLV Macroscopic large 3-D constructs with
enhanced tissue-specific differentiation
(ECM proteins e.g., chondroitin sulfate,
and cytoskeletal proteins [e.g. vimentin])

Murine osteoblasts Clinostat Decrease of differentiated phenotype
(reduction of alkaline phosphatase and
osteocalcin)

Lymphoid tissue
HIV

HARV Repopulation of human tonsil fragments
with exogenously added T and B
lymphocytes; capable of infection by HIV

Liver HARV Expansion of tissue from microscopic
fragments, angiogenesis

Source: Unsworth, B.R., Lelkes, P.I. (1998) Growing tissues in microgravity. Nat. Med. 4(8): 904–907.
(Adapted with copyright permission of the authors and Nature Publishing Company, New York, NY
[http://www.nature.com/]).
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environment of the MACS were more
similar in composition and mechanical
strength to natural cartilage. This experi-
ment demonstrated the microgravity effect
on cellular functions and processes in the
synthesis, secretion, and assembly of ex-
tracellular matrix proteins. It is known
that microgravity exerts deleterious effects
on existing cartilage and bone. This in-
vestigation demonstrated the effect that
microgravity may have on remodeling
of tissues such as cartilage. Earth-grown
constructs in the analog culture were
superior to the flight effects of 1g. Sub-
sequent experiments should delineate the
effects of g forces on the process of tissue
morphogenesis.

Space cell culture may not offer ad-
vantages in tissue morphogenesis for all
cell types. Experiments with osteoblasts
(i.e. bone-forming cells) were performed
on STS-56 to assess the gene expression
changes that occurred in microgravity.
The results were that prostaglandin syn-
thesis did occur during space flight and
there were significant changes in cellular
morphology and the acting cytoskeleton.
Additionally, there was reduced growth
of osteoblasts after four days in micro-
gravity. Following this, a series of exper-
iments on the European Space Agency
Biorack (STS-76, STS-81, and STS-84) were
performed on osteoblasts using ground
and in-flight 1g controls. The expres-
sion of immediate early genes such as
c-fos, and cox-2 was altered significantly
in microgravity. However, osteoblast fi-
bronectin mRNA, protein synthesis, and
matrix remained unchanged after expo-
sure to microgravity. This suggests the
possibility of altered signaling in the os-
teoblast, since the expression of these
genes is critical for gene transcription and
cell activation. The aggregation and se-
cretion of bioactive products in MIP101

colon carcinoma cells were enhanced
in microgravity. The extent of aggre-
gation, proliferation, and differentiation
of PC 12 pheochromocytoma (neoplastic
adrenomedullary) cells in space was also
enhanced. In addition, the rate of glucose
consumption was five times higher than
in ground cultures.

Primary cultures of human cortical re-
nal epithelial cells were flown on the space
shuttle to test the hypothesis that the adap-
tation of cells to conditions in space is
reflected in the changes in gene expres-
sion. Cells in microgravity and ground-
based controls were grown for six days
and fixed. RNA was extracted, and auto-
mated gene array analysis of the expression
of 10 000 genes was performed. A se-
lect group of 1632 genes was regulated
in microgravity. The magnitude of the
response signifies that the conditions in
spaceflight offer a multitude of perturba-
tions to the cells and some of the motifs
are coincident with known response suites.
These were consistent with shear stress re-
sponse genes and heat shock proteins. In
other instances, there are gene expression
changes that may be reflective of novel
suites that may be related to micrograv-
ity, culture conditions, and changes in
other forces such as convection. Finally,
some are most likely related to the pro-
motion of tissue morphogenesis. These
included the Wilm’s tumor zinc finger pro-
tein and the vitamin D receptor expressed
in space cultures of differentiated renal
cortical cells.

6
Conclusions

Microgravity thus affects cells in different
ways. In bone and muscle systems, mi-
crogravity exposure results in inhibition
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of cell function, while in others there is
an encouragement of three-dimensional
cell aggregate formation and secretion
of bioactive products. Cellular mechan-
otransduction properties change, as does
transmembrane signaling. These changes
are more often than not selective. Across
phyla from plant cells where subcellular
responses, cell division, and growth and
development are altered to bacterial vir-
ulence, which is enhanced in the case
of Salmonella typhimurium, microgravity
has multiple effects. In mammalian cells,
cytoskeletal distortion is probably one of
the major methods by which a cell ini-
tiates response to microgravity. In plant
cells and in microbes with cell walls, the
mechanism may be substantially differ-
ent. The whole organism, cell or tissue
could possibly act as a gravity sensor as
opposed to having individual gravity sens-
ing subcellular organelles. The concept of
tensegrity offers a focus on mechanical en-
ergy at specific points and allows testing
of hypotheses of how changes in gravity
translate into a cellular response. Gene
expression changes are also profound in-
dicating the magnitude of gravity in the
adaptational responses in cells in space.
Genomic and proteomic analysis of differ-
ent cells on the ISS will greatly enhance the
existing knowledge. Utilization of simple,
defined, and well-studied model systems
such as Escherichia coli, Caenorhabditis el-
egans, Drosophila melanogaster, pisceans,
and amphibians will also provide insight
into microgravity effects on many funda-
mental processes as they transcend the cell
to tissues, organs, systems, and organisms.
Microgravity as an experimental tool has
gained impetus, and with the establish-
ment of the ISS and reliable ground-based
analogs, microgravity will provide new in-
roads into cell biology.

Acknowledgments

The authors thank Ms. Mildred D. Young
for her invaluable help in the
preparation of this manuscript. We
also thank Dr. Steven R. Gonda and
Mr. Charles M. Lundquist for reviewing
the manuscript.

See also Bacterial Growth and
Division; Cellular Interactions.

Bibliography

Books and Reviews

Darwin, C. (1859) On the Origin of Species by
Means of Natural Selection, John Murray,
London.

Einstein, A. (1961) Relativity: The Special and the
General Theory, (Lawson, R.W. trans), Three
Rivers Press, New York.

Montgomery, P.O., Cook, J.E., Reynolds, R.C.,
Paul, J.S., Hayflick, L., Stock, D., Schulz,
W.W., Kimzey, S., Thirolf, R.G., Rogers, T.,
Campbell, D., Murrell, J. (1977) The Response
of Single Human Cells to Zero Gravity, in:
Johnson, R.S., Dietlein, L. (Eds.) Biomedical
Results of Skylab, NASA SP 377.

Nicogossian, A.E., Pool, S.L., Uri, J.J. (1993)
Historical Perspectives, in: Nicogossian, A.E.,
Huntoon, C.L., Pool, S.L. (Eds.) Space
Physiology and Medicine, Lea & Febiger,
Philadelphia, pp. 3–49.

Pollard, E.C. (1971) Physical Determinants
of Receptor Mechanisms, in: Gordon, A.,
Cohen, M. (Eds.) Gravity and the Organism,
University of Chicago Press, Chicago,
pp. 25–34.

Primary Literature

Armstrong, J.W., Nelson, K.A., Simske, S.J.,
Luttgers, M.W., Iandolo, J.J., Chapes, S.K.
(1993) Skeletal unloading causes organ-
specific changes in immune cell responses,
J. Appl. Physiol. 75, 2734–2739.

Backup, P., Westerlind, K., Harris, S., Spels-
berg, T., Kline, B., Turner, R. (1994) Space



318 Cell Growth in Microgravity

flight results in reduced mRNA levels for tis-
sue specific protein in the musculoskeletal
system, Am. J. Physiol. 266, E567–E573.

Bechler, B., Hunzinger, E., Müller, O., Co-
goli, A. (1993) Culture of hybridoma and
Friend leukemia virus transformed cells in
microgravity. Spacelab IML-1 mission, Biol.
Cell 79, 45–50.

Bonting, S.L. (1992) Utilization of biosensors
and chemical sensors for space applications,
Biosens. Bioelectron. 7(8), 535–548.

Chapes, S.K., Mastro, A.M., Sonnenfeld, G.,
Berry, W.D. (1993) Antiorthostatic suspension
as a model for the effect of spaceflight on the
immune system, J. Leukoc. Biol. 54, 227–235.

Claasen, D.E., Spooner, B.S. (1994) Impact of
altered gravity on aspects of cell biology, Int.
Rev. Cytol. 156, 301–373.

Cogoli, M., Bechler, B., Cogoli, A., Arena, N.,
Barni, S., Pippia, P., Sechi, G., Valora, N.,
Monti, R. (1990) Lymphocytes on sounding
rockets, COSPAR Adv. Space Res. 12, 141–144.

Cogoli, A., Gmünder, F.K. (1991) Gravity effects
on single cells: techniques, findings, and
theory, Adv. Space Biol. Med. 1, 183–248.

Cogoli, A., Gmünder, F.K. (1991) Gravity effects
on single cells: techniques, findings, and
theory, Adv. Space Biol. Med. 1, 183–248.

Cogoli, A. (1993) The effect of hypogravity and
hypergravity on cells of the immune system
(1993), J. Leukoc. Biol. 54, 259–268.

Cogoli, A. (1997) Signal transduction of T
lymphocytes in microgravity, Gravit. Space
Biol. Bull. 10(2), 5–16.

Cogoli, A., Cogoli-Greuter, M. (1997) Activation
and proliferation of lymphocytes and other
mammalian cells in microgravity, Adv. Space
Biol. Med. 6, 33–79.

Cogoli, A., Cogoli-Greuter, M. (1997) Activation
and proliferation of lymphocytes and other
mammalian cells in microgravity, Adv. Space
Biol. Med. 6(2), 33–79.

Cogoli-Greuter, M., Pippia, P., Sciola, L., Co-
goli, A. (1994) Lymphocytes on sounding
rocket flights, J. Gravit. Physiol. 1, 90–91.

Cooper, D., Pellis, N.R. (1998) Suppressed PHA
activation of T lymphocytes in simulated
microgravity is restored by direct activation of
protein kinase C, J. Leukoc. Biol. 63, 550–562.

Croxdale, J., Cook, M., Tibbitts, T., Brown, C.,
Wheeler, R. (1997) Structure of potato tubers
formed during spaceflight, J. Exp. Bot. 48,
2037–2043.

De Groot, R.P., Rijken, P.J., Boonstra, J.,
Verkley, A.J., de Laat, S.W., Kruijer, W. (1991)
Epidermal growth factor induced expression of
c-fos is influenced by altered gravity conditions,
Aviat. Space Environ. Med. 62, 37–40.

De Groot, R.P., Rijken, P.J., den Hertog, J.,
Boonstra, J., Verkleij, A.J., de Laat, S.W.,
Kruijer, W. (1991) Nuclear responses to
protein kinase C signal transduction are
sensitive to gravity changes, Exp. Cell Res. 197,
87–90.

Freed, L.E., Langer, R., Martin, I., Pellis, N.R.,
Vunjak-Novakovic, G. (1997) Tissue engineer-
ing of cartilage in space, Proc. Natl. Acad. Sci.
94, 13885–13890.

Freed, L.E., Hollander, A.P., Martin, I., Barry,
J.R., Langer, R., Vunjak-Novakovic, G. (1998)
Chondrogenesis in a cell-polymer bioreactor
system, Exp. Cell Res. 240, 58–65.

Grigoriev, A.I., Egorov, A.D. (1991) The effects
of prolonged spaceflights on the human body,
Adv. Space Biol. Med. 1, 1–35.

Grigoriev, A.I., Egorov, A.D. (1992) General
mechanisms of the effect of weightlessness
on the human body, Adv. Space Biol. Med. 2,
1–42.

Grigoriev, A.I., Egorov, A.D. (1992) Physiological
aspects of adaptation of main human body
systems during and after spaceflights, Adv.
Space Biol. Med. 2, 43–82.

Hammond, T.G., Bennes, E., O’Reilly, K.C.,
Wolf, D.A., Linnehan, R.M., Taher, A., Kay-
sen, J.H., Allen, P.L., Goodwin, T.J. (2000)
Mechanical culture conditions effect gene ex-
pression: gravity induced changes on the space
shuttle, Physiol. Genomics 3, 163–173.

Hashemi, B.B., Penkala, J.E., Vens, C., Huls, H.,
Cubbage, M., Sams, C.F. (1999) T cell
activation responses are differentially
regulated during clinorotation and in
spaceflight, FASEB J. 13, 2071–2082.

Hatton, J.P., Gaubert, F., Cazenave, J.P., Sch-
mitt, D. (2002) Microgravity modifies protein
Kinase C isoform translocation in the
human monocytic cell line U937 and human
peripheral blood T cells, J. Cell. Biochem. 87,
39–50.

Henry, R.L., Green, P.D., Wong, P.P., Guikema,
J.A. (1990) Binding of isolated plant lectin by
rhizobia during episodes of reduced gravity
obtained by parabolic flight, Plant Physiol. 92,
262–264.



Cell Growth in Microgravity 319

Hughes-Fulford, M., Lewis, M.L. (1996) Effects
of microgravity on osteoblast growth
activation, Exp. Cell Res. 224, 103–109.

Hughes-Fulford, M., Gilbertson, V. (1999)
Osteoblast fibronectin mRNA, protein
synthesis, and matrix are unchanged after
exposure to microgravity, FASEB J. 13(4),
S121–S127.

Ingber, D.E. (1997) Tensegrity: the architectural
basis of cellular mechanotransduction, Annu.
Rev. Physiol. 59, 575–599.

Ingber, D. (1999) How cells (might) sense
microgravity, FASEB J. 13, S3–15.

Jessup, J.M., Goodwin, T.J., Spaulding, G. (1993)
Prospects for use of microgravity-based
bioreactors to study three-dimensional host-
tumor interactions in human neoplasia, J. Cell.
Biochem. 51, 290–300.

Jessup, J.M., Goodwin, T.J., Garcia, R., Pel-
lis, N.R. (1996) STS-70: first flight of EDU-1,
In Vitro Dev. Biol. Anim. 32, 13A.

Khaoustov, V.I., Darlington, G.J., Soriano, H.E.,
Krishnan, B., Risin, D., Pellis, N.R., Yoffe, B.
(1999) Induction of three-dimensional
assembly of human liver cells by simulated
microgravity, In Vitro Dev. Biol. Anim. 35,
501–509.

Kulesh, D.A., Anderson, L.H., Wilson, B., Otis,
E.J., Elgin, D.M., Barker, M.J., Mehm, W.J.,
Kearney, J.P. (1994) Space shuttle flight (STS-
45) of L8 myoblast cells result in the isolation
of a nonfusing cell line variant, J. Cell. Biochem.
55, 530–544.

Kumei, Y., Nakajima, T., Sato, A., Kamata, N.,
Enomoto, S. (1989) Reduction of g-1 phase
duration and enhancement of c-myc gene
expression in HeLa cells at hypergravity, J.
Cell Sci. 93, 221–226.

Kumei, Y., Whitson, P.A., Sato, A., Cin-
tron, N.M. (1991) Hypergravity signal trans-
duction in HeLa cells with concomitant phos-
phorylation of proteins immunoprecipitated
with anti-microtubule-associated protein anti-
bodies, Exp. Cell Res. 192, 492–496.

Lelkes, P.I., Galvan, D.L., Hayman, G.T., Good-
win, T.J., Chatman, D.Y., Cherian, S., Gar-
cia, R.M.G., Unsworth, B. (1998) Simulated
microgravity conditions enhance differenti-
ation of cultured PC12 cells towards the
neuroendocrine phenotype, In Vitro Dev. Biol.
Anim. 34, 316–324.
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Keywords

Adherens Junction
Cadherin-mediated cell–cell junction that attaches to the actin cytoskeleton thereby
providing strength to the junction and allowing the cells to act as a single structure.

Cadherins
A family of single pass transmembrane proteins possessing five homologous domains
in the extracellular region. Cadherins on adjacent cells bind in a homophilic,
calcium-dependent manner to form a cell–cell junction.

Desmosome
A ‘‘spot weld’’-like cell–cell junction characterized by a dense plaque on the
cytoplasmic face of the plasma membrane into which intermediate filaments attach.
Mediated by members of the cadherin family, this specialized junction has tremendous
cell–cell adhesion strength and is found in tissues that require strong cell–cell
attachment such as the heart and skin.

Extracellular Matrix
An insoluble meshwork of cell-secreted macromolecules (including polysaccharides,
such as glycosaminoglycans and large proteins, such as collagen and fibronectin) that
holds cells together in tissues, and tissues together in organs, and also provides an
adhesive substrate for cells that regulates cell behavior.

Focal Adhesion
A specialized cell-ECM junction where there is tight association between the cell and
an ECM protein, such as fibronectin. Adhesion is mediated by the direct binding of
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integrins to the ECM protein. Adhesion is strengthened by the transmembrane
association of integrins with intracellular proteins that link the adhesion site to actin
stress fibers within the cell’s cytoplasm.

Hemidesmosome
A specialized cell-ECM junction that mediates very strong adhesion between the basal
layer of stratified epithelia and the underlying basement membrane. The α6β4 integrin
functions at hemidesmosomes as a transmembrane link between the basement
membrane and cytoplasmic proteins that link hemidesmosomes to the intermediate
filament cytoskeleton.

Integrins
Heterodimeric transmembrane proteins containing one α- and one β-subunit.
Integrins are generally known for their ability to bind ECM proteins; however, some
integrins bind soluble ligands and/or counter receptors on other cells. Although
integrins are known as adhesion receptors, they also function as signaling receptors
that regulate cell behavior.

Tight Junction
A cell–cell junction that acts as a barrier to the passage of solutes between epithelial and
endothelial cells and serves as a fence to prevent the movement of proteins within the
plasma membrane from passing between the apical and basal surfaces of the cell layer.

� A critical component in the development and homeostasis of higher eukaryotic
organisms is the adhesion of cells to each other and to large insoluble pro-
teins that form the extracellular matrix (ECM). These adhesions are referred to
as cell–cell and cell–matrix junctions respectively. Specific families of cell sur-
face transmembrane receptors connect these junctions with the cell’s cytoskeleton.
Three different cell–cell junctions promote the stable adhesion between cells: tight
junctions formed by the claudin family, and adherens junctions and desmosomes
both mediated by members of the cadherin family. Members of the integrin fam-
ily function at cell–matrix junctions. A subset of integrins also mediate cell–cell
adhesion events that are important for the immune response. In addition to provid-
ing structural linkages important for tissue architecture, cell–matrix and cell–cell
adhesions also activate signaling pathways that act coordinately with signals from
receptors for growth factors, chemokines, cytokines and morphogens to regulate
the cell adhesion, migration, proliferation, survival, and differentiation. In addi-
tion to adhesion receptors themselves, large multiprotein complexes are assembled
at the cytoplasmic face of these junctions by protein interactions initiated at the
intracellular domains of each type of adhesion receptor. Biochemical and cell
culture experiments have provided information on how these protein interactions
and complexes connect adhesion junctions to the cytoskeleton and the cell’s signaling
apparatus. Many components of these adhesion complexes have been identified.
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Important insights have also been gleaned from gene knockout studies, which have
identified critical roles for many components of these adhesion complexes during
development. Mutations in protein components of these adhesion complexes have
also been identified in the etiology of a variety of human diseases.

1
Cell–matrix Adhesion

1.1
Overview

The adhesion of cells to extracellular
matrix (ECM) proteins is essential for
embryonic development, tissue morpho-
genesis, and homeostasis of all vertebrate
organisms. Integrins comprise the major
class of cell surface proteins that bind
to ECM proteins. Integrins contribute to
tissue structure by forming transmem-
brane links between ECM proteins and
the cell’s cytoskeleton at sites referred
to as cell–matrix junctions. The best-
characterized cell–matrix junctions are
focal adhesions and hemidesmosomes.
At focal adhesions, integrins connect the
ECM with the actin microfilament cy-
toskeleton, and at hemidesmosomes in-
tegrins connect the ECM with the inter-
mediate filament cytoskeleton. Integrins
are also signaling receptors, providing
cells with information to evaluate the
composition and physical state of their en-
vironment. Integrin signaling contributes
to the regulation of cell migration, cell
proliferation, survival and differentiation.
Important insights into the physiological
roles of extracellular matrix proteins and
their integrin receptors has been gained
from cell culture models, gene knockout
approaches in mice, and the analysis of hu-
man hereditary disorders involving genes
encoding cell adhesion proteins.

1.2
Extracellular Matrix

The extracellular matrix (ECM) is com-
prised of cell-secreted macromolecules
that form an insoluble meshwork outside
cells. The ECM holds cells together in tis-
sues, and tissues together in organs. Large
glycoproteins such as collagens, laminins,
and fibronectin are important components
of the ECM. They contribute to the physical
characteristics of the ECM and function as
adhesive ligands for cells. Also important
to the structure of the ECM are the long,
unbranched, charged polysaccharides re-
ferred to as glycosaminoglycans (GAGs)
and proteins containing GAG chains called
proteoglycans. Because of their extended
and charged nature, GAGs easily form hy-
drated gels that are important for tissues
to resist compressive forces.

ECM is the major component in con-
nective tissue, such as skin, bone, and
cartilage. The ECM is secreted and or-
ganized by cells that reside within the
connective tissue: fibroblasts in the con-
nective tissue in skin, chondrocytes in
cartilage, and osteoblasts in bone. Other
cells such as epithelial cells, endothelial
cells, and nerve cells secrete ECM pro-
teins that become assembled into a basal
lamina or basement membrane (Fig. 1).
Unlike the ECM of connective tissue,
which surrounds the cells that secrete it,
the basement membrane is found only
on the basal cell surface of endothelial
and epithelial cells. Basement membranes
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Fig. 1 Extracellular matrices of the skin. (a) A schematic
representation of a cross-section of skin. Keratinocytes of the
epidermis are shown in red. The basement membrane is shown in
green. The connective tissue of the underlying dermis is shown in
tan. The black arrows and arrowheads indicate dermal fibroblasts
and collagen fibrils respectively. (b) A cross-section of mouse skin
stained with fluorescent antibodies that recognize laminin-5. The
epidermis consisting of keratinocytes, the basement membrane,
and the underlying connective tissue of the dermis are labeled.
Bright staining for laminin-5 is seen in the basement membrane.
Some background autofluorescence is seen in the upper layers of
epidermis. The immunofluorescence micrograph was kindly
provided by Dr. Michael DiPersio (see color plate p. xxviii).

separate these cells from connective tissue
and other cell types (Fig. 1) and also func-
tion as permeability barriers to the passage
of macromolecules. This is particularly im-
portant in the kidney glomerulus, where
the basement membrane regulates the pas-
sage of molecules from the blood into the
urine. Additionally, the adhesion of cells

to basement membranes regulates cell be-
havior including cell survival, proliferation
and differentiation.

1.2.1 Collagens
Collagens comprise a large family of re-
lated proteins (Table 1) that are important
components of all ECMs. All collagens
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Tab. 1 Collagens. (Adapted from Prockop, D.J., Kivirikko, K.I. (1995) Annu. Rev. Biochem. 64,
403–434.)

Collagensa Subunit compositionb Tissue distribution

Fibril-forming (fibrillar)
Type I [α1(I)2α2(I) Most connective tissues including

bone, skin, tendons, ligaments,
cornea, internal organs

Type II [α1(II)]3 Cartilage, invertebral disc,
notochord, vitreous humor of
the eye

Type III [α1(III)]3 Skin, blood vessels, internal
organs

Type V [α1(V)]2α2(V) and α1(V)α2(V)α3(V) Similar to Type I
Type XI α1(IX)α2(IX)α3(IX) Similar to Type II

Fibril-associated
Type IX α1(IX)α2(IX)α3(IX) Cartilage
Type XII [α1(IV)]2α2(IV) Tendons, ligaments, some other

tissues
Network forming

Type IV [α1(IV)]2α2(IV) Basement membranes
Anchoring filaments

Type VII [α1(VII)]3 Beneath stratified squamous
epithelia

Transmembrane
Type XVII (BP180) [α1(XCII)]3 Hemidesmosomes present in

skin

aOnly a subset of the known collagens are presented.
bCollagen subunits are also referred to as collagen chains.

contain a triple helical domain contain-
ing three collagen subunits referred to as
α-chains or α-subunits. The triple heli-
cal structure is dictated by a stretch of
glycine-X-Y amino acid repeats in each
α-chain, where X and Y are frequently
proline and 4-hydroxy-proline respectively.
Depending upon the type of collagen,
the triple helical domain can form from
three identical or different α-chains. Colla-
gens also differ in structure and function.
Fibrillar collagens, which are major com-
ponents of connective tissue, have long
stretches of triple helical domains that pro-
mote the formation of fibrils and larger
fibers. Fibril-associated collagens medi-
ate the interactions of collagen fibrils

with each other and with other matrix
components. Network-forming collagens
form extended lattices that are believed
to have important scaffolding functions in
basement membranes. The triple helical
domains of fibril-associated and network-
forming collagens are interrupted with
nonhelical domains, making these colla-
gen proteins more flexible. Other collagens
form anchoring fibrils that connect base-
ment membranes of stratified epithelia to
the underlying connective tissue.

Mutations have been identified in
collagen genes that have been linked to
human genetic disorders. Mutations in
genes that encode type I fibrillar collagen
are responsible for the genetic disorder
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osteogenesis imperfecta. In its most severe
form, this disorder is characterized by
brittle bones, abnormal teeth, thin skin,
and weak tendons, which reflects the
wide tissue distribution of type I collagen.
Mutations in genes that encode type
II collagen, which is found mostly in
cartilage, are responsible for disorders
referred to as chondrodysplasias. Affected
individuals can have bone and joint
deformities. Mutations in genes that
encode type III collagen affect the integrity
of blood vessels and skin, reflecting the
tissue distribution of type III collagen.
Null mutations in the homologous genes
in mice result in similar phenotypes.

1.2.2 Laminins
Laminins comprise a family of high
molecular weight heterotrimers that are
essential components of basement mem-
branes (Table 2). Each laminin contains
one α-subunit, one β-subunit, and one
γ -subunit. To date there are five known
α-subunits, three known β-subunits, and
three known γ -subunits that form 12 dif-
ferent laminin isoforms, each containing
a distinct combination of α-, β- and γ -
subunits that assemble in a cross-like

Tab. 2 Laminins.

Laminins Chain composition

Laminin 1 α1β1γ1
Laminin 2 α2β1γ1
Laminin 3 α1β2γ1
Laminin 4 α2β2γ1
Laminin 5 α3β3γ2
Laminin 6 α3β1γ1
Laminin 7 α3β2γ1
Laminin 8 α4β1γ1
Laminin 9 α4β2γ1
Laminin 10 α5β1γ1
Laminin 11 α5β2γ1
Laminin 12 α2β1γ3

structure with one coil-coiled domain con-
taining portions of all three subunits. Most
information about the tissue distribution
of individual laminin subunits is known
(Table 3). However, the expression and
function of laminin isoforms in specific
tissues has also been established. For
example, laminin-1 (α1β1γ1) expression
is critical for early vertebrate develop-
ment. Laminin-2 (α2β1γ1) and laminin-4
(α2β2γ1) play important roles in the de-
velopment and maintenance of muscles
and nerves. Mutations in the gene for the
laminin α2 subunit, which is present in
both laminin-2 and laminin-4, cause some
forms of congenital muscular dystrophy
in humans, in which affected individu-
als show both muscular and neurological
defects. Laminin-5 (α3β3γ2) is present in
basement membranes of stratified epithe-
lia. Epithelial cell adhesion to laminin-5
is required for epithelial tissues to resist
physical stress. Laminin-5 is also dis-
cussed in Sect. 1.5, because of its central
role in cell–matrix junctions known as
hemidesmosomes. Laminins also play a
critical role in the kidney where laminin ex-
pression is differentially regulated for kid-
ney development and function. Laminin-1
(α1β1γ1), laminin-8 (α4β1γ1) and laminin-
10 (α5β1γ1) are expressed early in the
formation of the glomerular basement
membrane. These laminins are later re-
placed by laminin-9 (α4β2γ1) and finally by
laminin-11 (α5β2γ1). Mice with null muta-
tions in the gene encoding the laminin α5

subunit lack one or both kidneys. When
one kidney is present in α5 laminin-null
mice, this kidney is smaller than normal
and shows defects in glomerulogenesis
and in the glomerular basement mem-
brane. As indicated above, the basement
membrane of kidney glomeruli performs
an important filtration function, and β2
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Tab. 3 Tissue distribution of laminin chains. (Adapted from Patarroyo et al. (2002) Seminars in
Cancer Biol., 12, 197–207).

Laminin chain Tissue distribution

α1 Early embryo, neuroretina, kidney proximal tubes, salivary, and mammary
glands

α2 Skeletal and cardiac muscle, peripheral nerve, a few capillaries,
trophoblast, brain, and other tissues

α3 Skin and most other epithelia
α4 Fetal skeletal muscle, cardiac and visceral smooth muscle, nerve, blood

vessel endothelia, bone marrow, and other tissues
α5 Diverse epithelia, kidney, blood vessels, bone marrow, developing muscle

and nerve, synaptic BM
β1 Most tissues
β2 Neuromuscular junction, blood vessels, kidney glomerulus
β3 Skin and most other epithelia
γ1 Most tissues
γ2 Skin and most other epithelia
γ3 Kidney, lung, reproductive tract, nerve, and brain

subunit containing laminins play a crit-
ical role in this filtration function. Mice
with a null mutation in the laminin β2

gene maintain high levels of expression of
the β1 laminin chain; nonetheless, these
mice die after birth because of massive
proteinuria, because of the failure of the
glomerular basement membrane to func-
tion as a filtration barrier. Thus, laminins
play isoform-specific roles in tissue differ-
entiation and function.

1.2.3 Other Extracellular Matrix Proteins
In addition to collagens and laminins,
there are other ECM proteins that play im-
portant roles in regulating cell behavior, in-
cluding fibronectin and fibrinogen/fibrin.
Fibronectin is a large disulfide-linked
dimer that is present in a soluble form
in blood. Fibronectin is also secreted by
fibroblasts and other cells into the ECM
where it forms fibrils associated with the
cell surface. Like laminin-1, fibronectin
is essential for early vertebrate develop-
ment. Characterization of fibronectin-null

embryos indicated a requirement for fi-
bronectin in the development of meso-
dermal structures, blood vessels, and the
heart. Fibronectin also plays an important
role in wound healing in the adult. During
cutaneous wound healing, a provisional
matrix is formed from plasma proteins
released from injured vessels. These pro-
teins include fibronectin and fibrinogen.
Fibrinogen is proteolytically processed at
the site of blood vessel injury to form a
fibrin clot. This provisional matrix sup-
ports the formation of new blood vessels,
the proliferation of fibroblasts and the
reepithelialization of the wound. The pro-
visional matrix is eventually replaced by
the normal ECM of the skin.

In summary, extracellular matrices are
essential to tissue and organ structure
and development not only because of
their scaffolding function but also be-
cause they provide important regulatory
information that guides cell behavior
and differentiation. As discussed in the
next sections, much of this informa-
tion is relayed by integrin receptors that
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provide the physical link at cell–matrix
junctions.

1.3
Integrins

1.3.1 The Integrin Family
Integrins comprise a large family of cell
surface proteins. They are heterodimeric
transmembrane receptors for ECM pro-
teins (Fig. 2). Each integrin contains one
α-subunit and one β-subunit. Both α-
and β-subunits pass through the plasma
membrane, and each subunit contains a
relatively large extracellular segment with
a globular ligand-binding domain. Most
α- and β-subunits also contain relatively
small intracellular domains (cytoplasmic
domains or tails) consisting of from 13 to
70 amino acids. The exception is the β4
subunit cytoplasmic domain, which con-
tains 1000 amino acids.

Integrins are highly evolutionarily con-
served. Integrin homologs have been iden-
tified in all metazoans from flies and
nematodes to humans. In mammals, there
are currently 8 known β-subunits and 18
α-subunits that heterodimerize in differ-
ent combinations to generate 24 distinct
integrin heterodimers (Table 4). Several
integrin subunits can be modified by al-
ternative splicing, further adding to the
complexity of the integrin family. The spe-
cific combination of α- and β-subunits de-
termines ligand-binding specificity. Some

integrins are specific for a single compo-
nent of the ECM, such as the α5β1 integrin
that binds only to fibronectin. Most inte-
grin heterodimers can bind to more than
one extracellular matrix component. The
αvβ3 integrin is one of the more promis-
cuous integrins; it binds to vitronectin,
fibronectin, and fibrinogen, among other
ECM components.

Most cells express several different
integrin heterodimers allowing them to
interact with multiple components of the
ECM, and a cell’s integrin repertoire can
be regulated both developmentally and in
response to changes in the physiological
environment. Although most integrin
heterodimers are expressed by a variety
of cell types, some integrins are expressed
in a cell-type specific manner. The αIIbβ3
integrin is expressed only in platelets. The
α7β1 integrin is expressed exclusively in
neuronal cells and integrins containing the
β2 subunit are expressed only by immune
cells also referred to as leukocytes.

The identification of human hereditary
diseases involving mutations in genes en-
coding integrins, and the analysis of null
mutations in integrin genes in mice have
underscored the importance of integrin
receptors in physiological and develop-
mental processes. To date there are four
inherited disorders involving integrins.
Leukocyte adhesion deficiency-1 (LAD1)
is caused by mutations in the integrin β2
subunit where affected individuals show

Fig. 2 Integrin heterodimer. Shown is a
schematic representation of an integrin
heterodimer. The typical small
cytoplasmic domains and large
extracellular domains of the α- and
β-subunits are indicated by brackets.
The N-terminal globular domains of the
α- and β-subunits that function in ligand
binding are indicated by a dashed box.

Plasma membrane

Extracellular domains

Cytoplasmic domains

ECM ligand

a b
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Tab. 4 Integrins and their ligands.
(Adapted from Table 1 in van der Flier, A.,
Sonnenberg, A. (2001) Function and
interactions of integrins, Cell Tissue Res.
305, 285–298).

Integrin Liganda (ECM, soluble,
counter receptors)

α1β1 Co, Ln2

α2β1 Co, Ln
α3β1 Ln
α4β1 Fn, VCAM
α4β7 Fn, VCAM, MadCAM
α5β1 Fn
α6β1 Ln
α6β4 Ln
α7β1 Ln
α8β1 Fn, Tn, VCAM
α9β1 Tn, Co, Ln, VCAM
α10β1 Co
α11β1 Co
αvβ1 Fn, Vn
αvβ3 Vn, Fn, vWF, Op, Tn
αvβ5 Vn
αvβ6 Fn, Tn
αvβ8 Co, Ln, Fn
αIIbβ3 Vn, Fn, vWF, Fg, Fg
αLβ2 ICAM 1–5
αMβ2 Fg, iC3b, ICAM
αxβ2 Fg, iC3b
αDβ2 ICAM, VAM
αEβ7 E-cadherin

aECM, soluble, and counter receptors
ligands are shown in red, blue, and green,
respectively.

severe deficiencies in their immune re-
sponses. Glanzmann’s thrombasthenia,
a bleeding disorder, is caused by mu-
tations that prevent the proper expres-
sion of the αIIbβ3 platelet integrin and
some mild forms of muscular dystro-
phy are associated with mutations in the
α7 subunit, which affect the function of
the α7β1 laminin binding integrin. Ad-
ditionally, mutations that inhibit α6β4
function result in a skin blistering dis-
order (see Sect. 1.5). These phenotypes are

recapitulated in mice carrying the cor-
responding homozygous null mutations
in genes encoding the β2, αIIb, β3, α7, α6,
and β4 integrin subunits.

The generation of targeted deletions
in integrin genes in mice has probably
provided the most insight into the de-
velopmental role of individual integrin
heterodimers. Homozygous null muta-
tions in the gene encoding the integrin
β1 subunit gene result in early embryonic
lethality with defects in implantation and
gastrulation. Targeted deletion of the inte-
grins α5 and α4 subunit genes also result in
embryonic lethality. The α5-null embryos
have defects in vascular and mesoderm de-
velopment, whereas α4-null embryos show
defects in heart development. Deletion of
the integrin α8 subunit gene results in de-
fects in kidney development and deletion
of the integrin α9 subunit results in de-
fects in the development of the lymphatics
and thoracic duct. The α9-null mice die
several days after birth from respiratory
failure due to fluid accumulation. Mice
with null mutations in the integrin α3
subunit gene show abnormalities in kid-
ney and lung development and also have
a skin blistering phenotype. Interestingly,
null mutations in some integrin genes
do not produce obvious developmental
phenotypes. However, in some instances,
phenotypes are observed in adult animals
when challenged or stressed in some way.
For example, mice with null mutations in
the integrin β6 subunit gene are viable and
fertile but show increased skin and lung
inflammation in response to environmen-
tal triggers.

1.3.2 Integrin Ligands
In addition to ECM ligands, some in-
tegrins have soluble ligands, and other
integrins bind to cell surface receptors
(counterreceptors) on neighboring cells
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(Table 4). For example, the platelet integrin
αIIbβ3 binds to soluble fibrinogen lead-
ing to platelet aggregation. β2 integrins
bind to counterreceptors on the surface
of other cells. For example, the αLβ2 in-
tegrin expressed on T-lymphocytes binds
to its counterreceptor ICAM-1 expressed
on antigen-presenting cells, leading to the
formation of the adhesion complex known
as the immune synapse, which is required
for full and sustained T-lymphocyte activa-
tion. The αLβ2 integrin is also expressed on
neutrophils and monocytes/macrophages
and can bind to ICAM-1 expressed on
the endothelial cells that line blood ves-
sels. Similarly, the α4β1 and α4β7 inte-
grins expressed on leukocytes can bind
to their counterreceptor(s), VCAM-1 and
MadCAM-1 (α4β7 only) on endothelial
cells. The binding of leukocyte integrins to
their counterreceptors on endothelial cells
is important to enable leukocytes to exit
the circulation in order to fight infection
in tissues in the case of neutrophils and
monocyte/macrophages, or to enter lymp-
hoid tissues in the case of T-lymphocytes.

1.3.3 Integrin Signaling
The most intriguing aspect of integrin
biology is the ability of integrins to func-
tion as bidirectional signaling receptors.
Ligand binding to integrins induces trans-
membrane conformational changes that
transduce signals to integrin intracellu-
lar domains, resulting in the linkage of
integrins to cytoskeletal networks and
signaling pathways that regulate cell be-
havior. The process by which ligand
binding to integrins activates intracellular
signals is referred to as integrin ‘‘outside-
in’’ signaling.

Integrin ‘‘outside-in’’ signaling provides
cells with important information about
their ECM environment that allows them
to make decisions regarding proliferation,

survival, migration, and differentiation
in response to growth factors, cytokines,
chemokines, and morphogens. The forma-
tion of integrin-ECM adhesions regulates
these processes by activating cascades
of biochemical signals that regulate the
assembly of cytoskeletal networks and
signaling complexes (Fig. 3). The forma-
tion of signaling complexes is regulated
by protein–protein interactions. For ex-
ample, Src homology 2 (SH2) domains
bind to phosphorylated tyrosine residues
in proteins. Thus, the activation of tyro-
sine kinase signaling generates binding
sites for SH2 domains, providing a mech-
anism to recruit proteins to signaling
complexes. Other protein interactions are
mediated by Src homology 3 (SH3) do-
mains; these domains bind to proline-rich
regions in other proteins. There are still
other conserved domains that mediate pro-
tein–protein interactions; these will be
described as they become relevant to the
discussion.

An early signaling event that follows
integrin engagement in cell adhesion is
the activation of the cytoplasmic tyrosine
kinase, focal adhesion kinase (FAK). In-
tegrins trigger the autophosphorylation of
FAK at tyrosine 397, which promotes the
association of Src family of cytoplasmic ty-
rosine kinases and other signaling proteins
such as phosphoinositide (PI) 3-kinase and
phospholipase Cγ via their SH2 domains.
Src kinases phosphorylate FAK’s kinase
domain and also tyrosine 925, increasing
FAK’s kinase activity and promoting the
binding of SH2 domain containing sig-
naling proteins at tyrosine 925, including
Grb2, and Grb7. Activated FAK/Src kinase
complexes trigger a cascade of protein
tyrosine phosphorylations, including the
phosphorylation of the adaptor proteins
paxillin and p130Cas, which in turn pro-
motes the formation of protein complexes
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Fig. 3 Integrin signaling. Pathways regulated by
integrin signaling that promote cell motility,
proliferation, and survival are shown in the
diagram. Integrins signal together with growth
factor and cytokine receptors to regulate cell
motility, survival, and proliferation, although the
mechanisms of cooperation between these
different types of cell surface receptors are not
fully defined. Most of the cytoskeletal, adaptor
and signaling proteins are described in the text.

In addition to these are the NFKB transcription
factor, the kinase ROCK, which is activated by
Rho and in turn activates actinomyosin
contractility, and mDIA, which is also activated
by Rho to promote actin polymerization. Also
shown is Cdc42, which activates NWASP, which
in turn activates the Arp2/3 complex to nucleate
actin polymerization.

that trigger many downstream signals. The
small GTP-binding protein Ras gets ac-
tivated downstream of FAK/Src kinases
and, in turn, Ras triggers the activation of
ERK MAP kinase and PI 3-kinase. How-
ever, FAK can also activate PI 3-kinase
directly. In turn, PI 3-kinase plays a role
in the activation of several other signaling
proteins. It generates PIP3 phospholipids,
which provide bindings sites at the plasma
membrane for PH domains, which are
conserved domains present on many dif-
ferent types of signaling proteins. PI

3-kinase signaling plays a role in activating
the kinase AKT and the Rho family of GTP-
binding proteins, Cdc42, Rac and Rho.
AKT signaling promotes cell survival and
proliferation, whereas the Rho family GT-
Pases regulate the actin cytoskeleton. The
Rho family is particularly important in
adhesion signaling. Cdc42 and Rac pro-
mote actin polymerization, resulting in
the formation of filopodia and lamellipo-
dia, respectively. The formation of these
structures drives cell spreading and mi-
gration. Rho promotes the formation of
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stress fibers and focal adhesions to regu-
late cell–matrix adhesion and contractility.

FAK and paxillin are important reg-
ulators of cell spreading and cell mi-
gration. FAK/Src complexes trigger the
phosphorylation of p130Cas. Phosphory-
lated p130Cas recruits additional signaling
proteins including the adaptor protein
CrkII, and Dock180, which is a guanine
exchange factor (GEF) that activates Rac.
Integrin-mediated adhesion is sufficient to
activate Rac, and is also required for the
membrane targeting of activated Rac and
its association with downstream effectors.
Thus, even when Rac is activated by signals
from other cell surface receptors, such as
growth factor receptors, integrin-mediated
adhesion is still required for Rac to activate
downstream signaling pathways. Activated
FAK/Src complexes also trigger the tyro-
sine phosphorylation of paxillin, which can
also lead to the recruitment of CrkII and
potential activation of Rac by similar path-
ways. However, current evidence suggests
that paxillin regulates migration by bind-
ing of paxillin-kinase linker (PKL). PKL is
an Arf GTPase activating protein (GAP)
that regulates vesicular trafficking. In ad-
dition, PKL binds to the Cdc42/Rac GEF,
PAK interacting exchange factor (PIX), an-
other GEF for Rac. PKL also binds to the
serine/threonine kinase PAK, which is ac-
tivated by Rac to promote cell migration.
Thus, paxillin-PKL association may pro-
vide the appropriately localized scaffold
for the activation of signaling complexes
that are required to direct cell migration.

In addition, stable integrin-mediated ad-
hesion cooperates with other cell surface
receptors such as growth factor recep-
tors to regulate cell behavior, such as
proliferation, survival, and differentiation.
Numerous studies have demonstrated an
important role for integrins in the regu-
lation of cell proliferation. Most normal

cells require integrin-mediated adhesion
to specific components of the ECM for cell
proliferation; activation of growth factor re-
ceptors is not sufficient. Integrins promote
cell proliferation by regulating the activi-
ties of the G1 cyclin-dependent kinases
(Cdk4/6 and Cdk2). Integrin-mediated ad-
hesion is necessary for the transcription
of cyclin D1, which is required for the ac-
tivation of the cyclin-dependent kinase(s)
Cdk4/6. The cyclin D1 promoter is reg-
ulated by transcription factors that are
phosphorylated and activated by ERK.
Integrin-mediated adhesion is required for
integrin- and growth factor-activated ERK
to be translocated to the nucleus and for
the sustained ERK activity that is necessary
to induce transcription from the cyclin D1
promoter. Integrin signaling is also re-
quired for the activation of cyclin E-Cdk2.
Integrin-mediated adhesion promotes cy-
clin E-Cdk2 activity by contributing to the
downregulation of the Cdk inhibitors, p21
and p27.

In some cell types, the ability of
cell–matrix adhesion to promote cell pro-
liferation is dependent upon the inte-
grin heterodimer mediating adhesion. The
α5β1-mediated endothelial cell adhesion
to fibronectin promotes proliferation in
response to growth factors, whereas α2β1-
mediated endothelial adhesion to laminin1
does not. Interestingly, this regulation is
at the level of cyclin D1 translation and
depends on Rac signaling, which occurs
efficiently when cells are adhered to fi-
bronectin, but not to laminin1. Thus,
integrin signaling not only promotes the
transcription of cyclin D1, but can also
regulate the translation of cyclin D1 by
modulating the activation of Rac signaling.

‘‘Inside-out’’ integrin signaling provides
cells with a mechanism to rapidly reg-
ulate integrin function. In some cell
types, the ability of integrins to bind



336 Cell Junctions, Structure, Function, and Regulation

their ligands is tightly regulated. In these
cells, intracellular signals trigger confor-
mational changes in integrins that regulate
the ability of their extracellular domains
to bind to their ligands. This is referred
to as integrin ‘‘inside-out’’ signaling and
is most prevalent in circulating blood
cells, including platelets and leukocytes,
such as neutrophils, monocytes and T-
lymphocytes. The best-studied examples
of inside-out signaling are the regulation
of αIIbβ3 integrin on platelets and β2 inte-
grins and leukocytes. As mentioned above,
the αIIbβ3 integrin promotes platelet ag-
gregation by binding to soluble fibrinogen.
Although platelet aggregation is impor-
tant in preventing excessive bleeding when
blood vessels are injured, inappropriate
platelet aggregation can lead to thrombo-
sis. Thus, the αIIbβ3 integrin is inactive
on resting platelets, and when platelets
become activated at sites of blood vessel in-
jury, intracellular signaling events activate
αIIbβ3. The αIIbβ3 integrin is then able to
bind to soluble fibrinogen with high affin-
ity and promote the formation of platelet
aggregates or plugs to stop bleeding.

Similarly, the activity of β2 integrins
(Table 4) is also tightly regulated to
prevent the inappropriate activation of an
immune response. The activation of β2

integrins involves conformational changes
that increase the affinity of ligand binding;
however, changes in the avidity with which
β2 integrins interact with their ligands is
also important. Signals that increase the
avidity of β2 integrin-ligand interactions
promote the diffusion and clustering of β2
integrins on the cell surface. In the case
of inactivated T-lymphocytes, β2 integrins
are tethered to the actin cytoskeleton in
an inactive state. Signals that activate T-
lymphocytes release β2 integrins from
the cytoskeleton. β2 integrins are then
free to diffuse on the plasma membrane,

cluster and form new attachments to the
cytoskeleton at adhesion sites.

Both inside-out and outside-in inte-
grin signaling are mediated by confor-
mational changes in the integrin het-
erodimer. Interestingly, the characteriza-
tion of conformation-dependent antibod-
ies to integrins has indicated that the con-
formations of activated and ligand-bound
integrins are similar. Recent electron mi-
croscopy, X-ray crystallography, NMR, and
mutational studies have provided impor-
tant insight into the conformational reg-
ulation of integrin activity. These studies
suggest that integrins in the low affin-
ity state (inactive) have a bent, closed
conformation with their globular ligand
binding heads bent toward the plasma
membrane and their α- and β-subunits
closely associated (Fig. 4). In contrast, in-
tegrins in the high affinity state (fully
active) have straightened and opened com-
formations with their α- and β-subunits
separated and their globular domains ex-
tended away from the plasma membrane
for ligand binding (Fig. 4). Integrins in
the intermediate affinity state have their
ligand-binding domains extended from the
plasma membrane; however, their con-
formations are not fully opened. Current
evidence suggests that these integrin con-
formations are in dynamic equilibrium
and that conditions that inactivate or acti-
vate integrins shift this equilibrium.

1.3.4 Integrin-associated Proteins
The ability of integrins to mediate adhe-
sion and to activate signals depends on
their interaction with other cellular pro-
teins (Table 5). Most integrins associate
with the cytoskeleton and signaling com-
plexes by protein interactions mediated by
their β-subunit cytoplasmic domain (β-
tail). In fact, clustering isolated β1 and β3
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(b) Hypothesized
intermediate in activation

by RGD or Mn2+

(c) Hypothesized
intermediate in activation

by inside-out signaling
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(intermediate
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(e) Extended
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Fig. 4 Conformational changes in integrin structure associated with integrin activation.
Results from X-Ray crystallography, electron microscopy and mutational studies suggest
that integrins with different ligand-binding affinities have different conformations.
Integrins with a bent structure are in the low affinity conformation (a), whereas Sho
integrins with an extended structure with an open headpiece (consisting of the globular
ligand-binding domains) are in the high affinity conformation (e). Integrins in
intermediate affinity conformations have extended structures, but with closed headpieces
(d). Other intermediate affinity conformations have been hypothesized (b and c).
(Reprinted with permission from Takagi, J., Petre, B.M., Walz, T., Springer, T.A. (2002)
Global conformational rearrangements in integrin extracellular domains in outside-in and
inside-out signaling, Cell 110, 599–611).

tails is sufficient to activate tyrosine kinase
and Rac signaling.

The eight integrin β-tails have varying
degrees of amino acid homology (Fig. 5)
with the β1, β2, and β3 tails showing the
most similarity. Not surprisingly, several
proteins have been shown to bind to more
than one of these β-tails, whereas other
protein interactions are β-tail specific. The
β8 tail has no homology with other integrin
β-tails and to date no proteins have been
identified that bind to the β8 tail. The β4

tail shows no similarity with other β tails
except that it contains NPXY and NXXY
motifs that are present in other β-tails.
Protein interactions with the β4 tail will be
discussed in Sect. 1.5.

The β1, β2 and β3 cytoplasmic tails share
considerable amino acid sequence homol-
ogy and the cytoskeletal linker protein talin
has been shown to bind to all three tails.
Since talin binds to actin and the actin
binding protein vinculin, integrin-talin in-
teractions are likely to regulate many
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Tab. 5 Integrin binding proteins.

Integrin binding proteins β-tail α-tail Other regions

Talin β1, β2, β3
Filamin β1, β2, β3, β7
α-actinin β1, β2
Skelemin β1, β3
FAK β1, β2, β3
ICAP-1 aβ1
Paxillina β1, β3 α4, α9
Rack1 β1, β2, β3
Cytohesin aβ2
β-endonexin aβ2
ILK β1, β3
SHC β3
TAP-20 aβ5
CD98 β1, β3
Calreticulin α5
CIB αIib
Nischarin α5
CD47(1AP) (tetraspanins) αvβ3, αIIbβ3, α2β1
CD9 (tetraspanins) Multiple integrins
CD81 (tetraspanins) α3β1, α6β1
CD151 (tetraspanins) α3β1, α6β1, α6β4, α7β1
Caveolin α1β1, α5β1, αvβ3

aPaxillin has been shown to bind to both α- and β-tails.

processes requiring integrin-cytoskeletal
interactions. Talin also binds to FAK,
linking integrins to several signaling path-
ways (see Sect. 1.3.3). The cytoskeletal
proteins, filamin and α-actinin, provide
additional linkages between integrins and
the actin cytoskeleton. The actin bind-
ing protein α-actinin can bind to the β1

and β2 tails, whereas filamin binds to
the β1, β2, and β7 tails. Filamin also links
integrins to signaling pathways that regu-
late the actin cytoskeleton, including RalA,
Rho family GTPases, their activators, as
well as PAK. Thus, filamin–integrin in-
teractions may be important in directing
the actin assembly to sites of integrin-
mediated adhesion. Skelemin has recently
been shown to bind to the β1 and β3

cytoplasmic tails, and current evidence

suggests that it may function in regu-
lating integrin-mediated cell spreading.
Skelemin is a muscle-specific protein that
binds to myosin; however, evidence is
accumulating suggesting that a skelemin-
related protein is expressed in nonmuscle
cells, suggesting that skelemin-β tail inter-
actions may regulate integrin function in
several cell types.

Integrin-β cytoplasmic domains have
also been shown to bind to signaling pro-
teins. The membrane-proximal regions of
the β1, β2, and β3 cytoplasmic domains
bind to FAK, and the same region of
the β1 and β3 tails can also bind to pax-
illin. The functional significance of these
interactions is not yet known; however,
mutations in the FAK binding region in
the β-tail do not inhibit the activation
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Fig. 5 Comparison of integrin β-subunit cytoplasmic domains. The amino acid sequences
of the β1 –β8 cytoplasmic domains are shown, with the exception of β4. Amino acids that are
conserved in at least three β-cytoplasmic domains are shown in red. The β2 and β7
cytoplasmic domains contain NPXF motifs in place of NPXY motifs found in other
β-cytoplasmic domains. These phenylalanine residues (F) are shown in green. The
conserved NPXY/F motifs are indicated by dashed boxes. The β4 cytoplasmic domain
contains 1000 amino acids with 4 regions homologous to conserved domains identified first
in fibronectin, referred to as fibronectin type III repeats. These regions are labeled FN-1 to
FN-4 in the β4 cytoplasmic domain. The first pair of FN repeats is separated by a region
referred to as the connecting segment (CS) (see color plate p. xxiii).

of FAK by integrins. Interestingly, phos-
phorylated FAK has been shown to bind
to the C-terminal region of the β5 tail.
This interaction is important for vascu-
lar endothelial growth factor (VEGF) to
promote migration mediated by the αvβ5
integrin. Integrin-linked kinase (ILK) has
also been shown to bind to the β1 and β3

tails. In addition to its serine/threonine
kinase activity, ILK also functions as an
adaptor protein that localizes to focal ad-
hesions. ILK plays a role in the regulation
of cell adhesion, cell proliferation and fi-
bronectin matrix assembly; however, there
is no evidence that ILK-β tail interactions
are required for ILK function in these
processes.

β tail–specific protein interactions
have been identified for the β1, β2, β3,
and β5 cytoplasmic domains. Many of
these interactions regulate integrin-ligand

interactions. Cytohesins bind specifi-
cally to the β2 cytoplasmic domain to
upregulate β2 integrin-dependent adhe-
sion. β3-endonexin binds specifically to
the β3 tail and increases the ability of
αIIbβ3 to bind to its ligand. Although talin
is not a β-tail-specific binding protein,
it is interesting to note that the binding
of a fragment of talin to the β3 tail can
also activate αIIbβ3. Thus, β3-endonexin
and talin may both regulate the activa-
tion of αIIbβ3. TAP-20 binds specifically
to the β5 tail and appears to play a role
in promoting αvβ5-dependent migration
by decreasing αvβ5-mediated adhesion.
Interestingly, TAP-20 shares amino acid
homology with β3-endonexin, although
their functions may be distinct since β3-
endonexin enhances αIIbβ3-ligand interac-
tions. Integrin-associated protein-1 (ICAP-
1) binds specifically to the β1 cytoplasmic
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domain; there is some evidence that this
interaction promotes cell migration.

Recently, phosphotyrosine-binding (PT-
B) domains have been shown to be in-
volved in some protein interactions with
integrin β-tails. The PTB domain repre-
sents another conserved protein–protein
interaction domain. PTB domains bind to
NPXY and NPXF motifs found in many
proteins, including most integrin β-tails.
Recent studies have indicated that the re-
gion of talin that binds to integrins has
a three-dimensional structure similar to a
PTB domain. Talin’s PTB domain has been
shown to bind to the membrane-proximal
NPXY motif in the integrin β-tail. Inter-
estingly, this β-tail motif is required for
most aspects of integrin function. Some
PTB domains bind NPXY motifs when
the tyrosine residue is phosphorylated.
However, talin-integrin β-tail interactions
do not require tyrosine phosphorylation.
ICAP-1 also interacts with the integrin
β1 cytoplasmic domain via a PTP do-
main, but requires the C-terminal NPXY
motif of the β1 tail. Recently, PTB do-
mains from several other proteins have
been shown to bind to integrin β-tails, al-
though the functional significance of these
interactions is not yet known. Nonetheless,
since NPXY/F motifs are highly conserved
among the different β-tails, as well as
across species, it is likely that β-tail–PTB
domain interactions will play central roles
in integrin function. The binding of some
PTP domain-containing proteins to indi-
vidual β-tails may require the tyrosine
phosphorylation of the NPXY, motifs fur-
ther increasing the diversity of protein
interactions with β-tails and the mecha-
nisms that regulate them.

Several proteins have been identified
that bind to α-subunit cytoplasmic do-
mains (Table 5). The functional signifi-
cance of the interaction of paxillin with

the α4 tail has been established. This asso-
ciation modulates cell migration mediated
by integrins containing α4 tails. Addition-
ally, serine phosphorylation of α4 tails
has been shown to inhibit the binding of
paxillin. Thus, paxillin-α4 tail association
and α4 integrin-dependent cell migration
are likely to be regulated by signaling
pathways that modulate the phosphory-
lation of the α4 tail. Paxillin has also
been shown to bind to the α9 tail to
regulate α9β1-dependent cell migration.
The ability of paxillin to regulate mi-
gration by this mechanism is likely to
be important for α4β1, α4β7, and α9β1

function during development and α4β1

and α4β7 function during the immune
response.

Integrins also associate with other trans-
membrane proteins, including caveolin,
tetraspanins (TM4 proteins) and CD47
(also known as integrin-associated pro-
tein, IAP). Caveolin binds to the α-subunit
of several integrin heterodimers, includ-
ing α5β1 and links these integrins to
Fyn, an Src family kinase that can cou-
ple integrins to the Ras/ERK MAP kinase
pathway, which is important for cell pro-
liferation. Several members of the TM4
family have been shown to bind to inte-
grin α-subunit extracellular domains. The
strongest association appears to be be-
tween CD151 and α3β1. The cytoplasmic
domain of CD151 recruits the signaling
proteins phosphatidylinositol 4-kinase and
protein kinase C to CD151-integrin com-
plexes. These signaling proteins regulate
the actin cytoskeleton and cell spreading.
Interestingly, mutations that inhibit the
association of CD151 and α3β1 also inhibit
cell spreading, indicating that this asso-
ciation is functionally significant. CD47
is also an important regulator of inte-
grin function. CD47 associates with β1, β2,
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and β3 integrins in cholesterol-rich mem-
brane domains. CD47-integrin association
enhances the interaction of integrins with
their ligands, as well as integrin function in
adhesion and migration. The mechanisms
involve signaling through heterotrimeric
Giα proteins.

1.4
Focal Adhesions

1.4.1 Components of Focal Adhesion
One of the most studied cell–matrix junc-
tions is the focal adhesion, sometimes
referred to as the focal contact. Focal ad-
hesions contain clustered integrins that
mediate very tight adhesion with their
ECM ligands and also associate with the
ends of actin stress fibers. More than
50 proteins have been shown to local-
ize to focal adhesions. Not surprisingly,
many of the proteins that can bind to
integrin-β cytoplasmic domains, as well as

proteins that function in integrin signaling
pathways are concentrated in focal adhe-
sions (Figs. 3 and 6). As discussed above,
several of these proteins are tyrosine-
phosphorylated; thus, focal adhesions can
be visualized by using antibodies that rec-
ognize phosphotryrosine residues (Fig. 7).
In general, focal adhesion proteins con-
tain multiple protein–protein interaction
domains enabling them to bind to several
proteins simultaneously. Indeed, many
focal adhesion proteins function in mul-
tiprotein complexes linking integrins, the
actin cytoskeleton and multiple signaling
cascades. For example, FAK binds to pax-
illin, talin, p130Cas, Src family kinases, PI
3-kinase, Grb2, and Grb7. Paxillin bind-
ing partners include vinculin, FAK, ILK,
the tyrosine phosphatase PTP-PEST, PKL,
and CrkII. Long lists of binding partners
can be made for most focal adhesion pro-
teins. On the basis of biochemical studies
that have characterized protein–protein
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Fig. 6 Components of focal adhesions. Shown is a schematic of a focal adhesion. Only a
subset of proteins and protein interactions present at focal adhesion is shown. Vinculin is
abbreviated as vin.
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Fig. 7 Tyrosine phosphorylated
proteins at focal adhesions. Shown is a
rat embryo fibroblast stained for actin in
stress fibers (green) and with antibodies
that recognize phosphotyrosine (red).
Phosphotyrosine staining is seen in
focal adhesions at the ends of stress
fibers. Regions of overlapping red and
green staining are yellow. (Reprinted
with permission from Burridge, K.,
Chrzanowska-Wodnicka, M., Zong, C.
(1997) Focal adhesion assembly, Trends
Cell Biol. 7, 342–347.) (see color plate
p. xxvii).

interactions involving integrins and other
focal adhesion proteins, complex linkage
maps have been proposed connecting inte-
grins to the activation of various signaling
pathways (Figs. 3 and 6). Surprisingly, new
focal adhesion proteins are still being
identified every year. The most recently
identified focal adhesion protein is the
Migfilin, which is a filamin-binding pro-
tein that regulates cell spreading.

1.4.2 Regulation of Focal Adhesion
Assembly
Focal adhesions are formed by most cell
types when cultured on two-dimensional
substrates. The assembly of focal adhe-
sions has been studied in spreading and
migrating cells. In these instances, the ac-
tivation of Rac or Cdc42, either by integrin
or growth factor signaling, promotes the
formation of filopodia and lamellipodia

and new integrin-mediated cell–matrix
junctions. These nascent adhesions, re-
ferred to as focal complexes, contain inte-
grins, as well as a subset of focal adhesions
proteins. Following the activation of Rho
and actinomyosin contractility, focal com-
plexes mature into focal adhesions with
their associated stress fibers. The forma-
tion of focal adhesion has also been studied
in quiescent cells, where the activation Rho
and downstream myosin II-dependent
contractility by extracellular factors in-
duces focal adhesion formation. Focal
adhesion formation can also be promoted
when external force is applied to integrin-
mediated adhesions. When this force is
increased, focal adhesions become larger,
whereas a reduction in the applied force
causes disassembly of focal adhesions. The
stimulation of focal adhesion formation by
external force also requires Rho signaling,
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but appears to be independent of myosin
II. Importantly, the stimulation of focal ad-
hesion formation by external forces leads
to activation of integrin signaling with
physiological consequences. For example,
increases in blood flow result in en-
hanced hemodynamic shear stress placed
on integrin-mediated adhesions on the
basal surface of endothelial cells, result-
ing in the remodeling of adhesion sites and
the activation of integrin signaling. The in-
creased integrin signaling and subsequent
changes in gene expression are thought to
play an important role in the development
of atherosclerotic plaques. Thus, integrin-
mediated adhesions are important sites at
which cells sense and respond to changes
in their physical environment, a process
referred to as mechanotransduction.

1.5
Hemidesmosomes

The basal layer of stratified epithelia
mediate specialized adhesions to their
underlying basement membrane. These
specialized adhesions are referred to as
hemidesmosomes. α6β4 integrins are the
only integrins present at hemidesmo-
somes, and function as critical trans-
membrane links between their ligand
laminin 5 in the basement membrane and
the keratin filament cytoskeleton within
the cell. The cytoplasmic domain of the
β4 subunit plays an important role in
this linkage (Fig. 8), by binding to the
cytoskeletal linker proteins plectin and
BP230, which, in turn, can bind di-
rectly to intermediate filaments. BP180
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Fig. 8 Hemidesmosomes. Hemidesmosomes are sites of strong adhesion between cells and
their underlying basement membrane. The α6β4 integrin binds to its ligand laminin-5 in the
basement membrane. The transmembrane protein BP180 has a collagenous extracellular domain
that forms a trimer and associates with the basement membrane on the outside of the cell. The
cytoplasmic domain of BP180 binds to the β4 tail and plectin on the inside of the cell. Both
plectin and BP230 function in linking α6β4 to keratin filaments within the cell.
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is another transmembrane protein that
functions at hemidesmosomes. BP180 has
a collagenous extracellular domain; its
intracellular domain binds to the β4 cy-
toplasmic domain.

The physiological importance of hemi-
desmosomal components is clear from
studies of inherited human skin blister-
ing disorders. In humans, loss of α6β4

expression or laminin 5 expression causes
a form of epidermolysis bullosa (EB). Pa-
tients with this disorder have very fragile
skin, which is prone to extensive blistering
due to a lack of normal hemidesmosomes.
The adhesion of other epithelia is fragile as
well, affecting organ function such as the
intestines. Most patients suffering from
this disorder survive only several months
after birth at most. Mutations in the BP180
gene cause a less severe form of EB. An-
other form of EB results from mutations
in the plectin gene; this form of EB is
associated with muscular dystrophy indi-
cating the importance of plectin function
in other tissues.

Mice with null mutations in genes
encoding hemidesmosomal components
have similar phenotypes to those described
for the corresponding human hereditary
disorder. These null mice have been use-
ful animal models for these diseases,
providing important insights into the func-
tions of hemidesmosome components.
For example, the skin of plectin-null mice
showed a reduced number of hemidesmo-
somes, and the hemidesmosomes present
had fewer associated keratin filaments
and exhibited reduced mechanical stabil-
ity. Thus, plectin is not strictly required
for the association of hemidesmosomes
with keratin filaments. This is not true
for BP230. Targeted deletion of BP230 in
mice also results in a skin blistering phe-
notype. The number of hemidesmosomes
present in the skin of BP230-null mice

was similar to wild-type animals; however,
the hemidesmosomes in BP230-null mice
were not associated with keratin filaments.
Thus, BP230 plays an essential role in
connecting α6β4 to keratin filaments at
hemidesmosomes in vivo.

1.5.1 Assembly of Hemidesmosomes
Biochemical and molecular genetic ap-
proaches have been used to characterize
protein interactions with the β4 cytoplas-
mic domain and among the components
of the hemidesmosome. Using these ap-
proaches, the β4 cytoplasmic domain has
been shown to bind directly to plectin,
BP230 and the cytoplasmic domain of
BP180. Other studies have shown that
BP180 binds to plectin and BP230. The β4
cytoplasmic domain has also been shown
to associate with itself; the C-terminal re-
gion of the β4 cytoplasmic domain binds
to a site more toward the N-terminal that
overlaps the binding site for plectin. This
β4 tail-β4-tail interaction could potentially
occur either intramolecularly or inter-
molecularly, and it has been suggested that
the binding of plectin to the β4 tail disrupts
this interaction. The importance of indi-
vidual interactions between the various
hemidesmosomal components has been
examined by testing the effect of express-
ing recombinant forms of these proteins,
containing mutations that inhibit specific
protein–protein interactions, on the for-
mation of hemidesmosome-like structures
on the basal cell surface of cultured epithe-
lial cells. Emerging evidence from these
types of studies suggests that the assembly
of hemidesmosomes occurs by a stepwise
process. An early step is the binding of
plectin to the β4 cytoplasmic domain. The
next step is the recruitment of BP180,
which requires the interaction of BP180
with both β4 and plectin, as well as the as-
sociation of plectin with the β4 cytoplasmic
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domain. Finally, BP230 is recruited. The
recruitment of BP230 requires α6β4 adhe-
sions containing both BP180 and plectin.
Thus, plectin appears to function in the
assembly of hemidesmosomes by facilitat-
ing the interaction of BP230 and BP180
with the β4 cytoplasmic domain and also
by stabilizing the association of keratin
filaments with hemidesmosomes.

1.5.2 Signaling by α6β4
Like other integrins, α6β4 can function as a
signaling receptor. α6β4 signaling impacts
the survival, proliferation, and migration
of epithelial cells. α6β4 activates ERK MAP
kinase that plays a critical role in regulat-
ing cell proliferation and survival. The β4
cytoplasmic domain becomes phosphory-
lated on tyrosine residues when α6β4 binds
to laminin 5. These phosphorylations are
important in linking α6β4 engagement to
the activation of intracellular signals. Al-
though α6β4 can signal in epithelial cells
that do not form hemidesmosomes, it is
not yet known whether α6β4 integrins can
activate signals when associated with in-
termediate filaments at hemidesmosomes.
However, the activation of the epidermal
growth factor (EGF) receptor can trigger
the phosphorylation of the β4 cytoplasmic
domain resulting in the disassembly of
hemidesmosomes, which is likely to be
important for cell migration and prolifer-
ation. The α6β4 integrin has been found
to play a role in promoting cell migra-
tion and invasion of some carcinomas
by activating PI 3-kinase, and the small
GTP-binding proteins Rac and Rho. In
cell culture models, α6β4 integrin can
promote cell migration on laminin 1 by
associating with the microfilament cy-
toskeleton and stabilizing the adhesion
of lamellipodia and filopodia to laminin1,
suggesting that α6β4 can function in
both intermediate filament-associated and

actin-microfilament-associated cell–mat-
rix adhesions. The α6β4 integrin is also
expressed by the endothelial cells and
neuronal cells. The adhesion complexes
formed by α6β4 in these cell types have
not been fully characterized. However, it
is known that α6β4 associates with the
intermediate filament cytoskeleton in en-
dothelial cells and is likely to do so in
neuronal cells as well.

In summary, members of the integrin
family of cell adhesion receptors play
important roles in most physiological pro-
cesses. Integrins regulate these processes
by providing a transmembrane connection
between the various integrin ligands and
components of the cell’s cytoskeletal net-
works, and also functioning as signaling
receptors in cooperation with other cell
surface receptors.

2
Cell–Cell Junctions

2.1
Overview

Cell–cell junctions serve to bind cells to-
gether allowing for these cells to act as a
tissue and mediate physiological functions
within an organism. For example, cell–cell
junctions in endothelial cells, which line
the walls of all blood vessels, allow en-
dothelial cells to regulate the movement of
fluid, macromolecules, and immune cells
from the vascular space to the extravas-
cular space of tissues. Cell junctions are
separated into groups according to their
functions, and these groups include ad-
hesive junctions, occlusive junctions and
junctions that allow direct communica-
tion between cells. These junctions have
been extensively studied in epithelial cells
and are shown in Fig. 9. Adhesive junc-
tions include desmosomes and adherens
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Fig. 9 Junctional complexes in epithelial cell monolayer. (a) Schematic showing the
cellular location of tight junctions, adherens junctions, desmosomes, and gap junctions in
an epithelial cell layer. (b) Electron micrograph of tight junctions (TJ), adherens junctions
(AJ), and desmosomes (DS). Note the electron-dense regions associated with the plasma
membrane in each junction. This is due to the localization of plaque proteins in these
areas. (Reprinted with permission from Tsukita, S., Furuse, M., Itoh, M. (2001)
Multifunctional strands in tight junctions, Nat. Rev. Mol. Cell Biol. 2, 285–293).

junctions (AJs). Desmosomes are found
primarily in tissues that experience me-
chanical stress, such as epithelial cells
of the skin and myocardial cells of the
heart. These junctions are connected to
intermediate filaments and are thought
to have mainly a structural function. AJs
are connected to the actin cytoskeleton
and also serve a structural function. In-
deed, in certain epithelial cells such as
those in the intestine, the AJ acts together
with the actin cytoskeleton to allow con-
traction of the epithelial sheet. Occlusive
junctions, also termed tight junctions (TJ),
form restrictive barriers that regulate the
paracellular flux of molecules across ep-
ithelial and endothelial monolayers, and
act as a fence to prevent the movement of
membrane components from the apical to
the basal surface of a cell layer. Gap junc-
tions allow for communication between
cells. These junctions are formed by pro-
teins called connexins. Connexins form a

hexameric multimer that create a pore in
the plasma membrane of the cell. The hex-
americ pore binds to a similar pore on
an adjacent cell, thereby forming a con-
tinuous pore between cells that allows for
the passage of ions and small molecules
between neighboring cells. Gap junctions
provide electrical and chemical coupling
between cells whereas AJs, desmosomes,
and TJs provide mechanical coupling be-
tween cells. The following discussion will
focus on the junctions that provide me-
chanical coupling. A number of recent
reviews provide further information on
gap junctions and their role in cell–cell
communication.

A common theme exists with respect
to the structure of cell–cell junctions. All
contain transmembrane proteins whose
extracellular domains mediate binding to
similar proteins on neighboring cells. The
transmemebrane proteins of desmosomes
and AJs are members of the cadherin
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superfamily. Claudins, occludins, and
junctional adhesion molecules (JAM) are
all transmemebrane proteins that partic-
ipate in the formation of TJs. The ultra-
structures of TJs, AJs and desmosomes
all display a dense plaque region adjacent
to the plasma membrane when observed
through an electron microscope. This re-
gion appears as a dense plaque due to the
large number of adaptor proteins that form
a complex that supports the function of the
transmembrane proteins (Fig. 9b). The cy-
toplasmic domains of the transmembrane
proteins bind to linker proteins that con-
nect the transmembrane proteins to the
cytoskeleton. In addition, both the cyto-
plasmic domain of the transmembrane
proteins and the linker proteins can bind
to and localize signaling proteins, such
as the Src family of tyrosine kinases, to
the junctional complex. Thus, as is the
case in focal adhesions mediated by the
integrins, cell–cell junctions too are now
considered sites that mediate inside-out or
outside-in signaling.

2.2
Cadherin Superfamily

In the early 1980s, two proteins were
being investigated for their role in medi-
ating cell–cell adhesion: uvomorulin and
L-CAM. Upon sequencing of these pro-
teins it was found that they shared a large
number of amino acids and a number
of structural features such as the require-
ment of calcium for cell–cell adhesion.
These proteins became collectively known
as E-cadherin. At this time, two other
transmembrane proteins having a similar
structure and amino acid sequence to E-
cadherin were also identified: N-cadherin
and P-cadherin. Most of what is known
about cadherins has been learned from
studies of E-, N-, and P-cadherin. To date,

over 50 different cadherins have been
identified in both vertebrates and inverte-
brates. The discovery of novel cadherin-like
proteins, including the recent identifica-
tion of the protocadherins, has lead to
the formation of the cadherin superfam-
ily containing cadherins and cadherin-
related proteins.

All members of the cadherin superfam-
ily possess cadherin homology repeats,
referred to as EC domains, in their extra-
cellular region. Cadherin-related proteins
show a high degree of variability in
the number of cadherin repeats in their
extracellular domain with reported num-
bers ranging from 5 to 34. In addition,
extracellular regions of cadherin-related
proteins can contain structural motifs,
such as laminin-A G repeats or EGF re-
peats, found in other proteins. A high
degree of variability also exists with re-
spect to the membrane-spanning region
of cadherin-related proteins. Although
most cadherin-related proteins contain a
single spanning transmembrane region,
some members contain seven membrane-
spanning regions, while others are an-
chored to the plasma membrane by glysyl
phosphotidylinositol (GPI) linkages. The
cadherin-related proteins also show a di-
verse array of cytoplasmic tails with unique
binding domains to a wide variety of
molecules. The following discussion will
not include cadherin-related proteins due
to the variability of their structures and
functions.

The other members of the cadherin
superfamily have a number of identi-
cal structural features. These include five
cadherin repeats in the extracellular do-
main, a single spanning transmembrane
region, and a highly conserved cytoplas-
mic tail. In addition, these cadherins are
synthesized as precursor molecules con-
taining a signal peptide and a propeptide
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region that are both removed by proteolytic
cleavage.

Cadherins have been divided into five
families on the basis of the domain
structure and genomic organization of
the cadherin proteins (Table 6). The five
families are (1) the classical/type I cad-
herins; (2) the atypical/type II cadherins,
the two families of desmosomal cad-
herins; (3) desmocollins; (4) desmogleins;
and (5) a family containing only one mem-
ber, BS-cadherin. Sequence similarities
in the EC1 domain allow for classifica-
tion of the different cadherins into fam-
ilies. Type I cadherins all have the triple
amino acid sequence H-A-V in the first

cadherin repeat (EC1). This sequence has
been termed the cell adhesion recognition
(CAR) sequence (Fig. 10), and as will be
discussed, is required for cell–cell ad-
hesion of type I cadherins. The other
cadherin family members also have a cen-
tral alanine in their CAR sequence, but
the surrounding residues are different for
each family. The HAV sequence has been
found to interact with the N-terminal tryp-
tophan (Trp2) residue also found in the
EC-1 domain (Fig. 10). The amino acid se-
quence surrounding the Trp2 residue is
also highly conserved within the type I
cadherin family. If one looks at a sequence
comparison surrounding the N-terminal

Tab. 6 Major cadherin subfamilies. (Adapted from Nollet, F.,
Kools, P., van Roy, F. (2000) Phylogenetic analysis of the cadherin
superfamily allows identification of six major subfamilies besides
several solitary members, J. Mol. Biol. 299, 551–572).

Subfamily Protein name Synonyms

Classical/type I Cadherin 1 E-cadherin, uvomorulin
Cadherin 2 N-cadherin
Cadherin 3 P-cadherin
Cadherin 4 R-cadherin
Cadherin 13 T- or H-cadherin
Cadherin 15 M-cadherin
EP-cadherin C-cadherin (Xenopus)

Atypical/type II Cadherin 5 VE-cadherin
Cadherin 6 K-cadherin
Cadherin 7
Cadherin 8
Cadherin 9 T1-cadherin
Cadherin 10 T2-cadherin
Cadherin 11 OB-cadherin
Cadherin 12 Br-cadherin, N-cadherin 2
Cadherin 18 Cadherin 14
Cadherin 19
Cadherin 20

Desmocollin Desmocollin 1
Desmocollin 2
Desmocollin 3

Desmoglein Desmoglein 1
Desmoglein 2
Desmoglein 3

BS Cadherin



Cell Junctions, Structure, Function, and Regulation 349

CAR site

3 Ca++

A

EC1 domain Trp-2

Juxtamembrane domain

Catenin binding domain

Fig. 10 Cadherin monomer. Schematic showing
the important sites that are implicated in the
regulation of cadherin-mediated adhesion,
including the first cadherin repeat (EC1 domain),

the N-terminal tryptophan (Trp2), cell adhesion
recognition site (CAR site), calcium (Ca++)
binding sites, the juxtamembrane region, and
catenin binding domain.

Trp2 residue in the type II cadherins
desmocollin and desmoglein, one also
finds a high degree of sequence similarity
within each type or family of cadherin. In
addition to sequence similarities, genomic
organization is also used to classify cad-
herins. For example, the precursor region
and the cytoplasmic tail of atypical/type II
cadherins are encoded by a single exon,
whereas these regions in other cadherins
contain one or more introns. The type II
cadherins also contain two extra introns
in the sequence coding the extracellular
region that is not found in other cadherin
families. On the basis of these structural
and genomic similarities members of the
cadherin family have been divided into
families as shown in Table 6.

2.3
Type I/II Cadherins and Adherens Junctions

The binding of cadherins and the forma-
tion of stable AJs is a multistep process.
The formation of cell–cell junctions by
classical cadherins has been extensively
studied in epithelial cells. In epithelial
cells, cadherins are diffusely spread on
the cell surface prior to cell–cell contact.
Cells first approach one another through
the formation of filopodia. As the filopodia
from adjacent cells come into contact, cad-
herins form small clusters at the filopodia
tip and recruit the proteins that promote
cortical actin assembly. These clusters are
brought into larger plaque-like structures
as the cortical actin remodels. The binding
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and formation of a mature cell–cell junc-
tion requires the following steps involving
cadherins: (1) the binding of one cadherin
to a second cadherin on the same cell,
referred to as cis-dimer formation; (2) the
binding of a cadherin on one cell to a
cadherin on an adjacent cell, referred to
as trans-dimer formation; (3) the forma-
tion of lateral complexes or clusters; and
(4) the attachment of these complexes to
the cytoskeleton to enhance the strength
of the cell–cell attachment. The first two
steps are mediated by the extracellular do-
main, whereas the last two steps occur
through domains on the cytoplasmic tail.

2.3.1 Extracellular Domain: Cis- and
Trans-cadherin Dimerization
The extracellular domain mediates cad-
herin–cadherin binding. The extracellular
domain consists of five cadherin domains
that form a rigid, rodlike structure through
the binding of three calcium ions to the

intervening sequence located at the base
of each domain as shown in Fig. 10. Lat-
eral cis-dimerization is the binding of
two adjacent cadherins within the plasma
membrane of one cell and is mediated by
the interaction of the EC-1 and EC-2 re-
gions of two cadherin molecules (Fig. 11).
This process is thought to require the Trp2
and the hydrophobic pocket created by the
HAV region on the EC-1domain. Indeed,
crystallographic data has shown two pos-
sible scenarios for how these two peptide
regions interact to establish the forma-
tion of a cadherin cis-dimer. In the first
model, the Trp2 on one cadherin inserts
into the hydrophobic pocket created by the
HAV region on an adjacent cadherin. In
the second model, the Trp2 inserts into
the hydrophobic pocket on the same EC-
1 domain resulting in a change in the
conformation of the surrounding amino
acids, which allows interaction with the
EC-1 domain on an adjacent cadherin.

Cadherin
monomer

Cis-
dimer

Cluster
Trans-
dimer Actin

associated

v

p120 a-catenin
b-catenin or
plakoglobin

Fig. 11 Formation of cadherin-mediated cell–cell junction. Cadherin monomers
first form cis-dimers through the interaction of the first two cadherin repeats. This
is followed by formation of trans-dimers through the interaction of cadherin
cis-dimers on adjacent cells. The trans-dimers then cluster, increasing the strength
of cell–cell adhesion. The adhesion strength is increased further by the attachment
of the cadherin–catenin complex to the actin cytoskeleton. (See text for details).
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Interestingly, a recent crystallographic
study using C-cadherin has suggested a
third model in which cis-binding may
actually form lateral multimers through
interaction of EC-1/EC-2 domains on adja-
cent cadherins. Although the mechanism
of cis-interaction of cadherins remains
controversial, crystallographic, mutagen-
esis, and in vitro binding studies all
support a requirement for cis-dimerization
in cadherin-mediated cell–cell adhesion.

The structural basis involved in me-
diating homophilic binding of cadherins
on adjacent cells is also fraught with
controversy. As in cis-dimerization, trans-
dimerization, which is the binding of two
cadherins on different cells, has also been
shown to require the EC-1 domain. In one
model, the EC-1 domains of two cadherins
on opposing cells bind to form a zipper-
like structure as shown in Fig. 11. This
model is supported by studies that have
shown that the HAV motif and the amino
acids surrounding this peptide mediate the
specificity of cadherin adhesion. However,
a trans-dimer with this structure seems too
long to be accommodated in the intercellu-
lar space observed by electron microscopy.
In a second model, the EC-1 domain of
one cadherin interacts with the EC-4 or
EC-5 domain of the cadherin on an adja-
cent cell. This model is consistent with the
distance between plasma membranes ob-
served by electron microscopy and is also
supported by studies showing that antibod-
ies to the EC-4 and EC-5 regions disrupt
cadherin-mediated binding. In addition,
direct force measurements would suggest
that a greater overlap of the cadherins
shown in Fig. 11 is required for maximum
adhesive strength, and that interaction me-
diated only by the EC-1 domain would not
be strong enough to maintain cell–cell ad-
hesion. Nonetheless, both models support
the formation of a zipper-like structure

by the trans-interaction of cadherins on
opposing cells.

Understanding the mechanisms of
cadherin-mediated adhesion has impor-
tant implications for therapeutic interven-
tions in processes such as tumor angio-
genesis. Monoclonal antibodies to the EC1
region of VE-cadherin have been shown
to prevent branching morphogenesis of
endothelial cells in culture and to inhibit
angiogenesis in a mouse cornea model.
Unfortunately, antibodies to the EC1 do-
main also cause a decrease in barrier
function of confluent endothelial monolay-
ers, particularly in the microcirculation of
the lung. However, monoclonal antibodies
to the EC4 domain inhibit angiogenesis,
without altering the barrier function of en-
dothelia with stable, well-structured AJs,
such as those found in the lung. These
results suggest that antibodies to the EC4
domain may be used to prevent angio-
genesis and thus inhibit the growth of
many tumors without having the adverse
side effect of changing vascular perme-
ability. These results further underscore
the importance of understanding struc-
ture–function relationships that govern
cadherin-mediated cell–cell adhesion.

Using cell culture aggregation assays,
it was demonstrated that the EC1 do-
main and the HAV region play essen-
tial roles in determining the specificity
of homophilic binding of classical cad-
herins. In early studies, E-cadherin and
P-cadherin were expressed as recombinant
proteins in fibroblasts that normally do
not express these cadherins and do not
demonstrate calcium-dependent cell–cell
adhesion. These studies demonstrated that
when cells expressing E-cadherin were
mixed with cells expressing P-cadherin,
the resulting cell aggregates would con-
tain either E-cadherin cells or P-cadherin
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cells but not a mixture of the two. Muta-
tional studies demonstrated that the EC1
domain and the amino acids surrounding
the HAV peptide play an important role
in homophilic trans-cadherin adhesion.
Further studies using domain-swapping
approaches, antibodies or peptides to the
EC1 domain confirmed these findings. In-
terestingly, recent studies have suggested
that cadherins may not be restricted to ho-
mophilic binding, but may also interact
with each other in a heterophilic man-
ner. This is particularly true of the type II
cadherins. The members of this family of
cadherins have been shown to bind in a
heterophilic manner to other members of
the same family. For example, cadherin 8
can bind to cadherin 11 allowing for the
formation of cell aggregates with strong
cell–cell adhesion. One should remem-
ber that type II cadherins do not contain
the HAV sequence and do not bind at all
to type I cadherins. Recent studies have
found that heterophilic binding may also
occur within the type I cadherin family;
however, the studies have suggested that
these heterophilic interactions are weaker
than homophilic interactions. As the stud-
ies demonstrating heterophilic binding of
cadherins have been performed only in
cell culture systems, the physiological rele-
vance of heterophilic binding in tissue and
organ function is unknown.

2.3.2 Cytoplasmic Domain: Lateral
Clustering and Cytoskeletal Attachment
Changes in the strength of cadherin-
mediated adhesion are necessary for the
dynamic cellular movements found during
processes such as angiogenesis and tissue
morphogenesis. Environmental signals,
such as growth factors, act to modulate the
strength of cadherin-mediated adhesion by
changing the association of cadherin with
the actin cytoskeleton and by disrupting

cadherin clustering. Both of these pro-
cesses are regulated through the cadherin
cytoplasmic tail. The cytoplasmic tail of
cadherin contains two important domains,
the juxtamembrane domain (JMD) and
the C-terminal catenin binding domain
(CBD), both of which bind to the catenins
to form a cadherin–catenin complex. The
catenins are a family of related proteins
that share a central domain called the
armadillo-repeat domain (ARM domain).
This domain contains 10 to 13 armadillo
repeats, so named because of their se-
quence homology to the armadillo gene
product first identified in Drosophila. The
ARM repeats have been shown to have a
tertiary structure that results in the forma-
tion of a groove that contains a number of
positively charged residues. Proteins that
bind to the ARM region do not possess a
single consensus sequence, but do possess
many negatively charged amino acids that
bind within the positively charged groove
created by the ARM domain.

The extracellular domain of cadherin can
support cell–cell adhesion independent of
the cytoplasmic tail, but the strength of
adhesion is considerably weaker than that
supported by the full-length molecule. The
binding mediated by the extracellular do-
main of cadherins can be increased by
clustering cadherin extracellular domains
on the cell surface. This was shown using
chimeric cadherin molecules containing
an intracellular regulatable oligomeriza-
tion motif connected to the extracellular
and transmembrane domain of cadherins.
Under normal conditions, the JMD of
the cytoplasmic tail is believed to regu-
late cadherin clustering. Deletion mutants
of cadherin that contain the JMD, but not
the CBD, were found to cluster and me-
diate strong adhesion demonstrating the
importance of the JMD in regulating cad-
herin function.
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The interaction of the JMD with p120
catenin has been implicated in regulat-
ing lateral clustering and the strength
of cadherin-mediated cell–cell adhesion.
p120 is a member of the p120 family,
which includes p120, p0071, δ-catenin, and
AVRCF. These proteins have greater than
45% identity in the ARM domains and
bind to cadherins via the interaction of
the ARM domain with a highly conserved
region in the JMD. The most extensively
studied member of this family to date is
p120. Initial studies presented conflicting
results concerning the effect of p120 on
cadherin function with one study show-
ing that the p120 cadherin interaction
was required for lateral clustering and en-
hanced the strength of cell adhesion, while
a second study presented contrasting data
suggesting that the JMD and its interaction
with p120 had a negative effect on cell–cell
adhesion. This discrepancy was attributed
to differences in the phosphorylation state
of p120 in the different cell types that were
used for these studies. Indeed, phospho-
rylation of p120 on serine and threonine
residues in the N-terminus results in a
decrease in cell–cell adhesion, whereas
inhibition of phosphorylation of these
residues using staurosporin, or deletion
of the N-terminus results in an increase
in cadherin-mediated cell–cell adhesion.
In addition to containing serine/threonine
phosphorylation sites, the N-terminus of
p120 also contains a number of tyro-
sine phosphorylation sites. Although the
phosphorylation of p120 has been shown
to alter cadherin function, the molecular
mechanism responsible for the change in
cadherin function with phosphorylation of
p120 has not been reported.

The interaction of p120 with the JMD has
been implicated in mediating a number
of functions in addition to cadherin clus-
tering. For example, the juxtamembrane

region of VE-cadherin has been implicated
in excluding N-cadherin from cell–cell
junctions in cells expressing these two
cadherins, which may be why N-cadherin
is not observed at cell–cell junctions in
endothelial cells. The interaction of JMD
with p120 has also been shown to protect
E-cadherin from degradation. The colon
tumor cell line SW48 possesses a defect
in the p120 gene that prevents expression
of p120. These cells show minimal expres-
sion of E-cadherin and have poor cell–cell
adhesion. Interestingly, restoring the lev-
els of p120 increased both the E-cadherin
levels and E-cadherin-mediated cell–cell
adhesion. We have found similar results
in endothelial cells, where a decrease in
the level of p120 results in a decrease in
the level of VE-cadherin and a decrease
in endothelial monolayer integrity. Thus,
interaction of p120 with the JMD region of
at least some cadherins is required for the
expression at the plasma membrane.

The C-terminus of the cytoplasmic tail
contains the CBD and mediates attach-
ment to the actin cytoskeleton through
binding to β-catenin, plakoglobin (also
known as γ -catenin), and α-catenin.
Plakoglobin and β-catenin share a simi-
lar structure containing 12 ARM repeats
found in the central ARM domain that
is flanked on either side by N-terminal
and C-terminal domains. The binding of
β-catenin and plakoglobin to cadherins is
mediated through the ARM domains, and
these two proteins bind to the CBD in
a mutually exclusive fashion. Attachment
to the cytoskeleton is then achieved by the
binding of α-catenin to the N-terminus and
the first ARM repeat of plakoglobin or β-
catenin and to actin. In addition to binding
directly to the actin cytoskeleton, α-catenin
can also mediate attachment to micro-
filaments by binding to actin-associated
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proteins, such as α-actinin, vinculin, or
ZO-1.

Disruption of the binding of β-ca-
tenin/plakoglobin to either cadherin or α-
catenin regulates changes in the strength
of cell–cell adhesion and has been sug-
gested as playing a physiological role in cell
functions requiring dynamic changes in
cell–cell adhesion, such as the migration
of leukocytes through the endothelium
lining the blood vessel wall. In addi-
tion, disruption of cadherin attachment
to the actin cytoskeleton has been im-
plicated in disease states such as cancer.
Tumor cells deficient in α-catenin, but ex-
pressing E-cadherin and β-catenin, have
a high rate of proliferation and display
a highly invasive phenotype. Expression
of α-catenin in these cells will restore
the attachment of cadherins to the actin
cytoskeleton and reverse the proliferative
and invasive phenotype. Attachment to the
actin cytoskeleton also is important for the
contraction of epithelial cell sheets, a pro-
cess that is required for the formation
of various structures during development.
Indeed, mutations in α-catenin result in
trophoblast malformation and inhibition
of development at the blastula stage due to
loss of intercellular adhesion.

In addition to performing structural and
regulatory roles at the AJ, catenins have
also been implicated in transcriptional
regulation of gene expression. A number
of catenins including p120 family mem-
bers, plakoglobin, and β-catenin have been
found in the nucleus. Although the role of
many of these catenins in the nucleus is
not fully understood, transcriptional reg-
ulation by β-catenin has been shown to
be part of the TCF/LEF signaling pathway.
The majority of the β-catenin in a cell is
found in the AJ and any free β-catenin is
usually rapidly degraded through a com-
plex series of reactions that lead to the

ubiquitin-proteasome pathway. However,
activation of the Wnt signaling pathway
results in the stabilization of cytoplasmic
β-catenin that then translocates into the
nucleus. Once in the nucleus, β-catenin
complexes with LEF/TCF transcription
factors, and activates the LEF/TCF tar-
get genes that encode proteins involved
in cell proliferation, apoptosis, and remod-
eling of the extracellular matrix. Increases
in β-catenin nuclear signaling, owing to
a loss of AJs coupled with activation of
the Wnt pathway, have been implicated
in cancer progression. Although a simi-
lar pathway has not been elucidated for
other catenins, many have been found to
bind to transcription factors, suggesting
that they may also participate in transcrip-
tional activation and further support the
association between the AJ and regulation
of gene expression.

2.3.3 Regulation of Cadherin–Catenin
Complex
The phosphorylation of serine, threo-
nine, or tyrosine residues on β-catenin,
plakoglobin, and the CBD of cadherin
has also been implicated in regulating
the association of cadherins with the
actin cytoskeleton. A number of studies
have found that receptor tyrosine phos-
phatases such as PTPµ are part of the
cadherin–catenin complex, possibly bind-
ing directly to cadherins. Activation of Src
kinases, interaction with receptor tyrosine
kinases, such as Erb-2 and EGF receptors,
or the addition of phosphatase inhibitors,
all result in an increase in the phos-
phorylation of β-catenin or plakoglobin.
Numerous studies have found that in-
creases in the phosphorylation of β-
catenin, plakoglobin and cadherin are
associated with decreases in cell–cell adhe-
sion and a disruption of cadherin β-catenin
α-catenin complex. However, these studies
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did not examine the effect of phosphory-
lation of specific amino acid residues on
the disassembly of the cadherin–catenin
complex. More recent investigations have
begun to examine the role of individual
amino acids of β-catenin. Mutation of tyro-
sine 654 in β-catenin was found to prevent
the dissociation of β-catenin E-cadherin
complexes triggered by exposure to the
phosphatase inhibitor sodium orthovana-
date, thereby demonstrating a cause-and-
effect relationship between phosphoryla-
tion of this residue and cadherin binding.
Similarly, phosphorylation of β-catenin on
Tyr142 was found to decrease its asso-
ciation with α-catenin. Interestingly, this
tyrosine residue is phosphorylated by Fer
or Fyn tyrosine kinases that can both bind
to p120. Thus, p120 may regulate β-catenin
α-catenin association by recruiting these
kinases to cadherin complexes. The fur-
ther study of recombinant cadherins and
catenins with mutations that target individ-
ual tyrosine, serine, and theosine residues
will provide important insights into how
phosphorylation regulates cell–cell adhe-
sion at the AJ.

Rho, Rac, and Cdc42 are members of the
Rho GTPase family that regulate changes
in the actin cytoskeleton and play a major
role in cell processes that require actin re-
organization. Given the close association
of cadherin function with attachment to
the actin cytoskeleton, it is not surpris-
ing that the small GTPases Rac, Rho, and
Cdc42 have all been implicated in reg-
ulating cadherin-mediated adhesion. Use
of dominant negative or constitutively ac-
tive forms of these small GTPases has
shown that each can influence the state
of cadherin-mediated adhesion, with Rho
and Rac being required for stable local-
ization of cadherins at cell–cell contacts
in epithelial cells. Recent investigations
have also begun to elucidate the role of

Rho GTPases in signaling pathways ini-
tiated by cadherin binding. These studies
have found that Rac is activated upon en-
gagement of cadherins and is recruited
to nascent cadherin-mediated adhesion
sites. Rac is eventually lost from AJs
as they mature, indicating that although
Rac is activated upon contact formation,
it is not continually activated by cad-
herins. Rac may increase the strength of
cadherin-mediated cell–cell adhesion via
its influence on IQGAP. IQGAP is local-
ized to the cell–cell junction by binding
to β-catenin at the same site as α-catenin,
suggesting that binding of IQGAP pre-
vents attachment to the actin cytoskeleton.
Activation of Rac disrupts the binding of
IQGAP to β-catenin resulting in an in-
crease in α-catenin β-catenin association
and an increase in cadherin attachment
to the actin cytoskeleton. In addition, Rac
activation also results in the localization of
the Arp 2/3 complex at cadherin-mediated
cell–cell junctions. The Arp 2/3 complex
initiates actin assembly and may be re-
quired for actin polymerization that results
in the expansion of cell–cell contacts.

The function of Rho has been more
elusive. Studies have reported that Rho
is activated upon cadherin binding while
others have found inhibition of activity
with cadherin binding. This discrepancy
may be due to the different cell types used
in these studies, as the effect of small
GTPases on cadherin-mediated junctions
is dependent on cellular context. For
example, VE-cadherin does not require
Rac or Rho activity to localize to the
cell–cell junction in endothelial cells.
However, when VE-cadherin is expressed
in CHO cells, localization of VE-cadherin
to cell–cell junctions is Rho-dependent.
This study underscores the difference
between endothelial cell and epithelial
cell junctions and shows the importance
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of choosing the appropriate cell type
for investigating specific cell functions
involving the regulation of cadherin-
mediated adhesion.

2.3.4 Other Components of Adherens
Junctions: Nectin and Afadin
In addition to the cadherin–catenin com-
plex, the AJ of many cell types including
epithelial cells, neurons and sertoli cells
contain a nectin/afadin complex that also
anchors to the actin cytoskeleton. Nectins
are a family of transmembrane proteins
that are highly homologous to human po-
liovirus receptor. There are 4 isoforms of
nectin with nectin 1, 2, and 3 having two
to three splice variants. The extracellular
domain of nectin contains three Ig-like
domains. There is a single pass transmem-
brane region coupled to a carboxyterminal
cytoplasmic tail that, in most nectins, binds
to the PDZ domain of afadin. Similar to
cadherins, nectins form cis-dimers in the
lateral plane of the membrane prior to
forming trans-dimers. Cis-dimerization is
regulated by the second Ig-like domain
in the extracellular region, while the first
Ig-like domain is responsible for trans-
dimer formation. In contrast to cadherins,
trans-dimerization in nectins is calcium
independent; however, nectins can form
both homo- and hetero-trans dimers.

Afadin is a cytoplasmic protein that
binds to the C-terminus of nectin. There
are two isoforms of afadin – ‘‘s’’ and ‘‘l.’’
L-afadin contains a number of domains,
including a Ras association domain, fork-
head association domain, DIL domain,
PDZ domain, three proline-rich regions,
and an actin binding domain at the C-
terminus. The ‘‘s’’ isoform contains these
same domains; however, the C-terminus
is deleted removing the third proline-rich
domain and the actin binding region.
L-afadin can bind to the side of actin

filaments, but not to the ends, thereby
linking nectin to the actin cytoskeleton.
Afadin has been found to play an important
role in development, as knocking out this
gene results in embryonic lethalality at day
10.5. These embryos show defects at gas-
trulation including disorganization of the
ectoderm, impaired migration of the meso-
derm, and a loss of somites. Interestingly,
in afadin−/− embryos the E-cadherin lo-
calization was disrupted in the ectodermal
cell layer, but was localized to cell–cell
junctions in the endodermal layer. This
suggests that the nectina fadin complex
may be required for the formation of
cadherin-mediated junctions in certain cell
types. This is supported by studies show-
ing that the formation of nectin-mediated
junctions will recruit E-cadherin, and the
formation of cadherin-mediated junctions
will recruit nectins. The recruitment of E-
cadherin by nectin or nectin by E-cadherin
requires afadin and α-catenin. Although
afadin and α-catenin do bind to one
another, the interaction is weak, leading in-
vestigators to believe that an intermediate
protein may be required for the interaction
of E-cadherin and nectin in the AJ.

2.4
Desmosomal Cadherins and Desmosomes

Desmosomes are spot weldlike structures
that provide strong cell–cell adhesion to
tissues that require adhesive strength to
maintain organ function. When observed
by electron microscopy, desmosomes have
a very distinctive ultrastructure consisting
of two electron-dense plaques surrounding
a lighter central core (Fig. 12a). The
central core region contains the plasma
membranes and the extracellular domains
of the desmosomal cadherins from each
of the two connected cells. Each electron-
dense band is actually a tripartite structure
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Fig. 12 Ultrastructure of desmosomal junction.
(a) Electron micrograph showing the
ultrastructure of a desmosome. The core region
is the intercellular space between the plasma
membranes of adjacent cells. The plaque regions
contain proteins whose interactions serve to
anchor the desmosome to intermediate
filaments. The electron micrograph was kindly
provided by Andrew Kowalczyk. (b) Schematic of
desmosomal components. The cytoplasmic tail

of desmocollins (Dsc) and desmoglein (Dsg)
bind to plakoglobin (PG), plakophilin (Pkp), and
the amino-terminus of desmoplakin (Dsp) in the
outer dense plaque (ODP). The C-terminus of
Dsp binds to the intermediate filaments.
(Reprinted with permission from Leung, C.L.,
Green, K.J., Liem, R.K.H. (2002) Plakins: a family
of versatile cytolinker proteins, Trends Cell Biol.
12, 37–45).

with an outer dense plaque located next
to the plasma membrane, a translucent
middle region, and an inner dense plaque
bordering the cytoplasm. Intermediate
filaments converge on the desmosome,
forming loops that pass into the inner
dense plaque. The dense plaques are sites
containing a high density of proteins that
serve to attach the desmosomal cadherins
to the intermediate filaments.

Desmosomes contain cadherins from
two families – the desmocollins (Dsc) and
the desmogleins (Dsg), with Dsc having
three isoforms and Dsg having four iso-
forms. Dsg2 and Dsc2 are the most widely
distributed of the desmosomal cadherins
found in simple epithelia, the basal layer
of epidermis, and in myocardium, all of
which are tissues that require cell adhesive
strength for a highly resilient junction.

Indeed, in the myocardium these cad-
herins are localized to the intercalated
discs that connect adjacent cardiac my-
ocytes to one another. Dsg3 and Dsc3 are
localized to the basal and suprabasal lay-
ers of epidermis and stratifying epithelia.
Dsg1 and Dsc1 have the most limited dis-
tribution and are found in the highly differ-
entiated upper layers of the epidermis. The
importance of desmosomes to the mainte-
nance of skin integrity is demonstrated by
Pemphigus foliaceus and Pemphigus vulgaris,
two autoimmune blistering diseases that
result from the generation of antibodies to
Dsg1 or to Dsg3 respectively.

2.4.1 Extracellular Domain of Desmoglein
and Desmocollin
The structural organization of the extra-
cellular domain of desmosomal cadherins



358 Cell Junctions, Structure, Function, and Regulation

is similar to that of type I/II cadherins,
although major differences exist in the
sequences of the five cadherin repeats.
The EC1 domain has the well-conserved
tryptophan as its second amino acid and
the surrounding AA sequence (10 mer) for
each family is well conserved. The desmo-
somal cadherins also posses a CAR site
with a central alanine. The surrounding
AA differ from those in classical cad-
herins, but again are conserved within
the desmogleins (Dsg1 R-A-L, Dsg2 Y-
A-L, Dsg3 R-A-L) and the desmocollins
(Dsc1a Y-A-T, Dsc2a FAT, Dsc3a Y-A-S).
The CAR site for Dsg/Dsc has been shown
to play a role in the trans-adhesion of
the desmosomal cadherins; however, as
with the type I and II cadherins, there
is confusion on whether the desmosomal
cadherins bind in a strict homophilic or
heterophilic manner.

To determine the manner by which these
two cadherin families mediate cell–cell
adhesion, Dsg or Dsc were expressed
in fibroblasts that do not express en-
dogenous cadherins. These early studies
demonstrated that the expression of a
single desmosomal cadherin would not
support cell–cell adhesion, but the expres-
sion of certain Dsg/Dsc pairs resulted in
the formation of cell aggregates. These
studies also demonstrated that in addi-
tion to requiring specific Dsg/Dsc pairs,
specific cytoplasmic proteins must also
be expressed in order to achieve strong
cell–cell adhesion. Interestingly, the addi-
tion of CAR peptides homologous to either
Dsg or Dsc of the Dsg/Dsc pairs was able to
prevent cell–cell adhesion suggesting that
Dsg/Dsc bound in a heterophilic manner.
Coimmunoprecipitation of Dsc and Dsg
further supported the concept that these
cadherins bind in a heterophilic manner.
However, more recent studies have indi-
cated that CAR peptides homologous to

both the Dsg and the Dsc are required
in order to inhibit epithelial morphogen-
esis in tissues expressing Dsg2 and Dsc2,
or Dsg3 and Dsc3, suggesting that ho-
mophilic interactions are involved in the
in vivo function of desmosome cadherins
during epithelial morphogenesis. Thus,
current evidence suggests that a com-
bination of heterophilic and homophilic
interactions may participate in cell–cell
adhesion at desmosomes.

2.4.2 Cytoplasmic Tail, Plaque Proteins,
and Attachment to the Cytoskeleton
The cytoplasmic tails of Dsg and Dsc
exhibit distinct structural features. The
cytoplasmic tail of Dsc is much shorter
than that of Dsg and has two forms
as a result of alternative splicing. The
‘‘a’’ form has a CBD that binds to
plakoglobin but not to β-catenin. The
CBD is replaced in the ‘‘b’’ form of
the cytoplasmic tail with an insertion of
11 amino acids not found in the ‘‘a’’
form resulting in the inability of the ‘‘b’’
form to bind to plakoglobin. Although
Dsc-b does not bind plakoglobin, this
desmosomal cadherin can still link to the
cytoskeleton, as it can bind to desmoplakin
(DP) and plakophilin-3, two proteins that
also link to intermediate filaments. As
in Dsc, the cytoplasmic domain of Dsg
contains a CBD that binds to plakoglobin
but not to β-catenin. This is followed by
a proline-rich linking region, a repeated
unit domain (RUD), and a terminal glycine
rich domain (DTD). The cytoplasmic tail
of Dsg does not bind directly to DP.
Interestingly, the cytoplasmic regions of
Dsc and Dsg behave differently when
expressed as recombinant proteins lacking
the extracellular domain. Indeed, deletion
mutants containing only the cytoplasmic
domain of Dsc-a can recruit DP and
intermediate filaments to the plasma
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membrane, whereas the Dsg cytoplasmic
tail acts as a dominant negative that
prevents the formation of desmosomes.
The dominant negative activity of the
Dsg cytoplasmic tail can be reversed by
mutating the CBD. The mechanism of this
response is not known but the indications
are that the interaction of Dsg/Dsc with
intermediate filaments is more complex
than just direct structural connections
through plaque proteins.

As described previously, plakoglobin is a
member of the armadillo family of pro-
teins, which links type I and type II
cadherins to α-catenin, thereby support-
ing attachment to the actin cytoskeleton.
In desmosomes, plakoglobin binds to the
CBD of Dsc and Dsg. Interestingly, the
binding site for Dsc/Dsg on plakoglobin
overlaps with the binding site for α-catenin
(the first ARM repeat); thus, the binding
of plakoglobin prevents the association
of α-catenin with the desmosomal cad-
herins. Instead of binding to α-catenin,
plakoglobin binds directly to DP, and ap-
pears to play an important role in linking
the desmosomal cadherins to DP and the
intermediate filament cytoskeleton. The
C-terminus of plakoglobin has also been
found to play a role in regulating desmo-
some structure, as mutation of this region
results in desmosome fusion and the for-
mation of desmosomes that cover a large
area of the plasma membrane. The im-
portance of plakoglobin to the function
of desmosomes in vivo has been demon-
strated by gene ablation experiments in
mice. Plakoglobin-null mice exhibit early
embryonic lethality due to mechanical de-
fects in the heart that render the organ
unable to withstand the hemodynamic
forces generated by cardiac muscle con-
traction. At the ultrastructural level, there
is a loss of intercalated disc integrity, and
the normal organization of desmosomal

structures is disrupted. Interestingly, the
plakoglobin-null phenotype is not fully
penetrant, and survivors exhibit skin de-
fects (fragility and blistering) even though
desmosomes in most tissues appear mor-
phologically normal.

In addition to plakoglobin, a second fam-
ily of armadillo proteins is found in desmo-
somes. The plakophilins (PKP) are ARM
proteins belonging to the p120 subfam-
ily. In humans, three distinct plakophilin
isoforms arise from three different genes.
The first human genetic disorder to be
attributed to a desmosomal gene was a
mutation in plakophilin-1. Plakophilin-1
mutations lead to a skin fragility and
dysplasia syndrome, resulting in epider-
mal blistering. The plakophilins exhibit
a tissue- and differentiation-specific ex-
pression pattern and, depending on the
tissue, the plakophilins can localize to
both desmosomes and to the nucleus. In
desmosomes, PKP-1 is found in the upper,
most differentiated layers of stratified ep-
ithelia, and PKP-2 is found in the basal cell
layers of stratified epithelia. PKP-2 is also
found in some single-layered epithelia. Re-
cently, plakophilin 3 has been implicated
as playing a central role in desmosomal
structure owing to its multiple binding
partners and its widespread distribution in
different epithelial cells. PKP-3 has been
found to bind to all three Dsgs and to Dsc3a
and 3b, as well as to Dsc1a and Dsc2a.
In addition, PKP-3 was found to bind to
plakoglobin, DP, and epithelial keratin-18.
Interestingly, this study was unable to find
PKP-3 in the nucleus, suggesting that it
may play a more structural role than PKP-
1 and -2. In contrast, plakophilin-1 and
-2 exhibit strong nuclear localization, and
plakophilin-2 has been shown to interact
with the RNA polymerase III. Further-
more, PKP-2 has recently been found to
participate in transcriptional regulation in
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conjunction with β-catenin. These find-
ings suggest that plakophilin-1 and -2,
much like β-catenin and p120, may play
dual roles in the cell: a structural role at
the desmosome and a transcriptional role
in the nucleus.

Desmoplakin (DP) is the protein that
plays the central role in linking the desmo-
somal cadherin complex to intermediate
filament networks. There are two closely
related isoforms of DP resulting from
alternative splicing, DP1-322 kD and DP2-
259 kD. Both forms are found in all
tissues except in the heart where only
DP1 is located. DP is a dumbbell-shaped
molecule that possesses three domains,
an N-terminal globular domain, a coiled-
coiled rod domain, and a carboxyterminal
globular domain, and bind to interme-
diate filaments. DP is part of a large
family of cytoskeletal linking proteins
termed the plakin family of cytolinkers.
The founding members of this family in-
clude DP, the hemidesmosomal protein
BPAG-1 (BP230) and plectin, a cytoskele-
tal cross-linking protein with a wide tissue
distribution. This family of proteins is de-
fined by an amino-terminal plakin domain,
which appears to contain protein interac-
tion motifs that target individual plakin
family members to specific subcellular
destinations. In the case of DP, the N-
terminal region of this protein has been
shown to bind to plakoglobin, plakophilin,
and Dsg/Dsc. The coiled-coiled rod do-
main of DP is believed to be responsible for
dimerization (possibly multimerization).
The length of this region is variable; DP-
1 contains 599 AAs more than DP-2. The
last region contains three globular plakin
domains that are responsible for binding
to intermediate filaments.

As shown in Fig. 12(b), DP plays a
central role in the desmosome as it is
the primary protein that connects to the

intermediate filaments. Gene knockout
studies have reinforced the importance of
DP to desmosome function. Initial gene
knockout studies found that loss of DP
was lethal at day E5.5 to 6.5 due to a loss of
DP in extra-embryonic tissue surrounding
the embryo. The function of the extra-
embryonic tissue was rescued using an
approach that allows the extra-embryonic
tissue to have a wild-type genotype, while
the developing embryonic tissue contains
the DP knockout. This approach allowed
development until embryonic day 10. As
expected, defects were found in the heart
and the skin, organs known to require
strong cell–cell adhesion to maintain
tissue integrity. The neuroepithelium,
found in the head folds and in the lining
of the spinal cord, was also affected by
the loss of DP. Prior to neural tube
closure there is normally an increase in
desmosomes followed by a loss of these
junctions once the neural tube is formed.
In DP−/− embryos, the neural tube
was collapsed and the neuroepithelium
was disorganized. Interestingly, the loss
of DP did not affect differentiation of
the neuroepithelium but prevented the
stabilization and/or completion of neural
tube formation.

The DP knockout animal also displayed
fewer capillaries than wild-type mice. In-
terestingly, endothelial cells do not contain
desmosomes. Instead, plakoglobin and DP
bind to VE-cadherin (cadherin-5) forming
a structure called the complexus adherens
junction or syndesmosome. This junction
has been observed in the microcircula-
tion in vivo, but does not appear to be
present in large-vessel endothelium. In
DP−/− embryos, only the capillaries ap-
peared to be disrupted, while the large
vessels appeared to develop normally. In
addition, the DP−/− phenotype resembles
the VE-cadherin phenotype (−/−); both
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exhibit lethality at embryonic day 9.5 due
impaired remodeling and maturation of
blood vessels. In vitro studies also support
the roles of plakoglobin and DP in attach-
ing VE-cadherin to intermediate filaments,
as expression of these three components
of the complexus AJ will induce the forma-
tion of cell–cell junctions in fibroblasts.
One should note that, to date, VE-cadherin
is the only cadherin from the type I and
type II families to form attachments to
intermediate filaments and the actin cy-
toskeleton. Thus, VE-cadherin is a very
unique member of the cadherin super-
family.

2.4.3 Functions of Desmosomes
The previous discussion highlights the
importance of desmosomes in the mainte-
nance of tissue integrity. However, recent
studies suggest that desmosomes may
mediate other functions in addition to
providing strong cell–cell adhesion. For
example, desmosomal adhesion has been
implicated in morphogenic cell position-
ing in the mammary gland. In vivo, the
luminal epithelial cells of the mammary
gland possess desmosomal adhesions me-
diated by Dsg2/Dsc2, while the myoep-
ithelial cells surrounding the luminal cells
have desmosomes containing Dsg3/Dsc3
in addition to Dsg2/Dsc2. Isolating these
cells from tissue and allowing them to
recombine in culture results in the forma-
tion of aggregates in which the Dsg3/Dsc3
myoepithelial cells surround the lumi-
nal epithelial cells. The addition of CAR
peptides homologous to Dsg3/Dsc3 in-
hibited the correct association of these
cells, suggesting that Dsg3/Dsc3-mediated
adhesion is required for the sorting of
mammary epithelial cells into appropriate
cell layers.

In addition to regulating morphogene-
sis, desmosomes may also play a role in

regulating differentiation. Recent studies
demonstrated that the ratio of Dsg1 to
Dsg3 expression varies in different epithe-
lial tissues and that this ratio is important
in regulating the differentiation of these
tissues. For example, Dsg1 is expressed in
all layers of the stratified epithelial layers of
the skin, whereas Dsg3 is expressed only
in the suprabasal layer. In contrast, Dsg1
and Dsg3 are expressed in all cell layers of
the stratified epithelia of the oral mucosa.
Using a transgenic approach, Dsg3 was
expressed in all epithelial cell layers of the
mouse skin producing a Dsg1 : Dsg3 ratio
similar to that in the oral mucosa. Interest-
ingly, the stratum corneum, the outermost
layer of the skin of these transgenic mice,
now had a histological appearance similar
to that of the oral mucosa. Furthermore,
the skin of these mice had excessive
transepidermal water loss that resulted in
death due to dehydration, indicating that
the Dsg3/Dsg1 ratio is also important in
the regulation of barrier function.

2.5
Tight Junctions

Tight junctions form a meshwork of inter-
connected strands grouped in a narrow
belt at the apical region of epithelial
or endothelial cell–cell adhesion. These
structures have been studied primarily in
epithelial cells whose monolayers form vi-
tal cell barriers that tightly regulate the
movement of fluid and molecules between
different tissue compartments. In addi-
tion to regulating paracellular transport,
TJs separate the apical plasma membrane
from the basal plasma membrane, and
thus act as a fence to maintain the dif-
ferent lipid and protein compositions of
these two cell surfaces. At the ultrastruc-
tural level, the plasma membranes of two



362 Cell Junctions, Structure, Function, and Regulation

adjacent cells come into such close prox-
imity that the outer leaflets of the adjacent
plasma membranes appear to be fused.
The anastomosing filaments of tTJs are
best observed using freeze fracture as
shown in Fig. 13(a). Freeze fracture is
a platinum carbon replica of a fractured
membrane surface that provides a three-
dimensional relief of the junction when
viewed by scanning electron microscopy.
This technique creates an image of either
strands of beads on the protoplasmic face
or grooves on the exoplasmic face.

Early hypotheses speculated that the
tight junction may be formed by special-
ized lipid arrangements between the two
plasma membranes of adjacent cells; how-
ever, more recent studies have shown that
transmembrane proteins are responsible
for the ultrastructure of the tight junc-
tion (Fig. 13c). In a manner similar to
AJs and desmosomes, the transmembrane
proteins of TJs attach to the cytoskele-
ton through linker proteins and contain

scaffolding proteins that allow TJs to
participate in a number of signal trans-
duction pathways.

2.5.1 Claudins and Other TJ
Transmembrane Proteins
Initial studies using transepithelial electri-
cal resistance (TER) to assess the barrier
function of an epithelial monolayer sug-
gested a relationship between the num-
ber of tight junction strands and TER.
However, this concept was challenged by
studies using Madin-Darby canine kid-
ney (MDCK) epithelial cells, a cell line
that is used extensively for in vitro stud-
ies of the epithelial barrier as they form
functionally intact TJs. Interestingly, two
strains of MDCK cells had been identified
that had vastly different TERs (MDCK I
∼3000 �cm2 and MDCK II ∼100 �cm2),
but possessed the same number of tight
junction strands with the same morphol-
ogy. This suggested that in addition to
the number of tight junction strands, the
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Fig. 13 Ultrastructure of tight junctions.
(a) Electron microscopic image showing
freeze-fracture replica of the tight junctions in
intestinal epithelial cells. The interconnected
strands appear as fibers on the P-face (arrow
heads) and as grooves on the E-face (arrows).
(b) Electron micrograph showing the close

association of the plasma membranes in tight
junction strands. Note the dense plaque region
associated with the junction. (c) Schematic
showing the ‘‘kissing point’’ produced by protein
interactions on adjacent cells; this interaction
produces the close association of membranes
shown by arrow heads in (b).
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protein composition of the tight junction
strand may control the selectivity of the
epithelial barrier. In 1998, two novel in-
tegral membrane proteins, claudin 1 and
claudin 2, were identified from TJ enriched
fractions. When expressed in fibroblasts,
these proteins were able to produce TJ
strands that were morphologically similar
to those of epithelial cells. Since that time,
over 20 claudin isoforms have been iden-
tified. Claudins are 20 to 27 kD proteins
with 4 transmembrane domains that form
two extracellular loops and whose N- and
C-termini are localized on the cytoplas-
mic side of the plasma membrane. The
C-terminal tail is long and is divergent be-
tween isoforms suggesting that anchorage
to the cytoskeleton or scaffolding to signal-
ing molecules may also be important in
regulating claudin function.

Claudins were found to play an im-
portant role in determining the TER in
MDCK1 and MDCK2 cells. Expression of
claudin 1 in MDCK cells was found to
increase the TER 4 to 5-fold over wild-
type MDCK. Expression of claudin 2 in
highly resistant MDCK1 cells, which nor-
mally express claudins 1 and 4, resulted
in a decrease in TER and tight junc-
tion morphology similar to low-resistive
MDCK2 that typically express claudin 2 in
addition to claudin 1 and 4. This study
demonstrated that strands containing dif-
ferent claudin isoforms are responsible
for the variable barrier properties of differ-
ent tight junction strands. Claudins have
also been found to regulate ion selectiv-
ity. Indeed, expression of claudin 4 in
MDCK will increase TER by decreasing
Na+ permeability without changing the
permeability to Cl−, the flux of mannitol,
or the rank order of permeabilities of alkali
metal cations. These studies all demon-
strate that claudins are the proteins in the
tight junction strand that are responsible

for regulating the selective permeability of
epithelial and endothelial cells.

How do different claudin isoforms cre-
ate barriers with different selectivity? Al-
though the mechanisms involved are not
fully understood, current evidence sup-
ports the hypothesis that the specific struc-
tural characteristics of different claudin
isoforms play a role in regulating the selec-
tivity and barrier properties of TJs. Studies
using expression of different claudin iso-
forms both singularly as well as in pairs
have found that claudins can form mixed
strands containing more than one isoform
in each strand. In addition, claudins have
been shown to bind in both a homophilic
and a heterophilic manner. Heterotypic in-
teractions only occur with specific pairs of
claudin isoforms. For example, cells ex-
pressing claudin 1 or claudin 3 form tight
junction strands when placed in mixed
culture, whereas cells expressing claudin 2
will not form tight junction strands when
mixed with either claudin 1-or claudin
3-expressing cells. It has been proposed
that mixed strands containing claudin 1
and 3 would form a very restrictive bar-
rier as these two isoforms bind to each
other in a homotypic and heterotypic man-
ner as shown (Fig. 14b). In contrast, a
strand containing claudin 1 and claudin 2
would form a less restrictive barrier. In this
strand, claudin 1 would bind to claudin 1
and claudin 2 would bind to claudin 2 in
a homotypic manner, creating a barrier.
However, at certain points in the strand,
claudin 1 would oppose claudin 2 forming
a pore that would allow the transport of
molecules through the strand (Fig. 14b).
As over 20 claudin isoforms have been
identified, a number of different pairings
could exist, allowing for different barrier
properties in specific tissues.

Since the discovery of claudin, a num-
ber of inherited human diseases have been
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Fig. 14 Schematic of proposed model for
paracellular transport through tight junction.
A(a) The claudins are believed to form a strand
containing aqueous pores that acts as a selective
barrier to the flux of molecules between cells
termed paracellular transport. (Bb) Schematic
showing how claudins may interact to form a

selective barrier. (See text for details). (Reprinted
with permission from Tsukita, S., Furuse, M.
(2000) Pores in the wall: Claudins constitute
tight junction strands containing aqueous pores,
J. Cell Biol. 149, 13–16; Tsukita S., Furuse, M.
2000, J. Cell Biol., 149, 13–15).

identified for which mutations in specific
claudin isoforms were demonstrated to be
the cause of the underlying pathophysiol-
ogy of the disease. Indeed, mutations in
claudin 16 (paracellin-1) were identified
in patients with renal hypomagnesemia,
a rare disease characterized by a massive
urinary loss of magnesium. Claudin 16
is expressed in the thick ascending limb
in the kidney, a primary site of magne-
sium uptake. The current thought is that
claudin 16 creates a channel that is selec-
tive for magnesium. This channel would
be absent in patients with claudin 16 mu-
tations; thus, magnesium would remain
in the tubule and be lost in the urine.
Mutations in claudin 14 have been shown
to be responsible for nonsyndromic reces-
sive deafness. Claudin 14 is located in the
sensory epithelium in the organ of Corti,

although its exact function in the inner
ear is not completely understood. Knock-
out animals also provide evidence that
claudins are responsible for the formation
of highly selective and tissue-specific chan-
nels in tight junction strands. Claudin 5 is
a major tight junction protein in endothe-
lial cells with the greatest expression being
found in the brain vasculature. Claudin
5-null mice were found to have normal vas-
cular development and showed no change
in the vascular barrier as assessed by
the lack of edema during development.
However, the transport of small molecules
(<800 Da) was selectively increased in en-
dothelial cells of the blood-brain barrier
resulting in death 10 h after birth. Inter-
estingly, mice lacking claudin 1 die shortly
after birth due to dehydration that is the
result of water loss across the epidermal
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barrier of the skin. Importantly, removal
of one claudin isoform does not result in
the complete loss of tight junction strands
in the affected tissue, thereby demonstrat-
ing that it is the combined function of
different claudin isoforms that creates the
selectivity of the tight junction.

Two other transmembrane components
have been found to play a major role in
the formation and regulation of TJs, oc-
cludin and junctional adhesion molecule
(JAM). Occludin was the first protein to
be isolated from tight junction enriched
fractions. Immunofluorescent and immu-
noelectron microscopic analysis showed
that this protein was localized to the tight
junction strand. Like claudins, occludins
contain four transmembrane regions with
two extracellular loops, and their amino
and carboxyterminal tails are located in
the cytoplasm. Initial studies found that
overexpression of occludin in MDCK cells
would increase the number of tight junc-
tion strands and elevate TER. However, by
generating occludin-deficient embryonic
stem cells and occludin-knockout mice,
it was shown that functional tight junction
strands could be formed in the absence of
occludin. Histological examination of cer-
tain tissues did show some abnormalities
such as chronic inflammation and hyper-
plasia of the gastric epithelium, suggesting
that occludin plays a regulatory role rather
than establishing the barrier itself. This
is supported by studies that have corre-
lated changes in occludin phosphorylation
with changes in barrier function. JAM is
a single membrane-spanning protein with
two IgG-like domains in its extracellular re-
gion that mediate homotypic binding. JAM
is not integrated into the tight junction
strand; however, studies have shown that
JAM is involved in tight junction forma-
tion and barrier function possibly through
an interaction with occludin.

2.5.2 Plaque Proteins of Tight Junctions
Like desmosomes and AJs, TJs also have
a cytoplasmic plaque region containing
proteins that serve both structural and
signaling roles (Table 7). The plaque re-
gion of the tight junction is made up of a
large number of proteins containing PDZ
domains, named from the first three pro-
teins first identified within this domain
[PSD-95-postsynaptic density protein 95;
Dlg-discs large proteinan; Zonula (ZO)
occludins-1]. The PDZ domain mediates
interaction with other proteins, including
other PDZ proteins or transmembrane
proteins containing the S/T-X-V in their
C-terminus. As seen in Table 7, the PDZ
containing proteins found in the tight
junction can be divided into two subsets
based on whether the protein contains a
guanylate kinase homology region. Pro-
teins containing the membrane-associated

Tab. 7 Tight junction plaque proteins.

Type Protein name

PDZ (MAGUK) ZO-1
ZO-2
ZO-3
MAGI/BAP1

PDS (non-MAGUK) PAR-3 (ASIP)
PAR-6
AF-6

Non-PDZ Cingulin
Symplekin
ZONAB
ASH1
4.1R

Cytoskeletal Actin
Spectrin

Signaling RAB13, RAB3B
Atypical protein kinase C
(ζ , λ)
ZAK

Other Sec6/8
7H6
BG9.1
19B1
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guanylate kinase (MAGUK) also contain
three to five PDZ domains and an SH3 do-
main. Of these proteins, the most closely
studied group is the zonula occluding
proteins (ZO-1, ZO-2, ZO-3). The zonula
occluding proteins all bind to the claudins
via their PDZ domains and can attach
to actin filaments, thereby anchoring the
tight junction to the actin cytoskeleton.
ZO-1 and ZO-2 have also been found
in AJs, presumably due to their abil-
ity to bind to α-catenin; however, their
presence in the AJ may only occur in
the absence of TJs. In addition, these
proteins serve a scaffolding, role local-
izing transcription factors and signaling
proteins to the tight junction plaque.
For example, ZONAB (ZO-1-associated
nucleic acid binding protein) is a tran-
scription factor that acts as a repressor
of Erb-2 promoter. ZONAB function is
regulated, in part, by the sequestration
of ZONAB at TJs through its binding
to ZO-1.

Attachment to the actin cytoskeleton
has been implicated as a possible control
point for the regulation of tight junction
function. A number of proteins located
in the tight junction plaque can directly
link claudin to the actin cytoskeleton as
described for ZO proteins. Interestingly,
occludin has been found to directly link
to actin filaments. The tight junction
may also serve as a site regulating cy-
toskeletal dynamics. Indeed, myosin II
is localized to the tight junction plaque
through its association with cingulin. The
structure of cingulin contains a globu-
lar N-terminus linked to a coiled–coiled
domain that allows for the formation of
dimers. The N-terminus mediates bind-
ing to ZO-1, ZO-2, JAM, and actin. The
C-terminus has been shown to bind non-
muscle myosin II. Other proteins that
act to bundle actin filaments, such as

cortactin, are also localized to the tight
junction plaque. Although it is clear that
the tight junction is associated with the
actin cytoskeleton, the functional signif-
icance of this attachment is not clear.
Studies have attempted to disrupt actin
interaction through the expression of mu-
tant proteins; however, these studies are
hampered by the endogenous levels of
these proteins and/or by the ability of
other proteins to compensate for the lost
protein function. A major area for future
research will be to determine how the in-
teraction of the plaque proteins with the
actin cytoskeleton regulates de novo assem-
bly, reorganization, and acute regulation of
the paracellular permeability of the tight
junction.

2.5.3 Regulation of Tight Junction
Assembly/Disassembly
The close association between tight junc-
tion function and the actin cytoskeleton
implicates the small GTPases (Rho, Rac,
and Cdc42) in the regulation of the bar-
rier function of tight junctions. A number
of studies have used the expression of
dominant negative or constitutively ac-
tive forms of these proteins and found
that the expression of either form de-
creases TER, increases paracellular soluble
flux, and decreases fence function. These
findings suggest that the activity of Rho
GTPases needs to be tightly regulated,
as either increased or decreased activity
will disrupt tight junction function. Al-
ternatively, localized activation of GTPase
activity may be an important factor in
regulating changes in TJ function. Local
changes in activity could be controlled by
guanine nuclear exchange factors (GEFs)
associated with the tight junction plaque
proteins. GEF-H1/Lfc has recently been
found to localize in the TJ and overexpres-
sion of wild-type GEF-H1/Lfc increased
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paracellular permeability to 4-kDa dextran,
whereas depletion of this GEF by siRNA
decreased the permeability. Interestingly,
changes in the level of GEF-H1/Lfc did
not change TER or the permeability of
higher molecular weight molecules. In
addition, no change in the morphology
of the tight junction was noted, suggest-
ing that local activation of Rho produces
only subtle changes in tight junction ac-
tivity. Identification of other GEFs and
GAPs associated with the tight junction
along with identification of signaling path-
ways that activate these molecules will
be important for elucidating the role of
small GTPases in the regulation of tight
junctions.

As is the case with AJ proteins, the
plaque proteins found in tight junctions
are also phosphorylated on serine, threo-
nine, and tyrosine. Occludin, ZO-1 and
ZO-2 have all been found to be phos-
phorylated on all three residues under
various experimental conditions; however,
no clear association between phosphoryla-
tion of these proteins and TJ assembly
and/or function has been firmly estab-
lished. A number of kinases have been
identified as residing in the tight junction
complex including occludin-associated ki-
nase, ZO-1-associated kinase, and several
PKC isoforms. Of the PKC isoforms
localized to the TJs, only the atypical
PKCs (aPKCs) have been shown to play
a definitive role in junction assembly.
The aPKCs have been shown to form
a complex with PAR3 (also known as
ASIP, a PKC-specific interacting protein),
PAR6, and two PDZ proteins that are
found in the tight junction complex. A
number of studies support a role for
aPKC/PAR3/PAR6 in the formation of the
tight junction. For example, expression of
kinase-deficient aPKC was found to pre-
vent the reforming of tight junction in the

Ca++ switch assay. In addition, the ex-
pression of wild-type PAR3 has also been
shown to increase the rate of tight junc-
tion formation. Phosphorylation of PAR
on Ser827 by aPKC was shown to de-
crease aPKC binding to PAR3 and increase
junction formation. PAR6 was found to
complex with PAR3 and aPKC and to
link this complex with Cdc42, which, as
explained in the following section, may
play an important role in tight junction
formation.

The formation of AJs has been demon-
strated to trigger the formation of TJs.
Although the exact order of arrival for the
components of AJs and TJs is not known,
the following model was proposed. Ini-
tial contact between two epithelial cells
has been shown to occur when the tip
of a filopodia from one cell contacts an
adjacent cell. This allows E-cadherin and
nectin to form microclusters at this rel-
atively small point of cell–cell contact.
The cadherin in this cluster begins to re-
cruit α-catenin, while the nectins recruit
afadin, resulting in the association of this
microcluster with the actin cytoskeleton.
The junction expands as actin polymer-
ization is stimulated through activation of
Rac and possibly through recruitment of
Arp 2/3 by E-cadherin and nectin trans-
dimerization. Nectin has also been shown
to activate Cdc42, which, in conjunction
with Rac, will also stimulate actin poly-
merization, thereby increasing junction
stability. In addition, Cdc42 also activates
aPKC resulting in the phosphorylation
of PAR3. PAR3 can associate with JAM,
which is recruited to the apical side of
the AJ. JAM and PAR3 and possibly ZO-
1, which can associate with α-catenin,
may then serve as an assembly site for
the tight junction, which matures into
a distinct junction complex as shown
in Fig. 15. The knockdown of specific
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Fig. 15 Model for the formation of adherens
and TJs. (a) Multiple proteins are localized to
mature adherens and TJs. Some proteins such as
ZO-1 can be found in both types of junctions and
have been proposed to serve as intermediates
allowing AJs to initiate tight junction formation.
(b) Filopodia from one cell contact an adjacent
cell allowing cadherins and nectins to cluster. As

the cadherin/nectin junction expands JAM is
incorporated, resulting in the localization of tight
junction proteins and the initiation of tight
junction formation. The tight junction matures
into a separate structure. (Reprinted with
permission from Takai, Y., Nakanishi, H. (2003)
Nectin and afadin: novel organizers of
intercellular junctions, J. Cell Sci. 116, 17–27).

proteins in this proposed model using
techniques such as siRNA (small interfer-
ing RNAs) will be critical in determining
the importance of the AJ to tight junction
assembly.

3
Summary and Future Directions

The interaction of cells with the ECM
and withone another plays an essential
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role in most if not all physiological pro-
cesses. Much is already known about
the mechanisms regulating cell–matrix
and cell–cell adhesion. Important com-
ponents of cell junctions and their sig-
naling pathways have been identified and
characterized. Current evidence suggests
that there are many different junctional-
binding proteins providing alternative cy-
toskeletal linkages and signaling pathways
to mediate cell function. A challenge
for the future will be to determine the
significance of individual linkages and
pathways in diverse physiological con-
texts. Additionally, most of what we know
about cell junctions has been gained from
two-dimensional (2D) cell culture mod-
els focusing on specific protein–protein
interactions. Although these studies have
provided important insights into the mech-
anisms regulating the functions of specific
proteins, a future task will be to determine
the role of these mechanisms in complex
biological systems. Gene knockout studies
have provided an important starting point.
However, cell adhesion and signaling pro-
teins have multiple interaction partners.
Thus, more information will be gained
from future ‘‘knockin’’ studies of these
proteins with mutations that inhibit indi-
vidual aspects of protein function.

Additionally, the view of cell–matrix and
cell–cell adhesions as sites of mechan-
otransduction is growing in momentum.
Multiple examples are available to demon-
strate the activation of integrin signaling by
changes in hemodynamic shear stress on
endothelial cells. Additionally, it has been
known for many years that the response
of cells to their ECM environment not
only depends on specific integrin–ligand
integrations but also on the physical
state of these ECM ligands. The rigid-
ity of the ECM can dramatically affect
cell behavior. Changes in ECM rigidity

have been modeled experimentally us-
ing three-dimensional collagen matrices.
Rigid collagen matrices that are attached
to a culture provide resistance to cell-
generated contractile forces at cell–matrix
junctions, whereas nonrigid collagen ma-
trices that float in culture medium do
not. Interestingly, mammary epithelial
cells differentiate into aveolar-like struc-
tures containing basement membranes,
and secrete milk proteins when cultured
in nonrigid three-dimensional collagen
matrices. However, mammary cells fail
to differentiate and continue proliferating
when cultured in rigid three-dimensional
matrices. In contrast, the differentiation
of fibroblasts into myofibroblasts requires
the increase in ECM rigidity that ac-
companies wound healing. In culture,
fibroblasts differentiate into myofibrob-
lasts when cultured in rigid, but not in
nonrigid, three-dimensional collagen ma-
trices. Clearly, identifying the molecular
mechanisms that govern mechanotrans-
duction at cell junctions is an important
area for future investigation.

Finally, in most instances, integrins and
cadherins regulate cell behavior by collabo-
rating with other cell surface receptors. For
example, the interaction of VE-cadherin
with VEGF-receptor 2 modulates VEGF-
induced signaling, perhaps by clustering
the VEGF receptor with phosphatases in
the AJ. In addition, evidence suggests that
E-cadherin may cocluster and activate the
EGF receptor resulting in activation of EGF
signaling independent of the EGF ligand.
Similar observations have been made in
studies examining the collaboration be-
tween integrin and growth factor receptor
signaling. Thus, the molecular mecha-
nisms governing the cross-talk between
cell junction proteins and other signal-
ing receptors will be a continuing area of
intense investigation.
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See also Electron Microscopy in Cell
Biology.
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� The nucleus is an organelle that is found in eukaryotes but not in prokaryotes.
Nuclei contain the genetic information that defines the appearance and behaviour of
an organism. The genetic material - DNA - is packaged as a DNA-protein complex,
called chromatin, into units of manageable size, called chromosomes. In multi-
cellular eukaryotes, different types of cells are defined by the different genes that
they express. Patterns of gene expression arise during cell differentiation and reflect
a cells position in the organism during development. Gene expression is regulated
at many levels in each cell. The major regulatory step occurs during transcription,
when the gene is copied by transcription into messenger RNA. Messenger RNAs
transfer genetic information to the cytoplasm and provide the template for protein
synthesis during translation. Higher eukaryotes contain very large numbers of cells
that are derived from a single precursor - a fertilised egg. The genetic material
of this cell is derived from the egg and sperm of the female and male parents.
During development, cells must perform many cycles of DNA duplication and
cell proliferation. The genetic information must be faithfully copied during DNA
replication and any damaged corrected by DNA repair, so that the same genetic
information is passed to all cells of the organism. This chapter describes these
fundamental biological processes and explains how they are regulated within the
nucleus of eukaryotic cells.

1
Introduction

Eukaryotes are defined by the presence
of a nucleus in their cells. In most
eukaryotes, the nucleus is the most
prominent organelle. It is the cellular
compartment where the vast majority of

genetic information is held (mitochondria
and chloroplasts contain very small DNA
molecules). The genetic code is held
within the DNA. Each human cell has
roughly 6 × 109 bp DNA. This is far too
much to be held in a single molecule
within the cell, as in bacteria, so the
DNA is divided between a number of
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chromosomes. Somatic human cells are
diploid and a vast majority have the
same genetic information, which is held
within the 46 chromosomes – 22 pairs
of autosomes called chromosomes 1–22
and 1 pair of sex chromosomes, XX in
females or XY in males. This DNA is
folded as chromatin to form chromosomes
and it is this DNA–protein complex
that serves as the genetic substrate that
supports the major functions performed
by DNA. The major functions are as
follows:

1. DNA synthesis – called DNA replica-
tion – ensures that the same genetic
complement is passed from the fer-
tilized egg to all subsequent cell
descendants.

2. RNA synthesis – called RNA transcrip-
tion – ensures that genes are expressed
in the appropriate cells at the required
times throughout the development of
an organism. Different patterns of gene
expression in different types of cells
and tissues are determined by patterns
of differentiation.

3. DNA repair ensures that the integrity
of genetic information is maintained
so that the same DNA sequence is
found in all cells of the body. De-
fects in DNA repair can lead to a
variety of diseases through sporadic
mutations, and are particularly im-
portant during the development of
cancer.

Different aspects of chromatin function
and nuclear structure are fundamental
to the development of multicellular or-
ganisms. The nucleus itself plays a vital
role in this development by ensuring that
functions performed on chromatin are
isolated from major cytoplasmic activi-
ties such as protein synthesis and energy

metabolism. This separation inevitably de-
mands that a critical step of the gene
expression process involves the transfer
of information from each gene to the
cytoplasm where it can be decoded to
generate the corresponding protein. The
genetic intermediary involved is called mes-
senger RNA (mRNA) and the process of
protein synthesis is called protein trans-
lation. The fact that eukaryotic cells are
divided into two major compartments by
the nuclear membrane has a number of
implications. One disadvantage is the need
to develop complex systems to regulate
compartmentalization and control traffic
between the two compartments. The ma-
jor advantage is that separating protein
synthesis from the compartment in which
DNA function is performed allows qual-
ity controls to be installed to ensure that
protein synthesis is only performed on in-
tact and authentic mRNAs. In bacteria,
transcription, translation, protein folding,
and incorporation of the nascent folding
polypeptide into the functional sites are
coupled, so that in principle the nascent
protein might still be attached – through
the ribosome, mRNA and RNA poly-
merase – to its gene. In eukaryotes, much
more complex gene structures, and in par-
ticular, the fact that most genes contain
intervening sequences that do not hold
protein coding information, demands that
the events of mRNA and protein synthesis
are uncoupled.

2
Nuclear Function

The basic molecular mechanisms that
dictate most aspects of nuclear function
are known in detail and it is only
appropriate to cover the fundamental
principles here.
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2.1
Gene Expression

Eukaryotic gene expression follows the
general principles developed during the
evolution of prokaryotes. Put simply, gene
expression is dictated by DNA sequences
within gene promoters that determine
how the RNA synthetic machinery, RNA
polymerase, is positioned on the gene.
In multicellular eukaryotes, highly com-
plex patterns of gene expression have
evolved and correspondingly complex
mechanisms of gene regulation are seen.
Nevertheless, the same basic principle un-
derlies the activation of RNA synthesis.

In contrast to prokaryotes, which have
a single RNA polymerase, three different
RNA polymerase complexes perform RNA
synthesis in eukaryotic cells. In most
mammalian cells, RNA polymerase II (pol
II) is the major activity, transcribing all
protein-coding genes to generate patterns
of gene expression that determine cell
type; humans have about 250 distinct
cell types. Synthesis is performed by an
∼4 MDa holoenzyme containing the pol II
core enzyme and other activities required
during RNA synthesis and processing.
RNA polymerase I (pol I) is dedicated to the
synthesis of the repeated ribosomal RNA
(rRNA) genes, within specialized nuclear
sites – nucleoli – and RNA polymerase III
(pol III), a minor nucleoplasmic activity,
transcribes transfer RNA (tRNA) and 5S
rRNA genes. Small nuclear RNA (snRNA)
and small nucleolar RNA (snoRNA) genes
encode structural RNAs needed for RNA
processing; some are transcribed by pol II
and others by pol III.

A proliferating mammalian cell supports
a continuous rate of RNA synthesis of
∼2 × 108 nucleotides min−1. This will be
roughly 40% pre-rRNA, 60% pre-mRNA
(hnRNA) and only 2 to 3% 4 to 5S RNA

(5S and pre-tRNA). Synthetic rates are
3 to 4 kbp min−1 for pol I and 1.5 to
2 kbp min−1 for pol II/III respectively
and average transcript lengths of ∼13.5,
∼15 and ∼0.1 kb for pol I, pol II, and pol
III. These values correspond to ∼20 000,
∼60 000 and ∼3000 engaged pol I, II, and
III complexes per cell. It is also important
to consider the density of pol complexes on
individual genes. A chromatin spreading
technique called Miller spreads can be used
to show that the active rRNA genes of
mammalian cells each support 100 to 120
pol I complexes. In sharp contrast, pol II
transcription units generally support very
few widely dispersed active complexes.
Even when studying adenovirus at the
time of the highest viral transcription, the
active genomes have only four (on average)
associated transcription complexes.

Most tissues of mammalian origin
express at least 10 000 genes. In rat
liver, for example, there are ∼10 species
present at ∼10 000 copies per cell, 500
at ∼200 copies per cell and ∼10 000
at ∼10 copies per cell (33) – ∼300 000
mRNAs per cell, in all. Note that even
after accounting for mRNA turnover, it is
clear that the majority of genes generate
so few transcripts that they must be
transcriptionally inert for most of the time.
In addition, it is interesting that many
pol II complexes seem to be involved in
synthesis that generates RNA molecules
that turnover in the nucleus. Many of these
are intergenic transcripts that have been
speculated to play a role in maintaining
an active chromatin status across extended
gene domains.

2.1.1 Activating Gene Expression
The critical feature of gene expression
in eukaryotes is that the transcription
machinery is recruited to genes through its
interaction with transcription factors and
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adaptor proteins that interact with these
factors. Genetic elements within the gene
promoters define where the transcription
will begin. General transcription factors
play a fundamental role in this process. For
most eukaryotic promoters, the process is
activated by association of the factor TFIID
with DNA. TFIID is a large multiprotein
complex, one subunit of which, the TATA
sequence binding protein (TBP), can
recognize and associate with the canonical
promoter element TATA. TFIID bound
to the promoter can then activate the
sequential recruitment of other factors as
follows: TFIIB; TFIIE with TFIIF and RNA
polymerase; TFIIH. Once assembly of
this preinitiation complex is complete, the
TFIIH complex directs phosphorylation of
a domain of the RNA polymerase complex
called the C-terminal domain (CTD). The
CTD is conserved in eukaryotic RNA
polymerase II proteins. The mammalian
enzyme has 52 repeats of the amino acid
(consensus) sequence YSPTSPS, in which
the serine (S) and threonine (T) residues
can be phosphorylated. Phosphorylation
of the CTD correlates with release of the
synthetic complex from the promoter and
the initiation of RNA synthesis. During
synthesis, the DNA template is used to
generate a corresponding RNA molecule,
which is polymerized from its 5′ toward
its 3′ end. The 3′ end of the transcript
is generated by a process that cuts the
nascent RNA and adds a poly(A) tail.
This process recognizes a set of sequence
elements in the RNA that interact with
the poly(A) synthesis machinery. Once
the nascent RNA is processed in this
way, the engaged polymerase complex is
destabilized so that it will soon dissociate
from the template – this termination step
appears not to be directed by a specific
sequence in DNA and is thought to be
more probabilistic, so that the polymerase

‘‘drops off’’ the DNA at some point within
a few kbp at the end of the gene.

2.1.2 Specific Transcription Factors
The general transcription factors provide
only part of the mechanism that regulates
gene expression in higher eukaryotes. In
multicellular organisms, it is clear that
complex mechanisms of regulation are re-
quired to ensure that particular genes are
expressed in the desired cells and at the
appropriate times of development. This
function is performed by specific tran-
scription factors. As the name implies,
specific transcription factors function to
activate transcription from a single gene or
a group of genes with similar expression
characteristics. As a general rule, genes
that are expressed in a specific cell lin-
eage will only be expressed in cells with
the appropriate constellation of transcrip-
tion factors. Certain specific transcription
factors will play a dominant role in main-
taining the active chromatin status across
target genes. Others will activate or en-
hance levels of gene expression beyond
the levels that are provided by the general
transcription factors alone.

It is self-evident that this class of tran-
scription factors must achieve specificity
by virtue of their interaction with specific
DNA elements within target genes. For
most factors, the DNA target will lie within
1 to 2 turns of the double helix. These
DNA elements can be located close to
the promoter itself, within promoter prox-
imal activating sequences, but, in many
cases, these are located in transcriptional
enhancer elements that can be as much as
100 kbp for the gene promoter. This sur-
prising observation reflects the fact that
the chromatin itself is flexible and able
to fold, so that the remote sequences and
associated factors can contribute to the
efficiency with which gene expression is
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activated at the corresponding promoter.
An excellent example of this is provided by
enhancer elements within the mammalian
β-globin locus control region (LCR), which
are located about 50 kbp from the gene pro-
moters in this locus that are activated at
different times of development.

Particular features of the transcription
factor proteins generate binding speci-
ficity. Many classes of transcription factor
have been described, but the majority of
factors fall into three main groups with
(1) helix–turn–helix motifs; (2) zinc fin-
gers; (3) leucine zippers.

The homeodomain of vertebrate hox
genes is a classical example of the
helix–turn-helix transcription factor motif.
The homeodomain is composed of 60
amino acids that fold as three helices.
Helices 2 and 3 form the helix–turn–helix
motif and helix 3 interacts with the major
groove of DNA.

Though variants have been described,
the characteristic feature of the zinc finger
motif is a zinc atom associated with two
cysteine and two histidine residues. The
human Gli protein is a good example
that is involved in bone development and
also amplified in some human tumors.
The factor contains five zinc fingers, of
which four interacts with each of the
major grooves of DNA where they wrap
around the DNA for a full helical turn.
Extensive contacts between the amino
acids of these structures and the bases
and phosphate residues in DNA together
generate specificity of factor binding.

The human oncogenes Fos and Jun are
members of the family of transcription
factors that bind to AP-1 sites within
promoters. Fos and Jun are able to form
heterodimers by virtue of the precise
spacing of hydrophobic leucine residues
in the domains of the two monomers
that provide a surface for interaction – the

leucine zipper. The alpha helices within
the monomers ‘‘zip’’ together to create a
coiled coil and a proximal basic region that
is generated in the dimer to provide a DNA-
binding domain. This basic region has
two lysine/arginine-rich regions separated
by an invariant asparagine that together
generate an interaction with the major
groove of the DNA.

2.1.3 Posttranscriptional Events – RNA
Processing
In eukaryotes, the primary transcripts of
protein coding genes must be processed
before the mature messenger RNAs (mR-
NAs) are able to pass to the cytoplasm. The
processing steps include the following:

1. Addition of a 5′ cap structure – this oc-
curs cotranscriptionally and serves a
role in RNA structure and stability. For-
mation of the RNA cap involves the
addition of 7-methyl guanylic acid to
the 5′ triphosphate of the nascent tran-
script, in a reaction that involves the
two triphosphate moieties. During this
three-step reaction, the γ -phosphate
of the RNA is first removed by
RNA triphosphatase, GTP-RNA guanyl-
transferase then adds GMP to the
new terminal and finally the methyl
group is added by RNA-guanine-7-
methyltransferase. The cap may be
further modified by the addition of
2–O-methyl groups to the first or
first and second ribose residues of
the transcript.

2. The protein coding sequences of many
eukaryotic genes are interspersed with
noncoding introns, which must be re-
moved in order to generate mature
mRNA. This process, called RNA splic-
ing, begins at the time of transcription
and is completed posttranscriptionally,
at the transcription site. Splicing is
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catalyzed by a number of small nuclear
RNA-protein complexes (snRNPs). The
RNAs involved are called U1, U2, U4,
U5, and U6 (U3 is involved in rRNA
processing). U1 snRNP binds to the 5′
splice site and U2 snRNP the intronic
branch acceptor site. A U4/U6.U5 com-
plex then assembles so that U6 snRNP
replaces U1 at the 5′ splice site. U2 and
U6 RNAs then pair to form the catalytic
site and U5 pairs with the end of the
5’exon. Splicing proceeds through two
transesterification reactions that form
first a lariat at the internal acceptor
site and finally the spliced product.
Many proteins – such as the SR pro-
teins (see 3.5.4) – are involved in this
splicing reaction and one consequence
of the splicing process is the forma-
tion of a mature RNA–protein complex
that is required for mRNA export to
the cytoplasm.

3. The 3′ end of the mRNA is gener-
ated by a processing event that adds
a poly(A) tail (typically of 150–200
residues) to the nascent transcript. This
serves a structural role and is impor-
tant for RNA stability. Two elements
within RNA determine the location of
the poly(A) tail. The polyadenylation
signal, AAUAAA, binds the cleavage
poly(A) specificity factor (CPSF) protein
and a downstream element, UGUGUG,
binds the cleavage stimulatory factor
(CstF). These two proteins interact with
and position the cleavage factor proteins
(CFI and CFII) and poly(A) polymerase
(PAP), which together generate cleaved
RNA with a poly(A) tail.

2.2
DNA Replication

The vast majority of cells in multicellu-
lar eukaryotes contain the same genetic

information that is descended from an
original diploid cell – the fertilized egg. It
is self-evident, that if cells are to maintain
their genetic integrity the proliferation pro-
cess must be tightly controlled so that cell
division can only proceed once the genetic
material – DNA – of the mother cell is fully
duplicated. This process of DNA replica-
tion is clearly central to the activities of cell
proliferation and is the target for a wide
variety of cellular controls and checkpoints
(quality controls).

Prokaryotes such as the bacterium Es-
cherichia coli have a circular genome and
initiate DNA synthesis at a single site,
the replication origin, OriC. The molec-
ular details of this process are known.
Quite clearly, the size and complexity of
eukaryotic genomes demand that many
more initiation events occur. In human
cells, origins of DNA replication are
about 150 kbp apart, which means that
an average chromosome will have ∼1000.
The molecular mechanisms that define
replication origins involve the association
of a protein complex with DNA. This
complex includes a multi-subunit origin
recognition complex (ORC1–6), and an
MCM 2 to 7 complex that restricts ini-
tiation to one event/origin in each cell
cycle, and proteins that are targets for
the cell cycle machinery that activates
the replication process. Once an origin
is activated the synthetic machinery is
recruited to the origin and replication
ensues.

For most eukaryotes, it is not clear how
the origins of DNA replication are de-
fined. The yeast Saccharomyces cerevisiae
is an exception. In this organism, replica-
tion origins can be defined as autonomous
replicating sequence (ARS) elements that
are about 200 bp in length and have con-
sensus sequence motifs – called the A and
B elements – that act as DNA unwinding
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elements and serve as target sites for
the recruitment of ORC. No equivalent
sequences have been defined in mul-
ticellular eukaryotes and it is believed
that origins are defined by a complex
combination of genetic and epigenetic
features.

Duplication of the DNA double helix
proceeds by a semiconservative mecha-
nism. The DNA duplex is first opened
to separate the two strands, each of which
then serves as a template to generate two
identical daughter DNA molecules. The
synthetic enzymes responsible for the syn-
thetic process are called DNA polymerases
(Table 1). Many other proteins are involved
in the replication process (Fig. 1). The crit-
ical first step of the replication process,
DNA denaturation is driven by an enzyme
called DNA helicase. Helicases unwind the
DNA template. The newly formed single-
stranded regions are stabilized by a DNA-
binding protein called replication factor-A
(RF-A). The DNA replication then begins.
However, DNA polymerases are unable

to initiate the synthetic process-initiation
requires that a DNA dependent RNA
polymerase called a primase, first gen-
erates short (usually about 5 bp) RNA
primers at each replication origin. DNA
polymerase-α then proceeds to synthesize
DNA by extending the RNA primer. DNA
polymerase-α is not especially processive
(i.e. efficient at copying long stretches
of DNA) and soon after initiation the
synthetic process is assumed by DNA
polymerases-δ and/or -ε.

The antiparallel structure of DNA adds
a certain complexity to the replication pro-
cess. Because of the reaction mechanisms
that drive chain elongation, the polymer-
ization process can take place only in one
direction – nucleic acids only grow from
the 5′ to 3′ ends. Replication from a sin-
gle origin almost always occurs in two
directions, so that each origin will have
four associated polymerase complexes, two
at each growing replication fork (Fig. 1
shows the proteins at one of the two
forks). At each fork, replication of one

Tab. 1 Eukaryotic DNA polymerases.

Name Family Amino acids Major function

Pol α B 1462 Initiates replication
Pol β X 335 Base excision repair
Pol γ A 1239 Mitochondrial DNA replication
Pol δ B 1107 Nuclear DNA replication
Pol ε B 3000 Nuclear DNA replication
Pol ζ B 3130 Mutagenic synthesis?
Pol η Y 713 Translesion synthesis
Pol θ A 2724 Cross-link repair?
Pol ι Y 715 Specialized base excision repair?
Pol κ Y 870 Unknown
Pol λ X 575 Base excision repair, meiotic roles
Pol µ X 495 ds DNA break repair
Pol σ X 543 Sister chromatid cohesion
REV1 Y 1251 Mutagenic translesion DNA synthesis

Note: See Bebenek, K., Kunkel, T.A. (2002) Family growth: the eukaryotic DNA polymerase revolution,
Cell Mol. Life Sci. 59, 54–57 for further details.
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Fig. 1 Replication proteins of a single replication
fork. Two replication complexes are required to
replicate each replication fork. The activity of the two
complexes is coordinated in the cell – they are thought
to be associated as shown here. The requirement for
leading and lagging strand synthesis is described in
the text. In mammalian cells, the DNA clamp, which
holds the polymerase complex on DNA is a trimer of
PCNA (proliferating cell nuclear antigen) and the
primer that is needed to activate DNA synthesis is a
component of DNA polymerase-α. DNA synthesis is
performed by the combined activities of DNA
polymerases-α, -δ, and -ε. The swivel that is required
to release superhelical stress that develops during
elongation is provided by topoisomerases I and II.
(Reproduced from von Hippel, P.H., Jing, D.H. (2000)
Structural biology – Bit players in the trombone
orchestra, Science 287, 2435–2436 and adapted from
Yuzhakov, A., Kelman, Z., O’Donnell, M. (1999)
Trading places on DNA – A three-point switch
underlies primer handoff from primase to the
replicative DNA polymerase, Cell 96, 153–163. With
permission of American Association for the
Advancement of Science and Cell Press.)

strand can occur continuously in the 5′
to 3′ direction. This is called the lead-
ing strand synthesis. On the other strand,
called the lagging strand, replication oc-
curs only when a single-stranded patch
of about 200 bp has formed. Synthesis
then proceeds to fill the patch, so that
the replication products on the lagging
strand are all initially short, in mammalian
cells typically 100 to 500 bp in length.
These short fragments, called Okazaki
fragments, are then ligated together – by
an enzyme called DNA ligase – in a pro-
cess that replaces the RNA primers with
DNA and joins the gaps between adja-
cent Okazaki fragments. It is believed
that the leading and lagging strand en-
zyme complexes are associated so that
their activities can be readily coordinated
(Fig. 1) and it has even been suggested
that the complexes associated with the two
forks arising from each origin are held
together.

2.2.1 DNA Repair
The maintenance of genetic integrity de-
mands that the DNA is duplicated faith-
fully from one cell generation to the next
and that any damage that might arise in
the DNA can be recognized and corrected.
In mammalian cells, our best estimates
suggest that the sequence of DNA changes
at a rate of 1 bp/109 bp replicated dur-
ing each division cycle. In fact, it is
important that this level of accuracy is
maintained, as most mutations in protein
coding genes are likely to be deleteri-
ous. Repair is clearly extremely important.
Xeroderma pigmentosum (NER), Blooms
syndrome (ligase) and ataxia telangiectasia
(ATM) are examples of diseases in which
affected individuals have defective DNA re-
pair pathways. These defects correlate with
a massively increased risk of cancer.

In proliferating cells, a major potential
source of DNA mutation is base misincor-
poration during the course of replication.
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Errors are not uncommon, but very ef-
fective proofreading and postreplicative
mismatch repair activities ensure that
the genetic information encoded in the
parental DNA strand is preserved during
DNA replication.

In addition to this, numerous sources
of DNA damage have the potential to
generate lesions that will ultimately give
rise to mutations in DNA (Table 2). Classes
of DNA damage include the following:

1. Chemical or oxidative damage that
might lead to base modification or base
excision. For example, spontaneous hy-
drolysis can cause deamination (e.g.
turning cytosine to uracil) and depuri-
nation (e.g. removing a guanine base).

2. Ultraviolet light induces a photo-
chemical cyclization between adjacent
thymine/thymine or thymine/cytosine
residues.

3. Ultraviolet light and other types of
radiation can induce single- and double-
strand breaks in the DNA backbone.

4. Some chemicals can interact with the
DNA to form bulky adducts or interca-
late into the DNA. Both processes are
potentially mutagenic.

Together these insults ensure that the
DNA within each mammalian cell will ex-
perience many thousands of lesions every
day. To cope with this, cells employ a vari-
ety of repair mechanisms (Table 2). In each
case, the efficiency of the process relies on
the fact that the structure of DNA provides
a template for repair. The general mech-
anism of DNA repair involves three basic
steps. The first involves the recognition
of damage and excision of the damage by
DNA repair nucleases. A DNA polymerase
can then bind to the free 3′-OH end of
the cut DNA and fill the gap using the
complementary DNA strand as template.
Finally, the nick that remains in the DNA
backbone following incorporation of the
new base(s) is sealed by the DNA ligase.

Depurination is the most common
form of a potentially mutagenic lesion

Tab. 2 DNA repair mechanisms and damage types.

Mechanism Damage Repair proteins involved

Exonuclease of DNA
polymerase

Inaccuracies during DNA
replication (proofreading)

DNA pol δ/ε, ligase

Base-mismatch repair Small adducts
Insertions/deletions
Oxidative damage

MSH6/3-MSH2 (dimer)
PMS1, MLH1, PCNA
DNA polδ, ligase

Nucleotide excision repair Bulky adducts
UV cross-links

XPA – XPG, RPA, TFIIH
ERCC1, DNApolδ/ε
PCNA, ligase

Base excision repair Abasic sites
Deamination
Oxidative damage
Alkylations

N-glycosidases
AP endonuclease
DNApolβ, DNA ligase

Homologous
recombination

Strand breaks RAD51, other RAD proteins RPA,
DNApol, ligase
p53, BRCA1, BRCA2

DNA end-joining Strand breaks Ku70, XRCC5, DNAPK p53, ATM
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in DNA. In this case, the DNA with
a missing base is recognized by the
enzyme AP endonuclease, which then
cuts the DNA phosphodiester backbone
at the 5′ side of the altered site. The
sugar and phosphate are then removed by
a phosphodiesterase and DNA sequence
restored by DNA polymerase-β and DNA
ligase using the complementary DNA
strand as template. Base excision repair
provides an alternative repair pathway that
involves a family of DNA glycosylases.
These enzymes recognize altered bases in
DNA and catalyze their removal so that the
natural DNA sequence can be restored.

Nucleotide excision repair provides a
quite different repair pathway that is ca-
pable of repairing many types of DNA
that distort the structure of DNA. Typi-
cal example of damage that is removed
by this pathway include the thymine
dimers and 6 to 4 photoproducts (C-T
dimers) caused by ultraviolet irradiation
(sunlight) and ‘‘bulky adducts’’ such as
those created by the covalent reaction
of DNA with hydrocarbons like the car-
cinogen benzopyrene. In this case, a
large multienzyme complex scans DNA
for damage and on recognition uses
nucleases to remove a DNA patch of
about 30 bp. Helicase activity (XPD) is
required to remove the DNA strand
containing the damage and this is then
repaired by DNA polymerase and ligase
using the complementary DNA strand
as template. The process also involves
the transcription factor TFIIH. This is
recruited to the repair site and con-
comitantly leads to a downregulation of
RNA synthesis, which prevents the cell
from attempting transcription of damaged
DNA.

The importance of preserving the
genome intact cannot be overstated as
many classes of lesion can be mutagenic

and will ultimately lead to cancer. Robust
pathways are in place that minimize the
likelihood of damage leading to cancer. For
example, both ionizing and ultraviolet radi-
ation induce the activity of protein kinases
such as the mammalian ATM protein,
which alters the phosphorylation status
of the protein p53; p53 has been termed
the guardian of the genome. This enhances
the stability of p53 by reducing its inter-
action with the inhibitor of p53 function
called MDM2 and stimulates the transcrip-
tion factor activities of p53, increasing the
synthesis of p21, an inhibitor of cell cycle
progression, and the proapoptotic protein
BAX. If DNA damage is sufficiently severe,
the cell is committed to die. The combined
activities of ATM, ATR, chk1, and chk2
also serve to ensure that DNA synthesis
is downregulated, to reduce the possibil-
ity that replication might proceed through
damaged regions of the genome and so fix
mutations into DNA.

2.3
The Cell Division Cycle

Multicellular organisms must continu-
ously replace cells that are damaged or
have otherwise fulfilled their natural pur-
pose. Cell replacement operates through
a proliferative ‘‘cell cycle’’ during which
mitogenic cues (growth factors) from the
local environment activate a complex se-
ries of events that will ultimately lead each
parental or mother cell to divide into two
genetically identical daughters. The cell
cycle should be viewed as a continuous
process, though for descriptive simplic-
ity it is usually broken down into four
phases – G1, S, G2, and mitosis. Mitosis
is by far the most visibly distinct phase,
which can be watched in living cells us-
ing a simple optical microscope. Mitosis
might be viewed as the culmination of the
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cycle as it incorporates the dramatic struc-
tural changes that are required to generate
the daughter cells. Mitosis can only oc-
cur if the chromosomes within the mother
cell are first duplicated. This is the most
critical requirement of the proliferation
process and eukaryotes have developed
a number of quality control mechanisms
called checkpoints to ensure that growing
cells can only attempt mitosis once the
process of DNA duplication is complete.
Other mechanisms ensure that the ini-
tiation of replication is tightly regulated
so that chromosomes are replicated once,
and only once in each cycle. The process of
DNA synthesis takes place in the S-phase
(for synthesis phase) of the cell cycle. G1
and G2 are gap phases that separate the
distinct S- and M-phases. During these
phases – and also during S-phase – the cell
grows and so continuously assimilates and
accumulates the components that are re-
quired to generate two new cells at the end
of mitosis. It goes without saying that if
proliferating cells are to maintain the re-
quired structural characteristic, each cell
that forms during mitosis must double in
mass before the next mitosis takes place.

For mammalian cells, a typical cell cycle
will be completed in about 24 h. Breaking
down as: G1 6 to 10 h; S 8 to 10 h; G2 3
to 5 h; M 1 h. Variations in cell cycle occur
predominantly during G1. The major cues
for proliferation are driven by families of
cell cycle proteins called cyclins and cy-
clin dependent kinases (cdks or cdcs). The
critical step that commits a cell to prolif-
eration occurs late in G1, about 2 h prior
to the onset of S-phase. This position of
the cell cycle is referred to as ‘‘start’’ and
once a cell passes this point it is locked
into a cycle of events that will inevitably
lead to the formation of the daughter cells.
A critical part of this transition involves

the phosphorylation of the tumor suppres-
sor protein Rb (retinoblastoma protein)
by a cyclinD/cdk4/6 and cyclinE/cdk2
complexes (Fig. 2). This Rb modification
alters the association of Rb with a fam-
ily of transcription factors – E2F1–6 and
DP1–2 – that function to activate the ex-
pression of other genes involved in the
cell cycle progression and DNA replica-
tion, such as cdc2 and DNA polymerase 2.
The activity of the cyclin/cdk complexes is
driven by mitogenic cues and restrained by
the tumor suppressor proteins p21cip/kip

and p16INK4a.
Cells with protracted cell cycle times

have extended pre-start periods. In addi-
tion to this, cells with proliferative potential
can ‘‘rest’’ in a G0 phase of the cycle. This
state is usually perceived as an extension
of the G1 phase where cells are able to
respond to growth signals once the appro-
priate signaling cues are provided. Once
cells in this quiescent state are activated by
the requisite mitogens, it will usually take
15 to 20 h before the onset of S-phase. It
is also important to remember that most
cells have limited proliferative potential so
that after growing and dividing for some
time (perhaps 50-cell doubling would be
a typical duration) they assume a nonpro-
liferative state. Now cells will be destined
to perform the specific function that their
pattern of gene expression dictates. Such
cells become terminally differentiated and
are no longer capable of accessing the
cell cycle. A minority of cells in multi-
cellular organisms maintain a long-term
undifferentiated status. These special cells,
called stem cells, have a privileged status
that allows them to evade differentiation
and senescence.

2.3.1 Mitosis
Once a cell has performed DNA replica-
tion and has acquired the mass needed
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Fig. 2 The cell cycle. In proliferating mammalian cells, the cell cycle
covers roughly 24 h. This growth cycle is depicted by the central ring, in
which the amount of DNA in the cell is depicted (relative intensity of blue
shading). The notable events of this cycle are the S-phase where DNA is
replicated and the M-phase where chromosome segregation and daughter
cell formation take place. These are separated by two gap phases – G1 and
G2. Progression through the cell cycle is dictated by mitogenic signals
from growth factors that interact with the cell cycle machinery, the critical
components of which are shown here. Cyclin/CDK/C complexes drive the
cycle. Kinase activities within the CDK proteins are responsible for
regulating the downstream effects and the activity of the kinases is
regulated by the cell cycle dependent expression of the cyclin proteins. The
cell cycle machinery has many targets. For simplicity, the figure shows one
major target, the cell cycle regulator Rb. Rb is phosphorylated by the cell
cycle kinases and this activity releases Rb from complexes that suppress
the transcription of critical proteins involved in proliferation, particularly
DNA synthesis. Once Rb phosphorylation has activated this process, a cell
is committed to pass through the cycle and on to mitosis. The activity of
the cell cycle proteins is regulated by numerous other interactions such as
those with the tumor suppressor proteins p21 and p16INK4a. (See color
plate p. xxix).

to generate two daughter cells, mito-
sis can begin. The onset of mitosis is
driven by the cdc2/cyclinB complex. Major
phosphorylation targets for this complex
include histone H1 and lamin proteins.
Modification of these proteins, together
with numerous other modifications, drive
chromosome condensation and disruption

of the nuclear membrane. RNA synthesis
is also switched off. Chromosome con-
densation begins late in G2; at this stage
of the cell cycle, simple staining of DNA
within the nuclei reveals the wormlike
appearance of the condensing chromatin.
The condensation process involves an axial
retraction of the chromatin loops and
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condensation along the chromosome axis.
Chromosome condensation occurs during
prophase and continues for about 30 min;
as this process nears completion the nu-
clear membrane breaks down, marking the
transition from interphase to mitosis. By
late prophase, the chromosomes are fully
condensed and are interacting with the mi-
totic microtubules. Microtubules function
to adjust the position of the chromosomes
until they are all aligned, at metaphase,
across the center of the cell.

Chromosome condensation generates
an elongated structure, which ensures
that the kinetochores located within the
centromeres of each chromosome are
accessible to the microtubules that will
eventually drag each daughter chromatid
to the site where the two daughter nuclei
will form. As the efficacy of this process is
critical to the maintenance of genomic in-
tegrity, a mitotic checkpoint ensures that
the chromatids are only able to separate
once all kinetochores are attached via mi-
crotubules to the spindle. Prior to this
point, a G2 checkpoint verifies that the
replication process is complete. Once the
kinetochores are fully engaged, the cohesin
proteins that hold the sister chromatids to-
gether are released and the chromatids
move from the metaphase plate toward
the spindle poles; prior to this, topoiso-
merase II serves to resolve interlocked
DNA loops that arise during replication.
Microtubule and kinetochore-associated
motor proteins, together with the dynamic
properties of the microtubules themselves,
provide the motive forces that reposition
the daughter chromatids within the cell.
The mitotic phase that involves migration
of sister chromatids toward the spindle
poles is called anaphase and this is fol-
lowed by telophase, where chromosome
decondensation begins. At this stage, the
mitotic cell cycle machinery is destroyed

and the new daughter cells form by cytoki-
nesis.

2.3.2 Meiosis
In almost all cells, proliferation involves
the duplication of a diploid chromosome
set to form a tetraploid set, which is then
separated, at mitosis, to form daughter
cells that are once more diploid. Meio-
sis is a related process, which occurs in
germ cells and serves to reduce the level
of ploidy, so that on completing meiosis
cells contain a single, haploid, chromo-
some set. Meiosis is a complex process,
which not only reduces cell ploidy but also
allows DNA exchange between homolo-
gous chromosomes to stimulate genetic
diversity. Perhaps the easiest way to un-
derstand meiosis is to imagine the process
as two consecutive mitotic events without
an intervening S-phase. The cells that un-
dertake meiosis are tetraploid. The first
series of events – called meiotic division
one – follow the same principle as mito-
sis but include a much longer prophase
during which chromosome pairing and re-
combination take place; in human testes
the duration of meiosis is roughly 25 days.
The first meiotic prophase – during which
time the nucleus remains intact – is tradi-
tionally divided into five sequential stages:
leptotene, zygotene, pachytene, diplotene,
and diakinesis. Homologous chromosome
pairs synapse during zygotene and dur-
ing pachytene, the resulting synaptonemal
complex is thought to allow homologous
recombination of the paired chromosomes
to occur. The molecular details of this
recombination process are poorly un-
derstood. The recombination complexes
dissolve during diplotene to leave ho-
mologs that are attached at a small number
of chiasma. The first meiotic division
then proceeds through metaphase and
anaphase and daughter nuclei are formed.
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After a brief interphase, the second meiotic
division follows according to the pattern
described for a normal mitotic division.
The overall process generates cells with a
haploid DNA content and a small number
of novel chromosomes that have arisen
through recombination of chromosome
homologues that were initially derived
from the organisms’ male and female
predecessors.

3
Nuclear Structure

As the nuclear boundary might be as-
sumed to define the nucleus itself a
detailed understanding of the structure
and function of the nuclear periphery is
required to understand many features that
define how nuclei work. In doing this, it is
helpful to consider the nuclear periphery
as being composed of three components:

1. The nuclear envelope is a double-
membrane structure, with an outer
membrane that is contiguous with the
rough endoplasmic reticulum. Given
this continuity, it is not surprising that
areas of the outer nuclear membrane
can be seen to be studded with ri-
bosomes. The outer and inner lipid
bilayers of the double envelope have
common components but contain spe-
cific proteins that might be nuclear or
cytoplasmic in location.

2. Over most of the nuclear surface, the
two membranes of the nuclear envelope
are separated by a fluid filled space
that separates the membranes by about
50 nm. Over a small proportion of the
nuclear surface, the inner and outer
membranes are fused together. This
fusion is seen to occur at structures
called nuclear pores. These pores are the

major routes of transit of any materials
that must pass between the nucleus and
the cytoplasm.

3. The nuclear face of the inner nuclear
envelope is associated with a peripheral
nuclear lamina. The lamina is com-
posed of intermediate filaments of the
lamin A/C and B proteins and is be-
lieved to play a role in the regulation of
nuclear envelope structure and nuclear
shape. Proteins that bind to the nuclear
lamina also interact with chromatin so
that through these adaptor proteins the
lamina can also play a role in chro-
matin organization and the regulation
of chromatin function.

3.1
Nuclear Pore Structure

A proliferating human cell has a few thou-
sand pores and the number doubles in
concert with doubling of chromatin dur-
ing S-phase. Pores are disrupted during
mitosis and the pore proteins are dis-
persed into about 12 pore subassemblies.
Pores are rebuilt from these pore pro-
tein complexes during assembly of the
new nuclear membrane at the end of
mitosis.

In all eukaryotes, nuclear pores provide
the gateway between the nucleus and
cytoplasm. In mammalian cells, the pores
are a megacomplex of about 150 MDa
composed of roughly 50 different proteins
(Table 3); the yeast pore has some 30
recognized pore proteins and it may be
that some of the vertebrate proteins that
have been classified as pore components
are in fact transport factors. The general
structure of a nuclear pore is shown
in Fig. 3. The basic features of pore
structure are:

1. The major structure of the core
complexes is cylindrical with external
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Tab. 3 Vertebrate nucleoporins.

Nucleoporin Likely location FG
repeats?

vNup153 Nuclear basket ring FG
vNup50 Nuclear basket FG
vNup98 Nuclear basket GLFG
vGle2 (Rae1)
vNup160 Nuclear side
vNup133 Nuclear side
vNup107 Nuclear side
vNup96 Nuclear side
sec13
vNup155 Both sides
vNup188 Spokes/nuclear
vNup205 Spokes/nuclear
vNup93 Spokes/nuclear
vNup62 Central transporter FG
vNup58 Central transporter FG
vNup54 Central transporter FG
vNup45 Central transporter FG
vPOM121 Integral membrane FG
vgp210 Integral membrane
vNup88 (84) Cytoplasmic filaments
vNup214

(CAN)
Cytoplasmic filaments FG

vGle1 Cytoplasmic filaments
vNup358

(RanBP2)
Cytoplasmic filaments FG

RanBP1 Cytoplasmic filaments
hCG1 Cytoplasmic filaments

Note: See Vasu, S.K., Forbes, D.J. (2001) Nuclear
pores and nuclear assembly, Curr. Opin. Cell Biol.
13, 363–375 for further details.

dimensions of 120 × 80 nm. This com-
plex has a striking eightfold symmetry
as well as providing the structure of
the channel between the nucleus and
cytoplasm, which serves to fuse the in-
ner and outer nuclear membranes. The
eight spokes of the channel are held
together to form a major scaffold of
the pore.

2. These spokes surround a central trans-
porter complex that is ∼60-nm high and
40 nm in diameter.

3. The cytoplasmic face of the pore com-
plex has 8 cytoplasmic filaments that
extend about 50 nm into the cytoplasm.

4. The nucleoplasmic face of the pore has
8 filaments of 100 to 150 nm that extend
into the nucleus. In some situations,
these appear to associate at their distal
end to generate a basket-like structure
at the nuclear face of the pore complex.

3.1.1 Pore Function
Nuclear pores are the gateways between
the nuclear and cytoplasmic compart-
ments. Small molecules are able to pass
through the pores by simple diffusion.
Studies on diffusion kinetics suggest that
a cylindrical diffusion channel of ∼9 nm
exists between the pore spokes and the
central transporter complex. Proteins or
RNA–protein complexes that are ∼50 kDa
and smaller are able to pass through this
diffusion channel, but larger complexes
are not and must rely on active trans-
port systems.

The components of the vertebrate pore
complex and their probable location in
the complex are shown in Table 3. During
active transport, the critical steps involve
the initial interaction of the nuclear trans-
port complex – that is, the cargo – with
the pore filaments that extend into either
the nucleus or cytoplasm. The pore pro-
teins are involved in active transport as
described below.

3.2
The Nuclear Lamina

During the 1960s, it was recognized that
nuclei from mammalian cells had a pro-
tein network between the nuclear envelope
and peripheral chromatin. This network
or lamina is composed of a branched
network of polymerized lamin proteins.



394 Cell Nucleus Biogenesis, Structure and Function

Cytoplasmic ring

Lumen domain

Inner membrane

Outer membrane

Basic
framework 

Terminal
ring    

Nuclear
basket 

Cytoplasmic filaments

Nuclear ring

Central plug

~40 nm

50−100 nm

50 nm

Fig. 3 The nuclear pore. The structure of the nuclear pore complex, shown
here in cartoon form, was assimilated using a variety of electron microscopy
(em) techniques. Details of the structure and the location of the constituent
components are given in the text and in Table 3. The left inset (courtesy
Francisco Iborra) shows a classical em thin section prepared in an epoxy
resin, the bar is 100 nm. The nucleus occupies the upper half of the image.
Note the densely stained heterochromatin lying against the nuclear
membrane, the structure of the double membrane and the density of
material at the pore. The right inset shows the inner nuclear face of an
isolated nuclear membrane, visualized using a high-voltage scanning
electron microscope. This shows the structure of the nuclear baskets and
emphasizes the eightfold symmetry of the pore complex. The central image
is reproduced from Izaurralde, E., Kann, M., Pante, N., Sodeik, B., Hohn, T.
(1999) Viruses, microorganisms and scientists meet the nuclear pore,
EMBO J. 18, 289–296. With permission of Oxford University Press and the
right inset is from Goldberg, M.W., Allen, T.D. (1992) High-resolution
electron microscopy of the nuclear envelope – demonstration of a new,
regular fibrous lattice attached to the baskets of the nucleoplasmic face of
nuclear pores, J. Cell Biol. 119, 1429–1440. With permission of Rockefeller
University Press.

The lamins are classified as type V in-
termediate filaments (IFs), and like all
intermediate filament proteins have a spe-
cific domain with an α-helical coiled-coil
region flanked by nonhelical domains.
The central coiled-coil domain is essen-
tial for assembly of the filaments. This
process occurs initially through dimers
and then through higher multimers, such
that a mature IF of 10 nm in cross-section
has ∼32 monomers in its cross-section.
During the assembly process, specific

alignment of the IF protein monomers
gives a repeat structure with ∼23 nm
periodicity. Major IF proteins in the cy-
toplasm of mammalian cells, such as
vimentin, form very regular 10 nm (di-
ameter) filaments that rarely branch. The
nuclear lamins, in contrast, are highly
branched and branches of smaller cross-
section (i.e. suggesting filaments with
fewer monomers in cross-section) are of-
ten seen. In addition to the peripheral
nuclear lamina, nuclear lamin proteins
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are also found within the nuclear in-
terior. In vivo studies support the view
that these, like the peripheral proteins,
are assembled into structures that have
rather slow rates of exchange. However,
it is still unclear if this represents a
lamin filament network that pervades the
nucleus or local aggregates of lamin pro-
teins that might serve a function that
does not demand a contiguous ‘‘nucleos-
keleton.’’

3.2.1 The Lamin Genes
The lamin proteins represent a small
protein family that has increased in
complexity during metazoan evolution.
Simple eukaryotes, such as the yeast
S. cerevisiae, do not have lamin proteins;
perhaps the lamina evolved during the
transition from a closed mitosis to open
mitosis. The simple multicellular organ-
ism Caenorhabditis elegans has a single
lamin gene, which is expressed in all so-
matic cells. Mammals have three lamin
genes (LMNA, LMNB1, and LMNB2) that
are processed to yield 7 isoforms. RNA
processing – alternative splicing – of the
LMNA primary transcript generates four
A-type lamins – lamins A, A10 (a splice
variant without exon 10), C, and C2. Three
B-type lamins, called lamins B1–B3, are
encoded by the LMNB1/2 genes. All ver-
tebrate cells express at least one variant
of the B-type lamin proteins. The A-
type lamins, in contrast, are expressed
primarily in differentiated cells so that
patterns of lamins A, A10 and C ex-
pression are developmentally regulated.
Lamins C2 and B3 are found only in germ
cells.

3.2.2 The Lamin Proteins and Filament
Assembly
Like other members of the intermediate
filament class of proteins, lamins have a

central rod domain that consists mainly
of heptad repeats. The coiled-coil struc-
ture that forms from these repeats drives
the interaction of two monomers to form
a coiled-coil dimer. This form is the ba-
sic building block for lamin filaments.
Higher-order filaments form as a conse-
quence of lateral interaction between the
rod domains of the dimers. The rod do-
mains are flanked by non-α-helical amino-
terminal and carboxy-terminal domains.
The latter contains a nuclear localization
signal. Lamin proteins are also subjected
to posttranslational modifications such as
phosphorylation and most importantly are
modified by isoprenylation, a modification
that targets the lamin filaments to the
nuclear envelope. This modification takes
place on a special CaaX motif (not found in
lamin C). Following cleavage after the cys-
teine residue the new terminal amino acid
is modified by isoprenylation and methyl
esterification.

3.2.3 Lamin Function
Various studies identify the structural fea-
tures as a major role for the lamin proteins.
It is notable, for example, that nuclei main-
tain their shape even after most of the
nuclear contents have been removed. This
and many other experiments suggest a role
for the lamins in maintaining the mechan-
ical stability of nuclei. The importance of
maintaining a particular nuclear shape is
not clear. Perhaps more important func-
tionally is the possibility that the nuclear
lamina can potentially define nuclear sites
that have particular functional roles. Many
proteins are known that act as adaptors
that link the lamina to the nuclear en-
velope and components within chromatin
to the lamina. Heterochromatin – which is
transcriptionally inert – is commonly asso-
ciated with the nuclear periphery and this
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location might have important implica-
tions for the regulation of gene expression.
A-type lamins bind the retinoblastoma pro-
tein and other transcriptional repressors
and may play important roles in reg-
ulating gene expression through spatial
organization.

Other experiments support the fascinat-
ing possibility that nuclear lamins might
be involved in the processes of DNA and
RNA synthesis. The experimental evidence
involves the introduction into cells – by
microinjection – of bacterially expressed
lamin proteins that have amino-terminal
deletions. The microinjected proteins are
engineered so that they interact with the
endogenous proteins to disrupt stable fila-
ment formation. It has been reported that
when the lamin filaments are disrupted in
this way, DNA synthesis and RNA poly-
merase II-dependent RNA synthesis are
also disrupted. One explanation for this is
that lamin filaments or perhaps smaller
local aggregates of the lamin proteins play
some structural role within the active cen-
ters of DNA and RNA synthesis.

3.2.4 Lamin-associated Proteins
Many proteins are known to interact with
the lamins to influence lamin function.
These might be classified into two broad
groups. Integral proteins of the inner
nuclear membrane are the first group
and include various isoforms of lamin-
associated protein 2 (LAP2), LAP1, lamin
B receptor (LBR), emerin, otefin, MAN1,
Nurim, nesprin, RING finger-binding
protein, A-kinase anchoring protein 149,
and p19 (an isoquinoline-binding protein
that is also found in the endoplasmic
reticulum). The second group contains
proteins that associate with the lamins
but are not membrane components. This
group includes germ cell-less (GCL),

young arrest (YA), PP1 phosphatase and
the transcription factor Oct1.

The nuclear lamina is known to play
a role in chromatin organization and the
lamins can be shown to bind DNA ele-
ments called nuclear matrix and scaffold
attachment regions (S/MARs) in vitro.
The LAP2 isoforms LAP2α and LAP2β

bind to chromatin. Chromatin binding in-
volves two motifs on the LAP proteins,
a chromatin binding domain and a LEM
domain. The LEM domain is a region of
about 40 amino acids that is also found
in emerin, otefin and MAN1. The LEM
domain interacts with other chromatin-
associated proteins such as BAF – and
might then influence chromatin architec-
ture and function.

3.2.5 Lamin Mutants
Knockout mice for the lamin A/C gene
has been developed to study lamin func-
tion. Null mice appear normal at birth,
but soon after develop severe growth de-
fects. At about one month after birth the
null mice display reduced mobility and
a stiff walking posture. No mice survive
beyond two months. From histological
examination, it is clear that the affected
mice have skeletal and cardiac muscle
wasting and reduced white fat. Fibrob-
lasts from the lamin-A knockout mice
show abnormal nuclear blebs, which ap-
pear to result from a dramatically reduced
amount of lamin proteins. The lamin-
associated proteins LAP2 and NUP153 (a
nuclear pore complex protein) are also
significantly reduced. An abnormal dis-
tribution of emerin is also seen, together
with some uncharacteristic features of het-
erochromatin organization. These features
of knockout mice are reminiscent of symp-
toms seen in human patients with Emery
Dreifus muscular dystrophy (EDMD). In-
deed, mutations in LMNA have recently
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been show to be causative for the autoso-
mal dominant form of this disease. About
50 mutations within LMNA have been de-
scribed that lead to disease states such as
EDMD and closely related disorders. In-
terestingly, lamin mutations seem not to
affect all cell types, and while knockout
mice die soon after birth, it is notable that
individuals with lamin mutations live into
adulthood. This may not be surprising as
natural selection allows the accumulation
of mutations that are not lethal. It is in-
teresting to speculate that mutant lamins
weaken the structure of the lamina to yield
fragile nuclei. These might be especially
susceptible to damage in cells such as
muscle and tendon that are put under sig-
nificant stress during muscle contraction.

3.3
Biogenesis of the Nuclear Envelope During
Cell Proliferation

The process of cell division inevitably de-
mands that a series of profound structural
changes will be required to generate two
genetically identical daughter cells during
mitosis. Prior to mitosis, chromosomes are
dispersed throughout the nuclear interior.
Before the new daughter cells can form,
the chromosomes must condense so one
of each of the daughter chromatids (i.e.
the two equivalent products of DNA repli-
cation for each chromosome) can pass to
the daughter cells. The cell cycle proteins,
and critically at this part of the cell cycle
cdc2 and cyclinB, predominantly through
changes in phosphorylation, drive changes
in chromatin structure that lead to chromo-
some condensation. Other changes lead
to a concomitant dissolution of the nu-
clear periphery. The critical events needed
to achieve this involve changes in the
structure of the nuclear lamina. Changes
in phosphorylation of the lamin proteins

cause disruption of the lamin filament net-
work. Loss of the chromatin stabilizing
properties of the lamin-chromatin inter-
actions allows an increase in chromatin
mobility so that chromosome condensa-
tion is not impeded. Moreover, as the
lamina disrupts, stabilizing contacts be-
tween the lamina and nuclear envelope
are lost. The new dynamic capabilities
of the nuclear envelope then allow the
membrane to merge with the envelope
networks of the endoplasmic reticulum.
During this process the nuclear pores are
disrupted into a small number of discrete
pore subassemblies. This dissolution of
the nuclear membrane and the concomi-
tant condensation of chromosomes marks
the early stages of mitosis. While this is
by far the most common course of events
during a eukaryotic mitosis it should be
noted that some simple model eukary-
otes – such as the yeast S. cerevisiae – have
a closed mitosis where the nuclear mem-
brane remains ostensibly intact during
chromosome separation.

During mitosis, once the chromosomes
have migrated to the poles of the cell, a
central constriction in the cell membrane
leads to the formation of the two new
daughter cells. The cell cycle machinery
now drives nuclear reconstruction. In
essence, the new nuclei form through a
program that is the reverse of the events
that preceded the onset of mitosis. As the
chromosomes begin to expand, patches
on new nuclear lamina are thought to
become associated with the chromatin
and these then engage the endoplasmic
reticulum, which is extruded to surround
the chromosomes, eventually to form the
new nuclear envelopes. Lamin B appears
to associate with chromatin early during
the assembly process while lamin A seems
to remain in the cytoplasm until nuclear
membrane assembly is complete – when
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it is imported through the nuclear pores.
Assembly and maturation of the lamina
continues for an hour or two into the G1
phase. The fluid properties of the nuclear
membrane eventually lead to formation
of a complete double envelope. While
this process is ongoing, nuclear pores
are assembled into the envelope. Soon
after cell division, a fully operative nuclear
envelope is formed.

3.4
Nuclear Transport and Karyopherins

The fact that eukaryotes have evolved
to confine the genetic material
within a specialized organelle – the
nucleus – demands that mechanisms
must exist to regulate the passage of
information between the nucleus and
cytoplasm. This is self-evident as the
products of gene transcription must pass
to the cytoplasm for translation and
all the proteins that control and direct
gene function must pass in the opposite
direction, moving into the nucleus from
the cytoplasm where they are synthesized.

This nuclear-cytoplasmic traffic takes
place through the nuclear pores. The de-
tailed structure of these pores has been
elucidated and, as we saw earlier, provides
a structural framework that can be used
to elaborate the mechanisms of nuclear
pore-mediated transport. The basic princi-
ples of transport are well known, though
some details remain to be confirmed. The
first point to emphasize is that nuclear
pores do not provide an absolute barrier be-
tween the nucleus and cytoplasm. In fact,
small molecules and proteins that have
a size below ∼50 kDa are able to diffuse
through the pores. Any proteins that are
larger than this, and protein nucleic acid
complexes undergo either nuclear import

or export using specific transport mecha-
nisms. This active process involves nuclear
localization and export signals that are rec-
ognized by the import/export machinery.
The nuclear localization sequence of the
SV40 virus large T antigen was the first to
be analyzed in detail. In this protein, the
amino acid sequence: Pro-Pro-Lys-Lys-Lys-
Arg-Lys-Val directs nuclear accumulation
of the protein. In other proteins, it is
not uncommon to find bipartite localiza-
tion signals where two short lysine and
arginine-rich regions are separated by ∼10
intervening amino acids.

The molecular details of the protein
transport process are by far the best
understood. The key components in this
process are the karyopherin proteins that
operate as shuttling transport receptors.
The simple eukaryotes S. cerevisiae is
known to have 14 karyopherin proteins
and at least 20 have been described in
human cells. Karyopherins can be further
subdivided into importins and exportins.
As the names imply, these are largely
dedicated to either the nuclear import
or export pathways; though examples are
known that can transport different cargoes
across the nuclear pores in both directions.

3.4.1 The RanGTP/GDP Cycle
Movement of a molecule across the nuclear
pore will generally take place against a con-
centration gradient and involves ATP hy-
drolysis. The basis of this process relies on
the way in which the karyopherin–cargo
complexes interact with the pore proteins
and subsequently pass through the pore to
be released on the other side. The behav-
ior of importins and exportins during this
process is regulated by the small GTPase
Ran. More specifically, substrate binding
and release by the karyopherins is regu-
lated by the asymmetrical distribution of
the GTP- and GDP-bound states of Ran.
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These states establish a RanGTP gradi-
ent across the nuclear pore, in which Ran
inside the nucleus is predominantly GTP-
bound, while the one outside is mostly in
the GDP-bound state. This gradient is ma-
nipulated by a variety of accessory factors
that together regulate transport. The most
important feature of the RanGTP/GDP
cycle is that GTP loading occurs in the
nucleus while hydrolysis occurs in the
cytoplasm. The Ran guanine nucleotide
exchange factor (RanGEF) called RCC1
catalyzes GTP loading, while RanGTP hy-
drolysis is performed by the RanGTPase
activating protein RanGAP together with
accessory proteins RanBP1 and RanBP2.
RanGAP and RanBP1/2 are restricted to
the cytoplasm. This asymmetrical distri-
bution of the Ran regulators establishes a
RanGTP gradient such that each molecule
of Ran that enters the nucleus will be
rapidly converted to the GTP-bound state,
while RanGTP moving out of the nu-
cleus will be converted to RanGDP on
entering the cytoplasm. The magnitude
of this gradient can be estimated using
Ran biosensors that use fluorescence res-
onance energy transfer (FRET) to probe
structural changes during transport. This
approach suggests that the concentration
of free RanGTP in the nucleus is at least
200-fold greater than that in the cytoplasm.

The RanGTP gradient provides the
position information that drives nuclear
transport. During import, the importins
will bind to their substrates in the absence
of Ran and after translocation release
the substrate on binding RanGTP in
the nucleus. Here, the RanGTP operates
as a kind of exchange factor and the
importin–RanGTP complex that forms is
recycled back to the cytoplasm. During
export, the exportins only bind to their
cargoes in the presence of RanGTP. The
RanGTP gradient ensures that this occurs

almost exclusively in the nucleus. On the
cytoplasmic side of the pore complex, the
exportin/RanGTP/cargo complex decays
following RanGTP hydrolysis that is driven
by RanGAP and RanBP1/2. RanGDP
returns to the nucleus in a complex
with a Ran importer protein called NTF2.
Once inside the nucleus, RanGDP is once
again converted to the GTP-bound form,
to release NTF2 so that a new cycle of
transport can begin.

3.4.2 RNA Export Pathways
In contrast to the well-characterized mech-
anisms used to regulate protein transport
through nuclear pores, many details of the
mechanisms for RNA transport remain
sketchy. The importance of this should
not be underestimated as it clearly repre-
sents a critical point of regulation in the
control of gene expression. In addition, it is
well known that many independent path-
ways regulate the transport of different
classes of RNA–protein complexes – this
could be potentially very complex allow-
ing the differential regulation of specific
classes of RNA transcript in response to a
variety of developmental and growth regu-
latory cues.

Basic details of the primary mechanisms
that control mRNP export have been eluci-
dated. The molecular interactions that un-
derlie this process are dependent on events
that take place at the site of mRNA syn-
thesis. The critical components are small
proteins that are part of a much larger com-
plex that is deposited on the mRNA during
splicing. The complex called the – 20/24
complex because of its location at about 20
nucleotides upstream of the exon–intron
junction contains a number of proteins,
but includes the protein Aly. Aly inter-
acts specifically with TAP/mex67, which
serves as a major export complex for mR-
NAs. It is important to recognize that
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mRNA export is coupled to many of the
proceeding steps of gene expression. In
broad terms, the pathway that delivers
mature mRNAs to the cytoplasm is in-
fluenced by promoter strength, the RNA
polymerase complex that performs synthe-
sis, transcriptional elongation, as well as
down stream processing events such as
RNA splicing and polyadenylation. A sig-
nificant aspect of this pathway reflects the
fact that mRNAs are retained at the tran-
scription site until the required processing
events have been performed. This is likely
to be part of the ‘‘quality control’’ process,
which ensures that only authentic mature
mRNAs are exported to the cytoplasm.

Apart from the general export factors,
many proteins have been described that
interact with different classes of RNA
to regulate RNA export. Certain factors
regulate the export of different classes of
mRNA and others are essential for the
export of ribosomes and RNA–protein
complexes that contain RNAs transcribed
by RNA pol III.

3.4.3 Nuclear Transport – Facilitated
Diffusion
We have looked in some detail at the
molecules involved in nuclear transport
without concern for the mechanisms that
drive the transport process itself. It was
noted above that the nuclear pore is
essentially ‘‘open’’ to small molecules.
Transport that is mediated by karyopherins
is perceived as being a form of directed
diffusion – or facilitated translocation. The
critical question to address here is how do
pores exert a high degree of selectivity on
the nuclear transport receptors while ex-
cluding proteins that do not contain the
appropriate receptor signals. A critical first
step requires an association – binding – of
the transport receptor to target molecules

within the pore complex. These interac-
tions have been characterized in detail.
What is not clear, however, is why this pri-
mary interaction would inevitably lead to
the cargo being directed through the pore.
Models of facilitated translocation sup-
pose that selectivity – gating – is achieved
through interactions between the trans-
port complex and particular protein motifs
in the pore proteins – called FG-repeats.
The FG-repeats are proposed to provide a
sort of hydrophobic plug that severely re-
duces the efficiency with which molecules
that are not destined for transport are
able to pass through nuclear pores. The
receptor/cargo complex, in contrast, by
virtue of its structure and interaction
with other pore components is able to
diffuse through this region of the pore.
Though the details by which selectivity is
achieved remain to be refined, changes
in pore permeability following treatment
with organic solvents are consistent with
a role for a hydrophobic meshwork (pro-
vided by the FG-repeats) inside the pore
channel.

3.5
Nuclear Architecture and Nuclear
Compartments

3.5.1 Nuclear Compartments
In mammalian cells, the nuclear mem-
brane defines two major cell compart-
ments – the nucleus and cytoplasm – that
have quite distinct structural character-
istics (Fig. 4). The cytoplasm gives an
impression of being highly structured with
many discrete organelles such as mito-
chondria and lysosomes and has other
regions that contain dense clusters of
ribosomes (each ribosome is 25 nm in
diameter) performing protein synthesis.
The nucleus is also structured, but the ba-
sic principles that define nuclear structure
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Fig. 4 The mammalian cell. Proliferating HeLa cells
(this is a transformed human cell line) were fixed,
stained, and processed using standard electron
microscopy techniques. Thin sections were then
prepared and inspected. This typical cell section shows
a central nucleus (N) – typically of about 10 µm
diameter in an equatorial section – which is separated
from the cytoplasm (C) by a double nuclear membrane
(NM). The nuclear membrane is studded with a few
thousand nuclear pores that allow molecules to pass
between the two major cell compartments. Note that
the cytoplasm contains a large number of
membrane-bound organelles – the most conspicuous
of these, the mitochondria, are dark staining and
typically about 1 µm in diameter in this example. The
nucleus does not contain any membrane-bound
subcompartments. Even so it is highly organized. In
this type of image, the most obvious substructure is
the nucleolus (No). In this example, a single large
nucleolus occupies the center of the nucleus. The
nucleolus is densely staining and has three distinct
subcompartments: the most densely staining regions
are called the dense fibrillar component; these structures
are generally crescent shaped and a few hundred nm in
size. The dense fibrillar components represent the
nascent transcripts that surround the much paler
fibrillar centers. The processed ribosomal RNAs are
assembled into ribosomal subunits in the granular
component, which comprises the bulk of the nucleolus.
Dark staining clumps of material that lie against the
surface of the nucleolus, the nuclear face of the
membrane and are scattered throughout the center of
the nucleus are dense heterochromatin (hc). The
remainder of the nucleus has an amorphous
appearance and little obvious structure. This
nucleoplasmic region contains the transcribed genes in
euchromatin and is composed of a mixture of this open
chromatin and the interchromatin material, which is
predominantly RNA and protein. The bar is 1 µm.

NM

C

N

No

hc

are quite different. The nucleus does not
contain subnuclear organelles – by defini-
tion, organelles are enclosed by a mem-
brane. Instead, the nucleus has numerous
discrete zones or compartments where
particular functions are performed. The
nucleolus provides an excellent example
of this organizational theme. Indeed, it
is not unusual for the nucleoli to be the
most conspicuous interphase structure in
a mammalian cell.

3.5.2 The Nucleolus
Nucleoli are sites of ribosomal RNA syn-
thesis and processing and also centers
of biogenesis for the ribosomal subunits.
Clearly defined subcompartments within
nucleoli reflect the centers where these
different activities are performed. Mam-
malian cells generally contain 1 to 5
nucleoli; the number will usually reflect
the proliferative status of a cell and might
be used by histologists as an indicator
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of proliferation in cancer diagnosis. Nu-
cleoli range in size from 0.5 to 5.0 µm
and are assembled around the active ri-
bosomal RNA genes. Each diploid human
cell has about 300 copies of the ribosomal
RNA locus. Each locus contains a single
transcription unit of 13.3 kb, which is pro-
cessed posttranscriptionally to generate 3
RNA molecules – the 28S, 18S and 5.8S
(in vertebrates) rRNAs – which, together
with 5S RNA are the structural RNAs that
dictate ribosome assembly and function.
The genes are located on 5 human chro-
mosomes at the subtelomeric regions of
c13, 14, 15, 21, and 22, where they are
found in short tandem arrays – typically
as clusters of 3 to 5 rDNA repeats. In
most proliferating human cells, only about
one-third of the total cell complement of
ribosomal genes is active at any time. In
proliferating cells, nucleoli form as riboso-
mal RNA synthesis is reestablished, soon
after cell division is complete. Ribosomal
RNA genes retain associated transcription
factors throughout mitosis and these pro-
vide efficient targets for the assembly of
transcription complexes at the onset of
interphase. As transcription recovers, the
components involved are believed to in-
teract to form the characteristic nucleolar
morphology. Each active center is defined
by a fibrillar center (FC) that has a distinct
fibrogranular appearance and is rich in
the machinery that is required to generate
rRNA. The surface of each FC is coated
with a much denser dense fibrillar com-
ponent (DFC) that contains the nascent
transcripts and their associated proteins.
The transcribed rRNA genes lie along the
interface of the FC and DFC and a sin-
gle FC will typically have 3 to 5 associated
active genes.

Ribosomal RNA genes are the most
active transcription units in mammalian

cells. It takes about 3 min to complete syn-
thesis of the primary transcript, and poly-
merases are engaged onto the promoter
with such efficiency that each active gene
has 100 to 120 engaged RNA polymerase I
complexes. In order to achieve this level of
synthesis, new initiation events must oc-
cur at roughly 1.5-s intervals; the residence
time of the major transcription factors in
the FC is ∼5 s and the residence time
for RNA polymerase I on the promoter is
roughly 1 s. The primary transcripts are
processed to generate mature ribosomal
RNAs. This is an extremely complex pro-
cess that involves a number of specific
cleavage events and RNA modifications,
typically methylation. These posttranscrip-
tional events are directed by at least 100
special small nucleolar RNA–protein com-
plexes (snoRNPs). The mature rRNAs then
associate with the requisite ribosomal pro-
teins and begin their passage from the
synthetic center to the cytoplasm. For
the early stages – about 1 h – of this mi-
gration they remain nuclear and occupy
the nucleolar granular component (GC), a
morphologically punctate or granular zone
that surrounds the active rRNA transcrip-
tion centers. Eventually, the mature 40 and
60S ribosomal particles pass from the nu-
cleolus and through the nucleoplasm to
the nuclear periphery from where they exit
the nucleus through nuclear pores.

3.5.3 Nuclear Bodies and Domains
Other nuclear structures have been de-
scribed as nuclear bodies and domains.
Many cell types have a small number
(typically 1–5) of coiled or Cajal bodies,
which are generally spherical, measure 0.3
to 1 µm across and in cross-section, ap-
pear as a network of coiled fibers. Coiled
bodies are found in both animals and
plants and contain many different pro-
teins, including p80 coilin (the diagnostic
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marker), various transcription factors, as
well as small ribonucleoproteins. These
bodies are not transcriptionally active, and
are thought to play a role in the biogenesis
of small nuclear RNA–protein complexes
(snRNPs) and in the nuclear trafficking
of snRNPs and snoRNPs. RNP complexes
that are essential for mRNA splicing (U1,
U2, U4/U6, and U5 snRNPs), rRNA pro-
cessing (U3 and U8 snoRNPs) and histone
mRNA end formation (U7 snRNPs), all lo-
calize to the Cajal bodies. Possible roles
for these structures are suggested by the
fact that they are often seen to associate
with specific internuclear sites, such as the
histone loci and U1/U2/U3 gene cluster.

PML bodies are defined by their content
of promyelocytic leukemia (PML) protein.
They are similar in size to coiled bodies but
are usually more abundant – mammalian
cells commonly have 10 to 20 PML
bodies. PML bodies have also been referred
to as the ND10 compartment, PODs
(PML oncogenic domains) and Kr bodies.
In addition to the PML protein, these
structures also contain proteins such
as: Sp100; SUMO1; HAUSP; and CBP.
Though the precise role of PML bodies
is unclear, it has been suggested that
they will play some role in transcriptional
regulation. Interestingly, these domains
are common targets of viral genomes
during the early infectious stages in
mammalian cells.

Pc-G bodies that contain polycomb
group proteins such as RING1, BMI1,
and hPc2 have been observed to as-
sociate with pericentromeric heterchro-
matin. Gems (gemini of Cajal bodies)
generally lie adjacent to the Cajal bodies
and are characterized by the presence of
the survival of motor neurons gene product
(SMN) and an associated factor Gemin2.
Other sites have been described that might

be classified as transcription superfacto-
ries. The OPT (Oct1/PTF/transcription)
domain provides a good example. Im-
munofluorescence shows that in HeLa
cells, the transcription factors Oct1 and
PTF are found in 1 to 3 large domains
(diameter ∼1.5 µm) that appear during
G1 phase and disappear in S-phase. Each
OPT domain typically contains 2 to 3
transcription sites where BrUTP is incor-
porated into nascent transcripts, as well as
RNA polymerase II, TBP, and Sp1. Some
chromosomes, notably chromosome 6, are
found to be closely associated with the OPT
domains. But while nuclear bodies have
raised much interest, the extent to which
they define essential functional compart-
ments remains a matter of debate. The
Cajal bodies exemplify this, as these struc-
tures can be disrupted in living cells or
transgenic animals without obvious detri-
ment to the hosts. Hence, the bodies, as
structures, might not be absolutely cru-
cial to the functions that are performed
by components that are normally found
within them.

3.5.4 Nuclear Speckles
Nuclear compartments such as nuclear
bodies are not membrane-bound. In-
stead, they appear to persist because
of the ‘‘self-assembly’’ characteristics of
their components and architectural con-
straints imposed by nuclear and chro-
mosome structure (see below). Nuclear
speckles/interchromatin granule clusters
(IGCs) provide an excellent example of
this architectural theme. (Speckles were
defined using light microscopy and im-
munofluorescence and were later found to
be equivalent to the IGC that had been vi-
sualized using electron microscopy.) This
compartment is especially rich in pro-
teins required for RNA splicing – such
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as the SR protein, family, which is de-
fined by a specific serine and arginine rich
motif – and occupies the interchromatin
spaces where the proteins may accumulate
to form large, clustered aggregates. Once
formed, these aggregates – the speckles or
IGCs – are stable in that they occupy a par-
ticular area of nuclear space over many
hours. This spatial stability is seen even
though the components within each site
are in a continual state of flux. However,
the IGCs are also plastic and can change
dramatically under conditions in which
RNA synthesis is inhibited and the need
for splicing is lost; if cells are treated with
the transcriptional inhibitor α-amanitin,
the speckles lose their complex surface
texture and collapse locally to form more
dense spherical aggregates. This and the
fact that highly active genes are commonly
found at the periphery of speckles imply
some functional link. Interestingly, cells
that overexpress the serine-arginine (SR)
protein kinase cdc2-like kinase (Clk)/STY
exhibit disrupted speckles. This kinase
hyper-phosphorylates a major IGC com-
ponent, the nuclear SR proteins, which,
as a result move out of the IGCs to dif-
fuse throughout the nucleus. Cells without
IGCs show no obvious defects in short-
term RNA synthesis. However, under the
same conditions RNA FISH to a specific
transcript shows that splicing, assessed us-
ing a probe to an exon–exon junction,
is severely impaired. This implies that
splicing factors originating from a diffuse
nucleoplasmic pool are not competent to
perform splicing in vivo and that the orga-
nization of the IGC compartment is critical
to this process.

3.5.5 Active Sites – Synthetic Factories

Transcription factories It is generally ac-
cepted that mammalian nuclei are highly

compartmentalized and that the structure
of different nuclear domains is implicit
to their function. As we have seen, nu-
cleoli provide the outstanding example of
a nuclear compartment that serves a spe-
cific function. Nucleoli are dedicated to
the efficient synthesis of a single primary
RNA transcript and the products generated
from this transcript by RNA processing are
fundamental to ribosome assembly and
function. Within nucleoli, morphologically
distinct compartments define the active
centers, where, as many as 500 engaged
polymerase complexes are found within a
typical FC/DFC complex. In terms of struc-
ture, the nucleolus represents a nuclear
compartment that is dedicated to the syn-
thesis and processing of a specific product.

This might lead us to ask if the same
principle applies to transcripts that are
synthesized and processed throughout the
nucleus. Given the relative sizes and com-
plexity of the corresponding sites, it is
not surprising that the architecture of
the nucleoplasmic transcription centers is
less clearly defined. Classical electron mi-
croscopy techniques have shown that gene
expression generally occurs at the borders
of condensed chromatin in association
with perichromatin fibrils. The ability to la-
bel the nascent RNA (Fig. 5) using BrUTP
in vitro or BrU in vivo has shown that a pro-
liferative mammalian cell has some 500 to
1000 active sites of RNA polymerase II ac-
tivity for each haploid chromosome set. As
cells have roughly 10 times the number
of active RNA polymerase II holoenzyme
complexes, each active center must repre-
sent a nuclear compartment in which the
transcripts from groups of genes are gen-
erated and processed together. This spatial
coordination of the different steps required
to produce mature mRNAs at specific nu-
clear sites forms the basis of the concept of
transcription ‘‘factories’’ where transcripts



Cell Nucleus Biogenesis, Structure and Function 405

Fig. 5 Nuclear compartments and transcription.
HeLa cells growing on glass were permeabilized in
an isotonic buffer and transcription performed for
15 min in the presence of BrUTP. Samples were
fixed and immuno-labeled for Br-RNA containing
sites (right) using a red fluorescence dye and sites
containing the auto-immune antigen Sm (left) using
a green fluorescent dye. The two colors were
recorded in a single 700 nm section of the nucleus
using a laser scanning confocal
microscope-gray-scale images of the two channels
are shown. Note the classical ‘‘speckled’’
distribution of the Sm protein and the complexity of
the transcription sites; the two areas that do not
stain with Sm are nucleoli. The bar is 5 µm. See
Pombo, A., Cook, P.R. (1996) The localization of
sites containing nascent RNA and splicing factors,
Exp. Cell Res. 229, 201–203 for details. Published
with permission of Academic Press.

Sm Br-RNA

are polymerized, processed and assembled
into the required mRNA–protein complex
before being released for export to the cy-
toplasm. For a typical transcript, events
occurring at the transcription site take
roughly 15 min to complete.

A likely corollary of this arrangement
is that the transcription centers form
a functional nuclear compartment that
is spatially structured by an association
with a component of the interchromatin
compartments – perhaps a nucleoskele-
ton. Hence, during transcription the chro-
matin loops must be locally dynamic as
RNA synthesis forces the gene to progres-
sively associate (i.e. from promoter to 3′
end) with the synthetic center. The idea
that genes might be associated with the ac-
tive center during synthesis and displaced
from it thereafter defines a type of spatially
determined ‘‘transcription cycle’’ within
which the interplay between chromatin
dynamics and promoter bound factors will
dictate levels of gene expression. The dy-
namic behavior of transcription factors
will also be central to this control. In-
terestingly, some classes of transcription
factor can be shown to associate with

chromatin only transiently, whereas others
are more stable, and might even remain
bound to chromatin throughout mitosis.
Factors such as TBP (TATA binding pro-
tein), which fall in the second category,
are ideal candidates to mark active genes
and regulate the association of these genes
with transcription sites.

Replication factories DNA replication pro-
vides an interesting insight into how
nuclear structure and function can be
linked. We will see that DNA foci pro-
vide the best candidates for any structural
units of chromosome structure (below).
However, it is also important to recognize
that the organization of these structures
might be central to both the replication
process and how the replication program
proceeds. DNA foci contain small groups
of replicons, which operate as spatially sta-
ble replicon clusters and provide targets for
the assembly of replication factories. Like
transcription factories, these arise through
DNA–protein and protein–protein inter-
actions that generate nuclear sites in which
DNA synthesis can be performed with
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optimal efficiency. These active centers
are also spatially structured through their
association with the nucleoskeleton. The
modular structure of replicon clusters also
provides a mechanism for replication to
spread in a predetermined way from one
bank of replicons to the next until the
S-phase is complete.

Aspects of crosstalk between nuclear
structure and function are of particular in-
terest when considering how the S-phase
program might be established. The im-
portance of nuclear space in setting up
the S-phase program is most evident in
S. cerevisiae, in which the subnuclear po-
sition of replication origins in early G1
phase of the cell cycle determines whether
origins are used either early or late in
S-phase. In mammalian cells, the early
replicons are selected during the first one-
third of G1 phase of the cell cycle, prior
to the commitment to engage the cell cy-
cle. Two critical events appear to define
the replication program and these are be-
lieved to depend on the complex interplay
of chromosome structure, chromatin orga-
nization, and perhaps even global nuclear
architecture. Replicons that are activated
at the onset of the S-phase and most prob-
ably the downstream replication program
are established during the first 2 h of G1
phase of the cell cycle. This ‘‘temporal
decision point’’ coincides with the period
when chromosomal territories reestablish
their interphase structure and transcrip-
tional potential. The process of defining
an S-phase program is distinct from the
process that establishes active origins of
DNA replication. This second process also
occurs in early G1 phase in mammalian
cells and is thought to involve the binding
of the origin recognition complex (ORC)
to particular chromosomal sites.

In human cells, the assembly of repli-
cation factories begins late in the G1

phase of the cell cycle and appears to take
about 15 min. The cell cycle machinery
is responsible for the cues that initiate
both the assembly process and initiation
of DNA synthesis. The replication ma-
chinery is recruited to appropriate DNA
foci – in mammalian cells only about 10%
of possible origins are activated at the
onset of the S-phase – through an asso-
ciation with ORCs on the DNA. All of the
components needed for synthesis are re-
cruited to the factories as a consequence
of protein–protein interaction. For many
of the replication components, factory-
targeting sequences have been defined. As
many replicons are replicated in each fac-
tory (early S-phase DNA foci contain ∼5
replicons and later ones many more) the
structure of the complex dictates that chro-
matin must move into the active center,
which itself is static. This view can be con-
firmed using GFP-PCNA to analyze the
spatial dynamics of replication sites in liv-
ing cells. This demonstrates that the foci,
once assembled, tend to be spatially stable,
with the PCNA (Fig. 1) molecules that are
assembled into the synthetic complex dur-
ing initiation remaining at the active site
until synthesis is complete. Once replica-
tion at a site is complete, the active center
will disassemble. Often a new active cen-
ter is then seen to assemble de novo, at
an adjacent site. This principle underlies
a proposed domino effect for a replication
program, in which local changes in chro-
matin architecture dictate how replication
proceeds until the S-phase is complete. In
mammalian cells, S-phase lasts for about
10 h, while DNA synthesis from a typ-
ical origin will continue for about 1 h.
As S-phase proceeds, the genome is re-
produced in a predictable order so that
defined chromosomal regions are dupli-
cated at particular times during early, mid-
or late S-phase (Fig. 6).
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Fig. 6 The S-phase program. During S-phase, different classes of
DNA elements are replicated at specific times. Chromatin with the
majority of transcribed genes is replicated over the first ∼4 h of the
S-phase. During this period active sites of DNA synthesis are in
discrete foci dispersed throughout the nuclear interior (a–c). These
are designated early or type 1 replication patterns. During mid
S-phase (d–f), replication switches to peripheral inactive chromatin.
These mid S-phase patterns are also referred to as type 2 (d–e) and
type 3 (f) patterns. During late S-phase (g–i) the replication of
extended blocks of constitutive heterochromatin occurs throughout
the nuclear interior. These late S-phase patterns are also referred to
as type 4 (g–h) and type 5 (i) patterns. Encapsulated HeLa cells were
synchronized at the onset of S-phase and replication sites labeled at
1 h intervals for 10 h. Images shown are replication sites labeled in
permeabilized cells – using biotin-dUTP. (Reproduced from Hozak,
P., Jackson, D.A., Cook, P.R. (1994) Replication factories and nuclear
bodies: the ultrastructural characterization of replication sites during
the cell cycle, J. Cell Sci. 107, 2191–2202. With permission of the
Company of Biologists. The bar is 5 µm.)
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3.6
Chromosome Territories

It has been known for many years that
chromosomes occupy discrete regions
within interphase nuclei. Over the past
20 years, the idea that interphase chro-
mosomes occupy discrete nuclear ‘‘territo-
ries’’ has been confirmed using a number
of techniques. A major advance in the anal-
ysis in nuclear architecture came from
the development of fluorescence in situ
hybridization (FISH) techniques for ‘‘chro-
mosome painting.’’ This process uses the
unique sequences from purified chromo-
somes as probes to identify the location
of particular chromosomes in fixed nu-
clei. The probe DNA is tagged with a
modified DNA precursor analog – such as
biotin-dUTP – prior to hybridizing to the
fixed cell (with denatured target DNA)
and is subsequently visualized using anti-
bodies to biotin and secondary antibodies
coupled to a fluorochrome that can be
visualized by light microscopy. This tech-
nique confirmed that chromosome terri-
tories from mammalian cells appear to
have distinct borders with little mixing
of chromatin from adjacent territories.
The territories themselves appear to be
subcompartmentalized so that the space
occupied by individual chromosome arms
and even R and G bands within these
arms might be defined within individ-
ual territories. The general principle of
chromosome territory organization can be
confirmed using a variety of DNA label-
ing techniques, using precursors that can
be visualized in both fixed and living cells
(Fig. 7).

The existence of chromosome territories
begs the question: do interphase chromo-
somes occupy specific nuclear locations
that could influence chromatin function?
The answer to this appears to be partly yes

and partly no. Territories do not generally
occupy specific positions. However, gene
activity does appear to influence chromo-
some location, such that chromosomes
with a high density of active genes tend
to be located toward the nuclear center,
whereas those with a low density tend
to lie closer to the nuclear periphery.
The smaller chromosomes also show a
tendency to occupy the nuclear center;
note that for those chromosomes with ri-
bosomal RNA gene clusters, location is
determined by their association with nu-
cleoli, which generally tend to be situated
centrally in mammalian nuclei. Studies on
cell populations show that individual chro-
mosomes do not assume precise locations.
However, when an individual mitotic event
is followed, the arrangement of chromo-
somes in the two daughter cells is very
similar to that of the mother nucleus im-
mediately prior to mitosis. This implies
that the mechanics of mitosis incorporate
a mechanism for maintaining chromo-
some position.

So interphase chromosomes occupy dis-
crete territories with preferred locations
that can be maintained during cell divi-
sion. However, this should not be taken
to confirm that chromosomes are static
structures. In fact, this is far from the
truth; locally, the chromatin within each
chromosome territory can be very dy-
namic. Moreover, while the vast majority of
DNA from an individual territory remains
within the defined zone, there are in-
stances where chromatin escapes from its
territory to form loops that might spread 1
to 2 µm into the surrounding nucleoplasm.
These loops will generally contain a Mbp
or more of DNA and commonly have an ex-
truded or elongated appearance suggesting
that they might occupy the interchromatin
space that lies between adjacent territo-
ries. Chromatin loops of this sort are
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Fig. 7 The structure of chromosome territories. (a–c) show a high-resolution FISH
analysis to demonstrate the organization of chromosome territories. In this
example (a), the chromosome painting probe was generated from the short arm only of
chromosome 11 (HSA11p) and indirectly labeled using a green fluorescent dye.
Hybridization was also performed using a much shorter cosmid probe, to the
ubiquitously expressed RCN gene from the WAGR locus of human chromosome 11,
labeled with a red fluorescent dye. The relative positions of the red and green
fluorescence are shown in the grayscale images in (b) and (c). Note that the expressed
region is located close to the center of the chromosome territory and is separate from
the dense chromatin regions, in this primary human fibroblast. The bars are 2.5 µm.
From Mahy, N.L., Perry, P.E., Gilchrist, S., Baldock, R.A., Bickmore, W.A. (2002) Spatial
organization of active and inactive genes and noncoding DNA within chromosome
territories, J. Cell Biol. 157, 579–589, with permission of Rockefeller University Press.
(d–e) show the DNA foci that were labeled in HeLa cells at the onset of S-phase for
20 min or 10 h using Bromo-deoxyuridine. The samples were prepared 3 days later,
when only 25 to 50% of the chromosome territories within nuclei are labeled. (The loss
of labeling is determined by random segregation of the labeled and unlabeled
chromatids.) Note that the DNA foci (d) are seen to cluster into discrete nuclear
zones – these are chromosome territories – and that this zonal organization is much
more distinct when the chromosome are labeled throughout S-phase (e). Though these
samples are fixed prior to immunostaining the same observations can be made on
living cells after introducing a fluorescent DNA precursor such as FITC-dUTP.
(Reproduced from Jackson, D.A., Pombo, A. (1998) Replicon clusters are stable units of
chromosome structure: evidence that nuclear organization contributes to the efficient
activation and propagation of S-phase in human cells, J. Cell Biol. 140, 1285–1295 with
permission of Rockefeller University Press. (f–g) show models for the proposed long
and short-range architecture of chromosome territories. See Cremer, T., Cremer, C.
(2001) Chromosome territories, nuclear architecture and gene regulation in mammalian
cells, Nat. Rev. Genet. 2, 292–301 for details. Image courtesy of Gregar Kreth and
published with permission of Palgrave-Macmillan Publishing.) (See color plate p. xxx).
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believed to reflect the transcriptional status
of highly expressed gene-rich chromoso-
mal regions. However, it remains to be
established if the chromatin movement
involved in the dynamic behavior of this
type of chromatin loop reflects any func-
tional association of specific genes with
remote active centers – that is, specialized
nuclear sites – which lie outside the terri-
torial boundary.

The molecular interactions that define
chromosome shape are not yet clear.
Many lines of evidence suggest that an
appropriate model to describe chromo-
some structure can be built around the
random spatial distribution of DNA foci
that contain roughly 1 Mb DNA (Fig. 7).
Interestingly, structures of this size cor-
relate with the replication foci, which, in
early S-phase at least, correspond with local
replicon clusters that are labeled together
at specific times of the replication pro-
gram. Even at the basic structural level
this implies that structure and function
must be related. How might this type of
arrangement impact on chromatin func-
tion? In mammalian cells, it appears that
the bulk of chromatin is only dynamic
over short distances – perhaps ∼0.5 µm
or less. Beyond this, chromatin dynam-
ics appear to be constrained by chromatin
structure and numerous interactions that
serve to tether chromatin to a variety
of nuclear sites. Interestingly, in yeast,
chromatin is so dynamic locally that a lo-
cus might move by as much as 0.5 µm
during a period of only 10 s. Remark-
ably, this allows a single locus to pass
through at least half of the nuclear vol-
ume in only 10 min. Such movements
are known to be energy dependent, im-
plying that they are probably related to
nuclear activities such as replication or
transcription.

3.6.1 Chromosome Structure
Chromosome structure must impose
some form of order within chromosome
territories and this is likely to influ-
ence function. It is generally assumed
that the familiar rodlike appearance of
metaphase chromosomes relies on the
properties of a proteinaceous axis or core.
It has been proposed that proteins within
such a core might bind DNA to gener-
ate a chromosome with arrays of DNA
loops of roughly 100 kbp. Simple staining
techniques, using silver-based histological
procedure, provide the most compelling
evidence for an axial core structure, yet
remarkably the proteins that might consti-
tute this structure in vivo are not known.
Isolated metaphase chromosome scaffolds
have two predominant proteins – ScI and
ScII – which for many years were the best
candidates for the core. These are now
known to be DNA topoisomerase IIα and
SMC (structural maintenance of chromo-
somes) proteins. These proteins influence
DNA topology and mitotic chromosome
condensation and are essential for mito-
sis. However, studies on the behavior of
these proteins in living cells do not sup-
port the idea that either topoisomerase or
SMC proteins form a scaffold that orga-
nizes chromosome structure throughout
the cell cycle. The likely explanation for this
is that the observed structure reflects the
complex biophysical properties of the nu-
clear components that remain associated
with DNA throughout mitosis.

3.6.2 Functional Implications of
Chromosome Structure and Location
Gene expression from ectopic (i.e. un-
natural) chromosomal sites is extremely
unpredictable. Genes introduced into inert
chromosomal sites are generally inactive,
though expression can be modulated by
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the availability of heterochromatin pro-
teins. Ectopic genes in active chromatin
also behave unpredictably. For example, it
is possible to analyze gene expression from
artificial gene constructs introduced in pre-
determined target sites by homologous
recombination. However, even when the
chromosomal environment is controlled in
this way, some genes display unpredictable
patterns of ectopic expression, confirming
that gene location at least has the potential
to influence expression.

The expressional status of a gene can
also be shown to influence its nuclear
location. Studies on the lymphoid lin-
eage of mammalian cells have shown
that the inactivation of gene expression
correlates with relocation of a gene to het-
erochromatic nuclear sites. During this
process, the sequence-specific transcrip-
tion factor Ikaros becomes associated both
with the silenced gene and with local
centromeric heterochromatin. Ikaros is
able to bind both a target promoter and
sites within the α-satellite repeats, so pro-
viding a means of driving appropriate
genes into inactive heterochromatic sites.
During B-lymphocyte development, the
immunoglobulin H (IgH) and IgK loci
are located at the nuclear periphery in
hematopoietic progenitors and pro-T cells
and in the nuclear interior in pro-B nuclei.
The inactive loci are associated with the
nuclear lamina and must move to active
sites within the nuclear interior before re-
combination and transcription of the IgH
and IgK loci can occur.

3.7
The Principles of Global Nuclear Structure

Thinking about the organization of major
nuclear compartments such as nucleoli,
the small nuclear bodies, sites of dedicated
nuclear function – within factories – and

chromosome territories leads us to assess
the general principles that underlie nu-
clear architecture.

3.7.1 Organizing the Cytoplasm
A worthwhile way of approaching this is-
sue is to first appreciate how major cellular
activities are organized in the cytoplasm.
As we have already seen, mammalian cells
have a cytoplasmic compartment that is
highly structured, with many membrane-
bound organelles. But it is vital to recog-
nize that this apparent structure belies the
extremely dynamic nature of the cytoplas-
mic compartment. It is well known that
membranes flow so that lipid bilayers can
readily fuse one with the other. The use of
GFP (green fluorescent protein), as a tool
to study the dynamic behavior of various
proteins of interest (each fused to GFP) in
living cells, emphasizes this point. The dy-
namic properties of mitochondria provide
an outstanding example: while an elec-
tron micrograph of a fixed mammalian cell
might suggest that the cytoplasm contains
numerous distinct mitochondria, live-cell
studies show that these structures contin-
ually fuse with and bud from much larger
mitochondrial networks. The endoplasmic
reticulum, membranes of the Golgi ap-
paratus, and membrane vesicles that lie
downstream of the Golgi on the vesicle
export pathways, each perform functions
that require their components to be in a
continual state of flux. However, while the
observed intracellular activities might ap-
pear to be both dynamic and chaotic, they
are in fact highly structured. Membrane-
bound vesicles are too large to move inside
the cytoplasm by diffusion, and move in-
stead by energy-dependent processes that
are directed by cytoplasmic motor pro-
teins. The basic components needed to
achieve this are the motor protein com-
plexes themselves and a series of networks
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upon which the motor proteins can move.
In eukaryotes, the cytoskeleton provides
the network that coordinates the move-
ment and location of cytoplasmic vesicles
and organelles.

Stated briefly for the sake of clarity,
the cytoskeleton of higher eukaryotes is
composed of three filamentous networks:

Microtubules (MTs) – are long hollow
tubes that measure about 25 nm in di-
ameter. They are composed of multimeric
structures that are assembled from het-
erodimers of α- and β-tubulin. The tubules
form with polarity, polymerizing and de-
ploymerizing more rapidly at their + ends.
The ends of MTs are usually embedded in a
microtubule-organizing center. Typically,
in higher cells, this will be the centrosome.
MTs are dynamic, with a polymerization
rate of ∼1 µm min−1. However, MTs are
stabilized through interactions with a large
number of other proteins – the micro-
tubule associate proteins (MAPs). During
mitosis of the cell cycle, phosphorylation
of MAPs by the cell cycle kinases has a dra-
matic impact on MT behavior; particularly
with respect to their dynamic properties,
which increase 5 to 10 fold. Under these
circumstances, the MTs play a vital role in
the process of chromosome segregation.

The MTs act as tracks for cytoplasmic
motor proteins that fall into two broad
classes. Generally speaking, kinesins are
plus-end directed MT motor proteins and
dyneins are minus-end directed MT motor
proteins. Small families of each of these
motors are known and these serve specific
purposes and ensure that defined cargoes
are able to move to appropriate sites
throughout the cell.

Microfilaments (MFs) – are much nar-
rower, typically about 8 nm across, helical
polymers of a single protein, actin. Like
the MTs a complex filamentous network
of actin fibers pervades the cytoplasm of

most eukaryotic cells. Like MTs, MFs are
dynamic and serve as tracks upon which
myosin motors can move organelles and
vesicles around the cell. Actin filaments
play particularly important roles in cell
motility and cell architecture.

Intermediate filaments (IFs) – are a
much more complex family of proteins
that play particular roles in tissue architec-
ture. As this role implies, the IF networks
are much more important in multicel-
lular eukaryotes than in their primitive
ancestors; simple eukaryotes do not have
intermediate filament proteins. IFs are
∼10 nm across and intermediate in size
between MFs and MTs, hence the name.
Members of the protein family have a
distinct elongated central domain that in-
teracts as a coiled-coil structure to generate
first dimers and then complex multimers
that form the filaments. The family in
mammals has about 50 members, though
different members are expressed in a cell
lineage–dependent manner. Keratins, for
example, are expressed in the epidermis of
the skin and play a vital role in maintaining
the mechanical properties of this organ.

Cytoskeleton – is the structure formed
from these three networks. The networks
are closely associated and cross-linked,
through the behavior of associated proteins
so that the function of each is dependent on
the structure of the others. The cytoskele-
ton should be considered as an integrated
network with cooperative functions.

Even a superficial appraisal of cytoplas-
mic architecture begs the question: do
the essential functions performed by the
cytoskeleton have counterparts in the nu-
cleus and if so do any analogous structures
exist? This question has been a focus of in-
tense debate over the past 25 years. We
have already discussed the function and
properties of the nuclear lamina. This
network of type V intermediate filament
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proteins is by far the best-characterized
structural nuclear network. Roles played
at the nuclear periphery are particularly
clear. What remains more a matter of spec-
ulation is whether a diffuse lamin network
spreads throughout the nucleoplasm, and
if this could then support the nuclear func-
tions that many investigators believe take
place at a nuclear matrix.

3.7.2 The Nuclear Matrix – Fact or Fiction
This leads us to assess what the nuclear
matrix might be and analyze the functions
it might perform. We have seen that nuclei
can be plastic, so that they appear to have
a complex structure of nuclear compart-
ments, which generally represent centers
of nuclear function. These centers have
components that are inherently dynamic
and in general are not stable entities – this
is self-evident given that most are dis-
rupted during mitosis. However, while
these compartments might be plastic, it
is also interesting to note that the spatial
organization of sites such as transcrip-
tion and replication factories and nuclear
speckles is unaffected if nuclei are de-
pleted of chromatin (Fig. 8). This suggests
that the compartments are spatially con-
strained and raises the possibility that a
‘‘solid phase’’ exists within nuclei to pro-
vide a platform upon which the active sites
assemble. A ‘‘nucleoskeleton’’ has been
proposed to fulfil his role.

The nature of the nucleoskeleton and
related nuclear matrix remains a matter of
debate. Core filaments that could provide
a form of continuity throughout the nuclei
have been described. These filaments have
characteristic morphological features of
the intermediate filaments seen through-
out the cytoplasm. The best-characterized
intermediate filaments within nuclei are
undoubtedly the nuclear lamins. How-
ever, in addition to roles played by the

nuclear lamins at the nuclear periphery, re-
cent studies using GFP-lamin proteins and
classical high-resolution immunostaining
have suggested that a veil of lamin fil-
aments spreads throughout the nucleus.
These observations support the idea that
a lamin-based network might pervade the
nucleoplasm to provide a framework to
coordinate the organization of various nu-
clear compartments. This idea, however,
remains controversial and it is still a mat-
ter of debate as to whether the lamins
might form a contiguous internal nucle-
oskeleton. As an alternative, the lamins
could feasibly play a structural role in the
short-range organization of nuclear com-
partments such as transcription centers.

3.7.3 Proteins of the Nuclear Matrix
The nuclear matrix is classically described
as an amorphous fibrogranular structure
that can be isolated from the nuclei by
hypertonic treatment following nuclease
digestion. By this definition the matrix
is perceived as being a product of the nu-
cleoskeleton/nuclear lamina networks and
associated proteins. The matrix typically
contains many hundreds of different pro-
teins, many of which have been studied
in detail. Two of the best character-
ized – SAF-A (scaffold attachment factor
A) and ARBP (attachment region bind-
ing protein) – were discovered because of
their association with the matrix attached
DNA elements. SAF-A turns out to be a
major RNA binding protein (hnRNP-U)
and ARBP is a protein that binds methy-
lated DNA (MeCP2). SAF-A has been
shown to bind p300, a major transcrip-
tional coactivator, and so recruit active
genes to the nuclear matrix. ARBP, in
contrast, interacts with methylated DNA
in MAR elements and through an in-
termediary that contains Sin3A protein
recruits histone deacetylases to generate
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No

Fig. 8 Nuclear architecture and the nucleoskeleton. To
reveal the nucleoskeleton, HeLa cells encapsulated in agarose
microbeads were permeabilized and chromatin cut with
nucleases so that ∼90% DNA could be removed before
preparing a resinless electron micrograph. In this ∼250-nm
thick section, note that a diffuse agarose mesh surrounds the
densely stained cell. The spherical, central nucleus is
demarcated by a dense nuclear lamina (L). Critically, in this
example, nuclear architecture is preserved even though most
chromatin – half of the nuclear mass – is removed. The
residual nucleoskeleton can be visualized as a diffuse network
of coated filaments that pervade the nuclear volume and
provide a ‘‘solid phase’’ upon which nuclear compartments
such as nucleoli (No), replication and transcription factories
and interchromatin granule clusters are assembled. Note that
the distribution of transcription and replication centers is
preserved even though almost all chromatin has been
removed. The bar is 2 µm. (Reproduced from Hozak, P.,
Jackson, D.A., Cook, P.R. (1994) Replication factories and
nuclear bodies: the ultrastructural characterization of
replication sites during the cell cycle, J. Cell Sci. 107,
2191–2202. With permission of the Company of Biologists.)

a silenced chromatin state. Another pro-
tein, SAF-B, (scaffold attachment factor B)
specifically binds to S/MAR regions, in-
teracts with RNA polymerase II (RNA pol
II) and a subset of serine-/arginine-rich
RNA processing factors (SR proteins). It
was proposed that these interactions allow
SAF-B to provide a surface for the assem-
bly of the transcription apparatus. As with
the vast majority of characterized matrix
proteins, these are involved in different
aspects of chromatin function. Extending

this idea implies that the nucleoskeleton
and nuclear matrix (that forms during salt
extraction) are an expression of different
processes that are performed within the
interchromatin space.

Recent studies on the nuclear matrix
protein SATB1 (special AT-rich sequence
binding 1) emphasize this view. SATB1 is
a nuclear matrix component that is found
predominantly in thymocytes. In these
cells, a nuclear network of SATB1 binds
chromatin to form chromatin domains
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that are believed to play important roles
in gene regulation. SATB1 in association
with MARs acts as a transcriptional re-
pressor to regulate gene expression during
T-cell development. This protein has the
classical properties of a nuclear matrix
component and deletion of SATB1 results
in defects in the temporal and spatial regu-
lation of many lymphocyte genes, leading
to an arrest of T-cell development. SATB1
is known to target chromatin remodel-
ing factors to specific chromatin domains
and so provide a mechanism for the
long-range regulation of gene expression.
SATB1 recruits histone deacetylase com-
plexes containing the NURD chromatin
remodeling complex to SATB1-bound sites
in the interleukin-2 receptor gene to elicit
specific deacetylation of histones within
the locus. In addition, SATB1 was shown
to target CHRAC and ACF chromatin
remodeling complexes to regulate nucle-
osome positioning over several kbp DNA.
SATB1 might also play a direct role in
recruiting RNA polymerase II to specific
nuclear sites.

3.7.4 Functions at the Matrix
Numerous experiments support the exis-
tence of a nuclear matrix that plays central
roles in nuclear function. An excellent ex-
ample is provided by the studies of the
behavior of the runt-related transcription
factors (RUNX/CBFA/AML), which play
essential roles in cellular differentiation
and fetal development. A domain within
the RUNX transcriptional activators tar-
gets the protein to discrete subnuclear foci.
Removal of the targeting domain results
in lethal hematopoietic and skeletal phe-
notypes, and implies that for this class
of protein the correct nuclear location is
critical for the function. The behavior of
GFP-RUNX fusion proteins in living cells

confirms that RUNX proteins occupy dis-
crete nuclear foci, the majority of which
are coincident with transcription sites and
associated with a low-salt nuclear matrix.
RUNX proteins also interact with Smads,
a family of signaling proteins that regu-
late various developmental and biological
processes in response to growth factors.
Interestingly, the RUNX proteins are re-
quired to target Smads to nuclear sites
where transcription is performed. This im-
plies that gene expression involves the in
situ integration of critical signals through
the assembly of regulatory complexes at
transcriptionally active subnuclear sites.
This work and other studies suggest that
activating factors engage appropriate nu-
clear sites that are competent to perform
gene expression and that the process of
transcription can only occur once a gene
has been recruited to the active center.

4
Integrating Nuclear Structure and Function

Having addressed different aspects of nu-
clear structure and function we should
now explore how these might be inte-
grated and assess if this process influences
our perceptions of nuclear organization.
The basic principles of chromosome ter-
ritory organization were outlined earlier.
However, it is important to remember
that these territories are not homogeneous
structures. It is possible, for example, to
use three-dimensional FISH techniques to
show that condensed chromatin as well as
the active chromatin compartment (using
specific antibodies for modified histones
found in transcribed chromatin) occupy
spatially distinct compartments from the
transcription factor TFIIH, RNA poly-
merase II, and hnRNP-U. Interestingly,
these proteins are present throughout the
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interchromatin space, inside each territory
and largely excluded from the domains
of chromatin. This approach and other
high-resolution studies support the view
that transcription centers are restricted
to the RNA-rich interchromatin compart-
ment. This interchromatin compartment
supports all the major chromatin func-
tions – and it is within this compartment
that any nuclear matrix must form.

4.1
Chromatin Structure and Function

While appreciating that the way nuclei are
organized might have a profound impact
on nuclear function, it is also important
to understand how DNA is organized in
order to provide an amenable template
that supports the major functions. In
this respect, it is necessary to understand
how DNA is packaged as chromatin and
how the properties of this DNA–protein
complex impact on function.

To emphasize this point, it is well
known that different genes are expressed
to quite different extents and that many
are expressed in specific cells and at pre-
cise times during development. This begs
the question: how are different levels of
gene expression maintained? For a specific
gene, chromatin status and the availability
of activating transcription factors will com-
bine to establish an engaged transcription
complex that drives RNA synthesis. The
role of chromatin structure is clearly im-
plicit in the success of this process. It has
been know for many years that active and
inactive genes have quite distinct chro-
matin states and that inert chromatin is
able to spread – and so downregulate the
previously active genes. Two general fea-
tures are fundamental in protecting the
functional status of the active genes. The
first concerns the maintenance of a fluid

and active chromatin state through histone
modification. The second requires that
genes are organized into chromatin do-
mains that behave as the functional units
of gene expression. The structure of these
domains, at least within the confines of
their natural chromosomal locus, might
ensure that genes are expressed at the de-
sired levels in appropriate tissues and at
the required times during development.

4.1.1 Chromatin Function
Work that determined the genetic code
that defines humanity represents a land-
mark of scientific endeavor. But with this
treasure comes the realization that it will
not always be possible to decode infor-
mation held within the genome in a way
that might allow us to predict patterns
and levels of gene expression in differ-
ent cell types and at different stages of
their development. Some aspects of gene
expression control are genetic in origin.
Most notably, we have seen how gene
expression is activated when transcrip-
tion factors interact with their cognate
recognition motifs in gene promoters and
other activating sequences – such as en-
hancers – to form a complex that recruits
the transcription machinery to a gene.
This process of sequence-dependent as-
sociation of specific proteins with defined
sequence elements within DNA can be
studied in molecular detail, and is con-
ceptually simple to understand. In higher
eukaryotes, in particular, these genetic
controls are supplemented by a variety of
‘‘epigenetic’’ factors that modulate chro-
matin structure and both chromosome and
nuclear architecture.

4.1.2 DNA Packaging and Chromatin
Somatic mammalian cells are usually
diploid; they contain two sets of
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chromosomes one inherited from each
of the two parents. Humans have 46
chromosomes with about 6 × 109 bp DNA
in total. The structure of DNA, with its
acid sugar-phosphate backbone, demands
that some mechanism must have evolved
to neutralize the negatively charged
phosphate groups in order to fold DNA
so that it might fit inside a mammalian
nucleus. Note that this amount of DNA
would cover about 2 m if extended, yet
must fold to occupy a nucleus that is
only ∼10 µm in diameter. A family of
small (about 10 kDa) arginine and lysine-
rich proteins called histones are responsible
for DNA packaging. The fundamental

structural unit of DNA packaging is called
the nucleosome. The core structure of
a nucleosome (Fig. 9) contains ∼146 bp
DNA wrapped as 1.75 turns over the
surface of a histone octamer. The protein
core structure contains two sets of
the four core histones – called histones
H2A, H2B, H3 and H4 – arranged with
mirror symmetry around the dyad axis
of the nucleosome. The histone genes
themselves are extremely highly conserved
throughout eukaryotes as their proteins
must interact in a very precise way to form
the nucleosome core. The core structure is
in turn defined by the architecture of the
individual histone proteins (Fig. 9) while

Fig. 9 The nucleosome. High-resolution X-ray crystal analysis can be used to
demonstrate the structure of a nucleosome. In this nucleosome core particle, 146 bp of
DNA (turquoise and brown) wraps ∼1.75 times around the histone octamer. The octamer
of each core contains two molecules each of histones H2A (yellow), H2B (red), H3 (blue)
and H4 (green). Each of the core histones has a central domain with three α-helical
regions separated by short coils. Interactions between these domains within the core
determine the core structure. The N-terminal domains are unstructured and can extend to
the outside surface of the nucleosome. The dimensions of this core structure are
10 × 6 nm. (Reproduced from Luger, K., Mader, A.W., Richmond, R.K., Sargent, D.F.,
Richmond, T.J. (1997) Crystal structure of the nucleosome core particle at 2.8 angstrom
resolution, Nature 389, 251–260. With permission of Palgrave-Macmillan Publishing.)
(See color plate p. xxxi).
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the N-terminal domains of the histones
associate with DNA and allow interaction
between adjacent nucleosomes.

4.1.3 Euchromatin and Heterochromatin
As the chromatin fiber is the template
for functions such as DNA replication
and RNA transcription, the importance
of this DNA–protein complex cannot
be overstated. In particular, it is crucial
to recognize how modification of chro-
matin structure impacts on the behavior
of chromatin. Broadly speaking, chro-
matin within a mammalian nucleus can
be characterized as euchromatin or het-
erochromatin. The former is ostensibly
composed of chromosomal regions that
have a high density of transcriptionally ac-
tive genes. Euchromatin corresponds to
chromosomal regions that can be classi-
fied as R-bands using cytological criteria.
These are slightly GC-rich (because of
GC-islands associated with housekeeping
genes), have a high density of Alu-repeats
and are duplicated in the early part of
S-phase. Heterochromatin, in contrast,
has many fewer transcribed genes, occu-
pies chromosomal G- and C-bands and
is replicated in the second half of S-
phase. Euchromatin and heterochromatin
have distinct features that correlate with
these characteristics. Perhaps the most
diagnostic among these is the ease with
which the different chromatin popula-
tions can be cut with nucleases. Hence,
euchromatin is readily digested with en-
zymes such as DNase – it is classified
as being DNase sensitive – whereas het-
erochromatin is relatively insensitive. This
ease of digestion reflects the accessi-
bility of DNA to DNAse – euchromatin
has a loose or open chromatin struc-
ture, whereas heterochromatin is more
compact. These basic chromatin states
correlate with a functional status, which

reflects how transcribed genes are packed
into chromatin that is modified to allow
transcription to occur.

4.1.4 Histone Modifications
As chromatin modification is central to
the control of gene expression, it is
important to understand at least the basic
principles of this process. It has been
known for many years that the histones are
subject to a wide range of modifications.
These include acetylation, methylation,
phosphorylation, ADP-ribosylation, and
ubiquination. These modifications are
used to generate and stabilize the different
classes of chromatin, modulate chromatin
structure throughout the cell cycle, and
control histone turnover. In terms of gene
expression, acetylation of the N-terminal
domains of histones – particularly H3
and H4 – is of the greatest importance.
These lysine-rich domains each have
numerous lysine residues that are targets
for acetylation. Acetylation serves to reduce
the stability of the nucleosome complex so
that the DNA is more readily accessible to
the transcription machinery.

The mechanisms by which histone acety-
lation are controlled are extremely com-
plex. Levels of acetylation at any locus
are dictated by the combined activities of
histone acetyl transferases (HATs) and his-
tone deacetylase complexes (HDACs). The
activity of these large protein complexes
is determined, in turn, by mechanisms
that control their recruitment to differ-
ent nuclear sites. The protein p300/CBP
is a global transcriptional regulator that
binds to enhancers within many gene loci
and contains a HAT activity that is ca-
pable of acetylating specific sites in all
the core histones and other transcrip-
tion factors to stimulate transcription. In
addition, complexes such as PCAF in-
teract with p300/CBP, SCR1/ACTR and
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other DNA-binding activators to stimulate
transcription by histone acetylation, pre-
dominantly in histone H3. Components
of the multi-subunit general transcription
factors TFIID and TFIIIC also have HAT
activities that modify histones H3 and
H4 to stimulate transcription and other
HAT activities are associated with the
elongating polymerase holoenzyme com-
plexes. The patterns of histone acetylation
that might be developed in response to
these different activities can be extremely
complex; different HATs have numerous
potential acetylation targets and different
preferences for the various sites. Major
modifications that correlate with an active
chromatin status include acetylation of his-
tone H3 at lysines 9 and 14 and H4 at lysine
5. Specificity for particular sites in chro-
matin is a product of the mechanisms of
association of each HAT with chromatin.
The bromodomain of these proteins is
thought to play a role in this process.

Histone acetylation in euchromatin cor-
relates with gene activity. In contrast,
inactive, heterochromatin has lower lev-
els of acetylation and much higher levels
of histone methylation and phosphoryla-
tion. The human suppressor of variega-
tion protein SUV39H1 encodes a histone
methyltransferase (HMT) that selectively
methylates histone H3 at lysine 9. This ac-
tivity is dependent on a SET domain within
the protein. This particular histone mod-
ification induces high-affinity binding of
the heterochromatin protein HP1, through
chromodomains. The other major group
of heterochromatin proteins, the poly-
comb group (Pc-G) proteins, are known
to recruit protein complexes with histone
deacetylase activity. Pc-G proteins and an-
tagonizing proteins of the trithorax group
(trx-G) together play a fundamental role
in modulating the dynamic transition be-
tween inactive and active chromatin states.

4.1.5 ATP-dependent Chromatin
Remodeling Machines
Chromatin status and the activity of com-
plexes that catalyze the modification of
the histones are also influenced by the
activity of a variety of protein complexes
that perform ATP-dependent chromatin
remodeling. These complexes were first
described in studies to understand the
control of mating type switching (SWI)
and sucrose fermentation (SNF for su-
crose nonfermenting) in yeast. Chromatin
remodeling was recognized as a major fac-
tor in these two processes and has since
been shown to be a fundamental reg-
ulator of gene expression. Examples of
the remodeling machines in human cells
include the human SWI/SNF complex,
NURD (nucleosome remodeling histone
deacetylase complex) and RSF (remodeling
and spacing factor). These multiprotein
complexes operate through different chro-
matin binding domains. hSWI/SNF has
a bromodomain, NURD chromodomains
and RSF a SANT domain.

These chromatin remodeling machines
serve to increase the local dynamic prop-
erties of chromatin. DNA and histones
in chromatin make so many contacts that
the nucleosomes they form are inherently
stable structures. Nucleosomes can form
on almost all stretches of DNA of suffi-
cient length, though the need to fold the
DNA duplex over the nucleosome surface
does impose constraints on the way chro-
matin forms. In particular, the center of
the dyad axis in a nucleosome has a re-
gion of DNA that is distorted or kinked in
order to make the necessary contacts with
the histones of the nucleosome core. AT
bases in DNA are preferred at this location.
Other mechanisms exist to position the nu-
cleosome in a specific way – the binding
of a factor with DNA prior to establish-
ing local chromatin structure would be an
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obvious mechanism. The ATP-dependent
chromatin remodeling activities serve to
enhance the fluid properties of nucleo-
somes; in essence, they allow nucleosomes
to slide on DNA. The mechanism of this
process is not known in detail, but is
assumed to reduce the activation energy
needed to reposition a nucleosome core.

Hence, the chromatin remodeling ma-
chines provide a means by which nucleo-
somes can be repositioned to allow access
to previous inaccessible sites in DNA. This
activity will function cooperatively with the
histone modification systems described
above to modulate and stabilize differ-
ent chromatin states. The combination
of these activities adds a huge complex-
ity to the epigenetic control of chromatin
function. Indeed, present estimates sug-
gest that something in the region of 50
chromatin-modifying complexes will col-
laborate to ensure that chromatin is an
extremely complex and structurally dy-
namic substrate.

4.2
Higher-order Chromatin Folding

The following section touches briefly on
chromatin architecture and in particular,
on differences in chromatin structure that
correlate with chromatin function, notably
RNA transcription. With this in mind, it is
worth emphasizing that only a very small
fraction – about 1% – of the DNA within
a mammalian cell is represented by mes-
senger RNA (mRNA) that is decoded to
generate proteins in the cytoplasm. About
10 to 20% of the DNA is in the euchromatin
that is transcribed to generate the primary
transcripts – called heterogeneous RNA (hn-
RNA) – that are subsequently processed to
form mature mRNAs. Individual cell types
have distinct expression profiles that are
determined by their developmental history

(differentiation program). About one-third
of the roughly 35 000 genes of human cells
are housekeeping genes that are expressed
in all cell types. The others are expressed in
specific, specialized cell types and gener-
ally form facultative heterochromatin in
cells in which they are not expressed
and euchromatin in cells in which they
are expressed.

It is self-evident that DNA must be
highly folded so as to accommodate 2 m of
DNA in a nucleus measuring only 10 µm
in diameter (Fig. 10). The wrapping of
DNA around the nucleosome core begins
the condensation process that is contin-
ued by a hierarchy of higher-order DNA
folding. Nucleosomal chromatin can be
visualized by electron microscopy, as a
chromatin fiber of beads on a string; in
which each bead or nucleosome is sep-
arated from the next by a short stretch
of intervening linker DNA; in mammalian
cells these linkers are typically 50 to 100 bp
in length. As nucleosomes are 10 nm in
diameter, this is referred to as the 10-nm
chromatin fiber. Inside the cell, euchro-
matin is loosely folded as a locally chaotic
10-nm chromatin fiber. Interactions be-
tween different regions of the fiber might
generate local variations in chromatin den-
sity – though generally the chromatin will
appear diffuse. Heterochromatin, in con-
trast, is much more highly compacted.

When chromatin is visualized in thin
sections of mammalian cells a number of
folded forms can be identified. Aggregates
of the 10-nm fiber form a fiber with an
average diameter of ∼30 nm. Historically,
a chromatin fiber of this size has been
referred to as the chromatin solenoid – in
which six nucleosomes are held in one turn
of the solenoid by histone H1. Histone H1
is known as a linker histone; it is much
richer in heterochromatin, with about 1
copy per nucleosome core compared to
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Fig. 10 Chromatin folding. The DNA
within a mammalian nucleus is highly
folded. The required folding is achieved
first by wrapping DNA around the
surface of histone complexes to form
nucleosomes. Long stretches of
nucleosomes then fold to form the
higher-order chromatin structures. In
the model shown here, DNA foci – see
Figure 7 – are depicted as the critical
architectural units of higher-order
packaging. It is not certain how these
structures are formed, but one
possibility is that DNA loops are arrayed
as stable entities in a way that reflects
their functional status at sites of RNA
and DNA synthesis. In this example, a
cluster of chromatin loops is arrayed
around a transcription factory. Within
this type of higher-order structure,
chromatin might be either open, as
euchromatin or more condensed, as
heterochromatin. These chromatin
states correlate with various histone
modifications that either allow
chromatin to be transcribed or stimulate
local aggregation of the chromatin
clouds. (Reproduced from Cook, P.R.
(2001) The Principles of Nuclear Structure
and Function, John Wiley and Sons, New
York with permission of John Wiley
and Sons.)
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about 0.5 copies per nucleosome core
in DNase sensitive euchromatin. The
solenoid represents the second level of
chromatin folding. This structure is not
thought to fold according to specific
design parameters, however, and is more
probably best imagined as a short-range
chromatin aggregate that is stabilized by
association with chromatin proteins such
as histone H1. Further condensation of
the chromatin leads to the formation of
condensed fibers with diameters in the
range of 50 to 80 nm. These are typical
of the structures seen in heterochromatin
during the interphase and are stabilized by
association with heterochromatin proteins
such as HP1 and Pc-G proteins. The

most highly condensed chromatin fibers
are found in mitotic chromosomes where
histone modifications that result from the
activity of the mitotic cdc/cyclin complexes
yield chromatin fibers of 150 to 200 nm.
These are folded around the axis of
the chromatids, which have an overall
diameter of about 600 nm.

4.2.1 Chromatin Domains and Loops
Interactions that allow the stabilization
and modulation of chromatin status will
clearly have a profound impact on chro-
matin organization within the nuclei of
higher eukaryotes. However, these do
not seem to be the only aspects of
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chromatin organization that dictate how
chromatin is packaged in vivo. An impor-
tant consideration here is the way genes
might be organized into chromatin do-
mains – these are usually conceptualized
as DNA loops – that might be regarded as
the structural units of gene expression.

Evidence for the existence of discrete
chromatin domains comes from a num-
ber of sources. Nucleases sensitivity is
the classical indicator of chromatin struc-
tures that correlates with gene expression;
general nuclease sensitivity of active loci
will often spread throughout domains that
cover many kbp up- and downstream of
an expressed gene. Chromatin immuno-
precipitation experiments – using antibod-
ies to histone variants found in active
chromatin – confirm this. Moreover, clear
transitions from active to inactive chro-
matin suggest that chromatin domains are
demarcated by elements that determine
the boundaries of functional genetic units.
As an example, consider a high-resolution
analysis of acetylation across three genes
in the vicinity of the chicken β-globin lo-
cus. This chromosomal region contains a
folate receptor gene, a 16-kbp condensed
chromatin region, the β-globin gene do-
main and an adjacent olfactory receptor
gene. The condensed chromatin maintains
very low levels of histone acetylation at all
developmental stages, with similar levels
maintained in inactive genes. Much higher
levels of acetylation are seen through-
out the transcribed gene domains, while
chromatin in the vicinity of upstream reg-
ulatory sites maintain the highest levels
of acetylation. Most significantly, a very
strong constitutive focus of hyperacetyla-
tion corresponds with an insulator element
that appears to define the globin and
adjacent folate receptor domains. These
observations show how epigenetic modifi-
cations influence the chromatin domain

structure and also imply that different
classes of histone acetyl transferase with
different chromatin targets are involved in
the control of gene expression.

Various genetic elements have been de-
scribed that together define the structure
of chromatin domains and regulate gene
expression. These include: promoter el-
ements, enhancers, LCRs, S/MARs and
insulators. Enhancers and LCRs generally
contain arrays of transcription factor bind-
ing sites that bind appropriate factors to
augment levels of gene expression, by di-
rectly upregulating rates of transcription.
These components contribute to the main-
tenance of a gene’s expressional status
and are responsible for establishing a pro-
ductive spatial configuration in chromatin
and perhaps for targeting chromatin to
specific nuclear sites. In some cases, LCRs
are required to establish natural levels of
gene expression from ectopic (unnatural)
chromosomal sites.

The nuclear matrix and related scaf-
fold are believed to play important roles
in different aspects of chromatin func-
tion. S/MARs are DNA elements that
clearly augment transcription and may
achieve this using AT-rich sequences to
modulate superhelical stress that arises
during transcription. The importance of
these elements in gene regulation is con-
firmed by the fact that a classical MAR
element is known to play a critical role
in orchestrating the temporal and spatial
expression of many genes during T-cell
development. In addition to this, efficient
MAR elements have been shown to sup-
port long-term gene expression from ec-
topic chromosomal sites, suggesting that
these elements might play a role in tar-
geting gene domains to specific nuclear
sites, such as matrix-associated transcrip-
tion centers, prior to gene expression.
These elements are probably distinct from
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insulators, which are believed to func-
tion as chromatin domain boundaries
that generate self-contained units of gene
expression.

The combined action of promoter, en-
hancer, S/MAR and insulator elements
will together dictate levels of gene expres-
sion. In addition, through their interaction
with proteins involved in gene expression,
these elements will play an important part
in determining how DNA is organized and
packaged within the nuclear space.

5
Overview

This chapter sets out to give the reader
an overview of our present understanding
of the nuclear structure and function.
The majority of examples have been
drawn from studies on mammalian cells.
This was a deliberate choice, as even
though many critical advances have been
made using simple model systems, the
added complexity of mammalian genomes
makes them a much more challenging
object of study. As the area covered herein
represents an extensive field of research, it
is inevitable that the treatment of many
has been superficial. This should not
be seen to reflect my own view of the
relative importance of different topics.
Instead, I have attempted to deliver a
coherent appraisal of this cell organelle
with the intention of stimulating interest
in the reader so that he or she will
feel encouraged to look deeper into this
fascinating subject.

In discussing the nucleus, the main fo-
cus of attention must be the structure and
function of DNA. Little attention is paid
to the DNA itself, though the way DNA
is packaged in nuclei undoubtedly has a

profound influence on chromatin func-
tion. The structure of chromatin and more
importantly the cellular mechanisms that
modulate chromatin fluidity and hence
control access of DNA to RNA and DNA
polymerases are now well known. Indeed,
histone modifications represent a major
source of epigenetic information that com-
plements the genetic information defined
by DNA sequence. Chromosome structure
and global nuclear architecture provide
additional sources of epigenetic informa-
tion, which at least have the potential to
influence chromatin function. However,
while many specific examples have been
reported to show how chromosome and/or
nuclear location influence chromatin func-
tion, the relative importance of this type of
spatial epigenetics remains largely unex-
plored. Whatever the hierarchies of control
turn out to be, there is no denying that
the structure of mammalian nuclei and
the functions that they perform are very
sophisticated indeed.

See also Chromosome Organization
within the Nucleus; Developmental
Cell Biology; Electron Microscopy
in Cell Biology.
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Hematopoietic Progenitor
Unipotent or multipotent cells that give rise to committed blood precursors that in turn
develop into fully differentiated blood cells.

Primitive Hematopoiesis
The first wave of hematopoiesis that occurs during development that generates large
numbers of primitive erythrocytes and some primitive leukocytes.

Definitive Hematopoiesis
The hematopoiesis that permanently replaces primitive hematopoiesis during fetal
stages to supply all fetal and adult blood lineages.

� Primitive hematopoiesis is the first wave of blood development that occurs in
development, and it produces the first red and white blood cells of the embryo.
Although primitive hematopoiesis produces a largely transient population of
primitive blood cells, some blood progenitors that function later in development
to produce definitive blood cells also develop in the primitive hematopoietic site.
Studies of mouse, chick, zebrafish, and Xenopus embryos have revealed that many
of the molecular events that regulate primitive hematopoiesis are conserved among
vertebrates. In addition, roles for nonhematopoietic tissues in regulating primitive
hematopoiesis have been discovered. In this article, we review what is known about
vertebrate primitive hematopoiesis at the tissue, cellular, and molecular levels.

1
Primitive Hematopoiesis

Hematopoiesis is the generation of blood
cells (erythrocytes and leukocytes) from
a common precursor, the hematopoietic
stem cell (HSC). During development,
two types of hematopoiesis, primitive
and definitive, supply the embryo with
blood cells (Fig. 1). The first wave of
hematopoiesis is termed primitive because
it produces blood cells that are prim-
itive in character in that they do not
fully resemble their adult counterparts ei-
ther functionally or molecularly. Primitive
blood cells exist transiently, primarily serv-
ing the embryo’s early requirement for

oxygen, until the second and final wave of
hematopoiesis, definitive hematopoiesis,
occurs. Definitive hematopoiesis contin-
uously produces all the fetal and adult
blood lineages, including the myeloid
(red cells, macrophages neutrophils, mast
cells, platelets) and lymphoid (B-cells and
T-cells) lineages throughout the life of
the animal. Although there are anatom-
ical differences in where both waves of
hematopoiesis occur among vertebrate
species, there is a striking conservation
of the genes required for these processes.

The most numerous cells generated dur-
ing primitive hematopoiesis are primitive
erythrocytes, large nucleated cells that ex-
press embryonic globins and accumulate
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Primitive hematopoietic mesoderm
(yolk sac, ventral blood island,

intermediate cell mass)

Definitive hematopoietic mesoderm
(aorta-gonads-mesenephros region)

Primitive erythrocytes

Primitive leukocytes

Definitive progenitors

HSCs

Definitive erythrocytes, macrophages,
mast cells, neutrophils, platelets

B-cells, T-cells

Mesoderm

Fig. 1 Embryonic hematopoiesis. This simplified illustration depicts the differentiated cell
types that are produced during the first waves of primitive and definitive hematopoiesis,
respectively. There are many steps and intermediate cell types in these pathways that are
discussed within the text.

hemoglobin during maturation. In con-
trast, definitive erythrocytes are smaller,
contain fetal or adult globins and are enu-
cleated (e.g. in mammals) or have different
nuclear morphology (e.g. in Xenopus). In all
vertebrates, primitive hematopoiesis is ini-
tiated during gastrulation in the embryonic
or extraembryonic mesoderm, depending
upon the species. In mammals and birds,
primitive hematopoiesis occurs extraem-
bryonically within the yolk sac mesoderm,
whereas in Xenopus (African clawed frog)
and zebrafish, primitive hematopoiesis
occurs embryonically, in a subset of ven-
trolateral mesoderm known as the ven-
tral blood islands and intermediate cell
mass, respectively. In the mouse, non-
hemoglobinized primitive erythroblasts
(immature primitive erythrocytes) are first
morphologically evident during late gas-
trulation stages, around embryonic day (E)
7.5 in the yolk sac mesoderm, and they
enter the embryo via the circulatory sys-
tem at E8.25. After E9, primitive erythroid

cells are no longer produced by the yolk
sac. Within the embryonic blood vessels,
primitive erythroid progenitors complete
their differentiation in circulation through
E13, undergoing mitosis, nuclear conden-
sation, accruement of hemoglobin, and
a decrease in cell size. Prior to E12 in
the mouse, the only red cells in cir-
culation are derived from the yolk sac.
At E12, some liver-derived definitive ery-
throblasts (that are smaller in size and
express adult globins) enter circulation,
and within a few days, the primitive ery-
throcytes are no longer detectable. In the
chick, yolk sac mesoderm differentiates
into primitive erythroblasts by 1.5 days
postfertilization and the erythroblasts en-
ter circulation by day 2, and subsequently
mature. In Xenopus, ventral blood island-
derived primitive erythrocytes enter cir-
culation at stage 35/36, just a few hours
after the heart starts beating, and they
are the predominant circulating cells until
they are replaced by definitive erythrocytes
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after metamorphosis. Zebrafish primitive
erythroblasts are produced in a syn-
chronous wave in the lateral meso-
derm and are morphologically detectable
within the intermediate cell mass at
20 hours postfertilization (hpf). Subse-
quently, they enter embryonic circulation
around 24 hpf, where they complete matu-
ration around 5 days postfertilization (dpf).
Until 4 dpf, primitive erythrocytes are the
only red cells in the blood stream; defini-
tive cells begin to circulate at 5 dpf.

Although primitive hematopoiesis is of-
ten defined as the production of primitive
erythrocytes, primitive leukocytes are also
generated in some species. The exact
in vivo function of primitive leukocytes
has not been well characterized, however.
In the mouse, megakaryocyte progenitors
are detectable in cultured E7.5 yolk sac
cells and primitive megakaryocytes are ev-
ident in the yolk sac of intact embryos
at E8.5. Primitive megakaryocytes differ
significantly from their definitive counter-
parts by their smaller size, rapid differ-
entiation kinetics, chromosome number,
and response to cytokines in vitro. It has
been suggested that primitive megakar-
yocytes play a role in maintaining early
blood vessel integrity through production
of platelets, but this possibility remains
to be tested. It is not known whether
other vertebrates also produce primitive
megakaryocytes. Primitive macrophages
are found in all vertebrates and differ
significantly from definitive macrophages
in many ways, including their phagocytic
activity. Electron microscopic studies of
the mouse embryo demonstrated the pres-
ence of macrophage cells in the yolk sac
at E7. Macrophage progenitors are de-
tected in early mouse embryos at the same
time and place that primitive erythroid
progenitors are first detected, suggest-
ing that the yolk sac is also a source of

macrophage progenitors. In Xenopus, the
ventral blood island gives rise to circulat-
ing macrophages but a larger, nonventral
blood island–derived macrophage popula-
tion originates from a region anterior to the
heart and migrates interstitially through-
out the mesenchyme of the larval body.
Recently, it was demonstrated that in ze-
brafish, a similar population of migrating
macrophages develop from a site anterior
to the primitive erythroid site. Presum-
ably, macrophages that develop during
primitive hematopoiesis function to re-
move dead cells from the embryo and are
involved in tissue remodeling. In sum-
mary, although primitive hematopoiesis
mostly contributes primitive erythrocytes,
it also yields a number of non-erythroid
myeloid cells. Further characterization of
these primitive myeloid populations will
reveal their functions in the early embryo.

Although multiple primitive blood lin-
eages are detected in some vertebrate
species, there is no experimental evidence
demonstrating that primitive blood cells
are derived from HSCs. Markers that
uniquely identify HSCs are currently not
known; therefore, HSCs are experimen-
tally defined as self-renewing cells that
can provide long-term hematopoietic re-
constitution of an adult host. Specifically,
embryonic HSCs are detected by dissoci-
ating embryos or embryo fragments into
single cells and transplanting these cells
into adults that typically lack their own
functional hematopoietic system because
they have been irradiated or they carry
genetic mutations that impair normal
hematopoiesis. If the transplanted embry-
onic cells contain HSCs, and these HSCs
can home to and engraft sites that support
hematopoiesis, blood lineages are recon-
stituted and long-term survival is achieved
because the embryo-derived HSCs can
self-renew and continuously supply blood
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lineage progenitors. In species in which
such assays are possible, HSCs are not
detected prior to the emergence of prim-
itive progenitors. It is presently unclear,
however, whether the inability to detect
primitive HSCs is because of experimen-
tal limitations or because they simply do
not exist.

In addition to primitive erythroid and
primitive myeloid progenitors, primitive
hematopoietic tissue has also been demon-
strated to give rise to definitive progen-
itors and possibly some definitive HSCs
in a species-specific manner. The rela-
tionship between primitive hematopoiesis
and definitive HSCs in the develop-
ing vertebrate embryo, particularly in
the mouse, is somewhat contentious. Of
some controversy is whether HSCs with
definitive potential produced in primitive
hematopoietic sites contribute to defini-
tive hematopoiesis in vivo or if HSCs
with definitive potential are produced
de novo in the embryo, at sites where
primitive hematopoiesis does not oc-
cur. Historically, researchers believed that
the yolk sac gives rise to HSCs that
subsequently seed the embryonic sites
of definitive hematopoiesis, the aorta-
gonads-mesonephros region and liver, and
thus give rise to all definitive lineages. This
belief was supported by the observation
that hematopoietic cells emerge first in the
yolk sac and then later in the liver during
embryogenesis. Moreover, it was shown
that cultured embryos lacking yolk sacs
fail to carry out definitive hematopoiesis.
Two subsequent experimental approaches
seriously challenged this conclusion. First,
it was shown that transplanting quail
embryos onto stage-matched precircula-
tory yolk sacs (Hamburger-Hamilton [HH]
stage 9) from chick embryos and allowing
them to develop in vivo resulted in quail fe-
tuses in which all definitive hematopoietic

cells were derived from the quail em-
bryo. The results from this experiment
incontrovertibly ruled out any yolk sac con-
tribution to definitive hematopoiesis after
HH stage 9 in the chick. Strikingly, in
the mouse, HSCs are detected after E10
(∼three days after primitive erythroid cells
are first detected), first in the aorta-gonads-
mesonephros region and subsequently in
the yolk sac. Furthermore, fragments of
mouse embryo including aorta-gonads-
mesonephros mesodermal precursors, iso-
lated from precirculatory embryos, can
fully reconstitute a genetically deficient
adult host if the precursor-containing frag-
ment is maintained in culture prior to
transplantation. Together, these data sug-
gest that the aorta-gonads-mesonephros
region is the source of definitive HSCs,
and not the yolk sac. Moreover, it has been
suggested that some of these aorta-gonads-
mesonephros-derived HSCs enter the yolk
sac via the circulation, thus explaining the
presence of HSCs with definitive poten-
tial found later in the yolk sacs of chick
and mouse around the time that primitive
hematopoiesis diminishes.

Although these and other experiments
have led many to conclude that the yolk
sac is not a source of definitive HSCs,
these data do not completely rule out
that there is a primitive contribution to
definitive HSCs in the fetus. The failure
to detect yolk sac HSCs in mouse em-
bryos before E11 might be explained if
HSCs are present at this time, but are
not yet competent to respond or home
to the adult hematopoietic microenviron-
ment when they are transplanted into adult
hosts. For example, definitive HSCs can
be detected in E9 – 10 yolk sacs when the
yolk sac cells are transplanted into chemi-
cally myeloablated livers of newborn hosts.
Grafted yolk sac cells are capable of sup-
porting hematopoiesis in the recipients for
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nearly a year after transplant. Detection of
HSCs from E8 precirculatory murine yolk
sacs after a period of coculture with a
stromal cell line has also been observed,
lending further support to the idea that
definitive HSCs are produced in the same
location and during the same period of
embryogenesis as are primitive progeni-
tors. Interestingly, mouse embryonic stem
cells (pluripotent embryo-derived stem
cells that are believed to faithfully recapitu-
late primitive and definitive hematopoiesis
in vitro) cultured under conditions that
promote hematopoietic specification and
differentiation, give rise to clonal colonies
(i.e. colonies derived from a single cell) that
contain both primitive erythrocytes and
definitive hematopoietic cells. These data
lend some credence to the idea that prim-
itive and definitive hematopoietic cells
share a common origin. These data also
point to the need for better methods to
detect HSCs in embryos. In particular,
identifying groups of genes that are ex-
pressed and function specifically in HSCs
would tremendously aid in HSC detection.

A second possible explanation for the
failure to detect yolk sac-derived HSCs is
that assays that have been used to assess
the origins of HSCs, such as culturing
fragments of precirculatory embryos, do
not address the possibility that HSCs may
be generated in the early yolk sacs of chicks
and mice and then migrate interstitially
into the embryo prior to the onset of
circulation. Interestingly, at the same
time that morphological and molecular
evidence of hematopoietic development
is observed in mouse embryos (E7–7.5),
primordial germ cells are also formed
in the yolk sac. These primordial germ
cells migrate into the embryo before
circulation begins, reaching the gonads
(in the aorta-gonads-mesonephros region)
later in development. Perhaps an early

population of HSCs migrates into the
embryos with the primordial germ cells. To
adequately address the issue of whether the
murine yolk sac contributes to functional,
definitive HSCs, a reliable method for
performing stage-specific in vivo lineage
analysis of mouse yolk sac derivatives
is required. Unfortunately, this will not
be a trivial task given the difficulty of
in utero transplantation, the inability to
culture whole mouse embryos past E10.5
and the current lack of molecular tools
to direct expression of heritable lineage
markers in putative yolk sac HSCs. Until
suitable technologies that allow for directly
testing the fate of yolk sac hematopoietic
cells are created, this issue will likely
remain unresolved.

Whereas the presence of definitive HSCs
during primitive hematopoiesis is still
debated, it is well accepted that some
definitive progenitors are generated in
the primitive hematopoietic site, also in a
species-specific manner. For example, iso-
lated yolk sac cells from mouse embryos
can give rise to definitive erythrocytes
and other definitive hematopoietic cell
types under appropriate culture condi-
tions. The kinetics with which these com-
mitted hematopoietic progenitors emerge
in the mouse yolk sac, and subsequently
in the aorta-gonads-mesonephros and liver
suggest that progenitors generated in
the yolk sac enter circulation, seed the
fetal definitive hematopoietic sites and
contribute differentiated definitive blood
cells during fetal development. Similarly
in Xenopus, detailed fate mapping of
the ventral blood islands revealed that
it contributes not only to primitive ery-
throcytes, but also to a small but sig-
nificant number of thymocytes (T-cells)
and B-cells in premetamorphic animals.
A small contribution of ventral blood is-
land cells to definitive erythrocytes and
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thymocytes is also detected postmeta-
morphosis, when the bulk of definitive
hematopoietic cells are derived from the
dorsolateral plate. Thus, cells derived from
the site of primitive hematopoiesis appear
to make at least a temporary contribution
of definitive progenitors to the developing
embryo.

In summary, primitive hematopoiesis
occurs in a unique site and produces
the first circulating red cells and leuko-
cytes of the developing embryo. Although
differentiated primitive blood cells play
only a transient role in development,
numerous lines of evidence point to
a lasting contribution of definitive pro-
genitors and, potentially, some defini-
tive HSCs that are generated in the
primitive hematopoietic site. In the fol-
lowing sections, we will review what
is known about the molecular regula-
tion of primitive hematopoiesis includ-
ing the specification and maturation of
primitive hematopoietic cells as well as

tissue interactions that influence these
events.

2
Specification, Expansion and Differentiation
of the Primitive Erythroid Lineage

As discussed above, one of the main func-
tions of primitive hematopoiesis is the
generation of large numbers of primi-
tive erythrocytes. In this section, we will
briefly review what is known about the
molecular regulation of primitive erythro-
poiesis, including the signals that regu-
late ventral patterning of the mesoderm,
from which primitive blood is derived,
the specification of hematopoietic fate
within this mesoderm, and the subsequent
production, expansion, survival, and dif-
ferentiation of progenitors into primitive
erythrocytes (summarized in Fig. 2). We
have elected to focus on primitive ery-
throcyte differentiation because relatively

Mesoderm Ventral
mesoderm

Hematopoietic
mesoderm

Committed
erythroid
progenitor

Bmp
2, 4, 7 Bmp4

cloche
Scl

Lmo2

Gata2
bloodless

moonshine

Proerythroblast

Gata1

Retinoic acid, TGFβ1
Epo/EpoR, Jak2,

SCF/c-Kit

Primitive
erythrocytes

Cytokinescloche
Bmp4

Non hematopoietic
cells

Fig. 2 Primitive erythropoiesis. Genes required for different steps of the
erythroid development pathway are shown in plain text, and zebrafish
mutants that block erythroid development at various steps are shown in
italicized text. For details, see text in Sects. 2 and 3.
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little is currently known about primitive
leukocyte development.

2.1
The Signal to become Ventral

Primitive and definitive hematopoietic
cells are derived from mesoderm, the germ
layer of the embryo that gives rise to noto-
chord, kidney, muscle, bone, blood, blood
vessels, and heart. Early in development,
mesoderm is specified and is subsequently
patterned along the dorsal/ventral (D/V;
back/belly) axis. The dorsalmost meso-
derm is the notochord, whereas the ven-
tralmost mesoderm is the primitive blood.
D/V patterning of mesoderm is largely
regulated by bone morphogenetic proteins
(BMPs), secreted signaling molecules of
the transforming growth factor-β (TGF-β)
superfamily. Numerous BMPs have been
identified in vertebrates; however, existing
evidence suggests that bmp2, 4, and 7 are
most likely to participate in D/V patterning
of nascent mesoderm.

BMPs are proposed to act as mor-
phogens in patterning the mesoderm. A
morphogen is a substance that is present
in a gradient and elicits a range of spe-
cific developmental outcomes (mesoderm
patterning in this case) in a concentration-
dependent manner. Convincing evidence
in support of this theory comes from stud-
ies of Xenopus and zebrafish embryos in
which BMP signaling is incrementally in-
creased or decreased. Increasing the dose
of BMP4 in developing embryos (by inject-
ing increasing amounts of bmp4 mRNA
into embryos) leads to formation of meso-
derm with increasing ventral character at
the expense of dorsal mesoderm. Con-
versely, decreasing the amount of BMP4
signaling (by injecting increasing amounts
of mRNA encoding a dominant-negative
BMP receptor) leads to the production of

increasingly dorsal mesoderm at the ex-
pense of ventral mesoderm. Thus, high
levels of BMP signaling specify the most
ventral fate (primitive blood), lower levels
of BMP signaling specify an intermedi-
ate cell fate (pronephros, the functional
equivalent of kidney, and definitive blood),
and low or absent levels of BMP signaling
specify the most dorsal cell fate (notochord,
somites) within the mesoderm. Similarly,
in zebrafish, a series of BMP signaling mu-
tants has been generated from large-scale
mutagenesis screens. Those embryos with
the most severe losses of BMP signaling
display the most dorsalized mesodermal
phenotypes whereas those with the most
active BMP signaling display the most ven-
tralized phenotypes. In mouse, bmp4, but
not bmp2 or bmp7, appears to play a role in
the specification of ventral mesoderm. In
the absence of bmp4, ventral derivatives,
including primitive blood and endothe-
lium, fail to form in the yolk sac. Many
questions remain as to how BMPs reg-
ulate mesodermal pattern. For instance,
the direct transcriptional targets of the
BMP signaling pathway have not been
well characterized. In addition, it is not
yet clear how quantitative changes in BMP
signaling differentially regulate expression
of these target genes. Furthermore, the
timing of BMP action on D/V patterning
of each mesodermal type during early de-
velopment and whether BMP acts on each
mesodermal type directly or indirectly (for
instance, through signaling in surround-
ing tissues) is not well characterized.

2.2
Specifying Primitive Hematopoietic Cell
Fate

After the nascent mesoderm has been
patterned along the D/V axis, a subset
of the ventral mesoderm is specified as



Cell Signaling During Primitive Hematopoiesis 437

hematopoietic. Gene targeting in mouse
(i.e. the creation of a mouse in which
a gene is ‘‘knocked-out’’ or mutated)
has identified genes that are required
for this process. One such gene is
the basic helix–loop–helix transcription
factor scl/tal1, which is expressed in the
nascent ventral mesoderm, prior to overt
differentiation of hematopoietic cells in all
vertebrates. Mice that are homozygous for
a nonfunctional allele of scl fail to generate
any primitive erythrocytes in otherwise
normally patterned embryos. Analysis of
gene expression in these mutant embryos,
as well as hematopoietic culture assays
using mutant tissues and cell lines,
demonstrated that scl is required for both
primitive and definitive hematopoiesis.
Consistent with these data, overexpression
of scl in zebrafish embryos leads to
excessive commitment of mesoderm to
a primitive hematopoietic fate. Similarly,
overexpression of scl in dorsal mesoderm
of Xenopus embryos leads to ectopic
production of primitive erythroid cells
without otherwise altering the dorsal fate
of this tissue. Collectively, these data are
consistent with the hypothesis that scl
functions after the induction and ventral
patterning of the mesoderm to specify
primitive hematopoietic fate.

The transcription factor lmo2, which con-
tains LIM protein interaction domains but
no DNA binding domain, is expressed in
the prospective hematopoietic mesoderm
in a pattern similar to scl. Targeting of
lmo2 in mouse confirms a role for lmo2
in specification of primitive and defini-
tive hematopoietic fate. Overexpression of
lmo2 in Xenopus is not sufficient to induce
ectopic primitive hematopoiesis, whereas,
coexpression of high levels of lmo2 and scl
can induce ectopic primitive erythrocytes,
suggesting both factors must be present
for a cell to adopt a hematopoietic fate.

Physical interactions between lmo2 and scl
have been detected in mammalian ery-
throid cell lines, suggesting that scl and
lmo2 may form transcriptional complexes
that regulate genes required for primitive
hematopoiesis.

The regulatory steps that occur between
ventralizing the mesoderm and expression
of scl and lmo2 are extremely important,
but little is known about them. In ze-
brafish, a spontaneous mutant, cloche, has
been identified that may reveal much about
hematopoietic specification during prim-
itive hematopoiesis. In cloche mutants,
expression of scl and lmo2 is absent or
severely reduced and the intermediate cell
mass contains no morphological evidence
of the presence of erythroid progenitors.
The gene encoded by cloche appears to
act upstream of scl since forced expres-
sion of scl in cloche mutants leads to
partial rescue of primitive erythrocytes.
Thus, identifying the gene that encodes
cloche will be a critical step towards gain-
ing a complete understanding of the early
events of hematopoietic development, in-
cluding the regulation of genes required
for hematopoietic specification.

2.3
Regulating the Production, Expansion and
Survival of Primitive Erythroid Progenitors

Hematopoietic mesoderm gives rise to
multipotent and unipotent progenitor
cells that must make decisions regarding
whether they should proliferate, undergo
apoptosis, or differentiate. Each of these
decisions is tightly regulated by a combi-
nation of extrinsic and intrinsic signals.
In the mouse, the cytokine vegf and its
tyrosine kinase receptor vegfr2/flk1 have
been shown to be required at an early
stage for the initial production of prim-
itive erythroid progenitors. Mice mutant
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for vegfr2 lack all blood and blood ves-
sels, possibly because of failure to recruit
blood and endothelial progenitors to the
correct site where they can receive signals
necessary to commit to an erythroid fate.
VEGF may also be required for progeni-
tor expansion since cultures of vegfr2−/−
ES cells generate reduced total numbers
of hematopoietic progenitors relative to
wild type cells. In zebrafish, vegfr2 mutants
produce normal numbers of primitive ery-
throcytes, suggesting that either VEGF sig-
naling is not required for hematopoiesis,
or that another vegfr2 locus exists. The lat-
ter possibility is feasible as many genes are
duplicated in the zebrafish genome. In the
chick, VEGFR2 is expressed in prospective
hematopoietic mesoderm, and it has been
demonstrated that VEGFR2 signaling is
required for hematopoietic colony forma-
tion in cultures of prospective yolk sac
mesoderm. However, addition of VEGF
to the culture media does not promote
hematopoietic colony formation, suggest-
ing that a different member of the VEGF
family or a related cytokine may bind to
VEGFR2 and promote hematopoiesis.

A second gene product that is required
for primitive erythropoiesis is gata2, a
member of the GATA family of zinc finger
transcription factors. gata2 is expressed in
all vertebrate embryos in a pattern con-
sistent with a role in early hematopoiesis
and gata2−/− mouse embryos contain two-
to sevenfold fewer circulating primitive
erythrocytes. Culture of mouse gata2−/−
embryonic stem cells (ES cells) and yolk
sac cells in conditions that favor the expan-
sion of hematopoietic progenitors (both
primitive and definitive), revealed that
lack of gata2 caused a decrease in the
total number of all progenitors, includ-
ing erythroid progenitors. gata2 expression
and/or activity may be regulated by cy-
tokine stimulation, as numerous cytokines

can induce the expansion of HSCs and
progenitors in vitro and in vivo. Although
gata2 is required for progenitor expansion,
a subsequent reduction in gata2 expres-
sion in committed erythroid progenitor
cells is required for their differentiation.

Another member of the GATA fam-
ily, gata1, is expressed at relatively early
stages of hematopoietic development in
all vertebrates, but its function is only
required after erythroid progenitor cell
commitment as evidenced by differentia-
tion defects in animals that lack functional
gata1. Numerous genes expressed in de-
veloping and mature erythrocytes such as
scl, and embryonic globin genes contain
GATA sites in their promoters/enhancers.
Mice homozygous for null alleles of gata1
seemingly lack all circulating primitive
erythrocytes. Closer inspection of periph-
eral blood in these mutants revealed that
nonhemoglobinized proerythroblasts are
present and that they arrest in develop-
ment and undergo apoptosis. Similarly, in
zebrafish, a point mutation in the gata1
gene that results in deletion of 79 C-
terminal amino acids has been identified
as the molecular basis of the vlad tepes
bloodless phenotype. In these mutants,
proerythroblasts do not enter circulation
and hematopoietic cells in the intermedi-
ate cell mass (IM) do not express terminal
erythroid genes.

In the mouse, homozygous mutation of
the friend of GATA gene (fog1), a zinc
finger transcription factor that physically
interacts with gata1, arrests primitive ery-
throblast differentiation at the same stage
of differentiation as loss of gata1. Fog1 and
Gata1 protein interaction has been shown
to be critical for definitive erythroid cell
line differentiation and this interaction re-
quires the presence of the N-terminal zinc
finger of Gata1. Consistent with these ob-
servations, mice in which the gata1 gene
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has been replaced with a version of gata1
that contains a single amino acid change
that prevents binding to fog1, arrest at the
same stage of development as gata1−/−
embryos, suggesting that interactions be-
tween Gata1 and Fog1 are a requisite for
normal primitive erythroid development.
Numerous erythroid cell line studies have
also shown that scl regulates definitive ery-
thropoiesis through dynamic association
with other transcription factors, including
the formation of DNA binding complexes
containing Lmo2 and Gata1. The recent
creation of an adult hematopoietic-specific
knockout of scl in vivo demonstrates an
absolute requirement for scl in adult defini-
tive erythroid lineage development. Per-
sistent scl expression in erythroid progeni-
tors and circulating primitive erythroblasts
suggests that scl plays a similar role in
primitive erythrocyte differentiation.

A number of zebrafish mutants that lack,
or have a severely reduced number of circu-
lating primitive erythroid cells have been
identified. Among these mutants, blood-
less and cloche appear to affect progenitor
survival or expansion. The bloodless muta-
tion acts as a noncell autonomously since
wild type cells transplanted into bloodless
mutant embryos cannot undergo primitive
hematopoiesis. This raises the possibility
that bloodless regulates or encodes a cy-
tokine. In bloodless mutants, the onset of
scl expression is detected at the appropri-
ate time and place in the hematopoietic
mesoderm; however, only a few cells con-
tinue to express scl in the intermediate
cell mass and apoptosis is detected at later
stages. These data suggest that although
hematopoietic cells are specified, they can-
not survive. The cloche mutation may
also regulate progenitor expansion. Trans-
planted cloche mutant cells in wild type
embryo hosts can occasionally contribute
to the primitive erythroid lineage, but far

less efficiently than similarly transplanted
wild type cells, suggestive of a defect in ery-
throid progenitor proliferation. Identifying
the genes encoded by bloodless and cloche
will greatly enhance our understanding of
how progenitors are maintained.

A second zebrafish mutant, moonshine,
fails to undergo erythroid progenitor com-
mitment. In moonshine mutants, gata2
expression appears normal in hematopoi-
etic mesoderm, indicating that uncommit-
ted hematopoietic progenitors are present.
However, gata1 expression is absent sug-
gesting that committed erythroid progen-
itors do not develop in the absence of
the moonshine gene. The gene encoded
by moonshine has not yet been reported,
and its characterization will undoubtedly
provide insights into how hematopoietic
gene expression is regulated. Other ap-
proaches to identifying genes that are
critical in primitive erythroid development
have been fruitful. In the mouse, a criti-
cal role for BMP4 in erythroid progenitor
commitment has been revealed through
studies of primitive erythroid differenti-
ation in cultured ES cells. Specifically,
hematopoiesis can be blocked at the un-
committed progenitor stage when cells are
cultured in the absence of serum. The ad-
dition of BMP4 to culture media promotes
the expression of gata1 and primitive
erythrocyte differentiation, whereas block-
ing BMP signaling in erythroid cells by
expressing a dominant-negative BMP re-
ceptor with an erythroid-specific promoter
prevents gata1 expression and erythroid
differentiation. Thus, both moonshine and
BMP signaling are required for gata1
expression and for primitive erythro-
cyte maturation.

Reductions in circulating primitive
erythrocytes have been observed in
mouse embryos that are defective
in some cytokine signaling pathways.
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Historically, cytokine function in primitive
hematopoiesis has largely been ignored
or dismissed, most likely because only
a subset of differentiating primitive
erythrocytes fail to survive in known
cytokine signaling mutants. Moreover,
in many cases, the embryos can
survive to stages where more drastic
effects on definitive hematopoiesis are
observed. The erythropoietin receptor
(EpoR), a member of the cytokine
receptor superfamily, is expressed in
the early mouse yolk sac hematopoietic
mesoderm, before erythroblasts are
detectable, and is also expressed in
developing primitive erythroid cells at
later stages of development. In yolk
sac cultures, addition of EPO to the
culture media increases the number
of primitive erythrocytes. Conversely,
introduction of antisense oligonulceotides
that block epoR expression reduce
the number of differentiated primitive
erythrocytes. Mice that are homozygous
null for the epoR gene apparently initiate
hematopoietic development normally, as
normal numbers of erythroblasts are
present in the yolk sac at E9.5 (at this
stage about half of the erythroblasts have
entered circulation). However, by E10.5,
circulating primitive erythroid cells are
reduced by ∼80%. In the remaining
circulating erythroid cells, differentiation
appears to occur normally, suggesting that
Epo signaling is specifically required for
erythroblast proliferation and/or survival.
A two- to threefold reduction in circulating
erythrocytes has also been reported in
mouse E12 embryos that do not express
c-kit, a tyrosine kinase receptor that
binds stem cell factor/kit ligand. Analysis
prior to E12 has not been reported,
but a decrease in circulating blood
erythrocytes at this stage may indicate
a deficit in primitive erythroid survival

or proliferation. The Janus Kinase (Jak)
family of cytoplasmic tyrosine kinases
mediates signaling through cytokine
superfamily receptors, including EpoR
as well as tyrosine kinase receptors,
including c-Kit. A significant reduction
in the number of circulating primitive
erythrocytes in jak2−/− mice has been
reported. Finally, TGF-β1 appears to also
play a role in the proliferation of primitive
erythroid progenitors. In some tgf-β1−/−
embryos, a large reduction in circulating
erythroid cells is observed after E9.5.
Together, these data not only highlight
the importance of cytokines in primitive
erythroid cells but also suggest that some
profound differences in cell signaling
exist between primitive and definitive
hematopoiesis. A number of zebrafish
mutants that similarly arrest primitive
erythroid development after erythroblasts
have entered the bloodstream have been
identified and characterized. In these
mutants, normal numbers of erythroblasts
enter circulation, but they subsequently
fail to proliferate, and in some cases,
they also fail to maintain hemoglobin
expression and do not fully differentiate.

Retinoic acid may also play an im-
portant, concentration-dependent role in
primitive erythroid cell differentiation. Al-
though numerous retinoic acid receptors
have been knocked-out in the mouse with-
out any major effects on primitive or
definitive hematopoiesis, increases or de-
creases in retinoic acid do affect primitive
erythropoiesis in Xenopus and quail em-
bryos, respectively. For example, incubat-
ing Xenopus embryos in retinoic acid leads
to defects in primitive erythrocyte differ-
entiation and survival without an apparent
effect on hematopoietic specification. Vita-
min A-deficient quail embryos maintain
expression of gata1 in yolk sac-derived
erythroblasts, but form fewer primitive
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erythrocytes than wild type embryos and
these erythrocytes fail to hemoglobinize.
At earlier stages, an increase in apop-
tosis is detected in hematopoietic cells.
These defects can also be mimicked in
whole embryo culture by Noggin (a BMP2,
−4 antagonist) and primitive erythroid
development can be rescued in vitamin
A-deficient embryo explants by the addi-
tion of BMP4, suggesting that BMP4 is
critical for erythroblast survival and differ-
entiation.

Additional evidence for the role of BMPs
in regulating primitive erythrocyte sur-
vival and differentiation has recently been
revealed by altering BMP signaling in
Xenopus embryos. When BMP signaling
is blocked specifically in the ectoderm
of developing embryos, by overexpression
of RNA encoding a dominant-negative
BMP receptor, mesodermally derived ery-
throid progenitors undergo programmed
cell death and very few mature primi-
tive erythrocytes are detected in otherwise
normal embryos. Thus, BMP4 signaling
is required in ectodermal cells in order
to generate an essential survival factor
for the erythroid lineage. Upregulation
of BMP signaling in the ectoderm by
microinjection of RNA encoding a consti-
tutively active BMP receptor also reduces
the number of circulating primitive ery-
throcytes; however, apoptosis does not
appear to be responsible for this decrease.
Remarkably, a concomitant increase in
circulating macrophages is also observed.
As previously discussed, the Xenopus ven-
tral blood island does make a significant
contribution to circulating macrophages
in embryos, suggestive of the presence
of either multilineage myelopoietic pro-
genitors or macrophage progenitors in
the ventral blood island. These results
raise the intriguing possibilities that BMP
signaling regulates lineage commitment

(i.e. the choice to become erythroid or
nonerythroid myeloid cells) or specifi-
cally regulates the development of the
myeloid lineage. Unfortunately, cell cul-
ture assays that are routinely used to assay
the potential of mammalian and avian
hematopoietic progenitors in vitro are not
technically feasible with amphibian tis-
sues. As discussed in greater detail in the
next section, BMPs appear to act indirectly
on the ventral blood island, most likely
via the production of secondary signals in
the ectoderm.

To summarize, numerous transcription
factors, cytokines, and signaling molecules
have been identified that have essential
functions in the development of primitive
erythroid cells (Fig. 2). First, mesoderm is
ventralized through the actions of BMPs.
Next, mesoderm is specified to adopt a
primitive hematopoietic fate by processes
that are not currently understood, but may
be better elucidated once the genetic basis
of the cloche mutant phenotype is revealed.
The production of erythroid progenitors
requires the transcription factors scl and
lmo2, whereas maintenance of progenitors
requires the transcription factor gata2.
Signaling molecules that regulate their
expression are presumed to exist, but
have not been identified. The decision to
commit to an erythroid fate is regulated
together by gata1 and fog1, and later
roles for these and other transcription
factors in erythroid differentiation are
likely. Expression of gata1 is regulated at
the transcriptional level by cytokines such
as BMP4. Cytokines such as BMP4 and
EPO have also been shown to play an
essential role in proliferation and survival.
Numerous zebrafish mutants that block
erythroid progenitor commitment and that
also fail to maintain normal numbers
of circulating primitive erythrocytes have
been isolated. Determining which genes
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are mutated in these lines will yield
insights into how erythroid commitment
and survival is achieved, as well as
how erythroid-specific gene expression
is regulated.

3
Role of Cell–Cell Interactions in Primitive
Hematopoiesis

Cell–cell interactions are responsible for
regulating many embryonic developmen-
tal events. Secreted signaling molecules
produced by both hematopoietic and non-
hematopoietic cells play a critical role
in primitive hematopoiesis through ef-
fects on specification, migration, survival,
differentiation, and regulating primitive
and definitive potential. In the em-
bryo, morphogenetic movements result
in hematopoietic cells contacting different
cell types, and thus, many microenviron-
ments that potentially influence their de-
velopment. In this section, we will review
tissue–cell interactions that are known to
regulate primitive hematopoiesis.

3.1
Extraembryonic Endoderm

During gastrulation in the mouse and the
chick, prospective hematopoietic meso-
derm migrates into the extraembryonic
region, where it comes into direct con-
tact with the extraembryonic endoderm
(known in the mouse as visceral endo-
derm, or VE). Studies of cultured mouse
ES cells and cultured early-mid gastrula
stage mouse embryos have revealed a role
for the VE in normal hematopoiesis. For
example, hematopoiesis is impaired in em-
bryoid bodies (ES cells that differentiate
into structures that resemble mouse gas-
trulae) that are rendered VE-deficient by

a genetic mutation. Likewise, removal of
the VE from mid-gastrula stage mouse
embryos results in their subsequent fail-
ure to specify hematopoietic precursors.
Indian hedgehog (Ihh), a member of the
Hh family of signaling molecules, is ex-
pressed in the VE and can substitute
for VE function in hematopoietic devel-
opment. Although Ihh is sufficient to
substitute for the VE-derived signal, it
is not required since Ihh mutant em-
bryos do not display defects in blood
development, possibly owing to genetic
redundancy. The effect of Ihh on cul-
tured VE-deficient embryos depends on
BMP4 signaling, raising the possibility
that VE-derived Ihh functions to main-
tain early BMP signaling, thereby allowing
appropriate hematopoietic specification to
occur. A similar requirement for a dif-
fusible extraembryonic endoderm signal
in chick primitive erythropoiesis has also
been demonstrated, yet the identity of
this signal is not known. The VE may
also play an additional role in directing
the migration of hematopoietic precur-
sors since these cells are the source of
vegf mRNA. As described earlier, VEGF
and related ligands are required for the
migration of prospective hematopoietic
cells to a site within the yolk sac that
is permissive for hematopoietic develop-
ment. These findings demonstrate that
VE-derived signals are essential for the ini-
tiation of primitive hematopoiesis, yet their
role appears to be short-lived. At the time
that morphologically distinct hematopoi-
etic cells can be detected in the mouse yolk
sac, isolated yolk sac hematopoietic meso-
derm (which includes hematopoietic cells
as well as endothelial cells and smooth
muscle cell precursors) can differentiate
autonomously in culture without the need
for any exogenous factors.
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3.2
Ectoderm

Numerous lines of evidence point to an es-
sential role of ectodermally derived signals
in Xenopus primitive erythroid develop-
ment. Similar to the mouse and chick,
gastrulation movements in Xenopus em-
bryos bring the prospective hematopoietic
tissue into close contact with a different
germ layer, the ectoderm. Isolated and
cultured prospective ventral mesoderm
(posterior ventral blood island precur-
sors) from early gastrula stage embryos
develop ‘‘blood-like cells’’ that are not
hemoglobinized and do not express globin
protein. However, coculture of the ventral
mesoderm fragments with fragments of
prospective ectoderm from stage-matched
embryos leads to robust differentiation
of primitive erythrocytes. Disruption of
BMP signaling in the prospective dorsal
or ventral ectoderm significantly reduces
the number of circulating primitive ery-
throcytes in animals without affecting
D/V patterning. Importantly, in embryos
in which BMP signaling is disrupted in
the prospective ectoderm, specification of
hematopoietic cells, as evidenced by scl
expression, appears to occur normally.
Moreover, normal production of erythroid
progenitors occurs, as evidenced by wild
type levels of gata1 at early stages of ven-
tral blood island development. However,
at subsequent developmental stages, gata1
expression is not maintained, globin ex-
pression is absent or significantly reduced,
and the number of circulating primi-
tive erythrocytes is severely decreased. In
other words, blocking the ability of ecto-
dermal cells to respond to BMPs leads
to defects in primitive erythroid differ-
entiation, whereas the specification of
primitive erythroid progenitors appears
to occur normally. These results strongly

suggest that BMP signaling in the ecto-
derm induces the production of a sec-
ondary signal that acts on the prospective
hematopoietic tissue to support the sur-
vival of primitive erythrocytes. It has been
proposed that this secondary signal is a
BMP because blocking production of bi-
ologically active BMP2, 4, and 7 in the
prospective ventral ectoderm also inhibits
primitive erythrocyte development, and
BMPs positively regulate their own ex-
pression. Thus, in theory, inhibiting BMP
signaling in the prospective ectoderm
could abrogate expression of endogenous
BMPs that signal to the hematopoietic
mesoderm. Because BMP expression is
normally extinguished in the prospective
dorsal ectoderm during gastrulation, and
inhibiting BMP signaling in the prospec-
tive dorsal ectoderm is sufficient to block
primitive erythrocyte differentiation, the
secondary signal generated by the ecto-
derm that signals to the hematopoietic
progenitors is most likely to include a
cytokine or cytokines other than or in ad-
dition to BMPs.

3.3
Endothelial Cells

Endothelial cells differentiate in close
physical association with primitive hema-
topoietic cells in all vertebrate species
and some evidence suggests that en-
dothelial cells support the differenti-
ation of the primitive erythroid lin-
eage. In the zebrafish, for example,
transplantation of wild type cells into
cloche mutants showed that in the mu-
tant environment, wild type cells do
not maintain gata1 expression. Given
that the cloche mutation also leads to
the absence of endothelial cells, it has
been suggested that the noncell au-
tonomous effects on gata1 maintenance
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in erythroid progenitors is a result of
loss of endothelial cells, which may
normally produce factors that support
gata1 expression. Interestingly, coculture
of yolk sac hematopoietic cells with an en-
dothelial cell line significantly enhances
hematopoietic cell proliferation. Thus, en-
dothelial cells that are in close contact
with developing primitive hematopoietic
cells are excellent candidates for supply-
ing critical factors that support primitive
hematopoiesis.

3.4
Role of the Microenvironment in Regulating
Primitive and Definitive Potential

Numerous lines of evidence suggest that
the microenvironment determines the
primitive or definitive potential of HSCs
and progenitors. For instance, HSCs from
an adult mouse can be ‘‘reprogrammed’’
to produce primitive cells by aggregat-
ing them to mouse blastocysts that are
then allowed to develop normally in utero.
In the resulting chimeric embryos, the
HSCs (or cells derived from them) colo-
nize the yolk sac and produce erythrocytes
that express embryonic globin. In Xenopus,
heterotopic transplantation of the dorso-
lateral plate (which contains definitive
hematopoietic precursors) to the ventral
blood island region results in dorsolateral
plate-derived circulating primitive erythro-
cytes. Conversely, transplanting the ventral
blood island to the dorsolateral plate region
suppresses production of primitive ery-
throcytes by the ventral blood island. What
regionally determines primitive versus
definitive fate? Nearby tissues undoubt-
edly play a role through their production
of extracellular signaling molecules. By us-
ing organisms such as Xenopus and chick
that are experimentally amenable to tis-
sue transplantation studies, it should be

possible to identify the tissues that influ-
ence primitive and definitive commitment.
What regulates primitive versus definitive
fate intracellularly? It has recently been
shown that forced expression of hoxb4, a
homeodomain transcription factor, can re-
program primitive progenitors to produce
definitive hematopoietic cells. Moreover,
numerous Hox genes are expressed in
definitive but not primitive HSCs and pro-
genitors. Perhaps screens for secreted fac-
tors that either suppress or enhance hoxb4
expression in hematopoietic cells may
identify factors that influence primitive
and definitive commitment, respectively.
At the very least, determining what genes
are regulated by hoxb4 should provide
some insight into how definitive poten-
tial is achieved at the expense of primitive
potential.

4
Summary and Perspectives

Although primitive hematopoiesis is tran-
sient, it plays an important role in develop-
ment by providing the first erythrocytes
and leukocytes of the embryo. It re-
mains to be determined if the primitive
hematopoietic site contributes long-lasting
HSCs with definitive potential; however,
it is clear that at least in some species,
some definitive hematopoietic progeni-
tors originate there. Numerous genes,
including transcription factors, secreted
signaling molecules and signal transduc-
tion machinery have been shown to play
a crucial role in the development of the
primitive lineage through loss of func-
tion analysis in mouse, gain and loss of
function studies in Xenopus and chick,
and mutagenesis screens in zebrafish. Un-
doubtedly, additional genes that regulate
many aspects of blood development will
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be identified in zebrafish blood develop-
ment mutants, now that the zebrafish
genome is nearly completely sequenced.
Embryological ‘‘cut and paste’’ experi-
ments as well as perturbing signaling
pathways in nonhematopoietic cells by
numerous means have further revealed
a complex and dynamic role for cell–cell
signaling in regulating hematopoietic cell
specification, potential (definitive or prim-
itive), cell survival, and differentiation. In
spite of a tremendous amount of recent
progress in understanding how primi-
tive hematopoiesis is regulated, there is
still a long way to go. First, the molec-
ular profile of primitive progenitors, and
precursors at discrete stages of the differ-
entiation process must be characterized.
With the availability of techniques such
as gene expression profiling, it should
be possible to identify unique markers
for each cell type that will allow for
identifying and studying them in situ.
Moreover, it will help identify genes that
determine each cell type’s characteris-
tics. Second, a better characterization of
cell–cell interactions will help identify fac-
tors that are required for various aspects
of primitive hematopoiesis. Ultimately,
the goal is to understand all of the sig-
naling pathways that regulate primitive
hematopoiesis. Once genes that regu-
late primitive hematopoiesis are identified,
determining how they function within reg-
ulatory pathways will be an essential step
in gaining a complete understanding of
hematopoiesis.

See also Biological Regulation by
Protein Phosphorylation; Cellular
Interactions; Developmental Cell
Biology.
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CFCF (continuous-flow cell-free) translation system: cell-free translation system
developed for protein production by supplementing low molecular weight substrates to
cell-free translation.
CECF (continuous-exchange cell-free translation): improved cell-free translation
system by the dialysis method.
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tRNA decoding termination codons.

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Edited by Robert A. Meyers.
Copyright  2004 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
ISBN: 3-527-30544-0



452 Cell-free Translation Systems

Unnatural Amino Acid
Amino acids that are not used by living organisms.

In vitro Virus
The selection method by RNA molecules covalently bound to the protein product.

Ribosome Display
The selection method for mRNA by the function of the polypeptide displayed on
ribosome stalling during the translation process.

� A disrupted cell is capable of synthesizing protein from amino acids depending upon
the template RNA. This discovery, half a century ago, set the stage for biochemical
studies on the gene expression process occurring in cells. The cell-free translation
system successfully revealed the function of a number of key molecules participating
in the translation system, such as ribosome, mRNA, tRNA, and protein factors
and, moreover, elucidated the very complicated mechanism of protein synthesis.
Although still frequently utilized in these experimental studies, cell-free translation
is beginning to make a mark as an attractive tool for protein production as a potential
alternative to an in vivo expression system. Moreover, the cell-free translation system
is prospective as a method for the synthesis of protein with unnatural amino acids
and for the selection of genotypes from peptide libraries.

1
History

1.1
Beginning

Proteins are translated on ribosomes from
mRNAs transcribed from DNA. The out-
line of how translation proceeds had been
elucidated by both in vitro and in vivo
approaches for two decades after the dis-
covery of the double-helix structure of
DNA. In the 1950s, most studies focusing
on the gene expression process were car-
ried out on the basis of a genetic approach
using bacteria and phages. The hypothesis
of the central dogma, DNA makes the RNA
that makes protein, had been evidenced by
various observations obtained from in vivo

experiments. However, the precise mech-
anism of translation, such as deciphering
information on mRNA, had to await a
series of verifications by the in vitro trans-
lation system using disrupted cells. The
first demonstration of protein synthesis
using cell-extract was described by Zamec-
nik’s group in 1952. The finding that rat
liver extract was capable of incorporating
amino acids into polypeptides allowed us
to elucidate the involvement of individual
molecular players in the gene expression
process. Thereafter, it was shown in 1955
that the ribonucleoprotein complex, which
was designated as ribosome, catalyzes the
peptide bond formation. Up to 1960, the
construction of bacterial cell-free transla-
tion systems had been achieved by several
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groups. The addition of viral genomic RNA
resulted in a large increase of amino acid
incorporation into polypeptide, concluding
that RNA serves as a template for protein.

1.2
Determination of the Genetic Code

One of the most remarkable contributions
of the cell-free translation system in molec-
ular biology was the determination of the
genetic code in the 1960s. Matthaei and
Nierenberg demonstrated that the addi-
tion of exogenous artificial RNA to the
cell-free translation system enhanced the
incorporation of particular amino acids
into polypeptides. The first demonstration
was that, in the presence of the polyur-
dylic acid (poly U), in Escherichia coli, the
cell-free translation system was capable of
synthesizing polymers of only phenylala-
nine at higher magnesium concentrations
than physiological conditions. This finding
in 1960 lead to the determination of the cor-
respondence of the triplet codon to amino
acid over the next five years. For instance,
it was immediately shown that poly C was
able to stimulate proline incorporation into
polypeptide, indicating that the codon CCC
corresponded to proline. By the various
synthesized RNAs consisting of random-
ized two or three kinds of nucleotides, the
stimulation of the incorporation of amino
acid into the polypeptide was examined,
and the relationship between codons and
amino acids was determined using these
polynucleotides. However, this approach
came to a standstill because statistical spec-
ulation resulted in ambiguity.

This problem was solved by the ele-
gant experiment called the triplet-binding
experiment, in which aminoacyl tRNA
charged with cognate amino acids binds
synthesized trinucleotide on ribosome
and determined the correspondence of

amino acids to triplet codons. Simultane-
ously, the chemically synthesized oligonu-
cleotide with a defined sequence was
employed for examination of the incor-
poration of amino acid into polypeptides.
Together with these results, the genetic
code table had been established by 1966.

Another contribution of the cell-free
translation system was the direct verifi-
cation that tRNA is an adaptor molecule
linking amino acids to codons on mRNA.
The existence of an adaptor molecule
had been proposed by Crick, which had
not been evidenced with any experimen-
tal results. In 1957, Hoagland and Ogata
independently found that the small solu-
ble RNA molecule, which would later be
named tRNA, was charged with amino
acids. Nierenberg’s triplet-binding experi-
ment leads us to the conclusion that this
tRNA molecule plays the role of the adap-
tor molecule that deciphers comma-less
triplet codons on mRNA. The determi-
nation of the primary structure of tRNA
by Holley demonstrated that tRNA folded
in cloverleaf structure fulfills the decod-
ing function based upon the interaction
between the anticodon and codon.

1.3
Elucidation of Factors Involved in the
Translation Process

To evaluate the role of protein factors
involved in the translation process, the cell-
free translation system has appeared to be
the most useful system. The translation
process proceeds in three steps: initiation,
elongation, and termination, in which
specific protein factors govern a respective
refined process. These factors were first
discovered to enhance protein synthesis
using cell-free translation, and the detailed
behavior was elucidated by a well-defined
system capable of verifying the elementary
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steps. In the case of the elongation process,
Elongation Factor (EF)-Tu was first found
to be a factor that stimulates poly U-
dependent polyphenylalanine synthesis
and thereafter it appeared to convey
aminoacylated tRNA to the ribosome as
a GTP-binding form. EF-Ts were shown
to catalyze the exchange of GTP to GDP
on EF-Tu. EF-G appeared to catalyze the
hydrolysis of the triphosphate of GTP
depending on the ribosome and appeared
to be involved in the translocation of tRNA
from the A-site to the P-site.

In the case of the initiation process, ini-
tiation factor-2 (IF-2) was shown to carry
initiator tRNA attached by formymethio-
nine onto a 30S subunit of ribosome.
Initiation factor-3 (IF-3) was indicated to
dissociate 70S ribosome resulting from the
termination reaction. Initiation factor-1
(IF-1) was found to enhance the disas-
sembling activity of IF3 by entering an
inter-subunit space. Regarding the termi-
nation process, release factor-1(RF-1) and
release factor-2 (RF-2) enter the A-site of
the ribosome depending on the termina-
tion codons to catalyze the hydrolysis of
peptidyl-tRNA on the P-site of ribosome.
RF-1 recognizes UAG and UAA codons,
while RF-2 is responsible for UGA and
UAA. While the function of these two RFs
was verified at an early stage of the study
on translation, RF-3 and the ribosome re-
cycling factor (RRF) had remained less
understood. Very recently RF-3 was shown
to be involved in the release of RF-1 and
RF-2 from the ribosome. RRF was first dis-
covered as a factor enhancing the activity of
the cell-free translation system and shown
to promote the dissociation of mRNA and
tRNA from the ribosome.

Similarly, eukaryotic translational fac-
tors have been studied by the cell-free
translation system. Although most essen-
tial factors coincide with bacterial factors,

finding a number of additional proteins
enhancing the cell-free translation system,
especially in the initiation process, sug-
gests that the eukaryotic system appeared
to be much more complicated than the
bacterial system.

2
Applications

2.1
Protein Production

Although having long served as a useful
system for the elucidation of the transla-
tion mechanism, the cell-free translation
system had been paid only slight attention
as a tool for the preparation of pro-
tein. Most protein productions at present
are based upon the expression system of
cloned genes in living cells, in which we
sometimes undergo failure, particularly in
cases of toxic or unstable proteins. There-
fore, it was desired that an in vitro gene
expression system using the cell-free trans-
lation system would compensate for the
in vivo expression system. However, the
low yield of protein product had hindered
the utilization of the cell-free translation
system. The conventional cell-free trans-
lation system using crude extracts, such
as E. coli S30, rabbit reticulocyte lysate
and wheat germ extracts, produces trans-
lation reactions for no longer than 1 h
in the batch system and synthesized pro-
tein products to such a small degree as to
be detected only by labeling with radioac-
tive amino acids. To improve productivity,
transcription/translation, coupled with us-
ing phage RNA polymerases such as T7
or SP6 RNA polymerases, and energy
regenerating systems for ATP recycling
such as creatine phosphate/creatine kinase
or phosphoenolpyruvate/pyurvate kinase



Cell-free Translation Systems 455

systems, had been developed, though both
showed limited results.

However, the short lifetime of the cell-
free translation system was overcome by
the development of the continuous-flow
cell-free (CFCF) system by A Spirin’s
group in 1988. In CFCF, prolongation of
the reaction was achieved by the contin-
uous feeding of amino acids and energy
components, and continuous removal of
reaction products. The reaction was carried
out in a chamber connected to a reservoir
to supply the substrates, ATP, GTP, and
amino acids, by pumping, and the reactor
was separated at the outlet by a membrane
facilitating permeation of the synthesized
protein and a low molecular weight re-
action product (Fig. 1a). By this system,
it appeared that the reaction using wheat
germ extract proceeds for up to 100 h and
was able to synthesize 120 to 240 µg of pro-
tein in a 1-mL reaction chamber. The most
plausible explanation for this long sustain-
ability is that the shortage of an energy

source such as ATP and GTP during the
reaction is compensated by the supple-
ment of a feeding solution, considering
that in the batch system using cell extracts,
the ATPase inevitably dwelling in the ex-
tract rapidly consumes ATP. The simpler
system without the aid of pumping was de-
veloped on the basis of the dialysis method
of low molecular weight compounds and
designated as the continuous-exchange
cell-free (CECF) system (Fig. 1b).

The improvement of productivity and
reproducibility of cell-free translation has
also been achieved by examining the reac-
tion condition and preparation procedures
of crude cell-extract. Preparation of crude
extract from polished wheat germ ensures
constant production of proteins and pro-
longation of reaction in the CFCF system.
By washing the embryo, endogenous in-
hibitors of translation, including ribosome
inactivating proteins (RIP) such as ricin
toxin, are successfully eliminated from ex-
tracts, which may result in such drastic

Cell-free translation

Feeding
solution

Ultrafiltration
membrane

Amino acids
ATP, GTP

Ultrafiltration
membrane

Pump

Amino acids
ATP, GTP

Cell-free translation

Feeding
solution

Protein product

Reactor

(a) (b)

Fig. 1 Schematic illustrations of (a) CFCF and (b) CECF translation systems. A feeding
solution containing ATP, GTP, and amino acids is supplied to the reaction chamber in which
cell-free translation proceeds, by pumping (CFCF) or diffusion (CECF).
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extensions of reaction and high yields
of proteins. More recently, a reconstruc-
tion of the cell-free translation system
using purified components was success-
fully achieved. Three initiation factors,
three elongation factors, three release fac-
tors, RRFs, 20 individual aminoacyl tRNA
synthetases and methionyl-tRNA trans-
formylase were cloned from the E. coli
genome for efficient expression in E. coli
cells and purified. This reconstituted sys-
tem, designated as the Protein synthesis
using recombinant elements (PURE) sys-
tem, is capable of synthesizing approxi-
mately 0.1 mg of proteins in 1-mL volume
per hour without any supplemental system
such as CFCF and CECF.

2.2
Synthesis of Artificial Protein

One application of cell-free translation
is the incorporation of unnatural amino

acids into polypeptides. The amino
acid–comprising proteins are canonically
confined to 20 kinds, barring exceptions
such as selenocystein, and therefore in vivo
systems are unable to synthesize proteins
with other amino acids. In 1989, Shultz’s
group developed a method to incorporate
unnatural amino acids at a desired po-
sition in polypeptides using the cell-free
translation system. In this system, as il-
lustrated in Fig. 2, synthesized suppressor
tRNA are first attached by a chemical or en-
zymatic method to unnatural amino acids
and subjected to cell-free translation for
DNA templates possessing amber codons
at the desired position. The attachment of
unnatural amino acids is mostly carried
out as follows. An unnatural amino acid
is first attached to 3′ OH of adenosine of
pCpA dinucleotide by a chemical method.
Later, the resultant aminoacylated pCpA
is ligated to an amber suppressor tRNA
lacking a 3′-terminal CA sequence using

UAG

Unnatural
amino acid

A
C
C

3′
C

pCpA-Unnatural amino acid 

T4 RNA ligase

Suppressor tRNA (-CA)

mRNA

TAGDNA

In vitro
transcription

Cell-free
translation

Protein with
unnatural amino acid
at a specific site

AUC

Amber

CUA

Fig. 2 Strategy for incorporation of unnatural amino acid into polypeptide using the cell-free
translation system.
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an RNA ligase. If unnatural amino acids
are good substrates for aminoacyl tRNA
synthetases, they can be attached to tRNA
by an appropriate aminoacyl tRNA syn-
thetase. The unnatural amino acid ligated
to a suppressor tRNA is further subjected
to the cell-free translation system and the
codon-forming base pairing with the an-
ticodon of suppressor tRNA is translated
into a proteinogenic amino acid.

Although the incorporation of an un-
natural amino acid into a polypeptide
using cell-free translation is highly advan-
tageous compared to an in vivo system,
there are several problems to be solved.
One problem is the aminoacylation of the
suppressor tRNA after one reaction cy-
cle of translation. The suppressor tRNA
recharged by an aminoacyl tRNA syn-
thetase during cell-free translation inserts
a canonical amino acid at the amber codon,
which hinders the efficient incorporation
of unnatural amino acid. To solve this
problem, tRNAs that are not recognized
by an endogenous aminoacyl tRNA syn-
thetase has been developed. For instance,
taking advantage of the fact that yeast
tRNATyr and tRNAGln do not serve as a
substrate for the E. coli cognate aminoa-
cyl tRNA synthetase, the suppressor tRNA
having the framework of yeast tRNAs is
utilized as an adaptor tRNA for unnatural
amino acids in an E. coli cell-free transla-
tion system to prevent recycling of tRNA.
E. coli tRNATyr, which is not recognized
by the eukaryotic tyrosyl-tRNA synthetase,
can be utilized in wheat germ extract and
vice versa. Another problem is that the pre-
sence of RF-1 corresponding to the amber
codon in the extract caused the termina-
tion to produce an incomplete peptide,
reducing the percentage of peptide con-
taining unnatural amino acid. Using the
cell-free translation system in which all
the components are in a purified state,

this competition is circumvented by elim-
inating RF-1 from the system, achieving
almost full suppression efficiency.

Another problem in the amber suppres-
sor strategy is that only one codon in the
open reading frame is available for the
introduction of unnatural amino acids.
To allow the incorporation of several va-
rieties of unnatural amino acids into a
single polypeptide, the four-base codon
method was developed. In this approach,
tRNA having a four-base anticodon is syn-
thesized by transcription reaction using
RNA polymerase, and chemically aminoa-
cylated, followed by cell-free translation. By
the four-base codon–anticodon method,
one is enabled to incorporate multiple
unnatural amino acids at plural codons.
Obviously, due to competition with en-
dogenous tRNAs, incorporation of an
unnatural amino acid into the polypeptide
never reaches full yield, but by employ-
ing the four-base codons competing with
minor three-base codons, the efficiency
of incorporation is easily improved, de-
pending on the amount of endogenous
tRNA. This artificial genetic code can be
expanded by exploiting the five-base anti-
codon tRNA.

The expansion of the genetic code in
cell-free translation was challenged by
the utilization of unnatural nucleobases
in codon and anticodon correspondence.
The utilization of one additional artificial
base pairing besides A-U and G-C pairing
in the translation process is able to, in
principle, extend the canonical 64 codons
to 216 (6 × 6 × 6) codons in the genetic
code, which gives rise to a vast possibility
for the incorporation of various unnatu-
ral amino acids into polypeptides. First,
isoC and isoG (Fig. 3a) were introduced in
the codon and anticodon, respectively, and
the resultant artificial codon corresponded
to the unnatural amino acid. Recently,
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Fig. 3 Structures of unnatural bases utilized in (a) cell-free translation for expansion of
genetic code and (b) design of transcription/translation coupled system using unnatural
nucleotides for incorporation of unnatural amino acids.

the incorporation of 3-chlorotyrocine was
successfully inserted into the desired po-
sition of protein utilizing base pairing
between 2-amino-6-(2-thienyl) purine (s)
and pyridin-2-1 (y) (Fig. 3b) as follows.
First, a DNA fragment in which the s-
nucleotide was located at the first letter of
the desired codon was synthesized for the
synthesis of mRNA by transcription reac-
tion in the presence of the y-nucleotide.
Simultaneously, yeast tRNATyr with the
s-nucleotide at the third position of the
anticodon was prepared by ligation of
RNA fragments and was aminoacylated
with 3-chlorotyrosine using tyrosyl-tRNA
synthetase. Using the E. coli cell-free trans-
lation system, 3-chlorotyrosine was suc-
cessfully incorporated at the desired po-
sition of a target protein. Although this
approach looks very expansible, techni-
cal difficulties in site-specific introduction
of appropriate artificial nucleobases into

mRNA and tRNA remain to be solved for
the development of a concise and widely
distributed system.

2.3
Linkage between Genotype and Phenotype

Cell-free translation provides the potential
methodology for linkage between geno-
type and phenotype. In vitro screening of
DNA corresponding to RNAs and proteins
with certain functions is of significant im-
portance in the field of molecular biology.
In the case of functional RNA, such as ri-
bozymes, it is easy to convert to DNA using
the reverse transcriptase after the selection
procedure designed for the desired func-
tion. In contrast, we have no direct system
to convert from polypeptide to mRNA.
However, the complex formation of nu-
cleic acid and its protein product enables
one to perform pseudoreverse translation.
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In order to link polypeptide and mRNA,
two approaches using cell-free transla-
tion are now available: (1) the ‘‘in vitro
virus’’ method and (2) the ribosome (or
polysome)-display method.

In the ‘‘in vitro virus’’ method, cre-
ation of a covalent linkage of bonding
between the mRNA and the protein is ex-
ecuted by cell-free translation depending
on mRNA tagged with puromycin, an an-
tibiotic with a structure resembling the 3′
end of aminoacyl tRNA (Fig. 4a). Emerg-
ing nascent polypeptide at the P-site is
transferred to mRNA-linked puromycin
at the A-site, giving rise to a covalent-
bonded molecule of the protein product
and responsible mRNA. Consequently,
through the selection toward a polypeptide
portion, mRNA is concurrently isolated,
followed by an RT-PCR reaction of the
mRNA fragment.

Meanwhile, the ribosome (or polysome)-
display method is based upon a non-
covalent complex formation of mRNA,
ribosome, and polypeptide (Fig. 4b). The
mRNA libraries are translated in the
cell-free translation system and the re-
action is hampered by antibiotics, for
instance, chloramphenicol for the sys-
tem derived from E. coli, or simply by
cooling on ice. The stalling ribosomes
display nascent polypeptides emerging
from translating mRNA, and the selection
is directed toward arresting the mRNA-
ribosome-polypeptide complex. The iso-
lated complex is dissociated with EDTA
by splitting the ribosomal subunit, and the
eluted mRNA is subjected to the RT-PCR
reaction.

To ensure an efficient ribosome display,
the stability of the mRNA–ribosome–poly-
peptide complex should be sustained

RT-PCR
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the complex 

Transcription

DNA

Ribosome

Ligand

Cell-free translation
(stalling of translation)
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Protein
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Fig. 4 Schematic drawing of two-selection
method of mRNA by protein function. Ribosome
display (a) is based on the selection toward
attached polypeptide on stalling ribosome. The
RNA-ribosome-polypeptide complex is screened
by immobilized ligand and RNA derived from a

selected complex was amplified by RT-PCR. In
vitro virus (b) is synthesized puromicin-linked
mRNA, which attacks nascent polypeptides
attached to tRNA on the ribosome. The covalent
complex of mRNA and polypeptide is selected by
the ligand and subjected to RT-PCR.
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against the presence of RFs in the cell-
extract of the cell-free translation sys-
tem. RFs in cell-free extracts hydrolyze
polypeptidyl-tRNA on the P-site, respond-
ing to the occupation of the termination
codon at the A-site, causing a problem-
atical release of the complex. To prevent
this instability, mRNA lacking the termi-
nation codon should be designed. The
degradation of mRNA during cell-free
translation sometimes reduces recovery of
the objective mRNA. Thus, nuclease-free
cell-free translation systems are eagerly
anticipated.

Despite these problems, these two meth-
ods allow the mRNA (genotype) to be
fished out depending upon the protein
function (phenotype) in vitro, relatively
more conveniently and expeditiously than
an in vivo system. Moreover, in vitro sys-
tems are capable of dealing with a huge
genetic library comprising 1013 molecules,
which is an advantage over in vivo sys-
tems. Particularly, RNA fragments coding
for polypeptides with binding properties
toward certain ligands, such as antibodies,
are enriched in a cloning-independent way
by affinity selection from a variety of ge-
netic pools. The multiple cycles of in vitro
selection and amplification of functional
proteins and genes, starting from a ran-
domized pool, can be designated as an in
vitro evolution system.

3
Perspectives

At present, most protein production pro-
cesses are carried out utilizing an expres-
sion system in living cells. However, we
are now able to amplify DNA molecules
in a test tube by PCR technology using a
DNA polymerase and to synthesize RNA
by in vitro transcription reaction using an

RNA polymerase. Considering that these
cell-free systems definitely accelerated an
advance in molecular biology, the devel-
opment of the cell-free translation system
will also greatly contribute to studies on
the structures and/or functions of pro-
teins. Because of simplicity compared to
an in vivo expression system, the cell-
free translation system is well suited for
high-throughput protein production in a
postgenome era. Moreover, modification
of the translation process is so easily
achieved that we will be able to develop
an artificial system in addition to synthesis
of protein with unnatural amino acids, the
in vitro virus method and ribosome-display
method.

See also DNA Replication and
Transcription; Ribosome Structure
and Function, High Resolution.
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Keywords

[Ca2+]i (Concentration of Intracellular-free Calcium)
When the egg is fertilized, there is a large rise in [Ca2+]i that propagates across the
entire cell, and in mammalian eggs this is followed by oscillations in the level of
intracellular-free calcium.

CaM KII (Calcium/Calmodulin-dependent Protein Kinase II)
In the egg, it is involved with the meiotic metaphase II to anaphase II/telophase II
transition.

Cytoskeleton
A complex network of protein filaments within a cell that continuously reorganizes to
adopt different shapes and functions.

Egg Activation
A process that converts an egg into a zygote. It is naturally triggered by fertilization but
can be experimentally induced by calcium ionophore.

Signal Transduction
Relaying of an extracellular signal into a cell then amplifying the signal quickly within
the cell to create a cellular response.

MAP Kinase (Mitogen-activated Protein Kinase)
Mediates the events triggered by extracellular signals in the egg. Prohibits pronuclear
formation and appears to be responsible for the changes in the organizational state of
the microtubules (interphase to metaphase).

Molecular Scaffold
Cellular structures that localize elements of assembly pathways and provide a means
for different kinase pathways to interact in discrete regions of the cell.

PKC (Protein Kinase C)
General cytoplasmic signal inducing agent in cells. In the egg, it supports the
interphase configuration of DNA and is involved with the second polar body formation
and cortical granule exocytosis.

� The developmental transition of fertilization is a major organizational and functional
change, which initiates a rapid series of changes that restructures the egg into the
zygote. A series of cytoplasmic signal transduction events mediate these changes
after the sperm penetrates the egg, resulting in a rise in [Ca2+]i. The egg undergoes
rapid structural changes that result in the extensive remodeling of this specialized
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cell. Two pivotal signaling agents that mediate several of these rapid modifications
in cell structure are protein kinase C (PKC) and calcium/calmodulin-dependent
protein kinase II (CaM KII). Studies indicate that elements from several of the key
signaling pathways, including PKC and CaM KII, colocalize on molecular scaffolds
(i.e. meiotic spindle) in the egg and may provide a means for these pathways to
interact.

1
Overview of Cytoplasmic Signaling

1.1
General

All cells, regardless of whether they are part
of tissue in a multicellular organism or an
individual cell functioning as an organism,
are faced with the challenge of responding
to the external environment. The ability to
make an appropriate response to external
stimuli can be critical to the functioning
of a cell and, certainly, in the case
of a single-cell organism, the ability of
a cell to reproduce. Consequently, over
evolutionary time, complex networks of
signal systems have coevolved with cells
that provide mechanisms, and probably
backup mechanisms that permit short
term, relatively rapid changes in cells
in response to external stimuli. Short-
term cytoplasmic signals are typically
mediated through kinases, phosphatases,
other enzymes, and calcium to mediate
relatively rapid changes in cells. This is
in contrast to long-term signaling events,
which are mediated by changes in gene
transcription and can require multiple
days to weeks to result in a change in
cell function.

There is a diverse array of short-term cy-
toplasmic signals, but they typically have
several features in common. They have
the ability to amplify and propagate the

signal rapidly from the site of origin,
they can be modified rapidly (e.g. phos-
phorylated/dephosphorylated or bound to
calmodulin/calcium), and the signal(s) can
be terminated rapidly. Such signals can
propagate globally across the entire cell, as
is the case with the calcium signals when
the egg is fertilized, or they can act in dis-
crete regions in the cell perhaps by binding
to molecular scaffolds. Intracellular signals
can be mediated through a variety of mech-
anisms such as enzyme-linked receptors,
G-proteins, gap junctions, phospholipases,
hormones, or calcium in a network of
pathways that can be highly cross-linked.
The level of free calcium in cells often
has a role in mediating some portion of
a signaling pathway. To keep the level
of intracellular-free calcium ([Ca2+]i) low,
cells have evolved a variety of mechanisms
including enzymes and other cell proteins
that are differentially regulated by the level
of [Ca2+]i. These proteins have coevolved
with mechanisms that promote low lev-
els of intracellular-free calcium, so that an
elevation of free calcium will activate or
inhibit an array of calcium-dependent pro-
teins to provide a system that can affect
numerous cellular functions.

The egg, and specifically the mammalian
egg, is a useful system for investigating cy-
toplasmic signaling events, as this unique
cell must rapidly undergo a highly ordered
set of changes in structure and function
as a result of fusion with the sperm. If
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these structural and functional changes do
not occur correctly, then the organism fails
to propagate its genes. Additional features
that make mammalian eggs a good system
for investigating signaling events include
the following: (1) Inherent in the produc-
tion of (as well as fertilization of) eggs are
natural cell cycle arrest points. The natural
cell cycle arrest points provide for syn-
chronous release from the cell cycle arrest.
This has permitted the analysis of many of
the signaling mechanisms involved in the
cell cycle. When eggs are employed, these
pathways involve the meiotic cell cycle;
only after fertilization does the first mi-
totic cell cycle initiate. Investigations have
revealed features unique to the meiotic cell
cycle, such as the function of c-mos in the
cell cycle arrest. These investigations have
also identified many cell cycle signaling
events common to both meiosis and mi-
tosis. (2) In mammalian eggs, the DNA is
condensed in the form of chromosomes
and cannot participate in transcription.
Consequently, at this time in development,

the regulation of changes in cell function
(i.e. from egg to zygote) is under the con-
trol of cytoplasmic signaling events and
occurs largely at the protein level.

The illustration (Fig. 1) indicates the
pathways that have been reported to be
engaged as a result of mammalian egg
fertilization and cell cycle resumption. Cal-
cium acts at the top of a hierarchy of an
extensive signaling cascade and triggers
more than one signaling pathway. Fur-
thermore, in mammalian eggs, the initial
calcium rise is followed by oscillations in
the level of free calcium above the basal
level for several hours. A recent study by
Ducibella and coworkers show that cal-
cium oscillations drive the progression of
several signaling events that convert the
egg to a zygote. Once the fertilization-
induced rise in intracellular-free calcium
occurs, other calcium-dependent pathways
are activated as indicated in Fig. 1.

Calcium/calmodulin-dependent protein
kinase II (CaM KII) is activated in mam-
malian eggs, and the activation of CaM

Fertilization
Elevated
CaM KII
activity

[Ca2+]i

MPF inactivation
(Cyclin B1 degradation)

Cortical granule exocytosis

2nd PB closure of contractile ring

Potentiation of MAPK activity

Metaphase II to anaphase II /telophase II

Elevated
PKC

activity

Continued
MAPK
activity

2nd PB initiation

Cortical granule exocytosis

Interphase cytoplasm

PKM formed

Prohibits pronuclear
formation

Fig. 1 The illustration indicates pathways that are involved as a result of the rise in
intracellular-free calcium that accompanies mammalian fertilization. 2nd PB = second
polar body.
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KII is dependent on the presence of both
calmodulin and calcium. While functions
of CaM KII have been demonstrated in
eggs from other classes of organisms,
there are not many reports concerning
CaM KII activation in mammalian eggs.
Several roles for CaM KII are summarized
in Fig. 1. There is general agreement from
many sources that the rise in intracellular-
free calcium inactivates maturation pro-
motion factor (MPF) by targeting cyclin
B1 for degradation through an ubiquitin-
dependent pathway. In addition, Protein
kinase C (PKC) acts downstream of the
calcium signal and there have been sev-
eral reports demonstrating this activation
at a biochemical or immunocytochemi-
cal level in mouse and rat eggs, although
the specific isotypes of PKC that act ap-
pear to differ depending on the study and
species. Once activated, PKC appears to
have several roles as summarized in Fig. 1
including the release of PKC’s catalytic
domain (i.e. PKM). Until recently MAP
kinase (mitogen-activated protein kinase)
was thought to function independent of
the other three pathways in Fig. 1.

1.2
Signals Regulated by Kinases

In the mammalian egg, there are three
well-studied kinases that are regulated by
calcium. Protein kinase C and calcium/cal-
modulin-dependent protein kinase II
(CaM KII) are activated by calcium, while
MPF is inactivated by calcium.

There are at least 12 different isotypes
of PKC that range in molecular weight
from about 67 to 76 kDa and all phos-
phorylate serine and threonine residues in
protein. The isotypes are organized into
three groups referred to as conventional,
atypical, and novel by the cofactors re-
quired to activate the different isotypes.

The conventional PKC isotypes, α, βI,
βII, and γ , are activated by diacylglycerol
(DAG) and negatively charged phospho-
lipids in a calcium-dependent manner. The
atypical PKC isotypes ζ and λ require neg-
atively charged phospholipids but do not
require DAG or calcium. The novel PKC
isotypes δ, ε, θ , η, and µ do not require cal-
cium but require DAG and phospholipids
as cofactors. Some investigators regard
PKC µ isotype as a different category
of kinase because it has a unique struc-
ture. Conventional isotypes are the most
likely to act proximally downstream of the
calcium signal induced by fertilization of
mammalian eggs because they require cal-
cium as a cofactor. It has been shown that
cells can contain more than one isotype of
PKC and thus, depending on the cofactors
generated, members of this kinase family
have the potential to influence a variety of
different pathways in a single cell as well as
have different effects in different cells. The
different isotypes can have different sub-
strate specificity allowing one PKC isotype
to have different effects on the cell rather
than activation of another isotype in the
same cell. Work with somatic cells has sug-
gested that at least one of these isotypes,
PKC λ, may serve to decode both cal-
cium oscillations and DAG signals. These
features are most likely important to mam-
malian eggs because not only has PKC λ

been identified in mouse eggs but at least
seven different isotypes of PKC have also
been recently identified at the protein level
in both mouse eggs and early embryos.

There are several isotypes of calcium/cal-
modulin-dependent protein kinase II α, β,
γ , δ and, the functional enzyme is a het-
eromultimer composed of several catalytic
subunits, but for the kinase to be active not
all subunits are required. CaM KII is a large
kinase with a molecular weight of 50 kDa
and requires an association with calcium
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bound to one or more of the calmodulin
binding sites. This association activates
the kinase and permits phosphorylation on
serine/threonine at consensus phosphory-
lation sites. Once CaM KII is activated
it can undergo autophosphorylation on
T286/287. Consequently, it can maintain
its state of activation after the calmod-
ulin dissociates from CaM KII. CaM KII
is thought to be involved with the transi-
tion from metaphase to anaphase in both
somatic cells and in eggs. There is gen-
eral agreement from many sources that
the rise in intracellular-free calcium in
amphibian eggs activates CaM KII, which
then activates the ubiquitin-dependent cy-
clin degradation pathway and also acts
on c-mos degradation. At egg activation,
an increase in activity of CaM KII can
be measured in mammalian eggs. By us-
ing antibodies that bind to the β- and
δ-isotypes of CaM KII, it has been revealed
that specific molecular scaffolds in the egg
and early mouse embryo are enriched with
CaM KII, as will be discussed in subse-
quent sections.

One well-studied calcium-dependent
event involves inactivation of MPF. MPF
is composed of cyclin B1 and p34cdc2 and
has been indicated as one of the kinases
that drive the cell into metaphase. The rise
in intracellular-free calcium that accompa-
nies fertilization inactivates MPF by target-
ing cyclin B1 for degradation through an
ubiquitin-dependent proteolytic pathway.
MPF activity decreases in the absence of
cyclin B1.

2
Coordination of Complex Signaling
Pathways

There are numerous signaling pathways
involved in the conversion of the egg to

the zygote as outlined in an earlier section.
These pathways act in a particular temporal
sequence and some of the pathways appear
to act on the same structure at different
times progressively changing the cellular
components. This is the case for the forma-
tion of the second polar body, which will be
described in more detail in a subsequent
section. The complexity of the changes
that occur is not indicative of a system
in which enzymes and specifically kinases
are randomly diffused about the cells, but
rather of a situation in which kinases and
other components have restricted domains
within the cells. Two features of the mouse
egg are likely to permit the existence of
these restricted domains, that is, (1) the
meiotic spindle appears to be serving as a
molecular scaffold that anchors elements
of different signaling pathways; (2) the
architecture of the egg itself is highly po-
larized and may restrict the distribution of
signaling components including kinases.

2.1
Molecular Scaffolds

The potential for the meiotic spindle to
serve as a molecular scaffold provides the
opportunity to study the regulation of, and
cross talk among, distinct cytoplasmic sig-
naling pathways in mammalian eggs. MAP
kinase pathways and their association with
molecular scaffolds have received much
study. Such scaffolds, originally identified
in yeast as the Ste5 protein, have been
shown to bring together many of the up-
stream regulatory elements in the MAP
kinase pathway. Proteins with functional
similarities to Ste5 have been identified in
higher eukaryotes. Of particular relevance
to this review, microtubules have been
shown to serve as a molecular scaffold
for a variety of signaling pathways includ-
ing elements of MAP kinase pathways.
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For example, the MAP kinases ERK1/2
have been shown to associate with micro-
tubules. In another MAP kinase pathway,
the JNK pathway, elements of that pathway
(i.e. MLK2, the MAP kinase kinase kinase)
associate with the microtubules through
kinesin-like molecular motors.

Molecular scaffolds have been investi-
gated in a wide variety of systems and
signaling pathways. Results from these
studies have led to the identification of
the following putative roles for molecu-
lar scaffolds: (1) increase the efficiency of
cellular reactions by optimally positioning
kinases as well as their substrates and
products on the scaffold; (2) decrease the
response time to a stimulus; (3) enhance
some forms of cross talk among pathways
while reducing other forms of cross talk
(by juxtaposing elements of distinct path-
ways on the same scaffold); (4) increase
substrate specificity and; (5) localize sig-
naling pathways to specific parts of a cell.
All of these putative roles would serve use-
ful functions in mammalian eggs since
eggs must undergo a highly orchestrated
regime of changes rapidly after fertiliza-
tion and in the absence of new gene
transcription.

There are a number of potential ad-
vantages in employing microtubules as
scaffolds in mammalian eggs. First, in
the mammalian egg, microtubules pro-
vide a relatively large structure that can
serve as a large surface area for the bind-
ing of various proteins and components
of signaling pathways. Second, the micro-
tubules in M-phase cells exhibit a distinct
polarity with their disassembly end embed-
ded in the centrosome and the assembly
end closer to the cell equator (for kine-
tochore and polar microtubules). Should
elements of a signaling pathway be as-
sociated with a molecular motor protein
or activated by something carried on a

molecular motor protein, they could be
positioned precisely. Third, there are three
forms of spindle microtubules, namely,
kinetochore, polar, and astral (in mouse
eggs astral microtubules are not promi-
nent) that may serve distinct functions
for signaling pathways (for example, in
the formation of midzone microtubules or
in cytokinesis). Fourth, the spindle pro-
gresses through distinct, time-dependent
changes after fertilization, which can serve
to temporarily reposition the scaffold and
associated signaling components to dis-
tinct locations in the cell at distinct times
over the first 1 to 1.5 h postfertilization.
Fifth, after fertilization, the meiotic spin-
dle and its derivatives occupy a polarized
location in the egg and forming zygote. All
of these potential functions of the spin-
dle microtubules as a molecular scaffold
regulating cytoplasm signaling pathways
could serve to orchestrate the hierarchi-
cal regime of structural and functional
changes the egg undergoes in a precise
spatial and temporal order as it becomes
the zygote.

Studies in other systems provide evi-
dence to demonstrate interactions between
CaM KII and MAP kinase. For example,
CaM KII has been shown to regulate the
activity of MAP kinase in smooth muscle
tissue although the mechanism of action
was not determined. One study examin-
ing vascular smooth muscle cells shows
that CaM KII acts upstream of ERK 1/2
through a tyrosine kinase. In neurons,
CaM KII and MAP kinase colocalize on
a scaffold (i.e. the postsynaptic density)
and interact. The work on smooth muscle
and neurons, together with our own pre-
liminary studies, is very suggestive of an
interaction between CaM KII and MAP ki-
nase, or one of the upstream regulators, on
the meiotic spindle (i.e. scaffold) in mouse
eggs.
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2.2
Cell Architecture

2.2.1 Action of Signaling Agents on the
Cytoskeleton
The fertilization-competent egg has a
variety of molecular scaffolds at distinct
locations within the cell. Cortical granules
that exocytose after fertilization, create a
block to polyspermy and are enriched
along the cell periphery of the spherical
egg cell. Actin filaments also are enriched
at the cell periphery, while unique arrays
of intermediate filaments in the form of
‘‘cytoskeletal sheets’’ are in the cell interior
and excluded from the cell periphery.
The only microtubules in the cell at this
time in the cell cycle are the spindle
microtubules with their associated DNA in
the form of chromosomes. This entire unit
(i.e. the spindle and the chromosomes)
at meiotic metaphase II is polarized
immediately subjacent to the plasma
membrane. The egg surface is covered
with microvilli except for the region
immediately above the meiotic spindle.
Even the mitochondria have a polarized
distribution with more mitochondria in
the hemisphere containing the meiotic
spindle.

In mammalian eggs, the microtubule
network is acted on by MAP kinase to con-
vert the interphase array of microtubules
into the M-phase array of microtubules.
The M-phase array of microtubules is the
meiotic spindle and this appears to be serv-
ing as a molecular scaffold that is involved
in the regulation of the complex signaling
pathways in the egg.

The actin filament network that is greatly
enriched at the cell periphery is a location
where many structural changes occur.
Correlative data suggest that signaling
agents may act on the actin network,
such as the localization of active PKC

in the cell periphery, shortly after egg
activation. However, there is a paucity of
direct evidence for this interaction in the
mammalian egg.

The intermediate filament network in
mammalian eggs is composed of a highly
cross-linked network of filaments in the
oocyte, fertilization-competent egg, and
early embryo. The intermediate filaments
are composed of cytokeratins 5, 6, 16,
and Z, which are produced by the mater-
nal genome. These cytoskeletal elements
referred to as ‘‘sheets’’ serve as a ma-
ternal form of intermediate filaments
that are involved partly with cell adhe-
sion events during embryonic compaction
and extensively with cell adhesion as the
blastocyst implants into the uterine wall.
This specialized network of intermedi-
ate filaments has been identified in the
fertilization-competent eggs of a variety
of mammals including mouse, rat, ham-
ster, humans, cows, and pigs. PKC acts
on these ‘‘sheets’’ as part of the mech-
anism of downregulating the kinase. As
described in more detail in an earlier
section, the fertilization-induced rise in
calcium activates PKC causing it to translo-
cate to the plasma membrane. At the cell
periphery, the PKC signal is downreg-
ulated by cleaving the catalytic subunit
of PKC from its calcium and membrane
binding domain. The catalytic subunit is
then free to diffuse into the cell interior
(in a form referred to as PKM) where
it can phosphorylate substrates in both
a membrane- and calcium-independent
fashion and then PKM becomes enriched
on cytoskeletal sheets. Cytokeratin 16, be-
comes phosphorylated, along with other
components in the sheets, at the same time
that this intermediate filament network
undergoes extensive remodeling. A recent
investigation by Coonrod and coworkers
has demonstrated that a peptidylarginine
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deiminase-like protein is associated with
the cytoskeletal sheets and it becomes ac-
tive shortly after egg activation where it
may serve to aid in the reorganization of
the cytoskeletal filaments in the sheets.

3
Formation of the Fertilization-competent
Egg

3.1
CaM KII

Several reports have determined that
CaM KII is present in the fertilization-
competent mouse egg and it also is
enriched on the meiotic spindle. A co-
factor required for activation of CaM KII,
calmodulin, is also present in the egg, but
in contrast, very little of it is associated
with CaM KII or the meiotic spindle in the
metaphase II egg. Calmodulin, in associ-
ation with CaM KII activity, which results
from the basal level of [Ca2+]i in the egg,
has been demonstrated in fertilization-
competent eggs by biochemical assays. As
will be discussed later, the level of CaM KII
activity greatly increases after fertilization.

3.2
PKC in the Mammalian Egg

PKC is another kinase that functions to
convert the mammalian oocyte into the
fertilization-competent egg. Activation of
PKC has been reported to inhibit the disas-
sembly of the germinal vesicle. Thus, one
might expect that the activity of PKC would
either remain constant, or be reduced, at
the time of germinal vesicle disassem-
bly. Several different PKC isotypes exist
in fertilization-competent eggs of mice, al-
though there are differences between those
represented at the protein level compared

to those represented at the RNA level.
PKCλ and PKCµ are detected at the RNA
level, while at the protein level PKCα, δ,
λ, µ, and ξ are detected in the metaphase
II egg. The protein level may have more
isotypes because the proteins may be of
maternal origin. Gangeswaran and Jones
also examined mouse PKC isotypes both
during the resumption of meiosis to pro-
duce the fertilization-competent egg and
in the egg itself. However, they did not
detect PKC isotypes α, β, γ , ε, η, θ , and
ζ but detected PKC isotypes δ and λ in
germinal vesicle stage oocytes at both the
protein and mRNA level in metaphase
II eggs. Raz et al. detected protein and
mRNA for PKCα, β, γ , ε, µ, λ, and ζ in
oocytes and metaphase II eggs from rat.
Only conventional isotypes of PKC (i.e.
PKCα, β, and γ ) would be candidates for
signaling agents that acted proximate to
the fertilization-induced [Ca2+]i since only
the conventional isotypes of PKC require
calcium as a cofactor for activation. Other
PKC isotypes may be active at the time
of fertilization, but the function of these
isotypes may not be dependent on the
generation of a calcium signal.

3.3
MAPK and MPF

Two important kinases that function to
convert the oocyte into the fertilization-
competent egg are MPF and MAP kinase.
At about the time that the oocyte nu-
cleus (i.e. the germinal vesicle) begins to
disassemble, the activity of both kinases
appears. There is evidence to suggest that
in mammalian development, MAP kinase
activity appears first, followed by MPF ac-
tivity, or there is simultaneous activation
of MAP kinase and MPF. Data from other
investigators have indicated a reverse se-
quence. As Cyclin B1 is synthesized and
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associated with p34cdc2 to make active
MPF, oocytes arrested in prophase I of
meiosis are recruited to resume meiosis.
Cyclin degradation is initiated as the oocyte
transits between meiosis I and meiosis II.
New synthesis of cyclin replenishes the
diminished concentration of cyclin and
maintains the activity of MPF. This bal-
ance of continued degradation and new
synthesis of cyclin accompanies the for-
mation of the fertilization-competent egg
and explains why, when protein synthe-
sis inhibitors are applied to eggs, the
eggs subsequently activate. This is be-
cause cyclin continues to be degraded as
normal but the inhibitor blocks any new
cyclin synthesis. Subsequently, the arrest
at meiotic metaphase II cannot be main-
tained because of the level of MPF. The
integrity of a molecular scaffold of the
cell, the meiotic spindle, plays an im-
portant role in the degradation of MPF
within the fertilization-competent egg at
meiotic metaphase II. Cyclin degradation
is inhibited and the egg remains arrested
in meiotic metaphase II if the meiotic
spindle is disrupted with a microtubule-
disassembling agent. In contrast, the
degradation of MPF is much slower be-
tween meiosis I and meiosis II and it does
not appear to be linked to the integrity
of the spindle microtubules. This suggests
that in a metaphase II egg, the presence of
a molecular scaffold (i.e. the meiotic spin-
dle) is associated with components that
provide a mechanism to increase the effi-
ciency of a variety of reactions including
cyclin degradation. The colocalization of
components on molecular scaffolds in the
cell will be discussed below.

Several different MAP kinase pathways
have been identified in various cell types
functioning through different MAP ki-
nases, for example, ERK 1/2, JNK/SAPK,
p38, and ERK 5. The ERK 1/2 pathway has

been identified in oocytes and eggs. In this
pathway, the upstream activator of MAP ki-
nase is MEK 1/2 (i.e. MAP kinase kinase).
Further upstream in this kinase cascade in
eggs is c-mos (MAP kinase kinase kinase),
whereas in other cell types it is typically
one of the Raf isotypes. When oocytes are
triggered to resume meiosis from the ar-
rest at prophase I, MAP kinase is activated.
MAP kinase is dependent on protein syn-
thesis to be initially activated because if
puromycin, an inhibitor of protein synthe-
sis, is applied MAP kinase does not become
active in mouse or rat oocytes. However,
once MAP kinase is activated, protein syn-
thesis is no longer necessary to maintain
MAP kinase activation. C-mos is present
in mammalian eggs and is considered a
part of cytostatic factor (a factor in the cyto-
plasm that maintains the arrest at meiotic
metaphase II). It is important to note that c-
mos is thought to be an upstream activator
of MAP kinase and in the absence of c-
mos activity, MAP kinase does not become
active. Evidence of this activation pathway
also comes from studies where the c-mos
gene has been disrupted. In such mice,
MAP kinase does not become active. Raf,
which is a known upstream activator of
MAP kinase, is also present in these eggs,
but Raf activity was not detected when
MAP kinase became active. The activation
of MAP kinase requires phosphorylation
on both tyrosine and threonine residues
to become an active serine/threonine ki-
nase and the application of phosphatase
inhibitors speeds MAP kinase activation.

The major changes in organizational
state of the microtubules (i.e. the switch
from the interphase to the M-phase
configuration of microtubules) as well as
the disassembly of the germinal vesicle
that is required for the formation of
the metaphase II egg appear to be due
to MAP kinase activation in the oocyte.
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Inoue et al. accelerated germinal vesicle
disassembly by microinjection of active
MAP kinase into the germinal vesicle,
which suggests that MAP kinase acts
directly on components in the nucleus to
mediate nuclear disassembly.

The active form of MAP kinase is
enriched on the entire meiotic spindle
in the fertilization-competent egg arrested
at meiotic metaphase II. To demonstrate
the presence of the active form of the
kinase, an immunocytochemical assay was
performed using antibodies that bind sites
on MAP kinase that are phosphorylated
only when the kinase is active. By using
an antibody that recognized both forms of
the kinase (i.e. total MAP kinase and active
MAP kinase), the distribution of both the
active and total forms of the kinase was
compared. Other investigators have also
reported association of total MAP kinase
with the mammalian meiotic spindle;
however, only the poles of the meiotic
spindle were reported by the investigators
to bind MAP kinase. This may have
been observed because the spindles were
physically isolated from the metaphase II
egg before CaM KII was measured by
immunolocalization, and this may have
resulted in restriction of MAP kinase to
the poles.

4
Activation of the Egg

4.1
Remodeling through Changes in Activity
of Calcium/Calmodulin-dependent Protein
Kinase II

As previously mentioned, CaM KII’s activ-
ity increases after fertilization in mouse
eggs; however, until recently little was
known concerning the function of this

activity in mammalian eggs. Johnson et al.
demonstrated that CaM KII is enriched
throughout the meiotic spindle in the
fertilization-competent mouse egg. When
either the egg or activated egg is detergent
extracted to remove soluble and freely dif-
fusing components from the cell, CaM KII
remains behind and appears to be tightly
associated with the meiotic spindle mi-
crotubules. In contrast, a concentration of
calmodulin cannot be detected in associa-
tion with the spindle in the metaphase II
egg after detergent extraction, except for
a window of time that is approximately
5 min after egg activation. After activa-
tion of an egg with calcium ionophore,
calmodulin transiently associates with the
detergent-resistant spindle 5 min after the
ionophore treatment, but is absent by
15 min posttreatment. Calmodulin would
bind to the increase in [Ca2+]i in the egg
caused by a calcium ionophore treatment.
Subsequently, one would anticipate that
this calcium/calmodulin complex would
activate CaM KII by associating with the
kinase. This reaction could be representa-
tive of the 5 min after ionophore treatment
when the transient calmodulin is bind-
ing to CaM KII, which is attached to the
detergent-resistant spindle. This proposal
is supported by Johnson et al., who demon-
strated that the level of CaM KII activity
almost doubles within 5 min after egg ac-
tivation, the same window of time that
calmodulin is tightly associated with the
meiotic spindle. In support of this finding,
it was demonstrated by a recent investiga-
tion that CaM KII was active during this
time interval and that a large portion of the
CaM KII that is activated is enriched on
the meiotic spindle.

The results described above suggest that
activation of CaM KII is specifically in-
volved with some function of the meiotic
spindle. The transition of chromosomes
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out of metaphase II arrest into anaphase
II and subsequently into telophase II is
promoted by CaM KII. This was demon-
strated in two ways: (1) Living eggs were
activated with calcium ionophore after the
application of membrane-permeant CaM
KII inhibitors, which blocked the transi-
tion from metaphase II into anaphase II;
(2) When permeabilized eggs were equi-
librated in a medium whose free calcium
concentration was adjusted to 1 µM (using
a calcium/BAPTA buffer), calmodulin was
present at a concentration sufficient to es-
tablish a 4 : 1 ratio of calcium : calmodulin,
and an ATP regenerating system was
present; the permeabilized eggs transited
through anaphase into telophase with the
same timing that would occur in a fer-
tilized living egg. As the ratio of calcium
to calmodulin was sequentially dropped to
0 : 1 in the permeabilized egg, the transit
to telophase was progressively reduced to
zero. When inhibitors to CaM KII were ap-
plied, the transit to telophase was blocked,
but other kinase inhibitors, including in-
hibitors to PKC, could not prevent the
transit through anaphase into telophase.

The above results strongly indicate
that the movement of chromosomes
from meiotic metaphase II arrest into
anaphase II and subsequently telophase
II is regulated by activation of CaM KII.
These results also explain investigations
discussed earlier, which reported that
when PKC is activated in mammalian
eggs in the absence of an elevation in
the level of intracellular-free calcium, an
abnormal transit out of metaphase II
occurs. CaM KII is not activated in the
absence of a rise in the level of [Ca2+]i
and the chromosomes do not transit
into anaphase, but other features of egg
activation occur.

It is important to remember that John-
son et al. reported that CaM KII remains

on elements of the mammalian meiotic
spindle as the cell transits into anaphase
and at subsequent stages. Interpolar mi-
crotubules form an overlapping assembly
in the midzone region during the latter
part of M-phase and the microtubules
become bundled. Such midzone micro-
tubules contain many spindle-related pro-
teins. It has been proposed that these
proteins have a role in the formation of
the contractile ring during cleavage. John-
son et al. reported, in accordance with this
proposal, that CaM KII appears to tran-
sit along the midzone microtubules to the
contractile ring of the second polar body
and localizes on the contractile ring sug-
gesting it may play an active role in the
cytokinetic process. In addition, a recent
study by Hatch and Capco demonstrated
that the active form of CaM KII associ-
ated with the cytokinetic ring, a structure
that forms perpendicular to the midzone
microtubules. This study confirms and ex-
tends on work by earlier investigators who
blocked CaM KII activity with drugs. An
inhibitor to calmodulin function was em-
ployed by Xu et al. and showed that this
delayed the formation of the second po-
lar body. Since calmodulin is required to
activate CaM KII, the authors speculated
that CaM KII activity was needed for the
formation of the second polar body. This
idea was further supported by two sepa-
rate studies, which reported that second
polar body formation was delayed after
inhibitors to CaM KII were employed.

The above observations also address an-
other paradox that was reported when
PKC-induced egg activation was investi-
gated. Gallicano et al. reported that after
treatment with PKC agonists, the second
polar body initially appeared, but then
would frequently be absorbed into the egg.
When PKC agonists are applied, there is
no increase in the level of [Ca2+]i and
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the chromosomes do not transit normally
from metaphase into anaphase. Midzone
microtubules will not form since the chro-
mosomes do not transit properly into
anaphase, which could lead to an incorrect
positioning of CaM KII. CaM KII would
not be activated even if the kinase did
translocate correctly to the contractile ring
of the forming second polar body because
the [Ca2+]i levels would not have been
elevated. Contractile ring closure may be
inhibited in the absence of CaM KII activa-
tion. Without a complete separation from
the egg, the second polar body may in-
stead become absorbed into the activated
egg after a period of time.

As noted in a previous section, CaM KII
is tightly associated with the meiotic spin-
dle. However, other cytoplasmic signaling
agents including cyclin, c-mos, and MAP
kinase have been reported to be associated
with at least parts of the spindle in a vari-
ety of different systems. The presence of,
or localization to, a particular site within
a cell does not indicate that a kinase is
in its active form. In fact, location of the
greatest concentration of a kinase may dif-
fer from the site where the active kinase is
positioned, as was shown in the study by
Hatch and Capco that examined the dis-
tribution of CaM KII and MAP kinase in
mouse eggs. This study makes use of anti-
bodies that only recognize the active form
of the kinase and other antibodies that rec-
ognize both the active and inactive forms
of the kinase (i.e. the total kinase). The
spatial distribution of total CaM KII and
total MAP kinase was compared and indi-
cated that the kinases colocalized on the
meiotic spindle in the metaphase II egg
and on the midzone microtubules after
egg activation. However, very little active
MAP kinase was present on the midzone
microtubules and was only localized on
the spindle for 25 min after egg activation.

At later postactivation stages, total MAP
kinase was still enriched at the midzone
microtubules, but at that same location
active MAP kinase was not present. In
comparison, CaM KII was constantly asso-
ciated with the spindle microtubules and
later the midzone microtubules, whereas
active CaM KII was enriched on the spindle
only at 5 and 25 min after egg activation,
and then enriched on the contractile ring
of the second polar body 55 min after egg
activation.

Colocalization of CaM KII and MAP
kinase on the meiotic spindle provides
the opportunity for interaction between
the two kinases. This may be particularly
important for CaM KII since it becomes
active on the spindle 5 min after egg
activation at the same time that MAP
kinase also is active and associated with
the meiotic spindle. An investigation
demonstrated that inhibition of CaM KII
activity caused a decrease in both the
amount of total MAP kinase and active
MAP kinase on the spindle. This study
suggested that activation of CaM KII
(within 5 min of egg activation) serves
to potentiate MAP kinase in the active
state. There are two forms of MAP kinase
in mouse eggs ERK1 and ERK2. Both
forms contain consensus phosphorylation
sites for CaM KII. These are not the
same sites that activate MAP kinase, but
phosphorylation by CaM KII on these sites
may prevent degradation of MAP kinases.
As will be discussed in a later section,
it has been proposed that the activity
of MAP kinase inhibits pronuclei from
forming precociously in the zygote, and
after MAP kinase activity drops, pronuclei
immediately form. Thus, as the means
of regulating the timing of the formation
of pronuclei, egg activation induces the
activation of CaM KII. This CaM KII
activity serves to boost MAP kinase activity
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preventing pronuclei from forming too
early in the zygote.

CaM KII could have two potential roles
in regulating the conversion of the egg
into the zygote based on the above studies:
(1) to mediate the chromosomal transition
from metaphase II arrest into anaphase
II and subsequently through telophase II
in the fertilization-competent egg and (2)
to interact with MAP kinase to potentiate
its activity and prevent formation of
pronuclei. CaM KII is localized at an
optimal site to be involved with both the
above-stated roles because it is colocalized
with MAP kinase. It subsequently interacts
with, and it is localized on, the meiotic
spindle, which is a mechanical scaffold in
eggs that drives chromosomal movement.

4.2
Remodeling through Changes in Activity of
Protein Kinase C

When eggs are treated with PKC agonists,
fertilization-competent hamster eggs re-
lease from arrest at meiotic metaphase
II, initiate second polar body formation,
and several hours later pronuclei as well
as the Golgi apparatus form (all compo-
nents that are absent in M-phase cells). A
number of the events associated with egg
activation are initiated after PKC is acti-
vated in eggs using a phorbol ester (i.e.
a pharmacologic agent known to activate
PKC) or a diacylglycerol, a natural activa-
tor of PKC in cells. Even after inducing
activation of PKC with agonists while the
level of [Ca2+]i was clamped low with a
calcium chelator, these activation events
still occurred. However, in this case the
meiotic spindle did not undergo a normal
metaphase to anaphase transition when
the level of [Ca2+]i was clamped low. In-
stead, the entire meiotic spindle attempted

to translocate into the forming second po-
lar body. When the reverse situation was
tested (the level of [Ca2+]i was elevated
by experimental manipulation, and the
activity of PKC was clamped low using
antagonists) the eggs did not change and
remained arrested at meiotic metaphase
II. This indicates that PKC acts down-
stream of the calcium signal, although
the specific isotypes of PKC that act ap-
pear to differ depending on the study and
species. Even though PKC induced a num-
ber of changes that are associated with egg
activation, some other calcium-dependent
feature was needed to cause the normal
metaphase to anaphase transition. To con-
firm that the fertilization-induced event
involved PKC at an immunocytochemical
level, the investigators monitored the spa-
tial position of several isotypes of PKC by
using a PKC reporter dye. In this study,
the investigators demonstrated in ham-
ster metaphase II eggs that as a result
of the rise in intracellular-free calcium,
PKCs translocated from a relatively uni-
form distribution in the cytoplasm to the
cell periphery near the plasma membrane
of the egg. Translocation of the reporter
dye to the membrane indicated that the ki-
nase was activated. In this study, a DAG, a
natural simulator of PKC activity produced
in vivo, was employed. A DAG was used
because the cell itself makes DAGs and
contains enzymes that normally metabo-
lize DAG into other compounds. Thus,
any DAG when transiently applied is more
likely to mimic the normal activation of
PKC. Phorbol esters also activate PKC but,
in contrast, they are foreign to cells and
could likely not be metabolized because
they are not normally present in cells. Use
of phorbol esters as PKC agonists could
lead to abnormal results due to an ex-
tended activation of PKC as well as other
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perturbations even if the phorbol ester was
applied for a brief period.

Mouse eggs also have been used to
demonstrate the involvement of PKC in
activation. In the study by Gallicano et al.,
the role of PKC appeared to be identical
to that described above for hamster eggs
but in addition to application of DAG,
sperm inseminated eggs were utilized. It
was shown that sperm have the same effect
as other PKC agonists, that is, after sperm
penetration PKC in the egg translocates
to the cell periphery. In the Gallicano
et al. study, the investigators used another
method, a biochemical assay, to confirm
that PKC was translocating to the cell
periphery at the same time that the activity
of the kinase increased. In addition, at the
site of second polar body initiation, PKC
was shown to be enriched. Raz et al. used
rat eggs to demonstrate that specific PKC
isotypes translocate to the cell periphery
in mammalian eggs. Upon activation of
the kinase in the rat egg, PKC isotypes
α, β, and γ translocate to the plasma
membrane. These results fit well with
the model that proposes that PKC acts
downstream of the fertilization-induced
elevation in [Ca2+]i since, noted previously
PKC α, β, and γ are calcium-dependent
isotypes. This observation supports the
earlier work of Gallicano et al. who, using
a PKC reporter dye that detects several
PKC isotypes, showed, as a result of
egg activation and fertilization that PKC
became active and translocated to the
plasma membrane of mammalian eggs. In
addition, a more recent study also supports
this model. Luria et al. have examined PKC
α, β1, and β2 in mouse eggs and report
that PKCα translocates to the plasma
membrane as a result of egg activation
and fertilization. Two other laboratories
did not detect either PKCβ1 or PKCβ2

isotypes at the protein or RNA levels in
mouse eggs.

Activated PKC drives the egg into an in-
terphase state of the cell cycle and has been
shown to be involved with cortical gran-
ule exocytosis in fertilization-competent
rat eggs. In the study by Raz et al.,
PKC was activated by both phorbol esters
and DAGs and showed that activation of
PKC induced both of these events. Cor-
tical granule exocytosis in mouse eggs
has also been reported after PKC is ac-
tivated. However, since PKC inhibitors
cannot block the fertilization-induced exo-
cytosis of cortical granules, this indicates
that the PKC pathway and other calcium-
dependent signaling pathways also induce
cortical granule exocytosis (Ducibella and
LeFevre, 1997; Raz et al., 1998c). There
is a report that inhibition of CaM KII
blocks cortical granule exocytosis, but an-
other study claims that CaM KII has no
effect on cortical granule exocytosis. In
mammals, the cortical granule exocyto-
sis pathway becomes linked to calcium
as the oocyte proceeds through meiosis
to become the fertilization-competent egg.
As mentioned above, PKC is known to
translocate to the cell periphery near the
plasma membrane and since the cortical
granules are located in this region, PKC
may serve as one of the regulators of corti-
cal granule exocytosis. Gallicano et al. have
proposed that PKC regulates the remodel-
ing of the egg into the zygote in a very
precise temporal and spatial fashion. In
that model, active PKC translocates to the
plasma membrane, which is induced by
the fertilization-induced rise in [Ca2+]i.
Once PKC becomes active, it is tethered to
the cytoplasmic face of the plasma mem-
brane and can phosphorylate substrates
in that vicinity. It may serve to trigger a
number of events including cortical gran-
ule exocytosis. One of the mechanisms
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for active PKC to be downregulated is to
cleave its membrane and calcium binding
domains from the catalytic subunit. Once
cleaved, the catalytic subunit can diffuse
away from the plasma membrane while
the catalytic subunit remains as an ac-
tive kinase that is no longer calcium- or
membrane-dependent. In this state, it has
historically been referred to as PKM. Now
that PKM is not membrane tethered, it
can phosphorylate elements in the inte-
rior of the mammalian egg. In support of
this model, Gallicano et al. have demon-
strated that after activation of PKC, PKM
is generated, and that it phosphorylates
components of the cytoskeletal sheets and
other substrates in the interior of the egg.
PKC has both temporal and spatial pre-
cision because PKM can only form after
PKC is activated. Thus, as a result of the
fertilization-induced elevation in the level
of [Ca2+]i, PKC initially modifies the cell
periphery and then components in the cell
interior are later modified by PKM. Such a
model fits well with the restructuring of an
egg into a zygote because, by modifying the
cell periphery (i.e. cortical granule exocyto-
sis) immediately, polyspermy is prevented
and then a more gradual modification of
the interior can follow.

By using pharmacologic agents that
activate PKC, Moses and Kline have
investigated roles for PKC in mouse
eggs and have found that when such
agents are applied, metaphase II eggs are
driven into interphase, a characteristic of
egg activation. However, transition into
interphase had a different mechanism
than an egg was artificially activated by
calcium ionophore or inseminated by
sperm. Moses and Kline report that the
PKC agonist, PMA, caused abnormal and
greatly slowed metaphase to anaphase
transition. In part, this parallels Gallicano
and coworker’s results that show that eggs

exhibit an abnormal transit to anaphase
when PKC is activated by agonists and
the level of calcium is clamped low. In
agreement with this result, Moses and
Kline also show that application of PMA
to eggs at meiotic metaphase II does
not result in an elevation in the level
of [Ca2+]i. These results suggest that the
metaphase to anaphase transition requires
a component of the cell other than PKC
that requires an elevation of the level of
[Ca2+]i.

Whether activation of PKC with agonists
induces second polar body formation
was also addressed by Moses and Kline.
The investigators conclude that even
though the cell is ultimately driven into
interphase, second polar body formation
is not induced by activation of PKC.
However, two important considerations
concerning polar body formation were
not taken into account. First, unlike
cytokinesis, polar body formation is a
two-step process in mammals, with an
initial extrusion of cytoplasm (bounded
by the plasma membrane) followed by
formation of a contractile ring at the
base of the extruded cytoplasm. Second,
when PMA is applied to mouse eggs,
the second polar body initially appears
(initial extrusion stage), but frequently,
because the contractile ring does not close,
the polar body is absorbed into the egg.
By the time the cell reaches telophase,
the extruded second polar body appears.
The cytoplasmic extrusion of the initiated
second polar body can be clearly seen in
figure 2b of the 1995 publication by Moses
and Kline, which shows a telophase stage
mouse egg. This inability of the egg to
completely close the contractile ring of
the second polar body suggests that some
other pathway not activated by PMA is
responsible for contractile ring closure.
As was discussed in the previous section,
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it has been suggested that CaM KII is
needed for closure of the contractile ring
of the second polar body.

By activating PKC with diacylglycerol,
Colonna et al. conducted a detailed study
to determine the role of PKC on egg ac-
tivation. Their results indicate that MPF
was downregulated by PKC. Colonna et al.
demonstrated that the MPF level (moni-
tored as histone H1 kinase activity) drops
within 20 min of PKC activation, the chro-
mosomes have a normal transit from
metaphase to anaphase in a high percent-
age of eggs, pronuclei form several hours
later, and the second polar body forms.
These investigators used a concentration
of DAG that did not increase the level of
[Ca2+]i, but they did show that the level of
[Ca2+]i increases to about 0.5 µM at higher
concentrations of DAG (i.e. 150 µM). This
transient increase in the level of [Ca2+]i
may have been caused by the higher con-
centration of DAG because, as the DAG
at this concentration intercalated into the
plasma membrane of the egg, it could have
affected the lipid packing in the membrane
allowing calcium to leak in from the extra-
cellular medium. The results from Moore
et al., which differ from Colonna et al., did
not detect either a formation of second
polar bodies or a decrease in MPF activity
(monitored as histone H1 kinase activity).
However, to assess the effects on MPF
activity, Colonna et al. employed DAGs,
the natural activator of PKC in cells, and
Moore et al. used phorbol esters to activate
eggs. As noted previously in this section,
phorbol esters, which are foreign to cells,
are not as likely to be properly metabolized
and regulated by cells compared to the nat-
ural activator of PKC (i.e. diacylglycerols).
The unusual results may have been in-
duced by the phorbol esters used by Moore
et al.

4.3
Remodeling through Changes in Activity of
MPF and MAP Kinase Activity in Activated
Eggs

As discussed in an earlier section, cyclin
B1 is targeted for degradation through
the ubiquitin-dependent pathway by the
rise of [Ca2+]i in mammalian eggs, which
results in the rapid inactivation (i.e.
within 30 min to 1 h) of MPF, while
MAP kinase activity remains elevated
for a few hours and then decreases. In
eggs pretreated with drugs that stabilize
MPF (nocodazole and cyclohexamide),
MAP kinase activity still decreased after
several hours, which suggests that MPF
degradation is not a requirement for the
eventual degradation of MAP kinase. Just
before formation of two pronuclei – one
containing the male chromatin and one
containing the female chromatin – MAP
kinase is inactivated. The activation of
MAP kinase and disassembly of the oocyte
nucleus parallels the relationship between
inactivation of MAP kinase followed by
assembly of the nuclear envelope, that is,
the nuclear envelope disassembles when
MAP kinase is active. There are three
lines of evidence that suggest that MAP
kinase activity is incompatible with the
existence of a nucleus. (1) Formation of
pronuclei is inhibited when a constitutively
active form of the upstream activator
of MAP kinase (i.e. MAP kinase kinase
referred to as MEK) were microinjected
into activated eggs. (2) Formation of
pronuclei is inhibited when a phosphatase
inhibitor (i.e. okadaic acid) is employed
to prevent dephosphorylation of MAP
kinase, a treatment that maintains MAP
kinase activity. (3) The oocyte nucleus
disassembles when MAP kinase becomes
active in oocytes, and disassembly of the
nucleus occurs rapidly when activated
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MAP kinase is injected into the oocyte
nucleus. Thus, MAP kinase may serve
to regulate both the organization of
microtubules and the state of the nucleus;
when microtubules are in an M-phase
configuration and nuclei are absent, MAP
kinase is active, whereas nuclei form
and an interphase array of microtubules
assemble when MAP kinase activity is
reduced or absent.

One of the hallmarks of egg activation
and functions to prevent polyspermy is
cortical granule exocytosis, which is not
under the control of MAP kinase or MPF.
This was demonstrated by inhibiting pro-
tein synthesis in eggs arrested at meiotic
metaphase II. It has been shown that a
decrease in MPF activity is caused by a de-
crease in cyclin B1 concentration, which
can be decreased by inhibiting protein
synthesis that can also slowly decrease
MAP kinase activity. Consequently, the
egg will be released from arrest at meiotic
metaphase II after inhibition of protein
synthesis. However, cortical granule exo-
cytosis did not occur after a decrease in
MFP and MAP kinase activity, suggesting
that the regulation of cortical granule ex-
ocytosis is not under the control of MFP
or MAP kinase. Since a rise in [Ca2+]i that
accompanies fertilization or egg activation
triggers cortical granule exocytosis, this
suggests that a calcium-dependent compo-
nent of the cell other than MPF regulates
this event. In support of this assertion, the
activation of another kinase, PKC (whose
conventional isotypes are calcium depen-
dent) induces cortical granule exocytosis
as discussed in Sect. 4.2.

Although c-mos is reported to be an
important component of cytostatic factor,
an activity present in metaphase II eggs
thought to arrest the egg cell cycle at
meiotic metaphase II, the activity of c-
mos remains elevated well after the time

that MPF is degraded and the cell has
proceeded into telophase. However, when
using double-stranded RNA interference
(RNAi) to destroy c-mos in eggs, the eggs
activate indicating c-mos clearly has a role
in egg activation.

5
Concluding Remarks

Signaling pathways trigger specific chan-
ges in the conversion of the egg into
the zygote. This review highlighted several
signaling pathways that have the potential
to interact on molecular scaffolds within
the egg. The egg may use these scaffolds
to localize components of the various
signal pathways and to allow cross talk
between different pathways. Scaffolds also
provide a means to promote rapid changes
in the functioning and modulation of
the signaling pathways. In the egg, the
meiotic spindle was described as a major
molecular scaffold for localizing elements
of the signaling pathways to coordinate
early developmental events downstream
of the calcium signal.

The signaling agents that trigger many
of the early events after fertilization have
been identified, although clearly more
work is needed to define other pathways.
Much less is known of the signaling com-
ponents that trigger events occurring sev-
eral hours after fertilization and affecting
such processes as pronuclear transcription
or embryonic genome activation. These
will likely be the focus of many research
efforts in the future. Investigating the pu-
tative interactions between the signaling
pathways can lead to improvements in
cloning technology applied to agricultural
animals. By studying these signaling fac-
tors, the success rates of nuclear transfer
can be improved, which would make this
biotechnology approach more robust.
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See also Calcium Biochemistry;
Developmental Cell Biology.
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Keywords

Chaperonin
One of a member of the family of molecular chaperones that are homologous to the
E. coli GroEL chaperone, and the mitochondrial and chloroplast Hsp60 chaperones.

Cochaperone
A protein that, while not possessing intrinsic chaperone properties itself, is required
for a particular chaperone to function.

Heat Shock
The exposure of cells or organisms to temperatures a few degrees above their normal
growth temperature, widely used as an experimental model for inducing cellular stress.

HSP
Abbreviation for ‘‘heat shock protein.’’ HSPs are proteins that are induced de novo or
are upregulated as a result of heat shock.

Molecular Chaperone
Proteins that assist other proteins to reach their final active conformation, but that are
not themselves part of this final conformation.
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Unfolded Protein
Any protein that is not in its fully folded state. This term encompasses a large range of
possible states, from a protein that is nearly but not completely native to one that is a
random coil.

� Some proteins in the cell are needed to help other proteins reach their final active
conformations: these are referred to as molecular chaperones. Molecular chaperones
can be grouped into families by sequence similarity, and they act through a variety
of mechanisms. They are found in all cell types and in most locations within the cell.
Many are induced by stresses such as heat shock. This chapter will review the reasons
why molecular chaperones are required in the cell, and then discuss each of the
major families of molecular chaperones in turn, in terms of structure, mechanism
of action, and cellular role. Most molecular chaperones act in networks with other
chaperones, and some of these will be reviewed. Many molecular chaperones interact
with a broad range of different substrates, but some are specific to particular proteins,
and examples of these will be discussed.

1
The Definition of a Molecular Chaperone

The number and range of proteins now
classified as molecular chaperones are very
large, and a definition that encompasses
all of them is likely to be so vague as to
be uninformative. Molecular chaperones
must, however, have two properties in
order to be defined as such, which are
as follows:

1. They must assist other molecules to
reach their final active state, by blocking
or reversing unfavorable events that
would otherwise prevent this state from
being reached.

2. They must not be part of the final
active structure whose existence they
have helped to create.

The name molecular chaperone was
originally coined to refer to the protein
nucleoplasmin, which is required for

the correct assembly of nucleosomes,
and the choice of the term ‘‘chaperone’’
is based on the conventional use of
the word, to refer to a person who
prevents inappropriate interactions from
occurring that could hinder an otherwise
desirable outcome. (The etymology of
the word ‘‘chaperone’’ is of interest:
it is derived from the French verb
‘‘chaperonner,’’ which means ‘‘to protect.’’
This, in turn, was originally derived
from the Old French noun ‘‘chaperon,’’
which meant ‘‘a protective hood’’). The
justification for this choice of name is
that for biological molecules such as
proteins, getting from the state where
they are first synthesized to the state
where they are finally active (folded, and
in the correct cellular compartment) is
a complex process during which many
unfavorable interactions can take place.
These, if they were allowed to occur,
would drastically lower the efficiency with



490 Chaperones, Molecular

which active biological material could be
formed. Molecular chaperones prevent or
reverse such interactions, which explains
why they are so important for normal
cellular function. Although the original
chaperone (nucleoplasmin) is the key to
chromatin assembly, the vast majority of
chaperones are involved in protein folding
and assembly, and it is only these that will
be considered in this chapter.

In order for a given protein to be
classified as a molecular chaperone, the
chaperone activity of the protein should
be experimentally demonstrable. Ideally,
this demonstration would be made both
in vitro and in vivo, through a combination
of biochemical and genetic methods, but
in practice this is not always feasible. The
kinds of experiments that can demonstrate
molecular chaperone activity are discussed
below, in the sections on individual classes
of molecular chaperone.

2
The Need for Molecular Chaperones:
Protein Folding In Vitro and In Vivo

All life depends upon the ability of pro-
teins to fold into specific conformations.
An understanding of the process by which
proteins succeed in folding from a linear
chain of amino-acyl residues to a function-
ing tertiary or quaternary structure is thus
central to an appreciation of all aspects of
cell and organismal biology. The fact that
this process occasionally goes wrong, and
in doing so can lead to many pathological
states, makes the need for such an under-
standing even more important. Most of the
initial studies in this field were done using
highly purified proteins, and these gave us
many important insights into the essential
features of protein folding. Studies of this
nature are still continuing. More recently,

however, it has been realized that protein
folding inside the cell is a more complex
process than that studied in the test tube,
and many key discoveries have been made
by looking at cellular protein folding in
more detail. These include the discovery of
molecular chaperones, which act in many
ways to help proteins overcome some of
the intrinsic problems caused by having
to fold up in the complex internal envi-
ronment of the cell. This initial section
will thus briefly review our current under-
standing of protein folding both in vitro
and in vivo, and will discuss in general
terms some of the areas where molecu-
lar chaperones have been shown to be
important or essential.

The earliest work in the area of pro-
tein folding was done by Anfinsen, who
demonstrated that proteins will sponta-
neously adopt their native, active confor-
mation in aqueous solution, thus proving
that folded proteins are more thermody-
namically stable than unfolded proteins.
This conclusion was reached by taking
purified proteins, denaturing them in suit-
able solvents that caused them to adopt
an unfolded conformation, and then re-
moving the denaturants and observing
recovery of activity of the protein in ques-
tion. No energy source is required in these
types of experiments for proteins to refold,
thus proving that the folded and active
protein must be more stable than the un-
folded form.

Although this was an elegant demon-
stration of the thermodynamically spon-
taneous nature of protein folding, it was
subsequently pointed out by Levinthal that
there was an apparent kinetic problem
in protein folding. Because the number
of possible conformations that can be
adopted by a protein is very high indeed,
and it takes a finite time for proteins
to sample these different conformations,
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it would in theory take, on an average,
billions of years of searching through
all the different conformational options
for a given protein molecule to find the
most stable conformation. It is known,
however, that proteins can fold from the
denatured state over a timescale of mi-
croseconds to seconds. To resolve this
apparent paradox, Levinthal proposed that
folding pathways exist, with a limited num-
ber of possible conformations existing
along the pathways.

This view is still thought to be essentially
correct, but the view of a folding pathway
has been refined to that of an energy
landscape. According to this view, the
folding of a protein is analogous to the
trajectory taken by a ball that is rolling
around on a rubber sheet, which has been
deformed by a heavy weight. The ball will
eventually finish up at the bottom of the
dip caused by the heavy weight; this is
equivalent to the protein in its lowest
energy conformation. The precise route
that the ball takes to get to the bottom of
the well depends on a number of factors,
such as its initial starting point and the
shape of the distorted sheet. Similarly,
within a given population of proteins,
some molecules may fold very rapidly and
others more slowly. The fact that they all
finish up in the same final conformation
does not imply that they all have to follow
precisely the same pathway to get there.

This view of protein folding can be fur-
ther expanded to consider what events
might lead to some proteins failing to reach
a fully folded and active conformation. At
least two such events can be envisaged,
leading respectively to protein misfold-
ing and to protein aggregation. In the
case of protein misfolding, the polypeptide
chain may reach a metastable state where
it is indeed folded but has not reached
its correct and active conformation, and

cannot proceed to it on a biologically rel-
evant timescale. In the case of protein
aggregation, the protein may have formed
interactions with other partially folded pro-
tein chains such that all these proteins are
now held together but are inactive because
they have not reached their fully folded
states. Interestingly, aggregation appears
to be specific in that, when it occurs in
mixtures of proteins, similar or identical
proteins will tend to aggregate with each
other. Aggregation is particularly likely to
be a problem where protein concentrations
are high, since the likelihood of two pro-
teins interacting with each other before
they fold into the native state is greater.
Aggregation is potentially a particularly
serious problem for proteins, because the
forces that drive protein folding (hydropho-
bic forces) are the same as the forces that
lead to protein aggregation. It is also a
problem inside the cell, where protein con-
centrations may be extremely high.

Aggregation and misfolding are not
the only problems that may be faced
by proteins as they fold within the cell
(Fig. 1). Another difficulty for proteins
is that many targeting events require
proteins to cross membranes into different
cellular compartments, and yet it is hard to
envisage a more effective barrier to a folded
protein than a lipid bilayer. In order to
cross membranes, proteins generally need
to be prevented from folding but protected
from other folding proteins with which
they might interact both before and after
they have crossed the membrane. Proteins
also often need to form interactions with
a large array of cofactors and effectors,
and may require the presence of these in
order to adopt their active conformations.
In this event, proteins would need to
be synthesized but kept in a receptive
state until the cofactor becomes available.
Proteins on the secretory pathway in
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Heat or other
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Aggregated or
misfolded protein  Folded protein 
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Folded protein with
ligand bound  

Lipid bilayer Partially folded
protein  

2 

Ribosome 

Nascent polypeptide
chain   

Fig. 1 The general roles of molecular
chaperones. Molecular chaperones are involved
in many different cellular processes, including
protection of nascent proteins on the ribosome
(1); folding of newly synthesized or newly
membrane-translocated proteins (2); protection

and refolding of misfolded, partially unfolded, or
aggregated proteins (such as after heat shock
(3); and maintenance of proteins in a partially
unfolded state (4) for binding effectors or
crossing membranes. Other roles are discussed
further in the text.

eukaryotic cells have to be modified
before leaving the endoplasmic reticulum
(ER), and molecular chaperones play an
important role here in quality control,
ensuring that only those proteins with

the correct modifications proceed further
down the pathway. Finally, proteins are
not particularly stable entities, and hence
have a propensity to unfold under certain
nonoptimal conditions such as a small
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increase in temperature. Unfolding of
proteins reintroduces all the potential
problems of misfolding and aggregation
that exist when the proteins are first
synthesized.

Molecular chaperones are proteins that
have evolved to deal with all these inherent
barriers to the cell’s need to have the
right proteins in the right place in their
active conformations. As later sections
will describe, they have been shown to
participate in all the examples given above,
and in their absence many of these
essential cellular functions cannot take
place at all. Some chaperones appear
to act predominantly by binding to and
preventing the aggregation of proteins that
have become unfolded; others are able to
actively promote folding of proteins that
otherwise cannot fold; and yet others can
act on aggregated proteins to unfold them
in order to allow them another opportunity
to refold.

3
Classification of Molecular Chaperones

Molecular chaperones can be described in
terms of their cellular locations, their mode
of expression, their mode of action, and the
proteins or other molecules upon which
they act, but they are best classified in
terms of sequence similarity. Chaperones
that belong to a particular group defined
thus turn out, unsurprisingly, to have
similar structures and act on similar
substrates through related mechanisms.
The mechanisms of action and structures
of the members of different groups
are often quite distinct. The degree of
sequence similarity within a group varies
between different groups: some molecular
chaperones are among the most highly
conserved of all proteins, whereas others

show very high heterogeneity between
members of the same group. It must
be remembered that sequence similarity
alone is only an indicator of potential
molecular chaperone activity, not proof of
it, and that direct experimental evidence
should always be sought to confirm
whether or not a given protein is indeed
acting as a chaperone.

The classification of molecular chaper-
ones is complicated by a number of factors,
some of which are as follows:

– First, certain proteins have been discov-
ered that do not themselves act directly
on protein substrates, but are required
for the full chaperone reaction to take
place. These are generally referred to as
‘‘cochaperones,’’ and as they are cen-
tral to the chaperoning process they are
usually discussed in the same context
as molecular chaperones.

– Second, the fact that often pro-
teins from the same chaperone fam-
ily have been discovered and stud-
ied in different organisms or sev-
eral different cellular locations at
roughly the same time has led to
a proliferation of names for proteins
within a given family, which can
be confusing.

– Third, many chaperones are heat-
inducible, and as they were often
first discovered by virtue of this prop-
erty, they are referred to as heat
shock proteins (HSPs). Unfortunately,
this means many chaperone families
are labeled as HSPs, even though
not all the proteins within that fam-
ily may be heat shock–inducible. An
alternative approach is to use the
names of the best studied mem-
ber to label the group, but this is
equally unsatisfactory as the name
given to this protein may refer to
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the phenotype through which the pro-
tein was first discovered, and which
may be quite specific to a particu-
lar organism.

– Fourth, the name ‘‘molecular chap-
erone’’ is used in a very catholic
sense to refer to any protein with the
properties listed in Sect. 1 above, but
these may range from extremely broad-
spectrum chaperones, which act on a
large range of substrates to those that
have evolved to act with only one specific
substrate.

– Fifth, many proteins are unfortunately
described as molecular chaperones with
only minimal supporting evidence from
in vitro and in vivo studies.

The Table 1 is not intended to be
comprehensive, but illustrates the major
known families of molecular chaperones,
together with the names of some of their
better-studied members, their cellular lo-
cations, and a very brief description of
their properties. The individual molecu-
lar chaperone families shown in the Table
are discussed more fully in the follow-
ing sections.

4
Mechanisms and Roles of the Major
Molecular Chaperones

4.1
The Hsp60 Family

4.1.1 Introduction to the Hsp60 Family
The Hsp60 family is one of the best
characterized of the molecular chaperone
families. It is a large family consisting
of highly similar proteins, all with a sub-
unit molecular mass of around 60 kDa.
Sequence comparisons have enabled the
division of the Hsp60 family into two
groups: Group I and Group II. The Group

I proteins are found in nearly all bacteria,
and also in mitochondria and chloroplasts.
The Group II proteins are found in ar-
chaea, and in the eukaryotic cytosol. All
these proteins have a remarkable multi-
meric structure: Group I proteins assem-
ble into a ‘‘double doughnut’’ structure
with seven subunits in each ring, and the
Group II proteins assemble into a similar
structure but with eight or nine subunits
in each ring, depending on the particular
protein and organism. Each ring encloses
a cavity or cage. Proteins in the Hsp60
family are often referred to generically as
‘‘chaperonins.’’

4.1.2 Cellular Roles of the Hsp60 Family
The Group I family of the Hsp60 proteins
has been the most intensively studied, par-
ticularly the protein from Escherichia coli,
which is referred to as GroEL. Genetic
evidence shows that these proteins are
essential, both in prokaryotes and eukary-
otes, and they are found in all organisms
so far studied, with the exception of some
mycoplasmas. They are present at fairly
high levels in cells (E. coli is estimated
to contain around 2000 GroEL complexes
per cell under normal growth conditions)
and are further induced by heat shock.
All of them appear to require a cochap-
erone, called Hsp10, which is a smaller
protein of typically around 10 kDa, which
itself assembles into a ring with seven-
fold symmetry. In E. coli, this protein is
called GroES, and in E. coli and most
other bacteria it is encoded in the same
operon as the GroEL protein and is also
essential.

If the levels of GroEL become too
low to sustain cellular growth, or if a
temperature-sensitive mutant is shifted to
the nonpermissive temperature, a large
subset of cellular proteins fails to fold
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correctly. Coimmunoprecipitation experi-
ments with antibodies against GroEL have
also shown that a large number of differ-
ent proteins (about 10–15% of all proteins
in E. coli) bind to GroEL shortly after their
synthesis is complete. It is thus thought
that GroEL, together with GroES, acts to
promote the correct folding of a subset of
the proteins present in the bacterial cytosol
that would otherwise not fold correctly. Af-
ter heat shock, an increased association
of proteins with GroEL is seen, and this
implies that GroEL also acts to help refold
proteins, which become wholly or partly
denatured by an increase in temperature.
The Hsp60 proteins present in mitochon-
dria and chloroplasts are also involved in
promoting the folding of some of the pro-
teins that have been newly imported into
the organelle after synthesis in the cytosol
as well as some of those that are syn-
thesized within the organelle. It was the
recognition (in the late 1980s) of the unex-
pectedly high sequence homology between
the chloroplast Hsp60 protein (the major
function of which is the folding of the large
subunit of rubisco, encoded by the chloro-
plast genome) and the E. coli GroEL protein
(identified originally as a protein required
for the folding of a component of bacterio-
phage lambda), which helped to galvanize
research into the role and mechanism of
action of these proteins.

The role of the Group II proteins is
less clear. In archaea, the proteins are
heat shock inducible, but not in eukary-
otes. Archaea encode one, two, or three
proteins in the Group II family, and these
assemble into large complexes of two rings
with eight- or ninefold symmetry. Eukary-
otes encode eight proteins in the Group
II family, which assemble into a double-
ring complex with eight-fold symmetry.
All eight genes are essential in yeast.
The protein complex has been referred

to variously as CCT, TRiC, and TCP-1.
The principal role of this complex in eu-
karyotes appears to be the folding of the
cytoskeletal proteins actin and tubulin, and
genetic evidence shows that when the func-
tion of the CCT complex is compromised
with conditional mutants, cells show dis-
organized actin, defects in morphogenesis
and cell division, and acute sensitivity to
microtubule-depolymerizing compounds.
Although many other proteins are also
substrates for the complex, the complete
range of cellular substrates has yet to
be defined. Moreover, actin and tubulin
are not found in archaea, and the sub-
strates for the archaeal Hsp60 proteins
are completely unknown. The Group II
Hsp60 proteins do not require a cofactor
homologous to the Hsp10 protein used
by the Group I proteins, but substrates
are delivered to them by a totally unre-
lated chaperone called GimC or prefoldin,
which again is found in both archaea and
eukaryotes but not in bacteria.

4.1.3 Mechanisms of Action of the Hsp60
Family
The mechanism of action of the Group
I proteins, as typified by the E. coli
GroEL protein, has been very intensively
studied, and yet there remain considerable
uncertainties about exactly how the protein
works. In vitro experiments show that
if certain proteins are denatured (by
chemical or heat treatment) and are then
allowed to refold, the yield of refolded
protein is very low, but can be increased to
nearly 100% by incubation with GroEL,
GroES, and ATP (Fig. 2). This process
requires a complex reaction cycle, which is
discussed more fully in the next section.
During the reaction cycle, the unfolded
protein is transiently bound in the cavity
formed on one ring by the capping of
the ring by the GroES protein. There are
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Fig. 2 Refolding of a denatured protein in vitro by GroEL, GroES, and ATP. In
the example shown here, a substrate protein has been denatured in buffer using
heat, and then returned to the temperature at which it is normally active. At
suitable time points, the protein is assayed for regain of enzyme activity. The
square symbols show the effect in buffer alone, and demonstrate that this
particular substrate cannot effectively renature under the conditions shown. The
diamond symbols show the effect of having GroEL, GroES, and ATP present in
the buffer, with the GroEL and GroES at the same molar concentration as the
substrate protein. As can be seen, this addition leads to restoration of roughly
80% of the initial activity of the protein.

at least three different models to explain
how this process helps the protein to
fold, and these are not mutually exclusive.
The first (referred to sometimes as the
‘‘Anfinsen cage’’ model) proposes that the
enclosed cavity simply provides a passive
and protected environment where the
protein can fold without interacting with
other folding proteins with which it might
otherwise aggregate. A refinement of
this model (the ‘‘assisted folding’’ model)
suggests that the environment of the cage
is important, as the interior surface of the
cage is rich in hydrophilic residues that

tend to favor the burial of hydrophobic
residues in the encapsulated substrate
protein, thus accelerating folding. A third
model (the ‘‘iterative annealing’’ model)
suggests a very different role for GroEL. In
this model, the principal role of GroEL
is to unfold proteins that have become
trapped in nonproductive misfolded states,
and to redeliver them to the start of
the protein folding pathway. It is quite
possible that elements of all three models
are correct, and that the extent to which any
one applies varies with different substrate
proteins. Further refinements to these
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models may be required following recent
demonstrations that GroEL can help fold
some proteins that are too large to fit into
the cavity of a single ring.

The mechanism of action of the Group
II proteins is much less well understood.
Actin and tubulin have both been shown to
interact with specific subunits of the CCT
complex (which are always present in the
same order in the complex), and there is
evidence that the substrates remain bound
throughout the folding cycle, unlike the
case in GroEL in which they are discharged
into the cavity. It may be that the large
domain movements of the complex that
take place during the folding cycle act to
force the bound unfolded protein into a
more compact folded form.

4.1.4 Structure and Function of the Hsp60
Family
It is the remarkable structure of the Hsp60
proteins that has been in part responsible
for the degree of interest that they have
raised. Members of both the Group I
and Group II families have been studied
by different structural techniques, notably
X-ray crystallography and cryoelectron
microscopy, and more recently in the
case of GroEL by NMR. Hsp60 proteins
assemble into double-ring structures with
several subunits in each ring; in the case of
CCT from eukaryotes, the relative position
of each of these subunits is unique, so
that each always has the same neighbors.
The individual subunits of proteins from
both families consist of three distinct
domains: an equatorial domain, which
is responsible for the contacts between
the two rings and for ATP-binding; a
flexible intermediate domain; and an
apical domain, which contains the region
in which protein binding initially occurs.
Moreover, both structures undergo large
conformational changes as they pass

through the different stages of the protein
folding cycle. Again, it is the GroEL protein
that is best understood.

The sequence of events that is thought
to take place during the folding cycle of
the GroEL protein is depicted in Fig. 3.
Partially folded protein binds to one ring
via a series of hydrophobic contacts with
residues at the top of the apical domain.
GroES binds to some of the same residues,
and when it binds (which requires the
presence of bound nucleotide) it displaces
the bound peptide into the center of the
cavity and simultaneously causes a very
large conformational change in the ring to
which it binds, the effect of which is to
nearly double the size of the cavity. This
structure slowly turns over the ATP, and
until this reaction is complete, no protein
or nucleotide can bind to the opposite ring.
Once the ATP has been turned over to
ADP, unfolded protein can bind to the
opposite ring, followed by ATP and GroES,
the net effect of which is to displace the
bound substrate, GroES, and ADP, from
the opposite ring to which binding first
occurred. Thus, both rings are active in
binding unfolded proteins, but do not do
so at the same time as each other.

The models for action of GroEL dis-
cussed above can now be seen in the light
of this mechanistic cycle. The Anfinsen
cage and assisted folding models predict
that the key event in the cycle is the encapsi-
dation of the unfolded protein, which may
lead to either the passive or active involve-
ment of the cavity in promoting protein
folding. The iterated annealing model sees
the main event as being the large confor-
mational change that takes place in the
apical domains of GroEL as they move to
bind GroES. It is proposed that these act
to pull apart misfolded protein, before re-
leasing it again at the start of the protein
folding pathway.
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Fig. 3 The proposed reaction cycle of GroEL. GroEL is shown in cross-section, and
GroES is shown as a filled ellipse. The complex at the apex of the cycle consists of
substrate protein encapsidated in the top (cis) ring of the GroEL complex, which has the
ATP (shown as T) bound, and is capped by GroES. The first reaction is the slow
hydrolysis of ATP to ADP (reaction 1), which has the effect of weakening the
GroES-GroEL interaction. During the time that this reaction occurs, folding of the
protein may take place within the cavity. In reaction 2, ATP and another molecule of
substrate protein bind to the bottom (trans) ring. This binding results in the release of
GroES and ADP from the cis ring (reaction 3), and also the release of the bound
substrate, which may now be either folded or still in a partially folded state. The new
complex is now essentially the same as the starting one, as can be seen by flipping the
complex (step 4) except that the former cis ring is the new trans ring, and vice versa.

The Group II proteins lack a functional
GroES cochaperone, but in its place they
possess a large helical protrusion at the
top of the apical domain that forms a
lid to the complex in a way similar to
that formed by GroES. It is clear that

large domain movements occur in the
ATP-binding and hydrolysis cycle with the
Group II proteins, but their relationship
to the ability of this protein complex to
promote the folding of proteins is not yet
understood.
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4.2
The Hsp70 Family

4.2.1 Introduction to the Hsp70 Family
The Hsp70 proteins comprise a large fam-
ily, often with many representatives in a
given organism (the yeast Saccharomyces
cerevisiae has 14 Hsp70 homologs). They
are found in all eubacteria, all eukaryotes,
and most archaea. The Hsp70 proteins
are all approximately 70 kDa in size, and
show a high degree of sequence similarity.
They act in concert with another family of
chaperones, the Hsp40 proteins. These are
more heterogeneous in size, and include
both soluble and integral membrane pro-
teins. All of the Hsp40 family members
possess a particular domain (referred to as
a J domain, named after DnaJ which is
one of the E. coli homologs of this pro-
tein), which is key to their activity. In
eukaryotic cells, both proteins are found
in many different cellular environments,
including the cytosol, nucleus, mitochon-
dria, chloroplasts, and the lumen of the
endoplasmic reticulum. They have a mul-
tiplicity of roles, all of which are related
to their ability to bind to short stretches
of hydrophobic residues in unfolded pro-
teins. As with the Hsp60 proteins, their
reaction cycle is driven by the binding and
hydrolysis of ATP, but their mode of action
appears to be very different. They utilize a
wide variety of cochaperones and other fac-
tors, and are integrated into a network of
interactions with other chaperones in the
cell, as described below. Although orig-
inally described as heat shock proteins,
some members of the family are syn-
thesized constitutively and show no heat
shock induction.

4.2.2 Cellular Roles of the Hsp70 Family
The Hsp70 proteins, together with the
Hsp40 proteins, fulfill many functions

inside the cell, as expected from the
large number of homologs that can
exist for these proteins in even a single
organism. It is clear that not all of
these functions have yet been defined.
Some of the cytosolic members of the
family are involved in binding nascent
polypeptides as they emerge from the
ribosome, probably thereby preventing
them from folding prematurely before
the whole chain has been synthesized.
Other roles in the cytosol include the
uncoating of clathrin from clathrin-coated
vesicles, and the delivery of proteins to
the mitochondrial and chloroplast import
complexes. In the endoplasmic reticulum,
the Hsp70 homolog Bip has a key role in
ensuring that only correctly folded proteins
are delivered to the secretory pathway,
and that incorrectly folded proteins are
returned to the cytosol for destruction by
the proteasome. In the mitochondria and
chloroplasts, the organellar homologs of
the Hsp70 and Hsp40 proteins have a key
role in the uptake of proteins that are
synthesized in the cytosol and targeted
to organelles, as well as in assisting
the folding of proteins encoded by the
organellar genomes.

That these roles vary in their importance
can be seen from genetic studies. The
main Hsp70 homolog in E. coli, DnaK,
can be deleted, and although the resultant
cells show reduced viability and no ability
to grow at high or low temperatures,
they are capable of growth at normal
temperatures. The loss of viability is in
part due to the fact that DnaK has a role in
regulation of the heat shock response, and
if the same deletion is made in Bacillus
subtilis, an organism where DnaK does
not have this role, the effect on viability
is reduced. Two interpretations of these
data are possible: one is that DnaK fulfills
roles of relatively minor importance; the
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other is that the roles of DnaK are so
important that other proteins have evolved
to back them up should DnaK become
nonfunctional. At least one of the roles
for DnaK, namely, that of binding proteins
as they emerge from the ribosome, has
been shown to fall into the latter category.
Another chaperone, called trigger factor,
also has this role, and although loss of
either trigger factor or DnaK alone is not
lethal, a double mutant is not viable under
normal growth conditions (this is referred
to as synthetic lethality). In yeast, some
of the Hsp70 homologs are essential and
others are not, and again synthetic lethality
is seen for some combinations of mutants
in different hsp70 genes, proving that some
of the cellular functions carried out by
Hsp70 are essential. Trigger factor does
not appear to have a homolog in eukaryotic
cells, but another protein called NAC
(nascent-polypeptide association complex)
is thought to fulfill a similar role.

Another important role that has been
demonstrated in E. coli and S. cerevisiae
is not only the prevention of protein
aggregation at heat shock temperatures
but also the breaking down of any
aggregates that may occur. For this activity,
another chaperone is required: this is
the protein referred to as ClpB in E.
coli and Hsp104 in S. cerevisiae. The
structure and precise mechanism of action
of this chaperone is not known, but it
clearly interacts specifically with Hsp70
in mediating protein disaggregation and
subsequent refolding. This interaction is
specific: yeast Hsp104 cannot substitute
for E. coli ClpB. The role of ClpB will be
considered further below (Sect. 5.2.1).

Hsp40 proteins share many properties
with Hsp70 proteins. In all cases in which
an Hsp70 protein is known to act, an
Hsp40 partner protein is also involved.

4.2.3 Mechanisms of Action of the Hsp70
Family
Both Hsp70 and Hsp40 act by binding to
short, exposed regions of predominantly
hydrophobic stretches in unfolded pro-
teins. Proteins bound to Hsp40 or Hsp70
do not appear to undergo any further fold-
ing, unlike the situation with the Hsp60
proteins, where the protein released from
the complex may be in a very differ-
ent conformation to the one that was
first bound by it. Rather, it appears that
the transient binding of these regions is
enough to reduce the risk of their aggre-
gation to other hydrophobic patches on
proteins in the neighborhood. The impor-
tance of this is particularly obvious in those
cases in which proteins have to be pre-
vented from folding until the entire protein
sequence is available to fold, namely, pro-
teins being synthesized on ribosomes, and
proteins being transported across mem-
branes. Similarly, in the case of protein
folding in the ER, proteins that still have
regions exposed and are hence not ready
for transport to the Golgi will bind to the
Hsp70 homolog BiP. This protein has an
ER retention signal at its C-terminus, and
consequently is constantly cycled back to
the ER from the early steps of the secre-
tory pathway, together with any unfolded
proteins that are bound to it.

Although the nature and role of binding
of unfolded protein to the Hsp70 and
Hsp40 proteins are different from those
pertaining to the Hsp60 proteins, the
reaction cycle has some similarities. In
particular, as with the Hsp60 proteins, the
reaction cycle relies upon the chaperones
existing in two states, one with a high
affinity for unfolded protein and the other
with a low affinity, with the binding
of nucleotide mediating the transition
between those states. The reaction cycle,
shown in Fig. 4 for the case of the E.
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Fig. 4 The proposed DnaK/DnaJ/GrpE reaction cycle. Substrate protein is initially bound to
DnaJ (shown as J), which delivers it to DnaK-ATP (step 1). The substrate is transferred to
DnaK, and the presence of DnaJ stimulates the ATPase of DnaK to form a stable
DnaK-ADP-substrate complex; DnaJ is probably lost at this point (step 2). This complex is
stable until the cochaperone GrpE catalyzes the exchange of ADP for ATP, shown here as a
two-step reaction where GrpE initially displaces bound ADP (step 3) and is in turn displaced by
ATP (step 4). This causes DnaK to release the bound peptide, and the cycle can begin again. It
is important to note that several molecules of DnaJ or DnaK may bind one protein. The
reaction cycle is best characterized for the E. coli proteins shown; in eukaryotes, many different
cofactors are involved with cycles involving Hsp70 homologs.

coli proteins DnaK and DnaJ, is thought
to begin with the binding of unfolded
protein to the Hsp40 partner, from where
it is transferred to Hsp70, which is
initially in a low-affinity binding state
(with ATP bound). The formation of the
Hsp70-Hsp40-unfolded protein complex
stimulates the Hsp70 ATPase, and the
ATP is hydrolyzed to ADP, which in
turn has the effect of increasing the

affinity of Hsp70 for the unfolded protein,
but weakening it for Hsp40, which then
dissociates. The resultant Hsp70-ADP-
unfolded protein complex is now quite
stable. In order for the unfolded protein
to be discharged from its bound state, the
ADP must be exchanged for ATP to lower
the Hsp70 affinity for the unfolded protein.
This exchange is a slow reaction but it is
speeded up considerably by a cochaperone,
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termed GrpE in E. coli, which catalyzes the
exchange reaction and allows the cycle to
be completed with the release of bound
protein and the regeneration of the Hsp70-
ATP form. GrpE homologs are found in
archaea, mitochondria, and chloroplasts,
while other proteins that catalyze the same
kind of nucleotide exchange, such as Bag-
1, are found in eukaryotes.

4.2.4 Structure and Function of the
Hsp70/Hsp40 Family
Hsp70 is a two-domain protein, with one
domain containing the ATP binding site
and the other domain containing the
peptide binding site. To date, no structure
for the whole protein is available, but
structures of the individual domains are
known. The peptide binding domain has
been crystallized with a bound peptide in
place, and this structure shows that the
peptide binds to a hydrophobic groove
in the chaperone. The bound peptide is
held in place by an α-helix, the position of
which is thought to change depending on
the nucleotide-binding state of the other
domain, thus explaining how Hsp70 can
change between a low-affinity and a high-
affinity state depending on the presence
of ATP. Hsp40 proteins can also bind
peptides with high affinity, and structural
studies on the conserved J domain shared
by all these proteins show that again this
binding is to a hydrophobic groove. The
features that determine affinity of peptides
for the grooves on these two proteins are
essentially the same – consistent with the
model that Hsp40 binds peptides (or, in
the cell, stretches of unfolded protein with
the appropriate amino acids present) first
and then transfers them to Hsp70. The
complete structural details of the complex
formed by these two proteins are not
known, however, so the fine details of this
mechanism are not yet understood.

4.3
The Hsp90 Family

4.3.1 Introduction to the Hsp90 Family
The two chaperone families we have
looked at so far have benefited from
extensive study using simple prokaryotic
systems, and many important features
of the chaperones are conserved in both
prokaryotic and eukaryotic organisms. The
situation is somewhat different with the
Hsp90 family, a family of well-conserved
proteins of approximately 90 kDa, in that
studies on prokaryotes show that loss of the
hsp90 gene does not in general produce a
strong phenotype, whereas in eukaryotes
the gene is essential. In eukaryotes, there
are several genes encoding members of
this family: the minimum number in
complex organisms seems to be two very
closely related forms in the cytosol, one
in mitochondria, and one in the ER,
although in S. cerevisiae the ER homolog
is not present. Hsp90 proteins are very
abundant, and are further induced by heat
shock, and they have a rather broad range
of cellular functions. Many of these are
related to the ability of Hsp90 to hold
proteins in a state that is not completely
folded or active but which is competent
to become so on the reception of a
suitable signal.

4.3.2 Cellular Roles of the Hsp90 Family
Many substrates for eukaryotic Hsp90 pro-
teins have been identified, and of these
a large proportion are involved in some
form of signaling. The best character-
ized of these are the steroid hormone
receptors (SHRs), which are proteins that,
when bound to their substrate (steroid hor-
mones), enter the nucleus and stimulate
the transcription of specific genes. Hsp90
holds these proteins in an inactive form
until the hormone is available, whereupon
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it binds to the SHR, which then dissociates
from Hsp90, dimerizes, and enters the nu-
cleus. Other proteins, such as the eIF-2α

kinase, are bound by Hsp90 and released
to become fully folded only after phos-
phorylation. The fact that Hsp90 is also
a heat shock protein suggests that it may
also have an important role in protecting
cells, and it has been shown in vitro that it
can bind to and prevent the aggregation of
proteins under thermal stress.

The high levels and essential nature
of cytosolic Hsp90 point to some other
specialized function, and a clue as to
what this might be has come from recent
remarkable experiments that have shown
that Hsp90 may be able to buffer potential
phenotypic variation that is present, but
not expressed, in all cells. When levels of
Hsp90 activity are intentionally lowered,
either genetically or by various external
treatments, it is found in both plant
and animal models that the degree of
phenotypic variability seen is increased.
Different alterations in phenotype are
seen even between organisms that are
genetically identical. Thus, it appears that
Hsp90 may act to reduce ‘‘noise’’ that
is present when organisms develop due
to chance fluctuations in environmental
conditions or small genetic differences,
and this noise can be revealed when Hsp90
activity is compromised. It has even been
speculated that this noise suppression
may be a mechanism that has evolved
to increase the amount of phenotypic
variation present and expressed in a
population at times of stress, where rapid
evolution may be important for survival.

4.3.3 Mechanisms of Action of the Hsp90
Family
The way in which Hsp90 proteins bind to
their substrates, and subsequently release

them under the control of a suitable sig-
nal, is not well understood. What is clear is
that the reaction mechanism in the cell is
very distinct from those considered above,
in that many more cellular cochaperones
are involved. The folding cycle for SHRs
has been particularly closely studied, and
appears to begin with the partially folded
SHR binding to Hsp70. Hsp70 can itself
associate with a number of different cofac-
tors in vivo, and one of these, referred to as
Hop or Sti1 depending on the organism,
mediates the binding of Hsp70 to Hsp90.
The SHR is then transferred to Hsp90 and
the Hsp70 and Hop components leave the
complex. The SHR is at this stage still not
competent to bind steroid hormone. Be-
fore it can become so, at least two other
components associate with the Hsp90: a
protein called p23, and one of a number of
proteins that are peptidyl–prolyl cis–trans
isomerases (PPIases). Both of these pro-
teins have chaperone activities of their
own, and the combined effect of all these
proteins coming together is to alter the
conformation of the bound SHR such that
it can now bind steroid hormone. These
reactions are shown in outline in Fig. 5.

A good deal of attention has focused on
these latter stages in the binding cycle, as
there was for some time a controversy
about the role of ATP in the action
of Hsp90. Hsp90 tested in vitro does
not appear to require either binding or
hydrolysis of ATP in order to act as a
chaperone, but nevertheless contains an
ATP binding site, deletion of which is
lethal in vivo. It now appears that Hsp90
cannot bind to the PPIases or p23 until
ATP is bound. As Hsp90 has a potential
role in the cell cycle, promoting the folding
of some of the kinases needed for cell
cycle control, its inhibition in rapidly
proliferating cells has been seen as a
potential anticancer strategy. Some drugs
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Fig. 5 Outline of the reaction cycle for Hsp90 binding to steroid hormone receptor (SHR).
The SHR is delivered to the Hsp90 dimer by Hsp70 in a complex with Hop protein (step 1).
SHR is transferred to Hsp90 (step 2), and p23 and PPIase associate (step 3). The precise
order of reactions and the stoichiometry of the different proteins are uncertain. SHR can
now bind to steroid hormone, which causes it to dissociate from Hsp90 and enter the
nucleus to activate gene transcription (step 4).

that have been shown to inhibit Hsp90, in
particular, the compound geldanamycin,
appear to act as competitive inhibitors of
ATP-binding, blocking the access of ATP
and hence blocking the later stages in the
Hsp90 reaction cycle.

4.3.4 Structure and Function of the Hsp90
Family
The structure of the complete Hsp90
protein is not known, but the structure of
the N-terminal domain, which is the main
site for binding of ATP, has been solved.
As with other chaperones there is evidence

of large conformational changes occurring
on ATP-binding, but the structural details
of these are unknown. Hsp90 is active as
a dimer, with the dimerization domain
in the C-terminal part of the protein,
while the N-terminal regions may have
a clamp activity, perhaps with the binding
of a nucleotide causing the opening and
closing of the clamp. Remarkably, it
appears that there are likely to be peptide
binding sites and ATP binding sites in
both the N- and the C-terminal regions of
the protein, but the functional significance
of this is not understood.
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4.4
The Small Heat Shock Proteins

4.4.1 Introduction to the Small Heat
Shock Proteins
The small heat shock proteins (sHSPs)
are a much more diverse group of chaper-
ones than those considered above, and are
correspondingly less characterized. They
range in size from 15 kDa to greater than
40 kDa, and the degree of sequence sim-
ilarity between them is lower than that
for other chaperone families. All possess
a conserved domain of approximately 90
amino-acyl residues near the C-terminal
end, and all assemble into large oligomers,
although again the sizes of these can vary
considerably, even for a single sHSP. Or-
ganisms often contain numerous genes for
sHSPs (plants are particularly abundant in
them) and in eukaryotes they have been
found in the cytosol, the ER lumen, and in
mitochondria and chloroplasts.

4.4.2 Cellular Roles of sHSPs
The precise cellular role of the sHSPs
has proven hard to pin down. Strains of
E. coli or S. cerevisiae with all their sHSP
genes deleted show very little significant
phenotype unless the deletions are com-
bined with other mutations, although in
some organisms there is a reduction in
thermotolerance when sHSPs are deleted.
This lack of phenotype is a surprise, given
that the sHSPs are often among the most
strongly induced genes by heat shock.
Overexpression of sHSPs has been shown
to enhance thermotolerance in some cases,
which does support the hypothesis that
sHSPs have a role to play in survival of
temperature stress. They are often found
associated with protein aggregates, which
have arisen either from the overexpression
of proteins that failed to fold correctly,
through heat stress or through disease

states. There is also evidence that they
may play a role in aspects of cytoskeletal
and intermediate filament assembly.

A particularly interesting example of
the sHSPs is the α-crystallin group of
proteins, which are very abundant in
the eye lens. Given that the eye lens is
effectively a concentrated protein solution,
which has to be kept clear for the
lifetime of the organism (as cells laid
down in fetal development remain in
the center of the lens), the avoidance
of protein aggregation is of particular
importance. Loss of acuity of vision with
age, and cataract formation, in particular,
are associated with a breakdown in the
ability of the α-crystallins to act effectively
as chaperones. But defects in α-crystallin
function have other consequences as well,
showing that its importance is not limited
to the eye lens. For example, the inherited
disease desmin-related myopathy, which
leads to muscle weakness, has been found
in some cases to be associated with
mutations in one of the α-crystallins,
and probably results from defects in
intermediate filament assembly.

4.4.3 Mechanism of Action of sHSPs
Despite the lack of a clear in vivo role,
sHSPs have been demonstrated to have
chaperone activity in vitro, in that they are
able to bind and stabilize unfolded proteins
and prevent their aggregation. The range
of proteins that sHSPs can bind is very
large, with no apparent limits on the size
of the protein. There is no clear evidence
that sHSPs are able to assist in folding per
se, and the current view is that they act
predominantly as reservoirs of unfolded
protein, holding it in a nonaggregated
state until conditions more favorable for
folding are restored. Refolding of the
bound proteins may occur either after the
proteins are released into free solution, or
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transferred to another chaperone system,
such as the Hsp70/Hsp40 system. This
is discussed further below, in Sect. 5.2.1.
ATP is not required for any of this to occur,
further supporting the idea that sHSPs
are ‘‘holders’’ rather than ‘‘folders.’’ The
way in which protein is discharged is not
clear, but it may be related to changes in
oligomerization and hydrophobicity that
occur at different temperatures.

4.4.4 Structure and Function of sHSPs
The sHSPs form oligomers of variable
size with fewer than 10 to more than 50
subunits. Moreover, when complexed with
bound substrate proteins, their structure
and degree of oligomerization may be
significantly different from when they have
no substrate bound. Several structures
have been obtained of free sHSP, and
all show oligomers formed roughly into
a hollow sphere. The binding sites for
unfolded proteins on the sHSPs have
not been determined, and there is no
detailed structural information for an
sHSP-substrate complex.

5
Chaperones and Cellular Processes

A complete understanding of the role of
chaperones in the cell is still some way
off, but recent work has improved our
understanding not only of the individual
families of chaperones but also of how they
interact with one another and in what way
their activities are required for the survival
and growth of healthy cells, both under
normal and under stressed conditions.
The following sections will examine some
examples of chaperones and chaperone
networks, which are employed for various
different processes in the cell. This is not
by any means a comprehensive list, but

should give at least a flavor of the ways
in which chaperones are involved in many
different aspects of cell growth.

5.1
Chaperones and Redox Potential

Chaperones have a key role in enabling
the cell to maintain active proteins under
a variety of redox states, in at least two
ways. First, they are directly involved
in ensuring that proteins that require
disulfide bonds for their activity form those
bonds quickly and efficiently. Proteins
that catalyze the reactions that make or
break disulfide bonds in proteins are very
important in maximizing the yield of active
folded protein in cells, and many also
can act as chaperones on substrates that
lack cysteine residues. Second, chaperones
exist that are activated by anomalous redox
states to help chaperone the folding of
those proteins that may themselves have
become nonfunctional due to exposure to
these states.

5.1.1 Disulfide Bond Formation and
Isomerization in Prokaryotes and
Eukaryotes
The formation of disulfide bonds in
prokaryotes takes place in normal cir-
cumstances in the periplasm, the space
between the inner and outer membranes
in Gram-negative bacteria. (Gram-positive
bacteria that have only a single mem-
brane produce very few disulfide-bonded
proteins, although interestingly they do ex-
press proteins capable of catalyzing disul-
fide bond formation). There is a significant
difference between the redox states of the
cytosol (which is highly reducing) and
the periplasm (which is oxidizing), and
it was originally thought that this differ-
ence was sufficient to allow disulfide bond
formation to occur at a reasonable rate.
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However, proteins have been identified
in the periplasm of E. coli that catalyze
both the formation and removal of disul-
fide bonds and thus speed up the rate at
which proteins that contain such bonds
are folded.

The two major proteins in E. coli involved
in this process are both periplasmic
proteins and are called DsbA and DsbC
(Fig. 6). DsbA is a powerful oxidant,
catalyzing the formation of disulfide bonds
between cysteine residues in proteins

that have been newly secreted to the
periplasm, and itself becoming reduced as
a consequence. Although bacteria lacking
DsbA are viable, they show enhanced
turnover of periplasmic proteins (owing to
the presence of proteases in the periplasm
that degrade unfolded proteins), lack of
motility (owing to the failure of flagella to
assemble), and high sensitivity to reducing
agents. DsbA apparently binds proteins in
a hydrophobic groove, rather analogous
to the mechanism seen in some of the

DsbA (ox) DsbA (red) 

DsbB (ox) DsbB (red) 

Periplasm 

DsbC (red) DsbC (ox) 

DsbD (ox) DsbD (red) 

Substrate protein
(oxidized) 

Substrate protein
(reduced) 

Coupled to electron
acceptors via quinones 

Reduced by NADPH via
thioredoxin 

Cytosol 

Fig. 6 Mode of action of some of the periplasmic Dsb proteins in E. coli. DsbA acts as an
oxidase to introduce disulfide bonds into proteins with free thiols. In doing this, it is itself
reduced, and must be reoxidized by oxidized DsbB, which in turn becomes reduced. DsbB
becomes reoxidized by donating electrons to quinines, which flow to oxygen or other electron
acceptors. DsbC in its reduced form acts either as a reductase (the net effect of which is to
oxidize DsbC) or an isomerase (where no net redox reaction occurs). In the former capacity, it
must be rereduced before regaining its activity; this is done by DsbD, which in turn derives its
reducing power ultimately from cytosolic NADPH. Other Dsb proteins also exist in the
periplasm of E. coli but have been omitted for clarity.
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chaperones discussed above, but it is not
significantly specific about which cysteines
it oxidizes, so both correct and incorrect
isomers of the same protein can be formed.
The reduced DsbA must be reoxidized
for further activity, a process that is
mediated by a membrane protein called
DsbB, which itself interacts directly with
intermediates of the oxidative electron
transport pathway to transfer the electrons
liberated in disulfide bond formation to
quinones and ultimately to either oxygen
or, under anaerobic conditions, to other
electron acceptors.

The formation of incorrect disulfide-
bonded isomers by DsbA points to the
need for an isomerase protein that can
catalyze the breakage and reformation of
disulfide bonds in proteins until the correct
isomeric (and active) form is reached. In
the E. coli periplasm, this role is performed
by the protein DsbC. Like protein disulfide
isomerase (PDI) (see below), this protein
has an innate chaperone activity, in that it
can recognize and bind unfolded proteins
even when such proteins lack any cysteine
residues. It seems likely that DsbC acts
to bind incorrectly folded proteins, and
then breaks the disulfides if they are
present. Disulfides may then be reformed
either by subsequent action of DsbA, or
by spontaneous reoxidation of the reduced
cysteines. In contrast to DsbA, therefore,
DsbC must be maintained in a reduced
state, and this is mediated by another
membrane protein called DsbD. DsbD
is in turn maintained in a reduced state
by interacting with the cytosolic protein
thioredoxin, which itself is kept reduced
by metabolically generated NADPH.

The site for disulfide bond formation
and isomerization in eukaryotes is the
lumen of the endoplasmic reticulum. As
is the case with bacteria, disulfide bond
formation in newly imported proteins is an

enzyme-catalyzed process, the enzyme in
this case being protein disulfide isomerase.
PDI is by far the most abundant chaperone
in the ER. As with bacteria, a membrane
protein (Ero1p) exists to restore the
active (oxidized) state of PDI after the
formation of disulfides has taken place.
Reduced Ero1p in turn is reoxidized
directly by oxygen, though its activity is also
modulated by FAD. In addition to acting
as an oxidase, PDI can shuffle the disulfide
bonds in a protein after they have formed
(hence its name), so it effectively combines
the roles of DsbA and DsbC. As with DsbC,
it is capable of showing chaperone activity,
and so presumably can recognize proteins
in which the disulfide bonds are not in
the correct position for complete folding.
The catalytic site and chaperone site are
not the same and indeed are on different
domains of the protein. This activity is
more important in eukaryotic cells than
in prokaryotic ones, as eukaryotic proteins
have much larger numbers of disulfide
bonds on average, and hence the possibility
of forming incorrect disulfide bonds is
correspondingly higher.

5.1.2 Hsp33: A Chaperone with a Redox
Switch
An intriguing chaperone protein is found
in E. coli, with homologs in many other
species, which is heat shock induced but
active only when oxidized. This protein,
Hsp33 or HslO, binds very tightly to
zinc ions when reduced, coordinating the
zinc with four cysteine residues. Under
relatively mild oxidizing conditions, the
zinc is released and the cysteines form
two disulfide bonds. This release causes a
substantial change in the conformation of
the protein, which significantly increases
the amount of exposed hydrophobic area
of the protein. In this state, Hsp33 acts as
a ‘‘holder’’ rather like the sHSPs, and has
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been shown to be capable of protecting a
number of substrates from aggregation,
whether induced by heat shock or by
chemical denaturation. However, it has not
yet been possible to demonstrate refolding
of the bound protein substrates in vitro,
implying that in vivo Hsp33 may interact
either with one of the known chaperone
proteins, or with a cofactor which is yet
to be identified. The likely function of
Hsp33 is protection of proteins, which
may be particularly susceptible to oxidative
damage in vivo, and the rapid activation of
the chaperone activity of Hsp33 that takes
place when the protein is oxidized, makes
it an excellent first line of defense against
oxidative stress, which can act until the cell
has had time to induce a range of other
defenses that will tend to act by restoring
the normal redox potential of the cytosol.

5.2
Chaperone Networks and Protein Quality
Control in the Cell

As research into molecular chaperones has
progressed, it has moved to embrace con-
siderations not only of how the members
of individual chaperone families function,
but also how they interact with other
chaperone families within the cell. Much
emphasis is now placed on understanding
these interactions or networks. One such
network has already been discussed briefly
above: the interaction of Hsp70 and Hsp90
proteins in the activation of steroid hor-
mone receptors. Chaperone networks have
evolved to enable cells to maximize the ef-
ficiency with which they produce folded
and active proteins, a process that faces
two particular hurdles: the inefficiency im-
plicit in the folding process itself (i.e. the
extent to which proteins may finish up be-
coming misfolded or aggregated), and the
fact that folding can be reversed by stresses

such as heat shock. These networks also
have to be integrated with the cell’s mech-
anisms for disposing of proteins that are
not functional. In the next two sections, we
will look at two of the best understood of
these: the system of protein quality control
in the E. coli cytosol, and the system in the
ER of eukaryotic cells. Neither of these,
it must be emphasized, is yet completely
characterized.

5.2.1 Chaperone Networks and Protein
Quality Control in the E. coli Cytosol
It has already been pointed out in the
text above that DnaK (one of the Hsp70
protein homologs in E. coli) and the
unrelated protein trigger factor cooperate
in chaperoning proteins that are still in
the process of being synthesized on the
ribosome. This is an essential process,
and the trigger factor and DnaK must
significantly overlap in the roles that they
play in it, as demonstrated by the fact
that loss of both genes together is lethal
to the cell, whereas loss of either gene
individually is not. It is likely that in
normal cells, they act sequentially, with
the trigger factor binding to proteins as
they first emerge from the ribosome, and
DnaK interacting with a subset of these
later during synthesis.

Other interactions may exist between the
DnaK and the GroEL chaperone systems.
In vitro studies using purified substrate
proteins have demonstrated that proteins
can be transferred between these two
systems effectively in either direction.
Detailed in vivo evidence for a network
between these two proteins is lacking, how-
ever, except inasmuch as a few proteins
have been identified by coimmunoprecip-
itation experiments as being substrates of
both systems.

More direct evidence exists to link the
sHSPs of E. coli with the Hsp70 and Hsp60
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major chaperone families. In vitro experi-
ments show that unfolded proteins can be
held in a nonaggregated but nonactive state
bound to the sHSPs, and subsequently
transferred to the DnaK and GroEL fam-
ilies for folding. In vivo experiments also
support the existence of such interactions,
although these interactions cannot be es-
sential for viability as even under fairly
extreme conditions, loss of the sHSPs from
E. coli does not cause a severe phenotype.
It may be that, as was seen in the case
of trigger factor and DnaK, the ability for
the cell to ‘‘hold’’ transiently unfolded pro-
teins in a refoldable form is so important
that more than one protein can act as the
‘‘holder,’’ and to date the other proteins
that can do this have not been identified.

A third important interaction that exists
between chaperones in E. coli is that
between the Hsp70 protein DnaK and the
Hsp100 protein, ClpB. Here, the evidence
for an important interaction is much more
compelling. It is clear both from in vitro
and in vivo experiments that proteins
aggregated by a stress such as heat shock
can be disaggregated by the combined
actions of DnaK and ClpB, and that the
two proteins have very different roles in
the process as they cannot substitute for
each other. It is likely that ClpB acts
upon protein aggregates first, altering their
structure to a point where DnaK is able to
promote their refolding. ClpB has thus
been classified by some workers as an
‘‘unfolder,’’ and it is not able to assist the
refolding of proteins on its own. Its mode
of action is not yet understood, but it is a
member of a large family of proteins called
the AAA proteins, many of which have
a major role in protein quality control.
This leads us into the complex area of
the overlap between protein refolding and
protein degradation.

E. coli (and all other organisms) con-
tains a large number of different proteases
whose job it is to remove inactive or dam-
aged proteins from the cell. This process
becomes particularly important at high
temperatures. A large number of these pro-
teases are, along with ClpB, members of
the AAA family of proteins, and some have
features reminiscent of molecular chaper-
ones. For example, several of them have
an ATP-dependent ability to unfold pro-
teins, and exist as ring-shaped oligomers
(usually hexamers). For most of these, un-
folding occurs as an essential step prior to
degradation of the unfolded protein, either
by another site on the same polypeptide
that mediated the unfolding, or by another
protein that acts in concert with the ‘‘un-
foldase.’’ The unfoldase activity can, in
some cases, give rise to a chaperone-like
activity in in vitro experiments, although
only in the case of ClpB does it appear to
have a true role in helping proteins to re-
fold in vivo. Degradation by these proteases
is reduced by mutations in the DnaK and
GroEL chaperone families, implying an
interaction, indirect or direct, between the
chaperone proteins and the proteases.

Thus, when proteins are unfolded in
the E. coli cell, they may be captured
by ‘‘holders’’ for subsequent refolding, or
form aggregates that can be disaggregated
by ClpB before refolding by DnaK (Fig. 7).
In addition, they may be targeted to cellular
proteases. Both these processes will help
ensure that only active proteins are present
in the cell, but the way the balance between
them is achieved (i.e. what determines
whether a given protein is degraded or
refolded) is not known. Clearly, refolding
is a preferential option to degradation if
the cell is not to lose the investment in
ATP that it has already made in producing
the protein; equally clearly, refolding is not
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Fig. 7 Holders, folders, and unfolders in a chaperone network. A folded
protein may become partially unfolded (for example, due to heat shock). It may
refold spontaneously from this state, or may require the assistance of a
‘‘folder’’ chaperone (F), such as the GroEL/ES or DnaK/J systems. The partially
unfolded state may interact further with other proteins in the same state to
form an aggregate. This can be reversed by the action of an ‘‘unfolder’’ (such
as ClpB). Alternatively, a ‘‘holder’’ chaperone (such as an sHSP) may hold the
intermediate in a nonactive but nonaggregated state until a folder chaperone
can refold it.

always an option, otherwise there would be
no need for the cellular proteases to exist.

5.2.2 Protein Quality Control in the
Endoplasmic Reticulum
The ER is of particular importance in the
quality control of protein folding. It is the
site for several important covalent modi-
fications that are key to protein structure,
including disulfide bond formation and
glycosylation, and proteins pass through
the ER en route to the plasma membrane
and beyond, where they will be inaccessible
to any further modification by chaperones.
Thus, a substantial machinery is found
within the ER to ensure that proteins are
correctly folded and modified, and that
leads to the degradation of those that are

not. The components of this machinery
include proteins that form and isomerize
disulfide bonds, a key Hsp70 homolog, sev-
eral proteins with DnaJ domains, and two
proteins called calnexin and calreticulin.
Other proteins with chaperone activity also
exist in the ER (for example, an Hsp90
homolog called Grp94), although genetic
evidence suggests they play a relatively
minor role.

The Hsp70 protein homolog (also re-
ferred to as BiP, Grp78, and Kar2p) can
be shown to associate with incompletely
folded proteins using the same rules for
binding as other members of the Hsp70
family. BiP has a C-terminal amino acid
signal that retains it in the ER by cycles of
retrieval from the Golgi body, and so any
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protein that has bound to it is also kept in
the ER until the sites that BiP recognizes
are buried in the folded protein (or until
the protein is retrotranslocated back to the
cytosol for degradation, a process in which
BiP also has a major role). Coimmunopre-
cipitation and cross-linking experiments
have shown that BiP may bind early in
the folding pathway, as do other Hsp70
homologs such as DnaK, but other stud-
ies support a role later during folding.
Complexes recovered by such experiments
often include other ER resident chaper-
ones as well as BiP, supporting the model
of a network of chaperone proteins act-
ing in concert to promote correct folding.
BiP can be acted upon by several different
membrane proteins with DnaJ domains
(all of which face the lumenal side of the
membrane) and these may all be involved
in BiP’s various functions. As with classic
Hsp40 proteins, they can act to stimulate
the ATPase activity of their Hsp70 part-
ner (BiP) and thus improve the efficiency
of the cycling on and off the complex of
partially folded protein. BiP is not the only
chaperone in the ER that can interact with
partially folded proteins: the PDI shares
this property, and thus may be involved in
retention of incorrectly folded proteins as
well as in the formation and isomerization
of disulfide bonds.

A more complex system exists to en-
sure that glycosylated proteins are in their
correct conformation before further trans-
port through the secretory pathway. Glycan
chains are added at selected asparagine
residues to proteins as they pass into the
ER through the membrane. These chains
have the formula Glc3-Man9-(GlcNAc)2,
where Glc is glucose, Man is mannose, and
GlcNAc is N-acetyl-glucosamine. Shortly
after these chains have been added, two
of the terminal glucoses are clipped off by

the enzymes glucosidase I and II, leav-
ing a single glucose. The presence of
this glucose makes the protein bind to
one of the two chaperones calnexin and
calreticulin, which are respectively trans-
membrane and lumenal proteins, thus
preventing their further transport from
the ER. In this state, they can also be
acted upon by another PDI called ERp57,
which itself binds to both calnexin and
calreticulin. The final glucose residue on
the bound substrate is removed by glucosi-
dase II, which enables the protein’s release
from calnexin or calreticulin. If it is cor-
rectly folded, it will now exit the ER, but if
it is incorrectly folded, a terminal glucose
is added back to the protein by another en-
zyme (UDP-glucose:glycoprotein glucosyl
transferase), which only acts on proteins
that contain areas that are not folded, and
the protein will be rebound by calnexin
and calreticulin, thus reinitiating the cy-
cle of protein folding on these chaperones.
If after several cycles of this reaction the
protein has still failed to fold correctly, it
can be targeted for retrotranslocation and
degradation in the cytosol.

5.3
Examples of Substrate-specific Chaperones

The chaperones that have been considered
above are all examples of what are
often referred to as ‘‘broad-spectrum’’
chaperones: that is, they have a range
of different substrate proteins with which
they interact. Not all chaperones are broad
range, however; some interact with only
one or a few substrates. There are many
examples of these in the literature, two of
which are considered here.

5.3.1 Hsp47 and Collagen Assembly
In addition to the various chaperones
present in the ER and described in the
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previous section, another chaperone pro-
tein called Hsp47 is also present. This
protein is required for the chaperoning of
one class of proteins only: the collagens.
Collagens are the most abundant proteins
in mammals, and the importance of the
action of Hsp47 is shown by the fact that
mice with both copies of the hsp47 gene
disrupted do not survive to term and show
many abnormalities in collagen process-
ing, which has numerous lethal effects on
tissue integrity. How does Hsp47 act? To
answer this question, we need to know
something about collagen assembly.

Although there are large numbers of dif-
ferent types of collagen, they share certain
common features. Collagen is synthesized
as procollagen, which contains domains
at both the N- and C-termini, which are
removed in the formation of the mature
collagen molecule. These N- and C-termini
form globular domains while the rest of the
procollagen molecule forms alpha-helices,
three of which coil around each other to
form the characteristic collagen triple he-
lix. The alpha-helices consist of repeats of
the motif G-X-Y, where Y is often proline
(or hydroxyproline, formed in the ER from
proline). This molecule is then transported
to the Golgi body and ultimately to the
cell surface, where the N- and C-terminal
domains are removed and collagen triple
helices become associated via unknown
mechanisms into long fibrils. Hsp47 has
been shown to bind to the triple-helical
procollagen molecule, and this binding re-
quires the presence of at least one arginine
residue in the triple helix. The precise
role of the Hsp47 binding is not yet clear,
but one promising hypothesis is that it
prevents the premature aggregation of pro-
collagen molecules into larger fibrils, that
would not be exportable from the ER. In-
triguingly, Hsp47 has been shown to be

capable of forming trimers, and one specu-
lation is that it may form rings around the
triple-helical procollagen molecules that
could serve to prevent lateral aggregation
with other procollagens.

5.3.2 PapD and the Assembly of Bacterial
Pili
The interactions of chaperones and sub-
strates generally lack the degree of speci-
ficity that is commonly associated with pro-
tein–protein interactions, and it is this lack
of specificity that contributes to the broad
range of substrates on which chaperones
can act. However, the substrate-specific
chaperones, such as Hsp47 above, must
be able to recognize and act on particular
substrates. In one group of proteins, the
so-called PapD chaperones, the molecular
basis for this recognition is understood,
and this gives us useful insights into how
such chaperones can act.

PapD chaperones are members of a
superfamily of proteins, found in the
periplasm of different bacteria, which
are involved in the assembly of pili and
other surface structures. This gives them
considerable applied interest because pili
and fimbrae play a major role in the
attachment of bacteria to surfaces and in
many cases this makes them important
virulence factors in disease. More than 30
members of this superfamily are known.
PapD is one of the best studied of these and
was distinguished as the first chaperone
(albeit one whose action is highly specific)
for which a crystal structure was obtained.

Certain strains of E. coli produce so-
called P pili, which are complex structures
consisting of an adhesion protein (PapG)
at the tip of the pilus, joined via an adaptor
protein (PapF) to a string of subunits
(of the PapE protein) in an open helical
conformation, which in turn are linked by
another adaptor protein (PapK) to another



516 Chaperones, Molecular

string of subunits (PapA) in a helical
cylinder. All these proteins are produced
in the cytosol of E. coli and exported to the
periplasm, and their subsequent assembly
into a complete pilus requires the action
of the PapD chaperone. In the absence of
PapD, the various subunits are degraded
by periplasmic proteases. PapD is not,
however, part of the assembled pilus, and
so it admirably fulfills the definition of a
molecular chaperone.

Solving the structure of PapD, both
alone and in complexes with proteins
(PapK and PapE) whose folding it assists,
has demonstrated how this chaperone
works. The pilus subunits possess an Ig-
fold, which normally consists of seven
antiparallel beta sheets. In the pilus
subunits, one of these helices is missing,
which exposes a deep cleft in the protein.
When the protein is in a complex with
PapD, an N-terminal beta sheet from
PapD fills the space that would normally
be occupied by this missing region,
thus stabilizing the protein by hiding
the hydrophobic residues that would
otherwise be exposed. This is referred
to as ‘‘donor strand complementation,’’
since the completion of the stable Ig-fold
is made possible by the ‘‘donation’’ of a
β-strand from the chaperone. Indeed, it
is likely to be the case that the folding of
the individual pilus subunits only takes
place in the presence of PapD. Given
that this complex is now stabilized by
the pilus-chaperone interaction, how does
subsequent assembly of the pilus subunit
into the growing pilus take place? This
assembly happens by a process referred
to as ‘‘donor strand exchange,’’ where
the place occupied by the donated strand
of the PapD chaperone is taken by a
donated beta strand from the adjacent
pilus subunit. This process takes place
at an outer membrane pore made up of

the protein PapC (sometimes referred to
as an ‘‘usher’’). PapD, complexed to the
various different pilus subunits, arrives
at the PapC, and donor strand exchange
takes place in order to add each new
pilus subunit to those already there, which
will thus be progressively extruded from
the outer membrane of the cell. The
order in which the subunits are found
is presumably determined by the relative
affinities of the different pilus subunits
for each other, although this has not been
directly proven. Recent results show that
the role of PapD in this entire process is far
from passive. PapD primes pilus subunits
for assembly by holding the groove in
an open conformation, which is closed
during donor strand exchange, effectively
locking the N-terminal extension of each
adjacent pilus subunit in place on its
neighbor. The interaction between PapD
and its substrates is highly specific and,
moreover, PapD can be said to be providing
steric information required for the correct
folding of these substrates.

6
Conclusion

This review has focused on the roles of
molecular chaperones in the cell and de-
scribed some instances of the way in which
these roles can be understood in terms of
the structures and reaction mechanisms of
individual molecular chaperones. It must
be emphasized that this is an area of re-
search that has expanded very rapidly over
the past decade and a half, and many
aspects of molecular chaperone biology
have had to be neglected in such a brief
discussion. More attention is now being
paid to the networks in which molecular
chaperones operate and how these overlap
with other key areas of the cell’s activity,
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particularly in the whole area of ‘‘qual-
ity control’’ – the optimization of protein
folding activity under both normal and
stressed conditions, and the rapid dis-
posal of proteins which fail to meet the
cell’s requirements. Attention is also shift-
ing to examining the roles of different
chaperones in disease, most notably the
protein-folding diseases such as the prion
diseases, Alzheimer’s, Parkinson’s, and
others. The possibility that a more com-
plete understanding of the ways in which
chaperones are involved in such diseases
may lead to new therapies is an exciting
one and a powerful incentive to further
research in this field.
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Bioluminescence
Light emission from a living organism.

Chemiluminescence
Light emission that occurs in chemical reactions as a result of the decay of
chemiexcited species.
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Electrochemiluminescence
Light emission that occurs in electrochemical reactions.

Homogeneous Assay
An assay (e.g. immunoassay or nucleic acid hybridization assay) that does not require a
separation step.

Immunoassay
An assay that uses specific antibodies or labeled antibodies to detect an antigen
(the analyte).

Luciferase
The generic name for an enzyme that catalyzes a bioluminescent reaction.

Luciferin
The generic name for the substrate of a luciferase.

Luminometer
An instrument for detecting and measuring light emission.

Nucleic Acid Hybridization Assay
An assay that utilizes the specific recognition of a nucleic acid probe or labeled nucleic
acid probe for a complementary sequence on the target nucleic acid.

Photoprotein
A tightly bound protein–luciferin complex that can be activated to produce light.

� Bioluminescent (BL) and chemiluminescent (CL) reactions are used as analytical
detection tools in immunoassay, protein and nucleic acid blotting, nucleic acid
sequencing, and hybridization assays, and in reporter gene studies. In a BL or
CL assay, the intensity or the total light emission is measured and related to
the concentration of the unknown analyte. Light is measured quantitatively using
a luminometer (photomultiplier tube or charge-coupled device) as a detector or
qualitatively by means of photographic or X-ray film. The main advantages of
these reactions are simplicity and an analytical sensitivity capable of obtaining
results from minute amounts of analyte [attomole–zeptomole (10−18 –10−21 mol)
range]. In immunoassay and nucleic acid hybridization tests, these reactions or
their components are used in two ways: as labels and as detection systems
for labels of other types (e.g. enzymes). Acridinium esters, acridinium sulfonyl
carboxamides, isoluminol derivatives, the photoprotein aequorin, and luciferases
from the firefly, marine bacteria, Vargula (formerly Cypridina), and Renilla are
the principal luminescent labels. CL and BL detection schemes have been
developed for assaying alkaline phosphatase, glucose oxidase, glucose 6-phosphate
dehydrogenase, horseradish peroxidase, and xanthine oxidase labels. In addition,
simple homogeneous assays are possible with CL acridinium ester and isoluminol
labels, as well as with glucose 6-phosphate dehydrogenase labels. CL and BL reactions
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can be adapted for the analysis of enzymes, substrates, cofactors, inhibitors, and
metal ions, for the study of cellular processes (e.g. phagocytosis), and for toxicity
testing. Luciferase genes (luc, lux) are now used as reporter genes, and the gene
expression is quantitated by measuring the expressed luciferase in a BL assay.

1
Chemiluminescence

Chemiluminescence (CL) is the light emis-
sion produced in certain chemical re-
actions. Excited singlet-state molecules
are formed in the reaction via the de-
composition of high-energy intermedi-
ates such as 1,2-dioxetanes, dioxetanones,
peroxides, or endoperoxides, which de-
cay to the ground state, and some of
the energy is released as light. The
majority of CL reactions are oxidation
reactions because these reactions can
provide sufficiently energetic intermedi-
ates for light emission (e.g. 63.5 kcal/mol
for blue light at 450 nm). One of the
best-known CL reactions is the oxida-
tion of luminol (5-amino-2,3-dihydro-1,4-
phthalazinedione): the decay of singlet
excited-state 3-aminophthalate molecules
produces a blue CL at 425 nm. Generally,
CL reactions are inefficient in aqueous
media (CL quantum yield for luminol
0.01; i.e. 1% efficiency) but are improved
in aprotic solvents (e.g. dimethyl sul-
foxide). Figure 1 illustrates the diversity
of compounds that undergo CL react-
ions (see http://www.shsu.edu/∼chm tgc/
chemilumdir/chemiluminescence2.html
for movies illustrating chemiluminescent
reactions).

2
Bioluminescence

Bioluminescence (BL) is the light emitted
from living organisms (‘‘living light’’).

Many thousands of BL species have been
identified (666 genera from 13 phylla),
and the firefly (Photinus pyralis) is the
best-known example (Table 1). Light emis-
sion (562 nm) is produced in an ATP-
dependent oxidation of firefly luciferin,
catalyzed by firefly luciferase (EC 1.13.12.7)
(Fig. 2). This highly efficient reaction has
a quantum yield approaching unity (100%
efficiency). However, the majority of BL
reactions are considerably less efficient
than the firefly reaction. The color of
bioluminescence emissions ranges from
violet (395 nm) in the sea coral Thourella,
through blue (470 nm) in the jellyfish
Periphylla, green (550 nm) in the glow
worm Lampyris, to red (705 nm) in the
deep-sea fish Malacosteus. Most BL re-
actions involve an enzyme (a luciferase)
and a substrate (a luciferin). Luciferases
and luciferins from different BL organ-
isms have different structures and com-
positions: for example, marine bacterial
luciferase is a heterodimer (40 and 37
kDa), and the luciferin is a long-chain
aldehyde, whereas Renilla luciferase is a
35 kDa monomer, and the luciferin is an
imidopyridazine derivative. Some BL or-
ganisms utilize a precharged photoprotein
instead of a luciferase; for example, in the
jellyfish Aequorea, BL is due to the reac-
tion of calcium ions with aequorin, a stable
complex of apoaequorin and coelenter-
azine (a luciferin) that has been precharged
with an oxidant (molecular oxygen). The
BL emission is due to an energy transfer
to green fluorescent protein (GFP) from
excited-state coelenterate oxyluciferin.



524 Chemiluminescence and Bioluminescence, Analysis by

3
Electrochemiluminescence

Chemical reactions at the surface of an
electrode can also produce excited-state
species that decay to the ground state and
emit light (electrochemiluminescence).
Ruthenium(II) tris(bipyridyl) undergoes
an electrochemical reaction with tripropy-
lamine to produce a strongly reducing

tripropylamine radical and a strongly
oxidizing ruthenium(III) species at the
electrode surface (Fig. 3). These react to
regenerate ruthenium tris(bipyridyl) in
an electronically excited state that de-
cays to the ground state and emits light
at 620 nm. Suitably derivatized ruthe-
nium(II) tris(bipyridyl) molecules are ef-
fective labels (detection limit 200 fmol/L)
in nucleic acid assays of different types.
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Fig. 1 Examples of chemiluminescent reactions. (a) Luminol X = H, Y = NH2;
isoluminol, X = NH2, Y = H, (b) 8-hydroxy-7-phenyl-pyrido[3,4-d]pyridazine-
1,4(2H, 3H) dione, (c) bis(2,4,6-trichlorophenyl) oxalate, (d) ozone–nitric oxide,
(e) acridinium aryl ester, (f) CSPD, (g) siloxene, (h) lophine, and
(i) lucigenin.
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Fig. 1 (Continued).

4
Applications

Most assays simply involve mixing the
sample with the appropriate CL or BL
reagents and measuring or detecting the
light emission. CL and BL reactions are
sensitive and simple to perform; they uti-
lize nonhazardous reagents, have a wide
dynamic range (several orders of magni-
tude), and are usable in diverse applica-
tions (assays for proteins, DNA, RNA, en-
zymes, substrates, inhibitors, metal ions,

and biomass) and in different assay for-
mats (e.g. flow injection, liquid chromatog-
raphy, extra-laboratory tests) (Table 2).

4.1
Measurement of Light Emission

Light can be measured quantitatively using
a luminometer or qualitatively by means
of photographic or X-ray film. Quantita-
tive measurements are usually performed
using a photomultiplier tube as the de-
tector. This device can be operated in
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Tab. 1 Examples of bioluminescent organisms.

Common name Phyllum Systematic name

Moon-night mushroom Eumycota Pleurotus japonicus
Foxfire Armillaria mellea
Jack-o’-lantern Clitocybe illudens
Sea fir Cnidaria Obelia geniculata
Sea pansy Renilla reniformis
Sea comb Ctenophora Mnemiopsis leidyi
Firefly squid Mollusca Watasenia scintillans
Fireworm Annelida Odontosyllis enopla
Firefly Arthropoda Photinus pyralis
Glow worm Lampyris noctiluca
New Zealand glow worm Arachnocampa luminosa
Railroad worm Phrixothrix tiemann
Sea firefly Vargula hilgendorfi
Brittle star Echinodermata Ophiopsila californica
Angler fish Chordata Melanocetus pelagicus
Flashlight fish Photoblepharon palpebratus
Hatchet fish Argyropelecus spp.
Lantern fish Myctophum spinosum
Midshipman fish Porichthys notatus

(See http://lifesci.ucsb.edu/∼biolum/organism/photo.html for pictures of some
of the BL organisms listed in this table).
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Fig. 2 Bioluminescent firefly
luciferase reaction.

the photon-counting mode or the less-
sensitive photon-current mode. An alter-
native is to use a charge-coupled device
(CCD) camera to image the light emission
from two-dimensional sources. Reaction
vessels of different geometries (microtiter
plates, membranes) can be imaged and
the images stored and manipulated to
improve sensitivity via background sub-
traction techniques. Typically, a CCD de-
tector divides the image into a 512 × 512
array of elements (pixels), but improved
resolution can be achieved using sensors
that divide the image into a 1024 × 1024
pixel array. The kinetics of the CL or
BL light emission is a major consider-
ation in light measurement. Rapid light
emission (a flash of light) requires that
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Fig. 3
Electrochemiluminescent
ruthenium(II)
tris(bipyridyl)–labeled DNA.

N

N

N

N

N

N

Ru + +

(CH2)3CO-DNA

Light

Tripropylamine
Electrode surface

Tab. 2 Illustrative examples of applications of chemiluminescent and
bioluminescent reactions.

Type of application or test Examples

Antibodies IgA, IgG, IgE, IgM
Antioxidants Vitamin E
Biomass Bacteriuria testing, enumeration of bacteria in milk,

soil biomass, shelf-life dating, sperm viability
Chemosensitivity Biocide assessment, tumor chemosensitivity
Drugs Digoxin, methotrexate
Environmental Phenolic herbicides, hygiene monitoring
Enzymes Adenylate kinase, β-1,4-galactosyltransferase,

creatine kinase, galactose 1-phosphate,
N-acetyl-β-d-glucosaminidase, proteases

Gases Nitric oxide, nitrogen dioxide, ozone, sulfur dioxide
Hormones Follitropin, lutropin, thyrotropin, thyroxine,

parathyrin
Lighting Emergency and warning light, aerosols, and smoke
Metals Ag, Bi, Ca, Ce, Co, Cr, Fe, Hg, K, Li, Mg, Mn, Ni,

Os, Pb, Tb, Th, Tl, V, Zr
Oxidants Hypobromite, hypochlorite, iodine, superoxide
Steroids Estradiol, estriol, progesterone, testosterone
Substrates and cofactors ADP, ATP, bile acids, ethanol, galactose, glucose,

glucose 6-phosphate, glycerol, lactate, NADH,
NADPH, oxaloacetate, phosphocreatine,
pyruvate, sorbitol

the reaction be initiated in front of the
photodetector using an injector. The wave-
length of light emission is a further
factor in selecting a detector. Photomul-
tiplier tubes have a wavelength-dependent
quantum efficiency for light detection
and usually are most sensitive in the
blue region (350–400 nm) and least sen-
sitive in the red region (600 nm) of the
spectrum.

4.2
Immunoassay, Blotting, and Nucleic Acid
Hybridization Assays

The extreme sensitivity of CL and
BL assays (detection limits in the
attomole–zeptomole range: 10−18 –10−21

mol) has made them ideal for
immunoassay and other applications
(Table 3). CL and BL substances are
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Tab. 3 Detection limits for labels used in immunoassay and nucleic
acid hybridization assays

Detection limits
(zeptomoles: 10–21 mol)a

Label CL BL
Acridinium ester 500
Alkaline phosphatase 1 10
β-D-galactosidase 30 0.2
Glucose oxidase 6 200
Glucose 6-phosphate dehydrogenase 3 1 000
Horseradish peroxidase 1 400
Isoluminol 50 000
Xanthine oxidase 3 000

CL, chemiluminescent assay; BL, bioluminescent assay.

effective alternatives to radioactive labels
(32P, 125I), and generally, CL and BL
reactions are superior to colorimetric
and fluorescent reactions used to assay
conventional enzyme labels.

4.2.1 Labels
Luminol, isoluminol, acridinium ester,
acridinium sulfonyl carboxamide, fire-
fly luciferase, marine bacterial luciferase,
Renilla luciferase, Vargula luciferase, ae-
quorin, and ruthenium(II) tris(bipyridyl)
have all been tested as labels. Acri-
dinium esters are one of the principal
types of CL label in current use in
immunoassay and hybridization assays.
A rapid flash of light is produced by
reacting the label with a mixture of
H2O2 and NaOH. Nonseparation (ho-
mogeneous) nucleic acid assays can be
formatted with an acridinium ester la-
bel, as in the ‘‘hybridization protection
assay.’’ In this three-step assay, first the
sample and an acridinium ester–labeled
probe are incubated together. Next, the la-
bel on an unhybridized probe is hydrolyzed
to a nonchemiluminescent product (probe
bound to target nucleic acid is protected

from hydrolysis), and finally a chemilu-
minescent signal is obtained from the
acridinium ester label on the bound probe
by treatment with oxidant in basic con-
ditions (Fig. 4). The recombinant photo-
protein aequorin is the most promising
BL label. Light emission (rapid flash) is
triggered by reacting the aequorin with
calcium ions.

4.2.2 Detection Reactions
The two most popular enzyme labels,
alkaline phosphatase and horseradish per-
oxidase, can be quantitated by a range
of CL and BL reactions. These enzymes
are used in several ways: as direct labels
for nucleic acid, indirectly as avidin or
streptavidin conjugates with biotin-labeled
nucleic acids, or via antigen–antibody
coupling, such as anti-digoxigenin con-
jugates with digoxigenin-labeled nucleic
acids.

For alkaline phosphatase, the CL as-
say using adamantyl 1,2-dioxetane aryl
phosphate substrates (e.g. AMPPD,
CSPD) (Fig. 5) is convenient and very
sensitive (detection limit, 1 zmol). In
membrane-based assays (e.g. Western
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Fig. 4 Hybridization protection assay for detecting target
nucleic acid (DNA) using a chemiluminescent acridinium
ester label.
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Fig. 5 Chemiluminescent detection of an alkaline phosphatase label using an
adamantyl 1,2-dioxetane aryl phosphate (AMPPD, CSPD), and detection of
a peroxidase label using the enhanced chemiluminescent reaction. AP, alkaline
phosphatase; HRP, horseradish peroxidase; SAV, streptavidin.

blot, Southern blot), the nature of
the membrane influences the CL sig-
nal from bound alkaline phosphatase.
The surface of a nylon membrane acts

as an enhancer of the CL signal be-
cause a dephosphorylated intermediate
is sequestered in hydrophobic domains
on the nylon. Similar improvements
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in reaction kinetics, signal intensity,
and signal-to-background ratio can be
achieved both in solution and on mem-
branes using certain water-soluble macro-
molecules [e.g. polyvinylbenzyl (ben-
zyldimethylammonium) chloride]. Several
highly sensitive sustained signal CL assays
for horseradish peroxidase are available.
These are based on (a) an acridan sub-
strate that is converted by peroxidase into
an unstable acridinium ester intermediate
or (b) an enhanced chemiluminescent as-
say that uses luminol in conjunction with
an enhancer molecule (e.g. 4-iodophenol,
4-hydroxycinnamic acid) (Fig. 5). In addi-
tion, sensitive CL or BL detection reac-
tions of varying complexity are available
for glucose oxidase, glucose 6-phosphate
dehydrogenase, xanthine oxidase, and β-
galactosidase labels (Table 4).

CL is also useful in DNA sequencing. For
example, it is used to detect biotinylated
DNA fragments transferred onto a mem-
brane from a polyacrylamide sequencing
gel. The biotin-labeled DNA is reacted
with a streptavidin–alkaline phosphatase

conjugate, and then the bound enzyme is
detected using a 1,2-dioxetane substrate
(e.g. CSPD). Light emission from the
membrane surface is imaged onto film or
using a CCD camera as shown in Fig. 6.

4.3
Enzymes, Substrates, and Cofactors

The luminol, firefly luciferase, and marine
bacterial luciferase reactions are sensi-
tive indicator reactions for the production
or consumption of peroxide, ATP, and
NAD(P)H respectively. They can be cou-
pled to other reactions involving oxidases,
kinases, and dehydrogenases, and can be
used to measure any component of the
coupled reaction (enzyme, substrate, co-
factor). Examples include the assays for
alcohol and glucose, shown in Eqs. (1)
and (2). Coimmobilization of a luciferase
with other enzyme reagents improves
the efficiency of the reaction because in-
termediates are effectively channeled to
successive enzymes in the coupled en-
zyme system.

Tab. 4 Chemiluminescent and bioluminescent detection reactions for enzyme labels.

Glucose + O2

glucose oxidase label
−−−−−−−−−−−−−−−→ gluconolactone + H2O2

H2O2 + isoluminol
microperoxidase

−−−−−−−−−−−→ light

Xanthine + O2
xanthine oxidase label−−−−−−−−−−−−−−−−→ hypoxanthine + H2O2

H2O2 + luminol + Fe-EDTA −−−−→ light

o-nitrophenylgalactoside
β-galactosidase label

−−−−−−−−−−−−−−−→ galactose

galactose + NAD+ + galactose dehydrogenase −−−−→ galactonate + NADH

NADH
NADH : FMN oxidoreductase + bacterial luciferase + FMN + decanal−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ light

glucose 6-phosphate + NADP+ glucose 6-phosphate dehydrogenase label
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ glucose + NADPH

NADPH
NADPH : FMN oxidoreductase + bacterial luciferase + FMN + decanal−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ light
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4.4
Reporter Genes

The chloramphenicol acetyltransferase
gene (CAT) is used extensively as a reporter
gene, but assay of the gene product is slow
and requires the use of tritiated reagents.

alcohol + NAD+ alcohol dehydrogenase−−−−−−−−−−−−−→
acetaldehyde + NADH

NADH + FMN

NAD(P)H : FMN

oxidoreductase−−−−−−−−−−−→

NAD+ + FMNH2

FMNH2 + decanal + O2

marine bacterial

luciferase−−−−−−−−−−→
FMN + H2O + decanoic acid

+ light (1)

glucose + O2
glucose oxidase−−−−−−−−−→

gluconolactone + H2O2

H2O2 + luminol
peroxidase−−−−−−→

3-aminophthalic acid + N2 + 2H2O

+ light (2)

The gene for firefly luciferase (luc) has
been cloned and is an effective alternative

Fig. 6 Charge-coupled device camera
image of a chemiluminescent DNA
sequencing blot (M13mp18
single-stranded DNA). The image was
obtained using a Photometrics Star I
CCD camera. Biotinylated DNA
sequencing reactions were loaded onto
the gel in the following order (left to
right): A, C, G, T. CL detection of bound
streptavidin–alkaline phosphatase was
performed using CSPD. (Courtesy of
Chris Martin, Tropix Inc., Bedford, MA.)

to CAT as a reporter gene for studying
transcriptional activity of cloned genomic
sequences. Luciferase activity in trans-
fected cells is measured by lysing the cells
with a detergent (e.g. Triton X-100), adding
ATP + Mg2+, injecting firefly luciferin,
and measuring the flash of light (detection
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limit ca. 1 × 105 molecules). More re-
cently, the luciferase detection reaction
has been improved so that a constant light
emission is obtained. This is achieved by
adding to the assay mixture substances
(e.g. coenzyme A, inorganic pyrophos-
phate, oxidized cytidine triphosphate) that
minimize inhibition of the luciferase by
oxyluciferin product molecules. The gene
for Vargula luciferase, apoaequorin, and
the fused marine bacterial luciferase luxA
and luxB genes are also useful as reporter
genes. Other alternatives include the CL
assay (adamantyl 1,2-dioxetane aryl galac-
toside substrate, Fig. 7) of β-galactosidase
expressed by the lacZ gene and the BL
assay (firefly luciferin-O-phosphate sub-
strate, Fig. 7) of the enzyme expressed
by the alkaline phosphatase gene. BL
genes are also effective for in vivo non-
invasive imaging of whole organisms (e.g.
plants, animals).

Membrane-permeable luciferin deriva-
tives such as ethyl, hydroxyethyl, and

S
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N
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1, R = CH2OHCH2

2, R = CH2CH2 CH2 OH
3, R = CH3CH2

S
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S

N
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−O3PO
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OO OMe

b-D-galactopyranoside

5

Fig. 7 Structure of three
membrane-permeable firefly luciferin
esters (1, hydroxyethyl; 2, hydroxypropyl;
3, ethyl), (4) bioluminescent alkaline
phosphatase substrate firefly
luciferin-O-phosphate, and (5) the
chemiluminescent galactosidase
substrate.

hydroxypropyl esters (Fig. 7) permit non-
destructive measurement of firefly lu-
ciferase reporter gene expression. These
luciferin esters cross the cell membrane
and react with intracellular esterases to
produce luciferase. This enzyme then re-
acts with firefly luciferase to give light; the
unreacted ester is not a substrate for the
luciferase and does not contribute to the
signal. Although not a BL reporter gene,
the increasingly popular green fluorescent
protein (GFP) is derived from a BL or-
ganism, the jellyfish Aequorea victoria. The
advantage of this reporter is that the highly
fluorescent expressed GFP can be detected
directly using a suitable excitation light (ca.
470 nm) without the need to add reagent
or disrupt the cells.

4.5
Rapid Microbiology

ATP (adenosine 5-triphosphate) is present
in all living cells – a bacterium contains on
average 1 fg of ATP – and measurement
of ATP using the firefly luciferase reaction
is a convenient means of enumerating
cells, with a sensitivity of 105 colony-
forming units per milliliter. The procedure
entails first destruction of somatic ATP
using the enzyme apyrase (EC 3.6.1.5),
followed by lysis of intact cells with
a detergent to release ATP, and finally
BL assay of the released ATP using
a mixture containing firefly luciferase,
luciferin, and magnesium ions in the
appropriate buffer.
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4.6
Cellular Luminescence

Cellular CL is widely used for the study
of phagocytosis. Activation of polymor-
phonuclear neutrophils by phagocytosable
particles leads to the production of reactive
oxygen species and weak chemilumines-
cence. Measurement of the weak CL is
usually accomplished after enhancement
by adding luminol or lucigenin.

4.7
Toxicity Testing

Drug toxicity and tumor chemosensitivity
can be readily assessed via the biolumines-
cent ATP assay using the firefly luciferase
reaction. Cell death or growth inhibition
in the appropriate cell population that is
due to the test drug is determined from
the BL signal, which is proportional to
the number of cells. Toxic substances can
also be detected directly using lumines-
cent bacteria. Contact with toxin inhibits
light emission. When dark mutants of
the BL marine bacteria Photobacterium fis-
cheri are produced by mutagenesis with
methyl methane sulfonate, for example,
they react with mutagens, and the light-
emitting properties of the bacterium are
restored. Thus, a versatile and sensitive test
for compounds with mutagenic properties
is available.

See also Fluorescence Correlation
Spectroscopy (FCS).
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Keywords

BAC (Bacterial Artificial Chromosomes)
A cloning vector for genomic DNA fragments up to 200 kb in length.

Contig Map
A map of the genome based on overlapping genomic clones, usually cloned in either
YAC or BAC clones.

EST (Expressed sequence tag)
Expressed sequence tag, a single pass short read of complementary DNA (cDNA) that
is generated from a transcribed region of the genome.

FISH
Fluorescence in situ hybridization.

Genetic Map
A map of the genome based on the linkage of genetic markers.

Marker
A gene or an anonymous segment of DNA that exists in multiple forms or alleles that
can be used as a point of reference when mapping the inheritance of a specific
chromosomal segment or a genetic phenotype.

Physical Map
A map of the genome determined directly by various methods including cytogenetics,
radiation hybrid analysis and sequencing.

Reference Mapping Population
A pedigreed family used to construct a genetic linkage map, usually within a
consortium of laboratories using the same DNA samples and information
database.

RH Mapping Panel
A set of radiation hybrid clones used to construct a radiation hybrid (RH) physical map
of the genome, usually within a consortium of laboratories using the same DNA
samples and information database.

YAC (Yeast Artificial Chromosomes)
A cloning vector for genomic DNA fragments up to 1 Mb in length.
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� Elucidation of the chicken genome has wide-ranging implications for agriculture
and biology. Genetic mapping in chickens has a long history. The recent use
of DNA markers has allowed the construction of a consensus genetic map
containing 51 linkage groups. Chickens have 39 pairs of chromosomes including
microchromosomes. Thirty-two of the linkage groups have now been assigned to
specific chromosomes using fluorescence in situ hybridization to reveal the location
of specific genes on the cytogenetic map. A detailed BAC map of the entire chicken
genome is being assembled and will be merged with a whole genome shotgun
sequence. The comprehensive collection of chicken expressed sequence tag ESTs
will be indispensable for annotating the physical map of the genome. The chicken
genome is particularly well placed in the evolutionary tree to provide new insights
into vertebrate gene and genome evolution during the past 300 million years.

1
Importance of Chicken Genomics

Chicken genomics have wide-ranging ap-
plications because the chicken is important
both from agricultural and biological view-
points. Chickens are arguably the most im-
portant source of animal protein for the hu-
man population worldwide. The chicken is
also the most widely studied avian species
and as such provides a warm-blooded ver-
tebrate model. Their relative cheapness
and high reproductive rate make them rel-
atively accessible for genetic approaches.
Furthermore, because there are both sim-
ilarities and differences between chickens
and humans, genetic comparisons should
be particularly illuminating.

From the agricultural viewpoint, the
main issues have been to do with features
such as growth, meat quality, and egg pro-
duction, and breeding programs have been
selected for these different traits leading to
broiler (meat-type) and layer strains. More
recently, other traits such as the genetic
basis of disease susceptibility and those
associated with behavior are coming to the
fore. Chickens provide excellent models
for investigating quantitative trait loci for

these and other parameters that may also
be relevant to mammals and even humans.

A surprising number of fundamental
biological discoveries have been made in
chickens in areas as far apart as virology,
immunology, and developmental biology.
It was in chickens, for example, that it was
first discovered that viruses could cause
tumors and that B cells are a distinct class
of lymphocytes. The immune system of
chickens differs from that of mammals
in that antibody diversification is based on
the high frequency of gene conversion that
occurs at immunoglobulin genes rather
than on combinatorial joining, and this
provides a novel perspective.

Because of the high frequency of gene
conversion at chicken immunoglobulin
genes, a chicken cell line, DT40, de-
rived from a chicken bursal lymphoma
has proved to be a powerful tool for as-
sessing the function of genes that act
cell-autonomously. Homologous recombi-
nation between host genomic and trans-
fected DNA in DT40 cells is as efficient
as in budding yeast. These cells have been
used to probe gene function in several
cell biological processes, not only in anti-
body diversification but also, for example,
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in DNA recombination and repair and in
signal transduction.

Chickens are also one of the main ver-
tebrate models studied by developmental
biologists. A particular advantage is that ex-
perimental manipulations can be carried
out while the embryo is still in the egg.
Classical manipulations consisted of ablat-
ing and/or transplanting cells and tissues
within chick embryos to study cell–cell in-
teractions and to assay cell determination.
A wide range of manipulations is now
possible, including the construction of
chick/quail chimeras to study cell fate, the
grafting of microcarrier beads releasing
defined chemicals, such as growth factors
and inhibitors, and genetic manipulations.
DNA can be readily introduced into chick
embryos using retroviral methods and/or
electroporation, and these techniques have
been used widely to overexpress genes at
particular times and locations during em-
bryonic development. A recent report sug-
gests that RNAi should also be applicable to
chick embryos opening up the possibility
of using chick embryos for high through-
put screening of vertebrate gene function.

2
Chicken Karyotype

The chicken genome has a haploid content
of 1.2 × 109 bp of DNA and this is di-
vided among 39 chromosomes including
not only macrochromosomes, which are
cytologically distinct, but also microchro-
mosomes, which are found in all birds and
in some reptiles. Chromosomes 1 to 8 are
usually classified as macrochromosomes.
The sex chromosomes are Z and W; in
birds, unlike in mammals, it is the males
that are homogametic (ZZ), while the fe-
males are heterogametic (ZW). A recent
study suggests that the long-standing view

that dosage compensation does not occur
in birds is incorrect and that the majority
of Z-linked genes are dosage compensa-
ted. The 30 chicken microchromosomes
contain about one-third of the genomic
DNA but originally it was not known
whether this was genetically inert. A num-
ber of studies have now shown that the
microchromosomes are in fact gene rich,
with recent estimates suggesting that mi-
crochromosomes are twice as gene rich as
macrochromosomes.

3
Maps of the Chicken Genome

Maps are used in everyday life to find
objects (houses, streets, towns, etc.) in
different countries around the world. In
the same way, gene maps for a particular
species tell us the chromosome location
of a specific gene. The resolution of any
map can vary from simple views of whole
counties, highlighting major towns and
cities, to high-resolution maps showing
individual houses and streets. The same
is true of gene maps, from which we
may simply know the approximate physical
location on a chromosome, as observed in
a microscope (a cytogenetic map), or we
may actually have the nucleotide sequence
of the gene.

There are essentially two types of gene
mapping methods: genetic (or genetic
linkage) and physical mapping. In ge-
netic mapping, the order and position of
genes along specific chromosomes is de-
duced from the cosegregation of genetic
markers in genetic pedigrees. Genes close
together on the same chromosome tend
to stay together and those further apart
may be separated by genetic recombina-
tion. The result is an abstract map of each
chromosome based on the frequency of
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recombination. The genetic map has a di-
rect colinear relationship with the physical
map, where genes are mapped directly
by a number of methods (FISH (fluores-
cence in situ hybridization), RH (radiation
hybrid) mapping, contig building, and
DNA sequencing) as shown in Fig. 1. The
chicken has a long genome mapping his-
tory, starting almost 100 years ago with
the pioneering work on Mendelian inher-
itance and sex determination. The first
genetic linkage map for any domesticated
animal was also in the chicken.

4
Genetic Linkage Maps

There are two requirements to construct
a genetic linkage map: (1) pedigrees in

which the cosegregation of genes can
be followed and (2) polymorphic genetic
markers. Markers must be polymorphic,
that is, alternative forms must exist so that
their inheritance can be followed among
the different members of the pedigree. In
the past, genetic markers were often based
on differences in morphology (e.g. feather
color) or blood groups, but today most
are based on DNA-sequence variants. A
sequence change may alter the function or
activity of a gene; for example, a sequence
difference may produce an altered protein
product or may alter the expression of the
gene. In many cases, such changes may
also result in a change in phenotype (e.g.
defects in growth hormone receptor gene
result in sex-linked dwarfism). However,
the most frequent changes used to create
gene maps are in noncoding regions such

P E1 I1 I2 I3 I4E2 E3 E4 E5

Splicing (cell)

mRNA

BACs

YACs

Cytogenetic map
DNA probe

Genetic map
Markers, phenotypes

Physical map
YAC, BACs, PAC, cosmids...

Genome sequence
Nucleotide variation

cDNA sequencing
ESTs - Expressed sequence tags

Fig. 1 Diagram showing relationship between genetic and physical maps and ESTs. Different
methods of physical mapping are also illustrated.
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as introns and may not have any effect on
gene function. For example, a frequent
genetic marker is based on variation
in so-called microsatellite sequences. These
are common and are based on simple
sequence repeats (e.g. ACACACA. . .) that
vary in length from individual to individual
and may or may not be associated with a
gene; they are therefore called anonymous
genetic markers.

The first genetic linkage map for chick-
ens based on DNA markers was published
by Bumstead and Palyga in 1992 and was
based on a cross between two partially
inbred White Leghorn lines. Progress in
creating a chicken genetic map (a con-
sensus genetic map) accelerated when
laboratories decided to pool efforts and
concentrate on a few pedigrees (refer-
ence mapping families). The most fruitful
pedigrees were the East Lansing and Wa-
geningen populations. The East Lansing
population consisted of only 52 back-
cross animals derived from a partially
inbred jungle fowl and a highly inbred
White Leghorn line. The resolution of
this cross was low, between 5 and 7 cM.
The Wageningen population consisted of
456 F2 intercross animals derived from
a cross between two broiler dam lines
with origins from the White Plymouth
Rock breed. With more progeny, the res-
olution of this cross was higher, about
1 cM. This is equivalent to about 300 kb
or 5 to 10 genes. As an example, Fig. 2
shows the genetic map of chromosome
5 derived from the East Lansing and
Wageningen reference mapping popula-
tions.

Early maps were based on various ge-
netic markers (RFLP (restriction fragment
length polymorphism), RAPD (randomly
amplified polymorphic DNA), CR1-repeats
and classical markers). Since then, most
markers have been based on microsatellite

sequences and AFLPs (amplified length
fragment polymorphisms). Recently, more
markers based on SNPs (single-nucleotide
polymorphisms) have been used. Since
many markers were in common between
these various maps, it was possible to
calculate a consensus map comprising
2012 loci and spanning 4000 cM. The con-
sensus map still consists of 51 linkage
groups, many probably representing the
same microchromosome. So far, 32 of
the linkage groups have been assigned
to a specific chromosome by Griffin and
all chromosomes now have a landmark
probe.

5
Physical Maps

The resolution of physical mapping varies
widely depending on the technique used,
from 10 Mb in FISH mapping, 0.1 to
1 Mb in RH mapping, 0.1 to 1 Mb for
BAC (bacterial artificial chromosome) and
YAC (yeast artificial chromosome) physical
maps, and to individual nucleotides in
genome sequencing.

5.1
Cytogenetic Maps

The most reliable technique for in situ hy-
bridization to reveal physical location on
a chromosome has been FISH, where the
DNA probe (e.g. a BAC clone) is labeled
with a fluorescent dye. The location of
the labeled probe is detected under the
microscope after it has hybridized to its
complementary DNA strand on a specific
chromosome. Earlier experiments using
radioactive in situ hybridization tended to
be incorrect due to the technical challenges
of the method. When combined with the
availability of large genomic clones, FISH
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Fig. 2 Integration of genetic and physical maps of chromosome 5 (Arkdb-CHICK, June 2003).

has been a fast and simple method of
mapping genes in recent years. The def-
inition of a standard karyotype for the
chicken by Ladjali-Mohammedi et al. has
helped to exchange and compare data
between different laboratories, in partic-
ular, for the larger chromosomes 1 to
8 and the sex chromosomes Z and W.
Recent developments in the isolation of
BAC clones and the isolation of indi-
vidual microchromosomes have increased
the possibility of a universal set of DNA
or ‘‘Landmark probes’’ specific to each

chromosome, including all 30 microchro-
mosomes. In Fig. 3, chromosome paints
derived from isolated chicken chromo-
somes have been used to identify homolo-
gous chromosomes in the turkey genome.
To date, 218 genes have been assigned
by FISH to a specific chromosome and
37 genes have been mapped to nonspe-
cific microchromosomes. Through these
experiments, genetic linkage maps have
been assigned to specific chromosomes
(e.g. Fig. 2 shows an integrated view of
chromosome 5).
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Chicken Turkey

Fig. 3 Chromosome painting of turkey chromosomes with chromosome
paints derived from chicken chromosomes 1 to 5, and the Z chromosome
(kindly provided by Professor Johannes Wienberg). (See color plate p. xxi).

5.2
Radiation Hybrid Maps

A major limitation of genetic markers is
the need to be polymorphic so that we
can track their inheritance. About 10 years
ago, the use of radiation hybrid mapping
panels in humans and mice increased the
rate of gene mapping significantly. In this
method, the genome of the species to be
mapped is fragmented by ionizing radia-
tion. These DNA fragments are rescued by
fusion with a host cell line to create pan-
els of cells, each retaining a specific set of
donor chromosomal fragments. Much like
genetic mapping, genes close together on a
specific chromosome will tend to be found
in the same RH cell line. The frequency
of coretention can be used to establish
the order and distance between genes. In
this method, since only the presence or
absence of gene marker is required, there
is no need to identify polymorphic mark-
ers; only a simple PCR test is required. In
contrast to the success with other species,
the construction of an RH panel in the
chicken had met with limited success un-
til recently. Early results for chromosome
7 mapped 77 loci, which are colinear with

the corresponding genetic map. Currently,
the chicken consortium are mapping over
a thousand PCR-based anonymous and
gene markers on this panel, which should
prove to be an important tool to comple-
ment the BAC-based physical mapping.

5.3
Contig Maps

A contig map is constructed using a
method that starts by fragmenting and
cloning the genome in large segments
of 100 to 1000 kb. Then various methods
are used to identify overlapping genomic
clones, and the data are finally assembled
into a set of overlapping clones or contigs.
Ideally, the process would end with a single
contig for each chromosome, but usually
the process defines hundreds of smaller
contigs. The final number depends on
the number of genomic clones analyzed
(usually 100 000 clones) and the success
rate for cloning difficult regions such as
centromeres and telomeres.

Two types of large insert genomic li-
braries have been constructed in the
chicken. The first was a YAC library that
provided eightfold coverage of the chicken
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genome. Such clones are difficult to main-
tain and analyze, so most contig-building
projects nowadays use the simpler and
more stable BAC system. In preparation
for sequencing the chicken genome, many
laboratories have constructed a number
of BAC libraries with various enzyme
combinations. The library by Crooijmans
et al. was constructed with the restric-
tion enzyme HindIII and contains 50 000
clones or fivefold coverage of the genome.
Recently, three BAC libraries were con-
structed (HindIII, EcoRI, and BamHI),
each consisting of about 40 000 clones.

Methods used to create contigs vary
and depend on using a simple and rapid
method to identify a shared characteristic,
such as the presence of a PCR product

(STS or sequence tagged site), or more
simply, an overlapping DNA fingerprint.
These fingerprints can be generated in
sophisticated ways (e.g. using AFLPs) or
more simply, by restriction digests of
the BAC clones (HindIII, BamHI, EcoRI,
etc.). Because the genomic inserts in these
clones are large, many DNA fragments are
observed for each clone after restriction
digestion. The images are usually captured
using imaging software and the results
analyzed semiautomatically.

Currently, partial BAC contigs have
been built for chicken chromosomes 10,
13, and 24, and when integrated with
other data (sequence sampling data, ge-
netic maps, RH maps, etc.), reveal gene
maps of high resolution. Zhang et al.

Fig. 4 Example of BAC contigs (ctg87, 1829 kb)
for the chicken physical map. Example of chicken
BAC contig anchored to the chromosome 1
genetic map of the chicken genome. This contig
consists of 142 clones from three source BAC
libraries, contains 903 unique fingerprint bands,
and is estimated to span 4.01 Mb. The clones
prefixed with h were from the HindIII BAC
library, with b from the BamHI BAC library and

with r from the EcoRI BAC library. The contig was
anchored to the region around 361 cM of the
chromosome 1 genetic map using five DNA
markers – MSU0301, ADL0037, GCT0013,
GCT0033, and ROS0081. The highlighted clones
indicate the positive clones identified by DNA
marker hybridization. (Reproduced by kind
permission of Chengwei Ren, Mi-Kyung Lee, Bo
Yan, Jerry B. Dodgon, and Hong-Bin Zhang).



544 Chicken Genome

(http://hbz.tamu.edu/) are fingerprinting
over 100 000 chicken BAC clones (Fig. 4),
which, when combined with the Wagenin-
gen BAC data, will result in a detailed BAC
map of the entire chicken genome. This
map will serve to order the whole genome
shotgun (WGS) of the chicken genome.

6
Genome Sequencing

6.1
Sequence Assembly of the Chicken Genome

Owing to its interest as an important an-
chor species for evolutionary studies, there
has been a rapid increase in genome
sequencing of selected regions of the
chicken genome. Such efforts will end
with a nearly complete genome sequence
in March 2004. Currently, there are 1811
entries in EMBL (June 2003) with informa-
tion on gene structure in the chicken. In
addition, there are a number of sequence
sampling (BAC and cosmid clones) and
BAC-end sequencing efforts. Of more in-
terest are sequenced regions larger than
20 kb in length and since June 2003, the
number in the nucleotide database is 133,
of which 90% represent complete BAC
clones. In general, these pilot genome-
sequencing projects reveal that chicken
genes share the same exon/intron struc-
ture as their mammalian orthologs. How-
ever, the genes in the chicken are more
compact (2.5-fold), often with smaller in-
trons. Also, the repeat content of the
chicken is far less (10–15%) compared
to mammals (50%), making WGS a prac-
tical option.

Extensive sequencing of large segments
in the chicken has been limited: T-
cell receptor beta-chain constant region
(AF110982), T-cell receptor alpha chain

constant region (U83833), beta-globin
gene cluster (L17432), MHC complex
(AL954802, AL023516), chemokine gene
clusters, SCL locus, class II cytokine re-
ceptor gene cluster (AF082667), and to
specific regions in the chicken orthol-
ogous to human chromosomes 7, 11,
and 14. The general conclusions have
been that the chicken regions tend to
be two to three times smaller and that
gene order is conserved over regions of
at least 1 cM or 300 kb. The largest se-
quence is for a region orthologous to
human chromosome 7q31.2. This se-
quence is 414 kb and covers 5 overlapping
BAC clones. The order of the genes is
identical (TES, CAV1, MET, CAPZA2,
and ST7) to that found in the human
genome, which covers a 1-Mb region.
Another example is the 305-kb IGF2 re-
gion on chicken chromosome 5, also
identical in gene order to its human
counterpart (IGF2, INS, TH, ASCL2, and
CD81).

The chicken genome-sequencing project
will benefit from the experience gained
from the human and mouse genome
projects, and will include a mixture of
targeted and whole genome sequencing.
Currently, a physical map based on a 20-
fold genome coverage of overlapping BAC
clones is being assembled between labo-
ratories at Washington University, Texas
A&M, Michigan State University, and Wa-
geningen University. This map will be
integrated with other chicken mapping re-
sources, including FISH mapped clones,
genetic maps, and RH panels. Low se-
quence coverage of selected BAC clones,
and BAC and Fosmid end sequences will
be used to merge the BAC map with
an eightfold whole genome shotgun. Pre-
liminary assemblies based on 2.5 Mb of
finished sequence have shown that this as-
sembly approach should be very efficient



Chicken Genome 545

for the chicken. The high repeat content
(∼50%) in mammalian genomes has been
a major problem with the WGS strategy;
however, in the chicken, the repeat content
is only 10 to 15%. This was shown dramati-
cally in the repeat plots of finished genome
sequences of human, mouse, and chicken.
Also, more than 75% of WGS sequences
from chicken BAC clones were contained
in a single contig compared to only 25% in
the mouse. The sequence will be based on
a female (the heterogametic sex in chicken)
inbred Jungle Fowl used to create the East
Lansing genetic linkage map.

6.2
Comparative Sequencing and Identification
of Conserved Regions

The chicken has often been used as
an outgroup species in many evolution-
ary studies, in particular, in the study
of the evolution of genes and genomes.
Recently, there has been a rise in com-
parative genome analysis between long
sequences in mammals (mostly human
and mouse) and the chicken as a tool
to identify conserved regions with the
potential to function as regulatory se-
quences. This type of analysis began on
a smaller scale in earlier gene sequenc-
ing studies in which conserved sequence
motifs were found in both mammals and
chicken. For example, it was identified that
NFκB, PEA1, PEA3, and C/EBP transcrip-
tion factor binding sites are associated
with chicken inducible nitric-oxide syn-
thase. It was shown that transcription
binding sites in the 5′-flanking region of
the TGFB3 gene are conserved in chick-
ens and humans. It was shown that the
lens-preferred alphaA-crystallin gene con-
tains a conserved stretch in the 5′-flanking
region of the chicken and mouse genes.
The 5′-half of this region has consensus

binding sites for AP-1 and other tran-
scription factors. Furthermore, the mouse
and chicken alphaA-crystallin genes are
expressed with lens specificity using a
similar assortment of transcription factors
but with a different physical arrangement
of their respective cis-elements within the
promoter region.

A detailed study of the SCL locus com-
pared 36 kb around the chicken locus with
orthologous regions in human and mouse.
In all the three species, the SIL and MAP17
genes flanked the SCL gene. A detailed
analysis also confirmed a number of pre-
viously characterized enhancer sequences
and predicted a new enhancer 23-kb down-
stream of the SCL promoter start site.
Another example is the comparison of the
alpha-globin gene in a number of species
(human, mouse, chicken, and Fugu) span-
ning 400 million years of evolution. In this
study, several conserved motifs were iden-
tified in all the four species that suggested
a common conserved function. A recent
study on SOX2 gene expression in the
chick identified five functional-enhancer
sequences in a 50-kb region flanking
the chicken gene, after electroporation of
embryos with various constructs. The ex-
citing finding was that these functionally
identified SOX2 enhancers corresponded
exactly to the extragenic sequence blocks
conspicuously conserved between chicken
and mammals, but which were not de-
tected by sequence comparison among
mammals. These large-scale studies re-
quire new bioinformatic tools such as
PipMaker. An example of the type of anal-
ysis is shown in Fig. 5 in which a region
on human chromosome 19p13.1 (contig
NT 011295) is compared with orthologous
regions on chicken and mouse chromo-
somes. The exciting thing about this is that
the chick sequence is so well conserved
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Fig. 5 Comparison of a segment of human chromosome 19p13.1 (contig NT 011295), with
orthologous regions in the chicken and mouse genomes using the PipMaker program.

that most exons are visible as conserved
sequences even at the nucleotide level.

7
ESTs

There is a large collection of chicken ex-
pressed sequence tags (ESTs) available
(450 795 dbEST release 081503), which
is an indispensable tool for annotating
the physical map of the genome. EST
programs include those carried out at
the University of Delaware and the GSF
(see www.chicken-genome.org for a com-
plete summary). A large EST resource
was funded in the United Kingdom by
the BBSRC. This recent BBSRC project

collected 340 000 ESTs generated from li-
braries taken from 21 different tissues,
both adult and embryonic. Analysis of
the data from this project gives an esti-
mate of 35 000 chicken genes. Although
the chicken genome is only about 40%
of the size of the human genome, it
is currently estimated to contain about
the same number of genes. Furthermore,
the microchromosomes (a third of the
chicken genome) contain twice as many
genes as the macrochromosomes. Thus,
the chicken genome is compact.

Annotation of the EST data from the
BBSRC project revealed that about 40%
of clustered sequences have orthologs in
known sequence databases. Furthermore,
the chicken EST resource showed strong
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matches to 90% of the human disease
genes in the ‘‘morbid map’’ – a subset
of human genes linked to known hered-
itary diseases. The EST resource is likely
to contain additional chicken genes with,
as yet, no known orthologs, or perhaps
even genes that are avian specific. Ten
thousand cDNAs from EST collections
are currently being sequenced. These EST
resources provide exciting opportunities
for gene expression studies and for de-
vising new tests for gene function using
chick embryos.

8
Perspectives

During the past decade, the progress in
chicken genomics has benefited from the
sharing of data. ChickNET (http://dev.
chicken-genome.org/) is one organization
that tries to encourage this ethic. Us-
ing common resources, such as genetic
mapping populations, genetic markers,
physical probes, BAC libraries, cDNA and
EST resources, RH mapping panels, mi-
croarrays, and the genome sequence, it
will be possible to obtain different views of
the chicken genome. A wealth of genome
data for the chicken has already been pro-
duced using these resources and tools, and
this will continue in the future. A num-
ber of genome mapping databases have
been produced to store and manage such
data. These databases include structural
information, such as genetic maps, cyto-
genetic maps and banded karyotypes, RH
maps, BAC and other clone-based maps,
and the gene models based on EST se-
quences and other predictive tools. In
addition, there will be the need to inte-
grate more functional information, such
as expression data (ESTs, in situ hybridiza-
tion, etc.), mapping of genetic mutations,

complex traits (QTL, Quantitative Trait
Loci mapping) and phenotype using other
tools (e.g. RNAi). Finally, such a genome
view of the chicken needs to be com-
pared and integrated with the views on
other genomes, such as human, fish, and
so on.

See also Genetics, Molecular Basis
of; Genomic Sequencing (Core
Article).

Bibliography

Books and Reviews

Bitgood, J.J., Somes, R.G. Jr. (1993) Gene Map of
the Chicken (Gallus gallus or G. domesticus), in:
O’Brien, S.J. (Ed.) Genetic Maps, 6th edition,
Cold Spring Harbour Laboratory Press, Cold
Spring Harbour, pp. 4332–4342.

Boardman, P.E., Sanz-Ezquerro, J., Over-
ton, I.M., Burt, D.W., Bosch, E., Fong, W.T.,
Tickle, C., Brown, W.R., Wilson, S.A., Hub-
bard, S.J. (2002) A comprehensive collection
of chicken cDNAs, Curr. Biol. 12, 1965–1969.

Burt, D.W. (2003) Comparative Genomics, in:
Muir, W.M., Aggrey, S.E. (Eds.) Poultry Breed-
ing and Biotechnology, CABI International,
Wallingford, Oxon, UK, pp. 563–606.

Burt, D.W., Pourquié, O. (2003) Chicken
genome – science nuggets to come soon,
Science 300, 1669.

Groenen, M.A.M., Crooijmans, R.P.M.A. (2003)
Structural Genomics: Integrating Linkage,
Physical and Sequence Maps, in: Muir, W.M.,
Aggrey, S.E. (Eds.) Poultry Breeding and
Biotechnology, CABI International, Walling-
ford, Oxon, UK, pp. 497–536.

Schmid, M., Nanda, I., Guttenbach, M., Stein-
lein, C., Hoehn, H., Schartl, M., Haaf, T.,
Weigend, S., Fries, R., Buerstedde, J.M., Wim-
mers, K., Burt, D.W., Smith, J., A’Hara, S.,
Law, A., Griffin, D.K., Bumstead, N., Kauf-
man, J., Thomson, P.A., Burke, T.A., Groe-
nen, M.A.M., Crooijmans, R.P.M.A., Vig-
nal, A., Fillon, V., Morisson, M., Pitel, F.,
Tixier-Boichard, M., Ladjali-Mohammedi, K.,



548 Chicken Genome
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Keywords

Genetic Distance
An estimate of the amount of nucleotide substitutions between species. Genetic
distance serves as a measure of the time elapsed since two species last shared a
common ancestor.

Great Apes
Collective name for the orangutans (Pongo pygmaeus) from Borneo and Sumatra and
for the African apes: chimpanzees (Pan troglodytes), bonobos (Pan paniscus), and
gorillas (Gorilla gorilla).

Lineage Sorting
The distribution of alleles to the daughter populations upon a split of the ancestral
population, for example, during speciation.

Monophyly
A group of species in a phylogenetic tree is monophyletic if all included species are
descendants from a common ancestor to which no other species outside the group can
be traced. Monophyletic groups are also referred to as clades or branches of a
phylogenetic tree.

Phenotype
The complete set of organizational properties of an individual. It resembles the
expressed information encoded in the genotype.

Phylogeny
A hypothesis about the evolutionary relationships of species expressed in a tree. All
parts of a phylogenetic tree are inferred except the tips, which represent extant species
or fossil remains.
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� On the basis of comparative molecular studies, chimpanzees are the closest living
relatives of humans. On the level of their genomes, this is reflected in a nearly
identical chromosomal organization and an average DNA sequence difference
only about 10 times higher than that between any two humans. This renders
the comparison of chimpanzees and humans, and the resulting catalog of their
genetic differences, suitable to gain relevant insights into human evolution and
human disease. The collection of genetic differences between both species as a
whole comprises an ideal data set to analyze how DNA sequences change over
time on a high-resolution scale. Of further interest are those differences that are
located in the functional regions of the genome. They form the genetic basis of
the distinct biological properties of humans and chimpanzees and thus might
bear an answer to the question ‘‘What makes us human?’’ More practically, these
differences provide access to the molecular factors that account for the different
disease spectra in humans and chimpanzees, and might, therefore, open up new
therapeutic approaches to fight human disease.

The relevance of chimpanzees as a subject in evolutionary and biomedical research
is obvious. However, their close relationship to humans demands ethical guidelines
that clearly distinguish chimpanzees from common genetic model organisms in
laboratory research.

1
Human and Great Ape Phylogeny

For more than a century, scientists have
been busy reconstructing the phylogenetic
relationship of humans and the great apes.
On the basis of the presence of shared
morphological or molecular characters,
individual species can be grouped to
clades of an evolutionary tree. At the end
of the nineteenth century, morphological
evidence led to the generally accepted view
that the great apes together with gibbons
(Hylobates sp. and Symphalangus sp.) and
humans share a common ancestor from
which no other living organism descended.
In phylogenetic terms, they represent the
monophyletic group of hominoids within
the primates (Fig. 1).

While this view has remained unchal-
lenged since then, the relative order
in which the lineages to the individual

hominoid species emerged – often re-
ferred to as the ‘‘branching order’’ – pro-
voked intense debate. From the shared
consensus that the gibbon lineage di-
verged first, several competing hypotheses
were proposed concerning the branching
order of the remaining species. Accord-
ing to one favored scenario, the African
apes (chimpanzees, bonobos, and goril-
las) branched off second, allying humans
with orangutans (Fig. 2a). An alternative
view already taken by Darwin and Hux-
ley positions the African apes closer to
humans than the orangutans. Obviously,
this hypothesis requires a further decision
whether the closest relatives of chim-
panzees and bonobos are the gorillas – as
most morphologists believed – (Fig. 2b) or
whether either of the species is closer to
humans (Fig. 2c, d). The limited number
of phylogenetic informative morphologi-
cal characters as well as their sometimes
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HominoidsOld world
monkeys 

New world
monkeys

Prosimians
Fig. 1 A phylogenetic tree for the anthropoid
primates. The prosimians combine the Lemur
species from Madagascar, the nocturnal Lorises
from South and Southeast Asia and from Africa, and
the Tarsiers from certain islands of Southeast Asia.
Generally, prosimians seem to be more ancestral in
their morphology compared to the other three
groups. The New World monkeys are confined to
South and Central America and are, with one
exception, the owl monkey, active during the day.
They differ from the third group, the Old World
monkeys typically in having a flat nose and separate
nostrils. Old World monkeys such as rhesus
macaques and baboons are found in Africa as well
as in certain parts of Asia. The hominoids combine
the gibbons (Asia), the orangutans (Asia), the
African apes (gorillas, chimpanzees, bonobos),
and humans.

HYL GGO PTR PPA PPY HSA

(a)

HYL HSAPPY GGO PTR PPA

(b)

HYL HSAPPY GGO PTR PPA

(d)

HYL HSAPPY GGOPTR PPA

(c)

Fig. 2 Alternative phylogenies of the hominoids. HYL: gibbons; PPY: orangutans;
GGO: gorillas; PTR: chimpanzees; PPA: bonobos; HSA: humans.

problematic interpretation rendered mor-
phologists unable to conclusively solve the
question of hominoid phylogeny.

In the second half of the twentieth cen-
tury, the expansion of molecular biology
provided a new and presumably more pow-
erful approach to phylogenetic studies.

The genetic distance between species as
reflected in the amount of structural differ-
ences between their proteins and nucleic
acids was introduced as a more objective
measure of their evolutionary relationship.
Under the assumption that the accumula-
tion of such differences behaves like a clock
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that is synchronized in all species under
consideration, those species with a smaller
genetic distance are more closely related.

1.1
Phylogenetic Analyses Based on Protein
Comparisons

1.1.1 Immunological Comparison of
Proteins
The first attempt to resolve primate
phylogeny using molecular evidence was
based on immunological comparisons of
their serum proteins. As the underlying
principle, an antiserum against a protein
from species X is obtained by immunizing,
for example, rabbits or chickens. The
degree of similarity between the protein of
species X and the corresponding protein
in a second species Y is then determined
by the extent of cross-reactivity of anti-
X-serum and Y-protein. A quantitative
measure of similarity is achieved since
the antiserum comprises a mixture of
antibodies, each recognizing a distinct
surface structure (epitope) of the protein
used for immunization. The more closely
two species are related, the more similar
are their proteins and thus, the more
epitopes are shared among them. As a
consequence, the extent of cross-reactivity
increases.

Initial immunological comparisons of
primate proteins used antisera against
whole blood serum, a rather poorly defined
protein mixture. Their results supported
the rough classification of anthropoid
primates into the major groups already
suggested by morphologists (Fig. 1). How-
ever, no further resolution was possible
since the antigenic properties of hominoid
blood sera are too similar to each other to
be differentiated by these means.

In later years, increasing understand-
ing of the molecular processes of immune

response in combination with the ability
to generate antisera against individual pro-
teins facilitated the development of more
sensitive immunological assays. On the ba-
sis of such improved methods, the African
apes and not orangutans were assigned as
the closest relatives of humans. But sub-
sequent determination of the branching
order of the individual African ape species
and humans failed for mainly the follow-
ing reason. For proteins that differ only
slightly, the correlation between the ob-
served immunological difference and the
genetic distance is not absolute. As an
example, protein A from species X dif-
fers from the corresponding protein in
species Z in three positions. By chance,
none of these differences affect the anti-
genic properties of the respective proteins;
therefore, no difference will be detected
in an immunological assay with anti-AX-
serum. Protein A from a third species, Y,
however, differs only in a single position
from AX which, again by chance, affects
an epitope recognized by the anti-AX-
serum. The resulting lower cross-reactivity
with anti-AX-serum erroneously suggests
a higher genetic distance between species
Y and X than between species Z and X
and thus, a grouping of X and Z to the
exclusion of Y. This fuzziness in combina-
tion with a substantial experimental effort
for the individual assays renders immuno-
logical comparisons not suitable to infer
the evolutionary relationships of closely
related species.

1.1.2 Electrophoretic Comparison of
Proteins
Proteins contain amino acids with basic or
acidic side chains and thus are charged
molecules under most pH-conditions.
This circumstance is exploited to sepa-
rate proteins on a matrix according to their
size and their net charge by application of
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an electric field. Additional resolution can
be achieved by a preceding separation of
the proteins according to their isoelectric
point – the pH where the net charge is 0
(2D electrophoresis). Variants of a partic-
ular protein that differ in their net charge
because of sequence differences involv-
ing charged amino acids can be identified
by their different mobility on the matrix.
The application of protein electrophore-
sis in phylogenetic analyses is based on
the fact that the degree of difference
in the mobility pattern between related
proteins approximately reflects their ex-
tent of amino acid sequence difference.
Thus, similar to immunological compar-
isons, protein electrophoresis provides an
estimate of the genetic distance between
species that forms the basis of phylogenetic
conclusions.

The most extensive study to reconstruct
the phylogeny of hominoids by means of
protein electrophoresis was based on a
2D electrophoresis of 383 fibroblast pro-
teins. Concordant to conclusions from
immunological distances of the homi-
noids, it supports an early separation of the
gibbons followed by the lineage leading
to orangutans. Notably, the study sug-
gested a smaller genetic distance between
humans and chimpanzees than between
either species and gorillas. This lends sup-
port to the model that humans are the
closest relatives to chimpanzees and bono-
bos (Fig. 2d).

However, similar to the immunologi-
cal comparison of proteins, electrophoretic
analyses can detect only a certain subset of
amino acid differences between proteins.
Only about 30% of all amino acid sub-
stitutions alter the charge and, therefore,
the mobility pattern of a protein during
electrophoresis. For closely related species,
this poses the same resolution problem as

already discussed for the immunological
comparison of proteins.

1.1.3 Amino Acid Sequence Comparison
The direct comparison of their amino acid
sequences represents the most accurate
way to assess the degree of difference
between two proteins. Even though ex-
perimentally elaborative, it provides the
opportunity to also trace those changes in
the protein sequence that neither affect the
immunological properties nor the charge
of a protein.

Despite this better resolution, the phy-
logenetic insights from comparative se-
quence analyses of hominoid proteins are
limited. A data set of 1271 amino acid
positions from 9 different polypeptides
revealed an average similarity between hu-
man and chimpanzee proteins of 99.6%.
A similar analysis with a smaller data set
comparing humans, chimpanzees, and go-
rillas determined the average amino acid
sequence similarity between humans and
gorillas and between chimpanzees and go-
rillas to be slightly lower (99.3%). Even
though this implies a closer relationship
between humans and chimpanzees to the
exclusion of gorillas, the number of infor-
mative positions was far too low to allow
decisive conclusions.

Hindered by the disproportionate exper-
imental effort, this data set has never been
substantially enlarged. Rather, the focus
of evolutionary biologists shifted from the
comparison of proteins to the comparison
of DNA sequences between species.

1.2
Phylogenetic Analyses Based on DNA
Sequence Comparisons

At least two reasons suggest that compar-
ative analyses of DNA sequences are more
suitable for reconstructing the phylogeny
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of closely related species than the compar-
ison of proteins. First, the molecular clock
of DNA sequences ticks faster than that of
protein sequences and, therefore, provides
a better resolution in time. This is be-
cause in coding sequences of genes, three
types of positions can be distinguished:
nondegenerated sites where any of the
three possible nucleotide substitutions is
nonsynonymous, that is, it alters the en-
coded amino acid. Twofold-degenerated
sites where only two of the three possible
nucleotide substitutions are nonsynony-
mous. And finally, fourfold-degenerated
sites where no nucleotide substitution
changes the encoded amino acid. Thus,
only a subset of DNA sequence changes
translates into changes of the respective
protein. Furthermore, a change of the pro-
tein sequence generally interferes with
protein function and is therefore com-
monly removed by purifying selection.
Therefore, the accumulation of nonsyn-
onymous DNA sequence differences and
the consequent accumulation of amino
acid sequence differences in proteins is
considerably slow. In contrast, nucleotide
sequence changes that leave the encoded
protein unaltered are less likely subject
to purifying selection and thus, accumu-
late differences at a substantially higher
rate. Second, comparative molecular anal-
yses can be extended to those regions in
the genome that are not protein-coding,
and in the optimal case, not functional at
all. The latter sequences should be most
informative for phylogenetic analyses of
closely related species since they are likely
to evolve free of selective constraint.

1.2.1 Comparative DNA–DNA
Hybridization
DNA occurs in nature usually as a
double helix where the two complementary
strands are connected by hydrogen bonds

formed between guanine and cytosine, and
adenine and thymine respectively. Heating
DNA duplexes breaks the hydrogen bonds
and the two strands are separated – the
DNA is ‘‘denatured’’ or ‘‘melted’’. The
progress of this process can be quantified
as it gradually increases the UV absorption
at 260 nm of the DNA solution. Upon
cooling, complementary DNA strands will
rehybridize to duplex DNA. Performing
the rehybridization in the presence of DNA
from a second species, heteroduplexes can
be formed where the two complementary
strands stem from different species.

The temperature required to separate
50% of the DNA duplexes, also called
the melting temperature (Tm), increases, de-
pending on a number of factors: (1) The
guanine and cytosine content (GC con-
tent) of the DNA: guanine and cytosine
pair with three hydrogen bonds whereas
adenine and thymine pair only with two
hydrogen bonds; (2) the length of the
analyzed fragments; (3) the degree of se-
quence similarity between the two strands
forming the duplex. Accordingly, control-
ling for base composition and duplex
length, the difference between the melt-
ing temperature of DNA heteroduplexes
and that of the corresponding homodu-
plexes – both strands stem from the same
species – (�Tm) serves as a measure for
the genetic difference between species.
For closely related species, the correla-
tion between �Tm and the number of
mismatches between the complementary
strands of a DNA duplex is approxi-
mately linear.

An application of this method to the
problem of hominoid phylogeny con-
firmed the conclusions from protein
comparisons that gibbons, followed by
orangutans, are the most diverged species.
Furthermore, additional support was given
to the view that humans and chimpanzees
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shared a common ancestor after the sepa-
ration of the gorilla lineage.

However, conclusions based on hy-
bridization experiments have been treated
with caution since �Tm is likely to be
partially determined by factors of uncer-
tain identity. The unclear influence of
experimental conditions and of genomic
organization such as the presence of du-
plications, which facilitates hybridization
of nonhomologous DNA sequences, were
among the main points of critique.

1.2.2 Mitochondrial DNA
In the pre-PCR era, the use of nucleic acids
for phylogenetic analyses was substantially
complicated by the need to reproducibly
isolate the region of interest – usually a
fragment of a few hundred base pairs
(bp) – from a genome several million to
few billion base pairs in size. To minimize
this problem, initial focus was laid on
the genome of mitochondria, which has
a size of only approximately 16 000 bp in
humans, and is generally present in more
than 1000 copies per cell.

Isolated mitochondrial genomes from
the hominoid species have been compared
by two different methods. Restriction en-
zymes – enzymes that cut DNA at specific
recognition sites – can be used to test
for the presence and relative position of
their respective cleavage site in a DNA
sequence (the phylogenetic informative
character in this approach). On the basis
of restriction maps of their mitochondrial
genomes, chimpanzees were placed – in
contrast to results from other molecular
comparisons – closer to gorillas than to
humans. However, little statistical support
was provided for that conclusion and alter-
native phylogenies were almost as likely.

Similar to the situation with comparative
analyses of proteins, the most accurate way
to determine the exact degree of difference

between nucleic acids is to directly com-
pare their sequences. Parts, and later,
the sequences of the entire mitochondrial
genome of hominoids were determined
and compared. In these studies, chim-
panzees appear again to be closer related
to humans than to gorillas.

1.2.3 Nuclear DNA
Meanwhile, modern techniques of molec-
ular biology provide a rapid and repro-
ducible access to the DNA sequence of
almost any region in a genome. As a
consequence, a variety of data sets have
been collected from the nuclear genome
that address the question of hominoid
phylogeny with particular regard to the re-
lationship of humans, chimpanzees, and
gorillas (Table 1). For practical reasons,
early studies compared DNA sequences
of coding regions from genes. Later, in-
creasing focus was laid on the comparison
of noncoding and potentially nonfunc-
tional DNA sequences such as introns,
pseudogenes, or intergenic regions. These
DNA sequences appear to be the best
possible data source for phylogenetic stud-
ies on closely related species. However,
as can be clearly seen in Table 1, the
supported phylogenetic relationship of hu-
mans, chimpanzees, and gorillas varies
according to the analyzed genomic region.

Apparently, two factors have prevented
the hominoid phylogeny from being de-
termined by means of molecular com-
parisons: first, the insufficient accuracy
and resolution of most comparative meth-
ods, and second, ambiguous information
content in the molecular data itself. In
order to determine which of the alter-
native phylogenies represents the true
order in which the lineages to the indi-
vidual hominoid species emerged (species
tree), it is necessary to understand why
phylogenetic trees estimated from DNA
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Tab. 1 Comparative DNA sequence data sets to resolve the phylogeny of humans, chimpanzees,
and gorillas.

Number of
genomic loci

Total compared
length [bp]

Numbers of loci supporting phylogenya

(H,C)G (H,G)C (C,G)H (H,C,G)

45 46 855 23 8 8 6
53 24 237 31 10 12 0
51 62 530 26 10 12 3

Notes: H: human; C: chimpanzee; G: gorilla.
aThe grouped species shared a common ancestor after the separation of the third species.
(H,C,G) represents those loci that could not resolve the phylogeny (trifurcation).

sequences (gene trees) can differ from the
species tree. Mainly two problems need
to be considered: first, sampling only a fi-
nite number of nucleotides from a locus
produces a stochastic sampling error and
thus, bears a probability to infer an incor-
rect gene tree; second, the model where
the time point at which corresponding
DNA sequences from different species last
shared a common ancestor is identical to
the time point of speciation is too sim-
plistic. Figure 3 shows an example where
the presence of sequence variants of the
analyzed locus in the ancestral popula-
tion in combination with lineage sorting
can cause gene tree–species tree incon-
gruities. Especially for species where the
amount of genetic polymorphisms in their
ancestral population was high and the time
between subsequent speciation events was
short – both seem to apply to the common

ancestor of chimpanzees, humans, and
gorillas – lineage sorting renders phyloge-
netic conclusions based on only a single
locus unreliable. Therefore, a joint analy-
sis of multiple independent DNA sequence
data sets was required to eventually end the
debate concerning the phylogeny of homi-
noids with sufficient statistical support.
Humans are the closest relatives of chim-
panzees and based on molecular evidence,
both species separated approximately 4.6
to 6.2 million years ago. The likewise es-
timated date for the speciation of gorillas
ranges from 6.2 to 8.4 million years be-
fore present.

1.3
Genetic Diversity

DNA sequence evolution is a continual
process in time. Therefore, DNA sequence

Fig. 3 Gene tree–species tree
incongruities due to ancestral
polymorphisms and lineage
sorting. The gray and black lines
represent the species tree (true
phylogeny) and the gene tree
respectively.
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differences exist not only as divergence
between species but also as diversity
within species. In analogy to the use of
divergence to reconstruct a phylogenetic
tree that helps infer the evolutionary
relationships among species, diversity data
can be used to model a within-species tree
representing the relationships of sequence
variants at a given locus in a population.
Such a genealogical tree can help clarify
the demographic history of an individual
species. Following a genealogical tree
backwards in time, the genetic lineages
represented by the individual alleles will
gradually join until only a single lineage
remains. This lineage from which all
extant sequence variants are derived is
termed the most recent common ancestor
(MRCA). Making an assumption about
the mutation rate and the long-term
population size of the species – diversity
increases with an increase of either
parameter – the estimated time point of
the MRCA can be inferred and reflects
the amount of diversity present in the
extant population.

For chimpanzees and humans, the
date of their MRCAs as assessed from
single nucleotide polymorphism data is
1 900 000 years and 500 000 years before
present respectively. Accordingly, contem-
porary chimpanzees are two to fourfold
more diverse compared to contemporary
humans. What can explain the differing
amounts of genetic diversity between both
species? Since there is clear indication
that the mutation rate in chimpanzees
and humans is approximately the same,
a difference in their population history
is proposed as the underlying cause.
Contemporary humans are, presumably,
descendants of a small African population
that subsequently expanded and spread
over the entire world. Owing to the small

size of the founding population, the ma-
jority of DNA sequence variation present
in the ancestral human population has
been lost, and thus, the genetic diversity in
present day humans is low. Chimpanzees,
in contrast, are believed to have not un-
dergone such a substantial population size
decrease. Therefore, a larger proportion of
old genetic lineages could contribute to
their present day diversity.

From the analysis of genetic diversity
in chimpanzees, a second interesting as-
pect emerges. According to the location
of their habitats in Africa, three groups
of chimpanzees are distinguished: west-
ern, central, and eastern chimpanzees.
From the perspective of DNA sequence
variation of the mitochondrial genome
and at a Y chromosomal locus, each of
the three groups appear to be genetically
unique. No shared DNA sequence vari-
ants for these loci have been observed,
which indicate an independent evolution
of the three chimpanzee populations. As
a consequence, they were given the sta-
tus of a subspecies: western chimpanzee
(Pan troglodytes verus), central chimpanzee
(P. t. troglodytes) and eastern chimpanzee
(P. t. schweinfurthii). However, no such
genetic uniqueness is seen at autosomal
and X chromosomal loci. This was initially
taken as an indication that the respec-
tive chimpanzee populations do not evolve
independently and raised doubts on the
biological significance of their classifica-
tion into different subspecies. Recently,
an alternative explanation has been pro-
posed that would be consistent with an
independent evolution of the chimpanzee
populations. Subsequent to the repro-
ductive isolation of populations, shared
ancestral polymorphisms will gradually
become extinct by genetic drift, that is,
the stochastic loss of alleles caused by the
fact that some individuals in a generation
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have no offspring whereas others have sev-
eral. Eventually, no ancestral alleles will be
retained and the respective populations
are genetically unique. It is now crucial
for the case of the chimpanzee popula-
tions that the time needed to complete
this process depends on the effective pop-
ulation size and thus varies among the
analyzed loci. Mitochondrial and Y chro-
mosomal loci will have removed ancestral
sequence variants first, since their effec-
tive population size is the smallest – only
one sequence variant is passed on to the
next generation. X chromosomal loci will
need on an average triple the time since
they have a threefold higher effective pop-
ulation size – two copies in females, and
one copy in males. And the time for auto-
somal loci to become genetically unique
is about four times that of mitochon-
drial and Y chromosomal loci since on
an average four copies – two copies each
in males and females – are passed on to
the next generation. As a consequence,
the presence of shared sequence variants
at biparentally inherited loci in the three
chimpanzee populations in contrast to
their genetic uniqueness at mitochondrial
and Y chromosomal loci could indicate
that the subspecies started to evolve inde-
pendently – in evolutionary scales – only
recently. Therefore, the time was not suf-
ficient to establish genetic uniqueness at
all loci.

2
Comparison of the Chimpanzee and
Human Genomes

Early comparative studies of their proteins
and DNA sequences have already provided
evidence that chimpanzees and humans
are genetically highly similar. However,
differences exist that are informative in two

ways. They help understand how genomes
diverge subsequent to reproductive isola-
tion of two populations. And they help
identify those changes that form the ge-
netic basis of the phenotypic properties dif-
ferentiating chimpanzees from humans.

Four categories of differences between
the genomes of chimpanzees and humans
will be discussed in the following text.

2.1
Cytogenetic Differences

The microscopic comparison of chim-
panzee and human chromosomes revealed
a small number of cytogenetic differences,
that is, differences in either chromosome
number or differences in presence, or-
der, and position of large chromosomal
segments. Their detection was greatly
simplified by chromosome banding tech-
niques as well as fluorescence in situ
hybridization (FISH), methods that al-
low a specific and reproducible labeling
of individual chromosomal regions. The
most apparent difference between the
genomes of chimpanzees and humans is
the number of chromosome pairs per cell.
While chimpanzees – as well as gorillas
and orangutans – have 24 pairs, humans
have only 23. A comparison of the chro-
mosome banding patterns between the
species revealed that human chromosome
2 is present as two separate chromosomes
(12 and 13) in chimpanzees (Fig. 4a). A
subsequent molecular characterization re-
vealed that a fusion at the ends (telomeres)
of two ancestral chromosomes gave rise to
human chromosome 2.

Seven additional chromosomes, human
chromosomes 4, 5, 9, 12, 15, 16, and 17
differ between humans and chimpanzees
by an inverted arrangement of chromoso-
mal segments. In all cases, the inversion
breakpoints are located on either side
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Fig. 4 Examples of cytogenetic
differences between humans and
chimpanzees. Chromosomes and
chromosome bands are not drawn to
scale. (a) Human chromosome 2 (HS2)
is present as two separate
chromosomes in chimpanzees (PT12,
PT13). (b) Human chromosome 17
(HS17) and chimpanzee chromosome
19 (PT19) differ by a pericentric
inversion. Arrows mark the inversion
breakpoints.

of the centromere (pericentric inversion)
(Fig. 4(b)). To date, the inversion break-
points of a single human chromosome,
human chromosome 17, have been ana-
lyzed on the DNA sequence level, and the
breakpoints in three additional chromo-
somes, human chromosome 4, 9, and 12,
have been mapped to intervals of 1 to 2 Mb.
So far, no gene was found to be structurally
modified by these inversions.

Finally, a number of chromosomes dif-
fer between chimpanzees and humans
in the amount of constitutive heterochro-
matin, chromosomal regions that remain
condensed throughout the cell cycle and
generally do not contain genes.

Cytogenetic differences are discussed to
comprise evolutionary important changes
that contributed to the initial separation
of chimpanzees and humans. Somewhat
in contrast to this view, currently no ev-
idence exists that the function of a gene
has been affected by any of the observed
chromosomal rearrangements. However,
pericentric inversions can establish re-
productive isolation between populations
without the necessity of an altered gene
function. In a heterozygous state, an indi-
vidual carries one normal and one inverted
copy of the chromosome, pericentric inver-
sions can substantially interfere with the
fertility of the individual. Crossing-over

during meiosis in the inverted region
generates recombination products that are
generally incompatible with life. Thus, it
can be speculated that the pericentric in-
versions differentiating the chromosomes
of contemporary chimpanzees and hu-
mans comprised early reproductive bar-
riers that facilitated the separation of the
two species.

2.2
Subchromosomal Rearrangements and
Repeat Content

In contrast to the well-defined extent of
cytogenetic differences between humans
and chimpanzees, the amount of genomic
differences whose size is below the res-
olution of cytogenetic methods is still
unclear. Subtelomeric regions, those ge-
nomic segments that are located directly
adjacent to the chromosome ends, appear
to be dynamic structures that undergo
rapid changes over short evolutionary dis-
tances. For example, a subtelomeric region
formed by a 32-bp repeat unit present at
many chromosome ends of chimpanzees
and almost all chromosome ends of go-
rillas is not found in humans. Similarly,
a genomic locus that exists only as a sin-
gle copy in the subtelomeric region of
chimpanzee chromosome 17 is found in
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eight additional chromosomes in humans.
The reason for these rapid changes in the
subtelomeric region of chromosomes is
still unclear.

From the analysis of the human genome
draft sequence, it emerged that about 5% of
the DNA sequence – preferentially in the
regions around the centromeres – repres-
ents evolutionary recent duplications of
chromosomal segments with a DNA se-
quence identity of >90%. Interestingly,
initial calculations reveal that more than
7000 exons are transcribed from these
duplicated segments. Thus, gene dupli-
cations due to segmental duplications pro-
vide good candidates for species-specific
evolution. Comparing the duplication pat-
tern for human chromosome 22 between
humans and chimpanzees, differences are
seen, which imply that loss and gain of du-
plicated elements is an ongoing process in
human and chimpanzee evolution. How-
ever, comparative analyses focusing on
segmental duplications have just started.
Therefore, the exact amount of differen-
tially duplicated segments in the chim-
panzee and human genomes as well as the
number and identity of possibly involved
genes remains to be determined.

Around 45% of the human genome
consists of repetitive DNA sequences due
to the expansion of various groups of
mobile elements in the genome. As an
example, a particular class of repeats
termed Alu-elements are present in more
than one million copies in the human
genome comprising ∼10% of the entire
DNA sequence. Even though the overall
mobility of transposable elements has
markedly decreased over the past 35
to 50 million years, transposition is still
ongoing in the human and, presumably,
also in the chimpanzee genome.

Repetitive elements can propagate ge-
netic differences between species by

mainly two ways. First, the insertion of
individual transposable elements into reg-
ulatory or coding regions of genes can alter
expression and function of the affected
genes. As an example, humans differ
from chimpanzees – and from all other
primates – by an inactivation of a gene
CMAH whose product is essential for the
generation of a certain glycoprotein. This
inactivation is due to a human-specific in-
sertion of an Alu-element that replaced a
92-bp long exon and, in addition, causes
a frameshift in the subsequent coding
sequence. The gene modified thus is ex-
pressed into a truncated and nonfunctional
protein and is responsible for the only
proven biochemical difference between
chimpanzee and human cells to date.
Second, intrachromosomal crossing-over
mediated by direct or inverted repetitive
elements can cause deletions and inver-
sions, respectively. For example, exon 35
of the human tropoelastin gene has been
deleted presumably by a recombination
event between two flanking Alu-elements.

In summary, several factors can account
for genetic differences between humans
and chimpanzees on a subchromosomal
scale. However, a determination of the ex-
tent to which they each contribute to the
total amount of differences between both
genomes must await more comprehen-
sive studies.

2.3
Substitutional DNA Sequence Differences

The most frequently detected difference
between chimpanzee and human DNA
sequences is caused by substitutions of
individual nucleotides. Initial studies sug-
gested that per 200 compared nucleotide
positions, only about 3 differ between
humans and chimpanzees, equivalent to
a mean sequence difference of around
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1.5%. Many of these estimates were based
on the comparison of short stretches
of DNA from only one or few regions
of the genome. However, different re-
gions in the human genome differ in
aspects such as gene content, transcrip-
tion frequency, base composition, and
recombination frequency all of which are
suspected to influence the evolutionary
rate of DNA sequences. Thus, sampling
of DNA sequences from a multitude of
loci distributed throughout the genome
is required to obtain a relevant estimate
of the average amount of substitutional
DNA sequence differences between two
species. On the basis of genome-wide
comparisons of DNA sequences between
humans and chimpanzees, their aver-
age amount of DNA sequence difference
was recently determined to be 1.2%. The
results furthermore reveal that indeed ge-
nomic regions vary substantially in their
divergence among species (Fig. 5).

In absolute numbers, a mean DNA se-
quence difference of 1.2% corresponds to
a total of about 40 million substitutional
DNA sequence differences between the
human and chimpanzee genomes. How-
ever, only a tiny proportion of the human
genome – about 3% – is believed to be rel-
evant for gene function. This suggests that
less than (only) 1.2 million substitutional
differences account for the distinct pheno-
types of humans and chimpanzees.

2.4
Insertions and Deletions

Processes that are capable of removing
nucleotides from DNA or adding nu-
cleotides to DNA (deletions and insertions
respectively) comprise a further source of
genetic difference between species. Inser-
tions and deletions mediated by trans-
posable elements or by duplications of
chromosomal segments have already been
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Fig. 5 Mean DNA sequence differences between humans and chimpanzees by
human chromosome. Bars indicate 95% confidence intervals. [Reprinted with
permission from Ebersberger, I., Metzler, D., Schwarz, C., Paabo, S.
(2002) Genomewide comparison of DNA sequences between humans and
chimpanzees, Am. J. Hum. Genet. 70, 1490–1497.]
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discussed above (Sect. 2.2). Each of these
events generally affects a large number
of DNA sequence positions; however, they
presumably comprise considerably rare oc-
currences during human and chimpanzee
evolution. Insertions and deletions extend-
ing only over a few nucleotides apparently
occur far more frequently in DNA se-
quence evolution. A comparison of around
only 700 kbp of genomic DNA sequence
between humans and chimpanzees has
detected already over 1000 individual in-
sertions and deletions. About half of these
extend over only 1 to 2 nucleotides and
95% do not exceed 20 bp in length.

Currently, it is estimated that a total
of about 4% of DNA sequence in the
chimpanzee and human genomes has no
counterpart in the respective other species.
This indicates that insertions and deletions
contribute substantially both in the num-
ber of events and in the number of affected
positions to the DNA sequence differences
between species. Since insertions and dele-
tions also appear to be commonly located
in functional regions of the genome, they
need to be considered as likely causes for
phenotypic differences between humans
and chimpanzees.

3
Chimpanzees in Evolutionary Research

Prior to describing the relevance of chim-
panzees in evolutionary analyses – I will
only focus on biological evolution and
omit the complex topic of the evolution
of culture – the term evolution itself shall
be briefly discussed. In the broadest sense,
evolution can be regarded as mere change
of distinct characters over time. In the
more specific view of biologists, evolution
represents heritable changes in a popula-
tion that spread over many generations.

The only changes that can be stably inher-
ited comprise modifications in the DNA
sequence. Thus, in a strict sense, biologi-
cal evolution is, ultimately, synonymous
to DNA sequence evolution and evolu-
tionary research aims at identifying the
factors that determine emergence and ac-
cumulation of DNA sequence changes. In
reality, however, it is far more practicable
to study biological evolution at two lev-
els: molecular evolution comprised of the
change of DNA sequences over time, and
the evolution of phenotypes leading to the
differentiation of individual species. This
distinction appears to be indispensable for
the following reasons. The genetic basis
of the vast majority of observed pheno-
typic differences between two species is
generally, and in the better case, not well
understood. Therefore, it is not feasible
to study their evolution on the DNA se-
quence level. Furthermore, the majority
of DNA sequence changes, at least in the
genomes of mammals, has no effect on
the phenotype since approximately 97% of
the genome has no obvious function. As
a consequence, the evolution of DNA se-
quences is in major parts independent of
the evolution of phenotypes.

However, in order to arrive at a com-
prehensive understanding of biological
evolution, the interdependence of DNA
sequence evolution and phenotypic evolu-
tion needs to be determined. Here, the
analysis of chimpanzees in comparison to
humans is likely to provide relevant new
insights.

3.1
DNA Sequence Evolution

The advantage of DNA sequence compar-
isons between chimpanzees and humans
to shed light on the factors that deter-
mine DNA sequence evolution is twofold.
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First, corresponding DNA sequences in
the two species differ only in about 1.2%
of the positions. This reduces the risk
that individual positions have changed
more than once in one species, or par-
allel in both species since the sequences
last shared a common ancestor. Such
multiple or parallel substitutions blur
the correlation between the true and ob-
served number of changes and comprise
a substantial problem in the evolutionary
analysis of DNA sequences. Second, the
close relationship between chimpanzees
and humans justifies the hope that factors
determining rate and mode of DNA se-
quence change do not differ substantially
between the two species. The approach
to analyze DNA sequence evolution by a
DNA sequence comparison between chim-
panzees and humans is straightforward.
Different regions in the human genome
vary in divergence to the chimpanzee.
Any genomic feature that is found to
covary with the divergence can serve as
a candidate to influence DNA sequence
evolution. However, in order to correctly
interpret the data, one pitfall needs to
be regarded that has been already men-
tioned in Sect. 1.3. Genomic regions can
differ in their divergence between humans
and chimpanzees even though they evolve
at the same rate. This problem arises
since the time point at which the hu-
man and chimpanzee DNA sequences last
shared a common ancestor is not the same
throughout the genome. It is required to
take this into account in order to identify
regions that truly differ in their evolution-
ary rate.

When DNA sequences from different
regions of the chimpanzee genome are
compared to the corresponding sequences
in humans, it is seen that different chro-
mosomes vary in the amount of DNA
sequence differences between humans

and chimpanzees (Fig. 5). Interestingly,
the extent of divergence for the individual
chromosomes is correlated with the evolu-
tionary time they spend in the male germ
line. The X chromosome, which spends
the least time in the male germ line, dis-
plays also the least divergence (1.0%), the
Y chromosome, which is confined to the
male germ line, displays the highest di-
vergence (1.9%), and the divergence of
the autosomes, which spend an interme-
diate time in the male germ line ranges
between that of the sex chromosomes
(1.2%). Currently, it is assumed that a mu-
tation rate about threefold higher in the
male germ line compared to the female
germ line is responsible for this observa-
tion. However, it is noteworthy that the
evolutionary rates also differ among au-
tosomes that spend the same amount of
time in the male and female germ line
respectively. This indicates the existence
of further factors that influence the ac-
cumulation of DNA sequence differences
in the human genome. Recently, a sec-
ond genomic feature has been found to
covary with DNA sequence divergence
between humans and chimpanzees. Re-
gions with a high recombination rate
also display a high divergence between
the two species, while regions with a
lower recombination rate have diverged
less. This can be taken as an indication
that the process of recombination is mu-
tagenic and thus, drives DNA sequence
evolution.

The amount of comparative DNA se-
quence data between chimpanzees is still
limited. However, more extensive stud-
ies are likely to give further insights into
how different factors interact to shape the
rate and pattern of DNA sequence evo-
lution in the genomes of humans and
chimpanzees.
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3.2
From Genotype to Phenotype

Maybe the most widely noticed field in
evolutionary research is concerned with
the emergence of new phenotypes that
contribute to the uniqueness of individual
species. Mainly three aspects are in
the focus of interest: (1) When did the
new phenotype arise? (2) Was it chance
or selective advantage that caused its
fixation in the species? (3) What are the
genetic changes that underly the particular
phenotype? While the answers to the first
two questions are mainly of academic
interest, the correlation between genotype
and phenotype is – as will be discussed in
Sect. 3.3 – of immediate practical use.

When comparing humans and chim-
panzees, the impression is that both
species are strikingly alike, yet show a
certain set of well-defined differences.
Meanwhile, an extensive catalog of phe-
notypic differences between humans and
chimpanzees has been collected. Among
the most well-known examples are bipedal
walking, enlarged brain size, and spoken
language, which distinguish humans from
chimpanzees and all other primates. This
set of phenotypic differences is opposed
by a considerably low amount of genetic
differences (see Sect. 2), which provides
an excellent starting point for the corre-
lation of genotype and phenotype. Two
approaches can be chosen for such a
venture. In a bottom-to-top strategy, the
genomes of humans and chimpanzees are
screened for differences that affect gene
function. This can be either changes in
the coding region of genes resulting in a
structural change of the gene product, or in
regions that control the expression pattern
of a gene. While the identification of differ-
ences potentially affecting gene function
is considerably simple, the subsequent

determination of the likely effect on the
phenotype is experimentally extremely de-
manding. In the first step, the function of
the affected gene must be determined, and
in the next step, the influence of the genetic
change on the respective function of the
gene product must be determined. This
latter step will be especially problematic
for such changes that affect the expression
pattern of genes rather than the structure
of the gene product. Eventually, inferences
of the likely phenotypic consequence of the
genetic change can be made. The reverse
approach, a top-to-bottom strategy, starts
from a recognized phenotypic difference
between humans and chimpanzees. Cer-
tain genes that are known or suspected
to contribute to the phenotype of inter-
est are assigned as candidates whose DNA
sequence can be screened for differences
between humans and chimpanzees. Once
species-specific differences are found for
a candidate gene, the subsequent proce-
dure resembles that of the bottom-to-top
strategy with the subtle but essential differ-
ence that a particular phenotype has been
already correlated with the gene.

To date, the study of candidate genes
has been successfully applied at least in
two studies, one of which originated from
the observation of a structural difference
between the cell surfaces of humans
and great apes. It could be shown that
this is due to an inactivation of an
enzyme on the human lineage caused by
a deletion in the corresponding gene (see
Sect. 2.4). Even though this comprises a
marked biochemical difference between
human and chimpanzee cells with possible
implications for the intercellular cross
talk, the relevance of this difference
for human evolution is still unclear. A
second study focused on a gene FOXP2,
which when mutated, causes a distinct
type of speech impairment in humans.
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A comparison of this gene between
humans, chimpanzees, and other primates
revealed that it carries two human-specific
nucleotide substitutions, each of which
translates into an amino acid substitution
in the encoded protein. This becomes
especially interesting in the light that this
protein is evolutionarily highly conserved.
Between humans and mice, only three
amino acid changes are observed; two
of which occur on the human lineage.
Furthermore, there is indication that this
gene has been the target of selection
during recent human evolution. Both
observations in combination can be judged
as an indication that the respective gene
could have a certain relevance for the
evolution of spoken language in humans.

These examples demonstrate that, in-
deed, the comparison of humans and
chimpanzees is capable of detecting ge-
netic changes that can be correlated
with phenotypic differences between both
changes. This justifies the hope that in
a step-by-step process, even the genetic
frameworks of traits as complex as (spo-
ken) language can be identified.

3.3
Comparative Analysis of Gene Expression

The phenotypic appearance of a species
is not only dependent on the functional

integrity of its genes but also on their
correct activation with respect to time,
place, and extent. Genetic changes that
alter this construction plan of a species
provide a powerful tool to achieve sub-
stantial phenotypic changes over a very
short time period. In view of the low
genetic difference between humans and
chimpanzees, it was considered in early
comparative studies that changes in a
few ‘‘master genes’’ – genes that control
gene expression at certain key points of
development – account for the phenotypic
differences between both species.

To date, such master changes, if they
exist, remain to be identified. However,
as a first step, evidence was provided
that the pattern of gene expression in-
deed varies in a species-specific way. When
the expression pattern of nearly 18 000
genes is analyzed for several human and
chimpanzee individuals, it is found to be
more similar among individuals of the
same species than between species (Fig. 6).
Starting from this observation, follow-up
studies have to determine whether the evo-
lution of gene expression is mainly due to
regulatory changes in individual genes or
whether a cluster of functionally related
genes changes their expression in a con-
certed manner due to a switch in a shared
master gene. Furthermore, those individ-
ual genes that have substantially changed

Chimp 1Chimp 2

Chimp 3

Human 1

Human 2
Human 3

Orang
Fig. 6 Relative extent of the differences
in the expression pattern within and
between species. The expression pattern
jointly determined from nearly 18 000
genes is found to be more similar within
humans and chimpanzees respectively,
than between both species.
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their expression pattern in humans or
chimpanzees comprise candidates for phe-
notypic differences between both species
and thus, should be the subject of compar-
ative studies as described in the previous
section (Sect. 3.2).

4
Chimpanzees in Biomedical Research

The cure or prevention of diseases is
one of the major interests in human
research. In the study of disease-causing
processes on the cellular and molecular
level, nonhuman primates in general,
and chimpanzees in particular, can be
regarded as important model organisms.
Their similarity to humans renders them
susceptible to a number of pathogens
correlated with human diseases. Thus,
the infection of primates under controlled
laboratory conditions allows the study of
the onset and progress of the respective
disease with a resolution far beyond what
can be achieved by observatory studies in
humans. Furthermore, as a result of the
growing understanding of disease-causing
processes, new therapeutical strategies
and medicines will be developed that
specifically target individual pathways in
the human metabolism. Therefore, the
traditional model organisms that are rather
distantly related to humans may no longer
be suitable to test the efficacy and safety of
these medicines. Rather, model organisms
such as the chimpanzee are required that
resemble the human metabolism as closely
as possible. Eventually, certain human
diseases and pathogens appear to affect
chimpanzees either to a lesser extent than
humans, or not at all. The identification
of the underlying molecular basis of this
reduced susceptibility will provide starting

points for new therapeutical approaches to
cure the respective disease.

4.1
Are Chimpanzees Good Model Organisms?

The arguments listed above comprise a
clear vote for a wide use of chimpanzees
in biomedical research. Accordingly, nu-
merous research facilities founded chim-
panzee colonies, and in the 1980s, breed-
ing programs were started to insure that
enough chimpanzees were available for
research needs. However, it appears that
the similarity between chimpanzees and
a (hypothetical) good model organism for
biomedical research is very limited. Such
an organism would be rather mouse-sized
than chimp-sized. Not only is that desir-
able due to the limitation of laboratory
space and budget for food, it also greatly
facilitates handling of the animals during
the experiments. Who ever has seen some-
body pulling chimps by their tail out of
the cage? And this is not because their
tails are pretty much nonexisting! Further-
more, a good model organism would have
a generation time and a life span substan-
tially shorter than that of chimpanzees.
The benefits would be twofold. First, it in-
creases the value of the model organism for
research on transgenic animals. The spe-
cific inactivation of genes in an organism
(knockout) as well as their overexpres-
sion or exchange with functional homologs
from other species (knockin) gains increas-
ing importance in the study of function
and evolution of genes and gene products.
A minimal time span between the ge-
netic modification of the individual – this
generally happens at a very early stage
in development – and the latest possible
observation of the corresponding pheno-
typic effect is desirable for both kinds of
studies. The latter time point is obviously
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determined by the life span of the model
organism. Furthermore, once an individ-
ual carrying the desired genetic modifi-
cation has been generated – which is still
a costly, time-consuming, and experimen-
tally elaborative venture – its maintenance
as a laboratory strain is generally desirable.
This, however, is only feasible when the
generation time of the respective species
is in a reasonable range of at most a year.
A slowly developing, late reproducing, and
long living species such as chimpanzees
is thus, not particularly well suited for
standard research on transgenic animals.
Second, an early (natural) death of the re-
search animal elegantly solves the problem
of what to do with the animals once the
experiments are over. Chimpanzees, how-
ever, have an average life span of around
40 to 50 years, which is well beyond the du-
ration of most experimental studies. The
relevance of this problem becomes im-
mediately obvious when one imagines a
group of chimpanzees infected with a hu-
man pathogen that need to be taken care
of once they are no longer useful for ex-
perimental studies.

Clearly, strong arguments exist to use
chimpanzees as experimental animals
in biomedical research. However, the

practical disadvantages are apparent. To-
gether with a number of ethical concerns
that I will discuss below (Sect. 4.4), the use
of chimpanzees as a standard experimen-
tal model organism is clearly voted against.
Meanwhile, this has been widely recog-
nized and the number of chimpanzees
held as laboratory animals has substan-
tially decreased over the past years. In the
case of Europe, invasive experimental stud-
ies on chimpanzees have entirely ended.

4.2
Biomedical Differences Between Humans
and Chimpanzees

Practical experience has shown that chim-
panzees are not suitable as experimental
model organisms for studying human dis-
eases, or for testing the efficacy and safety
of new pharmaceuticals. Nevertheless, a
certain relevance remains for chimpanzees
in biomedical research. From long-term
observations in primate centers and zoos,
differences in susceptibility and severity
of certain human diseases between hu-
mans and chimpanzees have emerged.
A few examples are listed in Table 2.
Although the evidence is in parts frag-
mentary and vague – in certain cases it

Tab. 2 Differences in the disease spectra between humans and chimpanzees.

Medical condition Humans Chimpanzees Evidence

HIV progression to AIDS Common Very rare Definite
Late complication in hepatitis

B/C
Frequent Uncommon Definite

Malariaa Susceptible Resistant Definite
Menopause Universal Rare Definite
Influenza A symptomatology Moderate to severe Mild Likely
Alzheimer’s disease pathology Common Rare Likely
Myocardial infarction Common Uncommon Likely
Epithelian cancers Common Rare Likely

aCaused by Plasmodium falciparum infection.
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has mere anecdotal character – the medi-
cal relevance of involved diseases such as
AIDS, hepatitis, or certain types of cancer
is sufficient to draw attention to this is-
sue. Differences in the disease spectrum
between two species can be attributed to
two different causes: differences in en-
vironmental influences such as diet and
differing genetic predispositions. In re-
cent years, the environmental conditions
for captive chimpanzees have become in-
creasingly similar to those of humans.
This, however, had no substantial effect
on the differences of their respective dis-
ease spectra. Therefore, the existence of
crucial genetic differences between the
two species must be assumed whose iden-
tification comprises the main relevance
of biomedical studies on chimpanzees.
Conveniently, the identification of candi-
dates for these genetic differences can be
achieved by a comparison of the genome
sequences of chimpanzees and humans
and does not require experimental studies
on chimpanzees.

As an outlook, the medical consequences
of biomedical studies on chimpanzees
are likely to be revolutionary. Once the
genetic basis is understood as to why this
species is less susceptible to certain human
diseases, cure or even prevention of these
diseases can be imagined by mimicking
the chimpanzee phenotype in well-defined
disease-relevant parts of human biology.

4.3
Chimpanzees and Infectious Diseases

Maybe the most widely recognized bio-
medical difference between chimpanzees
and humans is their different susceptibil-
ity to AIDS upon infection with HIV-1
(Human Immunodeficiency Virus 1), the
most common cause of AIDS in humans.

While chimpanzees rarely display AIDS-
like syndromes, the progression to AIDS
in humans is common. This difference
is generally explained by the evolutionary
history of HIV-1. It is suggested that HIV-
1 originated from the chimpanzee virus
SIV (Simian Immunodeficiency Virus)
that crossed the species border only about
50 years ago. Thus, the low susceptibil-
ity to AIDS in chimpanzees could be due
to a long coevolution of virus and host
in a way that contemporary chimpanzees
get infected by the virus but due to an
efficient control of the virus load do not
develop the disease. Humans, in contrast,
who have become exposed to the virus only
recently, lack the immunological ability for
virus control and thus, suffer from AIDS.
Obviously, the missing development of
the disease renders chimpanzees inade-
quate as a model to study the progress of
AIDS. Other primate species, such as the
rhesus macaque appear to be more suit-
able since AIDS-like symptoms have been
observed in these species subsequent to
infection with SIV. However, the genetic
reasons for the adapted immune response
that cause the relative resistance against
AIDS in chimpanzees are of consider-
able interest. They might point toward
novel therapeutic approaches to prevent
the progression to AIDS in HIV-infected
humans. Initial insights suggest that dif-
ferences in the allele combination in the
major histocompatibility complex – a col-
lection of genes correlated with immune
response – between humans and chim-
panzees is responsible for their varying
susceptibility to AIDS.

Similar to the case of infection with HIV-
1 and progression to AIDS, chimpanzees
reduce the risk of long-term complications
of hepatitis infections by an effective con-
trol of the virus load in the organism. Thus,
there appears to be a general capability in
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chimpanzees to deal more effectively with
virus infections than humans. It will be
the main task of future studies to deter-
mine the exact elements of the virus–host
relationship in chimpanzees that account
for this better virus control.

In conclusion, although chimpanzees
are not suited as experimental model
organisms, there appears to be sufficient
reason for the comparison of humans
and chimpanzees to become a major field
in biomedical research. However, one
should be aware that the insights from
past biomedical studies in chimpanzees
have not met the high initial expectations.
The risk remains that the biomedical
relevance of genetic differences between
humans and chimpanzees is too difficult
to interpret just by observatory studies. As
a consequence, a substantially increased
experimental effort might be required
whose realization ultimately depends on
the establishment of new experimental
systems that replace chimpanzees as a
model organism. Such systems should
combine a maximum of the advantages
provided by chimpanzees as a model
organism with a minimum of its practical
and ethical concerns.

4.4
Ethical Considerations

Chimpanzees, like all other great apes,
are an endangered species that, due to hu-
man interaction, face the extinction of their
wild populations. From this perspective, it
seems somewhat odd to discuss their use
for experimental research beneficial pri-
marily to humans. However, chimpanzees
breed well in captivity, which insures that
enough animals are available for research
without affecting the wild populations.
In addition, it can be argued that ev-
ery study, even those with fatal outcome

for the participating individual, eventually
benefits chimpanzees as a species. For ex-
ample, vaccines and drugs to cure human
diseases developed on the basis of exper-
imental research on chimpanzees will be
effective also in chimpanzees. A scenario
can be imagined where these pharma-
ceuticals help save a wild chimpanzee
population whose survival is endangered
by such a disease. In combination, both
arguments would, presumably, be suffi-
cient for a well-controlled use of almost
any other species – even one that faces
its extinction – as an experimental animal.
However, the situation is more complex
for chimpanzees. An increasing number
of comparative studies reveal that there
is no clear-cut qualitative difference dis-
tinguishing humans from chimpanzees
in a number of areas that have initially
been regarded as ‘‘specific to humans.’’
Many points of similarities exist in cogni-
tion and psychology between chimpanzees
and humans. For example, it was re-
peatedly suggested that chimpanzees can
understand and use rudimentary forms of
language – even though they cannot speak
due to anatomical limitations – and there
is certainly tool usage in chimpanzees. In
addition, only recently, it was appreciated
that chimpanzees have cultural traditions
similar to humans. Given these insights
and given the high genetic similarity be-
tween humans and chimpanzees, it might
be worthwhile to reconsider the clear-cut
distinction in ‘‘human being’’ and ‘‘ani-
mal’’. The resulting implications for the
use of chimpanzees in research are ob-
vious and well recognized. In brief, only
such studies should be done with chim-
panzees that would be done with humans
who are considered not to be able to
provide informed consent. As a legal con-
sequence, the government of New Zealand
has extended three basic human rights



Chimpanzee Genome 573

to chimpanzees: (1) the right not to be
deprived of life; (2) the right not to be sub-
jected to torture and cruel treatment; and
(3) the right not to be subjected to medical
or scientific research that is not in the best
interest of this individual.

Whether these ventures and agreements
are sufficient to protect chimpanzees from
abuse in human research will be seen in
the future. As soon as comparative studies
of humans and chimpanzees lead to funda-
mental questions that can be solved neither
by DNA sequence comparisons nor by
transgenic experiments in model systems,
research proposals will arise that include
the generation of transgenic – that will be
ultimately ‘‘humanized’’ – chimpanzees.
Therefore, it is an ethical imperative to ac-
company an extensive comparative study
on the chimpanzee genome with a pro-
gram that studies ethical, legal, and social
implications of such research.

5
The Chimpanzee Genome Project

Even under careful consideration of all
practical and ethical limitations that are
correlated with comparative studies be-
tween chimpanzees and humans, the
insights based on the availability of a
chimpanzee genome sequence are likely
to be substantial. As a consequence,
the US National Human Genome Re-
search Institute (NHGRI) has recently
assigned chimpanzees the top priority
for whole-genome sequencing, a deci-
sion that might be a pioneer for future
research on nonhuman primates. The
choice of sequencing the genome of chim-
panzees rather than that of the rhesus
macaque – the most widely used primate
in biomedical research – seems to put
more weight on the evolutionary aspect of

a human–nonhuman primate comparison
than on its immediate value for experimen-
tal biomedical studies.

5.1
The Quest for Differences

With respect to the list of eukaryotes whose
genome has been entirely sequenced, the
choice of determining the genome se-
quence of chimpanzees comprises the
first step into the next phase of compar-
ative genomics. Comparing the genome
sequences from yeast, worm, fly, mouse,
and human led to the identification of
shared, and thus, evolutionarily conserved
elements. Follow-up studies mainly aimed
at determining the function of these con-
served elements and generating a rough
view on the genetic framework under-
lying organismal organization. However,
adding chimpanzees to that list shifts the
focus ultimately from conserved genomic
elements toward the differences between
two genomes. As a consequence, the initial
outcome of a genome comparison between
humans and chimpanzees will be a com-
prehensive map of their DNA sequence
differences. As a second step, the func-
tional consequences of these differences
need to be analyzed and, eventually, a fine-
scale view on the functional organization
of the human genome will emerge.

5.2
Sequencing Strategy and Requirements

Sequencing an entire genome with more
than three billion bases is still an en-
terprise that requires careful planning
and strategical considerations. Recent se-
quencing efforts, including the genomes
of Drosophila, human, and mouse clearly
demonstrated that the whole-genome shot-
gun sequencing strategy is the fastest and
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AAACCGTAGCATAGCATTTAACTGCCCAAAA

Fig. 7 Whole-genome shotgun strategy
to sequence the chimpanzee genome.
The entire genome of an individual is
fragmented at random positions and
genomic libraries with a defined insert
size are generated. Subsequently,
random clones are picked from the
genomic libraries and the DNA
sequences of their insert ends are
determined. In the assembly step, the
individual DNA sequences are aligned
to reconstruct a contiguous consensus
sequence that represents the original
genomic sequence of the chimpanzee.
This step is greatly facilitated for the
chimpanzee genome since the human
genome sequence can serve as a
guideline for the assembly.

most efficient way to determine an initial
draft sequence of a genome. The general
principle of this strategy is outlined in
Fig. 7. While the generation of the shotgun
sequence reads is considerably straightfor-
ward, their assembly to a comprehensive
consensus sequence comprises the cru-
cial and most problematic step. This step,
however, will be greatly facilitated for the
chimpanzee genome. Given the high sim-
ilarity between both genomes, it will be
in most cases straightforward to align the
chimpanzee DNA sequence fragments to
the human genome sequence. However,
special care must be given to those ge-
nomic regions that differ between the
two species. Human regions not present
in chimpanzees will cause gaps in the
alignment, while chimpanzee DNA se-
quences not present in humans will fail
to align against the human genome. In
addition, recent duplications as well as
inversions of genomic regions comprise

further obstacles on the way toward a
comprehensive draft version of the chim-
panzee genome.

Following the shotgun phase of a
genome project, remaining gaps and un-
certainties in the draft sequence must be
removed in the so-called finishing phase.
This sequence-finishing is tedious, time-
consuming and thus, expensive. However,
it is assumed that the majority of com-
parative studies between chimpanzees and
humans will not substantially benefit from
a finished, rather than a draft version
of the chimpanzee genome. Thus, it is
currently considered to initially leave the
chimpanzee genome sequence in a draft
status. It is estimated that such a draft se-
quence will cover more than 90% of the
chimpanzee genome.

In conclusion, a first draft of the
chimpanzee genome sequence can be
generated with considerably low effort and
is likely to be available by the end of 2003.
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However, there is one important issue
when working with this draft sequence
that played only a very minor role in
previous comparative studies of genome
sequences. Errors in the draft sequence
of the chimpanzee genome, but also
in the human genome sequence due
to errors in the assembly process or
due to sequencing errors suddenly gain
relevance. An attempt to identify conserved
regions between distantly related species
is conservative with respect to the quality
of the draft sequence. Regions that have
been found conserved between species
using early versions of the draft sequence
have a high probability of remaining
conserved after sequencing errors in the
draft sequence have been corrected. It is
self-evident that the situation is certainly
more difficult when the focus lays on DNA
sequence differences between genomes as
in the case of the human–chimpanzee
comparison. To minimize this problem,
every DNA sequence position in the draft
version of the chimpanzee genome should
get assigned a confidence value to allow a
quick assessment of its reliability.

5.3
Human, Chimpanzee, and. . . Future
Perspectives

With the availability of the chimpanzee
genome draft sequence, the first step into
the next stage of comparative genomics
will be completed. A comprehensive cata-
log of genetic differences between humans
and chimpanzees will emerge that ulti-
mately reveals those changes responsible
for the distinct phenotypic traits of both
species. The identification of those pre-
sumably few functional changes and the
dating of their presumed occurrence will
be the main task of future studies. To ac-
complish this goal, it will be necessary to

exactly determine the extent and pattern
of genetic variation both within humans
and within chimpanzees. This not only
helps in identifying those genuine ge-
netic differences between both species that
cannot be attributed to polymorphisms
in either species but also helps pinpoint
those regions in the genomes of chim-
panzees and humans for which fewer than
average sequence variants exist. Such a
reduction of diversity can comprise signa-
tures of selection during recent human and
chimpanzee evolution and provide hints
for the likely importance of changes that
are close by in functional regions of the
genome.

Eventually, the detection of genuine ge-
netic differences between humans and
chimpanzees can only then be inter-
preted in a meaningful way when the lin-
eage on which the corresponding change
occurred has been determined. There-
fore, the genome of a third, more dis-
tantly related species is required as an
outgroup that helps infer whether an
observed DNA sequence difference be-
tween humans and chimpanzees is due
to a change on the human or the
chimpanzee lineage. Presumably, a sec-
ond anthropoid primate would be op-
timal as such an outgroup. In order
to make full use of the genomic com-
parison of humans and chimpanzees,
the genome sequence of the outgroup
species should be determined immediately
following the completion of the chim-
panzee genome sequence. Likely candidate
species are two Old World monkeys reg-
ularly used in biomedical research: the
rhesus macaque (Macaca mulatta), and
the baboon (Papio hamadryas), or the
orangutan (P. pygmaeus). Which of these
species to choose depends largely on fu-
ture plans to use primates as experimental
animals.
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Keywords

Chiral
Describing an object or a molecule whose image in a plane mirror cannot be
superposed on the original.

Chiral Drug
A pharmaceutical agent that exists in two enantiomeric forms. In many cases, the two
forms will have different physiological activity.

Chiral Methyl
A methyl group with the three hydrogen isotopes, 1H, 2H, 3H. When combined with
another group, R, a chiral molecule is obtained: R-C1H2H3H.

Chiral Phosphorous Atom
A phosphorous atom linked to the three oxygen isotopes, 16O, 17O, 18O, and to another
group, usually OR: hence, RO–P–16O17O18O.

Chiral Recognition
Discrimination between enantiomers achieved by enzymes or biological receptor
molecules and by some chemical catalysts and reagents.

Configuration
Three-dimensional arrangement of atoms or groups of atoms at an element of
chirality; arrangements resulting from rotation about single bonds are excluded.

Diastereoisomer
Stereoisomers not in an object-/mirror-image relationship.

D/L Notation
An arbitrary convention to denote configuration about a chiral element in α-amino
acids, some α-hydroxy acids, and carbohydrates.

Enantiomer
Stereoisomers that are in an object-/mirror-image relationship.

Homochiral
A molecule or assembly of molecules in which the components have like chirality
sense. Normal protein amino acids have L-configuration; for naturally occurring
carbohydrates, the D-configuration predominates. The antonym is heterochiral.
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Isomer
Compounds having the same molecular formula but differing in the nature or
sequence of bonding of their atoms, or in the spatial arrangement of their atoms.

Optical Activity
The property, possessed by some substances (or solutions of some substances) of
rotating the plane of plane-polarized light. For a chiral substance, one enantiomer will
produce dextrorotation, (+), and the other, levorotation (−).

Prochiral (Prostereoisomerism)
Describing a molecule that yields a chiral structure by replacement of one of two
chemically like groups by a different group. Thus prochiral Caabc yields chiral Cabcd
by replacement of one ‘‘a’’ by ‘‘d’’.

Racemic
A mixture of equal amounts of two enantiomers of a compound; this mixture is
without optical activity. Hence, racemization, the conversion of an enantiomer to a
racemic mixture, is characterized by the time-dependent loss of optical activity.

R/S Notation
An unambiguous method to specify configuration of chiral compounds on the basis of
the ordering of atoms or groups of atoms (by a sequence rule) when the molecular
model is viewed from a defined direction.

Stereoisomer
Isomers differing only in the spatial arrangement of their atoms.

� An object, structure, or molecule for which the image in a plane mirror cannot
be superposed on the original is chiral; for example, the two human hands.
Chiral structures or growth forms are common in nature and in manufactured
objects. A typical chiral molecule contains a carbon atom linked to four different
groups, Cabcd. Such molecules exist in two forms of opposite handedness that are
termed enantiomers. Most metabolites are chiral, and enzymes usually exhibit a high
degree of specificity toward enantiomers. A molecule containing two chemically
like ‘‘a’’ groups, Caabc, is described as prochiral; replacement of one ‘‘a’’ group
by ‘‘d’’ leads to a chiral molecule, Cabcd. Enzymes usually discriminate between
the two chemically like groups in a prochiral molecule. Enantiomers can have very
different physiological actions, for example, taste or odor. With chiral pharmaceutical
agents, the enantiomers may also have different physiological actions. Physiological
differences arise from the phenomenon of chiral recognition – the ability of biological
receptors, enzymes, and some catalysts and reagents to discriminate between the
enantiomers of a given compound. Although many hypotheses account for the
homochirality observed on planet Earth, the original process or processes leading to
this situation remain unclear.
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1
Chirality – An Introduction

The earliest people must have recognized
that one human hand, although very
similar, cannot be superposed on the other
hand and that the reflected image (e.g.
on a water surface or in a mirror) of
one hand was superposable on the other.
In modern terminology, the two human
hands are in a mirror-image relationship.
The ‘‘handedness’’ of biological structures,
molecules, objects, and so on, generates
much interest. For understanding, it is
necessary to define right and left. Although
children are taught to distinguish hands,
feet, eyes, ears, and so on, as right or left, a
precise definition of right or left in terms of
direction is difficult if not impossible. The
normal definition is a statistical one – the
right hand is the stronger, or that which
is used preferentially by the majority.
Most of the world’s population favors
the right hand, and populations with the
majority preferentially using the left hand
are not known.

A comprehensive terminology describ-
ing handedness is based on the words
chiral (adjective) and chirality (noun) in-
troduced by Lord Kelvin in 1894 as follows:
‘‘I call any geometric figure, or group of
points chiral and say that it has chirality, if
its image in a plane mirror, ideally realized,
cannot be brought to coincide with itself.’’
Beginning in about 1958, they began to be
very widely used. Although based on the
Greek word ‘‘χειρ’’ for hand, the definition
of chirality requires only the observation of
a mirror image without requiring knowl-
edge of right or left. The two human hands
are chiral regardless of their names.

While chirality usually involves three-
dimensional structures, it is possible in
two dimensions. Thus, the mirror image
of the letter F cannot be superposed on

the original by translation or rotation in
the plane; F is chiral in two dimensions.
The letter E is achiral; mirror image and
original are superposable.

Chirality, a very pervasive phenomenon
in biology, operates at two levels. The first
is that of easily observed structures such
as the hands. The second concerns atoms
and molecules. Since the macrobiological
structures depend on enzyme reactions for
their formation, the chirality of metabo-
lites, both large and small, determines the
chirality of the larger structures. Hence,
a brief review of general stereochemical
principles will be given before discussing
the biological implications. In this article,
all of the common amino acids will in
some cases be described by the conven-
tional three-letter abbreviations.

2
Molecular Chirality in Biology

2.1
Chirality Descriptors: the R/S Notation

Isomers are compounds having the same
molecular formula but differing in the
nature or sequence of bonding of their
atoms, or in the spatial arrangement
of their atoms. Those isomers differ-
ing in their spatial atomic arrangements
are called stereoisomers. Stereoisomers
showing a mirror-image relationship are
termed enantiomers, whereas stereoiso-
mers not in a mirror-image relationship
are diastereoisomers. Enantiomers show
the same general chemical properties
but differ in their interaction with po-
larized light. One enantiomer will pro-
duce a right-handed dextro (+) rotation,
the other a left-handed levo (−) rota-
tion. Enantiomers frequently exhibit dif-
ferent properties in biological systems.
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Diastereoisomers differ in their general
chemical properties.

The major biological concern is with the
chirality of carbon compounds. The sim-
plest organic chiral compound is formed
by a carbon atom linked to four differ-
ent noncarbon atoms as in CHBrClF.
The spatial arrangements in such a com-
pound are termed configurations, and if
the precise arrangement is known, it is
described as an absolute configuration (ar-
rangements resulting from rotation about
single bonds are excluded). Absolute con-
figurations are specified unambiguously
by the Cahn–Ingold–Prelog system. The
four different atoms or groups of atoms
attached to the carbon atom are first ar-
ranged in a carefully described priority
sequence. The ‘‘sequence rules’’ are based
on parameters such as atomic number and
atomic mass. To be unambiguous, they are
complex but are readily available in texts
of organic chemistry or stereochemistry.

For many groups of biological interest, the
following sequence will be adequate; a > b
indicates that a has a higher priority than b:

Br > Cl > SH > F > OCH3 > OH

>NHCOCH3 >NH2 >COOR>COOH

> CHO > CH2OH > C6H5 > C2H5

> CH3 > 3H > 2H > 1H

A model of the molecule is then viewed
with the atom or group of lowest priority
pointing away from the observer. If the
remaining atoms or groups of atoms,
when examined in order of decreasing
priority, show a clockwise or right-handed
arrangement, the absolute configuration is
denoted as R (rectus). A counterclockwise,
left-handed path yields the S (sinister)
absolute configuration. For CHBrClF, the
priority is Br > Cl > F > H, and the two
possible enantiomeric models are shown
in Fig. 1(a, b). The (R) enantiomer (Fig. 1a)

F

Br Cl

(R)

(R) (S )

H

O

(S )

F

Cl Br
H

O

(a) (b)

CCl Br

F

H

CBr Cl

F

H

F

C Br

H

Cl

F

C Cl

H

Br

Fig. 1 Enantiomers of CHBrClF. In this and subsequent figures a
‘‘dashed’’ line indicates a bond below the paper plane and a ‘‘wedge’’
shape indicates a bond above the paper plane. Structures (a) and
(b) show the molecular models viewed to determine (R) or (S)
configuration; O = eye of observer. Note that the sequence,
Br → Cl → F, describes a right-handed path in (a) and a left-handed
path in (b). The bottom drawings determine configuration using
projection drawings with the group of lowest priority, H, at the
bottom. For each enantiomer, there is a three-dimensional
representation and a conventional projection formula.
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is levorotatory and, conversely, the (S)
enantiomer (Fig. 1b) is dextrorotatory.

Three-dimensional molecular arrange-
ments are often represented as two-
dimensional ‘‘projection’’ drawings by
carefully following conventions estab-
lished by Emil Fischer. In a projection
formula, a vertical line indicates a bond
pointing below the plane of the paper,
while a horizontal line indicates a bond
pointing above the plane of the paper;
see CHBrClF enantiomers (Fig. 1). If the
group of lowest priority is at the bottom
of a projection formula, the configuration
can be determined from the handedness
of the remaining three groups (Fig. 1).

For chirality specification, any projec-
tion formula can be transformed so that
the group of lowest priority is at the
bottom; hence the handedness can be
ascertained as just described. This trans-
formation must involve two interchanges
of any two groups; such a process re-
tains the original configuration (a single
interchange of any two groups inverts
the original configuration). For exam-
ple, (+)-glyceraldehyde is conventionally
written with the most oxidized group lo-
cated at the top (Fig. 2a). The priority
sequence is OH > CHO > CH2OH > H.
If the groups H and CH2OH are inter-
changed so that the lowest priority H is

at the bottom, a structure with inverted
configuration is obtained (Fig. 2b). A sec-
ond interchange of CHO and OH restores
the original configuration (Fig. 2c). ‘‘Read-
ing’’ the handedness of the sequence,
OH > CHO > CH2OH, gives the config-
uration of (+)-glyceraldehyde as (R).

2.2
Chirality Descriptors: the D/L Notation

Certain groups of metabolites having
structures with identical handedness – α-
amino acids, α-hydroxy acids, and carbo-
hydrates – are often described by the D/L

notation. A projection formula is drawn
with the most oxidized group (usually
CHO or COOH) placed at the top. The
next carbon atom in the vertical chain has
invariant groups, H and NH2 for amino
acids, and H and OH for hydroxy acids.
Two configurational ‘‘standards’’, glycer-
aldehyde and serine, are used (Fig. 3). If in
such formulae, the NH2 or OH group is
to the right, the configuration is assigned
as D; if to the left, the assignment is L.
If necessary, the modifications Dg and Ds

are used to emphasize a relationship with
D-glyceraldehyde or D-serine. D/L descrip-
tors refer only to configurations and not
to optical rotation. The classical 20 protein
amino acids have the same L-configuration

C

CHO

OHH

CH2OH
(a)

C

CHO

OHHOCH2

H
(b)

C

OH

CHOHOCH2

H
(c)

Fig. 2 Transformation of projection
formulae. The structure drawn is that of
(+)-glyceraldehyde. One interchange of
two groups, (a) → (b), inverts the
configuration, and a second, (b) → (c),
restores the original configuration. As
shown in (c), (+)-glyceraldehyde has the
(R) configuration.
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Fig. 3 Configurational
standards.
(a) = D-glyceraldehyde [also (R),
see Fig. 2] and (b) = D-serine.

CHO

CH OH

CH2OH

(a)

COOH

CH NH2

CH2OH

(b)

Fig. 4 Amino acid configurations.
(a) = L-configuration of the 19 chiral,
protein amino acids: R indicates the side
chains; (b) = L-serine; (c) = L-cysteine;
(d) = L-serine; also (S)-serine;
(e) = L-cysteine, also (R)-cysteine.

COOH

CH2N H

R

COOH

CH2N H

CH2OH

COOH

CH2N H

CH2SH

(a)

(c)

(b)

(d)

NH2

CHOOC CH2OH

H

(e)

NH2

CHOOC CH2SH

H (R)

(S)

(Fig. 4a). As indicated, L-serine also has
the (S) configuration (Fig. 4b, d). Be-
cause of the vagaries of the sequence
rule, not all L-amino acids are (S); for
instance, L-cysteine has (R) configuration
(Fig. 4c, e).

Carbohydrates have multiple carbon
atoms carrying H and OH groups. D/L

assignments are based on the arrange-
ment in a projection formula of the H
and OH groups at the highest num-
bered chiral carbon; the numbering starts
with the most oxidized group, CHO, C-1
(Fig. 5). Projection formulae for carbo-
hydrates are not informative since the
linear carbon chain would normally have
a zigzag arrangement; they were devised
many decades before computer drawing
programs for chemical structures were
available. More realistic representations
use either vertical or horizontal zigzag

carbon chains (Fig. 5d, e). Since carbo-
hydrates usually adopt cyclic structures
in aqueous solutions, alternate structures
are necessary (e.g. Haworth or Mills struc-
tures).

2.3
Axial Chirality

The chirality type so far described is
termed central chirality. Another type,
axial chirality, occurs in planar struc-
tures and in compounds of the allene
type, abC=C=Cab. Some natural products
are allenes; one example is mycomycin:
HC≡C−C≡C−CH=C=CH−CH=CH−
CH=CH−CH2−COOH. This compound
is a toxic antibiotic. Moreover, a sex at-
tractant for male Dried Bean beetles is
CH3−(CH2)6−CH2−CH=C=CH−CH=
CH−COOCH3. Grasshopper ketone,
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CHO

C2H OH

C3H OH

CH2OH

CHO

C2H OH

C3HO H

C4HO H

CH2OH

CHO

C2H OH

C3HO H

C4H OH

C5H OH

CH2OH

H

OH

O
HO

OH
HO

OH

H
OH

O OH OH

OH OH

(a) (b) (c) (d)

(e)

Fig. 5 Carbohydrate configurations. (a) = D-erythrose;
(b) = L-arabinose; (c) = D-glucose. The D/L assignments are based
on the configurations at C-3 for (a), C-4 for (b), and C-5 for (c);
these are the chiral carbon atoms with the highest number. For
D-glucose, zigzag configurations are shown as (d) (vertical) and
(e) (horizontal).

HO

OH

COCH3

H•

HO

OH

• OH

OH

O

(a)

(b)

Fig. 6 Naturally occurring allenes. (a) = ‘‘grasshopper ketone’’;
(b) = neoxanthin (from Lycopersicon roots).

(Fig. 6a), is used by flightless grasshoppers
to repel predatory ants.

Certain carotenoids such as neoxanthin
(Fig. 6b) are allenes. Some eicosanoids
form allene oxides from fatty acid hy-
droperoxides by the action of allene ox-
ide synthase (EC 4.2.1.92, hydroperoxide
dehydratase). In turn, these allene oxides

can undergo cyclization to cyclopentenone
derivatives by allene oxide cyclase (EC
5.3.99.6). A specific example of an al-
lene oxide pathway is the biosynthesis
of jasmonic acid from α-linolenic acid
(Fig. 7). Certain tertiary α-allenic amines
inhibit mitochondrial monoamine oxidase
type B and the allene group chirality has
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COOH

1,2
COOH

O

3

COOH

O

COOH

O4

Fig. 7 Biosynthesis of jasmonic acid from α-linolenic acid via an
allene oxide. Enzymes are (1) lipoxygenase; (2) allene oxide synthase;
(3) allene oxide cyclase; (4) reduction and β-oxidation.

a profound action on the inactivation rate;
(R)-allenes are up to 200-fold more potent
than the (S)-allenes.

2.4
Amino Acids

Our biological world is often described
as homochiral – thus, the protein amino
acids belong to the L configurational
series. If only weight is considered,
this is certainly true since the tonnage
of L-amino acids found in protein is
overwhelming; about 18% of the wet
weight of a mammal is protein. Of
the 20 ‘‘classical’’ amino acids involved
in ribosomal protein synthesis, glycine
is achiral, 17 contain a single chiral
center at the α-position, and threonine
and isoleucine contain a second chiral
center. The necessary aminoacyl-tRNA
ligase enzymes are generally very specific
for L-amino acids during protein synthesis.
When examined in vitro, some reactivity
with D-amino acids has been observed;
for example, the tyr-tRNA ligase from
Escherichia coli can utilize D-tyrosine.

The so-called 21st ribosomally incor-
porated amino acid is selenocysteine,
HSe−CH2−CH(NH2)−COOH, found in
bacteria, eukaryotes, Archae, and animals.

Its formation is complex involving a
unique material, tRNASec. This is lig-
ated with L-serine and the L-seryl-tRNASec

is converted to selenocysteinyl-tRNASec

with the aid of selenophosphate. Chi-
rality at the α-position of L-serine is
apparently lost in this pyridoxal phosphate-
dependent process, but it is usually as-
sumed that the selenocysteine in protein
has the L-configuration. A 22nd ribosoma-
lly incorporated amino acid, pyrrolysine,
present in certain Archae and eubacteria, is
HOOC−CH(NH2)−(CH2)4−NH−CO−R
(R is apparently (4R,5R)-4-substituted-
pyrroline-5-carboxylate). The R group is
attached via the carboxyl group at the
ε–NH2 of lysine. The substituent at po-
sition 4 could be methyl, ammonium, or
hydroxyl. This amino acid is clearly of the
L-configuration, derived from L-lysine. The
pyrroline ring structure may be related to
D-proline.

Some posttranslational racemization of
L- to D-amino acids is possible in pro-
teins. In long-lived proteins, such as lens
crystallins, tooth dentine and enamel, and
brain myelin, aspartate and serine racem-
ize at a rate of about 0.15% per annum
(for aspartate). This process can be used
to determine the age of fossil proteins and
of long-lived animals if care is taken to
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prevent or correct for racemization during
isolation.

Posttranslational modification also oc-
curs in the synthesis of the heptapeptide,
dermorphin, obtained from skin secre-
tions of certain frogs. An all-L peptide is
formed initially by the ribosomal mecha-
nism but an L-alanine residue is converted
to D-alanine, probably by dehydrogenation
and rehydrogenation, to yield L-Tyr-D-Ala-
L-Phe-Gly-L-Tyr-L-Pro-L-Ser (NH2). The
opioid activity of this peptide is greater
than that of morphine. Similarly, riboso-
mally produced lantibiotics (from gram-
positive bacteria) contain D-alanine and
D-aminobutyric acid units. The material
nisin, approved for use as a food preserva-
tive, contains 10 of 34 amino acid residues
as one lanthionine unit and four β-methyl-
lanthionine units. These units have the fol-
lowing structures; if R = H, the material
is lanthionine and if R = CH3, it is β-
methyllanthione. The starred chiral center
(∗) has the D-configuration: HOOC−C∗H
(NH2)−CH(R)−S−CH2−CH(NH2)
−COOH. These D-residues may de-
rive from L-serine (lanthionine) and L-
threonine (β-methyl-lanthione) by dehy-
drogenation to dehydroalanine and de-
hydrobutyrine residues respectively, fol-
lowed by addition of L-cysteine. The
L-configuration is lost in the dehydrogena-
tion and L-cysteine addition results in the
formation of a D-configuration.

Serine has unusual roles. Several mem-
brane proteins are ‘‘glutamate receptors’’
and mediate the effects of this amino acid
in neurotransmission. One group termed
N-methyl-D-aspartate (NMDA – see later)
receptors plays a role in memory acquisi-
tion, learning, and neurological disorders.
Both glycine and D-serine bind to the
NMDA receptor. In brain, D-serine is
formed by the action of a serine racemase,
a pyridoxal phosphate-dependent protein.

This brain racemase has been cloned
from astrocytes and it is now clear that
D-serine has an important role as a neuro-
transmitter. The incubation of D-serine-
containing neurons with D-amino acid
oxidase to destroy D-serine greatly reduces
the activation of the NMDA receptor. The
racemase activity requires divalent cations
(e.g. Ca2+, Mg2+), and Ca2+ may regulate
serine racemase activity. In mutant mice
lacking D-amino acid oxidase activity, high
levels of D-serine were observed in the fore-
brain (100–400 nmol g wet tissue−1) with
only low levels in the pituitary and pineal
glands. The D-serine levels in the cere-
bellum and the medulla oblongata were
10-fold greater in mutants than in con-
trols. For D-alanine, the levels in mutant
mice were higher than those in controls
for all brain regions.

Important roles are becoming appar-
ent for D-aspartate. It had been used as
a probe for high-affinity L-glutamate/L-
aspartate uptake sites and in studies
of L-glutamate transport. Its N-methyl
derivative, N-methyl-D-aspartate (NMDA),
was known to activate the NMDA recep-
tors. These phenomena were treated as
‘‘unphysiological’’ since in mammalian
metabolism, D-amino acids were regarded
as ‘‘unnatural’’. However, free D-aspartate
has now been found in the tissues of many
invertebrates and vertebrates. It occurs in
nervous tissues (chicken, rat, human), in
embryo and adult brain and cerebrospinal
fluid (humans), and in the pituitary gland
and gonads (many mammals). One of
the highest observed levels of D-aspartate,
114 ± 18 nmol g wet tissue−1, was in rat
adenohypophysis gland; high levels are
also present in embryonic tissue.

NMDA itself has now been identified
in neuroendocrine tissues. Previously, it
was known to be present in the bivalve,
Scapharca broughtonii. The NMDA levels in
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rat nervous tissues and endocrine glands
increase following administration of D-
aspartate. Experiments with homogenates
have shown an enzymatic methyl group
transfer from S-adenosylmethionine to D-
aspartate yielding NMDA. The highest
level of transferase activity was in the
hypothalamus with significant levels in
rat hippocampus, adenohypophysis, brain,
and liver.

D-aspartate and NMDA may influence
hormone release in various cells. In the
case of prolactin (PRL) and the prolactin
releasing factor (PRF), NMDA, synthe-
sized in both brain and hypothalamus,
stimulates the release of PRF in the hy-
pothalamus. In turn, PRL is then released
in the hypophysis. D-aspartate also acts
directly on the adenohypophysis, further
reinforcing PRL release. D-aspartate occurs
at the level of 120 nmol mL−1 in testicu-
lar venous blood plasma with lower levels
in other components; the values are all
higher than those for peripheral blood
plasma (6 nmol mL−1). The distribution
of D-aspartate in rat testes is quite dif-
ferent from that of testosterone. The role
of D-aspartate in the male reproductive
tract remains unclear, although it may
be involved in steroid synthesis in rat
testis.

D-Enantiomers of several amino acids
occur in various species of hyperther-
mophilic Archaea (e.g. species of Desul-
furococcus, Pyrococcus, and Thermococcus).
Remarkably, in the case of aspartate,
almost 50% of the total content was the D-
enantiomer (for the ratio, D-aspartate/total
D- + L-aspartate, values ranged from 43.0
to 49.1%). Significant levels of racem-
ization were also observed for alanine,
leucine, lysine, and phenylalanine. As-
partate racemase activity was detected in
crude extracts from various strains and an
aspartate racemase gene was cloned and

sequenced from Thermococcus sp. strain
KS-8. Since peptidoglycan – a usual source
of bacterial D-alanine (see below) – is not
present in the Archaea, the function of
D-amino acid enantiomers in these organ-
isms is unclear. Several D-amino acids
occur in insects. D-Alanine is present
in hemolymph of milkweed bugs (On-
copeltus fasciatus), and free and combined
forms of D-serine occur in silkworms and
earthworms.

D-Amino acids function in the com-
plex structures of some bacterial cell
walls. These peptidoglycans (mureins) are
polysaccharides with alternating units of
N-acetyl-D-glucosamine and N-acetylmur-
amic acid. The latter units are linked
to a tetrapeptide containing at least one
D-amino acid. In Staphylococcus aureus,
the tetrapeptide is L-ala-D-isoglu-L-lys-D-
ala (in isoglutamate, the peptide bond
is formed with the γ -carboxyl group).
In E. coli, meso-diaminopimelate replaces
L-lysine, and depending on the specific
organism, other variations are possible.
The capsular substance of anthrax bacil-
lus (Bacillus anthracis), Bacillus subtilis, and
other bacteria consists entirely of poly-D-
glutamate.

D-Amino acids also occur in relatively
small peptides and related structures pro-
duced by microorganisms, for example,
penicillin, in which the penicillamine
unit (ββ-dimethylcysteine) has the D-
configuration. Penicillin has three chiral
centers; two of them derive from a tripep-
tide precursor, δ(L-α-aminoadipoyl)-L-cys-
D-valine. The gramicidins are antibiotic
bacterial peptides synthesized by a mul-
tienzyme complex rather than by the
ribosomal mechanism. In gramicidin A,
a channel-forming ionophore, the peptide
chain, contains 15 amino acid residues;
with the exception of an achiral glycine
unit, units with D- and L-configurations
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alternate:

L-Val-Gly-L-Ala-D-Leu-L-Ala-D-Val-L-Val-

D-Val-(L-Trp-D-Leu)3-L-Trp

The N-terminal L-valine is modified by
a formyl group and the C-terminal L-
tryptophan by ethanolamine. In the antibi-
otic, actinomycin D (Streptomyces strains)
there are two D-valine components and the
unusual amino acids, sarcosine, and N-
methyl-valine. Bacitracin A, produced by B.
subtilis and B. licheniformis and present in
some nonprescription antibiotic creams,
is a dodecapeptide with 4 D-amino acids
(aspartate, glutamate, ornithine, pheny-
lalanine). A very simple antibiotic with
a single chiral center is D-cycloserine (D-
4-amino-3-isoxazolidinone), C3H6N2O2. It
is produced by a Streptomycete sp., ulti-
mately from L-serine by way of a ureido
derivative:

L-Ser →→ O-ureido-L-ser →
O-ureido-D-ser → D-cycloserine.

2.5
Carbohydrates

Carbohydrates are also cited as exam-
ples of homochirality. Again, the sheer
weight of D-glucose, D-ribose, and D-
deoxyribose on planet Earth is enormous;
however, there are substantial amounts

of some L-carbohydrates, for example, L-
arabinose. There have been several chem-
ical or biochemical syntheses of ‘‘unnatu-
ral’’ carbohydrates, for example, L-glucose,
L-galactose, and L-ribose. A biochemical
method involves the use of D-galactose
oxidase, EC 1.1.3.9. The type reaction
is the oxidation of D-galactose at C-6,
thus producing D-galacto-hexodialdose and
H2O2, but some other alcohols are ox-
idized. To prepare L-galactose, the meso
compound, galactitol (Fig. 8b, R1 = OH,
R2 = H) is derived by reduction of D-
galactose (Fig. 8a, R1 = OH, R2 = H).
Treatment of galactitol with galactose oxi-
dase yields L-galactose (Fig. 8c, R1 = OH,
R2 = H). This provides a two-step racem-
ization, D-galactose → L-galactose. Oxida-
tion of L(+)-glucitol (Fig. 8b, R1 = H,
R2 = OH) yields L-glucose (Fig. 8c, R1 =
H, R2 = OH). L(+)-glucitol is prepared
by reduction of the readily available
D-gulonolactone (Fig. 8a, R1 = H, R2 =
OH). The oxidation efficiencies were in-
creased by addition of catalytic amounts of
ferricyanide.

L-Glucose has, apparently, not been iso-
lated as a natural product; however, some
microorganisms can oxidize it. Very few
physiological actions have been attributed
to it or its derivatives. Thus, penta-O-
acetyl-β-L-glucopyranose caused a biphasic
increase in plasma insulin concentration
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Fig. 8 Synthesis of L-galactose and L-glucose. In the second structure
from the left, (a) has been rotated through 180◦. See text for details.
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when injected into anesthetized rats. In
mice, L-glucose increased production of
advanced glycation end products and there
was accelerated aging. Mice injected with
L-glucose also showed an improved mem-
ory effect reversed by peripherally acting
cholinergic drugs. The L-glucose effect
may involve facilitation of acetylcholine
synthesis and/or its release. Commer-
cially available L-glucose is used as a
nonmetabolizable analog for D-glucose in
transport and other metabolic studies. The
derivative, N-methyl-L-glucosamine, is a
component of streptomycin and is biosyn-
thesized from D-glucose.

D-Galactose predominates with L-galac-
tose derivatives in some polysaccharides.
The gelling material, agar-agar, contains
about 70% of agarose. In this heteropoly-
mer, units with D- and L-configurations
alternate; the two monomers are β-
D-galactopyranose and 3,6-anhydro-α-L-
galactopyranose. Liganded agarose deriva-
tives are used in affinity chromatography.
L-Galactose has a role in ascorbic acid
biosynthesis in plants (see later). Both
enantiomers of 6-deoxygalactose, trivial
name fucose, occur widely – D-fucose in
plant glycosides and L-fucose in seaweed
polysaccharides and in the cell wall matrix
of higher plants. L-Fucosyl residues are
also present in animal glycoproteins and
glycolipids including human erythrocyte
surface antigens.

Among other hexoses and their deriva-
tives, residues of L-iduronic acid are
present in chondroitin sulfate B (dermatan
sulfate), a glycosaminoglycan present in
ground substances, connective tissue,
and so on; a second component is
N-acetyl-D-galactosamine. Alginic acid – a
hydrophilic polysaccharide found in brown
seaweeds, especially the California giant
kelp (Macrocystis pyrifera) and horsetail

kelp (Laminaria digitata) – has a com-
plex interrupted structure of stretches
of α-L-gulopyranosyluronic acid and β-D-
mannopyranosyluronic acid residues. The
sodium salt is used extensively as an emul-
sifier and thickener.

The rather rare 6-deoxytalose, 6-deoxy-
3-O-methylglucose, and fucosamine oc-
cur as both enantiomeric forms. In two
cases, enantiomers have different triv-
ial names; the D- and L-forms of 3,6-
dideoxygalactose are respectively abequose
(Salmonella lipopolysaccharides) and coli-
tose (E. coli lipopolysaccharides). The cor-
responding forms of 3,6-dideoxymannose
are tyvelose (lipopolysaccharides of some
gram-negative bacteria) and ascarylose (a
glycolipid component in Ascaris eggs and
Yersinia pseudotuberculosis).

The pentoses, D-ribose and 2-deoxy-D-
ribose, occur in large amounts in nucleic
acid structures. Although generally as-
sumed not to occur in nature, isolation
of L-ribose from water-soluble polysac-
charides of Adonis vernalis (pheasant’s
eye, ox’s eye) has been reported. Mu-
tants of E. coli and some other bacte-
ria metabolize L-ribose by an NADPH-
linked reductase to ribitol; subsequently,
ribitol pathway enzymes convert ribitol
to D-ribulose (D-erythro-pentulose). An
L-ribose isomerase, converting L-ribose
to L-ribulose (L-erythro-pentulose), has
been isolated from Acinetobacter sp. The
gene for this enzyme was cloned into
E. coli and sequenced; the recombi-
nant enzyme was purified to homogene-
ity. Further metabolism presumably in-
volved the pentose phosphate phosphoke-
tolase pathway: L-ribulose → L-ribulose 5-
phosphate → D-xylulose 5-phosphate →
acetyl phosphate + glyceraldehyde 3-phos-
phate.

The next most abundant pentose is D-
xylose, present in the xylans; xylan is the
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next most abundant carbohydrate after cel-
lulose. The rare L-xylose occurs in some
antibiotics and lipopolysaccharides (e.g. of
Xanthomonas campestris). With arabinose,
the L-enantiomer is common in many
plant products (e.g. gums, hemicelluloses,
and glycosides) and in bacterial polysac-
charides. The also-rare D-enantiomer oc-
curs in some plant glycosides and bacterial
polysaccharides. D-Lyxose is very rare but
is present in alkali-labile glycolipids of
Mycobacterium smegmatis. Naturally oc-
curring derivatives of L-lyxose are 2-O-
methyl-lyxose, a component of antibiotics
such as everninomycin B and D, and
3-O-methyl-lyxose, present in lipopolysac-
charides of Pseudomonas maltophilia. The
streptomycin component, L-streptose, is
5-deoxy-3-formyl-L-lyxose, and a material
in Coxiella burnettii lipopolysaccharides is
3-C-hydroxymethyl-L-lyxose (dihydrodihy-
droxystreptose). Some strains of E. coli
utilize the lyxose enantiomers. One mi-
croorganism, Aerobacter aerogenes strain
PRL-R3, utilizes all eight aldopentoses (i.e.
four each of the D- and L-configurations)
and the four pentitols (D- and L-arabinitol,
ribitol, xylitol) as well.

Vitamin C (L-ascorbic acid, 2-keto-
L-gulono-γ -lactone) occurs only as the
L-enantiomer. It is biosynthesized in
plants by way of L-galactose as fol-
lows: D-glucose 6-phosphate → GDP-D-
mannose → GDP-L-galactose → L-galac-
tose 1-phosphate→L-galactose → L-galac-
tono-1,4-lactone → L-ascorbic acid. Sac-
charomyces cerevisiae synthesizes L-ascorbic
acid when incubated with L-galactose,
L-galactono-1,4-lactone, and L-gulono-1,4-
lactone. However, incubation with D-
glucose, D-galactose, D-mannose, or D-
arabinose gave D-erythroascorbic acid, a
five-carbon analog of L-ascorbic acid.

Animals use a different pathway to make
vitamin C and in some, the capacity is

lacking (e.g. primates and guinea pigs).
In the rat, conversion of D-glucose to L-
ascorbic acid requires ‘‘inversion’’ of the
carbon chain sequence so that C1 to C6

of D-glucose appear as C6 through C1 in
ascorbate.

2.6
Other Natural Products

Many natural products occur both as enan-
tiomers and, sometimes, as racemates or
meso structures; only a few examples can be
given. The case of tartaric acid is typical. In
the nineteenth century, a material named
paratartaric acid was sometimes formed in
wine production, and Pasteur separated
crystals of sodium ammonium paratar-
trate into two enantiomorphic forms by
‘‘crystal picking.’’ One of the free tartaric
acids obtained from the salts was dextro-
rotatory, the other levorotatory. In other
words, paratartaric acid was a racemic DL

mixture. The L(+) (or 2R,3R) enantiomer
is found in some fungi and bacteria and is
particularly abundant in grape juice. The
D(−) (or 2S,S3) enantiomer and the meso
form have limited distribution.

Lactic acid formed in muscle glycol-
ysis is the L(+) enantiomer, (S)-(+)-2-
hydroxypropanoic acid. D(−)-lactic acid is
present in bacteria as the peptidoglycan
component, N-acetylmuramic acid, mu-
ramic acid being the 3-O-D-lactyl ether of
D-glucosamine. Racemic DL acid is found
in sour milk, molasses, and some fruit
juices. Bacterial lactate fermentations pro-
duce either the D- or L-enantiomer or
the racemate depending on the organ-
isms used.

Alkaloids, terpenes, and many other sec-
ondary metabolites frequently occur in
both enantiomeric forms or as racemates.
Examples of alkaloids that occur as (+),
(−), and racemic forms are the tobacco
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alkaloid, nornicotine, and the lupinane
alkaloids, lupanine and sparteine. The im-
portant alkaloid, reticuline, is involved in
a number of biosynthetic processes. (S)-
(+)-Reticuline occurs in Anona reticulata
and other plants and is an intermediate for
biosynthesis of, among others, berberine,
chelidonine, laudanosine, and narcotine.
Papaver somniferum contains both enan-
tiomers depending on the age of the plants,
and (R)-(−)-reticuline is the major precur-
sor in morphine alkaloid biosynthesis.

Among terpenes, it is almost the rule
rather than the exception for materials
to occur in enantiomeric and/or racemic
forms. Common materials such as bor-
neol, camphor, carvone, citronellol, fen-
chone, limonene, menthol, pinene, and
terpineol occur as both enantiomers; race-
mates are known for borneol, camphor,
and limonene. Some biosynthetic infor-
mation is available. Purified enzymes from
sage (Salvia officinalis) and tansy (Tanace-
tum vulgare) convert achiral geranyl bis-
phosphate to a linalyl bisphosphate, LPP,
probably as an enzyme-bound intermedi-
ate. The sage system forms (3R)-(−)-LPP
and tansy, (3S)-(+)-LPP. Subsequently,
(3R)-(−)-LPP is converted to (1R,4R)-(+)-
bornyl bisphosphate and the (3S)-(+)-LPP

to the (1S,4S) enantiomer. Hydrolysis of
the bisphosphates yields the two enan-
tiomeric borneols. Two further enzymes
from sage form enantiomeric pinenes.
The (+)-pinene cyclase converts achiral
geranyl bisphosphate to (+)-α-pinene and
(+)-camphene, and the (−)-pinene cyclase
forms mainly (−)-α-pinene, (−)-β-pinene
and (−)-camphene.

Since racemization may occur during
isolation of chiral natural products, precau-
tions are necessary. Hyoscyamine readily
undergoes racemization in the tropic acid
component and partial racemization oc-
curs during isolation. For pharmaceutical
use, racemization is completed by al-
kali treatment yielding the widely used
atropine (racemic hyoscyamine contain-
ing (±)-tropic acid). The mydriatic ac-
tion resides only in the (−)-tropic acid
component.

A few natural products are ‘‘quasi-
racemates,’’ a mixture of equimolar
amounts of two substances with slightly
different structures and of opposite chiral-
ity. An early example was a benzoquinone
from Dalbergia nigra (Fig. 9a, b). Nar-
cisamine, from King Alfred daffodils, was
a quasi-racemate of (−)-demethylgalantha-

Fig. 9 Naturally occurring
quasi-racemates. (a),
(b) = benzoquinone from Dalbergia
nigra; (c), (d) = narcissamine from King
Alfred daffodils.
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Fig. 10 Spiro polyketide
metabolites. The chiral, spiro
carbon is indicated by the
symbol •.

mine and (+)-demethyldihydrogalantha-
mine (Fig. 9c, d).

In some polyketide metabolites of fungi,
the chiral center is a spiro carbon atom
(Fig. 10). When R1 = Cl, R2 = H, the
compound is named erdin and occurs
as a racemate in Aspergillus terreus; this
organism also produces geodin, R1 =
Cl, R2 = CH3, as the (+) enantiomer.
Bisdechlorogeodin, R1 = H, R2 = CH3,
occurs as the (+) enantiomer in Penicillium
frequentans and as the (−) enantiomer in
Oospora sulfurea-ochracea.

3
Physiological Responses to Enantiomers

Of the human senses, probably only
hearing lacks a connection with chiral-
ity. Enantiomeric differences are com-
mon for taste and smell, and sight and
touch can detect mirror-image relation-
ships.

3.1
Taste

Classically, taste qualities in mammals
included sweet, bitter, salty, and sour. The
quality ‘‘umami’’ has now been added,
describing the meatlike, savory taste of L-
glutamate. Enantiomeric taste differences
for amino acids were first noted in 1886
when D-asparagine was found to be sweet,
while L-asparagine was tasteless. For the
following, the D-enantiomers are sweet,
the L-forms being bitter or flat: histidine

leucine, phenylalanine, tryptophan, and
tyrosine. Alanine is an exception since the
L-enantiomer is sweet. Arginine, aspartate,
isoleucine, lysine, proline, serine, and
threonine are essentially tasteless, for both
enantiomers. Achiral glycine is sweet as
the name implies.

The remarkable umami taste is re-
sponsible for much of the flavor of
soy sauce and monosodium L-glutamate,
MSG, which is widely used in the food
industries. In amounts greater than about
3.0 g, L-glutamate may show other phys-
iological effects since some individuals
experience the ‘‘Chinese restaurant syn-
drome’’ – a general feeling of tightness,
facial pressure, burning sensations, and
headache. In contrast, D-glutamate with
at most a flat taste is relatively inert
physiologically.

Another remarkable taste quality is that
of the methyl ester of N-L-α-aspartyl-L-
phenylalanine (trade name, Aspartame),
a material some 160 times as sweet
as sucrose. Interestingly, rodents do not
react to Aspartame. It is widely used but
should be avoided by individuals with
phenylketonuria. The DD enantiomer, as
well as the DL and LD diastereoisomers
have bitter tastes.

Specific taste receptors have been iden-
tified in humans and animals. Recep-
tors designated as TRB (taste receptor,
family B) are G-protein-coupled receptors
(GPCR); human receptors were identified
by searching for GPCR-encoding genes in
human genome regions implicated in taste
perception.
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A receptor in mammals, designated
T1R1 +3, is a heteromer of the taste-
specific T1R1 and T1R3 GPCRs. This
receptor responds to the classical 19 chiral
amino acids as L- but not D-forms, and the
effect is potentiated by IMP; it is probably
a constituent of the umami response.
Sequence differences in T1R receptors
between human and mouse influence
the selectivity and specificity of the taste
response. A different receptor, T1R2 +3 is
activated by those D-amino acids that taste
sweet and attract mice; L-amino acids did
not cause this activation.

A complex system occurs in a prepara-
tion from catfish (Ictalurus punctatus) taste
epithelium where L-alanine is a potent taste
stimulus; D-alanine has a lesser effect. For
a portion of the observed response, there
may be a common receptor/transduction
process, but in addition there appear
to be independent processes for each
enantiomer. The Caribbean spiny lobster
(Panulirus argus) contains populations of
chemosensory receptors that are differen-
tially sensitive to D- and L-alanine. Of 77
neurons tested, 44% and 34% were clas-
sified as L-alanine and D-alanine-sensitive
respectively.

Taste differences are generally rather
subtle, especially for carbohydrates. While
sucrose might be regarded as the epit-
ome of sweet substances, it has been
reported that ‘‘at the threshold level, su-
crose yields a tactual sensation, which may
be called bitter, medicinal, sour, and so
on, but as the concentration is increased,
the taste becomes bitter, then bitter-sweet,
and finally, purely sweet.’’ Apparently,
‘‘enantio-sucrose’’ (containing L-glucose
and L-fructose) has never been prepared
or tasted. Carbohydrate solutions are gen-
erally complex equilibrium mixtures of
anomeric pyranose/furanose and straight-
chain forms. Some taste differences for

anomers and equilibrium solutions are
known. There are also temperature and
concentration effects (e.g. with sucrose)
and considerable variation from one indi-
vidual to another.

There is no strong evidence for general
enantiomeric differences among carbohy-
drates. Thus, L-mannose was rated less
sweet than D-mannose by five individu-
als, but three others said the reverse and
still others found D-mannose to be bitter.
Identical ‘‘sweetness scores’’ have been
claimed for enantiomers of glucose, man-
nose, galactose, fructose, and xylose. In
fact, there have been proposals to use L-
hexoses as nonnutritive sweetners. While
syntheses for L-glucose are available (see
earlier) they are presumably too expensive
to compete with materials such as aspar-
tame. Penta-O-acetyl derivatives of various
monosaccharides are not sweet; the follow-
ing were actually rated as bitter: penta-O-
acetyl-D-glucose (both anomers), penta-O-
acetyl-α-D-mannopyranose, and penta-O-
acetyl-β-L-glucopyranose.

‘‘Pseudo’’-carbohydrates, in which
−CH2− replaces −O− in the ring
structure, also have sweet tastes, but
again, there are ambiguities. Five people
found the enantiomers of pseudo-β-
fructopyranose to be as sweet as ordinary
D-fructose; three out of five judged the D-
enantiomer to be somewhat sweeter than
the L. The thiopyranoid analogs of α-D-
glucopyranose and β-D-fructopyranose are
significantly sweeter than the usual forms.

3.2
Odor

The subject of enantiomeric odor dif-
ferences has been controversial. Unfor-
tunately, there is considerable variation
in human olfactory sensitivity, and the
nose is generally very sensitive to small
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levels of impurities in materials under in-
vestigation. Testing differences also arise
from variations in individual physiology,
past experience with a given odor, and
fatigue among members of a testing
panel. Nevertheless, careful experiments
have established a spearmint odor for
(R)-carvone and a caraway odor for (S)-
carvone. These materials are the major
components of respectively oil of pep-
permint and oil of caraway. Important
evidence was obtained by ingenious chem-
ical inversions of one enantiomer into
the other, the inversions resulting in very
specific changes of odor; one sequence
was (R)-(−)-carvone (spearmint) → (S)-
(+)-carvone (caraway) → (R)-(−)-carvone
(spearmint). The inversion was repeated
similarly, starting with (S)-(+)-carvone.

Recent, careful testing has confirmed
that the carvone enantiomers are dis-
tinguishable by odor, and this was also
true for enantiomers of α-pinene and
limonene. Most members of this panel
(20 subjects), however, could not distin-
guish enantiomers of 2-butanol, camphor,
β-citronellol, fenchone, menthol, rose ox-
ide, and α-terpineol. The discriminatory
ability between enantiomers is apparently
substance-specific and is not a general
phenomenon. There are probably specific
enantioselective odor receptors for some
but not all volatile enantiomers. Squirrel
monkeys showed discriminatory abilities
similar to those of humans; unlike hu-
mans, they could distinguish the fenchone
enantiomers.

Rats readily discriminated the carvone
enantiomers and, unlike humans, also
distinguished enantiomers of fenchone,
2-butanol, and 2-octanol. In a study of the
rat olfactory bulb, each enantiomer pro-
duced a widespread and distinct pattern
of active glomeruli. Each member of an
enantiomeric pair preferentially activated

one or more glomeruli. In mole rats
(Spalax ehrenbergi), some differential re-
sponses were observed to enantiomers
of carvone, citronellol, and fenchone.
The animals responded to one enan-
tiomer but were indifferent to or did
not smell the other [(S)-(+)-carvone, (−)-
citronellol, (+)-fenchone]. (R)-(−)-Carvone
was attractive to both sexes and females
were attracted to (−)-fenchone. Both sexes
were repelled by (+)-citronellol. Free-
flying honeybees discriminated carvone,
β-citronellol, limonene, menthol, and α-
pinene enantiomers but not those of
2-butanol, camphor, fenchone, rose oxide,
and α-terpineol.

For the cis-methyl jasmonates, two di-
astereoisomeric pairs have been tested
(Fig. 11). Only the (3R,7S) and (3R,7R) di-
astereoisomers have an odor described as
‘‘typically floral, jasminic, slightly fruity,’’
and the odor of natural ‘‘methyl jas-
monate’’ is due largely to the (3R,7S)-
(+) material (Fig. 11a). The (3S,7R) and
(3S,7S) materials were odorless.

The ‘‘musk’’ odor is important in per-
fumery, and several synthetic odorants
are used commercially. For the naturally
occurring (3R)-(−)-muscone (Fig. 11b),
the musk note was ‘‘very nice, rich,
and powerful’’ but for the enantiomer,
(3S)-(+)-muscone, the note was ‘‘poor
and less strong.’’ The compound shown
in Fig. 11(d) ‘‘has an animalic tonality
with camphoraceous aspects,’’ while the
enantiomer (Fig. 11e) had a musk note
‘‘with a sandalwood tonality.’’ Both are
found in Angelica root oil in a ratio of
29 : 72 for structures (d) and (e) (Fig. 11).
In another case, (12R,9Z)-12-methyl-14-
tetradec-9-enolide (trade name, Nirvano-
lide, Fig. 11c) possessed an ‘‘intense
musky, fruity, powdery odor with lactonic
nuances.’’ Its enantiomer was odorless.
The commercially important polycyclic
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Fig. 11 Enantiomeric fragrances. (a) = (3R,7S) methyl
jasmonate; (b) = (3R)-muscone; (c) = (12R)-Nirvanolide; (d),
(e) = Angelica root oil compounds; (f) = Galaxolide.

musk odorant with the trade name Galax-
olide (Fig. 11f) has four diastereoisomers
rated as follows: (4S,7R)-(−) – very pleas-
ant musk character; (4R,7S)-(+) – weak,
uncharacteristic; (4S,7S)-(−) – musky, but
dry aspects; and (4R,7R)-(+) – very weak,
mainly fruity.

A new flavor material, 3-mercapto-2-
methylpentanol, has an odor described
as brothlike, leeklike, and sweaty – quite
a combination! It has been isolated from
volatiles of raw onions and in some
processed foods. With two chiral centers,
there are four stereoisomers; while all
apparently have the same general odor,
there are remarkable differences in their

odor thresholds in water and air. The
two anti enantiomers (2R,3S) and (2S,3R)
(Fig. 12a) had thresholds in water of 0.03
to 0.04 µg L−1. In air, the (2R,3S) material
has an extremely low threshold, 0.00007
to 0.0002 ng L−1 and is ‘‘among the most
potent flavor compounds.’’ Its less-potent
enantiomer has air threshold of 0.003 to
0.007 ng L−1. The air threshold values for
the syn enantiomers (2R,3R) and (2S,3S)
(Fig. 12b) could not be determined since
they were contaminated with 0.1 to 0.3%
of the very potent anti compounds.

Another odorant with two chiral centers
is ‘‘whiskey lactone,’’ 2-methyl-4-octalone,
extracted from oak woods during the

Fig. 12 Enantiomers of
3-mercapto-2-methylpentanol and
‘‘whiskey lactone.’’ (a) = anti
(2R,3S)-3-mercapto-2-methylpentanol;
(b) = syn (2R,3R) diastereoisomer;
(c) = (3S,4S)-2-methyl-4-octalone;
(d) = (3S,4R) diastereoisomer.
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aging process for wines and spirits. The
major natural odor material is the (3S,4S)-
cis-compound (Fig. 12c) with a coconut,
lactonelike odor. Some flowery, lactonelike
(3S,4R)-trans-component is also present
(Fig. 12d). Substitution of one or both
oxygen atoms with sulfur gave significant
odor changes.

While many enantiomeric odor discrim-
inations involve pleasant, floral, or fruity
odors, nature also produces many foul
odors. For instance the microbial prod-
uct, geosmin, trans-1,10-dimethyl-trans-
decalol, is known for its unpleasant moldy,
earthy odor, with the (−) enantiomer be-
ing more odoriferous than the (+) form.
The odor thresholds in water are also very
different: (−), 9.5 ± 1.3 ng L−1, and (+),
78 ± 12 ng L−1. Enantio-MGDC analysis
(see later) of wines with an earthy odor
revealed significant levels of (−)-geosmin.
This enantiomer was also found in some
grape juices, probably from the growth of
microorganisms.

Gas chromatography has been a valu-
able tool in studying the volatile compo-
nents of the widely used essential oils.
Column packings able to separate enan-
tiomers (‘‘chiral chromatography’’) have
greatly expanded the scope and value

of this technique, as have ‘‘hyphenated’’
techniques, using mass spectrometry;
for example, enantioselective multidimen-
sional gas-chromatography mass spec-
trometry (enantio-MDGC-MS), and gas-
chromatography pyrolysis-isotope mass
spectrometry. One group, using various
gas chromatographic techniques, has pub-
lished a series of papers titled ‘‘Stereoiso-
meric Flavor Components’’ that reached
number LXXXII in 1999.

These techniques yield important basic
scientific information and have practical
applications. By comparing an authentic
natural oil sample with other samples, the
presence of unnatural, often chemically
synthetic, components can be detected.
The important lavender oil has several
odorants, including linalool and linalyl
acetate; (R)-(−)-linalool has the character-
istic lavender odor, (S)-(+)-linalool, has a
petitgrain-like odor (i.e. an odor of bitter
or sour orange). For these materials, gen-
uine lavender oil must contain at least 85%
enantiomeric excess of (R)-(−)-linalool and
at least 95% enantiomeric excess of (R)-
(−)-linalyl acetate. In a recent study, five
samples of ‘‘lavender oil’’ were found to be
adulterated with racemic, synthetic mate-
rials (see Table 1).

Tab. 1 Enantiospecific analysis of samples of oil of
lavender.

Sample Linalyl acetate Linalool

(R) (S) (R) (S)

1 52.9a 47.1 70.7 29.3
2 55.7 44.3 55.5 44.6
3 51.8 48.2 62.0 38.0
4 52.0 48.0 69.7 30.3
5 53.3 46.7 60.8 39.2
Authentic 95.0 (minimum) 85.0 (minimum)

aThe values given are percentage compositions.
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Essential oils have been used in folk
medicine, and it is a common belief
that odors can influence mood, alertness,
and sexual arousal (witness the appeal of
aromatherapy). Some work concerns the
effects of chiral fragrances on the hu-
man autonomic nervous system. In one
study, inhalation of (+)-limonene (odor
is orange) gave increased systolic blood
pressure, subjective alertness, and rest-
lessness; inhalation of (−)-limonene (odor
is turpentine) increased systolic blood
pressure without influencing psycholog-
ical parameters. Similar responses were
obtained with carvone enantiomers. The
effects were complex and both pharma-
cological and psychological mechanisms
were probably involved.

In studies of linalool enantiomers, differ-
ences in perception and responses elicited
by a sensory test and forehead surface
potential wave measurements were mea-
sured. (R)-(−)-linalool, administered after
hearing environmental sounds, gave a
favorable impression, and there was a
tendency for the beta wave to decrease.
With (S)-(+)-linalool, there was an un-
favorable impression and the beta wave
increased. Different and complex results
were obtained following mental work.
These preliminary results showed that
the responses to the two enantiomers de-
pended, in addition, on tasks assigned to
the subjects.

Enantio-MDGC-MS has been used in
some human metabolic studies. Methyl-
citric acid, MCA, occurs in body fluids
of individuals with propionic acidemia,
methylmalonic aciduria, or holocarboxy-
lase deficiency. MCA has two chiral cen-
ters; of the four possible stereoisomers,
only the (2S,3R) and (2S,3S) diastereoiso-
mers were detected in patients and con-
trols, in proportions varying from about
30 to 70%. The differences may be due to

physiological effects on the citrate synthase
enzyme forming MCA from oxaloacetate
and propionyl-CoA.

3.3
Insect Pheromones

For chiral insect pheromones, the nature
of the chirality generally has a profound
effect on the observed physiological re-
sponse. Thus, with the female spider sex
pheromone, 3-hydroxybutyric acid, only
the (3R) structure is functional. All of the
following situations have been observed:

1. As just noted, activity is present in only
one enantiomer, the other being in-
different (e.g. (+)-exobrevicomin, pine
sawfly pheromone) or inhibitory (e.g.
(+)-disparlure, (S)-cis-verbenol).

2. All stereoisomers are active (e.g. gran-
disol, seudenol).

3. Different species may differentiate
enantiomers, for example, (S)-(+)-
ipsdienol used by Ips paraconfusus
and the R enantiomer by I. cal-
ligraphus. A more complex situa-
tion occurs with scarab beetles. For
Anomala osakana, the female pro-
duces the male attractant, (S,Z)-5-
(1-decenyl)oxacyclopentan-2-one. How-
ever, in Popillia japonica the (R) enan-
tiomer is attractive to males. These
activities are inhibited by the respec-
tive enantiomers. In field tests with
A. osakana, catches of males in traps
baited with the (S) enantiomer were
completely inhibited by as little as 5% of
the (R) form. The reciprocal behavioral
agonist–antagonist situation provides
a species-specific chemical signal with
the use of a single chiral structure. In-
terestingly, these two beetles share a
common habitat in Japan.
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4. Activity may require both enantiomers.
For honeybee queen mandibular phe-
romone (a mixture of compounds), both
enantiomers of 9-hydroxy-2-decenoic
acid must be present for full activity.
Another example is sulcatol.

3.4
Plant Growth Regulators

With chiral plant growth regulators,
one enantiomer of a chiral structure is
usually the most potent. Thus, for α-
phenoxypropionic acid, the (R) enantiomer
has the most powerful herbicidal ac-
tivity. The naturally occurring form of
abscisic acid is (S), and the (R) form
is significantly less potent in inhibit-
ing root growth of germinating barley;
there is little difference between these
two enantiomers in other physiological
effects. The growth regulator, paclobu-
trazol (β-[(4-chlorophenyl)-methyl]-α-(1,1-
dimethylethyl)-1H-1,2,4-triazole-1-etha-
nol), also has antifungal activity. Of the
four stereoisomers, the most effective
in growth regulation is the (2S,3S)-(−)
form (Fig. 13a), whereas the enantiomer
(2R,3R)-(+) is most effective as a fungi-
cide.

Jasmonic acid and its conjugates are
plant signaling substances synthesized
in response to external stimuli (e.g.
wounding). The (3R,7R)-(−) enantiomer
is particularly common (Fig. 13b). In
barley leaves, treatment with jasmonic acid
yields upregulation of specific genes and

downregulation of housekeeping genes.
The (−) enantiomers of the methyl ester
and amino acid conjugates are more
active than the (+) forms; conjugates with
an L-amino acid also tend to be more
active. The responses of the jasmonate-
responsive genes to the various chiral
structures are complex.

Physiological effects can vary with dif-
ferent strains of the same plant. For the
synthetic auxin indole-3-succinic acid, a
10−8 M concentration of the (R) enan-
tiomer is most potent as a root growth
promoter for the SF (swingtime) strain of
Fuschia hybrida, with the opposite enan-
tiomer being more potent for the VF
(variegated) strain at all concentrations.

3.5
Chiral Drugs

Reactions to pharmaceutical agents may
be influenced significantly if chiral ele-
ments are present. Early in the twentieth
century, enantiomers and racemates of
hyoscyamine and epinephrine were dis-
tinguished by quantitative differences in
their physiological actions. However, there
was for many years little concern about
the possible impact of chirality on widely
used drugs. After World War II, attention
was focused on the role of chirality in
pharmacology and medicinal chemistry,
and there is now an enormous litera-
ture including conferences and symposia
on the topic of ‘‘chiral drugs.’’ For in-
stance, a query to PubMed on this topic

OH

Cl

N

N
N

3 2
COOH

O

(a) (b)

3

7

Fig. 13 Chiral plant growth
regulators. (a) = (2S,3S)
stereoisomer of paclobutrazol;
(b) = (3R,7R)-jasmonic acid.
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in October 2002 elicited 703 ‘‘hits.’’ The
topic is extremely complex and only a
brief account is possible here. A com-
plication is that pharmacologists consider
two main areas – pharmacodynamics and
pharmacokinetics. The first concerns ac-
tual physiological effects caused by a drug
and the nature of the binding to recep-
tor sites as well as correlation of chemical
structure with physiological activity. Phar-
macokinetics concerns differences in the
rate of transport of the drug to the receptor
sites, in clearance rates, and the possi-
bility of transformation to other products
that themselves might or might not have a
physiological action.

Medicinal drugs are of three general
types: some such as aspirin are achiral
and of no concern here; chiral drugs ob-
tained by chemical synthesis are usually
racemic mixtures (e.g. fluoxetine, trade
name Prozac); chiral drugs obtained from
natural sources such as plants or from
fermentations are usually single enan-
tiomers (e.g. morphine, penicillin). There
has been considerable interest among
pharmaceutical companies in developing
single-enantiomer forms or in switch-
ing from a racemic mixture already in
use to a single enantiomer – the so-called
racemic switch (a racemic switch may also
provide a new drug when patents are
expiring). The stakes are high. In 2001,
worldwide sales of formulated pharmaceu-
tical products totaled $410 billion; single-
enantiomer drugs accounted for sales of
$147 billion (36%).

In 1992, the US Food and Drug Adminis-
tration, FDA, issued a policy statement for
the development of stereoisomeric drugs
that was mainly concerned with chiral
drugs and the need for appropriate testing
of enantiomers. However, under certain
circumstances, the development and use
of racemic mixtures was to be allowed. This

FDA statement recognized three pharma-
codynamic cases:

Case 1. Both drug enantiomers have
similar, desirable pharmacological effects.
This is the case with ibuprofen, a non-
steroidal antiinflammatory agent, sold as
a racemate over the counter under various
brand names (e.g. Advil, Motrin, Nuprin).
It contains a single chiral center. Both
enantiomers are antiinflammatory, but
(S)-(+)-ibuprofen (Fig. 14a) is the more ac-
tive and lacks some side effects. A racemic
switch has led to the availability of (S)-
ibuprofen in Austria and Switzerland, but
this form was not approved for the United
States. Ibuprofen also shows an inter-
esting pharmacokinetic property. During
metabolism, the (R)-(−) enantiomer un-
dergoes configurational inversion forming
the (S)-(+)-ibuprofen. Thus, administra-
tion of racemic ibuprofen to humans leads
to excreted material in which the enan-
tiomer composition is 70% (S) and 30%
(R).

Another Case 1 situation is warfarin.
When used as an anticoagulant in humans,
the enantiomers are equipotent. However,
warfarin is also used as a selective
rodenticide, and in this application (S)-(−)-
warfarin (Fig. 14b) is about 6 to 7 times
more potent than the (R) form. There
may be a pharmacokinetic effect – the
(S) form has an approximately twofold
longer half-life (15.4 ± 2.8 h) than the
(R) enantiomer.

For the serotonin (5-hydroxytryptamine)
uptake inhibitor fluoxetine (trade name,
Prozac), both enantiomers also have an
almost equipotent blocking action. In this
case, there was an economic reason for
pursuing a racemic switch – the patent
on the racemate began to expire in
2001. With the single-enantiomer (R) form
(Fig. 14c), there was a small but significant
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Fig. 14 Chiral drugs. (a) = (S)-ibuprofen, R = CH3CH(CH3)CH2− ;
(b) = (S)-warfarin; (c) = (R)-fluoxetine (trade name, Prozac),
R = CF3-C6H4− ; (d) = (S)-propranolol, R = C10H7− ;
(e) = (2R,3S)-propoxyphene (as hydrochloride, trade name Darvon),
R = C6H5− .

cardiac side effect at high dosage, and
development was discontinued.

Case 2. One enantiomer has the desired
physiological activity, the other does not.
For propranolol, a β-adrenergic blocking
agent, the (S)-(−) compound (Fig. 14d) is
much more effective than the enantiomer;
the activity ratio, S : R, is 100 : 1. However,
like many drugs, propranolol has other
activities. As a local anesthetic, as a regula-
tor of thyroxine metabolism, in membrane
stabilization, and for psychiatric use, the
enantiomers are equipotent. Propranolol
shows complex, enantioselective pharma-
cokinetic behavior. The (S) enantiomer
accumulates selectively in the heart with
the (R) enantiomer remaining largely in
blood and being stereoselectively metabo-
lized.

Case 3. The two drug enantiomers have
different pharmacological activities one of
which may be either desirable or not.
Both enantiomers of propoxyphene have
useful, different activities. The (2S,3R)-(+)
enantiomer is an analgesic (trade name
of hydrochloride, Darvon, Fig. 14e), while
the (2R,3S)-(−) enantiomer is marketed

as a naphthalene sulfonate (trade name,
Novrad) for use as an antitussive. Darvon
read in reverse is Novrad, but the two
names are not exact mirror images.

Thalidomide (trade name, Contergan)
is often considered as a Case 3 com-
pound but the actual situation is com-
plex. Use of the racemic mixture as
a sedative and antinausea agent by
pregnant women (although not in the
United States) beginning in about 1956
was responsible for the birth of the
so-called thalidomide babies – worldwide
about 10 000 cases of phocomelia – before
it was withdrawn from the world mar-
ket. Early animal work suggested that
the teratogenic action was associated with
(S)-(−) thalidomide (Fig. 15a), which un-
derwent metabolism successively to N-
phthaloylglutamine (Fig. 15b, R = NH2)
and N-phthaloylglutamic acid (Fig. 15b,
R = OH). The latter compounds with L(S)
configurations were teratogenic and the
D(R) metabolites were harmless. How-
ever, this work has apparently never
been confirmed independently, and there
is a difficulty. Thalidomide undergoes
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Fig. 15 Thalidomide
metabolism. (a) = (S)-(−)-
thalidomide; (b) = N-phthaloyl-L-
glutamine, R = NH2;
(b) = N-phthaloyl-L-glutamic acid,
R = OH. N
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rather rapid racemization under physio-
logical conditions. In rabbits, for exam-
ple, thalidomide isolated from plasma
2 h after intravenous injection was com-
pletely racemized. It has actually been
stated, ‘‘that it is practically impossible
to demonstrate stereoselectivity in any
in vivo biological effect of thalidomide’’
(but see below). With dynamic capillary
electrokinetic chromatography, the enan-
tiomerization barrier, 	G#, was found to
be 102 ± 1 kJ mol−1 at pH 8.

Physiological effects of intravenous
injection (rather than per os) of
thalidomide enantiomers into male
volunteers have been investigated.
Although the enantiomers have low
solubility (ca. 0.3 mg mL−1) in 5%
glucose (pH 4–5) solutions, preparations
were obtained for injections containing
0.2 mg mL−1. [The racemate has lower
solubility – 0.07 mg mL−1 – and is a likely
racemic compound (each crystal contains
equal numbers of each enantiomer) rather
than a racemic mixture (any crystal
contains only one enantiomeric form)].
The solutions formed less than 1% of
the opposite enantiomer on 9 days of
storage. The results confirmed earlier
observations that sedation and sleep were
related to blood concentrations of (R)-
but not (S)-thalidomide. Immunological
effects (see below) have been attributed
to the (S) enantiomer. These observations
appear to confirm the earlier work
assigning teratogenic activity to the (S)-(−)
enantiomer.

To a surprising extent, racemic thalido-
mide (only available on prescription)
has made a comeback because of
immunomodulatory and antiangiogenic
properties. It has been used to treat severe
recurrent aphthous stomatitis in AIDS pa-
tients and to treat systemic manifestations
of erythrema nodosum leprosum in pa-
tients receiving recombinant interferon-γ
treatment for lepromatous leprosy. More-
over, racemic thalidomide inhibits repli-
cation of human immunodeficiency virus
Type 1 and has a modest ability to inhibit
tumor necrosis factor-α, an immune sys-
tem modulator. Some structural analogs
of thalidomide are more effective than
thalidomide itself.

Several anesthetics are chiral; this is
the case for the inhalation anesthet-
ics halothane, enflurane, and isoflurane,
all used as racemates. Some work on
isoflurane indicated enantiomer effects
on pond snail nerve channels, where
the (S) enantiomer (Fig. 16a) was twice
as active as the (R) form in triggering
an anesthetic-activated potassium current.
In mice and rats, inhalation experiments
with isoflurane enantiomers indicated a
greater effect of the (S) form, but there
were also contradictory results. It is
likely that any enantiomer-selective effects
for volatile anesthetics will be relatively
weak.

More definitive results have been ob-
served with intravenous anesthetics. One
material, etomidate, is actually used as
the single (R)-(+) enantiomer (Fig. 16b).
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Fig. 16 Chiral anesthetic
agents. (a) = (S)-isoflurane;
(b) = (R)-etomidate;
(c) = (S)-5-ethyl-5(1,3-
dimethylbutyryl)-barbital;
(d) = (S)-thiopental.

It is about five times as active as the (S)-
(−) form. For the barbiturate compounds
used as anesthetics and hypnotics, many
agents show Case 3 pharmacodynamic ac-
tion; a depressant activity is observed in
the (S) forms, while an excitatory activity is
associated with the (R) enantiomer. Thus,
for 5-ethyl-5(1,3-dimethylbutyryl)-barbital,
the (S) form (Fig. 16c) is a depressant and
the (R) form is a convulsant; the racemate
is also a convulsant and is not suitable
for clinical use. In the clinically useful
thiopental sodium, studies in mice and hu-
man volunteers indicate greater potency
for the (S) form (Fig. 16d). However, in
animals it yields a lower therapeutic ratio.
It has a shorter terminal half-life being
cleared and metabolizes more rapidly.

Drug enantiomers show many phar-
macokinetic differences such as rates of
adsorption and/or transport to receptor
sites and in rates of metabolism to vari-
ous end products. For more details, the
specialist literature should be consulted.
Further complications such as differences
in animals versus humans and differences
depending on sex and genetic makeup
can arise.

One consequence of the interest in
chiral drugs has been a lot of work
of a chemical nature – for instance, the

June 10, 2002 issue of Chemical and
Engineering News features ‘‘Chiral Chem-
istry’’ as a cover story. Syntheses of
chiral materials have been devised us-
ing asymmetric chemical catalysis, or
enzymes, or microbial systems. More-
over, many chromatographic techniques
have been developed for chiral separations,
both analytically and for preparative pur-
poses. This work is beyond the scope of
this review.

4
Chiral Recognition

Enantiospecific physiological effects imply
that enzymes or drug receptors achieve
‘‘chiral recognition’’. Much work has
focused on the Easson–Stedman three-
point attachment model, proposed initially
to account for drug enantioselectivity.
Given three specific binding sites in a
plane, only one enantiomer can bind
to the surface (Fig. 17). However, it is
now clear that in the absence of specific
constraints, the minimal requirement for
chiral recognition is interaction between
eight atomic centers, involving four
different nonplanar centers on each
interacting molecule. The interactions may
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Fig. 17 Models for chiral recognition. (a), (b) show the conventional Easson–Stedman
model for Cabcd (sequence assumed to be a > b > c > d). Three binding sites, A, B, and C,
are in a plane and it is assumed that the substrate (drug) cannot approach from below
(interior). Only the (R) enantiomer binds at all three sites, (a). (c), (d) diagram a modified
model with three binding sites, A, C, and D, in three dimensions. The substrate (drug) is
Cab(-CH2-c)d. Under these circumstances, both (R) and (S) enantiomers can bind at three
sites, (c), (d). A representation of mirror-image packing for phenylalanine enantiomers is
drawn at (e). For D-phenylalanine, W = H, X = CH2; for L-phenylalanine, W = CH2, X = H.
The aromatic rings (double bonds omitted) are drawn in the plane of the paper with NH2
above and COOH below this plane. (f), Representation of mirror-image packing for
isocitrate enantiomers. For (1R,2S)-isocitrate, W = CH2, X = H, Y = OH, and Z = H. For
the (1S,2R) enantiomer, W = H, X = CH2, Y = H, and Z = OH. For both phenylalanine
and isocitrate, the CH2 group provides a flexibility that makes the mirror-image packing
possible.

be either attractive or repulsive. In other
words, the minimal requirement is for a
four contact-point (four-point attachment)
model. In the Easson–Stedman model,
it was implicitly assumed that the drug

or enzyme substrate could approach the
protein surface only from above and not
from below, that is, from the ‘‘interior’’ of
the protein. Hence, this was a special case
of the four-point attachment model. There
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is a specific constraint (fourth condition)
involved in the interaction.

In enzyme–substrate or drug–receptor
interaction, there must be a diastereoiso-
meric relationship at some point in the
pathway or in an intermediate com-
pound/complex. If a chiral enzyme is
denoted as (−E) and two substrate enan-
tiomers as (+S) and (−S), the com-
plexes (−E)(+S) and (−E)(−S) will be
diastereoisomeric. Since diastereoisomers
(unlike enantiomers) have different chem-
ical properties, differentiation between
(+S) and (−S) will, in principle, be pos-
sible. The occurrence of diastereoisomeric
geometries is a necessary but not sufficient
condition for chiral recognition.

In the reaction of phenylalanine ammo-
nia lyase, both phenylalanine and substrate
analog enantiomers bound to the enzyme;
it was proposed that they occupied the
same site with ‘‘mirror-image packing.’’
This possibility has been confirmed for
isocitrate enantiomers in reaction with
isocitrate dehydrogenase. These appear to
be special situations deriving from the spe-
cific structures of the enzyme substrates
(see Fig. 17). If three contact points are
involved in mirror-image packing, clearly
a fourth condition or site must be involved
for chiral recognition as noted previously.

5
Enzyme Specificity with Chiral Substrates

Enzymes are polymers of many chiral
amino acids. Thus, the relatively small
enzyme, ribonuclease (Mr = 13 700), has
109 amino acid residues with a single
chiral center, 12 with 2 chiral centers
and 3 residues of achiral glycine. Put in
simple terms, this and other enzymes are
highly chiral catalysts. Many texts contain
statements such as the following actual

example: ‘‘It has long been known that
natural enzymes act only on one chiral
form (enantiomer) of a chiral substrate.’’
While in general enzymes are often highly
specific for one enantiomer, there are also
many documented cases where specificity
is not observed or is not absolute. An
extensive listing of various situations and
reaction types was given previously and
only a few examples will be noted here.

One highly specific case is D-amino
acid oxidase (EC 1.4.3.3). Although L-
amino acids are not substrates, several
inhibit the oxidation of D-alanine (but not
L-alanine). Presumably, these inhibitors
bind at the normal active site. The amino
acyl-tRNA ligases (synthetases, EC 6.1.1.X)
apparently show absolute specificity for
L-amino acids during ribosomal protein
synthesis. These enzymes are of interest
since they ligate two chiral substrates.
When examined in vitro, there is some
relaxation of the specificity as noted earlier
for tyrosine-tRNAtyr ligase (EC 6.1.1.1).
For arginine and proline ligases (EC
6.1.1.19 and EC 6.1.1.15 respectively), the
D-enantiomers are inhibitory.

Examples of enzymes with lack of enan-
tiospecificity are alcohol dehydrogenase
(EC 1.1.1.1), where the liver enzyme re-
acts with both enantiomeric forms of
butan-2-ol and octan-2-ol (although there
are rate differences), and with nico-
tine dehydrogenase (EC 1.5.99.4), con-
verting both nicotine enantiomers to the
(R)- and (S)-6-hydroxynicotines. Further
metabolism of the 6-hydroxynicotine enan-
tiomers requires separate (R)- and (S)-6-
hydroxynicotine oxidases (EC 1.1.3.6 and
EC 1.5.3.5 respectively).

A remarkable achievement was the 1992
chemical synthesis of both enantiomeric
forms of the dimeric enzyme HIV-1
protease; aminobutyrate was an isosteric
replacement for cysteine at monomer
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positions 67 and 95. The all-D and all-L pro-
teins were in every respect mirror images,
apart from enzymatic activity. They were
enantiospecific in cleavage of a hexapep-
tide analog of a normal cleavage site. The
all-D analog 2-aminobenzoyl-D-thr-D-ile-D-
nle-D-p-nitrophe-D-gln-D-arg(CONH2) was
cleaved only by D-enzyme; conversely, the
L-enzyme cleaved only the all-L hexapep-
tide (nle = norleucine).

In several cases, there are separate
enzymes for enantiomeric substrates; ex-
amples include D- and L-amino acid oxi-
dases, D- and L-lactate dehydrogenases, D-
and L-arabinose 1-dehydrogenases, and the
two 6-hydroxynicotine oxidases previously
noted. Such enzymes acting in concert
would provide a racemase possibility, for
example, for lactate dehydrogenases:

L-(+)-lactate
NAD+

Pyruvate

NADH, H+

D-(−)-lactate

NADH, H+

NAD+

In other cases, a single enzyme func-
tions as a racemase and is, therefore,
an example of an enzyme utilizing both
enantiomers. Racemase enzymes are es-
pecially well known for amino acids (e.g.
serine racemase noted earlier) and hy-
droxyacids (e.g. lactate, mandelate). An
important enzyme involved in propionyl-
CoA metabolism interconverts the (R) and
(S) forms of methylmalonyl-CoA (Fig. 18).
Although often termed methylmalonyl-CoA
racemase, this enzyme is technically not

a racemase since the five chiral centers
of the CoA component are (presum-
ably) unchanged. The more appropriate
name is methylmalonyl-CoA epimerase
(EC 5.1.99.1).

6
Prostereoisomerism

Many enzyme substrates have the general
achiral structure, Caabc; there are two
chemically like atoms or groups of atoms,
a, and two different atoms or groups of
atoms, b and c. Although these structures
are achiral, the two a groups are in
different stereochemical environments.
For convenience, the a groups will be
distinguished as a′ and a′′. When a′
is observed as if to determine chirality
by the Cahn–Ingold–Prelog method, the
sequence a′′ → b → c has a right-handed
sense (Fig. 19a). Similarly, with a′′ in the
remote position, the sequence a′ → b → c
has a left-handed sense (Fig. 19b). If each
a group is imagined to be replaced by a
further group, d, the two enantiomers of
a chiral compound, Cabcd, are obtained
(see below).

b

Ca′ a′′

c

b

Cd a

c

b

Ca d

c

b

Ca′ a′′

c

Achiral, Caabc

Enantiomers

Achiral, Caabc

Fig. 18 Methylmalonyl-CoA
epimerase. The chiral centers in
the CoA unit do not undergo
inversion during the
epimerization.

COOH

CH CH3

CO-S-CoA

(S)

COOH

CCH3 H

CO-S-CoA

(R)
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a′′a′

b

c

C a′′a′

b

c
pro-S pro-R

Ob

a′′ a′
••••••••

c

(c) (d) (e)

a′

Oc

a′′ b
••••••••

a′′

Oc

b a′
••••••••

(a) (b)

Fig. 19 Prochirality in Ca′a′′bc. The
different stereoisomeric environments
for a′ and a′′ are shown as (a) and (b).
(c) = conventional three-dimensional
representation of cCa′a′′bc.
(d) = prochirality determination if the
sequence is a′ > a′′ > b > c; O = eye of
observer. The sequence, a′ → a′′ → b,
is left-handed, hence the promoted
group, a′, is pro-S. (e) = final
arrangement.

For that reason, Caabc is often described
as a prochiral structure; it is preferable,
however, to refer to the situation as
prostereoisomerism.

A chiral reagent, usually an enzyme, is
able to differentiate between a′ and a′′
in Ca′a′′bc. This possibility was rational-
ized by Ogston in terms of a three-point
attachment model exactly as for chiral
recognition (at the time of his sugges-
tion, Ogston was unaware of the Eas-
son–Stedman model). It is now apparent
that the three-point attachment model is
a special case and that in the absence of
specific constraints (e.g. substrate cannot
approach from the interior of the protein),
eight center interactions are required – a
four-location model.

Stereochemical descriptors for pro-
stereoisomeric ligands derive from an
extension of the Cahn–Ingold–Prelog sys-
tem. One a group, say a′, is arbitrarily
assigned a higher priority in the sequence
rule than the other, a′′. If the ‘‘normal’’
sequence for Caabc is a > b > c, the ‘‘mod-
ified’’ sequence becomes a′ > a′′ > b > c.
The model is then viewed in the usual way
from the side remote from the lowest prior-
ity group, c. If the sequence, a′ → a′′ → b
is right-handed, the ‘‘promoted’’ group a′
is assigned the pro-R descriptor and a′′ is
assigned the pro-S descriptor (Fig. 19c–e).

The descriptors can also be obtained from
projection models, as described previously
for chiral centers. If the two a groups are
hydrogen atoms, the descriptors are writ-
ten as HR and HS. A specific case concerns
the two CH2−COOH groups of citric acid;
the modified sequence is OH > COOH >

C′H2−C′OOH > C′′H2−C′′OOH and the
descriptors are derived as shown in Fig. 20.
Moreover, in citric acid, each CH2 group
contains HR and HS possibilities. In the
important aconitase reaction, it is HR of
the pro-R methylene group that is removed
along with OH in the formation of cis-
aconitate (Fig. 20).

Replacement of HR and HS, for example,
in CH3−CH2−OH, by 2H leads to the
two enantiomers of [1-2H]-ethanol; optical
activity has been demonstrated for

OH

C2H H (S)

CH3

OH

CHS HR

CH3

OH

CH 2H (R)

CH3

the enantiomers; (S) is (−) and (R) is (+).
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C′OOH

CH H

CHOOC OH

CH H

C′′OOH

COOH

CHS HR

CHOOC OH

CHR HS

COOH

pro-R

pro-S

HO OH

O

HS

OHO COOH

HS
•

HR HR

pro-S pro-R

HO OH

O COOH O

X′′

OX′

HO COOH
••••••••

Fig. 20 Prochirality considerations for citric acid. The three structures at the
top show the assignments for the CH2COOH groups and the hydrogens of the
CH2 groups; X′ = CH2C′OOH, X′′ = CH2C′′OOH; O = eye of observer. The
‘‘promoted’’ priority sequence is HO > COOH > CH2C′OOH > CH2 C′′OOH.
Derivations for HR and HS are not shown. The bottom line shows the action of
aconitase (citrate → H2O + cis-aconitate) The HR proton (identified as •) is
removed from the pro-R methylene group.

Fig. 21 Alcohol dehydrogenase
stereochemistry. (a) = the reducing
cofactor, NADPH; R1 = rest of
structure, R2 = CONH2. The HA (=HR)
hydrogen is transferred to form
(S)-[2-2H]-ethanol.
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The ‘‘faces’’ or ‘‘sides’’ of trigonal car-
bon atoms can also be distinguished.
For instance, the enzymatic reduction of
[1-2H]-acetaldehyde is stereospecific with
respect to the face of the carbonyl group
(Fig. 21). If the enzyme used is alcohol de-
hydrogenase, there is a further factor – the
two hydrogens at C-4 of the reducing coen-
zyme, NADH, are prostereoisomeric. They
are often described as HA and HB, cor-
responding respectively to HR and HS.

For citrate synthase, catalyzing the for-
mation of citrate from oxaloacetate and
acetyl-CoA, the ‘‘incoming’’ CH2COOH
unit, derived from acetyl-CoA, occupies
the pro-S position in citrate – the car-
bonyl of oxaloacetate was attacked from
only one side (Fig. 22). Stereochemical de-
scriptors to define the sides and faces
of trigonal carbon atoms have been de-
vised; the specialist literature should be
consulted.
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HOOC H

H COOH

−OH

2H+

OH

2H

COOHH

HHOOC

COOH
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COOH

H 2H(R)

H OH(S)
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CH2COOH
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O
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•
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Fig. 22 The fumarase and citrate synthase reactions. (a) The top line shows
fumarase addition of 2H2O to fumarate leading to production of
(2R,3S)-[2-2H]malate. (b) The lower line shows the addition of acetyl-CoA to
oxaloacetate; X = COOH. Use of 13C-labeled acetyl-CoA (13C identified as •)
yields 13C in the pro-S position of citrate.

Similar considerations apply to addition
reactions at double bonds, C=C. Thus,
in the action of fumarase on fumarate in
2H2O, the OH group attacks from below
the double-bond plane and H+ enters from
above the plane, thus leading to formation
of (2S,3R)-[3-2H]-malic acid (Fig. 22).

Since 2H is readily available at 100%
concentration, 2H−CH2−COOH can be
prepared. In this compound, the two
1H atoms are in a prostereoisomeric re-
lationship. If a further substitution of
one 1H by 100% 3H were practicable,
a chiral compound would be formed,
[3H,2H,1H]-acetate, and theoretically op-
tical activity would be observable. Because
of the very high level of radioactivity as-
sociated with 100% 3H, it is unlikely that
this statement will be put to the proof.
However, normal tracer levels of 3H can
be used to explore the chirality of methyl
groups containing all three of the hy-
drogen isotopes. The two enantiomeric
acetates (Fig. 23a, b) can be synthesized ei-
ther chemically or by combined enzymatic
and chemical methods; their chirality

is demonstrated as follows. The acetate
samples are converted to the CoA deriva-
tives and the latter are used as sub-
strates in the malate synthase reaction
(EC 4.1.3.2; glyoxylate + acetyl-CoA → L-
(S)-malate). In this reaction, a marked
isotope effect dictates removal of 1H in
preference to either 2H or 3H. In turn,
the malate samples are treated with fu-
marase (EC 4.2.1.2, fumarate hydratase,
L-(S)-malate → H2O + fumarate) and the
fumarate is examined for 3H radioactivity
(Fig. 23).

The overall result is that from (R)-
[1H,2H,3H]-) acetate, 3H is predominantly
retained in the isolated fumarate (ca. 80%
retention) and from the (S) enantiomer,
3H is predominantly lost (ca. 20% reten-
tion). While loss/retention of 3H is not
100%, such completeness is not expected;
the actual value depends on the nature of
the isotope effect in the malate synthase
reaction. This malate synthase/fumarase
system demonstrates the chirality of the
methyl group and provides a convenient
assay method for the chirality of acetate
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samples. There have been many investiga-
tions of chiral methyl groups in biochemi-
cal processes.

In a similar way, chiral phosphates, con-
taining 16O, 17O, and 18O, and chiral phos-
phorothioates, containing S, 16O, and 18O,
have been utilized in several enzymatic re-
actions. Thus, in the action of adenylate
kinase, a phosphorothioate analog of ATP
was used to show that the reaction pro-
ceeds with overall inversion of configura-
tion (Fig. 24). Similarly, with the use of all
three of the oxygen isotopes, glucose phos-
phorylation by hexokinase was also shown
to proceed with inversion of configuration.

7
Chirality in Biological Structures and
Behavior

7.1
Structures

Chirality occurs in many manufactured
objects (e.g. screws, propellers, shoes) and

Fig. 23 Analysis of chiral acetates. The
first reaction is that of malate synthase,
glyoxylate + acetyl-CoA → malate (for
simplicity, the samples are shown as
acetate rather than as acetyl-CoA). An
isotope effect dictates removal of 1H as
shown. The second reaction is that
catalyzed by fumarase – removal of the
elements of water with defined trans
stereochemistry. The possible fumarate
products are shown on the last line.
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is very common in the world of nature.
When viewed externally, the bodies of
humans and most animals show an overall
bilateral symmetry. A mirror plane can
be imagined at right angles to the body,
thus bisecting the nose and legs. Usually,
this symmetry is imperfect with slight
differences say between the left and the
right hands (the right hands of right-
handed people are usually larger than the
left hands). Irregularities are often seen in
faces. Faces artificially constructed from
two left or two right sides are markedly

Fig. 24 The mechanism of action of
adenylate kinase, EC 2.7.4.3. The
catalyzed reaction is
ATP + AMP = ADP + ADP. ATP is
shown as a phosphorothioate analog
containing 16O, 18O, and S (double
bonds are omitted). The ‘‘looped arrow’’
indicates that the reaction involves
inversion of configuration at the
phosphorous atom.

AMP + 18O P 16O

16O

S
ADP

16O P 18O

16O

S
ADPAMP +
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different from the original. Faces on some
statues are actually mirror symmetric and
have been described as having an ‘‘eerie
beauty.’’

The internal arrangement of body or-
gans, however, lacks symmetry. As the
embryo develops, the heart, spleen, and
stomach normally assume the left side of
the chest cavity, while the major lobe of
the liver and the gall bladder locate on the
right side of the abdomen. The left lung
usually has two lobes, the right, three. In
the condition of situs inversus, there is a
transposition of the viscera, the liver being
on the left, the heart on the right. This
condition occurs with a frequency of 1 per
10 000 births. It seems surprising that in-
dividuals with situs inversus generally are
right-handed. Of 160 cases of situs inversus
in which handedness was known, only 11
were left-handed.

A rarer situation is that of individuals
who are much more symmetrical than
normal. In ‘‘right isomerism,’’ both lungs
have three lobes, the heart has two right
atrial appendages, the liver is central, and
the spleen is absent. For a male patient,
the testicles are of the same length (the
right testicle is usually longer). In ‘‘left
isomerism,’’ the lungs are two-lobed, the
heart has two left atrial appendages, the
liver is central, and the individual pos-
sesses multiple spleens. Individuals with
either isomerism have serious problems
with heart function.

Mutant mice showing situs inversus are
known. The iv mutation (inversus viscerum)
gives about 50% of cases of situs inversus.
The different inv mutation (abbreviation of
‘‘inversion of embryonic turning’’) yields
100% inversion; these mice die early
in life.

Of the primary axes of the embryo (an-
terioposterior, dorsoventral, and left/right

asymmetry), much attention has been fo-
cused on the left/right asymmetry axis in
recent years. Answers are being sought,
primarily at the genetic level, to questions
about what determines the asymmetry and
how does it develop. Several genes or gene
clusters have been identified, but there still
is relatively little information about the
gene products. The subject is too complex
for discussion here.

There are many exceptions to overall
bilateral symmetry; only a few examples
can be given. Lobsters have one small limb
for clutching and a large one for tearing.
In 50% of the population, the small limb
is on the left and in the other 50% it is on
the right. Similarly, in male fiddler crabs
the large claw or pincer is to the left in
50% of the population and to the right
in the other 50%. In male narwhals, a
large ivory tusk (up to 10 feet long) pierces
the upper lip on the left side of the body
and shows a striated spiral pattern from
right to left. In birds, the New Zealand
wry-billed plover has a beak that is always
bent to the right-hand side of the bird.
Similarly, a breed of European finches,
termed crossbills, has an upper mandible
pointing to the bird’s right and the lower
to the left. This crossed arrangement may
facilitate removal of a seed from a pinecone
directly with the mouth. North American
crossbills have the opposite asymmetry.
Clearly, the arrangement provides some
advantage, whatever direction it takes.

Chirality is well illustrated in mollusk
shells. In most cases, the helical direction
is right-handed, but some whelks (e.g.
the Florida lightning whelk) are left-
handed. Rare examples of ‘‘sinistral,’’ left-
handed shells, for normally right-handed
types, are prized by collectors. In India,
the left-handed form of the chank shell
(Turbinella pyrum) is considered sacred
by Hindus. Very ancient statues portray
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the god, Vishnu, as holding a left-handed
chank shell

In tobacco plants, leaves alternate along
the stem in either a left-handed or a right-
handed spiral. In large populations, the
left : right ratio is 1 : 1. Vining plants coil
upward in a left- or right-handed spiral
characteristic of the species; honeysuckle
is right-handed and bindweed is left-
handed.

Even microorganisms can show chi-
ral growth patterns. In B. subtilis, one
structural possibility consists of filaments
of many individual cells with a double-
stranded helical arrangement. The helix
chirality and degree of twist are influenced
by growth conditions. There is a range
from ‘‘maximum tight left-handedness’’
to ‘‘maximum tight right-handedness.’’
Some mutants have only one helical chi-
ral sense. In a truly bizarre case, one
fungal species of the genus Laboulbenia
parasitizes beetles. It occurs only on a sin-
gle joint of the left hind leg; no other part,
including the right leg, is involved.

7.2
Behavioral Asymmetries

That the two parts of the brain have differ-
ent functions became apparent from stud-
ies of brain-damaged individuals. Early
work was carried out in France by Marc
Dax, with more extensive studies by
Pierre Paul Broca (1824–1880), a surgeon.
Broca determined that language facility
and action are usually associated with
the left hemisphere of the brain – in his
words (1865), ‘‘On parle avec l’hémisphère
gauche.’’ In the condition of Broca’s apha-
sia (or motor aphasia), the power of
expression by writing, speaking, or signs
is lost. In 1995, another form of mental
performance, perfect pitch, was attributed

to the left brain. Still more recently, left-
hemisphere cerebral specialization was
reported for the babbling of babies, ei-
ther those acquiring English or those
acquiring French. The right hemisphere
is involved with processes of perception.
Hence, right-brain damage involves not
only sight but also other senses such as
touch, sound, and taste. Much has been
written on the left-brain/right-brain sit-
uation and specialized texts should be
consulted for further details. The situa-
tion is complex and there are exceptions to
the generalizations just noted.

Perhaps even more complex is the
subject of handedness; again, much has
been, and continues to be, written on
this subject. In the Western nations, a
little over 10% of the population is left-
handed (defined as those using the left
hand for at least half of their tasks).
Left-handedness is more common among
women than men, and individuals can be
inconsistent in their hand usage. Similar
preferences exist for the use of feet, eyes,
and ears. There has been much speculation
concerning the origin of handedness. A
genetic component is probably involved
and left-handedness in humans (but not in
animals) runs in families. Studies of twins
have posed some problems for genetic
hypotheses. For instance, with identical
twins, about one in five pairs shows
nonidentical handedness, one twin being
right-handed, the other, left-handed.

There are two genetic models, one pro-
posed by Annett, the other by McManus.
In brief, Annett postulates a gene, RS+,
that displaces the chance distribution to
the right (the right-shift model), whereas
McManus postulates two alleles, D (Dex-
tral) and C (Chance), at a single autosomal
locus. The DD genotype produces exclu-
sively right-handed individuals, while the
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CC genotype results in ‘‘fluctuating asym-
metry,’’ that is, a 1 : 1 distribution. The
DC genotype yields 25% left-handedness.
The original hypotheses have been mod-
ified and subject to criticism and the
topic cannot be summarized simply. It
is noteworthy that in a 1991 Symposium,
‘‘Biological Asymmetry and Handedness,’’
a paper by McManus (The Inheritance
of Left-handedness) was extensively dis-
cussed by the participants. The recorded
comments comprise about 7000 words.
The genetics of left/right asymmetry in
bodily organs are under study, but appar-
ently none of the identified genes have
been implicated in behavior.

8
Origin of Chirality on Earth

Many attempts to explain the emergence
of life on planet Earth and the estab-
lishment of homochirality for the major
macromolecules, nucleic acids, proteins,
and carbohydrates have led to little agree-
ment. One difficulty is that experimental
chemical approaches to prebiotic condi-
tions produce racemic compounds if a
chiral center is involved. Two general pos-
sibilities are (1) that the first significant
molecules for evolution of life were al-
ready formed with one chiral sense in place
or (2) that initially produced racemic mix-
tures were subjected to chiral enrichment
by a selection process.

Actual mechanisms under consideration
are legion-interactions with polarized β-
radiation from nuclear decay, interactions
with circularly polarized light, selective ad-
sorption, or polymerization on crystals or
clays, stochastic sorting of conglomerate
crystals, enantioselective magnetochiral
photochemistry, stirring, and chiroselec-
tive amplification. A recent development is

the suggestion that life may have arisen in
high-temperature environments with pre-
biotic synthesis in an environment of iron
sulfide and hot magmatic exhalations.

Another general suggestion is that ex-
traterrestrial organic compounds may have
been transported to Earth and used for evo-
lutionary processes. Certain amino acids
are definitely present in meteorites, most
famously, the Murchison. There has been
some evidence concerning possible enan-
tiomeric excess in such amino acids, partic-
ularly those that do not occur in proteins.
There are, however, conflicting reports,
and the possible contamination of mete-
orite material by terrestrial material is real.
To overcome such difficulties, instrumen-
tal approaches to detecting chirality in, for
example, amino acids, are being prepared
for space missions to Mars and comets.

Another major area of discussion relates
to the possibility that earthly homochirality
reflects the fundamental structure of mat-
ter itself, in particular, the nonconserva-
tion of parity with the weak force as carried
by W+ and Zo particles. The weak force is
the only one that is chiral. The universe
has an intrinsic ‘‘left-handedness’’ – it is
made of matter and not antimatter, and
the parity-violating differences between
enantiomers might determine biomolec-
ular chirality. The handedness of particles
implies that L and D molecules are actu-
ally diastereoisomers; the true enantiomer
of, say, L-alanine would be D-alanine made
from antimatter. Some authors believe that
the possible selectivity in such processes
is too small and yet others view the initial
choice as a random event.

For life as we know it, all D-proteins
and nucleic acids with L-ribose and
L-deoxyribose would (presumably) have
been equally acceptable – this point of
view is bolstered by the work previously
described with all-D HIV protease. Perhaps
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somewhere in the Universe there is,
indeed, a ‘‘looking-glass’’ world in which
Alice would find that looking-glass milk
containing lactose, with L-glucose and L-
galactose components, was good to drink.

See also Bioorganic Chemistry;
Circular Dichroism in Protein
Analysis.
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Keywords

BAC
Bacterial artificial chromosome, large cloned segment of chromosomal DNA that can
be propagated in bacteria.

Cosmid
A plasmid that contains phage lambda cos sites and therefore can be packaged in vitro
into phage coats.

DNA Complexity
The total length of different DNA sequences contained within a given DNA
preparation; the DNA complexity is usually given in kilobase pairs (kb; 1 kb = 1000
base pairs).

EST
Expressed sequence tag, sequence of gene fragment obtained by high-throughput
sequencing.

Intron
A segment of DNA within a gene that is transcribed but removed from the RNA
transcript by splicing together the flanking coding sequences (exons).

Linkage Group
All loci that are linked together by genetic criteria, as an entity, and correspond to a
chromosome.

Open Reading Frame
A DNA sequence that consists of a series of triplets (codons) coding for amino acids
and potentially encodes a protein.

Splicing
Process of removing introns from a precursor RNA and joining of flanking exons.

� The highly diversified, polyphyletic genus Chlamydomonas comprises more than
450 species of unicellular flagellated photosynthetic algae. These organisms are espe-
cially attractive for several areas of research in cell and molecular biology because of
their small size, fast growth rate, and short sexual cycle. However, only a few species
have been actively used for molecular genetic studies. They include the heterothallic
species C. reinhardtii and C. smithii, which are in the line of descent leading to the
multicellular species Volvox; the sibling species pair C. eugametos and C. moewusii,
both very distinct from C. reinhardtii; and the homothallic species C. monoica. This
article focuses on C. reinhardtii because this alga has emerged as the organism of
choice for most investigations. Chlamydomonas eugametos and C. moewusii have also
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been used for studies on mating and chloroplast inheritance. However, since in
contrast to C. reinhardtii both these species are obligate photoautotrophs, their use
is more limited. Chlamydomonas monoica is particularly suited for the analysis of the
genetic control of sexuality, and several mutants defective in mating-type or zygote
formation have been isolated and characterized.

Major technical advances have been achieved recently with C. reinhardtii. They
include the development of reliable transformation methods for the nuclear,
chloroplast, and mitochondrial compartments. Gene tagging and nuclear gene
rescue of mutants with genomic libraries are also feasible. Chlamydomonas genomics
projects have created large sets of ESTs that have greatly facilitated the cloning of
nuclear genes of known function, and the Chlamydomonas nuclear genome sequence
has been determined recently.

With these new tools, C. reinhardtii has become a powerful model system in which
it is possible to perform an extensive molecular genetic dissection of fundamental
biological processes, in particular photosynthesis, organellar biogenesis, and flagellar
function and assembly.

1
The Organism

The characteristic features of C. reinhardtii
are its unique cup-shaped chloroplast,
which occupies nearly half of the cell
volume, and its two flagella (Fig. 1). In
this organism, photosynthetic function is
dispensable, provided a reduced carbon
source such as acetate is included in the
growth medium. The alga can, therefore,
be grown under three different regimes:
phototrophic growth with CO2 assimilated
through photosynthesis as the unique
carbon source, heterotrophic growth in the
dark with acetate, and mixotrophic growth
in the light with acetate. These growth
properties have been used extensively to
isolate and maintain numerous mutants
deficient in photosynthetic activity. The
cell division cycle of this alga can also
be synchronized by subjecting cells to
alternate light and dark cycles.

Haploid vegetative cells of C. reinhardtii
exist as mating-type+ or mating-type−,

determined by alternative alleles of a
nuclear gene, and can be propagated indef-
initely through mitotic divisions (Fig. 2).
Gametogenesis is usually induced when
vegetative cells are starved for nitro-
gen. Gametes formed from synchronously
grown C. reinhardtii display several char-
acteristic features such as loss of ribo-
somes, alterations of chloroplast morphol-
ogy, starch accumulation, and reduced
photosynthetic activity. The mixing of ga-
metes of opposite mating type is followed
by a rapid adhesion of their flagella. Since
an individual gamete can adhere to more
than one cell of opposite mating type,
clumps of gametes are formed. This re-
sponse appears to be mediated through
gamete-specific glycoproteins called ag-
glutinins, which are associated with the
flagellar membrane and can be released
as vesicles from the flagellar tips. This
agglutination triggers flagellar-tip activa-
tion, loss of cell walls, and activation of
mating structures, in which specialized
regions differentiated at the cell anterior
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Fig. 1 Scanning electron micrograph of two C. reinhardtii gametes of opposite
mating-type during the initial stage of mating (Courtesy of U. Goodenough).

give rise to the fertilization tube of the
mating-type+ cell. This series of complex
reactions ultimately leads to the fusion of
gametes and, subsequently, of their nuclei
and chloroplasts. The resulting zygote ma-
tures into a thick-walled zygospore, which
can be induced to undergo meiosis and
produce a tetrad consisting of four hap-
loid spores. Vegetative diploids can also
be selected from matings or poly(ethylene
glycol)-mediated cell fusions. They divide
mitotically and allow one to determine
whether a mutation is dominant or reces-
sive. Vegetative diploids have also proven
to be useful for isolating chloroplast and
mitochondrial mutations affecting photo-
synthesis and respiration respectively. The

most frequent mutations of this type are
nuclear and recessive and, therefore, are
not expressed in diploid cells, whereas
chloroplast and mitochondrial mutations
will segregate to yield mutant isolates.

Recently established methods of cyto-
duction allow the transfer of chloroplast or
mitochondrial markers into a defined nu-
clear genetic background in C. reinhardtii.
In this process, fusion of cytoplasms of
the two parents occurs in the absence
of nuclear fusion. This leads to the ap-
pearance of cytoductants containing the
nuclear genome of one parent and cy-
toplasmic components of both parents.
During further divisions, segregation oc-
curs and the cytoplasmic marker of one
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Fig. 2 Life cycle of C. reinhardtii: mt, mating-type; n, nucleus; the chloroplast is shown below
the nucleus. See text for explanation. [Reproduced with permission from J.-D. Rochaix, FEMS
Microbiol. Rev. 46: 13–34 (1987).]

parent becomes associated with the nu-
cleus from the other.

2
Three Autonomous Genetic Systems

Like higher plants, Chlamydomonas con-
tains three genetic systems, located in
the nucleocytosol, the chloroplast, and the

mitochondria. In contrast to nuclear genes,
which are transmitted to the offspring in
a Mendelian fashion, chloroplast and mi-
tochondrial DNAs are usually transmitted
uniparentally from the mating-type+ and
mating-type− parent respectively. In C.
eugametos and C. moewusii, both organel-
lar genomes are transmitted uniparentally
from the mating-type+ parent (Table 1).

Tab. 1 Three genetic systems in Chlamydomonas.

System Species Complexity
of genome

[kb]

Number of
linkage groups

Copy
number

Inheritance

Nucleus reinhardtii 105 17 Me
Chloroplast reinhardtii 204 1 80 up+

eugametos 343 1 up+
moewusii 292 1 up+

Mitochondria reinhardtii 15.8 1 50 up−
eugametos 20.2 1 up+
moewusii 18.5 1 up+

Notes: Me: Mendelian inheritance; up+, up−: uniparentally inherited from the mating-type+ and
mating-type− parent respectively.
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2.1
Nuclear Genome

The complexity of the nuclear genome of
C. reinhardtii has been estimated at 1 ×
105 kb. At least 17 nuclear linkage groups
have been identified with numerous mark-
ers (http://www.biology.duke.edu/chla-
my genome/nuclear maps.html). These
include auxotrophic mutations, drug-
resistant markers, mutations affecting
photosynthesis directly or indirectly, fla-
gellar function, and mating. The use of re-
striction fragment length polymorphisms
(RFLPs) to follow the segregation of
specific DNA fragments in the genome
has greatly accelerated genetic mapping.
Efforts to establish RFLP maps for sev-
eral of the nuclear linkage groups of C.
reinhardtii are under way. A large collec-
tion of BAC clones covering the nuclear
genome has been established and was used
to sequence the entire genome. Telomere
sequences from C. reinhardtii have been
isolated and characterized. They are found
at the chromosome ends with an average
length of 300 to 350 bp, and they consist of
the simple invariant repeat TTTTAGGG,
which is very similar to its counterpart in
Arabidopsis thaliana. Telomere-associated
sequences, defined as the sequences close
to the telomere repeats, appear to be useful
markers for establishing RFLP maps.

Many nuclear genes of C. reinhardtii
have been characterized. Genes that are
highly expressed (e.g. those encoding pro-
teins of the photosynthetic and flagellar
apparatus or the heat shock proteins)
display a strong codon bias. In general,
cytidine (C) or guanine (G) residues at
the third position of the codons are most
common and, if possible, also in the first
position, reflecting the high GC content
(63%) of the nuclear DNA. However, genes
that are less expressed, such as cytochrome

c6 and arylsulfatase, show a considerably
more balanced codon usage. An A-rich
sequence resembling the TATA box can
usually be recognized in the upstream re-
gion of the nuclear genes of C. reinhardtii
with an adjacent GC-rich stretch. In all the
cases examined, a putative polyadenyla-
tion recognition motif TGTAA is found at
the 3′ end, 10 to 15 nucleotides upstream
of the polyadenylation site. Another dis-
tinctive feature of the nuclear genes of C.
reinhardtii is the presence of multiple in-
trons. As an example, the gene of one heat
shock protein, hsp70, contains six introns,
whereas its counterpart in plants contains
only one intron, or none at all.

2.2
Chloroplast Genetic System

The chloroplast genome of C. reinhardtii
has recently been sequenced and found
to consist of 204 kb circular molecules.
It is, therefore, larger than the plastid
genomes of land plants, which range
between 120 and 160 kb. Although the
informational content of this DNA is low,
about 0.2% of the cell DNA complexity,
it constitutes 10 to 15% of the cellular
DNA mass because it is present in
approximately 80 copies per cell, which
are arranged into 8 to 10 nucleoids within
each chloroplast. The chloroplast DNA of
C. reinhardtii is AT-rich and, therefore, its
density differs considerably from that of
nuclear DNA. This property can be used for
purifying chloroplast DNA from total cell
DNA by density gradient centrifugation.
The striking differences in codon usage
between nuclear genes and chloroplast
genes suggest that these genomes are
distinct in origin, in agreement with
the endosymbiotic theory, according to
which chloroplasts have evolved from
photosynthetic prokaryotes that took up
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an internal symbiotic relationship with
the ancestor of eukaryotic plants and
green algae. Other similarities between
chloroplasts and photosynthetic bacteria
supporting this theory are discussed in the
paragraphs that follow.

Sequencing of the chloroplast genome of
C. reinhardtii has revealed that it contains
99 genes. They include genes involved in
photosynthesis, genes of the components
of the chloroplast gene expression system,

genes involved in posttranslational steps,
and other genes of unknown function
(Fig. 3, Table 2). Many of these genes are
also found in the plastid genomes of higher
and lower plants. Although the chloroplast
genome of C. reinhardtii is larger than
those of land plants, it has lost numer-
ous coding regions that are still present
in other chloroplast genomes. The large
size of the chloroplast genome of C. rein-
hardtii is due to the presence of many
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Tab. 2 Chloroplast genes of C. reinhardtii.

Genes involved in chloroplast gene expression
16S 16S rDNA 16S ribosomal RNA
23S, 7S, 3S 23Sa, 7S, 3S rDNA 23S, 7S, 3S ribosomal RNA
5S 5S rDNA 5S ribosomal RNA
Trn A, C, D, E, E1, E2, F, G(2), H, I, K, L(2),

M(3), N, P, Q, R, R2, S(2), T, V, W, Y
tRNAs

Rpl 2, 5, 14, 16, 20, 23, 36 Proteins of large ribosomal
subunit

Rps 2, 3, 4, 7, 8, 9, 12, 14, 18, 19 Proteins of small ribosomal
subunit

Rpo A, B, C1a, C1b, C2 Subunits of RNA polymerase
tufA Elongation factor EF-Tu

Genes involved in photosynthesis
psa Aa, B, C, J Yc3, Yf4 Subunits of photosystem I

Assembly factors of
photosystem I

Psb Aa, B, C, D, E, F, H, J, K, L, M, N, T, Z Subunits of photosystem II
Pet A, B, D, G, L Subunits of cytochrome b6f

complex
Atp A, B, E, F, H, I Subunits of ATP synthase
rbcL Large subunit of ribulose

1,5-bisphosphate carboxylase
Chl B, L, N Subunits of light-independent

protochlorophyllide
oxidoreductase

Genes involved in other functions
clpP Subunit of ATP-dependent

protease
ccsA Involved in heme lyase
cemA Protein required for facilitated

CO2/HCO3 transport

Genes of unknown function
ycf12 Conserved in other plastid genomes Function unknown
ORFs 27 ORFs specific to C. reinhardtii Function unknown

aGenes containing introns.
The arrangement of these genes on the chloroplast genome of C. reinhardtii is indicated in Fig. 3.

short dispersed repeats that account for
more than 20% of its sequence. More-
over, the chloroplast genes of C. reinhardtii
are usually larger than their land plant
counterparts. While the organization of
these genes on the chloroplast genomes of
plants has been conserved to a remarkable
extent, this conservation does not extend
to Chlamydomonas. Even among C. rein-
hardtii, C. eugametos, and C. moewusii,

the arrangement of chloroplast genes is
rather different. The rearrangements of the
chloroplast genome appear to be correlated
with, and probably mediated through, the
short dispersed repeats.

Besides the numerous genes that are
found in plants and Chlamydomonas,
several chloroplast genes have been identi-
fied in algae that are not present in the
chloroplast genomes from land plants.
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The tuf A gene encoding EF-Tu is lo-
cated in the chloroplast genome in C.
reinhardtii and in the nuclear genome in all
higher and lower plants examined. Three
chloroplast genes encoding subunits of the
enzyme involved in light-independent pro-
tochlorophyllide reduction are present in
C. reinhardtii but not in higher plants. In-
terestingly, these genes are also present
in the chloroplasts of lower plants and
pines that, together with C. reinhardtii,
are capable of synthesizing chlorophyll in
the absence of light. Finally, a few open
reading frames (ORFs) of unknown func-
tion and unique to C. reinhardtii have been
identified. Chloroplast genes that are ab-
sent from C. reinhardtii, but present in land
plants include those encoding several ribo-
somal proteins and subunits of the NADH
dehydrogenase. This enzyme is thought
to mediate electron transfer from reduced
stromal components to the plastoquinone
pool of the photosynthetic electron transfer
chain.

The chloroplast DNA is associated with
small basic proteins and appears to be
under torsional stress. Both relaxing and
supercoiling topoisomerases have been
detected in the chloroplast, and inhibi-
tion of the latter with novobiocin re-
duces torsional stress and alters chloro-
plast transcription in vivo. As in several
prokaryotic organisms, the chloroplast
DNA–dependent RNA polymerase of C.
reinhardtii is sensitive to rifampicin. Some
chloroplast promoters resemble typical
prokaryotic promoters with characteristic
−10 and −35 boxes. However, several
chloroplast promoters lack the −35 box
and can be as short as 22 bp. Transcrip-
tion rates of chloroplast genes vary almost
100-fold. RNA stability can also vary con-
siderably from one transcript to the other
and, for all transcripts tested, the stabil-
ity is significantly higher in dark- than

in light-grown cells. Hence, changes in
the abundance of chloroplast transcripts
are regulated in a gene-specific manner
and depend on both environmental and
endogenous factors.

Splicing is an important posttranscrip-
tional step in chloroplast gene expression.
Most chloroplast introns fall into two ma-
jor classes, group I and group II, first
identified in yeast mitochondrial genes.
Members of each class possess a char-
acteristic secondary structure. Whereas
introns are present in many chloroplast
genes from plants, only three chloroplast
genes from C. reinhardtii contain introns.
Group I introns occur in the 23S riboso-
mal RNA and psbA genes of C. reinhardtii.
Most of these highly structured introns
are able to self-splice in vitro. Another un-
usual property of some of these group
I introns is their ability to move at the
DNA level, provided a suitable integration
site is available. This process, called in-
tron homing, was first discovered in yeast
mitochondria. In crosses between intron-
containing and intronless parents, all the
progeny inherit the intron. Intron homing
has also been found to occur in bacterio-
phage T4, in the slime mold Physarum,
and in the chloroplast and mitochon-
dria of Chlamydomonas. All the mobile
group I introns contain an ORF encod-
ing a protein with double-stranded DNA
endonuclease activity that cleaves the in-
tronless allele at the site at which the
intron is inserted. Cleavage triggers trans-
position of an intron copy to this target
site and leads to efficient spreading of
the intron to all target sites available. Be-
sides cis-splicing there is trans-splicing in
the chloroplast of C. reinhardtii during
the maturation of the psaA message (cf.
Sect. 4.1.1).

The chloroplast translational appara-
tuses of Chlamydomonas and plants share
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several features with those of prokaryotic
organisms: chloroplast ribosomes sedi-
ment at 70S and are sensitive to the same
spectrum of antibiotics as prokaryotic ri-
bosomes. There is considerable sequence
identity between the chloroplast RNAs
and bacterial ribosomal RNAs, and some
chloroplast translation initiation factors
can substitute to some extent for their
E. coli counterparts in vitro. There are, how-
ever, some differences. Although several
chloroplast genes of C. reinhardtii have se-
quences resembling the Shine–Dalgarno
sequences preceding the initiation codon,
this is not a general rule. In contrast to
E. coli, the spacing between the putative
Shine–Dalgarno sequence and the initi-
ation codon is not highly conserved. In
further contrast to E. coli, in which most of
the translated messages are polycistronic,
chloroplast genes are usually transcribed
and translated as monocistronic mRNAs
in C. reinhardtii.

An unusual feature of C. reinhardtii is
that expression of the chloroplast clpP
gene appears to involve protein splicing
or posttranslational polypeptide ligation.
The clpP gene encodes one subunit of the
chloroplast ATP-dependent protease. The
other subunit is encoded by the nuclear
genome. Together, the 5′ and 3′ parts of
the clpP gene encode a polypeptide that
is homologous and colinear with the clpP
proteins of other organisms. However, the
858 bp middle part of the clpP gene does
not contribute to the 22 kDa clpP subunit.
This extra sequence is not excised at the
RNA level because it does not display
structural features typical of chloroplast
introns and because a single transcript
accumulates that includes both the clpP
coding sequence and the extra sequence.
Therefore, this region is thought to be
removed by protein splicing.

2.3
Mitochondrial Genome

The mitochondrial genome of C. reinhard-
tii consists of 15.8-kb linear molecules and
is considerably smaller than the mitochon-
drial genomes of plants, which range be-
tween 200 and 2400 bp. Sequencing of the
entire mitochondrial DNA of C. reinhardtii
has revealed that it encodes eight protein
genes, three tRNA genes, and two ribo-
somal RNA genes (Fig. 4). The proteins
encoded by the mitochondrial genome of
C. reinhardtii are cytochrome b, subunit
1 of cytochrome oxidase, five subunits of
NADH dehydrogenase, and a reverse tran-
scriptase–like protein whose function is
not yet known. The ends of the mito-
chondrial DNA form an inverted repeat.
The most unusual feature of this DNA
is that the two mitochondrial ribosomal
RNA genes are split into several smaller
coding modules, which are scattered over
nearly half the mitochondrial genome and
are interspersed with protein and tRNA
genes. Expression of these multiple gene
fragments leads to the accumulation of
low- molecular weight subribosomal RNAs
that can base-pair with each other to form
the characteristic secondary structure of
the large and small ribosomal RNAs. The
presence of only three mitochondrial tRNA
genes strongly suggests that the remaining
mitochondrial tRNAs are nucleus-encoded
and imported into the mitochondria, as
has been demonstrated for some plant
mitochondrial tRNAs. Another surprising
feature is that, in marked contrast to other
organisms, the genes for subunits II and
III of cytochrome oxidase and for any of
the subunits of ATP synthetase are not en-
coded by the mitochondrial genome of C.
reinhardtii.

None of the mitochondrial genes of C.
reinhardtii contain introns. However, the
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mitochondrial cytochrome b gene of C.
smithii, which is interfertile with C. rein-
hardtii, contains a mobile group I intron
that has properties similar to those of the
chloroplast ribosomal intron described in
Sect. 2.2. The mitochondrial genomes of
C. eugametos and C. moewusii consist re-
spectively of 24 and 22 kb circular DNA
molecules that are colinear with one an-
other. Although these two mitochondrial
genomes appear to contain the same set
of protein-coding genes as the mitochon-
drial DNA of C. reinhardtii, the genes are
strikingly different in their organization.

Mutants with deletions in the apoc-
ytochrome b gene have been isolated
and characterized. These mutants require
light for growth and are unable to grow
on acetate medium in the dark, indicat-
ing that cytochrome b is dispensable in
the light. Mitochondrial mutants resistant
to the respiratory inhibitors myxothia-
zol and mucidin have been shown to
carry point mutations in the cytochrome
b gene.

3
Recent Technical Advances

A major breakthrough in the area of
molecular studies on Chlamydomonas was
the establishment of reliable methods for
transformation of the nuclear, chloroplast,
and mitochondrial compartments, and the
establishment of a large EST collection.

3.1
Nuclear Transformation

Nuclear transformation can be easily per-
formed with cell wall–deficient C. rein-
hardtii mutants by vortexing the cells with
glass beads and DNA or by electroporation.
Transformation of the walled strains can
also be achieved with the same techniques
after removing the wall with autolysin, a
glycoprotein that is secreted when gametes
of both mating types are mixed together.
The most widely used host strains are
arg7, deficient in argininosuccinate 1yase,
and nit-1, deficient in nitrate reductase.
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Selection is performed on medium lack-
ing arginine or ammonium, respectively,
by transformation with the corresponding
wild-type genes. It is also possible to trans-
form wild-type strains using markers that
confer resistance to several drugs such
as emetine, phleomycin, paromomycin,
and spectinomycin. The latter three are
of bacterial origin and need to be driven
by Chlamydomonas promoters for expres-
sion in the algal cells. Although several
foreign drug-resistant markers have been
used successfully in Chlamydomonas
cells, efficient expression of foreign genes
remains a difficult task. It is also possi-
ble to introduce additional genes into the
nuclear genome by cotransformation. In
most cases, transformation occurs through
nonhomologous recombination, as the
transforming DNA appears to integrate at
random sites of the nuclear genome. This
property has been used successfully for
tagging genes. In this approach, new mu-
tations are induced through the integration
of the transforming DNA into nuclear
genes. The bacterial vector sequences in
the transforming DNA can then be used
as a probe for isolating the mutated
gene. Two mobile elements of C. rein-
hardtii – Gulliver, which resembles clas-
sical transposable elements, and TOC1,
which is related to retrotransposons – have
been characterized and can also be used
for nuclear gene tagging. The high nuclear
transformation yield has made it possi-
ble to perform gene-rescue experiments
by complementing nuclear mutations with
genomic cosmid libraries of C. reinhardtii.

While nuclear transformation is efficient
when cloned C. reinhardtii nuclear genes
are used as the transforming DNA, it has
been difficult to express foreign genes ef-
ficiently in this organism even when they
are fused to C. reinhardtii promoters and

3′ untranslated regions of abundant mR-
NAs. It is not yet clear whether this is
due to the biased codon usage of nuclear
genes of C. reinhardtii, to methylation of
the foreign DNA sequences, or to other
factors. Codon bias is clearly important as
shown by the successful expression of GFP
(green fluorescent protein) when its gene
is reconstructed with the C. reinhardtii
codon usage. Moreover, it is possible to
express chimeric genes in the nuclear
compartment, provided all gene sequences
originate from C. reinhardtii. Transcrip-
tional fusions between the cabII-1 and the
nit-1 genes, coding for a light-harvesting
chlorophyll a/b binding protein and the
nitrate reductase respectively have been
introduced into the nuclear genome and
expressed. These chimeric constructs con-
sist of the cabII-1 promoter region fused
at its transcriptional initiation site to the
nit-1 gene. In wild-type cells, expression
of the cabII gene is strongly increased
in the light, whereas the nit-1 gene is re-
pressed in the presence of ammonium and
is expressed in media containing nitrate.
Expression of the nit-1 gene requires a
positive-acting regulator encoded by the
nit-2 gene. In the transformants, expres-
sion of the chimeric cabII-1/nit-1 gene was
also stimulated by light. However, the nit-1
mRNA accumulated to a much lower level
than the cabII-1 mRNA. Expression could
be slightly stimulated by adding further up-
stream sequences of the cabII-1 promoter
to the chimeric construct. Expression of
the chimeric gene occurred in the presence
of ammonium and no longer depended on
the Nit-2 product. This is a useful prop-
erty since many mutations in C. reinhardtii
have been isolated in a nit-1 nit-2 genetic
background. Similar chimeric genes have
been produced with the tubulin β2 pro-
moter and the gene encoding periplasmic
arylsulfatase. As observed for the tubulin
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gene, transcription of the chimeric gene
was strongly increased after cells had been
deflagellated, although the level of mRNA
from the chimeric genes was only 5 to
10% of that from the endogenous β2 tubu-
lin gene.

3.2
Chloroplast Transformation

Chloroplast transformation of C. rein-
hardtii can be achieved when cells are
bombarded with DNA-coated tungsten
particles from a particle gun. Chloroplast
mutants carrying a defective photosyn-
thetic gene are usually transformed with
the corresponding wild-type gene, which
integrates into the chloroplast genome
by homologous recombination. Alterna-
tively, nonphotosynthetic markers such
as ribosomal RNA genes with mutations,
conferring resistance to streptomycin and
spectinomycin, can be used for selec-
tion. Resistance to these antibiotics can
also be obtained with the bacterial aadA
(aminoglycoside adenyl transferase) gene
fused to a chloroplast promoter and 5′
leader region. These tools have opened
the door for genetic engineering of the
chloroplast genome. It is now possible to
perform chloroplast gene disruptions and
site-directed mutagenesis, and to insert
and express foreign genes (e.g. chimeric
GUS constructs) at specific sites in the
chloroplast genome.

4
Chlamydomonas as a Model System

4.1
Function and Assembly of the
Photosynthetic Apparatus

The primary reactions of photosynthe-
sis occur at the thylakoid membranes,

in which light energy is collected and
converted into chemical energy through
charge separations across the membrane
and a series of complex oxidoreduction re-
actions. Ultimately, the process leads to the
formation of an electrochemical gradient
across this membrane and the production
of ATP and NADPH, both of which are
required to drive the Calvin cycle, which
results in CO2 fixation and the synthe-
sis of carbohydrates. Four multimolecular
complexes are involved in these primary
reactions: photosystem II and photosys-
tem I and their associated light-harvesting
systems; the cytochrome b6f complex; and
ATP synthetase (Fig. 5). Table 2 lists some
of the major subunits of photosystems II
and I and their genes.

As in higher plants, the biosynthesis
of the photosynthetic apparatus of C. rein-
hardtii occurs through the concerted action
of two genetic systems located in the nu-
cleus and chloroplast respectively. Several
subunits of the photosynthetic complexes
are encoded by the chloroplast genome and
translated on 70S chloroplast ribosomes.
The remaining subunits are encoded by
nuclear genes and translated on cytosolic
80S ribosomes as precursors with a tran-
sit peptide at the N-terminal end, which
targets the protein to the chloroplast com-
partment. Upon import of the protein
into the chloroplast, the transit peptide
is cleaved by a stromal peptidase. Proteins
targeted to the thylakoid lumen have a
bipartite transit sequence: the N-terminal
part acts as a chloroplast transit sequence
and is cleaved in the stroma; the C-terminal
part always contains a hydrophobic region
that is required for translocation across
the thylakoid membrane, and this region
is cleaved by a second protease, which is
tightly associated with the thylakoids. In
the final steps, chloroplast- and nuclear-
encoded subunits are assembled either in
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the stroma or on the thylakoid membranes
to form functional protein complexes.

Because photosynthetic function is dis-
pensable when C. reinhardtii cells are
grown on a medium containing acetate,
it has been possible to isolate numerous
nuclear and chloroplast mutants deficient
in photosynthetic activity. An important
feature of the thylakoid membrane is
that the physical–chemical properties of
its numerous pigments depend critically
on the functional state of photosynthetic
complexes. Fluorescence has, therefore,
been used as a powerful, noninvasive
method for screening photosynthetic mu-
tants. Mutations affecting photosynthesis
fall into two major classes. The first in-
cludes mutations within genes encoding
components of the photosynthetic sys-
tem. The second class includes mostly
nuclear mutations that act indirectly on
photosynthesis. Many of these mutations
affect genes whose products are required
for the proper expression of chloroplast
genes. These factors appear to act at several
posttranscriptional levels (e.g. chloroplast

RNA stability, RNA processing and splic-
ing, translation) and, most probably, at
the level of assembly of the photosynthetic
complexes. Surprisingly, the number of
the nuclear loci involved in chloroplast
gene expression is quite large and most
of their products appear to act in a gene-
specific manner (Fig. 6).

4.1.1 Mutations Affecting Structural
Photosynthetic Genes
Analysis of photosynthetic mutants has
revealed that several are affected in the
structural genes of the photosynthetic
complexes. Characterized chloroplast mu-
tations comprise deletions, sequence du-
plications, and single–base pair changes.
Among the latter, herbicide-resistant mu-
tants have been especially useful for
probing the structure–function relation-
ship of the D1 subunit of photosystem
II. Earlier studies had revealed that the
absence of any of the subunits from the
core complex of photosystem II or I usu-
ally leads to a drastic destabilization of
the other subunits of the complex. It
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has been possible to perform targeted
disruptions of several of the smaller pho-
tosystem I and II genes in the chloro-
plast genome of C. reinhardtii using the
aadA expression cassette. It is notewor-
thy that most of these gene disruptions
have a more drastic effect on the stabil-
ity of the complexes than that of similar
disruptions in cyanobacteria. For exam-
ple, disruption of either the psbO or the

psbK gene in cyanobacteria still allows
for photoautotrophic growth in cyanobac-
teria, but a similar disruption results in
the destabilization of photosystem II in
C. reinhardtii. Similar differences in the
stability of the photosystem I complex be-
tween C. reinhardtii and cyanobacteria have
been observed, with mutants carrying di-
rected, specific amino acid substitutions
in the PsaC protein, the apoprotein of
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the terminal electron acceptors of pho-
tosystem I. One possibility is that the
clearing system, which recognizes mis-
folded protein complexes and degrades
them subsequently, works more efficiently
in C. reinhardtii than in cyanobacteria.
Site-directed mutagenesis of chloroplast
genes encoding subunits of photosystem
II, photosystem I, and the cytochrome b6f
complex through chloroplast transforma-
tion has been performed extensively and
has provided new and important insights
into the structure–function relationship of
these complexes.

While chloroplast transformation occurs
in all cases examined through homolo-
gous recombination and allows one to
perform gene disruptions or site-directed
mutagenesis in the chloroplast genome,
nuclear transformation appears to lead, in
most cases, to random insertions within
the nuclear genome. Attempts to dis-
rupt nuclear genes through homologous
recombination have not yet succeeded.
However, it has been possible to use
transforming DNA as a random mutagen
and, thus, to inactivate specific nuclear
genes by using suitable screens. This was
first achieved with the nuclear atpC gene
encoding the CF1 γ subunit of ATP syn-
thetase. Wild-type cells were transformed
with a nonfunctional homologue of the
atpC gene in the presence of carrier DNA.
After enrichment for photosynthetic mu-
tants and an immunoscreen, a mutant was
isolated that lacked the γ -subunit because
its atpC gene had been rearranged. Sim-
ilarly, cells from the arg7 mutant were
cotransformed with the argininosuccinate
lyase gene and the psaF gene that had been
mutated by three small internal deletions.
Transformants were selected for arginine
prototrophy and screened for fluorescence
patterns typical of photosystem I mutants,
and by DNA analysis. One transformant

that was obtained lacked PsaF and had suf-
fered a large rearrangement at the PsaF
locus. It appears, therefore, that transfor-
mation is a valuable tool for disrupting
specific nuclear genes of C. reinhardtii,
provided suitable screens for the mutant
phenotype are available.

4.1.2 Nuclear Mutations Affecting
Posttranscriptional Steps in the Expression
of Chloroplast Genes
Posttranscriptional steps are important in
the control of chloroplast gene expres-
sion. C. reinhardtii offers unique advan-
tages for genetic analysis of posttranscrip-
tional events. Several nuclear mutations
destabilize specifically defined chloroplast
mRNAs. Mutations of this type have
been reported for psbB, psbD, atpA, atpB,
and rbcL mRNA. In these mutants, all
other chloroplast transcripts accumulate
normally. It has been possible to iden-
tify the target region for psbD and psbB
RNA degradation in nuclear mutants that
do not accumulate these mRNAs. For
this purpose, either the 5′ or 3′ un-
translated regions of these mRNAs were
fused to the reporter aadA, which confers
spectinomycin resistance. These chimeric
genes were introduced into the chloro-
plast genome of a wild-type strain and
the transformants of mating-type+ were
crossed to either of the original mutants of
mating-type−. Because of the uniparental
inheritance of the chloroplast genome, all
the offspring from these crosses inherit
the chloroplast chimeric gene, whereas the
nuclear mutations segregate 2 : 2. If the 5′
untranslated region of psbD or psbB is suf-
ficient to confer instability to the chimeric
RNA, there will be cosegregation between
spectinomycin sensitivity and photosyn-
thetic deficiency. This cosegregation has
indeed been shown to occur among the
progeny, and the loss of chimeric RNA in
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the mutant nuclear background has been
confirmed. Recently, the genes that are
deficient in these two mutants have been
cloned and characterized. In both cases,
they encode proteins consisting mainly of
9–10 TPR (tetratricopeptide) repeats that
are present in a wide range of proteins
with distinct biological function and that
appear to play an important role in pro-
tein–protein interactions.

A molecular genetic analysis is also feasi-
ble at the level of RNA processing or splic-
ing. The psaA gene, encoding one of the

reaction center subunits of photosystem
I, consists of three exons that are widely
scattered on the chloroplast genome of
C. reinhardtii. Each exon is flanked by
sequences characteristic of group II in-
trons, and maturation of the psaA message
depends on two trans-splicing reactions.
Surprisingly, intron 1 itself has a tripartite
structure: the 5′ part is fused to exon 1;
the middle part is encoded by a locus, tscA,
that is distant from both exons 1 and 2;
and the 3′ part is fused to exon 2 (Fig. 7).
The second psaA intron has a bipartite
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5′i1
psaA-1

5′i2psaA-2

3′i1

tscA

3′

5′ 5′

3′

5′

5′i1 5′i23′i1 3′i2

I

II

III

VI

IV

V

Exon 1 Exon 2 Exon 2 Exon 3

I
VI

V

IV
III

II

tsc
A

Fig. 7 Maturation of the chloroplast psaA
mRNA of C. reinhardtii. Upper part: the three
exons psaA-1, -2, -3 and their flanking group II
intron sequences (5′i1, 3′i1, 5′i2, 3′i2) and tscA
(not drawn to scale) are shown on the circular
chloroplast genome. Arrows indicate the
direction of transcription, and the two open
boxes represent the two segments of the
chloroplast inverted repeat. Lower part:

secondary structure of the split-group II intron of
psaA showing the six characteristic domains.
Intron 1 (left) has a tripartite structure: the tscA
RNA (heavy line) base-pairs with the 5′ region of
intron 1 within domain I, completes the catalytic
core by forming domains II and III, and pairs
with the 3′ part of intron 1 within domain IV.
Intron 2 (right) has a bipartite structure; pairing
occurs within domain IV.
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structure. Numerous mutants affected in
psaA trans-splicing have been isolated and
can be grouped into three classes. In the
first are mutants unable to splice exons 1
and 2, the second comprises mutants un-
able to splice exons 2 and 3, and the third
consists of mutants unable to perform ei-
ther trans-splicing reaction. At least 14
nuclear loci are involved in this complex
maturation pathway. Whether the unusual
split structure of the psaA gene reflects
an ancient gene structure or whether it
was created through division of an ances-
tral psaA gene by DNA rearrangements
remains an open question. The nuclear
genes of several of the factors involved in
trans-splicing have been cloned and char-
acterized. Some of them resemble known
proteins involved in RNA metabolism such
a pseudouridine synthases, although the
enzymatic activity is not required for trans-
splicing. Whether these proteins have a
dual role in chloroplast RNA maturation
is not yet clear. Some of these factors are
part of high molecular weight RNA protein
complexes that are reminiscent of snRNPs
in eukaryotic cells, although no significant
sequence identity is apparent between the
subunits of these complexes.

Mutants affected in chloroplast trans-
lation have also been examined. These
mutants were first identified on the basis
of pulse labeling of cells in the pres-
ence of an inhibitor of cytoplasmic protein
synthesis. Under these conditions, only
polypeptides translated in the chloroplast
compartment are labeled. From the label-
ing patterns, it is, however, difficult to
distinguish mutants truly affected in trans-
lation from those having increased protein
turnover. By using a strategy resembling
the one based on the use of chimeric genes
outlined earlier for the nuclear mutant
deficient in psbD RNA accumulation, it
has recently been shown that some of

the mutants are indeed affected at the
level of initiation of translation. Several of
the trans-acting factors have been recently
identified (Table 2).

4.1.3 Metal Ion Control of Photosynthetic
Gene Expression
The copper-containing protein plasto-
cyanin catalyzes electron transfer between
the cytochrome b6f complex and photo-
system I (Fig. 5). Growth of terrestrial
plants in copper-deficient habitats leads to
symptoms of copper deficiency. However,
Chlamydomonas, like other aquatic algae
and cyanobacteria, remains photosynthet-
ically competent under copper-deficient
growth conditions. This is because, in
the absence of copper, the alga expresses
the heme-containing cytochrome c6, an
alternate electron carrier to plastocyanin.
Although plastocyanin is still expressed
under conditions of copper deficiency, the
apoprotein is highly unstable and is rapidly
degraded. Expression of cytochrome c6
proceeds only in the absence of copper
and is regulated at the transcriptional level.
The cupric ion–responsive promoter of the
cytochrome c6 gene displays unique metal
specificity and high sensitivity; in addition,
it governs reciprocal control of synthe-
sis of two proteins, cytochrome c6 and
plastocyanin, which are distinct although
functionally equivalent. On the basis of
the observation that the amount of cop-
per ions needed to repress cytochrome
c6 transcription matches the amount of
plastocyanin in Chlamydomonas cells, it
has been proposed that repression of tran-
scription requires a copper-binding factor
that is titrated by copper only after plasto-
cyanin has accumulated to a level needed
for photosynthesis. Therefore, the con-
trol of cytochrome c6 expression results
mainly from a direct cellular sensing of
available copper rather than indirectly as



Chlamydomonas 637

a consequence of loss of plastocyanin
or decreased photosynthetic activity in
copper-deficient cells.

4.1.4 Adaptation of the Photosynthetic
Apparatus to Changes in Light Conditions
Like other algae and land plants, C. rein-
hardtii has the remarkable ability to adapt
its photosynthetic machinery to changes in
light quantity and quality. Photosynthetic
organisms can dissipate the light excitation
energy by photochemistry, by fluores-
cence, or by nonphotochemical quench-
ing. The latter occurs under excessive
illumination, is triggered by the increased
proton gradient across the thylakoid mem-
brane, and involves a reversible structural
modification of the carotenoids through
the xanthophyll cycle. This leads to an
increased heat dissipation of the excita-
tion energy and lowers the fluorescence
emission and the photooxidative damage
within the photosynthetic reaction cen-
ters. A genetic approach has identified
several factors involved in nonphotochem-
ical quenching and has provided direct
evidence for the involvement of the xan-
thophylls in this process.

Photosystem II and photosystem I act
in series in the photosynthetic electron
transport chain, and they are connected
to two distinct antennae systems with
different light absorption properties. Upon
a change in the spectral quality of the
exciting light, a reorganization of the
antennae occurs, insuring a balanced
excitation of the two photosystems and
hence an optimal photosynthetic quantum
yield. This process is called state transition
and involves the displacement of the
antenna of photosystem II to photosystem
I under conditions in which photosystem
II is overstimulated relative to photosystem
I. A key step of this mechanism is the
activation of a kinase that specifically

phosphorylates the N-terminal end of
the LHCII proteins. The activation is
triggered through a signal transduction
chain that involves the redox state of
the plastoquinone pool and a functional
cytochrome b6f complex. Attempts to
isolate the kinase by biochemical means
have failed. However, a genetic approach
has identified several mutants that are
deficient in state transition and blocked in
the phosphorylation of LHCII. Recently,
the gene deficient in one of these mutants
has been isolated and characterized and
has been found to encode a thylakoid-
associated kinase. Mutants of this sort offer
promising possibilities for identifying
the different factors involved in state
transition.

4.1.5 Heteroplasmicity of the Chloroplast
Genome
It is generally assumed that chloroplast
genomes consist of identical copies of
single DNA molecules. The predomi-
nantly uniparental inheritance of chloro-
plast genomes could easily maintain such
homoplasmicity. Although most hetero-
plasmic markers segregate rapidly to form
homoplasmic cells, cases of stable hetero-
plasmicity can occur in the chloroplast of
C. reinhardtii.

Mutants deficient in photosynthetic ac-
tivity have been shown to arise from
nonsense mutations within the chloro-
plast rbcL gene encoding the large subunit
of ribulose 1,5-bisphosphorate carboxy-
lase/oxygenase. In these mutants, the
holoenzyme is undetectable because of
rapid degradation of the unassembled
and truncated subunits. Photosynthetically
competent suppressors of these nonsense
mutants have been found to be hetero-
plasmic, giving rise to both mutant and
suppressor cells during divisions under
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nonselective growth conditions. No homo-
plasmic suppressor segregants could be
obtained even after repeated cloning or
crosses under phototrophic growth condi-
tions. In contrast, photosynthetic-deficient
segregants quickly became homoplasmic
under heterotrophic growth conditions.
The molecular basis of the heteroplasmic-
ity has been determined for a suppressor
of an amber (UAG) mutation. In this
suppressor, the original mutation is still
present in all chloroplast DNA copies.
However, 70% of the copies of tRNA
trp have the tryptophan CCA anticodon
changed to the amber-specific CUA. Under
phototrophic growth conditions, therefore,
stable heteroplasmicity can arise as a bal-
anced polymorphism of suppressor and
wild-type alleles of a tRNA gene within
the chloroplast genome. In this case,
the suppressor allele restores ribulose
1,5-bisphosphate carboxylase, whereas the
wild-type allele is required for normal pro-
tein synthesis. When photosynthesis is not
required, the suppressor tRNA allele is lost
because of random segregation, giving rise
to homoplasmic photosynthetic-deficient
segregants.

As mentioned earlier, it is possible to
disrupt chloroplast genes encoding com-
ponents of the photosynthetic apparatus
using transformation and the aadA expres-
sion cassette that confers spectinomycin
resistance in the chloroplast. The transfor-
mants that are obtained usually become
homoplasmic after a few cloning steps.
However, disruptions of chloroplast genes
that are essential under all growth con-
ditions never give rise to homoplasmic
transformants. In this case, stable hetero-
plasmicity is maintained as long as specti-
nomycin is present in the growth medium.
Stable heteroplasmicity can, therefore, be
used for identifying chloroplast genes en-
coding essential functions.

4.2
Function and Assembly of the Flagellar
Apparatus

Chlamydomonas reinhardtii possesses two
flagella, located at the anterior end of the
cell, that are assembled on basal bodies.
During cell division, basal bodies migrate
to the interior of the cell and function
as centrioles by organizing the spindle
apparatus. The flagellar system of Chlamy-
domonas has proven to be particularly well
suited for studying microtubule assem-
bly and function, and motility. This is
because flagellar biosynthesis can be read-
ily synchronized, and numerous mutants
affected in the function and assembly of
the flagellar apparatus have been isolated.
These mutants can be separated into two
major classes: those with abnormal or no
motility, usually called paralyzed mutants
(with the acronym pf), and those defective
in flagellar assembly (fla).

Extensive ultrastructural and biochemi-
cal studies have revealed that the flagellae
consist of a set of nine outer doublets, each
consisting of two microtubules A and B,
and a central pair of microtubules (Fig. 8).
Outer and inner arms arise from A micro-
tubules of the outer doublets. The outer
arms, which comprise dyneins and large
multisubunit ATPases, extend toward the
B tubules, where they act to generate inter-
doublet sliding. Outer-arm dyneins consist
of α-, β-, and γ -heavy chains and of inter-
mediate and light chains. Partial cDNA
sequences of the γ -heavy chain and of an
unidentified heavy chain of C. reinhardtii
have revealed that these proteins have at
least two conserved domains correspond-
ing to the ATP hydrolytic site and to a
region related to the microtubule binding
domain of the kinesin superfamily. A mu-
tant lacking outer arms could be rescued
by transformation with a genomic clone
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Fig. 8 Cross section of the C. reinhardtii flagellum showing the
nine outer doublets with inner and outer dynein arms and the
radial spokes extending toward the central pair of tubules; bar
indicates 0.05 m. (Reproduced with permission from Witman, in
Ciliary and Flagellar Membranes, R.A. Bloodgood, Ed., Plenum
Press, New York, 1990, pp. 1–30.)

encoding a 69 kDa intermediate chain,
thus showing that a defect in this chain can
interfere with outer-arm assembly. The α-
heavy chain does not appear to be required
for stable outer-arm assembly because a
mutant missing the α-chain and its associ-
ated 16 kDa light chain is still able to form
a partially functional truncated outer arm.
Two morphologically different types of in-
ner arm have been identified. However,
biochemical and genetic studies indicate
the existence of at least five different types
of inner arms, consisting of homodimers
and heterodimers of six inner-arm heavy
chains, and of smaller polypeptides. Mu-
tants lacking the outer arms or some of
the inner arms are still mobile, showing
that none of these arms is essential for

interdoublet sliding. Since the former are
affected in flagellar beat frequency and the
latter in the waveform, however, it is clear
that functional differences exist between
the arms.

The most abundant flagellar proteins are
the α- and β-tubulins, each of which is en-
coded by two genes. Both β-genes encode
identical proteins, while the products of
the two α-genes differ by two amino acids.
Besides the tubulins, as many as 250 to
300 distinct flagellar polypeptides can be
resolved. Analysis of many paralyzed mu-
tants has revealed that some are deficient
in specific axonemal components. The de-
fects observed in these mutants have been
found to cosegregate with the mutant phe-
notype. Mutants lacking the central pair of
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tubules have rigid flagellae, while mutants
lacking functional radial spokes are usu-
ally paralyzed. Radial spokes participate
in the regulation of dynein arm activity
and, thus, in flagellar bending. The radial
spoke consists of a thin stalk attached to
the A tubule of the outer doublet and of
a head that projects close to the central
pair of microtubules. A set of 17 axone-
mal polypeptides appears to be associated
with radial spokes because radial spoke-
less mutants lack all these polypeptides.
Several of the corresponding genes have
been isolated and characterized.

A common feature observed in many
paralyzed mutants is the loss of a set
of polypeptides corresponding to an en-
tire complex, presumably because loss of
one subunit leads to increased turnover of
the other subunits or because the miss-
ing subunit is important for anchoring
the complex. In some cases, it has been
possible to identify the specific polypep-
tide that is affected by the mutation by
performing a dikaryon rescue experiment.
During wild-type crosses, biflagellate ga-
metes of plus and minus mating-type pro-
duce quadriflagellate temporary dikaryons.
It was originally shown that flagellar motil-
ity is restored in pairwise crosses between
paralyzed mutants and the wild-type, sug-
gesting that the polypeptides contributed
by both parents can be assembled into
functional flagellar complexes after mat-
ing. This approach has been extended by
labeling the proteins of the mutant and
by mating the labeled mutant cells with
unlabeled wild-type cells. Restoration of
flagellar function is allowed to occur in the
presence of a protein synthesis inhibitor to
block new protein synthesis. Under these
conditions, the polypeptide that is defi-
cient in the mutant appears only in the
unlabeled form, since it is derived from the

wild-type parent, whereas the other normal
proteins from the mutant are labeled.

Dikaryon rescue has also been used
to study the polarity of assembly of the
flagellar microtubules. In these studies,
transformants that expressed an epitope-
tagged α-tubulin were mated to recipient
cells that had half-length flagellae. Upon
fusion, the shorter pair of flagellae grew to
full length using a common pool of precur-
sors that included epitope-tagged tubulin.
Immunodetection methods revealed that
the flagellar microtubules elongate by ad-
dition of new subunits at their distal end.
Similar results have been obtained with
the assembly of radial spoke proteins onto
radial spokeless full-length flagella, sug-
gesting that both tubulin and radial spoke
proteins are transported to the distal end
of the flagellum prior to their assembly
into flagellar structures.

Because flagellar structure has been
conserved throughout evolution, results
obtained with Chlamydomonas are relevant
for understanding human diseases. These
include primary ciliary dyskinesis that af-
fects the motility of cilia, polycystic kidney
disease that involves, in some cases, a de-
fect in the assembly of the primary cilia,
and retinitis pigmentosa that causes retinal
degeneration through a defect in transport
of proteins through the connecting cil-
ium of the photoreceptor cells and thereby
leads to blindness. Several of the Chlamy-
domonas flagellar proteins are remarkably
similar to the human proteins associated
with some of these diseases.

Other mutations affecting the size of the
flagella have also been examined. Some of
these mutants have short flagella but other-
wise normal axonemal structures. Others,
called stumpy mutants, have very short,
nonfunctional flagella. Mutants lacking
flagella, called bald mutants, are deficient in



Chlamydomonas 641

basal bodies. Mutants with a variable num-
ber of flagella and basal bodies have also
been isolated. One of them, vfl2, has a sin-
gle amino acid change in centrin, a 20 kDa
calcium binding protein involved in the
formation of fibers that show calcium-
dependent contraction. The vfl2 mutant
has structural defects in the fibrous struc-
tures in which centrin is present: the
nucleobasal body connectors, the distal
striated fibers that link the two basal bodies
together, and the flagellar transition region
between the basal bodies and their flagella.
This mutant is also defective in basal body
localization and/or segregation.

While most of the nuclear mutations
affecting flagellar function and assembly
map on various chromosomes, several
are linked together on a linkage group
called the uni linkage group. The name
is derived from the uni mutation, which
affects the assembly of one basal body
and, consequently, leads to the appearance
of uniflagellated cells. The high degree
of clustering of functionally related genes
on the uni linkage group is unusual for
eukaryotic chromosomes.

Fragments of the uni linkage group have
been cloned by taking advantage of the re-
striction fragment length polymorphisms
that exist between C. reinhardtii and C.
smithii. Two genetically marked strains of
these two species were crossed, and the
progeny containing the uni linkage mark-
ers from the C. smithii parent and the other
nuclear markers from the C. reinhardtii
parent were selected and backcrossed with
the C. reinhardtii parent. By repeating these
backcrosses several times, it has been pos-
sible to construct a strain with a uni linkage
group derived from C. smithii in a nuclear
genetic background that derives mostly
from C. reinhardtii. A repetitive element
present in both parental strains was then

used to detect RFLPs linked to the uni link-
age group and to clone DNA fragments of
the uni linkage group. These fragments
were used as probes to determine that the
uni chromosome is a linear DNA molecule
consisting of 6 to 9 megabase pairs.

5
Perspectives

Chlamydomonas has emerged as an at-
tractive model system for studies of the
molecular and cellular biology of eukary-
otic photosynthetic cells. This alga can be
manipulated with relative ease at the bio-
chemical, molecular, and genetic levels.
It is, at present, the only organism in
which nuclear, chloroplast, and mitochon-
drial transformations are feasible. The
ability to introduce genetically modified
genes into C. reinhardtii mutant strains
in which the endogenous gene is defec-
tive can provide important insights into
the structure–function relations of the
corresponding proteins. In this respect,
this alga will remain valuable for stud-
ies on flagellar function and assembly,
especially for understanding the complex
functional interrelationships between the
various flagellar subcomplexes in vivo. An
important point is that the use of C.
reinhardtii can also be extended to the un-
derstanding of human diseases associated
with flagellar or ciliary dysfunction.

Because the photosynthetic apparatus of
C. reinhardtii is very similar to its ho-
mologue in higher plants, this alga is
also an excellent system for studying the
biogenesis and function of the photosyn-
thetic complexes, and for investigating
more generally the genetic interactions
between the nuclear, chloroplast, and mi-
tochondrial compartments. Other areas
of research for which Chlamydomonas is
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uniquely suited are phototaxis, cell wall
synthesis, mating reactions and gameto-
genesis, and the metabolism of carbon,
nitrogen, and sulfur. It is anticipated that
the forthcoming sequencing of the nu-
clear genome of C. reinhardtii will further
enhance the power of this unicellular alga
for biological studies.

See also Genetics, Molecular Basis
of; Genomic Sequencing (Core
Article).
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Constrained Diffusion
Type of Brownian motion in which an object undergoes random, thermally driven
movements, just as in free diffusion, except that the object is prevented from diffusing
outside a limited region of space. Chromatin motion during interphase appears to be
dominated by this type of motion.

FISH (Fluorescence In Situ Hybridization)
A method of visualizing the position of individual chromosome loci during interphase
by hybridization with an exogenous DNA probe that is either itself fluorescently
labeled, or that contains an epitope that can be detected with fluorescent probes.

Heterochromatin
Regions of chromatin containing mostly simple-sequence repeated DNA that is highly
compacted during interphase. Most heterochromatin is transcriptionally inactive.

Nuclear Envelope
The double bilayer that surrounds the nucleus. The ER derived from endoplasmic
reticulum, is organized by a protein-based network containing nuclear lamins, and is
penetrated by pores called nuclear pore complexes, which allow import and export of
proteins and RNA molecules.

Nuclear Matrix
A putative internal protein-based network that criss-crosses the nuclear lumen and
may help organize chromatin.

Rabl Configuration
The polarized organization of chromosomes in the nucleus, with centromeres
clustered at one end of the nucleus and telomeres at the other. The Rabl configuration
is a remnant of the anaphase chromosome configuration.

� The interphase nucleus provides the structural context for chromosome biology,
including gene expression and recombination. The organization of chromosomes
within the nucleus is not random. Instead, chromosomes are organized by specific
constraints, including interactions of specific loci with the nuclear envelope. This
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interaction may involve both nuclear lamins and nuclear pore complexes.
Specific nuclear envelope attachments, together with a persisting remnant of
the anaphase chromosome configuration, leads to chromosomes being organized
into nonoverlapping territories with specific orientations. Superimposed on this
organization is a high degree of chromosome mobility driven by diffusion. Because
chromosomes are constrained by nuclear envelope attachments, their diffusion is
constrained, with each locus able to explore only a limited subregion of the nucleus.
This constrained mobility, together with the nonrandom positional organization
of chromosomes, predicts a high degree of nonrandomness in the pattern of
interchromosomal interactions.

1
Introduction

The genome is packaged within the nu-
cleus on many levels. Not only is the
DNA wound around nucleosomes and
compacted into chromatin, the chromo-
somes themselves are arranged within the
nucleus in a defined pattern. This nuclear
organization is set up and maintained by
interactions between chromosomes and
the nuclear envelope (NE) and possibly an
internal nuclear matrix. However, chro-
mosomes are not absolutely fixed, but are
able to undergo a certain degree of con-
strained motion, which allows interactions
between chromosomes to take place. This
combination of specific positioning and
constrained movement leads to a dynamic
view of nuclear organization in which
large-scale chromosome organization can
play a decisive role in regulating gene ex-
pression and chromosome interactions.

2
Chromosome Positioning

2.1
Analysis of Polytene Chromosomes

Determining the arrangement of inter-
phase chromosomes is a challenging

problem, because during interphase the
chromosomes decondense and thus be-
come difficult to visualize. Early dra-
matic evidence for nonrandom chromo-
some arrangement came from analysis of
Drosophila polytene chromosomes in three
dimensions. Polytene chromosomes are
large and compact and easy to image in-
side living cells. Moreover, the well-known
banding pattern of polytene chromosomes
allowed the position of each locus, de-
fined cytologically by banding pattern, to
be determined in three-dimensional space,
thus projecting the one-dimensional ge-
netic map onto a three-dimensional map of
the nucleus. These studies were among the
first studies ever to use three-dimensional
fluorescence microscopy. On the basis of
this type of analysis, it was found that
the arrangement of chromosomes was dif-
ferent in different nuclei, indicating that
the position of a locus was not rigidly
predetermined. But although the arrange-
ments were variable, they were not entirely
random either. For one thing, the chromo-
somes followed a polarized orientation in
the nucleus, with centromeres at one end
of the nucleus, and telomeres at the other.
Both the polarized arrangement of chro-
mosomes and their separation into distinct
domains probably reflects a persistence of
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their arrangement in mitosis, and suggests
that the chromatin did not undergo ex-
tensive rearrangement within the nucleus
following decondensation in telophase. In
addition, the chromosomes occupied sep-
arate domains and were not intertwined.
Finally, chromosomes contacted the NE at
particular loci. These studies in polytene
chromosomes showed chromosomes were
organized according to two fundamental
organizational principles: specific contacts
with the NE and persistence of the mitotic
chromosome arrangement.

2.2
Fluorescence In Situ Hybridization (FISH)

Following the initial work in polytene
chromosomes, great interest was created
in testing whether the same conclusions
would hold in ordinary nonpolytene chro-
mosomes during interphase. Measuring
interphase chromosome arrangements in
normal cells required FISH in which DNA
probes specific for a given locus are hy-
bridized onto intact nuclei and detected
using fluorescent probes. One potential
danger in using FISH is that the harsh
conditions needed for hybridization can of-
ten disrupt the organization of the nucleus.
This is particularly true of methods that in-
volve air-drying or acid treatments during
fixation, and it is always worthwhile, in as-
sessing the value of a given FISH analysis,
to examine the protocol in detail. It is likely
that some of the published studies that
have failed to observe reproducible nuclear
organization failed because of overly harsh
sample preparation that destroys the three-
dimensional structure. Certainly, any pro-
cedure in which nuclei are flattened or
spread will, by definition, destroy the three-
dimensional structure. Fortunately, the
study of nuclear organization by FISH has
been greatly facilitated by the development

of fixation and hybridization procedures
that preserve the three-dimensional struc-
ture of the nucleus. Many such studies,
summarized below, have shown that the
two main results of the polytene studies,
namely, NE interactions and persistence
of mitotic arrangement, also hold true in
other cell types.

2.3
Interactions with the Nuclear Envelope

Many studies have used FISH to show
specific chromosome regions are localized
to the NE, which probably accounts for
the earlier observations using electron
microscopy that revealed multiple sites
of chromatin–NE contact in the nucleus.
In most cases, we do not yet know
what DNA sequences determine this
interaction, although several studies have
now suggested that silenced chromatin
may confer NE attachment (see below).

A priori, if a given locus is found
near the NE, this could either reflect
an interaction of the chromatin with
the NE, or alternatively it might simply
reflect a nonrandom radial positioning
within the nucleus due to either the
intrinsic folding of the chromosomes
or perhaps due to exclusion from the
nuclear interior of loci that cannot interact
with some internal structure. However,
all available evidence suggests that the
localization of chromatin near the NE
involves an actual physical interaction
between chromatin and some component
of the NE. Polytene chromosomes have
been clearly shown to be physically
stuck onto the NE at discrete sites. This
conclusion is also supported by studies
of interphase chromatin movement in
vivo in which loci near the NE tend to
move significantly less than more internal
loci.
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It is likely that loci targeted to the
NE will find themselves in a highly spe-
cific subenvironment within the nucleus,
which might have properties different
from those in the nuclear interior. Cer-
tainly, such loci would have the oppor-
tunity to interact with many proteins of
the NE that would be effectively invisi-
ble to loci that were found in the nuclear
interior. Direct interactions with NE pro-
teins are indeed thought to play a role in
gene silencing, as discussed below. How-
ever, in addition to a direct effect on the
NE-targeted loci, the attachment of chro-
mosomes to the NE forces the rest of
the chromosome into a nonrandom ra-
dial positioning, in which even loci not
actually attached to the NE will tend to
occupy specific radial distances relative to
the surface. This nonrandom radial posi-
tioning has been systematically explored
in Drosophila, but has also been seen in
mammalian cells. This nonrandom radial
position is likely to have significant effects
on chromosome interactions (see Sect. 6
below).

2.4
Retention of Mitotic Chromosome
Geometry

During anaphase, chromosomes become
aligned such that all centromeres cluster
together as they move to the pole, while
the telomeres trail behind. When the
chromatin decondenses in telophase, this
arrangement should result in a polarized
nucleus in which telomeres are at one
side of the nucleus and centromeres at
another. This is generally referred to as
the Rabl Configuration after its discoverer,
Carl Rabl. This Rabl configuration has
been clearly demonstrated using FISH
in a wide range of cell types. The Rabl
orientation affects not just the position

of centromeres and telomeres, but of all
the chromatin in between. This has been
most clearly shown in Drosophila embryos,
in which loci spanning a chromosome
arm were shown to occupy a precise
position along the nuclear axis, in an
order that follows precisely their linear
order along the chromosome. The Rabl
arrangement is most dramatic in cells
that are dividing actively, and tends
to become less obvious in cells that
have arrested in the cell cycle. This
is likely to reflect the slow diffusive
motion of chromatin during interphase,
such that the longer a cell remains
arrested following division, the more
the mitotic chromosome arrangement
becomes distorted.

In addition to aligning during mito-
sis, chromosomes also become condensed
into spatially separated objects. When the
chromatin decondenses in telophase, this
spatial separation tends to force the chro-
mosomes into nonoverlapping regions
within the nucleus. Indeed, a variation
on FISH called chromosome painting,
in which entire chromosomes are vi-
sualized using a pool of DNA probes,
has shown that interphase chromosomes
generally remain separated into nonover-
lapping ‘‘territories.’’

The combined effect of specific NE in-
teractions and the retention of mitotic
arrangement is to set up a highly nonran-
dom arrangement of chromosomes within
the nucleus, such that different loci tend to
occupy specific subregions of the nucleus.
Because this positioning is a by-product
of large-scale chromosome arrangements,
there tends to be a lot of variability in
the position of individual loci, such that
the nonrandomness of nuclear architec-
ture is best viewed as a statistical trend,
rather than as an absolute predetermined
arrangement.
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3
Molecular Interactions That Specify Nuclear
Architecture

Nuclear architecture is maintained by
interactions with the NE and possibly
an internal nuclear matrix. Many stud-
ies over the past few decades have re-
vealed a number of candidate molecules
that might account for these interac-
tions. Such studies will really be the
key to understanding the function of
nuclear architecture, since in principle,
the identification of the molecules in-
volved should allow the architecture to
be perturbed in a reproducible way
and the effects of this perturbation
tested.

3.1
Nuclear Lamins

What part of the NE is responsible for
binding chromatin? The nuclear lamins,
a family of intermediate filament-like pro-
teins that form a network on the inner
surface of the NE, are able to bind specific
DNA sequences in vitro as well as his-
tones. Several lamin-associated proteins
can bind DNA or chromatin. It remains
unclear, however, whether these interac-
tions really occur in living cells. Moreover,
since lamins are thought to be involved
in reassembling the nucleus around chro-
mosomes during telophase, it is important
to distinguish between chromatin–lamin
interactions that are involved solely in
nuclear reassembly. A FISH analysis of nu-
clear organization during nuclear reassem-
bly in Drosophila embryos has shown that
the loci that interact with the NE during
interphase are not the same as the loci
that interact with the NE during nuclear
reassembly.

3.2
Nuclear Pores

Nuclear pore complexes (NPCs) also
appear capable of interacting with chro-
matin. For example, one NPC protein
binds DNA in vitro. Moreover, the telom-
ere protein yKu70 can bind to the NPC
associated protein Mlp2, which is attached
to the NPC via an interaction with the
nucleoporin Nup145. All three of these
proteins are needed for telomeres to inter-
act with the NE. In electron microscopy
studies of the NE, the nuclear pores are
seen to extend long processes into the
nuclear interior, and these may be likely
candidates for the specific structures that
interact with chromatin. Because both the
nuclear lamins and the NPCs can associate
with chromatin, it is critical to distinguish
which set of molecules is required for a
given chromatin–NE interaction.

3.3
Nuclear Matrix

In addition to interactions with the NE,
chromatin might also interact with an in-
ternal structure within the nucleus called
the nuclear matrix. The nuclear matrix was
first defined as the insoluble residue that
remains after isolated nuclei are heavily
extracted, and so its relevance to actual
structures in vivo has never been very clear.
A network of fibers has been seen in nuclei
that might correspond to the matrix, but
only when using unusual resinless embed-
ding procedures for electron microscopy,
which raise concerns about potential arti-
facts. Two proteins in Drosophila, CP60 and
CP190, appear to form a network within
nuclei of living Drosophila embryos, and
this network persists in the shape of the
nucleus even after the NE has broken down
and the chromosomes have congressed to
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the metaphase plate. CP60 and CP190 are
components of the nuclear matrix defined
biochemically, and thus may represent a
true matrix that exists as a coherent struc-
ture in living cells. This possibility deserves
more detailed investigation.

4
Interphase Chromatin Movement

The only way for chromosomes to be
held in a defined arrangement is for their
mobility to be constricted. Otherwise, one
would expect the chromatin to diffuse
throughout the nucleus, like polymers in a
polymer melt, and rapidly randomize any
initially nonrandom configuration.

4.1
Evidence for Chromatin Immobilization

Early cytological evidence suggested that
interphase chromosomes were fairly im-
mobile as judged by the similarity of
chromosome arrangements in successive
mitoses by the separation of parental
genomes in the first few divisions after
fertilization. Modern biophysical methods,
including photobleaching and in vivo chro-
mosome visualization, have confirmed
the early impression that chromosome
movement is constricted during inter-
phase.

4.2
Evidence for Chromatin Diffusion

However, more detailed measurement of
interphase chromatin movement in living
cells, based on an application of submi-
cron single-particle tracking techniques to
individual loci tracked using a green flu-
orescent protein (GFP) tagging system,
revealed that interphase chromatin does

in fact undergo substantial and rapid dif-
fusion, but this diffusion is constrained
such that a given locus can only diffuse
within a small subregion of the nucleus.
In yeast and Drosophila, chromatin moved
with a diffusion constant of approximately
10−11 cm2 s−1 because of thermally driven
Brownian motion. But this diffusion was
confined to a subregion with a radius of
0.3 µm for yeast and 0.9 µm for Drosophila,
roughly equal to 1to 5% of the nuclear vol-
ume. Following this first analysis of chro-
matin diffusion in yeast and Drosophila,
subsequent analyses have confirmed the
result that interphase chromatin can dif-
fuse within a confined region in a wide
range of cell types. More detailed analysis
has shown that the details of chromatin
diffusion depend on the timescale, and
that at very short timescales chromatin
movement is highly constrained, whereas
at longer timescales, chromatin is freer
to diffuse over larger distances. This sug-
gests that chromatin diffusion at short
timescales is constrained by interaction
with a structure (e.g. the nuclear lamina)
that itself undergoes slow random move-
ments. Nuclear pores have been shown
to turn over at a slow but detectable rate
such that if chromatin were constrained
by interactions with NPCs, then the slow
rearrangement of the nuclear pores could
account for the relaxation of chromatin
constraint on long timescales. The idea
that chromatin diffusion is constrained via
interactions with the NE is supported by
two recent studies that found that diffusion
of chromatin loci associated with the NE is
significantly more constrained than other
loci. In the most dramatic example, Chubb
and coworkers showed that NE-associated
chromatin has exactly the same diffusion
constant as other chromatin, but is con-
fined to a much smaller subregion of the
nucleus.
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4.3
Evidence for Active Chromatin Movement

In addition to this constrained diffusion,
it also appears that loci can undergo active
directed movements, at least in some
cases. When centromeres in animal cells
were tracked in vivo, it was found that
the centromeres occasionally experienced
persistent directed movements in the
interphase nucleus. Another study showed
large directed shifts in gene position
during the mid-blastula transition in
Drosophila embryos, possibly driven by the
force of heterochromatin condensation.

5
Regulation of Gene Expression by Nuclear
Architecture

5.1
Role of Nuclear Envelope Interactions in
Gene Silencing

Heterochromatin, the highly condensed
transcriptionally silenced regions of the
genome, is generally seen near the NE
in electron microscopy studies. Indeed,
insertion of a block of heterochromatin
into a euchromatic position is sufficient
to locate the whole region onto the NE.
More specific FISH studies of individual
chromosomes have found that gene-poor
chromosomes with reduced overall tran-
scription tend to be NE associated. These
results raise the possibility that the NE
might play some role in establishment of
silenced heterochromatin. Indeed, target-
ing a reporter gene to the NE by means
of an NE-interacting DNA-binding fu-
sion protein results in silencing of the
gene, and induced transcriptional acti-
vation of a reporter locus caused the
locus to dissociate from the NE and
move to the nuclear interior. Mutations

in the telomere-binding protein dimer
yKu70/yKu80 and the NPC associated
proteins Mlp1/Mlp2 cause telomeres to
dissociate from the NE and result in loss
of telomeric silencing, again suggesting
that NE interactions play some role in
gene silencing. The SIR3 and SIR4 silenc-
ing proteins in yeast are associated with
the NE, which suggests a simple model
that genes associated with the NE ex-
perience a higher local concentration of
silencing proteins.

Another potential example of the NE
playing a role in gene repression comes
from studies of the lamin-associated pro-
tein 2 beta (LAP2β), an integral membrane
protein component of the nuclear lamina.
Ectopic expression of LAP2β and its bind-
ing partner GCL (germ cell-less) in cells
that do not normally express GCL, reduces
transcriptional induction by the E2F-DP
complex, which binds GCL. This raises the
possibility that Lap2β and GCL could re-
cruit E2F-regulated genes to the NE where
they would become silenced.

5.2
Gene Gating

Although most studies suggest that the
NE exerts a negative effect on gene ex-
pression, a possible positive correlation
between gene expression and NE localiza-
tion was suggested by the increased nucle-
ase sensitivity of NE-associated chromatin.
Since increased nuclease accessibility usu-
ally correlates with gene expression, these
studies suggested that NE-associated chro-
matin might be enriched for active genes.
Since mRNA must be exported through
NPCs, it was proposed that perhaps active
genes were targeted to the NE in order
to facilitate transcript export, a hypoth-
esis known as gene gating. Gene gating
is particularly appealing in the case of
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genes whose transcripts are nonrandomly
localized relative to the nucleus: if the
corresponding gene was nonrandomly lo-
calized to the NE near the site of future
message accumulation, then locally in-
creased export through the nearby nuclear
pores could explain the ultimate asymmet-
ric transcript localization. The fact that
some transcript localization is perturbed
in a nuclear lamin mutant might tend to
support this model.

Although these studies raised the possi-
bility that active genes might be targeted
to the NE, in most cases it has been
found that active genes are, in fact, non-
randomly localized to the nuclear interior
and not to the NE. As for a role of the NE
in transcript localization, a careful study
of many pair-rule genes in Drosophila,
whose transcripts are specifically localized
relative to the nucleus, revealed no re-
lation between the position of the gene
in the nucleus and the position of tran-
script accumulation. These studies suggest
that gene gating probably does not play
any significant role in transcript targeting
or export.

5.3
Nuclear Compartmentalization and Gene
Expression

Heterochromatin tends to be nonuni-
formly distributed in cells. In most
cell types, the heterochromatin aggre-
gates into a small number of large
domains, and when euchromatic genes
become silenced by heterochromatic in-
sertions (a phenomenon called position
effect variegation in Drosophila), the genes
become localized to these large hete-
rochromatin domains. This relocalization
probably plays a causal role: when a eu-
chromatic reporter gene was artificially
targeted to the heterochromatin domain

in Drosophila by flanking chromosome
pairing sites, the gene became silenced.
Moreover, chromosome rearrangements
that impede localization of a gene to
the heterochromatin domain have the
effect of reducing silencing. Thus, a
probable model is that the heterochro-
matin domain creates a ‘‘bad neighbor-
hood’’ for transcription of euchromatic
genes, and that when genes are brought
into this neighborhood they tend to be-
come silenced.

This model may also explain the ability
of certain sequences (known as insulators)
to protect nearby euchromatic genes from
silencing by heterochromatin. The gypsy
insulator protects genes from silencing
by nearby heterochromatin, and its func-
tion requires the Su(hw) and mod(mdg4)
proteins. These two proteins localize to
the NE, as does the gypsy insulator it-
self. Su(hw) mutants that prevent insulator
function cause the insulator sequence to
dissociate from the NE. These results im-
ply that Su(hw) protein tethers insulator
sequences to the NE, and more impor-
tantly, that possibly this tethering could
be critical in insulator function. One way
this would work would be to lock genes
in place near the NE, preventing them
from relocating from their initial position
into the silenced heterochromatin com-
partment.

6
Role of Nuclear Architecture in
Chromosome Interactions

6.1
Regulation of Interactions by Constrained
Diffusion

Many aspects of DNA metabolism involve
interactions between widely separated loci.
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For example, recombination frequently in-
volves an interaction between sites on
two entirely different chromosomes. An-
other example is transvection, in which a
promoter on one chromosome can drive
transcription of a coding region on an-
other chromosome. These interactions do
not occur at a distance, but instead require
the interacting sites to move into close
physical proximity. If the organization of
genes in the nucleus is nonrandom, then
we can predict that the ability of genes to
interact with each other is likewise non-
random. It is verified experimentally that
interactions between different loci during
recombination and DNA break repair is
highly nonrandom. As an obvious exam-
ple, corresponding loci on homologous
chromosomes will be expected to occupy
similar regions of the nucleus. Similarly,
nucleolar loci are more likely to interact be-
cause they are nonrandomly close together
from the outset.

The strong influence that nuclear ar-
chitecture can have on chromosome in-
teractions can be best seen during the
establishment of somatic homolog pair-
ing, which is best known in Drosophila
but also occurs sporadically in humans
and yeast. An analysis of initiation of so-
matic pairing in Drosophila showed that
the loci that paired first tended to start
out close to each other within the nu-
cleus, while loci that started out far apart
tended to pair later. In fact, the pair-
ing could be modeled precisely assuming
that chromatin motion was driven by con-
strained diffusion and taking into account
the known nuclear architecture in the
Drosophila embryo. Thus, as suggested
by the studies of Robertsonian translo-
cations, it appears that position within
the nucleus plays an important determi-
native role in interactions between chro-
mosomes.

We can therefore propose a gen-
eral model: because chromatin diffu-
sion is constrained to a small subre-
gion of the nucleus, only loci whose
regions of confinement overlap will be
able to interact. Loci that start out far
apart will be prevented from interact-
ing, since their regions of confinement
do not overlap, so that physical contact
is impossible. Thus, the relative posi-
tions between loci, as dictated by the
nuclear architecture, can play a decisive
role in determining which interactions
can occur.

6.2
Robertsonian Translocations

Robertsonian translocations, spontaneous
reciprocal translocations of whole chro-
mosome arms, provide an illustrative
example of the influence that nuclear or-
ganization might have on chromosome
interactions. The distribution of break-
points in such Robertsonian translocations
is highly nonrandom, such that translo-
cations in which both breakpoints occur
on acrocentric chromosomes containing
nucleolar organizing regions (NORs) are
highly favored. Since cells generally have
just a single nucleolus, chromosomes
with an NOR will tend to be nonran-
domly close in the nucleus, thus biasing
the distribution of recombination break-
points.

6.3
Chromosome Rearrangements in Cancer

Perhaps the most important instance of
nuclear architecture influencing chromo-
some rearrangements occurs in chromo-
some translocations that lead to leukemia.
A translocation between the BCR and ABL
loci on chromosomes 22 and 9 gives rise
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to a translocation called the Philadelphia
chromosome, and the breakpoint encodes
a novel fusion protein called BCR-ABL.
The majority of patients with chronic
myelogenous leukemia (CML) contain this
rearrangement in their genomes. Why is
this rearrangement so common? FISH
measurements show that BCR and ABL
loci are in fact nonrandomly close together
in the nucleus, which may account for the
high frequency of recombination between
these two loci. Another rearrangement im-
portant for cancer involves the RET and
H4 loci. An inversion with breakpoints in
RET and H4 is found in many cases of
radiation-induced thyroid cancer. As with
BCR and ABL, RET and H4 are nonran-
domly close together in normal cells, again
suggesting that it is the spatial proximity
of these loci that allows them to recombine
so frequently.

7
Conclusions

Clearly, a more detailed understanding
of nuclear architecture is critical for the
progress of molecular medicine. Under-
standing how the specific positioning of
genes occurs, and what influence this
positioning has on gene expression and
recombination, will lead to a clearer un-
derstanding of chromosome behavior in
interphase. The key is to uncover the
molecular players that establish and main-
tain nuclear architecture.
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BAC
Bacterial artificial chromosome based cloning vector capable of accommodating large
fragments of genomic DNA.

Chromosomal Band
Variation in the staining of DNA due to differential binding of dyes along the length of
the chromosome.

Chromosome
A self-replicating genetic structure that contains the cellular DNA representing the
linear array of genes.

Chromosome Fragment
A small portion of chromosomal DNA obtained by means of physical excision using
microdissection.

Gene Mapping
Determining the relative position of one or more genes on chromosomes.

Karyotype
A photomicrograph of individual chromosomes arranged in a standard format
showing the number, size, and shape of each chromosome.
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Megabase
One million base pairs of nucleotides.

LCM
Laser-capture microdissection. A devise that delivers laser pulses to dissect tissues or
chromosomes. Pulses can be tuned in variable micron diameter.

Metaphase Chromosomes
Condensed chromosomes at metaphase during the cell cycle.

Microarray
A technology that assesses gene expression by arraying PCR-amplified cDNA clones or
genes at high density on derivatized glass microscope slides (known as a DNA chip).
Relative expression levels are simultaneously determined by specific probe
hybridization.

Microdissection
A method to physically cut and collect chromosomal fragments by means of very fine
needles and micromanipulators or by a laser microbeam.

Polymerase Chain Reaction(PCR)
A technique by which target DNA sequences may be replicated (amplified) selectively
in vitro.

Proteomics
The global analysis of expressed proteins in a cell or tissue phenotype in attempt to
establish the relationship between the genome sequence, the expressed proteins, and
the protein–protein interactions.

YAC
A yeast artificial chromosome based cloning vector capable of accommodating larger
pieces of genomic DNA (average insert >100 kb).

� This article reviews the pertinent aspects of chromosome structure, microdissection
techniques, and methods of microcloning. Recent applications of this technology
are discussed. Microdissection is a specialized aspect of cell microsurgery by
which one can remove a chromosome fragment from a cell in metaphase. The DNA
material thus obtained can be used for molecular cloning experiments. Coupling this
technology with in vitro DNA amplification using polymerase chain reaction (PCR)
and gene-transfer techniques have made possible the performance of biochemical
and biological experiments using small amounts of DNA obtained from chromosome
fragments. The emerging technology of laser-capture microdissection (LCM) and
its potential applications in global gene expression and profiling (proteomics) is
also introduced.
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1
Chromosome Structure and Organization

DNA is coiled in eukaryotic chromosomes
in a hierarchical fashion with several
levels, to achieve the highest degree of
condensation. Chromosome organization
is described in the following orders of
DNA folding (from lowest to highest):
naked double-stranded DNA, DNA coiled
around core nucleosomes, the 30 nm chro-
matin fiber, the 250 nm chromatin fiber
containing DNA loops, helical coiling of
the 250 nm chromatin fiber, chromosome
bands, and finally chromosome regions.
At the first level of DNA folding, linear
double-stranded DNA is coiled around a
histone core octamer (two copies each of
H2A, H2B, H3, and H4). The DNA under-
goes two left-handed superhelical turns
around the core histone octamer to form
a nucleosome. Adjacent nucleosomes are
connected by ‘‘linker’’ DNA, which may
be 8 to 114 bp long in different eukaryotic
species. Nucleosomes are folded in the
form of a simple solenoid structure that
generates a 30 nm chromatin fiber. There
are six nucleosomes per turn (approxi-
mately 1.2 kb DNA). In both the interphase
and metaphase nucleus, the 30 nm fiber is
folded in a loop structure. The chromatin
loops contain between 5 and 100 kb of
DNA. One model predicts radial arrays of
ten 30 kb loops yielding an array of about
300 kb – that is, approximately 250 nm in
width. The chromatin loops are anchored
to a nonhistone protein structure that is
referred to as the nuclear matrix or the chro-
mosome scaffold. The metaphase chromo-
some scaffold is positioned along the cen-
tral axis of the chromatid. Topoisomerase II,
a major component of the scaffold struc-
ture, is localized along the length of the
chromatid. Topoisomerase II appears to
behave as a ‘‘loop fastener’’ in addition

to its catalytic function during replication
and transcription. DNA segments that in-
teract with the scaffold (scaffold-associated
regions: SAR) or with the nuclear ma-
trix (matrix-associated regions: MAR) are
0.6 to 1.0 kb in length and are presumed
to form the base of the loop structure.
The metaphase scaffol can be visualized
microscopically by using treatments that
partially deplete chromosomes of histones.
Under these conditions, the scaffold has
been observed to undergo a helical coiling
resulting in a further ninefold compaction
of the chromosome in metaphase. This
structural feature accounts for the zigzag
appearance of chromatids and probably
represents partially uncoiled structures.

During interphase, the extended, un-
coiled chromosome scaffold structure
yields chromatids approximately 250 nm
in width, whereas the condensed, coiled
scaffold in metaphase yields a width of
700 nm. After metaphase, there is se-
lective decondensation (uncoiling) of eu-
chromatic chromosome regions. Specific
mammalian chromosomes can be iden-
tified by the pattern of transverse bands
produced by a fluorescent dye or by Giemsa
stain. Chromosome bands have become
topographical landmarks used to map
genes, inherited traits, and chromosome
structural abnormalities, and as reference
points for large-scale genomic sequencing
projects. Chromosome bands represent
not only structural but also functional com-
partmentalization of the genome.

The number of visible bands (e.g.
Giemsa dark bands or ‘‘dark G-bands’’)
depends on the exact stage in the cell
cycle at which chromosomes are exam-
ined. Chromosomes in midprophase will
yield approximately 2000 bands in a hu-
man karyotype. Later, in early metaphase,
when chromosomes are condensed, only
450 to 800 G-bands will be visible. An
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average dark G-band in prophase contains
approximately 1.5 Mb of DNA, whereas an
average-sized light G-band in metaphase
contains 10 to 30 Mb. Therefore, con-
densed metaphase bands are more hetero-
geneous (i.e. composed of multiple band
types) than those found in midprophase.
Each metaphase G-band contains about 15
to 50 fg of DNA. Chromosome bands can
be visualized using other fluorochromes.
Quinacrine mustard and its derivatives
have specificity for chromatin regions that
are rich in deoxyadenine (dA) and de-
oxythymidine (dT). Quinacrine staining
produces a banding pattern (Q-bands) that
is different from that due to fluorochromes
with affinity for deoxycytidine (dC) and
deoxyguanidine (dG) residues (e.g. chro-
momycin A3 and mitramycin). Treatment
of fixed chromosomes with trypsin fol-
lowed by staining with Giemsa (GTG
banding) yields dark (G) and light (reverse
or R) bands. R-bands usually correlate
with bright bands detected with quinacrine
(Q-bands). Giemsa staining of human
chromosomes after heat treatment results
in preferential staining of centromeric and
paracentromeric regions, as well as regions
of chromosomes 1, 9, and 16 and the telom-
ere of the Y chromosome; these patterns
are referred to as C-bands. C-bands are re-
gions of constitutive heterochromatin and
remain condensed throughout the cell cy-
cle, except for a short period of time during
DNA replication.

The structural compartmentalization of
chromosomes into transverse bands ob-
tained with Giemsa and fluorescent dyes
can also be seen by treating chromosome
spreads with the restriction endonuclease
HaeIII, as well as with in situ hybridization
using repeat-sequence DNA probes. Long
interspersed element (LINE) repeats are
found predominantly in G-bands, whereas
short interspersed element (SINE) repeats

or Alu sequences are found in R-bands.
The differing base composition of these
two repeat DNA groups accounts for the
higher GC content of R-bands in contrast
to higher AT content of G-bands. C bands
do not contain SINEs or LINEs but are
made of highly repetitive sequences called
satellite DNA sequences.

The structural organization of chromo-
some bands has profound implications for
the regulation of gene expression. Most
housekeeping genes and the majority of
tissue-specific genes are found in R-bands.
In this regard, clustering of nonmethy-
lated CpG dinucleotides (HTF islands),
which is usually found 5′ to ‘‘housekeep-
ing’’ genes, appears to be restricted to
R-bands. The staining techniques likely
to generate bands for microdissection are
summarized in a number of student cy-
togenetic manuals. Other chromosomal
structural regions such as the centromeres
and telomeres are also very amenable to
microdissection. The primary constriction
in mammalian chromosomes is called the
centromere, and its location is useful in
the preliminary grouping of human chro-
mosomes. The centromere is composed
of constitutively condensed chromatin,
α-satellite DNA, composed of multiple
copies of highly diverging basic repeat
units of approximately 171 bp. Tandem
repeats of α-satellite DNA are further
organized into micro repeat units rang-
ing in length from 0.5 to 10 Mb. Hu-
man chromosomes can be distinguished
from one another by their divergent α-
satellite sequences.

The chromosome ends, or telomeres, are
specialized structures that are essential for
the maintenance of chromosome integrity.
Telomeres are likely to be important in the
spatial positioning of the chromosomes in
the nucleus as well. The primary structure
of telomeres is a conserved G/C-rich repeat
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unit of the general formula D (T/A1−4

dG1−8). The terminal repeat number
varies considerably in different species,
from a few hundred base pairs in ciliates to
10 kb in humans, and up to 150 kb in mice.
This review of chromosome structure was
confined to essential background, and
more detailed discussion of this subject
can be found elsewhere.

2
Preparation of Chromosomes for
Microdissection

Methods of preparing chromosomes and
chromosome bands have been empiri-
cally developed by cytogeneticists over
the last four decades. These methods,
however, must be modified when chro-
mosomes are to undergo microdissection.
Conventional banding and staining tech-
niques result in degradation of chromo-
somal DNA and hence render the DNA
unsuitable for biochemical and biolog-
ical studies. In fact, it is evident that
improvement in GTG banding is asso-
ciated with increased DNA degradation.
A number of factors contribute to DNA
breakdown during the preparation of chro-
mosome spreads. DNA appears to be
more unstable (i.e. susceptible to denatu-
ration and DNAse digestion) in condensed
metaphase chromatin than it is in inter-
phase chromatin. Furthermore, at each
step in the preparation of metaphase chro-
mosomes – that is, hypotonic swelling,
fixing, and ‘‘aging’’ – DNA degradation is
facilitated.

Chromosome fixation and aging con-
tribute most significantly to chromosomal
DNA degradation. Therefore, it is essential
in microdissection experiments to con-
sider chromosomes as units of linear DNA
rather than cytogenetic structures.

Several critical aspects of chromosome
preparation for microdissection experi-
ments are worth mentioning. These in-
clude the enrichment of preparations for
metaphase spreads, hypotonic treatment,
chromosome fixation, aging, staining, and
storage of chromosomal DNA. When plan-
ning for microdissection, it is ideal to
have as many metaphase spreads as pos-
sible on one coverslip. Only a fraction of
the spreads are amenable to dissection
because of the poor extension of chro-
mosomes in some spreads, overlapping
chromosomes, or disadvantageous orien-
tation of the chromosome of interest. The
number of metaphase spreads may be in-
creased by synchronization in the cell cycle
to capture the maximum number of cells
in mitosis. In most instances, adequate
numbers of mitotic cells can be obtained
from short- or long-term monolayer cul-
tures without drug synchronization by
plating cells sparsely and harvesting mi-
totic cells when cells are in a log phase
of growth. If necessary, the thymidine
‘‘block’’ and ‘‘release’’ method may be
used. The use of synchronizing agents
such as antimetabolites (e.g. methotrex-
ate), cytotoxic drugs (e.g. actinomycin D),
or other chemicals capable of inducing
DNA damage is not advised.

2.1
Aspects of Preparing Mammalian
Chromosomes

2.1.1 Sources of DNA
Several sources can be used to pre-
pare chromosomal DNA for microdissec-
tion. If whole-blood microculture is used,
metaphase spreads are prepared from pe-
ripheral blood T lymphocytes as follows.
Venous blood is drawn into a heparinized
tube or into a syringe containing 0.1 mL of
heparin stock solution (5000 IU mL−1).
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A few drops of heparinized blood are
mixed with 5 mL of prewarmed chro-
mosome 4A medium or growth medium
containing 0.2 mL of phytohemagglutinin
solution in sterile polypropylene tubes.
Cultures are set up in duplicate and placed
in an incubator at 37 ◦C for 72 h. A
stock solution of colcemid (diacetylmethyl-
colchicine) is added to each tube to a
final concentration of 0.05 µg mL−1 and
incubated for an additional 30 min. The
cell pellet is prepared by centrifugation at
800 g for 10 min and resuspended in warm
(37 ◦C) 5 mL hypotonic solution (0.075 M
KCl) and incubated at 37 ◦C for 10 min.
The cell pellet is prepared again by cen-
trifugation at 800 g and is resuspended in
5 mL of cold 3 : 1 methanol–acetic acid
fixative on ice. Cells are dropped onto
large, (35 mm × 50 mm) cold, wet cover-
slips using a Pasteur pipette. Coverslips
are examined first on a phase microscope
to determine whether the spreads are at
the correct density. The coverslips are kept
at −70 ◦C in ethanol for a few hours or un-
til use. Immediately before use, coverslips
are immersed in ice-cold distilled water. If
monolayer tissue culture cells are used to
prepare chromosomes, the cells are seeded
at low density onto plastic petri dishes for
24 h; then the medium is removed and
replaced with fresh medium. Colcemid so-
lution is added 48 to 72 h later and cultures
are incubated for 10 min to 1 h at 37 ◦C in a
5% CO2 incubator. Cells are removed from
the culture plate or flask and processed as
described for lymphocytes.

Among the numerous effective mitotic
spindle inhibitors, colcemid is particularly
useful, as it arrests cells at the M/G2
interphase. Since chromosomes become
more condensed and shorter at the end
of metaphase, short incubation times with
colcemid (10–60 min) tend to yield more
extended chromosomes. This is preferable,

particularly when one is dissecting small
chromosomes or attempting to dissect mi-
nor bands. The use of agents that promote
chromosome extension and enhance DNA
nicking (e.g. ethidium bromide) should
be avoided.

2.1.2 Hypotonic Solution
The hypotonic solution swells the nucleus
and cytoplasm, breaks intrachromosomal
connections, and allows a better separa-
tion of chromosomes when the cells are
smashed on a coverslip. Hypotonic treat-
ment of cells results in degradation of DNA
from chromosome spreads. Therefore, the
shortest length of exposure to hypotonic
solution is preferable. Lymphocyte cul-
tures usually can be treated for 10 min
at 37 ◦C to produce adequate spreads,
whereas monolayer cell lines are usually
treated for 30 min at 37 ◦C. Prolonged hy-
potonic treatment results in cell lysis and
dispersion of chromosomes over a large
area. Less than optimum hypotonic treat-
ment results in tightly packed metaphase
spreads that may not be suitable for mi-
crodissection.

2.1.3 Chromosome Fixation
Chromosome fixation serves to arrest
chromosomes at a specific stage in the
cell cycle with little distortion of mor-
phological detail. Optimum fixation also
rids the spreads of cytoplasmic debris.
The most commonly used fixative is a
mixture of methanol and acetic acid, at
a ratio of 3 : 1 or higher. Acetic acid,
which has excellent penetrability, will
precipitate nucleoprotein, extract consid-
erable amounts of chromosomal proteins,
and remove cytoplasmic constituents from
metaphase spreads. Mixtures of acetic acid
and methanol produce minimal swelling
or condensation of chromosomes. Acetic
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acid fixation for chromosome microdis-
section studies has one major adverse
effect: it causes depurination and nick-
ing of DNA. Depurinated DNA is more
susceptible to enzymatic digestion as well
as to the DNA degradation associated with
chromosome aging. Therefore, a number
of precautions and modifications of stan-
dard fixation protocols should be observed.
Since acid depurination is a hydration re-
action, acetic acid and methanol should be
free of water. Reagents should be aliquoted
into small bottles and kept well sealed. All
steps in chromosome fixation and spread-
ing should be done at 0 to 4 ◦C. Care should
be taken to avoid prolonged exposure of
chromosomes to fixative. Depending on
the cell type, cells may be kept in fixative
for a few seconds to 10 min before spreads
are dropped onto coverslips.

2.1.4 Aging
Once metaphase spreads have been fixed
and dropped onto coverslips, the chromo-
somes must be aged to obtain optimum
GTG banding. Aging is accomplished by
keeping chromosome spreads at room
temperature for 3 to 5 days or at 56 ◦C
overnight. The precise physicochemical
basis for the aging of chromosomes is
unknown, but it is evident that chromo-
somal DNA that has become depurinated
by acid fixation grows increasingly sin-
gle stranded and is degraded during the
aging process. Therefore, when possi-
ble, it is preferable to microdissect fresh,
uniformly stained (solid staining) or un-
stained chromosomes. This procedure is
certainly applicable to the microdissection
of telomeric or centromeric regions of
chromosomes, which are readily recogniz-
able by size and morphology. Similarly, the
microdissection of marker chromosomes
and double minutes can be performed with
unstained material.

2.1.5 GTG Banding for Chromosome
Microdissection
GTG banding of metaphase chromosomes
is the most commonly used technique
when chromosomes must be stained for
identification of a specific chromosome
or chromosome region. Coverslips are re-
moved from ethanol and are placed in a
sterile Coplin jar containing pH 6.8 buffer
at room temperature. The coverslips are
immediately removed from the buffer and
are placed in sterile 0.5% trypsin/EDTA
solution (in Hanks buffered salt solution),
and incubated at room temperature for
1 to 3 min. If solid staining is desired,
the trypsin/EDTA step is omitted. The
coverslips are washed for 1 s in pH 6.8
buffer and then placed directly into Giemsa
stain. Staining may take 15 to 90 s. The
coverslips are washed twice in pH 6.8
buffer and air-dried. The optimum time
for trypsin treatment and staining should
be determined experimentally. After a cov-
erslip has been air-dried, DNA will begin
aging. Therefore, to obtain high-quality
DNA, it is recommended that microdis-
section be performed immediately after
staining. Also, to avoid contaminating
slides with foreign DNA, the staining pro-
cedure should be performed in a biological
containment hood. Sumner has reviewed
chromosome banding.

2.2
Preparation of Dipteran Chromosomes

Drosophila chromosomes may be prepared
from dipteran salivary gland for microdis-
section. Salivary glands are dissected in
insect Ringer’s solution and are spread
on a siliconized coverslip in a drop of
45% acetic acid. The tissue is squashed
between two siliconized coverslips. The
coverslips are then held in place with for-
ceps and quick-frozen in liquid nitrogen.
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They are separated by flipping them apart
with a razor blade. The coverslip con-
taining the squash preparation is placed
in three successive ethanol washes (70%,
95%, absolute) for 1 min and either kept
in ethanol or air-dried; it may then be kept
in a moisture-free, airtight box until use.
Conditions of aging, fixing, and storage
described for mammalian chromosomes
should be used when preparing Drosophila
chromosomes.

3
Methods of Chromosome Microdissection

The methods used in microdissection
and isolation of chromosome fragments
are an extension of the methods and
instrumentation originally used for cell
microsurgery. Many of the cutting nee-
dles and nanoliter volume pipettes were
described nearly a half-century ago by De
Fonbrune. De Fonbrune also described
the tools for fashioning micropipettes,
such as micromanipulators and the mi-
croforge. Edström and his colleagues later
reported the first definitive chromosome
microdissection experiment using chro-
mosome spreads in an oil chamber. The
oil chamber was placed on an upright mi-
croscope and microdissections and DNA
extractions were performed using curved
micropipette tips and nanoliter volumes.
Subsequently, microcloning experiments
were done in nanoliter aqueous drops un-
der oil. While this was an effective method,
particularly in skilled hands, Hagag and
Viola and others found the use of an in-
verted microscope and straight needles
to be technically easier and more gener-
ally applicable. Hagag and Viola described
and improved the method by utilizing
an inverted microscope equipped with a
high-magnification system. Other groups

have described microscopes equipped with
a laser microbeam for chromosome mi-
crodissection. The laser microbeam has
evolved into a new technology known as
laser-capture microdissection (LCM). LCM
allows the collection of a minute amount
of DNA and RNA from a pure cell popu-
lation in a heterocomplex tissue. A brief
account of each of these methods is de-
scribed below.

3.1
Equipment

The equipment for chromosome microdis-
section includes a microscope, a pair of
micromanipulators, a micropipette puller,
a microinjector, micropipette holders, and
glass tubing to make microdissection nee-
dles and nanoliter transfer pipettes. A
microforge and a micropipette grinder
are optional for fashioning specialized mi-
cropipettes. An ideal microscope (upright
or inverted) should have the following fea-
tures: first, a high-intensity light source
with a short and efficient light path; sec-
ond, a high numerical aperture phase
and fluorescence optics. The condenser
should permit a sufficient working dis-
tance (10–20 mm) and should allow easy
interchange between the various optics
during manipulations. Third, several spec-
imen holders that permit easy access to
chromosomes on the slide are required.
These holders should be easily attachable
to the stage and capable of rotating freely to
align chromosomes with microdissection
pipettes. Other accessories (camera ports,
video ports, etc.) must not interfere with
accessibility to the micromanipulators and
micropipettes. At least one micromanip-
ulator is required for microdissection of
chromosomes. A second manipulator may
be handy for the simultaneous manipula-
tion of the chromosomal fragments after
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dissection (e.g. fragment collection, trans-
fer to aqueous drops). Three-dimensional
mechanical or hydraulic micromanipula-
tors are best suited for this application.
A hydraulic drive system with three-
axis motion and single-direction angu-
lar movement controls ensures smooth,
precise, vibration-free movement during
operation. Most micromanipulators are
equipped with a fine drive joystick to re-
duce hand movement during dissection,
separation, and collection of fragments.

Microdissection needles or micropi-
pettes are produced from borosilicate
capillary tubes (1 mm o.d., 0.65 mm i.d.)
using a two-stage micropipette puller (e.g.
Narshige PP83). A micropipette puller
helps prepare needles consistently with
a specifically programed tip diameter.
Dissecting needles and volumetric mi-
cropipettes are drawn to a long taper with
a tip diameter of approximately 0.5 µm.
The pipette ends must be flexible enough
to permit the tip of the needle to accept
pressure without breaking. This balance
between needle flexibility and sharpness
of the tip must be determined empir-
ically by the investigator. The diameter
of the micropipette can be estimated us-
ing a microscope and a microgrid (e.g.
Graticules Ltd., England). The dissecting
needle is fitted into a microinjector (e.g.
Eppendorf) holder or a microsyringe. The
micropipettes are connected with Tygon
or Teflon tubing to the injector. The mi-
cropipette, tubing, and syringe may be
filled with silicone fluid (which is inert for
most biochemical procedures), to provide
a closed injection–suction system. Chro-
mosome fragments are cut and pooled
into an aqueous drop of 1 to 2 mL. The
collection droplet is placed under a small
volume of silicone oil on a depression slide
or a moist chamber next to the dissection
slide.

3.2
Methods

3.2.1 Oil Chamber Method
Microdissection using the oil chamber
method was first described for dissect-
ing and microcloning of polytene chro-
mosomes and has been applied since
to the dissection of mouse and human
metaphase chromosomes. The oil cham-
ber consists of a one-piece glass slide that
measures 70 × 35 × 6 mm3 with a rect-
angular groove 25 mm wide and 3 mm
deep. Chromosome spreads are prepared
on 12 × 30 × 0.17 mm3 coverslips. Glass
chambers and coverslips are washed in
hydrochloric acid and distilled water be-
fore use. The coverglass is placed on
the groove (chromosome spreads side
down). All microdissection and micro-
cloning operations are performed on the
lower surface of the coverslips using var-
ious dissection needles and volumetric
pipettes. The space between the coverslips
and the bottom of the chamber is filled
with liquid paraffin. The liquid paraffin
used in the oil chamber also contains phe-
nol–chloroform droplets and buffers to
be used for extraction, solubilization, and
restriction enzyme digestions and subse-
quent microcloning. In this method, in-
vestigators used an upright phase contrast
microscope equipped with a long work-
ing distance condenser to view through
the thick oil chamber. Focusing was done
by moving the stage. Microdissection was
performed under a high-power dry objec-
tive (e.g. 40×). All other manipulations,
such as micropipetting, transfer of DNA
fragments to aqueous droplets, and DNA
extractions, were done with low-power ob-
jectives (10 and 20×). Figure 1 represents
the oil chamber apparatus and micro-
cloning steps.
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Fig. 1 Oil chamber microdissection apparatus: (a) dimensions of the oil chamber
(mm) and (b)–(h) steps of microcloning operations.

3.2.2 Videomicroscope Method
We have described a chromosome work-
station that can be used for microdissec-
tion and in situ hybridization experiments
(Fig. 2a). The station features an inverted
microscope equipped with a fixed stage, a
low-level light video camera, and a video
monitor. A 12 V, 100 W halogen lamp
and a high-focal length phase-contrast
condenser were added to enhance illu-
mination and obtain a better resolution
of chromosomal GTG bands. In addition,
a new microscope stage was designed,
featuring a mechanical stage with XY
coordinates graduation and a circular ro-
tating stage in the center (Fig. 2b). The
circular stage accommodates the holders
for the dissection and collection slides.
For easy relocation of a specific chro-
mosomal spread, the center stage is also

graduated 360◦. The circular stage offers
the advantage of rapidly positioning tar-
get chromosomes perpendicular to the
dissecting needle tip regardless of their
orientation in the spread on the slide.
Also, the stage accepts large coverslips
(35 mm × 50 mm), thus maximizing the
number of spreads on a slide as well as the
number of chromosome fragments col-
lected per session.

Video cameras have an inherent magni-
fication factor that may range from 10×
to 200×. For example, the video cam-
era series QX-104 (VSP Inc.) and the
charge-coupled device (CCD) video cam-
era CCD-72 (Dage Corp.) have an intrinsic
magnification factor of 40×. When cou-
pled with a microscope using a 40 or 63×
objective, we were able to achieve magnifi-
cation of metaphase chromosomes on the
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(a)

(b)

Fig. 2 (a) Videomicroscope
microdissection apparatus. This system
is composed of the Nikon Diaphot
microscope, CCD 72 video camera,
high-resolution display monitor, two
micromanipulators, two microsyringes,
and the rotating
microdissection/microinjection stage.
The entire system is placed on a
tabletop vibration-free system. (b)
Close-up showing the rotating stage and
the micromanipulators mounted on the
microscope stage.

video monitor by a factor of roughly 1600
to 2500×. Moreover, with the available
high-resolution TV/video camera micro-
scope couplers (e.g. 2× HR200 series
coupler), an additional 0.5 to 2× mag-
nification factor can be added. When a
CCD camera with a 2× coupler was used,
the magnification was further raised to
about 3200 to 5000× using 40 and 63×
dry objective lenses respectively. The CCD
cameras are better for this application be-
cause they are ultrasensitive to low light
and their parafocality and focusing can be
adjusted electronically. The resulting im-
age is displayed on a VGA monitor or an
equivalent color monitor. The image on the
monitor can be further improved by the ap-
propriate choice of microscope TV/video
coupler, interference contrast filter, lens,
and resolution of the display monitor. The
videomicroscope is placed on a tabletop
isolation platform (e.g. Vibraplan, Kinetics

Systems, Inc.). These platforms are passive
air-mount templates that float freely when
inflated to the load-supporting pressure,
thus minimizing vibrations transmitted to
the microscope and accessories. Microdis-
section is performed while observing the
chromosome on the video monitor. In this
manner, it is possible to visualize sec-
ondary and minor bands that are below
microscope limits of resolution for a light
microscope. Moreover, the system’s real-
time design enables one to observe on
the monitor the various micromanipula-
tions, which may serve as a useful teaching
tool as well. Using the videomicroscope, it
is possible to cut chromosome fragments
less than 0.5 µm long (i.e. a single band
of a human chromosome). The precision
of the dissection of a specific chromoso-
mal band is substantially improved by the
two- to threefold enhanced magnification.
For example, a human chromosome 1 is
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about 7 µm long and measures roughly
2.8 mm long on an objective lens of a light
microscope at 40× magnification. With
the videomicroscope, it would measure
2.24 cm on the display monitor. Thus, an
average GTG band of 0.4 µm will mea-
sure about 2 mm using a phase or light
microscope and it is relatively difficult
to resolve bands corresponding to 10 to
30 Mb of chromosomal DNA. By using the
videomicroscope and a fine cutting needle,
fragments containing as little as 10 Mb
(about 0.4 µm) can be readily resolved.

The videomicroscope microdissection
method offers a number of other advan-
tages. The use of an inverted microscope
permits convenient working distance for
performing the micromanipulations. The
system overcomes light- and contrast-
limited situations by means of the picture
enhancement provided by the video cam-
era and monitor.

Furthermore, microdissection in air
makes it easier to see the needle when
dissecting chromosomes.

3.2.3 Laser Microbeam Method
The laser microbeam microdissection of
Monajembashi et al. is based on the
principle that at high photon densities,
light can liquefy, evaporate, or break
down optically active biological material.
Even chemical bonds are cleaved when
a biological material is heated locally to
a few thousand degrees for nanoseconds
to microseconds. The laser microbeam
apparatus consists of an excimer laser as a
primary source of laser light (e.g. Lambda
Physik EMG 103 MSC). An additional dye
laser (Lambda Physik FL 2002) is utilized
to improve the beam quality and select a
specific wavelength. A circular disk system
of concentric rings is used to deliver high-
pulse energies at a repetition rate of about
10 Hz. Energy densities of more than

1014 W/cm2 can be achieved by selecting a
ring with a radial distance that corresponds
to the wavelength in use. The pulses
are directed into an inverted microscope
via the fluorescence illumination path
and are focused through the objective
into the object plane. The pulses of the
laser, 20 ns in length, are directed into a
microscope using optics similar to that of
a fluorescence microscope (e.g. Ultrafluar
100, which has a numerical aperture of
0.85 by Zeiss).

The microbeam laser system provides
pulse energies between 1 and 10 mJ at a
wide range of wavelengths (320–800 nm)
that is optimum for several dyes and
is particularly suitable for working with
ultraviolet light. A UV wavelength is appro-
priate for microdissection of chromosomal
DNA because the damaging effect of the
laser is limited to an area nanometers
away from the cutting region. There-
fore, the secondary damage to DNA is
negligible. Proponents of this method in-
dicate that DNA situated in chromosome
slices dissected by this procedure using
UV laser above 300 nm will retain its bi-
ological integrity and is highly suitable
for subsequent microcloning procedures.
Damage of DNA by stray light is expected
only for wavelengths well below 300 nm.
The principle of this technique has re-
cently been applied to the microdissection
and cloning of both human chromosome
fragments and Drosophila polytene chro-
mosome bands and several other species.

Chromosomes of human lymphocytes
were prepared by standard procedures on
cover glass, treated by the ring system
with a single laser pulse. Each slice was,
on average, 0.5 µm thick. The slices were
taken up by a microdrop and used as is for
cloning experiments. A schematic of the
laser microbeam microscope is shown in
Fig. 3.



30 Chromosome, Microdissection and Microcloning

Video

Zeiss IM35 X/Y scanner

Monitor

Laser-microbeam apparatus

Hamamatsu
image pro-
cessor [1966]

TV-ca
mera

Dye laser
FL 2002
Lambda Physik

Excimer laser
EMG 103 MSC
Lambda Physik

Photo-camera

Autofocus
control board

X/Y scanner
control board Drive control

Fig. 3 Diagram of the laser-microbeam microdissection apparatus.
The microinstruments necessary for fragment collection and
manipulation (not depicted) are essentially the same as
described earlier.

3.3
Dissection and Collection of Chromosome
Fragments by the Videomicroscopy Method

Approximately two days before microdis-
section, cultures are initiated to prepare
high-mitotic index cells according to stan-
dard procedures. Metaphase spreads are
prepared a few hours before microdissec-
tion and stored in ethanol. Chromosomes
are GTG band–stained immediately be-
fore the scheduled microdissection. Volu-
metric micropipettes (i.d. �1–2 µm) and

straight microdissection needles (o.d. =
0.2–0.5 µm) are prepared at precalibrated
settings on a micropipette puller, filled
with paraffin oil, and mounted on the ap-
propriate holders. For chromosomal DNA
collection, 200 µL of filter-sterilized paraf-
fin or silicone oil is placed on a depression
slide or moist chamber near the dissection
slide. Similarly, nanoliter drops of pro-
teinase K/SDS and Tris-HCl solutions are
placed under oil using volumetric pipettes.
Also, several 1 to 2 mL drops of aqueous
Tris-HCl/EDTA buffer are placed adjacent
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to the proteinase K drop using another vol-
umetric pipette. The aqueous droplets will
be used later for washing and solubilizing
extracted DNA. For easy manipulation, all
these steps should be performed at low
magnification (10×). Coverslips contain-
ing the metaphase spreads are secured
into the customized slide holder, spreads
side up, and mounted onto the rotating
stage. Usable spread(s) are identified and
marked at 10× magnification for easy ori-
entation of the chromosome of interest.
The dissecting needle is placed within a
few micrometers of the chromosome of
interest in the metaphase spread and at
10× magnification. The system is switched
to high magnification (40–60×) and video
display (3200–5000×). After the desired
chromosome has been identified, the GTG
band to be dissected is approached at an
angle of about 30 to 45◦ and the dissec-
tion needle is brought up into the field
of the spread. Dissections are preferably
performed in cells with well-spread chro-
mosomes and when the chromosome of
interest is located in the periphery of
the metaphase spread. This precaution
minimizes cross-contamination with other
chromosomal material.

Microdissection is performed with the
aid of the micromanipulator by moving
the micropipette tip back and forth across
the chromosome band of interest. Under
these conditions, the chromosomes are
readily cut across, and the dissected region
is detached from the slide. Each dissec-
tion leaves a clear zone in the surrounding
cytoplasm, thus allowing easy and reliable
verification of the dissected chromosomes.
Fragments that are not identifiable are dis-
carded. The selected band is scraped off
the slide, and the fragment is pushed to
the side with a micropipette. A drop of oil
is expelled from the micropipette to cover
the fragment and provide a closed system

during suction and collection of the frag-
ment. The fragment is secured to the tip of
the micropipette by applying suction and
a holding pressure that is maintained dur-
ing fragment transfer. The microscope is
then switched to low magnification and the
depression slide (containing DNA collec-
tion and extraction drops) is brought into
the field of view. The micropipette is gen-
tly introduced into the oil drop containing
the aqueous droplets, while the holding
pressure is maintained. The fragment is
expelled into the droplet containing pro-
teinase K/SDS solution by reversing the
micrometer into the injection mode. The
fragment should be visible in the drop at
this point. This process is repeated un-
til a sufficient number of fragments have
been collected. A schematic representa-
tion of the sequence of these steps appears
in Fig. 4. An example of microdissection
of human chromosome 3 at bands 3p13,
3p14, 3p21, and 3q21 using the videomi-
croscopy method is illustrated in Fig. 5.
The time required to microdissect a spe-
cific chromosome region depends on the
quality and number of metaphase spreads
on the coverslip. With some experience,
10 to 15 fragments can be dissected per
hour. Approximately 30 to 100 fragments
are sufficient for cloning experiments.

4
Methods of Cloning and Analysis of
Microdissected DNA

4.1
Cloning Methods

The first experiments to successfully gen-
erate recombinant genomic DNA clones
directly from microdissected eukaryotic
chromosome fragments were performed
in the early 1980s by Jan-Erik Edström and
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Fig. 4 Sequential steps in chromosome
microdissection. (a) Locate a chromosome
spread on the dissection slide at 10×
magnification, (b) switch to higher magnification
to identify the target chromosome for
microdissection, (c) rotate the slide to orient the
target chromosome perpendicular to the
dissection micropipette, (d) lower the dissection
micropipette and position the tip proximal to the
target chromosomal band (e) cut the

chromosomal fragment by scraping across the
band in one forward motion, (f) apply suction to
the pipette to collect and secure the fragment to
the tip of the micropipette, (g) lift the
micropipette slowly; rotate the stage to bring the
depression slide into the field of view. Lower the
pipette, while holding suction, into the aqueous
drop under the oil. Eject the fragment into the
drop by switching to injection mode.

his colleagues at the European Molecular
Biology Laboratory in Heidelberg. The
methodology was an outgrowth of the
microchemistry work that Edström had
developed in the 1960s. During the next
twenty years, new technologies emerged
and facilitated both the performance of
precise chromosome microdissection and

the efficiency of cloning chromosomal
DNA. A major contribution to these
advances was the introduction of PCR
technology. PCR permits the amplifica-
tion of minute quantities of template
DNA and generates a product in quan-
tities sufficient for genetic and molec-
ular analysis. Procedures for preparing
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Fig. 5 Example of fragments
microdissected from human
chromosomes 3 using videomicroscopy.
Magnification is 3200× on the display
monitor. The fragments cut represent
from top to bottom bands 3p21, 3p14,
3p13, and 3q21. Each fragment
measures approximately 0.5 µm and
contains 10–15 Mbp.

metaphase chromosomes were modified
to minimize DNA degradation as reviewed
earlier. When care is taken to avoid pro-
longed acid fixation, microcloning yields
recombinant clones with relatively larger
DNA inserts. Finally, methods such as
videomicroscopy were incorporated to pro-
vide higher magnification and resolution
of minor chromosome bands.

To date, three distinct approaches can
be described for generating recombinant
DNA from microdissected chromosomal
fragments. In the first and earlier method,
DNA was extracted from chromosome
fragments in a nanoliter aqueous drop and
digested with EcoRI restriction enzyme,
whereupon the digestion products were
directly cloned into a λ-phage vector (this
method is often called microcloning). The
second method is an extension of the first
and utilizes PCR. Microdissected DNA is
first digested with a restriction enzyme;
then, digested DNA is enzymatically lig-
ated either to a linearized plasmid vector
or to oligonucleotide linker primers. The
cloned inserts are then amplified by PCR
using vector-specific primers or the linker
primers. This method generates a large
number of recombinant clones (usually
≥20 000). DNA from a number of human
chromosome bands of considerable clini-
cal interest has been cloned in this way, as
discussed in Sect. 4.2. The third method

involves the direct PCR amplification of
chromosomal DNA using carefully de-
signed oligonucleotide primer sequences
that are often termed universal or random
primers, and more recently using degen-
erate oligonucleotide primers (DOP-PCR).
The universal primers method is based on
Alu repeat sequences that are naturally
present in the genome. The prerequi-
site of using universal or repeat-sequence
primers is that they occur frequently in the
genome being studied. The PCR product
is then used to probe a more complete
recombinant library (cDNA or genomic).
The library chosen for screening should
contain clones with large inserts [e.g. cos-
mid, bacterial/yeast artificial chromosome
(BAC/YAC) clones]. Hence if a PCR reac-
tion is symmetrical and unbiased, a more
complete chromosomal region–specific li-
brary can be generated by using the PCR
product as a probe. Since our focus is mi-
crodissection and microcloning, a more
detailed account of these methods is given
in Sect. 4.2, with emphasis on the role
of PCR and fluorescent in situ hybridiza-
tion (FISH).

4.1.1 Microcloning
To initiate the direct cloning of microdis-
sected chromosomal DNA, the DNA was
extracted, first with phenol–chloroform,
then with proteinase K, and then digested
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with restriction enzyme, EcoRI. The
smaller fragments generated (estimated
to be 3–4 kb) were ligated to a λ-phage
vector molecule, a reaction that is not
dependent on large quantities of insert
DNA and thus could be applied to micro-
cloning. The biochemical steps necessary
for cloning (phenol–chloroform extrac-
tion, restriction enzyme digestion, ligation
to cleaved vector) were performed in aque-
ous drops under oil. The small quantity of
recombinant DNA was then added to the
packaging mixture and the recombinant
phages were replicated in E. coli. Using
this technique (microdissection and mi-
crocloning), genomic clones were obtained
from Drosophila melanogaster polytene
chromosomes, D. hydei lampbrush DNA
loops, and mouse and human metaphase
chromosomes. In these studies, the gener-
ation of multiple clones from specific ge-
netic regions has expedited the identifica-
tion and isolation of a number of important
genes (e.g. the t complex in mice and the
Kruppel gene in Drosophila). The micro-
cloning method requires a large number
of fragments (≥100) to provide sufficient
starting material for cloning. However, the
library of recombinant clones generated
with this method usually contains DNA
inserts (≤1 kb) that represent only a small
fraction (<5%) of the total DNA sequences
in the microdissected region.

In addition to low cloning efficiency,
the microcloning method has a number
of other problems. The use of a phage
DNA vector often results in self-religation
of phage DNA and the presence of sponta-
neous phage mutants (false positives). This
problem can be minimized by increasing
the ratio of insert to cloning vector and
by using highly purified phage vectors.
Reducing the initial ligation reaction vol-
ume to a few nanoliters would increase the
cloning efficiency.

To increase the number of recombinant
DNA clones, it is necessary to monitor
carefully conditions that promote DNA
degradation (e.g. excessive acid fixation
of chromosomes during preparation of
spreads, chromosome aging on slides be-
fore staining). Chromosomes should be
prepared immediately before microdissec-
tion. All slides containing chromosome
spreads, handling pipettes, and solutions
must be thoroughly cleaned and sterilized.
Slides should be examined for the pres-
ence of contaminating microorganisms
before use.

4.1.2 Linker Adapter with PCR
Amplification
In the second method that involves ligation
of microdissected chromosomal DNA with
a plasmid vector or a linker adapter and
PCR amplification, the chromosomal DNA
is first extracted with phenol–chloroform
and digested with proteinase K in nano-
liter drops. Genomic DNA is digested
with an enzyme such as Rsa1 (or HpaII)
that generates fragments of average length
of an optimal size for PCR amplification
(1000–2000 bp). Another advantage of us-
ing Rsa1 enzyme is that its recognition
site occurs infrequently in DNA repeat se-
quences, thus minimizing the preferential
cloning of repeat sequences. Next, DNA
is ligated to a plasmid vector (e.g. pUC
18) and then enzymatically amplified, us-
ing in the vector universal primer binding
sites that flank the insert DNA cloning
site. These primers, the M13 forward and
reverse primers, are as follows:

M13 forward sequencing primer:

5′-ACTGGCCGTCGTTTTAC-3′

M13 reverse sequencing primer:

3′-GTCCTTTGTCGATACTG-5′
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The cloned DNA is amplified using PCR
with M13 primers. Therefore, only one pair
of oligonucleotide primers is used for the
simultaneous amplification of many dif-
ferent DNA inserts. PCR amplification is
performed according to the following ther-
mal profile: 25 one-minute cycles of denat-
uration at 94 ◦C (first cycle, 5 min), 1 min
of annealing at 55 ◦C, and 2 min of primer
extension at 72 ◦C. Following the initial
amplification, the DNA inserts are cleaved
with a second enzyme (EcoRI) that flanks
the Rsa1 site. The inserts are subsequently
subcloned into a second plasmid vector
and propagated in the appropriate bacterial
host to generate the band-specific recombi-
nant minilibrary. This procedure was first
employed to clone specific genes from hu-
man chromosome 8 from Langer–Giedion
syndrome patients. This cloning method
offers several advantages. Cloning in plas-
mid vectors is easier than cloning in
phages and can be more rapidly charac-
terized. Also, the smaller size of the vector
renders DNA inserts in plasmid vectors
more amenable to enzymatic amplifica-
tion and direct sequencing than they are
in phage vectors. The introduction of PCR
allows the amplification of a population
of clones that would otherwise go unde-
tected. Finally, the use of PCR significantly
reduces the number of chromosomal frag-
ments initially required for cloning.

A similar method in which the mi-
crodissected DNA was ligated to a linker
adapter molecule instead of a plasmid vec-
tor followed by PCR amplification was
described. The linker adapter consisted of
a 24-nucleotide molecule with a terminus
complementary to the Mbo1 enzyme recog-
nition sequence. The Mbo1 linker adapters
have the following sequence:

5′-GATCTGTACTGCACCAGCAAATCC-3′
3′-ACATGACGTGGTCGTTTAGG-5′

The linker adapter is formed by anneal-
ing a mixture containing 100 µg mL−1

of each oligonucleotide at 58 ◦C for 1 h.
Prior to the annealing step, the 24-mer
oligonucleotide component carrying the
5′ Mbo1 complementary overhanging end
is phosphorylated. This step is necessary
to prevent the formation of tandem ar-
rays of linkers during ligation, which may
interfere with the amplification of chro-
mosomal DNA. Following chromosomal
DNA extraction and digestion as described
earlier, the DNA is ligated to the Mbo1
linker adapter at 19 ◦C for 16 h. PCR
amplification is carried out as follows:
35 one-minute cycles of denaturation at
94 ◦C, primer annealing (2 min, 52 ◦C),
and primer extension (3 min, 73 ◦C). The
amplified DNA is subsequently cloned
into BamHI linearized Bluescript plas-
mids after extraction and gel purification.
The library is then propagated in compe-
tent bacteria.

4.1.3 PCR Amplification of Chromosomal
DNA
The third method of microcloning em-
ploys PCR amplification of microdissected
chromosomal DNA fragments without
prior manipulation. The PCR reaction
product is examined for self-completeness,
is radioisotopically labeled, and is used
to probe a more complete recombinant
library. In this direct method, DNA se-
quences from a specific chromosomal
region are isolated by amplification of
the microdissected DNA with PCR, us-
ing a set of universal primers containing
a series of degenerate base sequences.
The amplification product would repre-
sent a heterogeneous population of DNA
sequences. Direct PCR amplification of
microdissected DNA has been recently
employed to isolate genes from band 2F of



36 Chromosome, Microdissection and Microcloning

the Drosophila polytene X chromosome us-
ing degenerate ‘‘universal’’ primers. More
recently, libraries of specific human chro-
mosome bands were constructed using
universal primers and PCR. The use of
Alu-specific primers to screen for hu-
man genes in complex DNA mixtures has
been described. Probes generated from
microdissected chromosomal DNA frag-
ments with Alu-PCR have been used to
localize specific chromosomal sequences
in YAC recombinant clones. They were
also used to generate sequence-tagged
sites (STSs) from discrete chromosomal
regions. Direct PCR amplification of mi-
crodissected DNA has a few advantages
over the methods that employ cloning first.
Direct amplification of picogram amounts
of DNA obviates the time-consuming steps
that involve restriction enzyme digestion,
ligation, and subcloning. This approach
minimizes the loss of minute starting
quantities of DNA during the various ma-
nipulations.

Most important, the clones constituting
the final library contain chromosome-
specific DNA inserts of considerably larger
size, depending primarily on the recom-
binant library that was screened. This
method does not involve cloning; hence
the size of the library depends entirely on
the efficiency and completeness of PCR
amplification.

The completeness of the PCR product
is dependent on the sequence of primers
used and the PCR reaction conditions (e.g.
annealing temperatures during the early
cycles, primer extension times), concentra-
tion of deoxynucleoside triphosphates, the
quality of DNA polymerase, and finally the
number of cycles (usually 60–90) required
to amplify sufficient amounts of DNA in-
serts containing unique sequences.

The term universal primers refers to
a mixture of oligonucleotide sequences

that lack absolute complementarity to the
target template sequences. They contain
multiple degenerate bases. When one is
using these primers in PCR amplification
and selecting lower PCR annealing tem-
peratures (46–48 ◦C), complementary se-
quences that contain significant homolo-
gies can be amplified. For example, the
following primer was recently used to
generate a probe library from Drosophila
polytene chromosome fragments:

5′-TTGCGGCCGCATTNNNNTTC-3′

With complete degeneracy at positions 4
to 7 from the 3′ end, authentic DNA
sequences from the Drosophila genome
were isolated. A similar primer has been
described in PCR amplification of DNA
from human chromosomes. This 22-mer,
however, contains complete degeneracy at
6 nucleotides (positions 11–16), with the
following sequence:

5′-CCGACTCGAGNNNNNNATGTGG-3′

In general, a nonspecific primer should
have the following structure from 5′ to
3′ ends: two or more protective (cap) nu-
cleotides (e.g. TT and CCGA in the primers
just described), four to six nucleotides
with complete degeneracy, and finally, a
terminal 3′ sequence that occurs at high
frequency in the genome of the species
in which DNA is amplified, such as TTC
and ATGTGG in the Drosophila and hu-
man genomes respectively. Furthermore,
a restriction endonuclease site (e.g. NotI
and XhoI, in the just-described primers
respectively) may be added for easy recog-
nition of the PCR product and subsequent
cloning in an appropriate vector. The Alu
repeats (SINEs) and L1 repeats (LINEs) are
short interspersed repeated DNA elements
distributed throughout the genomes of
primates. Alu elements are dimeric in
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structure and are composed of two tan-
domly arranged halves. Alu repeats are
approximately 300 bp long and are present
at a copy number in excess of 106 per
haploid human genome equivalent. The
L1 repeats, however, are present in 104 to
105 copies per genome. Alu and L1 repeats
occur preferentially in light Giemsa bands
and dark Giemsa bands respectively.

Oligonucleotide primers based on hu-
man Alu sequences and L1 sequences
were designed and used in PCR ampli-
fication of human DNA sequences from
hamster–human hybrid cells containing a
single human chromosome. The following
primers were utilized:

Alu-559: 5′-AAGTCGCGGCCGCTTGCA-

GTGAGCCGAGAT-3′

Alu-517: 5′-CGACCTCGAGATCT(C/T)-

(G/A)GCTCACTGCAA-3′

L1Hs: 5′-CATGGCACATGTATACATA-

TGTAAC(T/A)AACC-3′

A drawback of direct amplification using
degenerate primers, however, is that
minute quantities of any contaminant
DNA will also be amplified along with
the chromosomal DNA. Therefore, certain
precautions are necessary. Chromosome
spreads should be dropped on clean, sterile
coverslips. All solutions and even the
oil used in the microdissection system
should be filter-sterilized and placed under
UV light for several hours or overnight
before use.

Also, glass cutting needles should be
acid/alcohol washed and sterilized under
UV light. Pipettes should be designated
for use in chromosome fragment ampli-
fication only. Occasionally, the Thermus
aquaticus DNA polymerase used in PCR
reactions becomes contaminated with for-
eign DNA (bacterial or yeast) that served

as the PCR template. Therefore, the lots
of enzyme should be tested before use
in microdissection experiments. No PCR
product should be detectable after three
consecutive rounds of amplification in the
absence of template DNA. Finally, it is cus-
tomary to run a ‘‘water control’’ (reaction
without DNA template) in tandem with
each PCR amplification to ensure that the
test reaction DNA product was generated
from chromosomal fragments.

Direct amplification of microdissected
chromosomal DNA also has unique prob-
lems. Often, one or more amplified prod-
ucts cannot be visualized on agarose
gel after one round of PCR cycle. This
situation can be rectified, however, by
increasing the number of chromosome
fragments in the PCR reaction and in-
creasing the primer concentration (≥1 µg).
More important, decreasing the annealing
temperature of the initial thermal cycles of
PCR (27–30 ◦C) was found to enhance the
amplification product. Running an addi-
tional round or two of PCR amplification
is recommended. This is accomplished by
removing an aliquot (1/10th) from the first
round and repeating the PCR. Chromoso-
mal DNA that is precut with restriction
enzyme (e.g. HpaII) would generate a
homogeneous population of fragments,
amenable to uniform PCR amplification.
A more troublesome problem – the isola-
tion of large number of clones containing
repeat sequences – is the result of the
combination of an abundance of these se-
quences throughout the human genome
and the low stringency of PCR annealing
temperatures. The problem can be mini-
mized (but not avoided) by fine-tuning the
annealing temperature in the initial PCR
cycles to a point that biases the PCR to-
ward amplification of unique sequences.
Alternatively, following the generation of
PCR product it may be useful to perform
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suppression hybridization of the product
to Cot1 or genomic DNA to remove repeat
sequences before the product is used in
the screening of recombinant libraries.

4.2
Analysis of Cloned DNA

Once a chromosomal region–specific re-
combinant DNA library has been con-
structed, it should be tested for its com-
pleteness and complexity. One should also
verify whether the cloned DNA originated
from the microdissected fragment of inter-
est. First, DNA insert size and range must
be determined. Second, the percentage of
clones containing repeat and unique se-
quences must be calculated. Third, the
percentage of the total microdissected
DNA fragments that has been cloned is
determined. Fourth, cloned sequences are
localized to the respective chromosomal re-
gions by in situ hybridization or Southern
hybridization to region-specific DNA.

For determination of the average DNA
insert size and range, a number of clones
(30–50) are picked at random, and the
insert DNA is released from the cloning
vector by digestion with the appropriate
restriction enzyme and is fractionated on
an agarose or polyacrylamide gel elec-
trophoresis apparatus using appropriate
DNA markers. The restriction enzyme di-
gestion of each of the randomly picked
clones provides a pattern that is indicative
of the number of unique clones in the li-
brary. Estimation of the average size and
range of cloned inserts as well as deter-
mination of the number of independent
clones is used to calculate the complete-
ness of the library.

Next, the random clones can be used to
identify the portion of recombinant clones
that contain repeat sequences. DNA in-
serts are transferred to a nitrocellulose

filter and probed with total genomic hu-
man DNA that is radioisotopically labeled
by nick translation. If the library were gen-
erated in a completely unbiased manner,
a large number (∼80%) of these clones
would contain repeat sequences and would
result in positive hybridization. Unique
sequences are determined by digesting to-
tal genomic DNA with several restriction
enzymes (e.g. BamHI, EcoRI, PstI) and
performing a Southern hybridization. Re-
combinant DNA inserts from individual
clones are radioisotopically labeled and
used to hybridize to restriction polymor-
phic genomic fragments under conditions
that favor unique sequences (65–68 ◦C).

An ideal library generated from a chro-
mosome fragment would consist of a
series of recombinant DNA clones con-
taining overlapping sequences that span
the entire chromosomal region. The size
of a library of completely random frag-
ments of genomic DNA needed to ensure
representation of a particular sequence of
interest is dictated by the size and num-
ber of the cloned inserts and the size of
the chromosomal fragment originally dis-
sected. The following formulas are used
to calculate the percentage of DNA that
would be cloned from a chromosome frag-
ment. Theoretically, the number of clones
that is required to achieve a library of a
99% probability of containing a particular
sequence is

N = ln(1 − P)

ln(1 − I/G)

where P is the desired probability, I is
the insert size, G is the genome size
of the chromosome fragment, and N
is the necessary number of clones. For
example, to generate a recombinant library
of average insert size 2.4 kb (a typical
insert size following EcoRI digestion), the
number of clones necessary to ensure
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a 99% probability of cloning the entire
10 Mb fragment is determined as follows:

N = ln(1 − 0.99)

ln[1 − (2.4 − 103/107)]
= 19 000

The actual number of clones obtained
would be determined by factors such as
the efficiency of the cloning method, the
cloning capacity of the vector, the relative
number and size of clonable and nonclon-
able DNA sequences in the target DNA,
and the degree of DNA degradation during
the process of chromosome preparation
and library construction. Therefore, the
percentage of the total DNA that has been
cloned would be determined as follows:

% fragment DNA cloned

=

experimental number of clones
obtained – mean average

insert size
fragment DNA content

× 100

Evolutionarily conserved DNA sequences
are indicative of potential structural gene
sequences. To determine the potential
structural genes in the library, the gene(s)
of interest can be hybridized to genomic
DNA from a number of species using rel-
atively stringent hybridization conditions.
The relatedness of a sequence among var-
ious species is readily identified by its
hybridization to genomic DNA from these
species. Genomic DNA from a number
of species is now commercially available
on biomembrane blots (e.g. Biomap Evo
blots, BIOS), sometimes also referred to
as Zooblots. These blots contain genomic
DNA from human, cat, dog, sheep, pig,
cow, rabbit, rat, and mouse. Potential
structural genes are identified as those that
hybridize to DNA sequences from at least
three species. Once a structural gene has
been recognized, its sequence can be used
to isolate the full-length expressed gene

from a cDNA library of the appropriate
tissue. Alternatively, structural genes may
be identified by directly hybridizing cloned
genomic DNA to cDNA libraries under
conditions that suppress hybridization of
repeat sequences. Following the detailed
analysis of the recombinant clones, it is
also necessary to perform in situ hybridiza-
tion to confirm whether the clones map to
the microdissected chromosomal region of
interest. In addition to identifying the chro-
mosome on which a gene lies, fluorescence
in situ hybridization (FISH) helps position
the gene of interest at a resolution of about
1 to 2 × 107 bp (0.5%) of the genome.
Genomic clones as well cDNA clones can
be used in FISH. Unique sequences con-
tained in large-insert DNA probes, such as
cosmid and YAC clones, can be used di-
rectly in FISH following the suppression
hybridization of repetitive sequences first
with unlabeled genomic DNA or repeat
sequences (e.g. Cot1 DNA).

The fluorescent labeling system is based
on the modification of the DNA probe with
biotin. The probe DNA is labeled using
nick translation. Biotin is detected by its
binding to avidin or streptavidin coupled to
enzymes such as horseradish peroxidase
or to fluorochromes. Fluorescent in situ
hybridization of metaphase chromosome
spreads involves two steps:

1. Denaturing the two strands of the
chromosomal DNA contained in a
metaphase spread on a coverslip, fol-
lowed by hybridization to a denatu-
red fluorescent-labeled oligonucleotide
probe.

2. Localization of the hybridization signal
to a specific chromosomal band region.

Significant amplification of the signal can
be achieved using a second layer of a bio-
tinylated antiavidin antibody and a third
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layer of fluorochrome-coupled avidin. The
DNA to be used for in situ work should be
of the highest quality. The probe should
be devoid of repetitive sequences. Any
repeat sequences that are present must
be removed by subcloning into a suitable
vector or by using suppression hybridiza-
tion in the detection reaction. All other
components for in situ hybridization are
readily available in kits from biochemi-
cal companies specializing in molecular
biology products.

There are at least three methods for
the identification of specific chromosomes
and chromosomal bands. GTG banding
followed by FISH and propidium iodide
fluorescence staining is commonly used.
In this case, FISH is performed accord-
ing to standard procedures, whereupon
photomicrographs from FISH and GTG
banding are compared to identify the
chromosome(s) harboring the gene of in-
terest. A second method involves FISH
hybridization followed by R-banding using
Hoechst dye. Chromosomes are stained
with Hoechst 33258 dye for 15 min after
FISH, UV-irradiated for 20 min at 365 nm,
and then counterstained with propidium
iodide. FISH signals and R-banding using
propidium iodide or DAPI can be visu-
alized simultaneously. The third method
takes advantage of the newly described
chromosome painting probes. A target
chromosome can be readily identified
using a specific painting probe with a dif-
ferent fluorochrome that issues from the
gene to be mapped. Mapping of a new
gene to the chromosomal region from
which it was dissected is a crucial step
before any further molecular analysis is
done. The success of an in situ experiment
depends on several critical factors. The
factors that contribute significantly to the
fluorescent signal include the specific ac-
tivity of the probe used, its length, and the

effective concentration of probe per slide.
Furthermore, conditions for chromosome
preparation, banding, and staining must
be optimized accordingly. Often, chro-
mosomes do not band well enough to
identify individual chromosomes. Over-
staining with the counterstaining dye may
quench or diminish the hybridization sig-
nal. Distortion of chromosomal bands
following the FISH procedure can be mini-
mized by performing GTG banding first.
Finally, the problem of background noise
can be considerably alleviated by selecting
narrow excitation band optical filters.

5
Laser-capture Microdissection (LCM)

Molecular examination of pathologically
altered cells and tissues at the DNA,
RNA, and protein level has revolution-
ized research and diagnostics in pathology.
However, the inherent heterogeneity of
primary tissues with an admixture of var-
ious reactive cell populations can affect
the outcome and interpretation of molec-
ular studies. Microdissection of tissue
sections and cytological preparations is
being increasingly used for the isolation
of homogeneous, morphologically identi-
fied cell populations, thus overcoming the
obstacle of tissue complexity.

In conjunction with sensitive analyti-
cal techniques, such as the polymerase
chain reaction, microdissection has aided
in the precise in vivo examination of cell
populations, such as carcinoma in situ
or the malignant cells of Hodgkin’s dis-
ease, which are otherwise inaccessible for
conventional molecular studies. To fur-
ther implement this concept, the National
Cancer Institute developed laser-capture
microdissection. LCM is a technique that
permits the isolation of morphologically
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defined cell populations from specific
microscopic regions in complex primary
tissues using tunable laser beams. Once
captured, the DNA, RNA or protein can
be extracted from the isolated cells for
molecular analyses. The minute samples
may be analyzed by conventional PCR,
reverse-transcription (RT)-PCR or poly-
acrylamide gel electrophoresis for specific
macromolecular changes.

LCM is based on the selective adher-
ence of visually targeted cells and tissue
fragments to a thermoplastic polymer
membrane coating [ethylene vinyl acetate
(EVA)]. The membrane is attached to a
rigid support and is placed in contact with
the dehydrated tissue section. The sys-
tem consists of an inverted microscope,
a solid-state near-infrared laser diode, a
laser control unit, and a joystick-controlled
microscope stage with a vacuum chuck
for slide immobilization, a CCD camera,
and a color monitor. The LCM microscope
may be connected to a personal computer
for additional laser control and image ac-
quisition. The thermoplastic membrane
used for the transfer of selected cells has
a diameter of approximately 6 mm and is
mounted on an optically clear cap, which
fits on a standard 0.5 mL microfuge tube
for subsequent tissue processing. The cap
is suspended on a mechanical transport
arm and placed on the desired area of
the dehydrated tissue section under stan-
dard pressure. After visual selection of the
desired cells guided by the positioning
beam, a selected cell cluster is precisely
activated by a near-infrared laser pulse
that results in focal melting of the EVA
membrane. The absorption maximum of
the membrane is near the wavelength of
the laser. The melted polymer expands
into the section and fills the hollow spaces
present in the tissue. The polymer reso-
lidifies within milliseconds and forms a

composite with the tissue. The adherence
of the tissue to the activated membrane
exceeds the adhesion to the glass slides
and allows selective removal of the de-
sired cells. Laser impulses between 0.5
and 5 ms in duration can be repeated mul-
tiple times across the whole cap surface,
which allows the rapid isolation of large
numbers of cells. The selected tissue frag-
ments are harvested by simple lifting of
the membrane, which is then transferred
to a microfuge tube containing the buffer
solutions required for the isolation of the
molecules of interest.

The minimum diameter of the laser
beam of an LCM microscope is currently
7.5 µm, the maximum diameter 30 µm.
Because most of the energy is absorbed
by the membrane, the maximum temper-
atures reached by the tissue upon laser
activation are in the range of 90 ◦C for sev-
eral milliseconds, thus leaving biological
macromolecules of interest intact.

After the first description of the initial
NIH LCM, it was soon followed by the
development of a commercially available
LCM microscope. Currently, the second
generation of this instrument (PixCell II;
Arcturus Engineering, Mountain View,
California, USA) illustrated in Fig. 6 is
on the market. The technique has proven
to be an effective routine microdissection
technique for subsequent macromolecular
analysis in many laboratories around the
world. LCM has been applied to a wide
range of cell and tissue preparations in-
cluding paraffin wax–embedded material
and fresh and frozen biopsies.

A prerequisite for this technique is the
availability of histological dyes that do
not interfere with downstream analysis of
the sampled genetic material. Ehrig and
colleagues have examined the effect of four
histological nuclear dyes (methyl green,
hematoxylin, toluidine blue O, azure B)
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(a)

(b)

Fig. 6 (a) Arturus PixCell II
Laser-capture Microdissection System
that consists of an Olympus inverted
microscope with 4×, 10×, 20×, and
40× objectives, near-infrared diode
laser, user-selectable 7.5 mm, 15 mm,
and 30 mm spot sizes, CCD color
camera and monitor, image-archiving
workstation. (b) Close-up at the laser
beam to capture a single cell.

on TaqMan polymerase chain reaction
amplification of genomic DNA prepared
from fixed and frozen tissue for laser-
capture microdissection. They concluded
that DNA recovery from LCM-sampled
tissue is independent of the histological
stain chosen to highlight nuclear detail.
The use of immunohistochemical stains
allows the selection of cells according to
phenotypic and functional characteristics.
Depending on the starting material, DNA,
good quality mRNA, and proteins can
be extracted successfully from captured
tissue fragments.

More recently, LCM has been refined to
capture single cells in a specimen. The
capture of individual cells with a new
NIH LCM microscope epi-irradiates the
EVA polymer overlying individual cells
with 1-ms laser pulses focused to 6 µm.
A computer-controlled arm precisely po-
sitions a 40-µm-wide strip of a cylindrical
EVA surface onto a sample with a light

contact force (ca. 0.1 g). The small contact
force and contact area on the film on the
sample diminishes nonspecific transfer to
negligible levels.

With the advent of LCM, cDNA libraries
are being developed from pure cells ob-
tained directly from stained tissue, and
microhybridization arrays of thousands of
genes can now be used to examine gene ex-
pression in microdissected human tissue
biopsies of various specific pathological
lesions, especially malignant neoplasms.
Similarly, the use of LCM is sufficient
to isolate nanogram quantities of high-
quality RNA. Together with the use of
several internal standards and microcap-
illary electrophoresis of input RNA, two
rounds of linear molecular amplification
have been used to generate sufficient quan-
tities of labeled target for hybridization
to high-density oligonucleotide expres-
sion arrays. Results demonstrate that the
technique is reproducible and generates
only modest biasing of the original tran-
script population.

For further details regarding applica-
tions of LCM, the reader is encouraged
to refer to the review article by Fend
and Raffeld. It is an excellent source
for determining the pros and cons of
LCM versus conventional microdissection
methods, and the limitation of technol-
ogy. The review also discusses the cur-
rent applications with references to DNA
analysis, gene expression analysis, global
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expression profiling, and single-cell ap-
plications. With regard to the technology
itself, protocols, sample preparation, and
signing up for training, visiting the fol-
lowing NIH website is recommended.
(http://dir.nichd.nih.gov/lcm/LCM.HTM)

6
Applications of Chromosome and Tissue
Microdissection

A recent three-year period literature review
of the potential uses of DNA (RNA and pro-
tein) obtained by microdissection resulted
in more than 600 reports on the application
of chromosome and tissue microdissec-
tion to generate recombinant DNA clones
from various human, mouse, rat, plant,
and a number of other species. With the
inclusion of LCM, there is a plethora of
articles on the use of RNAs and proteins
derived predominantly from human tissue
archives and biopsies to delineate several
diseases. The applications of microdissec-
tion can be grouped into eight categories.

1. Direct analysis of microdissected chro-
mosomal DNA following PCR amplifi-
cation.

2. Generation of recombinant DNA li-
braries from specific chromosomal re-
gions.

3. Isolation of expressed genes local-
ized to specific regions by probing
cDNA libraries with amplified mi-
crodissected DNA from that region.

4. Study of chromosome abnormalities in
cancer cells

5. Investigation of other specialized chro-
mosomal structures

6. Gene transfer using chromosome
fragments

7. Coupling microdissection with mi-
croarrays and proteomics technologies
(DNA/protein microchips)

8. Incorporation of microdissection tech-
niques in modern pathology

6.1
Direct Analysis of the PCR Product of
Microdissected Chromosome Fragments

If the sequence of the gene of inter-
est is known, gene-specific oligodeoxynu-
cleotide primers can be synthesized and
used in a PCR diagnostic for that gene.
DNA from a microdissected fragment
serves as a PCR template using gene-
specific primers to localize (or exclude)
a gene from that chromosome region.
Also, if the spatial relationship of multi-
ple genes in a specific chromosome region
is known, target sequences can be ampli-
fied by PCR to detect structural alterations
(deletions or rearrangements). In these
experiments, a limited number of chro-
mosome fragments from one region are
dissected and target sequences are am-
plified using site-specific oligonucleotide
primers. The inability to generate a PCR
product using DNA from the affected
region (in the presence of appropriate posi-
tive controls) is indicative of the absence or
rearrangement of the gene in that region.
Using this method, it was possible to map
the breakpoints on chromosome 11 that
are present in a number of translocations
associated with human leukemia. When
a translocation is identified by karyotype
analysis but the chromosome of origin of
the derivative chromosome is ambiguous,
analysis of the microdissected transloca-
tion site may be helpful. One strategy
involves the microdissection of the region
of translocation, followed by in vitro ampli-
fication (PCR) using nonspecific primers.
The PCR product is fluorescently labeled
and hybridized to a normal karyotype to
identify the chromosome that participated
in the translocation. This method (called
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micro-FISH) is rapid and may help identify
complex karyotypes.

A new multicolor-banding technique has
been developed that allows the differ-
entiation of chromosome region–specific
areas at the band level. The technique is
based on the use of differently labeled
overlapping microdissection libraries. The
changing fluorescence intensity ratios
along the chromosomes are used to as-
sign different pseudocolors to specific
chromosome regions. Weimer et al. have
used that advantage and have further re-
fined micro-FISH by combining the tech-
niques of fluorescence in situ hybridization
(FISH) and chromosomal microdissection
in one experiment. Rearranged chromo-
somes were first identified by multicolor-
FISH; the fluorophore-labeled derivative
chromosomes were directly isolated by
microdissection and reverse painted to
identify the breakpoints. Thus, identifi-
cation of the composition, origin, and
breakpoints of rearranged chromosomes
was rapidly accomplished.

6.2
Recombinant DNA Libraries Generated
from Microdissected Chromosome
Fragments

Recombinant DNA libraries can be gen-
erated from microdissected chromosomal
fragments either by direct microcloning
or by PCR-based methods as described
earlier. Although methods in current
use yield libraries that represent only
a small fraction of unique sequences
within the dissected region, these recom-
binant clones can be valuable as entry
sites into poorly defined chromosomal re-
gions. Also, they may be used as probes to
identify and localize clones from genomic
libraries that contain large DNA inserts.
Chromosome microdissection has been

used increasingly in genomic projects to
‘‘fill in’’ specific chromosome regions that
are poorly mapped. Microdissection of a
poorly defined chromosomal region, fol-
lowed by cloning and sequencing unique
sequence clones, could generate a pool
of potential landmarks or tracts of DNA
sequences 200 to 250 bp in length. Such en-
tities, called sequence-tagged sites (STSs), are
potentially useful in establishing a physical
map (at the base sequence level) of human
chromosomes. Chromosome microdissec-
tion may be useful in constructing ‘‘contig
maps’’ (a series of clones representing
overlapping regions of the genome). Mi-
crodissected DNA is cloned and amplified
by PCR and used as a probe to screen
genomic libraries that contain larger DNA
inserts (e.g. cosmid, BAC or YAC libraries)
under conditions that suppress repeat-
sequence DNA.

6.3
Isolation of Transcribed Sequences Using
Microdissected DNA as a Probe

Mapping expressed genes to specific chro-
mosome regions can also be accomplished
using radioisotopically labeled microdis-
sected DNA as probes in hybridization
experiments with appropriate cDNA li-
braries. This calls for sequential screening
of cDNA libraries using plaque hybridiza-
tion methods. More recently, methods
such as the capture approach utilizing
biotin-labeled probes bound to strepta-
vidin with magnetic beads are useful. A
large number of inheritable diseases and
traits have been mapped to chromosome
regions using genetic linkage methods.
The isolation of causative genes can be
rapidly accomplished by using chromo-
some microdissection to generate a library
restricted to DNA sequences from the re-
gion associated with the disease. Once
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clones that are within a million base pairs
of the disease locus have been isolated,
other molecular biological techniques may
be used to isolate the gene of interest.
As an example, chromosome microdissec-
tion was used to isolate a novel oncogene
(eIF-5A2 initiation factor) from human
ovarian cancer. In this disease amplifi-
cation of 3q25–q26 constitutes one of
the most frequent chromosomal alter-
ations. By hybrid selection using 3q26
band-specific DNA, transcribed sequences
(among which eIF-5A2) were isolated from
a primary ovarian cancer containing high-
copy number 3q26.

Table 1 lists a number of disease-
related genes that were isolated by using
microdissection and cloning methods.

Similar chromosome band–specific ex-
pression fragments were obtained from
probe pools generated by microdissection
of murine, bovine, swine, equine, and rice
chromosomes. The pool DNA was used

as probes to screen cDNA libraries of the
respective species.

6.4
Study of Chromosome Abnormalities in
Cancer Cells

Many nonrandom chromosome abnor-
malities are associated with specific cancer
cell types. Microdissection may help ad-
vance our knowledge about the structure
of such aberrant chromosomes and their
behavior during mitosis, as well as de-
lineate cytogenetic aberrations that cannot
be identified by conventional chromosome
analysis. Translocation sites may be micro-
dissected directly and cloned to expedite
the isolation of the causative chimeric
(fusion) gene. Also, regions correspond-
ing to a deletion site may be dissected
from the normal chromosome. Clones
may be used as probes in in situ hybridiza-
tion experiments to delineate whether the

Tab. 1 Recombinant DNA libraries from microdissected chromosome
regions associated with inheritable disorders in human.

Disease Chromosome region

Adenomatous polyposis coli 5q21
Beckwith–Wiedmann syndrome 11p15.5–pter
Cystic fibrosis 7q
Down’s syndrome 21q
Fragile X syndrome Xq27–Xq28
Langer–Giedion syndrome 8q24.1
Meningioma 22q12–q13
Neurofibromatosis type II 22
Prader–Willi syndrome 15q11.1–12
Trichorhinophalangeal syndrome type I 8q23–qter
Wilms’ tumor/anoridia 11p13
Waardenburg syndrome type I 2q33–qter
Multiple endocrine neoplasia type 2A 10p11.2–q21.1
Small-cell lung cancer and renal cell carcinoma 3p14–p21
Angelman syndrome 16p11.2
Ovarian cancer 3q25–q26
Acute nonlymphocytic leukemia 4p
Germ cell Tumors 12p
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isolated sequences fall within the region
encompassed by the deletion. For ex-
ample, using a chromosome 9p–specific
microdissection probe showed chromo-
some 9p anomaly resulting from two
translocations [t(9; 18)(p12; p11.2) and t(1;
9)(p12; p12)] in polycythemia vera patients.
Similarly, chromosome microdissection
and reverse painting of aberrant chromo-
some 2 revealed a 2q33–q35 deletion in
lung hypoplasia.

6.5
Investigation of Other Specialized
Chromosomal Structures

Recombinant libraries from microdis-
sected chromosomes can be very useful
in genetic analysis of specialized chro-
mosome structures, in genomic sequenc-
ing projects, and for the characterization
of disease-related genetic loci. Special-
ized chromosome regions are particularly
amenable to microdissection and cloning.
These regions include common struc-
tures such centromeres and telomeres and
the regions adjacent to these structures,
short arms of acrocentric chromosomes,
translocations, and fragile sites. Also, the
structural basis of light and dark Giemsa
banding as well as of the banding patterns
observed with newer staining methods can
be investigated.

In addition to chromosome band–speci-
fic libraries (probes), microdissection in
combination with reverse-painting fluo-
rescence in situ hybridization (FISH) has
proven to be a very effective method to
identify the origin of less common but im-
portant structures such as homogeneous
staining regions (HSR), marker chromo-
somes, ring chromosomes, small acces-
sory chromosomes (SACs), and directed
isolation and mapping of microsatel-
lite sequences.

Regions of gene amplification (homoge-
neous staining regions) are relatively large
structures that can be microdissected eas-
ily for cloning and molecular analysis. For
example, the chromosomal origin of HSR
in neuroblastoma was identified as coam-
plification of chromosome bands 2p13 and
2p24 by chromosome microdissection and
FISH. A microdissection-specific probe
isolated from HSR in cells of transitional-
cell carcinoma of the bladder revealed
a new region (1p31–p32) that is ampli-
fied in primary tumors in addition to the
previously known regions involving am-
plifications in chromosomes 6p22, 7p11,
9p23–pter.

In myelodysplastic syndromes (MDS),
karyotypic aberrations identify subgroups
of patients with distinct clinical–morpho-
logical features and can be relevant in
risk assessment of developing leukemia.
Often, conventional cytogenetic analysis
is not sufficiently informative due to
the presence of numerous unrecogniz-
able markers. Microdissection of these
markers followed by reverse-paint nor-
mal karyotypes may resolve questions
regarding their origin in cases of MDS
in patients previously treated for cancer.
Ring chromosomes are another exam-
ple of a rare constitutional abnormality
with inconsistent phenotypic features. The
ring chromosomes were characterized us-
ing microdissection in combination with
degenerate nucleotide-primed polymerase
chain reaction (PCR) and reverse paint-
ing (micro-FISH). This method made it
possible to determine the chromosomal
origin of the ring chromosomes in detail
in several diseases and thus to compare
the phenotypes of similar cases. Reverse
painting of microdissected chromosome
6 probe onto normal metaphase spreads
revealed a small deletion of the termi-
nal region of 6q26qter in cases of acute
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myelogenous leukemia. Microdissection
of a ring chromosome in another AML-
M5 case disclosed a (8 : 15) translocation
with overrepresentation of 8q22. The ori-
gin of a ring chromosome in a myxoid
malignant fibrous histiocytoma (MFH)
was also determined by microdissection
and FISH analyses. Hybridization of the
microdissected labeled DNA to normal
metaphase cells revealed that the signal
localized only to 20q. Three signals were
seen in the tumor cells using either the
microdissected 20q probe or the chromo-
some 20 centromeric probe, indicating the
involvement of both the long arm and
the centromere in the ring chromosome.
Small accessory chromosomes (SACs) are
often associated with the centromeres of
other chromosomes. The occurrence of
more than two SACs in a single individual
is extremely rare. Recently, a case of mul-
tiple SACs was reported in two different
tissues of a moderately mentally retarded
male. Microdissection combined with reg-
ular FISH demonstrated that SACs were
derived from the centromeres of different
chromosomes.

6.6
Gene Transfer Using Chromosome
Fragments

Gene transfer into tissue culture cells or
embryos has become an exceptionally use-
ful method for the functional analysis of
the regulatory and coding regions of genes.
These methods are also used to induce
phenotypic changes in cells as well as
in whole organisms. The preferred vehi-
cle for gene transfer and expression is
a cloned gene (usually a cDNA with the
appropriate flanking regulatory regions,
promoters, and enhancers). Alternatively,
whole genomic DNA has been trans-
ferred, usually with dominant selective

markers. Gene-transfer experiments using
microdissected fragments from a specific
chromosome region would have several
potential advantages. Transfer of large
contiguous DNA stretches from microdis-
sected chromosome fragments allows the
gene to be presented ‘‘in context’’ – that
is, with its own promoters, enhancers,
control regions, and introns. These DNA
sequences may be critical to the appro-
priate cell-type-specific expression of the
transgene. The gene or locus of interest
does not have to be identified, isolated, and
cloned prior to gene transfer. This abil-
ity would be particularly advantageous in
cases of a disease-related locus that was
mapped genetically to a chromosome band
by linkage analysis but was not further
characterized. The transfer of genes into
embryos through the mediation of chro-
mosome fragments may be a useful tool
in generating animal disease models and
in confirming genetic linkage studies that
map disease-causing genes to specific re-
gions. To be transferred to an animal,
however, the disease must behave as a pos-
itive dominant-acting genetic trait; it may
not be associated with a structural deletion.
An obvious disadvantage of chromosome
fragment–mediated gene transfer is that
only single-copy gene transfer is techni-
cally feasible. There are several reasons
for this limitation. One would be the size
and amount of DNA accepted by the re-
cipient cell and the labor-intensiveness of
the methodology. Two, physical manipu-
lation of large stretches of microdissected
DNA and microinjection would undoubt-
edly result in shearing of DNA into smaller
fragments. Although this method will re-
sult in position-independent integration,
the transferred DNA will be subject to
DNA methylation, controlled by genotype-
specific modifiers, as occurs with other
transgenes. Richa and Lo reported the first
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gene-transfer experiment in 1989. Human
centromeric DNA was successfully trans-
ferred to fertilized mouse ova and was
detected in blastocysts, 15-day embryos,
and a mouse was derived from an in-
jected ovum. Microinjection of insoluble
or partially solubilized chromatin particles
is likely to be an inefficient vehicle for
gene transfer. A microscope stage such as
that designed by Hagag and Viola would
overcome this problem. The circular ro-
tating stage accommodates a depression
slide to collect chromosome fragments
and a culture dish to contain fertilized
ova (Fig. 2b). The stage permits the col-
lection of a large number of fragments.
The DNA is solubilized using trypsin or
proteinase K in a small aqueous drop that
is placed under oil. Soluble DNA is then
used in microinjection of ova during the
same setting.

6.7
Coupling Microdissection with Microarrays
and Proteomics Technologies
(DNA/Protein Microchips)

The microarray expression analysis system
has become one of the most widely used
functional genomic tools. The system has
features that make it widely used for
profiling mRNA expression. Microarrays
are constructed by mechanically arraying
PCR-amplified cDNA clones or genes
representing the collection of genes to be
assayed at a high density on derivatized
glass microscope slides. A relatively simple
x-y-z stage robotic system is used to
spot an entire set of genes from a
microbial genome or tens of thousands of
eukaryotic cDNA clones. The microarrays
are queried in cohybridization assays using
two or more fluorescently labeled probes
prepared from the cellular phenotype
of interest.

Hybridization is assayed using a confo-
cal laser scanner to measure fluorescence
intensities, which allows simultaneous de-
termination of the relative expression lev-
els of all the genes represented in the array.
Expressed sequence tags (EST) are single-
pass, partial sequences of cDNA clones
used for gene discovery, identification,
and mapping in humans and other organ-
isms. Generally, cDNA clones are selected
to represent as many unique transcripts
as possible. The two most widely used
ESTs are UniGene at the National Cen-
ter for Biotechnology Information (NCBI)
(http://www.ncbi.nlm.nih.gov/UniGene)
and the Institute for Genomic Re-
search (TIGR) Human Gene Index
(http://www.tigr.org/tbd/hgi/hgi.html).
Readers new to this technology may
consult the excellent concise guide by
Hegde et al. The article offers a discus-
sion of protocols, instrumentation, and
data analysis. Several microarray systems
are commercially available in the mar-
ket. The ScanArray 3000 (GSI Lumonics,
Watertown, MA, USA) and Biorad Ver-
sArray (www.bio-rad.com/versarray) are
examples. The affymetrix (Santa Clara, Cal-
ifornia) DNA chip is widely used.

A recent study has put to use the
combination of microarrays and microdis-
section to elucidate the distinct molecular
changes that occur at each progressive
stage of prostate cancer. The cDNA gen-
erated from prostate cancer (tumor) and
benign tissue (reference) samples were
labeled with distinguishable fluorescent
dyes and hybridized to a cDNA microarray
consisting of known sequence motifs, each
representing a gene of interest. The cDNA
microarray was analyzed using a scanner,
and fluorescence ratios were determined
for each gene. Ratios were then imported
into a database and analyzed using statisti-
cal algorithms. The data surveying method



Chromosome, Microdissection and Microcloning 49

assigns color intensity to ratios of gene
expression: for example, shades of red
represent genes that are upregulated in
prostate cancer (1–4 fold increase); shades
of green are downregulated (1–4 fold de-
crease); black, genes that are unchanged
between tumor and benign tissue; gray,
missing elements (not present). Selected
genes were then validated at the transcript
level using Northern blot or RT-PCR or at
the protein level with immunoblots.

Similarly, the feasibility of combining
LCM and cDNA microarray hybridiza-
tion has been demonstrated in several
reports showing reproducible differences
in gene expression between normal and
pathologic tissue samples. Furthermore,
a combination of LCM, cDNA arrays,
and real-time quantitative PCR was used
to show altered gene expression pat-
terns at various stages of breast cancer
progression. Several expression libraries
from purified cell populations derived
from microdissected normal, preneoplas-
tic, and neoplastic breast, prostate, ovary,
lung, and liver tissues with large num-
bers of partially sequenced clones are
already available at the CGAP website.
(http://www.ncbi.nlm.nih.gov/ncicgap)

Knowledge of the gene sequence or the
quantity of gene expression using DNA
chips is not sufficient to predict the bio-
logical nature and function of a protein.
The identification and quantitation of ex-
pressed proteins is more challenging. Pro-
teomics is the global analysis of expressed
proteins (including posttranslational mod-
ifications) and seeks to establish the
relationship between genome sequence,
expressed proteins, protein–protein inter-
actions, and cell and tissue phenotype.
The benefit of global protein analysis is
immense because identification of distinc-
tive protein signatures associated with cell
function may provide novel therapeutic

targets, molecular markers of disease, and
increased understanding of determinants
of cell phenotype.

Proteomics-based profiling uniquely al-
lows delineation of global changes in
protein expression patterns resulting
from transcriptional and posttranscrip-
tional control, posttranslational modifi-
cations, and shifts in proteins between
different cellular compartments. Some of
the current technologies for proteome pro-
filing and the application of proteomics
to the analysis of tumor tissues are be-
ing used concurrently with microdissec-
tion. Given that comprehensive expression
profiles obtained using genomics and
proteomics are highly complementary, a
combined approach to profiling may well
uncover expression patterns that could
not be predicted using a single approach.
Hanash used LCM and high-throughput
microarrays/proteomics to study in paral-
lel with Alzheimer’s disease and showed
that consistent with cDNA microarray
evidence, the expression of proteins in-
volved in synaptic activities was also al-
tered in the brains of early Alzheimer’s
disease cases. The study demonstrated
that protein chip arrays can be used
to examine sequential changes in dis-
tinctive gene expression patterns in the
brain as a function of the progression of
Alzheimer’s disease.

Currently, the most widely used pro-
teomic tool for analysis of disease is two-
dimensional protein gel electrophoresis
(2-DE), which can display protein expres-
sion patterns to a high degree of resolution.
2D-PAGE is being complemented by new,
exciting approaches to multiparametric
protein characterization. As an alterna-
tive, an equally powerful technology is
being employed to generate protein expres-
sion patterns from whole tissue extracts.
The technology uses surface-enhanced
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laser desorption/ionization (SELDI) that
allows the retention of proteins on a
solid-phase chromatographic surface (Pro-
teinChip Array) with direct detection
of retained proteins by time of flight-
mass spectrometry (TOF-MS). The use
of rapid, high-throughput mass spectro-
metric–based fingerprints of peptides and
proteins may prove valuable for new
molecular classification of human tumors
and disease stages. Coupled with laser-
capture microdissection, high-density pro-
tein arrays, antibody arrays, and small
molecular arrays could have a substantial
impact on proteomic profiling of human
malignancies.

Differentially expressed proteins in nor-
mal and neoplastic tissues were recently
analyzed by von Eggeling et al. by com-
paring the protein expression patterns
generated using SELDI-based TOF-MS
in cases of renal cell carcinoma, periph-
eral and central tumor tissue, as well
as four microdissected cases of cervi-
cal intraepithelial neoplasia and three
microdissected cases of cervix uteri car-
cinoma. By applying ProteinChip array
technology, it was possible to investi-
gate simultaneous and complex changes
associated with tumor development and
progression at the protein level in sev-
eral cancers. In their landmark article,
Petricoin et al. declared that the ultimate
goal of proteomics is to translate the
bench-side promise into bedside reality.
It is to characterize the information flow
through protein networks. This informa-
tion can be a cause, or a consequence,
of disease processes. Using cancer as
a model disease, clinical proteomics ap-
plications are being developed to detect
cancer earlier, to discover the next genera-
tion of targets and imaging biomarkers,
and finally to tailor the therapy to the
patient.

6.8
Incorporation of Microdissection
Techniques in Modern Pathology

The last decade has witnessed a ‘‘molecu-
lar’’ revolution in pathology. Demonstrat-
ing that transcription of specific single
genes or small gene sets and their protein
products by in situ hybridization and im-
munocytochemistry has become routine
in diagnostic and experimental pathology
laboratories. A perhaps greater revolution
is imminent with the application of more
recently established and emergent tech-
nologies. These include new approaches
to polymerase chain reaction (PCR); si-
multaneous studies of multiple genes and
their expression using oligonucleotide and
cDNA arrays; serial analysis of gene ex-
pression (SAGE); expressed sequence tag
(EST) sequencing, subtractive cloning, and
differential display; high-throughput se-
quencing; comparative genomic hybridiza-
tion, multiplex fluorescence in situ hy-
bridization (FISH) (spectral karyotyping);
reverse chromosome painting; and knock-
out and transgenic organisms. Laser mi-
crodissection and micromachining, and
new methods in bioinformatics, ‘‘data
mining,’’ and data visualization are added
to the list. The use of any combina-
tion of these molecular methods will
profoundly change diagnosis, prognosis,
and treatment targeting oncology and
will elucidate fundamental mechanisms
of neoplastic transformation. Individual
susceptibility to specific diseases will be-
come assessable and screening will be
refined.

Microdissection of chromosomal tran-
slocations, breakpoints, HSR, marker
and ring chromosomes, micronuclei, and
reverse-painting normal metaphase chro-
mosomes have shed light on the origin
of these aberrations. Table 2 presents a
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Tab. 2 Disease-specific chromosomal regions mapped by
microdissection methods.

Disease Chromosomal region

Adenocarcinoma of the lung 9q, 16p
Acute myelogenous leukemia (ETO gene) 8q22
Autism/mental retardation 4q21
Basal cell carcinoma 9q22.3
Cervical carcinoma 6p21.3
Colorectal carcinoma 5q, 18q
Congenital heart defect 6p22.1–6pter
Ductal carcinoma breast 11q22–q23
Esophageal adenocarcinoma 4q32–33
Glioma 10q23.3
Melanoma 10q24–25
Ovarian cancer primary 3q25–q26
Ovarian cancer metastatic 3p25–p26
Pancreatic carcinoid 8p12–22
Prostate carcinoma 16q
Psychomotor/growth retardation 13q22–q32, 5q31.3q33.3
Small-cell lung carcinoma 3q13.2
Urinary bladder carcinoma (EGFR gene) 7p11–p12

sample of the numerous lesions/diseases
for which chromosomal aberrations have
been mapped by various microdissection
techniques. In some instances, a specific
gene has been identified as being po-
tentially involved in the etiology of the
disease. In other instances inactivation
or absence of tumor suppressor genes
are being sought as the cause of the
disease.

How is functional genomics likely to
impact on the pathology laboratory? Im-
portant aspects of functional genomics in
the post genome era include the LCM,
DNA and cDNA microarrays, proteomic
methods, collaborative human tissue bank-
ing, tissue microarrays, and pathobioin-
formatics. The role of mass spectroscopy
in the analysis of RNA, DNA, and pro-
tein has expanded. The recent combina-
tion of LCM and high-throughput cDNA
microarrays provides a unique opportu-
nity to generate gene expression profiles

of cells from various stages of tumor
progression as it occurs in the actual
neoplastic tissue milieu. This combina-
tion was put to use to monitor in vivo
gene expression levels in purified normal,
invasive, and metastatic breast cell pop-
ulations from a single patient. Expression
profiles were verified by real-time quantita-
tive PCR and immunohistochemistry and
were proven to be generally applicable to
the study of progression of malignancy.
Rubin has used LCM, cDNA microar-
rays, and tissue microarrays to validate
the presence of differentially expressed
genes in various stages of prostate can-
cer. Pasinetti et al. conducted a large-scale
gene expression profiling study using LCM
and a number of tumors and their nor-
mal counterparts (e.g. tumor and normal
oral epithelium). About 600 genes were
found to be associated with oral can-
cer. These included oncogenes, tumor
suppressor genes, transcription factors,
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xenobiotic enzymes, metastatic proteins,
differentiation markers, and genes that
have not been implicated in oral can-
cer. A conglomerate of such genes may
create a database that provides a verifiable
global profile of gene expression during
carcinogenesis.

7
Summary

Chromosome and tissue microdissec-
tion and microcloning technologies have
proven to be powerful tools that made
possible the isolation of new genes from
chromosomal regions in several human
genetic disorders. Three different tech-
niques to perform chromosome microdis-
section and a number of alternatives to
isolate and characterize microdissected
DNA are presented. Also, the more recent
technology of laser-capture microdissec-
tion is discussed. LCM has added to our
ability to isolate DNA, RNA, and protein
from a minute number of homogeneous
cell populations. Advances in PCR and
FISH methods have substantiated the use
of microdissection in many applications.
Indeed, the combination of these technolo-
gies has facilitated the isolation of several
novel genes from infinitesimal amounts of
DNA or tissue, a task that would not be pos-
sible using conventional methods. More
recently, microdissection is being coupled
with microspot technologies (DNA and
protein microchips). These combinations
will undoubtedly expedite the identifica-
tion of disease-specific genes and markers
via global expression profiling.

See also Gene Distribution in the
Human Genome; Genetics, Molec-
ular Basis of.
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Chiral
Possessing a nonsuperposable mirror image (like left and right hands).

Chromophore
Chemical moiety that absorbs light through excitation of one of its electrons.

Circular Dichroism
The differential absorption of left- and right-circularly polarized light.

Circularly Polarized Light
The resultant from combining two beams of linearly polarized light (vide infra) of equal
intensity, but orthogonal polarizations, with a phase difference of a quarter of
a wavelength.

Linearly Polarized Light
A beam of light in which the electric fields of all the photons oscillate in the same plane
(also called plane-polarized light).

Optical Rotation
The rotation of plane-polarized light by a chiral compound (equivalent to circular
birefringence).

� Proteins are chiral objects. Elements of local, regular structure, called secondary
structure, within proteins have a distinct handedness. For example, α-helices are
mostly right-handed. Proteins absorb ultraviolet light, exciting electrons into high-
energy states. Plane-polarized light (such as that created by Polaroid sunglasses)
is light that propagates in only a single plane. It is possible to generate circularly
polarized light. Left- and right-handed circularly polarized light may be considered
as two components of plane-polarized light. When plane-polarized light passes
through a chiral medium, its plane of polarization is rotated. If the light excites an
electronic transition, a chiral molecule will absorb the left- and right-handed circularly
polarized components differently. This differential absorption is termed circular
dichroism. Circular dichroism spectroscopy may be used to estimate quantitatively
the secondary structure content of proteins, giving the fraction of residues in α-
helices, β-sheets, turns, and in coil conformations. It is widely used to characterize
proteins under equilibrium conditions and to measure the kinetics of protein folding
and unfolding.
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1
Chirality and Polarized Light

At a molecular level, much of matter is
asymmetrical, like our left and right hands,
which are mirror images. In the world
of organic chemistry, many compounds
have chiral centers, typically carbon atoms
bonded to four different atoms or groups.
Chiral compounds have two forms (left-
and right-handed), which cannot be su-
perimposed on each other by rotation,
although they have the same chemical
composition. The asymmetric character
of chiral compounds induces different in-
teractions with electromagnetic radiation,
which gives rise to optical activity.

A beam of natural light is a set of
electromagnetic waves propagating in a
single direction, but with all possible
orientations perpendicular to the direction
of propagation. When it passes through a
linear polarizer, only a single orientation
is selected and we get linearly polarized
light. It may be divided into two chiral
components of equal intensity, left- and
right-circularly polarized light (Fig. 1). The
electric vector of each circularly polarized
component rotates along the direction of
propagation. The overall effect of these two
vectors is a planar sinusoidal wave.

Circular dichroism (CD) spectroscopy
is the differential absorption of left- and
right-circularly polarized light by a chi-
ral medium. When linearly polarized
light passes through achiral molecules,
the absorption of left- and right-circularly
polarized light is equal and no CD spec-
trum results. However, when the medium
comprises chiral molecules, such as pep-
tides, proteins, or DNA, there is differential
absorption. The resultant of these two com-
ponents is an ellipse with a specific optical
rotational angle (Fig. 1). CD spectroscopy
is based on the observation of optical

rotation or circular birefringence, which
can reflect detailed information about
the three-dimensional conformation of
biomolecules. The differential absorption
arises because the left- and right-handed
circularly polarized components experi-
ence different refractive indices on passing
through chiral molecules.

The absorbance of light by a sample is
given by the Beer–Lambert law:

A = log
(

I0

I

)
= εcl (1)

where A is the absorption, c is the concen-
tration in mol dm−3, I0 is the intensity of
the incident light, l is the pathlength in cm,
and ε is the molar absorption coefficient in
units of dm3 mol−1 cm−1. The differential
absorption is then

�A = AL − AR = (εL − εR)cl = �εcl
(2)

where �ε is the difference in the molar
absorption coefficients for left- and right-
circularly polarized components. This may
also be described, removing the linear
dependence on pathlength and solute
concentration, by

�ε = εL − εR = θ

cl
(3)

where θ is the ellipticity in degrees. The
ellipticity is equal to the ratio of the minor
radius to the major radius of the now
elliptically polarized light, that is A/B, as
shown in Fig. 1, and it is related to the
differential absorption by

θ = 32.98 �A (4)

For a peptide or protein, the mean residue
ellipticity in units of degree cm2 dmol−1 is
defined as

[θ ] = 100
θ

cl
= 3298 �ε

= θ × 0.1 × MRW

cl
(5)
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EL ER
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Fig. 1 (a) shows linearly polarized light
with equally intense left- and
right-polarized components (EL and
ER). (b) Shows circularly polarized light
with unequal left- and right-circularly
polarized components. θ is the ellipticity
and is the ratio of the minor axis to the
major axis of the ellipse (A/B); α is
called the optical rotation.

where c is the concentration in mg ml−1;
MRW is the mean residue weight, which
is equal to molecular mass/(N − 1); N is
the number of amino acid units and is
typically one more than the number of
peptide bonds, giving rise to the factor
of N − 1. The mean residue ellipticity
is independent of the pathlength and
concentration.

Although optical rotation is a dispersive
measurement requiring the measurement
over the complete spectrum, experimen-
tally the measurements are confined to
a relatively narrow wavelength range. In
principle, CD can be measured with any
frequency of electromagnetic radiation.
However, in practice, most CD spec-
tra are recorded in the ultraviolet–visible
(UV–vis) region arising from electronic
transitions. Since the early 1980s, new
developments in optical and electronic
technology have enabled optical activity
measurements to be extended into the

vibrational spectrum using both infrared
and Raman techniques. We will focus on
electronic CD, which is more commonly
used, and will give only a brief description
of vibrational optical activity.

2
Electronic Circular Dichroism

CD spectra arise from transitions that
are electrically and magnetically allowed.
When an electron of a molecule is ex-
cited from the ground state to a higher
energy state, there is a change in the
electric field of the radiation or the mag-
netic field or both. The change of the
electric field causes a linear rearrange-
ment of the electrons. The net linear
displacement of charge during the transi-
tion is called the electric transition dipole
moment, µ. The magnetic field change
induces a circular rearrangement of elec-
tron density. The net circulation of charge
is termed the magnetic transition dipole
moment, m. In electronic absorption spec-
troscopy, bands arise from transitions that
are either electrically allowed and magnet-
ically forbidden or magnetically allowed
and electrically forbidden. The oscilla-
tor strength, f , is proportional to the
square of the electric transition dipole mo-
ment, µ2, and corresponds to the area
under a band in an electronic absorp-
tion spectrum. The rotational strength of
a band in a CD spectrum is analogous
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to the oscillator strength in electronic
absorption spectroscopy. It is related to
the product of the electric and mag-
netic transition moments and corresponds
to the area under the band in the
CD spectrum.

Electronic CD spectra may be divided
into the far UV region (180–250 nm),
the near UV region (250–300 nm), and
the UV–vis region (300–700 nm). Absorp-
tion in the far UV region is dominated
by the excitation of electrons on amide
chromophores. It furnishes information
on secondary structure (Fig. 2). In the
near UV region, the CD arises from
side-chain chromophores, such as aro-
matic groups and disulfide bonds. In
this region, CD spectra can provide in-
formation on protein tertiary structure.
The UV–vis region reflects the confor-
mation and environment of the protein.
Transitions in this region arise from chro-
mophoric prosthetic groups, such as the
heme group.

2.1
Far Ultraviolet

Peptide bonds are the key chromophores
in proteins. To appreciate the origin of the
CD of proteins, one needs to understand
the electronic structure of the peptide
bond. The valence shell of the peptide
bond comprises four π electrons in three
π orbitals (π+, π0, and the unoccupied
π∗) and two electron pairs in two lone-
pair orbitals (n and n′). The nπ∗ and
π0π

∗ electronic transitions of the peptide
chromophore occur in the far UV region.
The lowest energy transition is the nπ∗
transition, which is polarized along the
carbonyl bond. It is an excitation of an
electron from a lone pair on the oxygen
atom to an antibonding π orbital and
occurs at 210 to 230 nm. It is magnetically
allowed and electrically forbidden (Fig. 3).
The transition energy is sensitive to
the extent of hydrogen-bonding to the
oxygen atom. In the lower symmetry of
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respectively; the spectra are plotted from the freely available
experimental data.
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CCa

N Ca

H

OO
mNV1 (−55°)

mNV2 (60°)

mnp* Fig. 3 The nπ∗ and ππ∗
transitions of the peptide
chromophore in the far UV
region. µ is the electrical
transition dipole moment. m is
the magnetic transition
dipole moment.

a protein, the nπ∗ transition is not strictly
forbidden, but it is very weak. In solvents
that lack hydrogen-bond donors, the nπ∗
transition appears near 230 nm, while in
aqueous solution, it is around 210 nm.
The n′π∗ transition occurs at ∼140 nm
and is polarized perpendicular to the
carbonyl bond.

The ππ∗ transitions at 190 and 140 nm
are electrically allowed. The first ππ∗ tran-
sition, the NV1 band, involves excitation
of an electron from the nonbonding π

orbital, π0, to the π∗ orbital. In sec-
ondary amides, the NV1 band is observed
around 185 to 190 nm, whereas in ter-
tiary amides, it is closer to 200 nm. The
second ππ∗ transition, the NV2 band, at
140 nm involves electronic excitation from
the bonding π orbital, π+, to the π∗ or-
bital. The transition dipole moments of the
two ππ∗ transitions in secondary amides
are approximately parallel (NV1) and per-
pendicular (NV2) to the C–N bond. The
electric transition dipole moment of the
π0π

∗ transition (NV1) is about 3.1 D and
that of the π+π∗ transition (NV2) is about
1.8 D. In an α-helix, the electric dipole
coupling of the π0π

∗ (NV1) transitions on
neighboring residues results in two bands
in the CD spectrum, one at ∼190 nm
and the other, a long-wavelength com-
ponent, at ∼208 nm. Interactions among

the amide nπ∗ and ππ∗ transitions in a
peptide are relatively delocalized and are
significantly affected by environmental or
local perturbations.

The arrangement of peptide bonds in a
protein largely determines its CD spec-
trum in the far UV. The main-chain
dihedral angles define the relative orien-
tation of the backbone chromophores. If
the dihedral angles for each amino acid
residue were the same, the protein would
form a perfectly regular helix (a β-strand
may be viewed as a very narrow helix).
Alternatively, an arbitrary set of (sterically
allowed) dihedral angles would generate a
random coil conformation. In reality, most
secondary structures lie between these two
extremes. The origins of the electronic CD
of proteins can be understood by dividing
the biopolymer into subunits, which do
not have significant electronic exchange
among them. This basic concept under-
lies theoretical calculations of protein CD
spectra. Protein CD spectra arise from
three types of interactions between ππ∗
and nπ∗ transitions of amides. Exciton
interactions occur between degenerate or
nearly degenerate ππ∗ transitions on dif-
ferent peptide groups. An nπ∗ transition
and a ππ∗ transition on different peptide
groups may mix; this is also referred to as
µ–m coupling. Finally, the nπ∗ and ππ∗



Circular Dichroism in Protein Analysis 61

transitions on a single peptide group may
mix – an interaction known as the one-
electron effect. In an infinite helix, exciton
interactions of ππ∗ transitions on differ-
ent peptide groups lead to three allowed
transitions, one polarized parallel to the
helix axis and two degenerate (equal en-
ergy) bands polarized perpendicular to the
helix axis.

2.2
Near Ultraviolet

The near UV region, 250 to 300 nm, is
also called the aromatic region. Because the
peptide absorption in this area is at least
an order of magnitude weaker than in the
far UV region, a small number of aromatic
chromophores have a distinct advantage.
Bands in this region are due to ππ∗
transitions from the aromatic side chains
of histidine, phenylalanine, tyrosine, and
tryptophan and nσ ∗ transitions from disul-
fide groups. The indole of tryptophan has
two or more transitions in the range of 240
to 290 nm with a combined maximum
extinction coefficient εmax(279 nm) ∼
5600 dm3 cm−1 mol−1; tyrosine has
one transition with εmax(274 nm) ∼
1400 dm3 cm−1 mol−1 and phenylalanine
has one transition with εmax(258 nm) ∼
190 dm3 cm−1 mol−1. The cystine disul-
fide bond absorbs from 250 to 270 nm with
εmax ∼ 300 dm3 cm−1 mol−1. The near
UV CD also reflects the environment of
aromatic groups. For example, the most
red-shifted tyrosine feature should be due
to tyrosine(s) in a highly polarizable envi-
ronment, while the most blue-shifted are
due to exposure to solvent. Although tryp-
tophan has the most intense transition in
this region, usually proteins have few tryp-
tophans compared to the other aromatic
groups, so the region tends not to be dom-
inated by tryptophan transitions.

The disulfide group of cystine in
many extracellular proteins has two well-
characterized nσ ∗ electronic transitions in
the near UV region. The wavelengths de-
pend on the dihedral angle of the disulfide
band. This dihedral angle is normally ap-
proximately 90◦ in proteins, and the two
nσ ∗ transitions are degenerate, giving a
single broad absorption band near 260 nm.
As the dihedral angle deviates from 90◦,
the degeneracy is broken and one tran-
sition shifts to higher energy, with the
other moving to lower energy. Disulfide
contributions to a near UV CD spectrum
are distinguishable from those of aro-
matic side chains, because the former are
much broader.

3
Vibrational Circular Dichroism

Vibrational optical activity consists of
two complementary spectroscopic areas,
vibrational circular dichroism, and vi-
brational Raman optical activity. Both
spectra show the differential response to
left- versus right-circularly polarized ra-
diation due to a vibrational transition
in a chiral molecule. Vibrational circular
dichroism (VCD) arises from simultane-
ous changes in the electric and mag-
netic dipole moments of the molecule
due to the nuclear motion. The vibra-
tional transition is between the g0 and
g1 vibrational sublevels of the ground
electronic state. The transition dipole cou-
pling is highly dependent on peptide
secondary structure. Because the interpre-
tation of VCD depends on band shape, it is
less susceptible to error from frequency
shifts arising from nonstereochemical
sources.

The amide I band (amide I′ in D2O),
due to primary C−O stretch, is the most
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characteristic and the easiest to iden-
tify with VCD. Its frequency is relatively
free of overlapping transitions from other
parts of the molecule. An α-helix has a
major positive peak at ∼1640 cm−1. An
antiparallel β-sheet has a split amide I′
band, with a major, sharp positive peak at
∼1615 to 1620 cm−1 and a weaker pos-
itive one at ∼1690 cm−1. Random coil
conformations give a broad positive peak
at ∼1650 cm−1 and a positive trough at
∼1620 cm−1, which is quite universal in
band shape and intensity in most oligo-
and polypeptides.

The amide II band is a mixture of
N−H deformation and C−N stretch. The
differences among α-helix, β-sheet, and
random coil are less clear than those
with the amide I band. The distinct
feature of the amide II VCD for the α-
helix is a dominant negative band; for
β-sheet one observes a negative couplet
and for random coil there is a weaker
intensity positive band. The amide III
band of an α-helix is mostly positive
in the region of ∼1350 to 1250 cm−1,
and for β-sheet it is mostly negative in
the same region. The amide III band is
more sequence dependent, which affects
its ultimate utility for peptide backbone
conformational analyses.

VCD provides complementary data to
electronic CD. The spectra are richer
in information, but the instrumenta-
tion is not as developed or as widely
used as that for electronic CD. The ro-
tational strengths of vibrational transi-
tions are much less intense than those
of electronic transitions, which makes
it a challenge to achieve the necessary
signal/noise ratio. The technique has
clear promise, but for the remainder of
our discussion, we shall focus on elec-
tronic CD.

4
Estimation of Secondary Structure Content

The three-dimensional conformation of a
protein can be specified by the dihedral an-
gles of the backbone. Hydrogen-bonding
patterns and particular values of dihedral
angles lead to regular, local elements of
structure, known as secondary structure.
Secondary structures can be grouped into
α-helices, β-sheet, β-turn, and random
coil. As most peptides and proteins are
mixtures of these four basic secondary
structures, the overall mean residue el-
lipticity at a specific wavelength, [θ(λ)], is
the sum of contributions from each sec-
ondary structure. It can be calculated by
the equation:

[θ(λ)] = fα [θ(λ)]α + fβ [θ(λ)]β + fγ [θ(λ)]γ

+ fR[θ(λ)]R + noise (6)

which is based on the fraction of each
secondary structure type: α-helix (fα), β-
sheet (fβ ), β-turn (fγ ), and random coil (fR).
As a first approximation, the CD spectrum
of a protein is the sum of the appropriate
percentages of each component spectrum,
but the relative arrangements of structural
units and motifs may also contribute to the
observed CD spectrum.

There are many computer programs
that can analyze CD spectra to estimate
protein secondary structure content. The
major methods are either algorithm-based
or rely on databases. The former includes
constrained least squares, normalized least
squares, singular value deconvolution,
parameterized fit and neural networks.
Frequently used software packages are
SELCON3, CONTIN, and Varslc. Database
approaches are available in SELCON3,
CONTIN, and SELCON. Most of these
facilities can be found on the web site:
http://www.cryst.bbk.ac.uk/cdweb.
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The variable selection-self-consistent
program SELCON provides analysis based
on a database of 17 proteins. In SELCON,
the proteins in the database are arranged
in an order of increasing root-mean-square
difference from the spectrum; the spec-
tra least like the spectrum of interest
are deleted to increase the speed. Then
the program utilizes the observation that
prediction improves when the protein is
included in the basis set. The initial guess
of the structure of the protein is made,
and the secondary structure of the protein
is then determined. The solution replaces
the initial guess and the process is repeated
until self-consistency is attained. This pro-
gram gives a fairly accurate estimation of
α-helix, β-sheet, and β-turn of globular
proteins based on CD spectra between 240
and 200 nm. However, it overestimates α-
helix and underestimates β-sheet when
polypeptides have high β-sheet content.

The neural network program, K2D, uses
a learnt mapping between spectra and sec-
ondary structure content to analyze new
experimental spectra. It was trained on
input data, which were CD spectra rep-
resented as 41 inputs corresponding to
the intensities at the wavelengths between
240 and 200 nm. The output units formed
a self-organized map, which could be
analyzed to give fractional weights of pro-
tein secondary structures. In the training
phase, the weighting of each wavelength
is altered, until the error between the
calculated and actual secondary structure
content for the training data is mini-
mized. For a new spectrum, the data
are fed through the network using the
adjusted weights to give an estimate of
the secondary structure content. The K2D
program predicts the secondary structure
content fairly well, but does not give a
matched spectrum. A different type of neu-
ral network was used, in which the output

units gave directly the fractional secondary
structure content: α-helical, parallel and
antiparallel β-sheet, β-turn, and others.
The network was trained on 13 spectra,
each represented as 83 inputs correspond-
ing to the intensities from 178 to 260 nm.

Each of these methods and programs
has its advantages and disadvantages.
Even when a method provides a good
match between the calculated spectrum
and the experimental data, it may not
necessarily provide the best estimation
of protein secondary structure content.
Among these methods, SELCON may
perform better than the others. Most of
these programs usually estimate α-helical
content well, but underestimate β-sheet
and β-turn contents.

5
Experimental Aspects

5.1
Instrumentation

Nowadays, measuring CD is routine work
in many laboratories. There are four man-
ufacturers of CD instruments. Aviv and
Associates (Lakewood, New Jersey) has
Cary 61 and 62 CD instruments with a
photoelastic modulator, modernized elec-
tronics, and a computer control system.
JASCO (Easton, Maryland and Tokyo)
makes J710 and J720 spectrometers. Jobin-
Yvon (Longjumeau, France) manufactures
the JY Mark VI and OLIS (On-Line Instru-
ment Systems, Bogart, Georgia) offers the
Cary 61 and 62 CD instruments. CD ac-
cessories for stopped-flow instruments are
available from Applied Photophysics Ltd.
(Leatherhead, UK) and Biologic (Greno-
ble, France).

Most instruments use a single beam.
In Eq. (2), the intensity of the incident
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light, I0, does not appear for calculation
of absorbance, so there is no need
for a reference beam in measurements.
However, a new double-beam instrument
made by OLIS using sample and reference
beams permits direct calculation of the
CD signal. This technique reduces drift
over time and factors such as lamp
fluctuations are negated, since they affect
both beams equally.

The light source is usually a 150 or 450 W
xenon arc, which provides a continuous
spectrum from the edge of the vacuum
UV into the infrared region. Linearly
polarized light from a monochromator
passes through a modulating device, a
photoelastic modulator, which converts
the plane-polarized light to circularly
polarized light, alternating between left-
and right-circularly polarized light at the
modulation frequency. In the detection
end of the spectrometer, the light intensity
is also modulated at the same frequency as
the incident light.

A different modulation method, digital
subtraction, is used by OLIS. The unique
aspect of this method is that both of the two
diverging orthogonally polarized beams
are rotated by 180◦. Then, the digitized
signals from the two photomultiplier tubes
are combined in such a way as to yield
the CD signal directly and to cancel
the contributions of noise. So, in this
system, the absolute CD is measured and
no calibration is required. However, one
shortcoming is that the two beams pass
through different parts of the sample and
the cuvette; the significance of this is
still uncertain.

The cooling system of the instruments
is usually water or a narrow bore central
heating system pump with car radiator
cooling fluid. If it is possible, an air-
cooled lamp may give better performance.
Nitrogen flow is needed to avoid the

creation of ozone, which reacts with
surfaces of the mirrors. Nitrogen may
also keep oxygen from entering the
sample compartment, as it absorbs the
incident light.

High quality quartz cuvettes, which
transmit the full wavelength range of
UV–vis light, are required for CD ex-
periments. Cuvettes have rectangular and
cylindrical shapes. A cylindrical cuvette
has lower birefringence than a rectangular
shaped one. However, rectangular cells are
more often used especially in titration ex-
periments. Different pathlength cuvettes
are used for measurements at different
wavelengths. Ten and 1 mm pathlengths
cannot be used for wavelengths under 200
and 190 nm respectively. For shorter wave-
lengths, and for more strongly absorbing
solvents at longer wavelengths, cells of
0.1 or 0.05 mm are necessary. For these
cells, as the total volume is small, a higher
concentration is demanded to keep ab-
sorbance of more than 1.0.

5.2
Measurements

For measurements in the far UV, solvent
absorbance is not negligible, even with
aqueous solutions. It is necessary to
check the CD signal as a function
of concentration to have a maximum
absorbance of less than 1.5. If a linear
relationship of absorbance as a function of
concentration is not there, then there are
solute–solute interactions in the sample.
A baseline spectrum should be collected
of solvent and buffer under the same
conditions as the sample spectrum.

The spectrometer scans from longer to
shorter wavelengths. Initially, the examin-
ing wavelength should be set 20 nm longer
than that demanded by the experiment and
it should be established that in this region
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the absorbance is zero. Otherwise, it may
be necessary to clean the cuvette and test
again. The signal-to-noise ratio depends on
many factors: it increases as n1/2 (where
n is the number of measurements), I1/2

(where I is the intensity of light beam),
and τ 1/2 (where τ is the measuring time
for each point). The CD instrument must
be calibrated regularly using a standard
sample. The most commonly used stan-
dard for visible and UV measurements is
(+)-10-camphorsulfonic acid (CSA).

5.3
Solvents and Temperature Effects

The amount of sample required for CD
experiments is relatively small compared
to other absorption spectroscopic tech-
niques. Water is the most frequently
used solvent for CD measurements be-
cause of its excellent UV transparency.
Fluorinated alcohols, such as 2,2,2-
trifluoroethanol (TFE) and 1,1,1,3,3,3-
hexafluoro-2-propanol (HFIP), are good
solvents as well. However, secondary
structure, especially of peptides, can be
influenced by solvents, for example, tri-
fluoroethanol promotes α-helical confor-
mations and nonpolar solvents, such as
lipids and destabilize α-helices. MeCN is
a good organic solvent. Phosphate buffers
are also useful due to their low absorbance.
However, some common salts and buffer
components do significantly interfere with
the far UV spectra and are best avoided.

Temperature may have a significant
effect on CD spectra. When the free energy,
difference between two conformations
of a molecule, �G, is not too much
higher than RT in the range of accessible
temperatures (where R is the universal gas
constant), a mixture of both conformers
can be expected in solution. In this
case, modifications of the experimental

conditions can lead to a change in the
measured rotational strength and can be
calculated by

Robs = R1 + R2 exp(−�G/RT)

1 + exp(−�G/RT)
(7)

where R1 and R2 are the rotational
strengths of these two conformers. Even
when there is no a temperature-sensitive
conformational change, there are temper-
ature effects on CD spectra. For short
helices, the temperature coefficient is
small, but it increases significantly with
helical length.

5.4
Stopped-flow

Stopped-flow CD is used for kinetic mea-
surements of conformational transitions
in proteins and in protein folding studies.
It has been applied in the near UV and
the far UV. The principle of stopped-flow
is straightforward. The apparatus uses a
drive motor to mix together rapidly two
solutions, contained in separate drive sy-
ringes, into a mixing cell. The solutions
then flow into the observation cell dis-
placing the previous contents with freshly
mixed reactants. A stop syringe is used
to limit the volume of solution expended
with each experiment and abruptly stops
the flow. The flow of solution into the
stop syringe causes the plunger to move
back and trigger data collection. Then CD
spectra may be measured as a function
of time.

The primary objective of the stopped-
flow experiments is to investigate transient
changes in chiroptical properties asso-
ciated with chemical, biochemical, and
biophysical reactions, such as structural
changes undergone during protein fold-
ing on a millisecond (ms) time scale
and refolding. In many cases, secondary
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structure is formed rapidly within 2 to
5 ms, and tertiary structure is formed
slowly. The two-state folding of a small
protein may occur within 3 ms. Stopped-
flow measurements require relatively few
combined shots to provide folding kinet-
ics data. It can be made over a wide
wavelength range, allowing the collection
of time-resolved CD spectra. These can
be analyzed to provide time-courses of
the development of individual secondary
structure types. However, the limitation
of stopped-flow is the ‘‘dead-time’’ of the
mixing process, which is typically more
than 2 ms. In order to study faster fold-
ing kinetics, temperature-jump methods
can be employed to shorten the observ-
ing time to 10 ∼ 20 ns with laser-induced
rapid heating (discussed in Sect. 5.6).
In general, stopped-flow only provides
average information of the secondary
structure of protein; it cannot specify
precisely where the secondary structure
is formed.

5.5
Synchrotron Radiation

The X-ray source for measuring an X-
ray absorption spectrum is synchrotron
radiation. It covers all the wavelengths
of the electromagnetic spectrum with an
intensity over 100 times higher than the
conventional X-ray tubes. When charged
particles (electrons or positrons) from a
linear accelerator with a speed close to that
of light are injected into a storage ring
under high vacuum, the magnetic fields
from the strong bending magnets around
the ring force the accelerated electrons to
follow the ring in the curved sections. The
high-energy particles hit the curved parts
and lose part of their energy as synchrotron
radiation, which is emitted tangential to
these curved sections.

Synchrotron radiation CD has been de-
veloped for more than 20 years, but it
has been used only recently in protein
secondary and tertiary structure analy-
sis. Synchrotron radiation CD provides
higher photon fluxes of linearly polar-
ized light particularly at short wavelengths
than conventional sources. There is no
need of a polarizer and the measuring
limit extends to the cut-off of the photoe-
lastic modulators (usually 120–130 nm)
with much higher signal-to-noise ratio.
So, CD spectra can be collected to a
lower wavelength limit, allowing more
accurate secondary structure content on
folding motifs and a high-intensity light
source may work well in the pres-
ence of salts, buffers, and detergents as
well. Collection times for synchrotron
radiation CD spectra can be consid-
erably shorter than with conventional
instruments.

5.6
Fast Time-resolved Techniques

In order to study protein folding on short
time scales, fast time-resolved CD has been
developed. It is now possible to resolve
motions of chromophores well into the
subpicosecond time scale. Time-resolved
spectroscopy determines the spectral prop-
erties of a material at various instants
of time after a stimulus has been ap-
plied. There are two main approaches:
signal gating by sampling the output of
a fast-responding photodetector and prob-
ing with a short-duration pulse of light.
The limitations of the former are that
few detectors operate at long wavelengths
and the signal-to-noise ratio would be
unacceptable. The pump-probe technique
overcomes these limitations. It provides
high temporal resolution of repeatable,
photostimulated events.
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Time-resolved CD can provide infor-
mation on structural rearrangement and
folding for both smaller chiral species and
large macromolecules in different envi-
ronments. Conventional time-resolved CD
spectroscopy is limited by the time scale
of the polarization modulator employed.
Now, with shorter-pulse He–Ne lasers and
a photoelastic modulator to alternate the
pump laser polarizations without limiting
the time response of the measurement, it
is possible to detect the inherently weak
difference between two large absorption
signals, which are ellipsometric and are
subject to significant optical artifacts. The
limitation is the pulse length of the grat-
ing forming (pump) laser. Measurements
can be made on microsecond, nanosecond,
and picoseconds timescales. Although pi-
cosecond resolution is achievable, there
are some technical problems, including in-
tensity instability, polarization scrambling,
and tunability limitations.

6
Spectral Characteristics of Elements of
Protein Structures

CD is commonly used to probe the sec-
ondary conformations of proteins to study
protein folding and to investigate inter-
actions of proteins with small molecules
such as achiral molecules whose induced
CD is due to their interaction with the pro-
tein. Changes in CD can be used to provide
evidence for conformational changes and

to determine equilibrium constants. A few
examples of conformational transitions
are the α-helix to β-sheet conformational
switch in the prion protein as the concen-
tration of sodium dodecyl sulfate is altered;
the unfolding of the coiled-coil structure of
fibrinogen binding protein as temperature
increases; the increasing helical content of
troponin-C on binding Ca2+ and the bind-
ing of molybdate by the protein ModE,
which gives large changes in the Trp sig-
nal at 292 nm. Far UV and near UV CD
can be used to monitor protein unfolding
upon the alteration of pH or the addition
of a denaturant, such as urea or guani-
dinium chloride (GdmCl). CD can also be
used to examine the interactions between
multiple domains of proteins, for example,
the flavin domain and the heme domain
of flavocytochrome P450-BM3 give char-
acteristic changes in the environment of
the cofactors when they are linked in the
intact enzyme.

6.1
α-helix

The right-handed α-helix (Fig. 4) has main-
chain hydrogen bonds between amino acid
residues and positions i and i + 4 along
the backbone chain. There is a 0.15-nm
translation and a 100◦ rotation between
two consecutive peptide units. Its helical
pitch (the number of residues multiplied
by the distance between α-carbon atoms on
neighboring residues) is 0.54 nm. The α-
helix has three distinctive bands in the far

Fig. 4 The main chain of a polypeptide in an α-helical conformation, with hydrogen bonds denoted
by dashed lines.
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UV CD spectrum: two negative bands with
separate minima of similar magnitude at
222 nm (the nπ∗ transition) and 208 nm
(the parallel ππ∗ exciton band) and a
positive band, the NV1 band, at 190 nm
due to the antiparallel ππ∗ exciton band.
The ratio [θ ]208/[θ ]222 is sensitive to the
backbone dihedral angles.

The average fractional helicity, fH, of an
N-residue peptide may be related to the
observed mean residue molar ellipticity at
222 nm by

fH = [θ ]222

[θH∞]222(1–k/N)
(8)

where [θH∞]222 is the ellipticity of an in-
finite, completely helical peptide, k is an
end-effect correction, which is ∼3, and
N is the number of residues. Estimated
values for [θ ]222 of an infinite, com-
pletely helical peptide range from −37 000
to −44 000 deg cm2 dmol−1. However,
anomalously intense bands have been ob-
served in some peptide models under
certain experimental conditions.

6.2
310-helix

The 310-helix has (i, i + 3) main-chain
hydrogen bonds. There are three represen-
tative dihedral angles (ϕ, ψ ) for 310-helices,
type I (−60◦, −30◦); type II (−54◦, −28◦),
and type III (−44◦, −33◦). The three types

of 310-helices are anticipated to have dif-
ferent CD spectra based on first-principles
calculations. The CD spectrum for a type I
310-helix is similar to that for an α-helix,
but a little weaker band at 222 nm relative
to the 208 nm band, and the [θ ]222/[θ ]208

ratio ranges from about 0.3 to 0.85; this ra-
tio is greater than 1 for an α-helix. Type II
has the strongest experimental foundation;
type I and III have weaker and stronger
nπ∗ transitions than type II, respectively.
It may be possible to distinguish reliably
between 310-helix and α-helix by CD, but
it is still a matter of debate.

6.3
β-sheet

β-sheets are composed of β-strands, which
can be thought of as helices with two
residues per turn. Typical backbone dihe-
dral angles are φ = −120◦ and ψ = +120◦
producing a translation of 3.2 to 3.4 Å per
residue for residues in antiparallel and
parallel strands respectively. An antiparal-
lel arrangement is shown in Fig. 5. The CD
spectra for β-sheet proteins are less intense
and have fewer features than those of α-
helical proteins, with a negative band near
217 nm, a positive band near 195 nm, and
another negative band near 180 nm. How-
ever, the CD spectra for β-sheet proteins
have much greater variability than those
for α-helices: for example, the intensities

Fig. 5 The main chain of a polypeptide in an antiparallel two-stranded β-sheet, with hydrogen bonds
depicted by dashed lines.
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of the two long-wavelength bands, their
ratio, and the wavelength of the positive
band. These can be affected by side chains,
solvents, and other environmental factors.
Structural factors may also be important;
β-sheets can be antiparallel, parallel, or
mixed, intra- or intermolecular, and are
also twisted to varying extents. Theoretical
studies suggest that the extent of twisting
of β-sheets is probably more important
than the distinction between antiparallel
and parallel sheets.

The wavelength at which the intensity
of the CD spectrum changes sign is the
most convenient criterion for differenti-
ating parallel and antiparallel β-sheets.
Crossover at ∼178 nm indicates antipar-
allel β-sheet, at ∼192 nm, parallel β-sheet,
and at ∼187 nm, a mixture of parallel and
antiparallel β-sheets. The effects of twist-
ing on β-sheet CD are predicted to include
large differences in the magnitudes of the
two long-wavelength bands, and a red-shift
of both the positive maximum and the
short-wavelength crossover from positive
to negative CD.

Unlike α-helix content, it is not possible
to estimate β-sheet content in proteins
reliably from CD spectra because of
the twisted and planar β-sheet showing
quantitative differences between parallel
and antiparallel β-sheet. One method is to
calculate the difference between the CD at
217 nm and 195 nm. For 100% β-sheet, it
is 50–55 × 103 deg cm2 dmol−1. This type
of estimate may be reasonable, as long as
the β-sheet is not strongly twisted.

6.4
β-turn

There are eight types of β-turn, three of
which are common in proteins. The CD
spectra of β-turn are rather varied. The
type II β-turn has a strong negative band

between 180 and 190 nm, a strong positive
band between 200 and 205 nm, and a
weak, red-shifted band at 225 nm due to
the nπ∗ transition. Generally, type II CD
spectra are similar to β-sheet CD, except
that the maximum is red-shifted by 5 to
10 nm. The CD spectra for type I and III
turns are similar to that of the α-helix,
with a negative nπ∗ band and a negative
ππ∗ couplet.

6.5
Random Coil

CD spectroscopy is sensitive to precise
protein conformation, but most random
coils are very flexible. So, there are less
common features in their CD spectra, ex-
cept a strong negative band near 200 nm
and a weak band at longer wavelengths,
but the latter band may be either posi-
tive or negative. Poly(Glu) and poly(Lys)
are frequently used models of unordered
polypeptides. Their neutral aqueous solu-
tion spectra show two characteristic fea-
tures: a strong negative band near 200 nm
([θ ]max ∼ −40 000 deg cm2 dmol−1) and a
significant band shift between 200 nm and
191 nm. When the pH is set to neutralize
the side chains, or the ionic strength is in-
creased by added salt, or the temperature
is increased, the very weak negative band
in the 235- to 240-nm region is observable.
Urea and guanidinium chloride (GuCl)
can have a complicated effect on CD spec-
tra. At low concentrations, GuCl causes a
decrease in the long-wavelength CD bands
of the charged polypeptides by shielding
the charges on the side chains and de-
creasing the electrostatic stabilization of
the helical peptide.

There are two different explanations for
unordered polypeptides CD spectra. In the
conventional view, random coil polypep-
tides exist as an ensemble of an enormous
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number of different conformers, with the
relative geometry of nearest neighbors de-
termined statistically. Another opinion is
that fully ionized poly(Glu) and poly(Lys) at
low temperature and low ionic strengths
are in an extended helix conformation,
which is similar to the left-handed 31 helix
of poly(Pro)II helix. Theoretical calcula-
tions suggest that the parallel-polarized
ππ∗ transition occurs as a positive peak
at 209 nm and that the perpendicular-
polarized component is at 201 nm with
a negative rotational strength. In general,
random coil structures with different se-
quences and under different conditions
can give a variety of CD curves. However,
it seems likely that unordered polypeptides
that have a positive band near 218 nm may
have a substantial amount of poly(Pro)II
helical conformation.

6.6
Polyproline Helices

The homopolymer poly(Pro) can adopt
two different conformations. Poly(Pro) I
is a right-handed helix with cis-peptide
bonds throughout and it is stable only
in relatively nonpolar solvents such as
n-propanol. Poly(Pro)II is a left-handed 31-
fold helix with trans residues. These two
types of polyproline helices have different
CD spectra. Poly(Pro)I has a strong positive
band at ∼215 nm and a slightly weaker
negative at ∼195 nm. Poly(Pro)II has a
weak positive band at ∼230 nm and a
strong negative band at ∼205 nm of
ellipticity ∼−60 000 deg cm2 dmol−1.

6.7
Extrinsic Chromophores

The CD spectra above 300 nm can be
used to study transitions in chromophoric
prosthetic groups, metal ions, inhibitors,

or substrate analogues. Proteins lacking
prosthetic groups do not exhibit absorp-
tion or CD bands above 300 nm, except
possibly for the tail of a disulfide tran-
sition or a tryptophan band just above
300 nm. The CD spectra of disulfides
have a characteristic tail stretching be-
yond 300 nm. There are three mechanisms
contributing to the CD of chromophores
bound to proteins. An extrinsic chro-
mophore may be inherently chiral. There
may be coupling between electronic tran-
sitions on the extrinsic chromophore and
chromophores in the protein. It is also
possible that transitions of differing sym-
metry on the extrinsic chromophore may
mix because of the electrostatic field
of the protein. The last two mecha-
nisms depend on both the extrinsic chro-
mophore geometry and also the structure
of the protein.

6.8
Membrane Proteins

There are two kinds of membrane pro-
teins: extrinsic (or peripheral) and intrinsic
(or integral). Extrinsic membrane proteins
may be removed from the membrane, or
solubilized, by mild treatment, such as
shaking with a dilute salt solution. Intrin-
sic membrane proteins cannot be removed
from the membrane without treatment
that destroys the membrane structure,
such as dissolving it with detergent. Mem-
brane proteins are difficult to study in
NMR or X-ray crystallography, since the
use of detergents may affect the confor-
mation. So, CD spectroscopy is a useful
method for investigating the structure of
membrane proteins.

Membrane proteins tolerate mildly dis-
ruptive detergents without loss of activity.
To analyze the CD spectra of membrane
proteins requires the known structures
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of membrane proteins (determined by
X-ray diffraction), of which there are rel-
atively few. Nevertheless, it is possible
to estimate secondary structures content
from CD spectra of membrane proteins
using approaches such as convex con-
straint analysis. Five component spectra
have been identified. They are two differ-
ent types of α-helices (the α-helix in the
soluble domain and the αT-helix for trans-
membrane α-helix), β-sheet, β-turn, and
unordered conformation. The character-
istics of CD spectra of α-helix, β-sheet,
β-turn, and random coil have been dis-
cussed above. The αT-helix has a positive
band in the range of 195 to 200 nm.
The intensity of the 208-nm band is
slightly more negative than that of the
222-nm band. αT-helix has a larger rota-
tional strength than an α-helix in aqueous
conditions. Membrane proteins are im-
mersed in a much lower dielectric medium
than soluble proteins, which may explain
some differences. Another important fac-
tor may be that the average chain length
of an αT-helix is 25 residues, which is
about twice that of an α-helix in a solu-
ble domain.

CD spectra can give much informa-
tion about membrane proteins, such as
secondary structure, fold motifs, confor-
mational changes, environmental effects,
folding, and insertion into membranes.
However, there are potential artifacts of
differential scattering, absorption flatten-
ing, and wavelength shifts, which may
affect the CD spectra. CD spectra of
membrane proteins often exhibit various
degrees of distortions in shapes, intensi-
ties, and/or positions of the CD bands, and
shifts in crossover points. There have been
several experimental and theoretical ap-
proaches for differentiating the CD bands
from the artifacts of the membrane protein
CD spectra.

7
Conclusion and Outlook

CD spectroscopy is a useful technique
for detecting protein secondary structure
quickly and quantitatively. It is also useful
in following protein folding/unfolding
processes with stopped-flow or faster time-
resolved techniques. The development of
transient VCD may present a significant
advance in quantifying the timescales of
motions of biological systems. Currently,
there is ongoing research to improve the
accuracy of estimates of protein secondary
structure content. Making such estimates
more quantitative remains a challenge,
as there are many factors that may
affect the intensity and wavelength of
CD spectra. Temperature and solvents
are important external factors; dihedral
angles and hydrogen-bonding patterns are
key internal factors. All of these can
change the relative orientation of nπ∗ and
ππ∗ transitions, which in turn can lead
to different CD spectra. In general, CD
spectroscopy is a rapid technique, which
is sensitive to protein secondary structure.
More reliable analysis of CD spectra may
emerge from ongoing experimental and
theoretical studies.

See also Chirality in Biology.
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Combinatorial Antibody Library
A large ensemble of antibody molecules expressed in a given vector, generally derived
by the independent cloning of single heavy- and light-chain genes in the vector.

Panning
An affinity-based selection procedure for the isolation of an antibody phage with
specificity for a desired antigen or epitope.

Phage Display
The expression of proteins or peptides on the surface of a filamentous bacteriophage.

� Evolutionary pressure has driven the need for immune systems of considerable
complexity and finesse. Indeed, to function efficiently, host immunity must be equal
to the diversity and ingenuity of organisms that threaten the well-being of the animal.
Antibody-mediated immune defense plays a pivotal role in this process. This article
discusses the development and application of combinatorial antibody libraries, an
approach to the generation of human monoclonal antibodies that began in the
early 1990s and has generated increasing interest, both academic and commercial,
ever since.

1
Overview

Antibody molecules are characterized by
their ability to engage in high-affinity in-
teractions of narrowly defined specificity.
These properties make antibodies appeal-
ing as potential therapeutic agents. There
are in fact several examples in which
serum antibody preparations, derived from
individuals with high serum titers against
particular antigens or pathogens, have
proven useful in the clinic. For exam-
ple, the incidence of hemolytic disease
of the newborn has decreased dramat-
ically in countries where anti-rhesus D
prophylaxis is practiced. There are, how-
ever, a number of problems inherent to
hyperimmune serum that prevent its wider
application. First, it is practically available
only in limited supply. Second, because it

is a blood product, hyperimmune serum
cannot be guaranteed completely safe for
the recipient. Outbreaks of hepatitis in
Ireland and Eastern Europe, traced back
to contaminated batches of anti-rhesus
D hyperimmune sera, have underlined
this concern. Most importantly, however,
serum preparations are an extremely inef-
ficient way of delivering useful antibodies.
Even in the most favorable circumstances,
only a small proportion of the antibody
in such sera will possess the desired
specificity.

The arrival of hybridoma technology pre-
sented the opportunity to produce large-
scale quantities of rodent monoclonal
antibodies of a desired specificity, but
these antibodies elicit a strong immune
response in humans and have proven to
be of limited use for therapy. Moreover,
the generation of human monoclonal



Combinatorial Phage Antibody Libraries 77

antibodies using hybridoma technology
and Epstein–Barr virus transformation of
human B-cells has met with only limited
success, particularly when one considers
the size of the available antibody reper-
toire in man. Consequently, much effort
has been directed toward ‘‘humanizing’’
existing mouse monoclonal antibodies
through grafting murine antigen-binding
sequences (complementarity-determining
regions) into a human antibody frame-
work. This methodology is useful insofar
as the immunogenicity of the final con-
struct is considerably lower than that of the
original murine molecule. Significantly
though, extra manipulation of framework
residues is often required to attain the
affinity of the original mouse antibody,
and the process is labor-intensive and
time consuming.

Nevertheless, humanized monoclonal
antibodies are being increasingly used
in the clinic including in the treatment
of breast cancer, lymphomas, Crohn’s
disease, rheumatoid arthritis, and graft re-
jection and in the prevention of respiratory
syncytial virus (RSV) infection in prema-
ture infants. Combinatorial antibody li-
braries provide a rich source of diverse and
fully human antibodies without the need
for manipulation and so are expected to be
used increasingly for generating antibod-
ies for the clinic. Indeed, the first human
antibody developed from phage libraries
has recently been approved for human use.

2
Combinatorial Antibody Libraries

2.1
The Early Libraries: The Lambda Phage
System

In the search for an alternative approach
for generating human monoclonal anti-

bodies, two developments were critical.
The first was the demonstration that the
antibody antigen-binding fragments Fab
and Fv could be cloned and expressed in
bacteria. To ensure correct folding and
assembly of the antibody fragments (essen-
tial for retention of the binding characteris-
tics of the parent molecule), the translated
proteins were shepherded to the bacterial
periplasm under the guidance of appro-
priate bacterial leader sequences. Second,
and equally important to the emergence of
combinatorial antibody libraries, was the
use of the polymerase chain reaction (PCR)
and a family of oligonucleotide primers to
amplify antibody genes from a mixed pop-
ulation of antibody-producing cells. Taken
together, these techniques meant that one
could, by using an appropriate vector,
express in bacteria the antigen-binding do-
mains of an array of antibodies of any class
and from any animal for which one had
the antibody sequence for the construc-
tion of appropriate PCR primers: in effect,
antibody repertoire cloning.

The first combinatorial antibody li-
braries were prepared from hyperimmu-
nized mice and were constructed in the
lytic bacteriophage lambda. Total RNA
taken from mouse spleen was reverse-
transcribed, and antibody heavy chains
(Fd of IgG1, VH and CH1 domains) and
light chains (VL and CL domains) were
PCR-amplified and independently cloned
into modified lambda phage vectors. These
heavy and light chain libraries were com-
bined, following restriction digestion and
religation, to create a single vector capa-
ble of expressing Fab fragments derived
from the randomly scrambled antibody
light and heavy chain genes. To identify
Fab fragments specific for the immuniz-
ing antigen, the combinatorial library was
screened using a filter lift plaque assay.
Here, soluble Fabs, released during plaque
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formation, were transferred to nitrocel-
lulose filters. Subsequently, the filters
were probed with radiolabeled antigen,
and plaques formed by a phage encod-
ing antigen-binding Fab were identified by
autoradiography.

The successes of the mouse system
were followed up by studies seeking to
apply the methodology for cloning hu-
man antibodies (Fig. 1). The first human
combinatorial Fabs were derived from a

library prepared using peripheral blood
lymphocytes (PBLs) of an individual re-
cently boosted with tetanus toxoid. No
specific Fabs, however, were obtained from
a similar but nonboosted tissue donor, de-
spite the high anti-tetanus toxoid serum
titer in this individual. This failure under-
scores an important point in constructing
human antibody libraries: in the absence
of recent boosting, PBLs are a poor source
of RNA from specific antibody-producing

Conversion to soluble
Fab expressing phagemid

Characterization of Fab

Discard
nonspecific

binders

Infect bacteria

Antigen

RNA

PBLs, bone marrow,
spleen

PCR,
library construction

Fig. 1 Strategy for cloning human
monoclonal Fab fragments from phage
display combinatorial libraries. RNA
prepared from antibody-producing
tissue sources (e.g. bone marrow and
peripheral blood) is reverse-transcribed,
and the light chain and Fd portion of the
heavy chain are amplified using PCR.
The amplified genes are then cloned
sequentially into a phagemid vector and
‘‘rescued’’ to a phage display library in
which each phage expresses Fab on its
surface. The library is then ‘‘panned’’
over an immobilized antigen, and
specific phage Fabs are converted to a
soluble Fab-expressing system for
further characterization. [Adapted from
Burton, D.R. and Barbas, C.F. (1993)
Chem. lmmunol. 56, 112–126.]
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plasma cells. In the resting state, plasma
cells will be found in higher numbers in
the bone marrow, and this is often a prefer-
able starting point for library construction.

These early experiments illustrated the
validity of the combinatorial approach.
Despite the disruption of the original in
vivo heavy–light chain combinations, the
frequency of productive Fabs was higher
than what may have been envisioned a
priori. This result can be explained by chain
promiscuity – the ability of a particular
light or heavy chain to accept a number of
different heavy or light chains respectively,
while retaining antigen binding.

The lambda phage system, however,
was hampered by its inefficient screen-
ing procedure. This method is laborious
and restrictive of the number of clones
that may be examined, which is a lim-
iting factor when working with libraries
prepared from sources other than a hyper-
immunized one. Furthermore, screening
is confined to antigens that are available
in large quantities and in a purified form.
What was needed was a library system
in which positive clones could be affinity-
selected by minute quantities of antigen.
To address these problems, several groups
developed systems to display antibody frag-
ments on the surface of the Ff filamentous
phage. We will concentrate here on the
pComb3 phagemid vector system. Other
systems are described in detail elsewhere.

2.2
Constructing Antibody Libraries on the
Surface of a Phage

In vivo, antibody immunity is driven largely
by selection. Particular B-cells may be trig-
gered to replicate and differentiate on the
basis of recognition of a given antigen by
the antibody displayed on their surface.
B-cells displaying an antibody that has no

specificity for the same antigen will remain
passive. In this manner, the immune sys-
tem is able to home in on an antigenic de-
terminant. Pioneering studies suggested
a means by which selection from com-
binatorial libraries might approximate to
native immunity. The work demonstrated
ligand-driven selection, or biopanning,
from peptide libraries displayed on the
surface of a nonlytic filamentous phage.
It was reasoned that monoclonal antibod-
ies presented in a similar fashion might
also be identified from within a library of
many antibody phages by interaction with
immobilized antigen. The general scheme
for cloning monoclonal antibodies from
combinatorial libraries on the surface of a
phage is outlined in Fig. 1.

Many different fragments of antibodies
have been displayed on phages including
Fabs, single-chain Fv (scFv) fragments,
and single-domain antibody fragments (in-
cluding human and camelid antibodies).
The absence of antibody constant regions
in Fv fragments means that these con-
structs will not efficiently pair to form
an antibody-binding pocket. Therefore, the
variable domains must be joined by means
of linker sequences using PCR primers.
Single-chain antibodies have, however,
been shown to reproduce the binding prop-
erties of the corresponding whole antibody
with varying degrees of efficiency. Note
that there are two different types of scFvs:
‘‘light chain first’’ and ‘‘heavy chain first,’’
and the order can subtly affect the binding
properties and stability of the scFv. An-
other feature of the scFv is that different
linker lengths can affect the interaction
between the heavy- and light-chain frag-
ments. For example, very short linkers can
restrict the heavy-chain fragment such that
it will prefer to associate with the light
chain of another scFv more readily than
with its own light chain, thus producing a
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dimer called a diabody or a trimer called a
triabody.

Both Fab and scFv formats are com-
monly used, and there can be both ad-
vantages and disadvantages of an scFv
form. The use of splicing overlap extension
PCR in scFv library construction reduces
the number of restriction enzymes and
cloning steps, which may lead to better
library diversity. In addition, scFvs are
typically produced in much higher yields
in Escherichia coli than their Fab counter-
parts. ScFvs may be advantageous when
a smaller molecule is desirable, such as
for probing narrow cavities. Finally, scFvs,
with their tendency to oligomerize, may
be exploited for multivalent interactions,
although this feature is often a disadvan-
tage when oligomerization is unwanted.
Hence, Fabs may be preferable to scFvs if
stability is an issue, or if the intention
is eventually to generate a whole anti-
body molecule.

Structurally, the Ff (includes f1, fd,
and M13) filamentous phage particle is
composed of a closed circular single-
stranded DNA genome encapsulated by
a long thin protein coat. The majority
of the phage particle is composed of
approximately 2700 copies of major coat
protein 8 (g8p or pVIII), which are
distributed along the length of the virion.
About five copies of a minor coat protein
3 (g3p or pIII) are arranged at the tail of
the phage. The pIII has two ‘‘N-terminal
domains’’ (N1 and N2) and one C-terminal
domain (CT) that are separated by glycine-
rich linkers. The N2 domain binds to F′
pili, facilitating infection of male E. coli,
and N1N2 additionally serves to confer
immunity from superinfection by other Ff
phages. The membrane-bound CT domain
serves to cap the protein to the trailing end
of the phage filament. Of the other minor
coat proteins, pVI is also present in about

five copies with pIII at the tail of the phage,
with about five copies each of pVII and pIX
deployed at the head.

All the coat proteins on the filamentous
phage have been used as fusions for
displaying polypeptides on the phage coat,
and, to date, all but pVI have been
used to display antibody fragments (pVI
displays polypeptides via its C-terminus
and has been used primarily for cDNA
libraries). Although antibody display by
pVIII is possible, it has not gained wide-
spread use (see below). An Fab library
has been described in which the heavy
and light chains are fused to pVII and
pIX respectively, and an scFv library based
on pIX has been successfully screened
to yield novel antibodies. Display by pIX
may have the advantage that because the
antibody is displayed at the opposite end
of the phage from pIII, infectivity is less
likely to be affected. Nevertheless, the most
common choice by far for antibody display
is pIII, and pIII display has proven to be
extremely robust.

Filamentous phage are nonlytic and, un-
like their lytic counterparts, new virus
particles are not formed in the cytoplasm
of the host cell for release by lysis. In-
stead, virions are extruded through the
outer membrane, leaving the bacterial cell
intact. The extrusion process begins as
the filamentous phage particle assembles
on the inner bacterial membrane. Then, a
pool of pIII molecules is secreted into the
inner membrane for incorporation into
an emerging phage particle. These pIII
molecules are anchored in the membrane
via their CT domains, with the remain-
der of the sequence extending into the
periplasmic space. Of the coat proteins,
only pIII and pVIII have leader sequences
at their N-termini, which are cleaved off
in the periplasm during phage assembly.
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Drawing from the studies of antibody ex-
pression in bacteria described earlier, it
seemed reasonable that an antibody fused
to the N-terminus of pIII should be able
to fold correctly in the environment of the
periplasm. The tethered antibody would
then be assimilated into the extruding
virion and displayed on the surface.

In the earliest phage display experi-
ments, peptides and proteins were fused to
pIII by cloning directly the corresponding
genes into the phage genome. Conse-
quently, every copy of pIII on the phage
surface carried the fusion. In the context
of antibody display, the result is multiva-
lent binding and a significant avidity effect,
which dramatically hampers the efficiency
of selection between antibody clones of
different affinities. Thus, monovalent dis-
play is preferable for selecting clones with
the highest affinity. However, multivalent
display of antibody has proved useful in
selecting antibodies against a number of
targets including those on the cell surface
wherein the phage becomes internalized
much more efficiently.

To regulate the number of fusion
molecules displayed per phage particle,
phagemid systems have been developed.
Phagemids are simply plasmids contain-
ing filamentous phage regulatory elements
(typically f1 is used). This sequence con-
tains a filamentous phage DNA origin of
replication and a DNA packaging signal.
Upon coinfection of a cell with an M13
helper phage, the regulatory element of
the phagemid sequesters the replicative
machinery provided by the helper phage to
package single-stranded phagemid DNA
into an infectious phage particle. By in-
troducing into the phagemid a segment
of DNA encoding the pIII fusion, sub-
sequent superinfection with the helper
phage results in the production of na-
tive pIII encoded by the helper phage and

the pIII fusion encoded by the phagemid.
Tagging a bacterial leader sequence to
the front of the pIII fusion serves to di-
rect the translated protein to the bacterial
inner membrane. A competition is there-
fore established between these two forms
of the coat protein for incorporation into
newly formed phage particles. The resul-
tant phages generally carry one copy of
the fusion.

Phagemid vectors have also been con-
structed to generate antibody fusions with
pVIII. This coat protein is present in
greater abundance than pIII and covers the
entire length of the phage particle; display
of up to 24 copies of Fab fused to pVIII has
been described. However, there are signif-
icant limitations in the size of the protein
that can be displayed by pVIII, which are
presumably imposed by steric constraints
during the phage assembly process. Thus,
certain antibodies may not get displayed
by pVIII, or the number of copies of an-
tibody per phage may vary considerably
leading to poor discrimination of antibod-
ies of high and low affinity. The limits of
pVIII display and the associated lack of
control over antibody valence during selec-
tion have made pVIII display a less favored
choice for antibody library construction.

The first vector system developed to
display Fab fragments on the surface of
filamentous phages via pIII fusion was
pComb3. Similar but improved versions
of this vector, pComb3H and pComb3X,
have since been described, and their use
in constructing combinatorial antibody li-
braries will be examined here by way of
example. During the construction of an
antibody library, the light and heavy (Fd)
chains are cloned sequentially into the vec-
tor, effectively randomizing the light and
Fd pairings of the recombinant Fabs. In
pComb3H, both antibody chains are un-
der the polycistronic control of a single
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lacZ promoter. The heavy chain possesses
a pelB leader sequence, whereas the light
chain has an ompA leader sequence to di-
rect secretion into the periplasmic space
in E. coli. The Fd chain is fused with
a sequence encoding the CT domain of
pIII. A five–amino acid tether (GGGGS)
is positioned between the Fd and the
pIII to minimize interaction. The Fd frag-
ment is thus cotranslated with the pIII
CT domain and, following translocation to
the periplasm, the fusion protein is an-
chored to the inner membrane via the
pIII domain, with the antibody project-
ing into the periplasm (Fig. 2). The light
chain is then able, given the redox po-
tential of the periplasmic environment, to
assemble on the heavy chain to yield a
functional Fab fragment. The inclusion of

an f1 intergenic region in the vector per-
mits superinfection with an M13 helper
phage to be followed by the packaging of
single-stranded, phagemid-carrying genes
encoding heavy- and light-chain sequences
(Fig. 3). Competition between native pIII,
comprising the N-terminal domain essen-
tial for virion infectivity, and the Fab–pIII
fusion yields a phage particle carrying na-
tive pIII and monomerically displaying
Fab at the head of the filamentous virion.
The pComb3X vector is nearly identical
to pComb3H except that a hexahistidine
and a hemagglutinin (HA) tag are fused
to the heavy chain, followed by an am-
ber stop codon and the gene3 sequence,
such that soluble Fab or scFv can be pro-
duced readily in nonsuppressor strains
of E. coli without the need for excising
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Fig. 2 The proposed pathway of Fab
assembly in the bacterial periplasm.
Polycistronic expression of cloned light
chain (Lc) and Fd (Hc, heavy chain)/pIII
fusion is controlled by a single lac
promoter/operator sequence in
pComb3H and pComb3X. Both vectors
are improved versions of the original
pComb3 vector and have enhanced
stability. The pComb3X vector is nearly
identical to pComb3H except that a
hexahistidine and HA tag followed by an
amber stop codon have been inserted
in-frame between Fd and gene3,
allowing for facile detection of the
cloned single chain Fvs. The translated
antibody is directed to the periplasmic
space by ompA (Lc) and pelB (Hc)
leader sequences. Here, the light chain
assembles onto the heavy-chain
template, which is anchored to the inner
membrane by the pIII fusion. (From
Barbas et al. (1991) Methods: A
Companion to Methods in Enzymology,
Vol. 2, Academic Press, Orlando, FL,
pp. 119–124.)
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Fig. 3 Helper phage rescue of pComb3H phagemid yielding a phage
display library. Incorporation of the f1 origin of replication into the
pComb3H phagemid means that upon coinfection with an M13 helper
phage, single-stranded pComb3H DNA will be packaged and extruded
from the bacterial cell as an assembled phage. As the assembling phage is
extruded from the cell, it is ‘‘capped’’ by both the native pIII (provided by
the helper phage) and the pIII–Fab complex (derived from pComb3H).
The resulting phage has Fab displayed primarily monovalently on its
surface and contains the corresponding antibody genes inside. [Adapted
from Burton, D.R. and Barbas, C.F. (1993) Immunomethods, 3, 155–163.]

gene3. We note that in some phage dis-
play systems, the entire gene3 sequence is
incorporated rather than just the CT do-
main, in the phagemid fusion. Since one
function of the amino-terminal half of pIII
is to prevent superinfection of E. coli by
other filamentous phages, in this approach
the expression of the phagemid must be
halted for helper phage infection and in-
duced for phage display, thus complicating
the selection procedure.

Some antibody fragments are poorly
displayed on phages. To increase the
display of such antibodies on the sur-
face of the phage, some creative strate-
gies have been devised. For example,
overexpressing certain chaperones has

facilitated increased display and stability
of poorly folding antibody fragments. In
another example, a random-mutagenesis-
selection approach resulted in increased
display of antibodies and other polypep-
tides, the success of which could either
be traced to beneficial mutations in the
antibody itself or to the leader peptide
sequence. Finally, a general strategy for in-
creasing antibody display on pIII has been
simply to use a specially designed helper
phage that has a defective gene3, such that
oligovalent display of phagemid-encoded
antibody is enforced.

Some alternatives to phage display have
been developed in recent years, and two of
them deserve particular mention. Yeast
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has been used successfully to display
scFvs on their surface. Potential advan-
tages of yeast display are that flow cy-
tometry can be used to sort the positive
and negative binding clones, and equilib-
rium binding experiments have shown a
good correlation between binding affinity
and selection allowing fine discrimina-
tion between clones of similar affinity.
Ribosome display has also been used to
select antibodies in a totally cell-free sys-
tem. The potential advantages of ribosome
display are the large and diverse reper-
toires that can be achieved (up to ∼1014)

and flexibility in selection conditions. The
principles of selection for virtually all
combinatorial antibody libraries are sim-
ilar, so because phage display is the
most common mode of display, we will
next consider the selection from antibody
phage libraries.

3
Selection from Antibody Phage Libraries

The strength of phage display lies in
the ability to select positive clones occur-
ring in a library at frequencies of one
in a million or less. This selection takes
place over consecutive rounds of panning
in which positive phages are progres-
sively enriched against a background of
unwanted clones. In effect, panning is
performed by affinity purification of an
antibody phage against an antigen immo-
bilized on a solid surface such as a column
matrix or a well in an enzyme-linked
immunosorbent assay (ELISA) setup. Pro-
teins on the surface of whole cells may
also be panned in this manner in tissue-
culture plates or using flow cytometry.
Phages may also be bound to biotiny-
lated antigen in solution and then captured
on streptavidin-coated magnetic beads. In

each case, nonantigen-bound phages are
removed by thorough washing and bound
phages are recovered by elution from the
antigen, generally with acid. Eluted phages
are infected into E. coli, amplified, and
reselected in further rounds of panning
(see Fig. 4). When monovalent antibody
display is used, typically three to five
rounds of panning will select a popula-
tion of clones with the highest affinity
for antigen.

The panning process is unlike the an-
tibody response to antigen in vivo in
which mutation and recombination occur
simultaneously with selection. Thus, an
antibody library can be screened by alter-
nating antigens in successive rounds to
select for cross-reactive antibodies without
worrying about ‘‘eliciting’’ de novo anti-
bodies to each new antigen. Moreover, it
is possible to pan with mutant proteins,
unfolded proteins and peptide fragments
that are either unsuitable for immuniza-
tion or are simply not immunogenic. Since
panning is not limited by a requirement
for purified antigen, phage libraries may
be selected against an enormous range
of molecules. Panning experiments per-
formed using lysates of virus-infected cells
and intact cells indicate that the technique
is sensitive to antigen present in small
amounts. Different panning strategies are
detailed in Section 4.

Antibody clones isolated at the phage
level from the final round of panning need
to be examined as soluble Fab to further
investigate their binding properties. In
the pComb3H vector, the transition from
phage display to soluble expression is
made after removal of the g3 sequence by
restriction digestion and religation of the
vector. Soluble Fab, which accumulates
in the periplasmic space, is released
following lysis of the bacteria. If necessary,
recombinant Fab may be purified to
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homogeneity from bacterial supernatants
in a single step by passage over an anti-Fab
affinity column.

For many applications of antibod-
ies, whole immunoglobin molecules are
preferred. To this end, a number of vec-
tor systems have been assembled, which
facilitate rapid subcloning from phage
display vectors to eukaryotic expression
systems. This presents the opportunity
for the investigator to create whole an-
tibodies of any isotype from a phage-
selected Fab by joining variable region
sequences to the appropriate constant
regions contained within the eukaryotic
vector.

4
Applications of Combinatorial Antibody
Libraries

4.1
Antibodies from Immune Donors

Recombinant antibodies isolated from
pComb3-based combinatorial libraries

Fig. 4 Panning of the combinatorial
phage display library. Phages are
incubated with immobilized antigen (a),
and unbound phages are removed by
washing (b). The remaining phages are
eluted in a low pH solution or in the
presence of excess soluble antigen (c,
d). Eluted phages are then reinfected
into bacteria, reamplified, and reapplied
to the antigen. Three or four repetitions
of steps (a) to (d) result in a progressive
enrichment for antigen-specific
phage-Fab. Phages from (d) are
converted to the phagemid form of the
vector, the DNA prepared, and the gene3
sequence excised. Religation then yields
a reconstructed phagemid, which may
be used to transform bacteria for the
production of soluble Fab (e). [Adapted
from Burton, D.R. (1992) Hosp. Prac. 27,
67–74.]

Phage
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were first prepared from antigenically
boosted mice and humans. Specific Fabs
have also been generated from humans
who have not been actively boosted but
who have at some time had contact with
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the antigen (e.g. an infectious agent).
Preparing combinatorial antibody libraries
from immune individuals is advantageous
in that the antibody gene repertoires
of these donors have been biased in
favor of antibodies binding to particular
antigens in the course of a natural immune
response. In addition, if the subject
has been challenged with the antigen
on multiple occasions, the available
antibodies will probably be of high affinity
following rounds of affinity maturation.
Combinatorial antibody libraries prepared
from a single immune donor can provide
a glimpse or a rough ‘‘snapshot’’ of
an individual’s antibody repertoire. This
allows a unique opportunity to examine the
human humoral immune response to any
number of pathogens at the monoclonal
level. However, one large caveat should
be borne in mind. Library construction
shuffles heavy and light chains so that in
theory no knowledge of heavy–light chain
pairing in vivo is available. In practice,
many heavy chains may be combined with
light chains related to those to which it was
paired in vivo, but this is extremely difficult
to prove for any given case.

One application has been to obtain mon-
oclonal antibodies with antiviral activity, in
particular, those antibodies that are best
able to neutralize viruses by binding to
their surface and diminishing or eliminat-
ing their ability to infect host cells. (There
are additional and very important effec-
tor functions of antibodies, such as their
ability to recruit complement and effector
cells, but this topic is outside the scope of
this review.) In the next section, we will fo-
cus on antibody-mediated neutralization,
with the acknowledgement that effector
functions of antibodies have been found to
play a critical role in fighting infectious dis-
eases. Indeed, all neutralizing antibodies

(of the appropriate isotype) have effector
function capability.

Another potential application of anti-
body immune libraries is to attempt to
understand what deficiencies might exist
in the antibody response against cer-
tain pathogens, or the nature of immune
pathologies in certain tissues. For example,
if mostly nonneutralizing antibodies are
elicited against a virus, to which epitopes
do they bind? What isotypes of antibod-
ies are elicited, how long are the third
complementarity-determining regions in
the heavy chains (CDR H3s), and what is
the degree of somatic mutation? In another
example, an antibody library may be con-
structed from peripheral blood in a tumor
or at a site of autoimmune inflammation,
so that antibodies selected against these tis-
sues might identify potentially therapeutic
or pathologic specificities.

There is no doubt that there are many
human antibody specificities of great
diagnostic and therapeutic potential that
may be cloned from immune donors.
When making antibody libraries from
immune sources, however, the donor
and tissue source should be carefully
chosen. The primary prognostic indicator
is demonstrable serum antibody reactivity
with the antigen to be studied. Serum
antibody levels are thought to be predictive
of antibody secretion, which in turn
reflects the level of specific RNA in plasma
cells, and it is this factor that will largely
dictate the composition of the library.
Although specific antibodies have been
isolated from libraries constructed from
donors with comparatively low serum
titers, libraries prepared from donors with
higher titers tend in general to yield a more
diverse panel of Fabs. To clone human
antibody genes from reverse-transcribed
cDNA, human primer sets have been
described, which allow the creation of very
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diverse libraries covering all functional
germ line V genes.

Also critical to library preparation is the
choice of tissue source from which spe-
cific mRNA can be accessed. In principle,
peripheral blood, bone marrow, spleen,
tonsil, or lymph node can be used as
a starting point for library construction.
In humans, bone marrow is known to
be a major reservoir of plasma cells that
serve to maintain circulating antibody
titers and has proven to be an excellent
starting point for library construction. In
contrast to bone marrow, the number of
antibody-producing cells in the peripheral
circulation is normally very low. However,
if a potential donor is exposed to secondary
contact with the antigen, the level of spe-
cific plasma cells increases dramatically
within around three days postexposure, re-
turning to a resting level a few days later.
It has been demonstrated that libraries
constructed from peripheral blood lym-
phocytes obtained during this time frame
can yield specific antibodies. Recombinant
Fabs have also been isolated from libraries
prepared from spleen and tonsil, although
these and lymph tissues are not so read-
ily obtained.

To date, the major application of com-
binatorial libraries derived from immune
donors has been in the area of infectious
diseases, particularly viruses, although hu-
man antibodies have also been selected
against bacteria, protozoans, and self and
tumor antigens. With respect to viruses,
current clinical management of viral in-
fections continues to be inadequate, and
at present there are only a handful of an-
tiviral drugs in clinical use in a restricted
number of disease states. A significant
number of studies, however, suggest that
human monoclonal antibodies may prove
to be a viable alternative. First, it is well
known that specific antibodies are capable

of extremely efficient neutralization of a
broad spectrum of viruses in vitro through
a variety of mechanisms. In addition,
numerous studies with human serum an-
tibody preparations or rodent monoclonal
antibodies have clearly shown the utility
of antibodies in preventing an array of
viral diseases, if these agents are adminis-
tered before or shortly after exposure to the
pathogen. In a smaller number of cases,
neutralizing antibodies have been found to
resolve established viral infections, an ac-
tivity once considered to be mediated exclu-
sively by cytotoxic T-lymphocytes. In hu-
mans, the lives of patients suffering from
Argentine hemorrhagic fever, induced by
Junin virus, can be saved by administration
of pooled human sera containing a high
titer of Junin virus neutralizing antibodies
within eight days of the onset of symptoms.
In an animal model of RSV, infection-
neutralizing antibodies, administered in-
travenously or via aerosol at the height of
infection, efficiently cleared the virus from
the lungs of cotton rats. Antibodies have
also been shown to clear viral infections
from immunocompromised mice, includ-
ing persistent virus infections of neurons,
which are not recognized by CD8+ cyto-
toxic T-lymphocytes because the cells are
deficient in molecules of the class I major
histocompatibility complex. The potential
of antibodies has also been demonstrated
in passive transfer studies in animal mod-
els in which sterilizing immunity against
viral challenge has been achieved.

Nevertheless, most commonly, an anti-
body does not provide sterilizing immunity
against natural viral infection. Rather, the
prevailing view has been that an antibody
acts by reducing the viral load to allow the
innate and the adaptive cellular arm of im-
munity to clear the remaining infection.
Indeed, neutralizing antibodies are essen-
tial to the success of the vaccines against
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major viral infections. In summary, there
is a significant body of evidence under-
lining the proven and potential role of
antibodies in prevention and therapy of
viral infection. Sections 4.1.1 and 4.1.2 de-
scribe the application of phage antibody
libraries in the generation of recombi-
nant Fabs against clinically important
pathogens and tumor-associated antigens.

4.1.1 Antibodies against Viruses and
Prions
We have extensive experience in recover-
ing and characterizing antibodies against
viruses (particularly HIV-1) and prion pro-
teins and will therefore present some
of these antibodies as examples in this
section. One of the first human phage
display antibody libraries taken from an
immune source was prepared using bone
marrow from an individual who had been
infected for several years with HIV-1 but
was asymptomatic. As would be expected,
the patient showed strong serological reac-
tivity against the HIV-1 surface glycopro-
tein gp120. By panning the library phage
against recombinant gp120 immobilized
on ELISA wells, it was possible to isolate a
large number of recombinant Fabs react-
ing with the panning antigen, but not with
wells coated with bovine serum albumin.

DNA sequences from the variable do-
mains of these 33 positive clones revealed
that 10 clones possessed unique heavy
chains and 20 clones possessed unique
light chains. The sequencing data revealed
a phenomenon termed chain promiscuity;
that is, heavy chains that were identical,
or very closely related, were seen pair-
ing with light chains of very a different
sequence. This observation made it clear
that the heavy- and light-chain pairings
found in library-generated Fabs are not
necessarily those encountered in vivo. All
the specific Fabs were subsequently shown

to compete with soluble CD4 for binding
to gp120. This accords with the finding
that more than 50% of the gp120 reactivity
present in the donor serum may be in-
hibited by CD4. Moreover, a cocktail of 3
Fabs was able to inhibit more than 50%
of gp120 serum reactivity from a selection
of seropositive donors. These observations
indicate that despite chain promiscuity,
antibodies generated from combinatorial
libraries are relevant to and reflective of
the in vivo response.

Ultimately, the more interesting Fab an-
tibodies are those that are not only able
to neutralize viruses in vitro but protect
against infection in vivo. To determine
their ability to inhibit HIV-1 infection,
Fabs were assessed in p24 ELISA and
syncytia assays. Most Fab clones showed
little or no neutralizing activity, but one
group of closely sequence-related Fabs
was able to neutralize 50% of the virus
in both assays at a concentration of ap-
proximately 1 µg mL−1. One of these Fab
clones (termed b12) has been linked to Fc
to generate whole IgG1 (see Section 3). In
this form, it has been shown to be the most
effective anti-HIV-1 antibody produced to
date, combining potent neutralizing ac-
tivity with broad strain cross-reactivity
against a diverse panel of virus primary
isolates. Significantly, passive adminis-
tration of IgG1 b12 to macaques has
been shown to completely protect against
vaginal challenge of the simian-HIV hy-
brid (SHIV162P4). In this experiment, the
serum titer of IgG1 b12 required for ster-
ilizing immunity was roughly 100 times
greater than the 90% neutralization titer
of the challenge virus. The X-ray crystal
structure of whole IgG1 b12 has now been
determined and is the first structure to
be determined of an entire human IgG1
molecule (Fig. 5). The long CDR H3 loop is
predicted to be important for its anti-HIV-1
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Fig. 5 Tube representation of the structure of the whole IgG1 b12, a broadly
neutralizing human antibody against HIV-1. b12 was isolated from an Fab
phage display library prepared from the bone marrow RNA of an
asymptomatic HIV-1-seropositive individual. The structure was the first to be
determined of an intact whole human IgG molecule. The light chains are
shown in pink and the heavy chains in blue. Carbohydrate residues in the Fc
portion of the molecule are also shown (see color plate p. xxii).

activity, and alanine-scanning mutagene-
sis of the CDR H3 loop of b12 supports
this prediction.

Several other novel antibodies against
HIV-1 have been selected by the use of
phage display of which we will men-
tion three. One antibody, Fab Z13, was
selected using a synthetic peptide cor-
responding to the membrane-proximal
region on the ectodomain of the trans-
membrane protein, gp41. This antibody
and two others, 2F5 and 4E10, all bind to
a similar region on gp41, and all of them
are capable of cross-neutralizing primary
isolates of HIV-1. Another antibody, Fab
X5, was selected against a ternary com-
plex of CCR5 (HIV-1 coreceptor), CD4,
and gp120. Fab X5 has been shown to
neutralize a wide range of primary iso-
lates of HIV-1. Interestingly, the whole
IgG X5 is actually poorer at neutralizing

many viral isolates than its Fab counter-
part, a property that has been attributed
to steric constraints in accessing its epi-
tope. A third antibody, scFv 4KG5, has
been selected, which binds to a novel epi-
tope on gp120 comprising the V1, V2, and
V3 variable loops. The binding of 4KG5
to gp120 is inhibited by all anti-CD4 re-
ceptor binding site (CD4BS) antibodies
tested (n = 14), and yet, its binding is
moderately enhanced in the presence of
the broadly neutralizing antibody b12 (de-
scribed above). Thus, 4KG5 has helped
distinguish, at the molecular level, b12
from other nonneutralizing anti-CD4BS
antibodies.

Following the generation of the first
recombinant Fabs against HIV-1, two
more libraries were constructed from
the bone marrow of additional HIV-1-
positive asymptomatic donors. Analysis
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of donor serum taken concomitantly with
bone marrow samples indicated that these
patients possessed measurable antibody
titers against a plethora of different viruses.
The libraries were then independently
panned against antigens from the various
pathogens to enrich for antigen-binding
clones. Recombinant Fabs against HIV-
1, RSV, herpes simplex virus (HSV)
1 and 2, varicella zoster virus (VZV),
cytomegalovirus (CMV), and rubella were
isolated from a single library, attesting
to the antibody diversity captured during
library construction. Essentially, existing
antibody responses demonstrable at the
serological level could be cloned and
characterized at the molecular level.

Some of these Fab fragments were
obtained by panning against lysates of
virus-infected cells, rather than with re-
combinant or purified viral antigens. As
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Fig. 6 Antigen capture prior to library
panning. Library panning may be
focused on a neutralizing epitope of a
given antigen by first capturing the
antigen, using a mouse antibody or a
recombinant Fab that recognizes a
nonneutralizing epitope. The method is
advantageous when recombinant or
purified forms of an antigen are not
available.

a consequence, these experiments often
generated antibodies against abundant,
highly immunogenic antigens that do not
elicit neutralizing antibodies in a natu-
ral immune response. To increase the
probability of selecting neutralizing anti-
bodies when purified antigen preparations
are not available, a simple antigen-capture
technique was developed. In this proce-
dure, antigens known to contain important
neutralizing epitopes (NE) are captured
(typically from a lysate of virus-infected
cells) onto a solid surface by an anti-
body specific for a nonneutralizing epitope
(NNE) on the same antigen. Unbound ma-
terial is then washed away, and panning is
performed against the remaining captured
antigen. In this way, only Fabs recog-
nizing epitopes of the captured antigen
(other than that occupied by the capturing
antibody) are selected. Figure 6 gives an
example taken from a capture-panning of
the HSV glycoprotein D.

Two recombinant antibodies with excep-
tional neutralizing properties have been
isolated against RSV and HSV. The RSV-
specific antibody was derived from a library
prepared from a HIV-1-positive donor with
high serum antibody titer to recombinant
RSV surface glycoprotein FG. Panning the
library against FG yielded the antibody
RSV 19, which was shown to potently neu-
tralize a diverse collection of field isolates.
RSV 19 was later evaluated as an Fab for
therapeutic efficacy in a murine model
of RSV infection, and when administered
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in the form of an aerosol directly into
the lungs of infected mice at the time of
peak viral replication, it was able to reduce
the viral titer by a factor of 5000. These
findings suggest that recombinant human
monoclonal Fabs may prove useful in the
therapy of RSV disease and other respira-
tory conditions in which virus replication
occurs largely in the luminal lining of the
respiratory tract.

The HSV-specific antibody was selected
from a library constructed from a different
HIV-1-positive donor whose serum had
demonstrable antibody titers to HSV-1 and
-2. Even though only one heavy-chain se-
quence was recovered by panning against
both viruses, all the antibodies studied re-
acted well with HSV-1 and -2. Only one
clone, Fab 8, which recognizes the HSV
envelope glycoprotein D, was able to con-
sistently neutralize the virus in a plaque-
reduction assay. HSV Fab 8 has also been
shown to both completely prevent plaque
development in cell monolayers 72 h post
infection, establishing that the Fab can
neutralize after attachment of the virus to
the host cell, and to protect mice against
vaginal challenge with the virus.

The filoviruses, which cause hemor-
rhagic fever, are characterized by their
extreme lethality (up to ∼80% of those in-
fected die) and have gained much media at-
tention in recent years. Human Fab phage
display libraries were constructed from
the bone marrow from two donors who
recovered from infection with Ebola virus
during the 1995 outbreak in Kikwit, Demo-
cratic Republic of the Congo. Initially, only
weakly binding Fabs could be selected by
radiation-inactivated infected cell lysates.
By contrast, soluble Ebola virus glycopro-
tein (SGP) and irradiated whole virions
were used to select Fabs with high affinity
to both SGP and nucleoprotein (NP). Of
these antibodies, Fab KZ52, which binds

to GP, had the greatest reactivity against
live Ebola virus–infected Vero cells as
shown by immunofluorescence. Fab KZ52
was engineered as a whole IgG1 molecule
and, significantly, neutralized Ebola virus
at 0.4 µg mL−1 in a plaque reduction as-
say. IgG1 KZ52 was also shown to protect
guinea pigs from lethal Ebola Zaire virus
challenge. KZ52 protected at 25 mg kg−1

was administered 1 h prior to (preexpo-
sure) or 1 h following (postexposure) virus
challenge. Although sterilizing protection
was not observed, plasma viremia was
reduced by approximately three orders
of magnitude. Whether human recombi-
nant monoclonal antibodies against the
filoviruses will be useful as prophylactic
agents remains unknown.

Prion diseases such as scrapie and
bovine spongiform encephalopathy (‘‘mad
cow disease’’) are fatal disorders of pro-
tein conformation, which are characterized
by progressive degeneration of the central
nervous system. Mad cow disease has had
enormous negative impact on the beef and
cattle industry in the United Kingdom, and
worldwide restrictions have been placed
on the import of beef from the United
Kingdom. The insidious transmissibility
of prion diseases and the lack of a reliable
and sensitive diagnostic test for prions
has created a demand for highly sensi-
tive agents to accurately diagnose prion
protein in animals, animal products, and
in humans. The molecular basis of prion
propagation is generally believed to be that
the pathogenic or ‘‘scrapie’’ form of the
prion protein (PrPSc) acts as a template to
convert the normal cellular prion protein
(PrPC) to the PrPSc form. Although the pri-
mary amino acid sequences of PrPC and
PrPSc are identical, numerous structural
studies suggest that the conversion of PrPC

to PrPSc involves an extensive conforma-
tional change with substantial acquisition



92 Combinatorial Phage Antibody Libraries

of β-sheet content. Elicitation of antibodies
against prion protein is difficult due to host
tolerance of endogenous PrPC. This prob-
lem was overcome by immunizing mice in
which the PrP gene was ablated (Prnp0/0),
and antibodies were retrieved from phage
display libraries prepared from the bone
marrow and spleens of these mice. Fabs
specific for both discontinuous and lin-
ear epitopes covering the majority of the
murine prion molecule were isolated, most
of which were cross-reactive with human
PrP. Surprisingly, although the mice were
immunized with infectious PrP fragment
preparations, Fabs against only the cellu-
lar form of PrP were isolated (Fig. 7). The
antibodies generated have given insight
into the conformational changes associ-
ated with PrP. For example, several of the
antibodies were used to show that PrP
that is sparsely immobilized on a biosen-
sor chip surface can undergo spontaneous
rearrangement to a conformation similar
to PrPSc. More importantly, one of the
Fabs, D18, has been shown to bind tightly
to cell-surface PrPC and inhibit PrPSc

formation in a dose-dependent manner.
These results may eventually lead to the
prevention or treatment of prion diseases
by anti-PrP antibodies.

4.1.2 Antibodies against
Tumor-associated Antigens
Combinatorial antibody libraries are be-
ing increasingly used in cancer research
in which an increasing number of tumor-
associated antigens are being identified
as potential targets for disease inter-
vention. The successes in treatment of
certain cancers with monoclonal antibod-
ies such as in the treatment of relapsed
HER2 breast malignancy by Herceptin
(Genentech), and B-cell follicular lym-
phoma by Rituximab (IDEC/Genentech),
have set a precedence that could be fol-
lowed by library-derived antibodies in the
near future. There are many examples of
phage display–selected antibodies against
tumor-associated antigens, but we will
mention only a few due to limitation of
space. Of particular note are studies in
which phage display–selected antibodies

E123
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D13
R1,R2

D18, 28d

Fig. 7 Regions of prion protein (PrP)
bound by individual antibodies selected
from phage display libraries. Each antibody
epitope has been assigned with a rectangle
of different color as indicated on the figure.
Beginning at the N-terminus, E123: purple;
E149: grey; D13: blue; 3F4: yellow; 13A5:
black line; D18 and 28d: red; R1 and R2:
green. The cell membrane is shown as a
black line at the bottom of the figure. The
glycosylated side chains attached to Asn
181 and Asn197 are shown in orange and
yellow respectively. The glycosyl
phosphatidyl inositol protein (GPI) group
anchoring PrP to the cell surface is shown
in light blue. The antibody D18 has been
shown to inhibit the formation of the
infectious PrPSc form of the protein in a
dose-dependent manner. [Adapted from
Leclerc et al. (2003) J. Mol. Biol. 326,
475–83.] (See color plate p. xxv.)
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have given insight into the nature of the
antibody response within tumors. For ex-
ample, phage display libraries have been
prepared from tumor-infiltrating B-cells
revealing an oligoclonal antibody response
against the intracellular autoantigen actin
that becomes translocated to the cell sur-
face upon apoptosis. Another group, using
a similar approach, provides evidence for
a bias toward intracellular antigens in the
local antitumor immune response in a col-
orectal patient. Antibodies have also been
selected against a number of gene prod-
ucts frequently found to be important in
oncogenesis. An antibody library prepared
from a colorectal cancer patient was used
to isolate antibodies against the tumor
suppressor p53. In another study, an anti-
body was selected against a stage-specific
melanoma-associated antigen, and the an-
tibody was used to identify a novel target,
a 23 kDa glycoprotein, p23.

4.1.3 Intracellular Antibodies or
‘‘Intrabodies’’
A relatively recent application of antibodies
has been their use within the cell to mod-
ulate cellular function. Certain antibodies
are able to bind to their target in the rel-
atively oxidizing environment within the
cytoplasm, and they can either act by inac-
tivating a deleterious biochemical pathway
or by initiating or enhancing a desirable
one. In some cases, existing specificities
can be engineered as scFvs specifically for
intracellular expression, for example, by
removing Cys residues and then select-
ing highly stable and functional variants
using phage display. A number of ex-
periments have demonstrated the ability
of intrabodies to combat HIV-1 in vitro.
Potential therapeutic applications of intra-
bodies hinge upon the potential of gene
therapy, an area in which there has been

a growing foundation of basic science
and progress.

4.2
Antibodies in the Absence of Immunization

Isolating antibodies from an immune
source has the advantage that the
molecules will already have been selected
by the host. However, there are many
molecules of importance (e.g. self or
highly conserved antigens) against which
no high-affinity antibodies will be pro-
duced in the normal human host. Libraries
prepared from ‘‘nonimmunized’’ or unim-
munized sources provide the possibility
of isolating these specificities. Moreover,
given that libraries can be made approx-
imating to the size of an animal’s entire
antibody repertoire, antibodies to a vast
number of different antigens could be-
come accessible from a single source.

4.2.1 Naive Libraries
Two main types of nonimmunized li-
braries have been described. In the first,
‘‘naive’’ antibody repertoires have been
prepared using V genes from the IgD
and IgM antibody classes. These antibody
gene pools are less biased by the immune
history of the host than those encoding
IgG. Antibodies against a range of differ-
ent molecules, including haptens and a
number of self antigens, have been se-
lected from such libraries. The antibodies
have been shown to be highly specific,
and, in some cases, of high (nM) affinity.
More generally, however, they are of much
lower affinity (1 × 105 to 1 × 106 M−1)
than those typically obtained from IgG li-
braries. In addition, from libraries of about
108 members, often only a small number
of different clones of the desired speci-
ficity are selected. One of the most difficult
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problems associated with this type of non-
immunized library is ensuring that the
gene pool from which the library is made
is truly naive. In fact, most VH and VL
genes taken from IgM and light chain
mRNA have already been biased in the
host, precluding the selection of antibody
against many antigens.

Nevertheless, some highly specific anti-
bodies against diverse targets have been
selected from nonimmune libraries. In
one example, a nonimmunized library was
screened against a diverse panel of anti-
gens, and specific antibodies (scFv) were
isolated in every case, including antibodies
against botulinum neurotoxin, Chlamydia
trachomatis elementary bodies, and the tu-
mor marker Erb-B2; antibodies to the latter
of which had dissociation constants be-
low 1 nM. Another nonimmune library
of >1010 independent clones has been
described from which has been isolated
both cross-reactive and highly specific Fabs
against the highly related glycoprotein hor-
mones, human chorionic gonadotropin,
human luteinizing hormone, and human
follicle-stimulating hormone. Yet another
nonimmune library was engineered using
p9 display, and it performed comparably
to many p3-displayed libraries.

4.2.2 Semisynthetic Libraries
Another source for nonimmunized li-
braries consists of antibodies that are
encoded strictly by germ line genes. Such
semisynthetic libraries are constructed
from naturally occurring antibody genes
in which some or all of the CDRs are
composed of synthetic gene segments,
and typically the CDR3 region of the
heavy chain is composed of a random-
ized oligonucleotide sequence. A synthetic
library has been described in which 49 VH
germ line genes were used as a starting
point for library construction. These germ

line heavy chains were given randomized
CDR3 regions of five or eight residues
and were combined with a single germ
line lambda light chain gene. The library
size of 2 × 107 clones represented only a
fraction of the potential diversity in this
system. However, this limitation must be
considered in conjunction with the knowl-
edge that immune systems themselves can
represent only a fraction of the potential
diversity at any one time, and that even
germ line antibody genes are themselves
biased by evolutionary pressures. To date,
many synthetic antibody phage libraries
have been described, some with consid-
erable diversity (e.g. ‘‘Griffiths library,’’
∼6.5 × 1010).

The importance of antigen recognition
of CDR sequences, particularly the CDR3
of the heavy chain, makes them an ideal
target for introducing segments of syn-
thetic sequence to generate very large
numbers of different specificities. Since
naturally occurring heavy-chain CDR3 seg-
ments vary in length from 2 or 3 to 26
residues, the diversity that may be gen-
erated by randomization of this region
alone is virtually limitless. In this sense,
semisynthetic libraries may be considered
to be more truly diverse and unbiased
than those created from a naive source.
However, although this aspect of library
technology offers many possibilities, here
too there are limits to diversity. For ex-
ample, the complete randomization of 16
amino acids in a single heavy-chain CDR
will alone require a library of more than
1020 clones to fully represent it. This figure
is much greater than the transformation
efficiency of E. coli (108 –1010 clones per
microgram of vector DNA). The proba-
bility of identifying desired specificities
may, however, be increased by custom-
designing semisynthetic libraries using
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targeted mutagenesis and codon optimiza-
tion. In addition, to mimic the affinity
maturation seen in a secondary response in
vivo, antibodies selected from both nonim-
mune and semisynthetic repertoires can
be genetically manipulated in vitro to im-
prove their affinity and/or modify their
specificity. For example, it is possible to in-
crease the affinity of these clones through
the random mutagenesis of selected CDRs
of the heavy chain followed by reselection
against antigen. Additionally or alterna-
tively, one can take a particular heavy or
light chain and ‘‘cross’’ or reclone it into
a light- or heavy-chain library respectively
in the hope that it will pair with a more
suitable partner. These strategies can often
improve binding constants by more than
two orders of magnitude, thus enabling
high-affinity antibodies to be generated
from naive sources.

Several companies are now in exis-
tence, which engineer and screen naive
combinatorial antibody libraries that have
been optimized to be very large and di-
verse. Fully human monoclonal antibodies
have been selected against therapeutically
relevant targets. In fact, Knoll Pharma-
ceuticals and the Cambridge Antibody
Technologies Group have developed the
first human antibody using phage li-
braries, which has been approved for
human use and is marketed by Abbott
Laboratories under the name Humira

(http://www.fda.gov/ohrms/dockets/ac/
03/briefing/3930B1 02 A-Abbott-Humira.
pdf).

5
Summary

In the short time since their inception,
combinatorial phage antibody libraries
have been rapidly established as one of the

most efficient routes to the generation of
human monoclonal antibodies. Libraries
prepared from immunized sources allow
the selection of antibodies generated dur-
ing a natural immune response. Moreover,
the antibodies generated will normally be
of high affinity following rounds of se-
lection in vitro. Despite the scrambling of
light and heavy-chain pairs inherent to
library construction, antibodies selected
from immune libraries have repeatedly
been shown to be broadly reflective of the
donor’s serological reactivity. In addition,
efficient selection procedures permit the
isolation of antibodies occurring at very
low frequencies in the library. Hence, li-
brary technology grants the investigator
previously unavailable access to the hu-
man antibody response. Significantly, the
problem of eliciting human antirodent re-
sponses, an enormous limitation to early
therapeutic applications for rodent mon-
oclonal antibodies, has been overcome as
fully human antibody libraries are now
readily available.

Libraries constructed from immune
donors have already yielded a number of
antibodies highly efficient in virus neu-
tralization. Detailed information on the
antibody response to infectious pathogens
obtained through antibody libraries may
be applied in the design and assessment
of candidate vaccines as well as in eluci-
dating the mechanisms by which viruses
are neutralized by antibodies.

Unimmunized libraries, whether de-
rived from naive repertoires or from
synthetic antibody sequences, have al-
most unlimited potential to generate an-
tibody specificities against any antigen.
In some cases, these libraries have gen-
erated antibodies with affinities similar
to those found in a secondary immune
response in vivo. The resulting antibod-
ies – having already been cloned at the
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library-construction stage – are readily re-
fined by mutagenesis. In combination
with emerging array technologies, com-
binatorial antibody libraries are being
used to identify binders for a multitude
of novel targets and can be tested in
high-throughput screens. These massive
screening efforts are likely to yield new and
improved diagnostics and therapeutics to
further expand the already impressive role
of antibodies in the clinic.

See also Antibody Molecules, Ge-
netic Engineering of; Bioorganic
Chemistry; Design and Application
of Synthetic Peptides; Medicinal
Chemistry.
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Monooxygenase
Enzyme that reduces O2: one oxygen atom is used in substrate modification (often
hydroxylation), while the other is used to form water.

Superfamily
A group of proteins that are evolutionarily related as determined by their primary amino
acid sequence.

� In the original issues of this Encyclopedia in 1996, there was the article (Volume 1)
on cytochrome P450 monooxygenases. This new article follows the same format as
that used previously. However, a great deal of interesting information on P450s has
appeared in the last six to seven years. Accordingly, it is the goal of the authors to
present the basic principles of the P450 system as outlined in the previous article,
while at the same time taking advantage of new discoveries to provide more depth
in understanding these fascinating enzymes.

Cytochrome P450 is the generic name applied to a large superfamily
of hemoprotein, mixed-function oxidases (monooxygenases) that metabolize a
structurally diverse group of exogenous and endogenous organic substrates. The
name is derived from the prominent absorption band observed at 450 nm following
reduction of the heme iron and its coordination with carbon monoxide. These
enzymes are widely distributed among all biological kingdoms and they catalyze a
reaction of the general nature

P450
O2 + NAD(P)H

Biological reducing equivalents
+ AH

Organic substrate
−−−→

AOH
Hydroxylated organic product

+ H2O + NAD(P)+

In the case of exogenous substrates, this reaction is most frequently involved in an
organism’s effort to detoxify foreign compounds (xenobiotics) from the environment.
In the case of endogenous substrates, the reaction is generally involved in the
production of biologically more active compounds (viz. steroid hormones) from less
active compounds (viz. cholesterol).

1
Characteristics of P450s

In 1962, Ryo Sato and Tsuneo Omura
characterized an unusual pigment in a
subcellular fraction of rabbit liver, the

endoplasmic reticulum, which showed
an intense absorbance band at 450 nm
upon reduction and coordination with
carbon monoxide. They tentatively named
the material ‘‘pigment 450 nm’’ or
‘‘cytochrome P450.’’ The latter name
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stuck even though cytochromes P450,
being enzymes, do not fit the true
definition of cytochromes. Subsequently,
the pigment in question was shown
to contain protoheme, the same
prosthetic group found associated with
many other hemoproteins, most notably
hemoglobin and myoglobin. Hemoglobin
and myoglobin also show an intense
absorbance upon reduction and binding to
CO, but with these proteins the maximum
is at 420 nm. Iron has six coordination
positions: four coordination positions in
protoheme are occupied by the pyrrole
nitrogens; in hemoglobin and myoglobin,
the fifth coordination position is provided
by the imidazole group of the proximal
histidine; and the sixth position is available
to bind gaseous ligands such as O2 or
CO. It is now apparent that in P450s,
the fifth coordination position is provided
by a thiolate group from the amino
acid cysteine. Although the Nomenclature
Committee of the International Union of
Biochemistry suggests the name ‘‘heme-
thiolate protein’’ rather than ‘‘cytochrome
P450,’’ common usage in the field is
simply P450, dropping the ‘‘cytochrome.’’

Shortly after Sato and Omura tagged this
hemoprotein as cytochrome P450, Ronald
Estabrook, Otto Rosenthal, and David
Cooper at the University of Pennsylvania
assigned a function to a cytochrome
P450 in the endoplasmic reticulum of
the adrenal cortex by demonstrating with
CO inhibition and photochemical action
spectroscopy its ability to hydroxylate
progesterone at C-21. We now know that
there are many different P450s and that
they catalyze the general reaction type
shown above.

Returning to our analogy with hemoglo-
bin, we recognize that a fundamental
difference between P450 and hemoglobin
is that hemoglobin binds O2 reversibly

and transports it unchanged, while P450
reduces O2, one atom of oxygen being in-
serted into the substrate and the other
used for the formation of water. The
redox potentials of these two hemopro-
teins are quite different, that of P450
being −300 mV or lower, while that of
hemoglobin is +110 mV. Presumably, the
electron-donating capacity of the thiolate
ligand can facilitate the reduction of O2,
making P450s potent monooxygenases.
Not all heme-thiolate proteins are P450s,
but we will find that P450s consist of a
very large number of proteins (over 2,400
identified to date) found in plants, bacte-
ria, birds, fishes, insects, mammals, and
probably all other forms of life.

For the heme iron to reduce oxygen,
cytochrome P450 must receive electrons
from reduced pyridine nucleotides (ei-
ther NADH or NADPH) via an electron
transport system. In bacteria, P450s are
soluble proteins; in plants, insects, and an-
imals, they reside as integral members
of subcellular membranes. Virtually all
soluble bacterial P450s, as well as those
forms localized in mitochondrial mem-
branes of eukaryotes, receive electrons via
the following pathway:

NADPH(NADH) −−−→ ferredoxin
reductase

(FAD – containing)

−−−→ ferredoxin
(often 2Fe-2S)

−−−→ P450

Electrons are transferred to the P450 one
at a time from the ferredoxin. In mito-
chondria, P450s are localized to the inner
mitochondrial membrane, with ferredoxin
reductase and ferredoxin residing as solu-
ble proteins in the matrix. In eukaryotes,
the majority of P450s are localized in the
endoplasmic reticulum as integral mem-
brane proteins. Reducing equivalents are
transferred to these P450s via a micro-
somal flavoprotein quite distinct from



104 Cytochrome P450

ferredoxin reductase:

NADPH −−−→ NADPH P450 reductase
(FAD + FMN containing)

−−−→ P450

where FAD is flavin adenine dinucleotide
and FMN is flavin mononucleotide. A
small number of variations in the reduc-
tase systems do exist amongst the P450
superfamily. In at least one case, a soluble
bacterial P450 utilizes the microsomal type
of reductase system that is attached to the
C-terminus of the P450 domain to form a
fusion protein. Another type of P450 fu-
sion protein having a ferredoxin domain
attached to the P450 domain is also found
in bacteria. In another example found in
fungi, reduced pyridine nucleotide inter-
acts directly with the P450.

In summary then, P450s are protoheme-
containing, mixed-function oxidases in
which a cysteine thiolate ligand coordi-
nates the polypeptide chain to the heme
iron. In bacteria, these proteins are soluble,
while in higher life-forms they are integral
membrane proteins. Virtually all P450s
require additional proteins to transfer elec-
trons from reduced pyridine nucleotides to
their heme iron.

2
P450 Functions

P450s metabolize a wide range of both
endogenous and exogenous (foreign from
the environment) compounds. These com-
pounds generally are lipophilic, and it
is predicted that the P450 superfamily
can metabolize more than 10,000 known
compounds. Endogenous substrates in-
clude steroids, fatty acids, prostaglandins,
leukotrienes, bile acids, and biogenic

amines, while exogenous substrates in-
clude environmental pollutants and phar-
maceuticals. P450s catalyze the oxidative,
peroxidative, and reductive metabolism of
such compounds. In the broadest sense
then, we can group P450s into two classes:
those that metabolize endogenous com-
pounds and those that metabolize ex-
ogenous substrates (Table 1). The general
catalytic mechanism for oxygenation by
P450s of both types of substrate can be
represented by the cycle shown in Fig. 1.
Binding of substrate in the P450 active site
has been shown in some cases to raise the
redox potential of the heme iron to about
−180 mV, making it more susceptible to
reduction by NADPH.

In animals, the forms involved in en-
dogenous substrate metabolism tend to
be localized in specific functional sites
such as steroidogenic tissues (adrenal,
gonads, placenta) or a specific organ
(kidney, liver) in which they participate
in key endogenous pathways such as
steroid hormone biosynthesis (mineralo-
corticoids, glucocorticoids, sex hormones),
bile acid biosynthesis, vitamin D3 acti-
vation and inactivation, and synthesis of
key metabolites from arachidonic acid.
These reactions lead to the production of
regulators of many biological processes
such as reproduction and vascular activity,
to name only two. Other potential roles
for P450s include biosynthesis of neuros-
teroids and activation or inactivation of
important compounds for growth and de-
velopment including derivatives of vitamin
A. Certain P450-dependent endogenous
functions such as cholesterol biosynthesis
are widely distributed. Cholesterol biosyn-
thesis is important in most, if not all, ani-
mal cells for membrane biogenesis and is
dependent on lanosterol 14α-demethylase
cytochrome P450. A key developmen-
tal role for P450-dependent activities is
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Tab. 1 Classification of P450s
according to substrate metabolism.

Endogenous substrate metabolism
Examples
Steroid hormone biosynthesis
Vitamin D3 metabolism
Cholesterol biosynthesis
Bile acid biosynthesis

Reactions
Hydroxylations
C−C bond lysis

Exogenous substrate metabolism
Examples
Environmental pollutant metabolism
Drug metabolism
Insect metabolism of plant toxins

Reactions
Hydroxylations
N-Dealkylations
O-Dealkylations
Alcohol oxidation
Alkane oxygenations

SOH

P450-SH
(Fe3+)

P450-SH
(Fe2+)

P450-SH
(FeOOH)

P450-SH
(Fe2+−O2)

P450-SH
(FeO3+)

P450-SOH
(Fe3+)

H2O
O2

+SH

+e−

+e− + H+

+H+

P450
(Fe3+)

Fig. 1 Generalized catalytic cycle for cytochromes P450.
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the requirement for testosterone at the
correct time during fetal life for the ap-
pearance of the male phenotype. Without
timely testosterone production, the 46,XY
male karyotype displays female sex char-
acteristics, and two different P450s (one
mitochondrial and one microsomal) are re-
quired for testosterone biosynthesis from
cholesterol. In the male songbird, testos-
terone produced in the testis crosses the
blood–brain barrier, where it is converted
to estrogen by the aromatase cytochrome
P450 in the brain, which activates the for-
mation of the song center in the brain.

Inherited genetic diseases are known to
be associated with mutations in the P450-
encoding genes involved in endogenous
substrate metabolism. For example, the
group of diseases known as congenital
adrenal hyperplasia results from defects
in steroid hormone biosynthesis in the
gonads and adrenal. Depending on the
specific P450 gene affected, alterations
in these pathways lead to changes in
mineralocorticoid, glucocorticoids, or sex
hormone levels. Another P450-dependent
pathway subject to genetic defects is bile
acid biosynthesis. Recently, a mutation in
a fatty acid hydroxylase P450 expressed in
tubules in the kidneys has been found to
be associated with human hypertension.
Aromatase P450 is required for estrogen
biosynthesis and, in addition to expression
in the ovaries, it is found in adipose (fat)
tissue, in which it may be a key locus
in breast cancer. Thus, members of the
class of P450s involved in endogenous
substrate metabolism play important roles
in development and homeostasis and are
the loci for a number of disease states
in humans.

Forms of P450 involved in exogenous
substrate metabolism are generally more
widely distributed and have broader sub-
strate specificities than forms involved in

endogenous substrate metabolism. Exoge-
nous substrate metabolism is found in
every organ including the skin, while the
highest concentration and largest num-
ber of exogenous substrate–metabolizing
P450s is in the liver. Some forms in this
class are widely distributed, such as that
which metabolizes polycyclic aromatic hy-
drocarbons (P4501A1 – this nomenclature
is defined in the next section), which can
be found in almost every cell type. Others
are present in only a limited number of
cells such as the olfactory epithelium.

In bacteria, P450-dependent xenobiotic
(foreign compound) metabolism can in-
volve compounds that serve as important
carbon sources for these organisms. A par-
ticular strain of Pseudomonas putida grows
on camphor following its metabolism
via several enzymatic steps, including
one catalyzed by the soluble cytochrome
P450cam. In insects, P450-dependent
xenobiotic metabolism can provide pro-
tection against plant toxins produced to
ward off pests. The larvae of the black
swallowtail butterfly are able to feed on
carrot and parsley plants because they can
rapidly induce a particular P450 that me-
tabolizes the xanthotoxin produced by the
plants. Many other insects cannot gener-
ate such a defense in the warfare between
plants and insects and thus cannot feed
on naturally protected plants. Taxol, an
important anticancer agent that disrupts
microtubule formation, is produced by
the Pacific yew tree via a P450-dependent
pathway as a defense against pests. An-
imals including humans contain a broad
spectrum of different P450s capable of bio-
transforming pollutants and drugs. These
transformations (generalized in Table 1)
involve countless drugs, chemical carcino-
gens, and environmental contaminants.
From an evolutionary point of view, it is
interesting to consider how these forms
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arose. Our modern chemical environment
is less than 200 years old. Nevertheless,
forms such as P4501A1 are found in fishes
and all mammals. This P450 metabolizes
polycyclic aromatic hydrocarbons, which
can arise from burning organic matter.
Perhaps such forms were first produced
during volcanic eras and have persisted to
present times.

Much of the P450-dependent xenobiotic
metabolism serves the purpose of detoxi-
fication. Hydroxylated products are more
soluble than the original substrates and
also serve as good substrates for phase
II detoxification enzymes, which conju-
gate these products for easier elimination.
Obviously, this ability is beneficial to hu-
mans, just as detoxifying xanthotoxin is
beneficial to the black swallowtail butterfly
larvae. In certain cases, however, prod-
ucts produced by P450 metabolism can be
more toxic than the substrate. For exam-
ple, benzo(a)pyrine, a polycyclic aromatic
hydrocarbon in tobacco smoke that also
arises from charbroiling meat, is converted
by P450-dependent biotransformation into
a product that is carcinogenic and may play
a key role in lung cancer. Thus, in certain
instances, products of P450 biotransfor-
mation can be mutagenic or carcinogenic.

The pharmaceutical industry is particu-
larly interested in the roles P450s play in
drug metabolism. This metabolism obvi-
ously contributes to the efficacy of phar-
maceuticals. In drug metabolism studies
using laboratory animals, inbred strains
are generally used in which all individuals
contain fairly constant levels of different
forms of drug-metabolizing P450s. Hu-
mans are outbred and show considerable
individual variation in drug metabolism.
Each individual can be considered to have
a unique drug-metabolizing profile in part
because of the person’s individual P450
pattern, which is dependent on genetic

(sex, age) and environmental (nutrition, ex-
posure) factors. The human genome has
revealed genomic evidence for 57 P450s
to date, a mixture of forms metaboliz-
ing endogenous and exogenous substrates.
Of this latter group, six found in human
liver are primary P450s used to study P450
metabolism of potential pharmaceuticals.
In some cases, different forms of P450
metabolize the same chemical substrate
by different reactions, leading to varied
patterns of products from the same drug.
Thus, individual variation in the levels
of different P450s can significantly affect
drug metabolism, particularly in instances
of combined drug therapy. Genetic con-
tributions to individual variations (drug
metabolism polymorphisms) exist within
the human population as a result of varia-
tions in the levels of specific forms of P450
or mutations within specific enzymes.
Thus, certain individuals, classed as poor
metabolizers for specific drugs, do not
clear these drugs as efficiently as the gen-
eral population and experience side effects
reminiscent of drug overdose. A goal of
research in drug metabolism is to develop
noninvasive screening procedures that will
permit estimation of individual P450 pro-
files. Thus, individual treatment regimens
could be prescribed providing both health
and economic benefits to patients.

While the classification of P450s into
two groups as used here is helpful, ances-
tral P450s probably have existed for more
than 3.5 billion years. This longevity sug-
gests that the drug-metabolizing forms of
P450 could play important roles in regu-
lating key endogenous compounds used
in growth, development, and homeosta-
sis. In most cases, no biological connec-
tion between members of the exogenous
substrate–metabolizing class and specific
endogenous substrates (e.g. retinoids) has
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yet been made. However, because drug-
metabolizing P450s have a broad substrate
specificity, it is clear that, in vitro, these
P450s can metabolize various endogenous
compounds. Thus, it will not be surpris-
ing to see the distinction between these
two classes of P450 become less sharp in
the future.

3
How Many P450s Are There?

The P450 superfamily is very large, hav-
ing members in most if not all life-forms.
In 1996, only 400 CYPs were known and
now the P450 superfamily contains more
than 2400 enzymes. The majority of these
have been identified in genomic sequences
and for the vast majority, the function is
unknown. Classification of members of
the superfamily based on function has not
been possible, originally because enzymes
from the same superfamily in different
species have different activities and now
because we have far too many genes with
unknown activities. Rather, a systematic
classification for P450s has been devel-
oped on the basis of amino acid sequence
(http://drnelson.utmem.edu/cytochrome.
P450.html). Before development of this
classification by Dan Nebert and David
Nelson, the field was in disarray because
individual investigators selected names for
the different P450s, and in cases in which
discovery occurred in two laboratories at
about the same time, there were two names
for the same CYP. The nomenclature in-
volves a number that identifies the gene
family, a letter that identifies the subfam-
ily, and another number that identifies the
member of the subfamily. CYP2C23 indi-
cates gene family 2, subfamily C of gene
family 2, and member 23 of subfamily C
of gene family 2. The subfamily member

designation is sequential based on order
of discovery. CYP2C23 and CYP2C24 are
rat P450s, while CYP2C25 is from the Syr-
ian hamster. Gene family members have
about 40% amino acid sequence identity
or greater, while subfamilies have about
55% amino acid identity or greater. Cer-
tain gene families that have very restricted
enzymatic activity and are found to have
the same function in different organisms
do not have subfamilies. CYP51 (sterol
14α-demethylase) is an example because
it is involved in sterol biosynthesis in
many organisms in which it removes the
14α-methyl group from the cyclized sterol
ring. Another such example is CYP17
(17α-hydroxylase/17,20-lyase) found in the
gonads of animals, birds, and fish serving
an identical role in androgen biosynthesis.
However, the P450s in the CYP2C sub-
family generally have different substrate
specificities from those in the CYP2B sub-
family. It would not even be surprising to
learn that CYP2C23 and CYP2C24 have
different substrate specificities. Some-
times, a single amino acid change can
profoundly change the specificity of a
P450. In the mouse, the Cyp2A subfam-
ily (Phe209 → Leu) changes the specificity
of mouse coumarin hydroxylase (Cyp2A5)
to steroid 15α-hydroxylase (Cyp2a4). For
mouse P450s Cyp is used, while for P450s
in all other species the designation CYP
is used.

CYP51 is expressed in all kingdoms
of life, and the approximately 50 known
CYP51 sequences contain 40 conserved
amino acids. Obviously, sterol 14α-
demethylation is a highly conserved enzy-
matic activity. Another highly conserved
enzymatic activity is ω-hydroxylation of
fatty acids. However, in this case dif-
ferent gene families are involved in
different phyla. There is not enough
amino acid conservation between different
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fatty acid hydroxylases to catalog them
together in the same gene family.
Perhaps this difference between sterol
14α-demethylation and fatty acid ω-
hydroxylation is because three successive
monooxygenation steps are required for
14α-demethylation and only one for fatty
acid hydroxylation. Only three amino acid
residues are conserved in all P450s, the
cysteine that provides the thiolate ligand
for the heme iron and the EXXR sequence
that forms a charge pair in the K-helix
of P450s. The number of P450s are very
different from organism to organism and
Table 2 provides selected examples that
emphasize this point.

As indicated earlier, knowing the se-
quence of a P450 does not necessarily
provide information on its function. A va-
riety of different heterologous expression
systems including bacteria, yeast, insect
cells, and animal cells have been applied
to P450 research. Thus, as new P450s
are identified by cloning, they can be
overexpressed and their enzymatic prop-
erties examined with a variety of potential
substrates. Even following such character-
ization, however, it is not possible to know

specific P450 function with certainty in the
absence of biological data, including tissue
localization and physiological regulation
of activity. Directed approaches to identify
rare P450s are difficult. Universal probes
do not exist for P450s, either nucleotide
or antibodies. Use of subfamily-specific
PCR primers does permit identification
of new P450s within a limited subset.
P450s contain approximately 500 amino
acids, of which fewer than 10 are highly
conserved, several of these being located
near the heme-binding cysteine. In studies
aimed at cloning P450 genes responsible
for flower color, degenerate PCR primers
complementary to sequences in the heme
binding region were very effective in iden-
tifying a number of different P450 forms.

4
P450 Structure

In the 1996 article, it was reported that
four soluble bacterial P450 structures were
known. This number has grown to at least
nine. In addition, we now know the struc-
ture of a soluble fungal P450, and most

Tab. 2 Expression of P450s in different organisms.

Organism Number of CYPs

Human 57
Mouse 60
Rice 458
Arabidopsis 273
Caenorhabditis elegans 81
Drosophila melagaster 84
Streptomyces cerevisae 3
Escherichia coli 0
Mycobacterium tuberculosis 20
Mycobacterium emegmatus 44
Mycobacterium leprae 1
Streptomyces coelicolor 18
Streptomyces avermitilus 33
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exciting, the structures of mammalian,
membrane-bound CYPs are becoming
available. The first is a rabbit microso-
mal steroid hydroxylase, CYP2C5, and a
commercial firm has reported structure
determination of two human hepatic CYPs
(2C9 and 3A4). Because eukaryotic CYPs
are integral membrane proteins and are
consequently more hydrophobic, they are
more difficult to crystallize. However, that
is true of proteins in general where more
than 2,000 structures of soluble proteins
are available, yet only about 50 membrane
protein structures have been solved. The
recent success in structure determination
of eukaryotic P450s has required modi-
fication by mutagenesis to generate less
hydrophobic molecules. We can expect
additional structures of human P450s to
appear in the near future.

Generally speaking, there is little se-
quence conservation between CYP gene
families. However, the CYP structures all
look the same from a distance, assuming
what is now called the P450 fold. Closer
analysis reveals, however, subtle but im-
portant differences. More than 10 years
ago, Gotoh described in the CYP2 fam-
ily six ‘‘substrate recognition sequences’’
(SRS). These regions are predicted to inter-
act with the substrate and are hypervariable
between gene families but are more con-
served within P450s that carry out similar
or the same reactions. Having consid-
erable structural information on P450s,
we now think of these regions in terms
of secondary structural elements. SRS1
is generally found in the region of B′-
(or B)helix and BC loop, SRS2 in the C-
terminal region of the F-helix, SRS3 in the
N-terminal region of G-helix, SRS4 in the
I-helix, SRS5 in β1–4, and SRS6 in β4–2.
The lengths of these secondary structural
elements vary between P450 families to ac-
commodate substrates of different shape,

size, and polarity. From structural studies,
we know that the active site in P450s is
sequestered inside the protein molecule,
and it is not clear at present how the sub-
strate gains access to the enzyme’s active
site. Only in two cases has the structure of
the same CYP plus and minus substrate
been determined – the bacterial enzymes
P450cam and P450BMP. In the case of
P450BMP (CYP102A1), there is a channel
(substrate access channel) that connects
the surface of the molecule and the buried
active site, which is open in the substrate-
free form of the enzyme. Binding of
the substrate causes significant conforma-
tional changes and results in a closure of
the substrate access channel. This is in
contrast to P450cam (CYP101), in which
there is no obvious route to the active site
and substrate binding is accompanied by
only minor conformational changes.

P450s in the endoplasmic reticulum
have a very hydrophobic amino-terminal
region, which serves as a signal anchor
sequence. All such P450s are inserted co-
translationally into the endoplasmic retic-
ulum membrane by the signal recognition
particle pathway, and this amino-terminal
anchor participates both in association of
the P450 with the membrane and in direct-
ing the proper folding pathway for the pro-
tein. However, removal of this hydropho-
bic tail from the primary sequence of the
P450 does not generally lead to synthesis
of a soluble P450. Rather, such truncated
P450s are still found to be associated with
the membrane, indicating that other hy-
drophobic stretches in the P450 molecule
participate in membrane association. Even
P450s in the mitochondrion do not have
discernible hydrophobic signal anchors.
They, however, have amino-terminal pre-
cursor extensions that are removed prote-
olytically as the unfolded P450 is taken up
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and inserted into the mitochondrial mem-
brane before final folding occurs. There is
no sequence homology of this extension
between different mitochondrial P450s
and its length varies significantly from
one protein to another. Like other pre-
cursor sequences, however, mitochondrial
P450 precursor segments contain charged
amino acids. All membrane-bound P450s
are proposed to have a similar mode
of association with the membrane via a
large hydrophilic domain anchored to the
lipid bilayer through several noncontigu-
ous portions of the polypeptide chain, with
some of the membrane-interacting areas
being common to both mitochondrial and
microsomal P450s. It has also been sug-
gested that in membrane-bound P450s the
substrate may enter directly from the lipid
bilayer, thus providing a rationale as to how
hydrophobic substrates can avoid traveling
through the aqueous cytosol.

Other than addition of protoheme, post-
translational modification is not a frequent
event in P450s. There have been re-
ports that phosphorylation is important in
modifying the function of specific forms
of P450, but this has not been firmly
established. Glycosylation of aromatase
cytochrome P450 is known to occur, al-
though this modification apparently has
no effect on the activity of the enzyme. Gly-
cosylation of other P450s is not common.
Heme binding remains the one posttrans-
lational event occurring in all P450s. How
it occurs, however, is not at all understood.
Since the last step of heme biosynthe-
sis (iron insertion into protoporphyrin
IX) occurs in the mitochondrion, mito-
chondrial P450s might find heme quite
readily in the matrix. How heme gets to
the endoplasmic reticulum for insertion
into P450s and other heme proteins is a
mystery.

5
Regulation of P450 Activities

While certain P450-dependent activities,
such as the lanosterol 14α-demethylase
step in cholesterol biosynthesis and that
of 27-hydroxylase in bile acid biosynthe-
sis, have important constitutive regulatory
components, other P450 activities are reg-
ulated by signal transduction pathways.
Much of this regulation is at the tran-
scriptional level. For example, peptide
hormones from the anterior pituitary reg-
ulate transcription of P450s involved in
steroid hormone biosynthesis. Adrenocor-
ticotropin (ACTH), via cAMP-dependent
pathways, controls the transcription of
genes in the adrenal cortex, encoding both
mitochondrial and microsomal P450s in
the steroid hormone biosynthetic path-
way, as well as related proteins such as
ferredoxin. ACTH also controls the avail-
ability of substrate (cholesterol) in the
inner mitochondrial membrane, thereby
having the dual effect of regulating enzyme
levels and substrate availability. As another
example, parathyroid hormone regulates
P450-dependent vitamin D3 metabolism
via cAMP, presumably at the transcrip-
tional level.

When considering regulation of P450
activities, there are four different regula-
tory components to be evaluated: devel-
opment, tissue-specific, constitutive, and
inducible. Not all P450s are inducible,
but the other three factors of this mul-
tifactorial regulatory scheme probably ap-
ply to all eukaryotic P450s. We do not
yet have a good view of the multi-
factorial regulation of most P450 en-
zymes, the steroid hydroxylases being the
best understood. In addition to peptide
hormone–dependent regulation through
cAMP, developmental/tissue-specific reg-
ulation is dependent on an orphan nuclear
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receptor transcription factor known as
SF-1, which also plays a key role in
organogenesis of the adrenal and gonads.
Constitutive regulation of steroid hydrox-
ylase levels is mediated by growth factors
and cytokines.

Many forms of P450 are induced by
substrates. Camphor, the substrate for
P450cam, regulates the level of this P450
and other enzymes involved in camphor
metabolism. It has been noted that xantho-
toxin produced by carrot and parsley plants
induces P450 levels in certain butterfly lar-
vae, permitting them to metabolize this
toxin and therefore feed on the plants.
Drugs and pollutants that serve as sub-
strates for many P450s can function to
induce the levels of the specific forms that
detoxify them. In a well-studied example,
polycyclic aromatic hydrocarbons, some of
which are substrates, induce the level of
P4501A1 through a specific receptor that
binds a unique DNA sequence associated
with CYP1A1 when the ligand (polycyclic
aromatic hydrocarbon) is bound. The same
regulatory process for P4501A1 exists in
fish and all animals, raising the possi-
bility that there is an endogenous ligand
for this receptor. Polyacrylic aromatic hy-
drocarbons derived from burning organic
matter must have been in the environment
for a very long time. Modern polycyclics
such as dioxin are potent inducers of
this P450 by this receptor-mediated mech-
anism, which probably has existed for
millions of years. Therefore, the question
remains as to whether P4501A1 might be
regulated by a naturally occurring com-
pound that might also be a substrate for
this P450. Barbiturates such as pheno-
barbital enhance levels of certain forms
of drug-metabolizing P450s, while per-
oxisome proliferators such as clofibrate
induce levels of yet other P450s. Phar-
maceutical companies not only need to

know what forms of P450 metabolize po-
tential new drugs and what the resultant
metabolites are but they also need to
be aware of the forms of P450 that are
induced by such compounds, because al-
teration in the P450 profile by induction
can alter the pattern of drug metabolism.
Overall, the levels of P450s in all or-
ganisms are regulated by environmental
conditions. In higher organisms, develop-
mental, tissue-specific, and endogenous
systems also contribute to the existing
levels of P450s. Since there is little post-
translational modification of P450s that
influences enzymatic activity, levels of the
monooxygenases themselves must be key
in controlling activity. Transcription is a
very important player in this aspect of P450
function, although translation that has not
been studied as extensively as transcription
may also be important.

6
Future Directions

This section, in 1996, began with three
questions that were considered to be
particularly important from the standpoint
of the pharmaceutical industry.

• How many human forms of P450
are there?
From the human genome we now know
that there appear to be 57 human CYPs.

• What are the overlapping substrate
specificities of the major P450 forms
to a variety of drugs?
Of course, this is a question that will for-
ever be an ongoing one because of the
development of new drugs. However,
we now know the number of CYPs and,
in most cases, they can be expressed
in heterologous systems providing suf-
ficient enzyme for analysis of substrate
specificity. Thus, the methods are clearly
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available to test the ability of different
human CYPs to metabolize a common
substrate. Most often, this analysis will
not include all 57 human CYPs but
rather the 6 major drug-metabolizing
forms in human liver (3A4, 2C9, 2C19,
2E1, 2A1, 2D6).

• How are the major human forms of
P450 regulated?
This has been a rapidly growing area
of research over the past seven years.
Particularly, discovery of transcription
factors such as PXR, CAR, LXR, along
with further understanding of the mech-
anism by which AhR functions to in-
duce CYPs through polycyclic aromatic
hydrocarbons, have begun to bring ra-
tionale answers to this question.

The other two questions in 1996 are

• What genetic and environmental factors
control the individual levels of these en-
zymes, and can noninvasive screening
tests be developed to determine an indi-
vidual’s P450 profile?

• Can designer drugs be developed for
targeting specific P450 active sites?

We do not have clear answers to these
at this time. However, development of
microarray technologies and methods for
solving the structures of human CYPs
should assure some answers to these
questions by the time the next volume
is written. Many of the same questions
are also being asked by the agricultural
industry in its search for new herbicides
and pesticides.

The role of the P450 superfamily in
growth and development will be one of the
major issues addressed in academic labo-
ratories during the next decade, along with
the elucidation of the three-dimensional
structure of eukaryotic P450s and the
biochemistry of the regulation of P450

gene expression. In addition, questions
that remain to be answered focus on
substrate accessibility and binding, par-
ticularly to P450s of the endoplasmic
reticulum, and association of these P450s
with limiting amounts of P450 reductase
in the membrane.

One of the major thrusts during this
decade will be in application of the unique
chemistry catalyzed by P450s for com-
mercial purposes. The recent success in
producing cortisol by insertion of a mam-
malian P450–dependent metabolic path-
way in yeast is very exciting and opens the
door to other future efforts. At the same
time, the solution of the Streptomyces coeli-
color genome demonstrating the presence
of 18 CYP genes opens the way to modifi-
cation of P450s leading to novel secondary
metabolites. The opportunity will soon
exist to make novel and more potent an-
tibiotics by modifying specific CYP gene(s)
in particular streptomycetes. The use of
microorganisms for expression of specific
forms of P450 may also prove important in
pollutant control. Organisms engineered
to metabolize compounds such as poly-
cyclic aromatic hydrocarbons may be very
important in protecting the environment.
In the context of fine chemical or pharma-
ceutical synthesis and in pollution control,
the ability to change the catalytic activity
of a specific P450 could be particularly
useful. The realization of designer P450s
engineered to catalyze specific activities
may not be far in the future, since solution
of the three-dimensional structure of eu-
karyotic P450s would seem to be a lesser
obstacle than before.

Finally, transgenic plants expressing
P450s that provide protection against
insects and herbicides are presently being
tested. Also, transgenic plants are being
developed to modify flower color and for
the production of commercially important
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oils. Efforts to produce blue roses by
modifying the P450 profile are under way.
The flavor spearmint is produced by a plant
much less susceptible to disease than that
producing peppermint. Knocking out one
P450 gene and inserting another should
in principle generate peppermint flavor in
the spearmint plant, thereby lowering the
cost of peppermint flavorings.

Many fundamental details concerning
P450 systems at the biochemical and cell
biology levels remain to be elucidated, and
we can anticipate continued vigorous ac-
tivity in these areas. The discovery of new
forms of P450, particularly in plants and in-
sects, will proceed at a rapid pace. Finally,
applications of P450-catalyzed chemistry
to commercial projects, including synthe-
sis of chemicals, pollution control, and
agriculture, are becoming important di-
rections of this area of investigation.

See also Bioorganic Chemistry;
Bioinorganic Chemistry.
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Keywords
Cytokine
One of a class of inducible biologically active proteins that exercise specific,
receptor-mediated effects in target cells or in the cytokine-producing cells themselves.

Interleukin
One of several different cytokines acting between leukocytes and other cell types, which
has a variety of stimulatory activities that regulate immune, inflammatory, and
hematopoietic responses.

Hematopoietin
One of a subgroup of interleukins having an α-helical bundle structure.

Hematopoietin Receptor
One of a class of structurally related cell surface receptors for the hematopoietin
subgroup of interleukins.
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Hematopoiesis
The process of populating and replacing circulating erythrocytes and leukocytes from
stem cells contained within the bone marrow.

Macrophage
Phagocytic leukocyte found in various tissues, which is important in nonspecific
cellular immunity and antigen presentation, and which is a major producer of and
responder to interleukins.

T lymphocyte (T cell)
A type of white blood cell capable of responding to foreign antigens and thus of
mediating cellular immunity, which it does by secreting a variety of interleukins and
other cytokines to activate leukocytes and other cells.

Homolog
A structurally related interleukin molecule whose activity is mediated by a receptor that
is common to all homologs within an interleukin family.

Paralog
A structurally related interleukin molecule whose activity is mediated by a receptor
distinct from those of other paralogs within an interleukin family.

� The harmonious regulation of vital physiological processes, for example,
replenishment of mature blood cells from bone marrow stem cells, termed
hematopoiesis, and the activation of defense mechanisms against pathological
microbes and injury has been shown to depend on the production and action
of a variety of secreted biologically active proteins, collectively known as cytokines.
Central among cytokines is a class of mediators, largely involved in the regulation
of immune, inflammatory, and hematopoietic functions, designated interleukins
primarily on the basis that interleukins are produced mainly by leukocytes and act
locally on other leukocytes in surrounding tissues. Each interleukin, of which there
are now 29 designated ones, exercises a spectrum of biological activities via specific
cell surface receptors. Overlaps of biological activities have been found to be common
among different interleukins and to result in many cases from the sharing of receptor
components. On binding their cognate interleukins, receptors activate intracellular
signaling pathways leading to the transcription of nuclear genes and expression
of proteins necessary to commit the cell to a number of contingent events and
responses according to the particular interleukin bound and cell type. Interleukins,
however, probably rarely act alone and in vivo form complex interactive networks
both among themselves and with other cytokines. Such complicated intercellular
communications systems have made it difficult to precisely define the biological
roles of interleukins in health and disease. In certain diseases, for example, cancer,
some exogenously administered interleukins induce beneficial responses, but it has
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rarely been possible to dissociate their desirable pharmacological activities from
their undesirable pharmacological activities, which often give rise to severe side
effects. In fact, many disease symptoms, for example, fever, hypotensive shock, have
been demonstrated to be strongly associated with the presence of endogenously
produced interleukins, and this is leading to clinical evaluation of several interleukin
antagonists in both acute and chronic diseases.

1
Background and Historical Perspective

From the beginning of the twentieth cen-
tury, there has been a growing realization
that many of the biological processes in
multicellular organisms are regulated by
extracellular factors. Together such fac-
tors constitute an elaborate, interactive
communication system that governs the
cellular and physiological responses at sev-
eral levels. In particular, the immune and
neuroendocrine systems of higher ani-
mals, such as mammals, are subject to
regulation by secreted factors that can act
both locally (paracrine action) and at a dis-
tance (endocrine action) on cells bearing
cognate receptors. The word ‘‘cytokine’’
was coined in 1974 by Dr Cohen to de-
scribe any soluble factor produced by both
lymphoid and nonlymphoid cells that exer-
cise specific effects in its target cells. Since
then, the definition of cytokine has become
restricted to nonendocrine, biologically ac-
tive, protein mediators involved in (1) cell
proliferation and thus tissue development
and repair and (2) cellular function, which
is required for the maintenance of homeo-
static and defense mechanisms. Cytokines
may be perceived to be analogous to
polypeptide hormones except, in contrast
to hormones, cytokines mainly act locally
rather than at a distance. However, in
many respects the distinction between cy-
tokines and hormones is blurred.

In today’s classification, interferons, in-
terleukins, colony stimulating factors, and
polypeptide growth factors are considered
to belong to the cytokine superfamily. The
word ‘‘interleukin’’ was coined in 1979 at
the 2nd International Lymphokine Work-
shop in Ermatingen, Switzerland (quite
possibly interleukin was born from a cor-
ruption of Interlaken, another town in
Switzerland!), to apply to soluble mediators
produced by activated T lymphocytes that
acted in a paracrine fashion on ‘‘respon-
der’’ lymphocytes. However, the definition
of interleukin was quickly widened to in-
clude soluble mediators produced by a
wide variety of cell types that acted pri-
marily on lymphocytes and other cell types
within the immune system. Regrettably,
prior designation of some of the earlier
characterized cytokines, for example, in-
terferon gamma (IFNγ ), has effectively
excluded them from the interleukin fam-
ily to which they truly belong, and the
inclusion/exclusion of newly discovered
cytokines to the interleukin family has of-
ten been fairly arbitrary.

Historically, the biological activities that
are now attributed to interleukins were
first uncovered as early as the 1940s. Then,
for example, a fever-inducing substance
isolated from ‘‘neutrophils’’ was called
granulocyte pyrogen (GP); it had similar
properties to endogenous pyrogen (EP),
a substance isolated from the blood of
rabbits made febrile by the injection of
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bacteria. Since then and particularly in the
late 1960s and early 1970s, many other bi-
ological activities have been defined, being
originally ascribed to poorly characterized,
soluble factors. Thus, lymphocyte activat-
ing factor (LAF) was the name given by
immunologists to a macrophage-derived
substance that enhanced mitogen-driven
lymphocyte proliferation. A substance se-
creted by such mitogen (lectin)-driven
lymphocytes was shown to specifically sup-
port the proliferation of T lymphocytes and
was therefore named T-cell growth factor
(TCGF). Subsequently, a number of other
growth and differentiation factors acting
on specific cell lineages were described.

By the late 1970s, it was beginning to be
realized that some of these soluble factors,
which had been separately designated,
were in fact either similar or identical sub-
stances. For example, the production of EP
and LAF could be shown to be stimulated
by the same agents and their molecu-
lar weights (mw), isoelectric points (pI),
and other properties were broadly simi-
lar. Their purification initially showed that
they contained similar active, but heteroge-
nous, proteins with pIs ranging between
5 and 8. Following the coining of ‘‘inter-
leukin’’ in 1979, LAF was redesignated as
interleukin-1. TCGF became interleukin-2.
This naturally started the quest for ‘‘discov-
ering’’ more interleukins and during the
1980s, with the major advance in rDNA
technology, many ‘‘new’’ interleukins were
cloned. Some of these were clearly iden-
tical to specific cell growth factors, which
had been partially characterized earlier;
others turned out to be novel biologi-
cally active proteins. The new and ‘‘old’’
names for interleukins are summarized in
Table 1. New interleukins continue to be
identified right up to the present day.

Once interleukins were cloned and made
available in large quantities via production

in recombinant bacteria, their biochem-
istry and biology could be and has been
thoroughly investigated. A common char-
acteristic that has emerged from such
studies is that most, if not all, interleukins
have more than one biological activity and
there is frequently an overlap between the
spectrum of activities of one particular
interleukin and another interleukin or a
member of the cytokine superfamily, such
as an interferon or a colony stimulating fac-
tor. This indicates a significant redundancy
in the biological functions of interleukins
and of cytokines in general. Such redun-
dancy suggests that interleukins trigger
convergent signaling pathways in cells,
and the more recent cloning of inter-
leukin receptors has shed some light on
why this should be so. For instance, it is
now known that some interleukins share
nonspecific receptor components besides
those components that are necessary for
specific interleukin binding. Furthermore,
while interleukin receptors do not contain
cytoplasmic kinase domains themselves,
it appears increasingly likely that they
are associated with a limited number of
nonreceptor kinases, which mediate the
phosphorylation of nuclear transcription
factors. The latter are activated by this
process to bind to interleukin-responsive
elements of interleukin-inducible genes
and activate their transcription. The subse-
quent expression of interleukin-inducible
gene mRNAs and protein synthesis leads
to cellular responses. If two (or more) inter-
leukins trigger the induction of a common
set of genes, then the observed cellular
response, for example, mitogenesis, will
probably be similar. However, cells have
regulatory mechanisms that control the ex-
pression of interleukin receptors and thus
their responsiveness to particular inter-
leukins. Some interleukin receptors are
restricted to specific cell types or lineages,
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Tab. 1 Interleukins and former nomenclature.

Interleukin Former names

Interleukin-1α (IL-1α) Endogenous pyrogen (EP); lymphocyte activating factor (LAF);
hemopoietin-1 (HP-1)

Interleukin-1ß (IL-1ß) As for IL-1α; osteoclast-activating factor (OAF)
Interleukin-1 receptor

antagonist (IL-1ra)
–

Interleukin-2 (IL-2) T-cell growth factor-1 (TCGF-1); killer helper factor (KHF)
Interleukin-3 (IL-3) Multiple colony stimulating factor (multi-CSF); hemopoietic cell growth

factor (HCGF)
Interleukin-4 (IL-4) B-cell stimulating factor-I (BSF-I); T-cell growth factor-II (TCGF-II);

macrophage activation factor (MAF)
Interleukin-5 (IL-5) T-cell replacing factor-I (TRF-I); eosinophil differentiation factor (EDF);

IgA-enhancing factor
Interleukin-6 (IL-6) B-cell stimulating factor-2 (BSF-2); hybridoma-plastocytoma growth factor

(HPGF); hepatocyte stimulating factor (HSF)
Interleukin-7 (IL-7) Lymphopoietin-1 (LP-1); thymocyte growth factor (THGF); pre-B-cell

growth factor (PBGF)
Interleukin-8 (IL-8)a Macrophage-derived neutrophil chemotactic factor (MDNCF); neutrophil

activating factor-1 (NAF-1)
Interleukin-9 (IL-9) T-cell growth factor-III (TCGF-III); p40; mast-cell enhancing activity
Interleukin-10 (IL-10) Cytokine synthesis inhibitory factor (CSIF)
Interleukin-11 (IL-11) Adipogenesis inhibitory factor (AGIF)
Interleukin-12 (IL-12) Natural killer stimulatory factor (NKSF); cytotoxic lymphocyte maturation

factor (CLMF)
Interleukin-13 (IL-13) P-600
Interleukin-14 (IL-14) High molecular weight B-cell growth factor (HMW-BCGF)
Interleukin-15 (IL-15) –
Interleukin-16 (IL-16) Lymphocyte chemoattractant factor (LCF)
Interleukin-18 (IL-18) Interferon gamma inducing factor
Interleukin-22 (IL-22) IL-10-related T-cell-derived inducible factor (IL-TIF)
Interleukin-24 (IL-24) Melanoma differentiation antigen-7 (MDA-7)
Interleukin-26 (IL-26) AK155

aIL-8 is a member of the small cytokine or chemokine superfamily. There are two main subgroups
distinguished on the basis of the positions of cysteine residues. IL-8 is a member of the CXC Ligand
(CXCL) subgroup, which also includes platelet factor 4 (PF4), ß-thromboglobulin (ß-TG), gro-α,
gro-ß, IP-10, and so on. The CC Ligand (CCL) subgroup includes monocyte chemoattractant
protein-1 (MCP-1), RANTES, macrophage inflammatory proteins (MIP-1α MIP-1ß), I-309, and so on.

and their expression may also change ac-
cording to the stage of cell development or
differentiation.

Overall, the regulation of cellular re-
sponses by interleukins is complex, and
probably even more so where they act as
mixtures of interleukins or with other cy-
tokines or other noncytokine mediators.

The complex interaction of interleukins
and other mediators, which is envisaged
to occur in vivo, has often obscured the
physiological roles of interleukins. How-
ever, do they have any major physiological
roles or do they have one or more acces-
sory or subordinate roles? The fact that
most interleukins are inducibly, rather
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than constitutively, produced and mainly
affect the working of the immune system,
suggests they have been evolved primarily
for triggering host defense mechanisms
against infectious microorganisms. They
have been clearly shown to regulate both
cell-mediated and humoral immunity. As
such, they could also be important in
antitumor mechanisms and in chronic de-
generative diseases.

The role(s) of many interleukins in
preventing or combating infectious or
invasive diseases has been supported
by numerous studies carried out in
experimental animal model systems. The
antitumor effect of interleukin-2 (IL-2)
has looked, for example, to be the most
efficacious in causing tumor regression in
allogenic and xenogenic tumors in mice.
These studies have stimulated clinical
interest in interleukins, and in recent years
many clinical trials to evaluate interleukins
as anticancer agents have been carried out.
IL-2 has been used extensively, but as with
IFNα, its usefulness in treating cancer has
appeared limited. It also causes severe side
effects. Less is known generally about what
clinical use other interleukins might offer;
however, some such as IL-1 look to be
too toxic. It is thus not at all certain that
the therapeutic application of individual
interleukins, which now number up to
interleukin-29 (IL-29), will significantly
affect the outcome or the management
of clinical diseases.

2
Interleukin Proteins and Genes

2.1
Interleukin Proteins

There are now 29 distinct biologically ac-
tive mediators that have been classified as

interleukins (Table 1). However, the actual
number of molecularly distinct proteins
is larger than 29 because some inter-
leukins are comprised of more than one
molecular species, for example, IL-1, IL-
8, IL-17. A comparable situation exists for
the type I interferon (IFN) family, where
for human IFNα in particular, there are
12 related molecular species known as
subtypes. In the case of IL-1, initially
three structurally related proteins, two of
which are biologically active, that is IL-
1α and IL-1ß, and the third, which is
an inhibitor of IL-1α/ß actions, known
as IL-1 receptor antagonist (IL-1ra), were
identified. The latter is the only known
interleukin without agonistic activity and
which behaves as a competitive inhibitor
of an interleukin. More recently, seven
more structural homologs of IL-1 have
been described, including one that is more
commonly known as IL-18. Other exam-
ples of structurally related interleukins that
nevertheless are designated as differently
numbered interleukins, for example, IL-
10, IL-19, IL-20, IL-22, IL-24, and IL-26,
(IL-28, IL-29), are now known. In one or
two cases, the interleukin name has proved
less appropriate, for example, IL-8, which
is now clearly just one of a large family
of chemokines.

The interleukins exhibit a wide variety
of primary structures, sizes, and post-
translational modifications. At the tertiary
level, however, the interleukins generally
fall into but a few categories. Excluding
the IL-1 and IL-8 families, the major-
ity of interleukins are α-helical proteins,
which although unrelated in amino acid
sequences, fold up as 4-6-α-helix bun-
dles. This α-helical bundle structure is
common to IL-2, IL-3, IL-4, IL-5, IL-6, IL-
7, IL-9, IL-10, IL-11, IL-12, IL-13, IL-15,
and most of the newly described inter-
leukins (Fig. 1). The structures of the
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Fig. 1 Schematic stereo drawing of IL-2; helices are represented
as cylinders and are lettered sequentially from the N-terminus.
(Reprinted with permission from Brandhuber et al. (1987)
Science 238, 1707. Copyright 1987 by American Association for
the Advancement of Science.)

receptors for these interleukins also have
common features (discussed in Sect. 3.1).
These interleukins have sometimes been
referred to as hematopoietins and their re-
ceptors as hematopoietin receptors (HR).
Interestingly, the hematopoietin family
extends to other noninterleukin media-
tors such as erythropoietin (EPO) and
growth hormone (GH) as well as a
number of cytokines, including granulo-
cyte colony stimulating factor (G-CSF),
granulocyte-macrophage colony stimulat-
ing factor (GM-CSF), leukemia inhibitory
factor (LIF), oncostatin M (OSM), and
ciliary neurotrophic factor (CNTF). In
contrast, IL-1ß and other IL-1 family
members are nonhelical proteins with
about 60% of residues in ß-strands, in
a compact configuration known as a ß-
trefoil (Fig. 2). IL-1α and ß and IL-18
are also unlike the other interleukins in
having long N-terminal leader sequences
(prodomains) rather than the recogniz-
able signal polypeptides of secreted in-
terleukins. Their processing and the exit
of mature IL-1α, IL-1ß, or IL-18 from

cells is therefore quite different from the
other interleukins. A specific enzyme, a
cysteine protease originally called IL-1ß
converting enzyme but now designated
caspase 1, which cleaves pro-IL-1ß to re-
lease the mature (active) IL-1ß protein,
has been characterized. The IL-8 pro-
tein has a structure that incorporates
both α-helical and ß-strand domains. The
three-dimensional structures of the latest
additions to the interleukin family are not
known in detail, but are predicted to be
mainly α-helical.

Another variable characteristic of in-
terleukins is whether they are active in
the monomeric or dimeric configuration.
Most are active as monomers, but IL-5,
IL-8, IL-10, (and IL-19, IL-20, IL-22, IL-
24, IL-26) and IL-12 (and IL-23, IL-27) are
dimers. Glycosylation is also a variable fea-
ture of interleukins; IL-1α and ß are not
glycosylated, whereas most of the other
interleukins have either O-linked and/or
N-linked oligosaccharide side chains. The
molecular characteristics of interleukins
are summarized in Table 2.
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Fig. 2 Stereo cartoon of IL-1ß. The twisted arrows represent ß-strands and they are
numbered sequentially from the N-terminal. The view is down the axis of the barrel formed by
six of the ß-strands. (Reprinted with permission from Priestle et al. (1988) EMBO J, 7, 339.
Copyright EMBO/IRL Press Ltd, UK.)

2.2
Interleukin Genes

The fact that interleukin-like molecules
can be found in invertebrates indicates
that interleukin genes probably arose
very long ago (>500 million years). The
precise ancestry of interleukin genes is
not known, but it is clear that they have
been conserved throughout evolution from
an apparent ancient origin. The structures
of interleukin genes are complex, being
composed of several exons and introns
(cf the intronless type I IFN genes).
For example, the human IL-1ß gene,
which is located on the long arm of
chromosome 2, contains 7 exons and
6 introns. However, many of the other
interleukin genes share a common 4-
exon-3-intron structure, for example, IL-2,
IL-4, IL-5, which is also found in the
GM-CSF and IFNγ genes. The gene for
IL-6 has 5 exons and 4 introns, a feature
it shares with the G-CSF gene. The
interleukin genes are widely distributed
among human chromosomes (Table 2),

but there are several locations where
interleukin families and their receptors
are clustered, for example, the genes for
IL-3, IL-4, IL-5, IL-9, IL-12p40, IL-13, GM-
CSF, monocyte-colony stimulating factor
(M-CSF) and its receptor are linked on
the long arm (q) of chromosome 5. The
equivalent site in the mouse genome is
located on chromosome 11.

The expression of interleukin genes is
dependent upon the activation of cellu-
lar transcription factors and the binding
of these to the response elements located
in the 5′ flanking regions of the coding
DNA. The promoters and enhancers of
interleukin gene transcription have been
rather less studied than, for example, those
of the IFNß gene. For instance, while IL-
1α, IL-1ß, and IL-1ra genes are activated
by common inducers such as bacterial
lipopolysaccharide (LPS) and phorbol es-
ters, there are cellular mechanisms that
give rise to differential expression of their
respective mRNAs. These mechanisms
are poorly understood, but are probably
cell type specific. Inducers of IL-1 genes,
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for example, LPS, phorbol myristate ac-
etate (PMA), increase protein kinase C
(PKC) activity, which in turn activates
the nuclear transcription factors, NFκB
and AP-1 (composed of the protoonco-
gene products c-jun and c-fos). Binding
motifs for NFκB and AP-1 are present in
the promoter regions of IL-1 genes. It is
probable that transcription of IL-1 genes is
regulated by activated NFκB and AP-1, al-
though presently it is not understood how
their transcription is differentially regu-
lated. Other factors such as intracellular
levels of cyclic AMP (cAMP) could be
important in this respect. Increased con-
centrations of cAMP have been found to
enhance IL-1ß expression, both at the tran-
scriptional and posttranscriptional level.
Interestingly, it is clear that IL-1α and ß can
themselves induce IL-1 gene expression,
probably utilizing the same PKC signal-
ing pathway and NFκB/AP-1 transcription
factors as other IL-1 inducers. However, in
macrophages, LPS is by far the strongest
inducer of IL-1 gene expression.

In contrast, IL-2 gene expression is
dependent on mitogenic or antigenic stim-
ulation of T lymphocytes. Gene activation
requires at least three transcription factors,
AP-1, and two others designated NFAT-
1 and NFIL-2A, which themselves are
subject to regulatory mechanisms. The
signaling pathway via PKC appears to
be involved in IL-2 gene induction. IL-
1, which also utilizes the PKC pathway
and is known to enhance IL-2 synthesis,
probably acts to augment/amplify the co-
operation of nuclear transcription factors
at the level of the IL-2 gene. The pro-
moter region of the IL-6 gene contains
the NFκB and AP-1 binding motifs, sim-
ilar to those found in IL-1 genes, plus a
cAMP-responsive element (cRE).

It is known that other interleukin genes
are responsive to the same or similar

inducers that lead to IL-1 gene activa-
tion, for example, IL-6, IL-8, while others
are responsive to the same inducers that
lead to IL-2 gene activation, for example,
IL-3, IL-4, IL-5, IL-7, IL-9, IL-10, and IL-
13. Synthesis of the latter interleukins
is almost entirely restricted to T lympho-
cytes, but regulation at the transcriptional
level can determine which interleukins
are produced. Mature T-helper (h) CD4+
lymphocytes, for example, can be sepa-
rated into two or more functional subsets.
The Th1 subset, which is responsible for
initiating responses against intracellular
pathogens and delayed-type hypersensi-
tivity, produces IL-2 and IFNγ , whereas
the Th2 subset, which preferentially in-
duces antibody-mediated responses, pro-
duces IL-4, IL-5, IL-6, IL-10, and IL-13.
Other interleukins, for example, IL-3,
and cytokines, for example, GM-CSF, tu-
mor necrosis factor alpha (TNFα) may
be produced by either subset (Table 3).
More immature Th lymphocytes, desig-
nated Th0, appear to be able to produce
an unrestricted range of interleukins and
cytokines. The mechanisms by which in-
terleukin genes are switched on and off in
Th lymphocytes are not fully understood,
but are partly dependent on differentia-
tion and maturation signals mediated by
other interleukins and cytokines, for exam-
ple, IL-12, IFNγ , and pathogenic triggers.
For example, allergens and certain para-
site antigens stimulate the development of
Th2 lymphocytes.

The production of interleukins is also
likely to be subject to posttranscriptional
and posttranslational controls. As men-
tioned earlier, the processing of IL-1α and
ß is complex, involving specific enzyme
cleavage of IL-1 31 kDa precursors and
transport of the mature, active 17.5 kDa IL-
1α and ß proteins through the cytoplasm
to cell membrane (neither IL-1 precursors
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Tab. 3 Interleukins and cytokines secreted by T-helper CD4+ cell subsets and cytotoxic CD8+ T
lymphocytes.

Interleukin/cytokine Th1 Th2 Th0 Cytotoxic T
lymphocytes (CTL)

Interferon-γ (IFNγ ) ++ − ++ ++
IL-2 ++ − ++ ±
IL-3 ++ ++ ++ +
IL-4 − ++ ++ −
IL-5 − ++ ++ −
IL-6 − ++ + −
IL-9 ? ? + ?
IL-10 − ++ ++ ?
IL-13 − ++ ? ?
GM-CSF ++ + + ++
Tumor necrosis factor-α (TNFα) ++ + ? +
Tumor necrosis factor-ß (TNFß) ++ − ? +

nor mature forms appear to enter the en-
doplasmic reticulum as would a ‘‘normal’’
secreted protein). Some IL-1α appears to
remain ‘‘anchored’’ in the cell membrane
or the cell associated for several hours
before being released, whereas IL-1ß is
quickly ‘‘secreted’’. The processing of IL-
1α and ß is unusual and for all of the other
interleukins, including IL-1ra, processing,
posttranslational modification, for exam-
ple, glycosylation, and secretion occurs
through the regular route for a protein
containing an N-terminal signal sequence,
that is, via the endoplasmic reticulum and
the Golgi apparatus.

The expression of all the interleukin
genes is tightly regulated. Interleukin mR-
NAs are usually made for only short
periods of time following induction. The
interleukin genes then become hypore-
sponsive to further stimulation, probably
due to increases in the level of repres-
sor complexes. Synthesis of interleukins
is also of a relatively short duration, but
can depend on the stability of the mRNA.
In addition, the level of synthesis will
be affected (modulated) by the presence

of other active regulatory agents [(for
example, immunosuppressive hormones
(prostaglandins, glucocorticoids) and cy-
tokines (transforming growth factor beta
TGF-β)].

The major cell sources and inducers
of particular interleukins are detailed in
Table 4.

3
Interleukin Receptors

3.1
Receptor Structure

As discussed in Sect. 2.1, many inter-
leukins have similar α-helical bundle
structures and therefore it is not sur-
prising that their cell surface receptors
also share common structural features,
particularly in their N-terminal extracel-
lular binding domains. The receptors for
IL-3, IL-4, IL-5, IL-6, IL-7, IL-9, IL-12, IL-
13, IL-15, and IL-21 have been classified
under the generic name of hematopoi-
etin receptor (HR). Alternatively, they are
known as type I cytokine receptors. Two
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Tab. 4 Major cell sources and inducers of interleukins.

Interleukin Cell source Inducers

IL-1α/ß
and
IL-1ra

Monocytes/macrophages; endothelial
cells; fibroblasts; most cell types

Bacterial lipopolysaccharide (LPS);
phorbol esters; calcium ionophore;
muramyldipeptide; IL-1α/ß; TNFα

IL-2 T cells Mitogens, e.g. plant lectins and bacterial
enterotoxins; antigens

IL-3 T cells; mast cells; thymic epithelial cells;
keratinocytes

Mitogens and antigens (T cells) antibody
cross-linking of FcR for IgE (mast
cells)

IL-4 T cells; mast cells; basophils; B cells;
bone marrow stromal cells

Mitogens and antigens; antibody
cross-linking of FcR for IgE

IL-5 T cells; mast cells Mitogens and antigens; antibody
cross-linking of FcR for IgE

IL-6 T cells; macrophages; fibroblasts,
hepatocytes; endothelial cells

LPS; phorbol esters; IL-1α/ß; TNFα/ß;
calcium ionophore

IL-7 Bone marrow stromal cells; fetal liver
cells

Cytokines; TGFß, PDGF and IL-1α/ß

IL-8 Wide variety of cell types, including
macrophages; T cells; endothelial cells

LPS; phorbol esters; IL-1α/ß; TNFα/ß;
calcium ionophore

IL-9 T cells Mitogens and antigens
IL-10 T cells; macrophages; B cells;

keratinocytes
Mitogens and antigens; LPS; EBV

(transformed B cells)
IL-11 Stromal fibroblasts; trophoblasts Cytokines; TGFß, PDGF and IL-1α/ß
IL-12 Macrophages; dendritic cells LPS; mitogens; phorbol esters
IL-13 T cells Mitogens and antigens
IL-14 T cells Mitogens and antigens
IL-15 Macrophages;epithelial cells Type I interferons
IL-16 T cells; monocytes; eosinophils ?
IL-17 T cells Mitogens and antigens
IL-18 Macrophages LPS
IL-19 PBMC; T- and B-cell lines LPS; GM-CSF
IL-20 Keratinocytes; skin cells ?
IL-21 T cells Mitogens and antigens
IL-22 T cells LPS; IL-9
IL-23 Macrophages; dendritic cells LPS
IL-24 Th2 cells; melanoma cell lines IFNβ and phorbol esters
IL-25 Th2 cells; mast cells Mitogens; antigens; IgE
IL-26 T cells Herpesvirus transformation
IL-27 Macrophages; dendritic cells LPS
IL-28 Dendritic cells Virus infection; poly (I).(C)
IL-29 Dendritic cells Virus infection; poly (I).(C)

components of the high-affinity IL-2 re-
ceptor also belong to the HR family as
do the receptors for G-CSF, GM-CSF,
EPO, GH, LIF, CNTF, and OSM. In
addition, the two nonspecific receptor

chains that are required for IL-3, IL-5,
and GM-CSF receptor function and for
IL-6, IL-11, LIF, CNTF, and OSM recep-
tor function respectively, are HR family
members.
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The basic structural characteristics of
HR are two extracellular domains of ap-
proximately 100 amino acids, the one
closest to the cell membrane containing
a WSXWS motif and the outer N-terminal
domain containing a number of conserved
cysteine residues (Fig. 3). As new mem-
bers of the HR family were identified, it
became clear that either (1) these two do-
mains could be duplicated or (2) unrelated
domains that were immunoglobulin-like
or fibronectin-like could be added to extend
the extracellular portion of the receptor. In
the case of the GH receptor, which has the
simplest two domain structure (Fig. 3), X-
crystallography has recently shown that
each of the 100 amino acid stretches con-
sists of seven ß-strands that are folded to
form a sandwich of two antiparallel sheets.
However, only the N-terminal domain
makes contact with the GH molecule. In
fact, the GH molecule is able to bind to
two GH receptors, thus effecting their
dimerization, a process that is likely to
be required for signal transduction via the
C-terminal intracellular domains.

The G-CSF receptor probably functions
in a similar manner. However, many of the
interleukin receptors are more complex in
that they are composed of more than one
component (subunit). The IL-2 receptor,
for example, has three subunits, the first
(IL-2Rα) being a glycoprotein unrelated
to the HR family and the second (IL-
2Rß) and third (IL-2Rγ ) being HR family
members. All three subunits can bind IL-
2 with low affinity, the complexes of α-
and ß- and ß- and γ -subunits bind IL-2
with intermediate affinity, but only the
complex of α-, ß-, and γ -subunits can form
a high-affinity receptor for IL-2, leading to
signal transduction and internalization of
the ligand–receptor complex (IL-2Rγ has
been shown to be a subunit of IL-4, IL-7,
IL-13, IL-15, and IL-21 receptors).

In the case of IL-3, IL-5, and GM-
CSF, a different receptor system has
evolved whereby ligand binding to a ligand-
specific receptor subunit (α-chain) induces
the association of this complex with a
nonspecific receptor subunit (ß-chain) that
enables signal transduction to take place.
Both α- and ß- chains are members
of the HR family (Fig. 3). The α-chains
have only small cytoplasmic domains,
insufficient for signaling, and therefore the
presence of the ß-chain, which does have
a large cytoplasmic domain, is required
for signal transduction. This receptor
system explains why IL-3, IL-5, and GM-
CSF share many biological activities since
where cells express all three ligand-specific
α-chains, signaling can only take place
by interaction with the single common,
nonspecific, ß-chain yielding the same
cellular response.

A similar receptor system exists for
IL-6 and IL-11 and the cytokines LIF,
CNTF, and OSM. Here the nonspecific ß-
chain has been characterized as a 130-kDa
transmembrane glycoprotein (gp130) that
resembles the G-CSF receptor in overall
structure (Fig. 3). Only in the presence
of gp130, which itself cannot bind IL-6,
can a high-affinity receptor complex be
formed by interaction of the IL-6 binding
α-chain and signal transduction ensues.
gp130 is also the ß-chain for IL-11, LIF,
CNTF and OSM (gp130 can weakly bind
OSM). The IL-6Rα chain may be cleaved
from the cell membrane to form a soluble
receptor for IL-6 (sIL-6Rα), and this can
also interact with IL-6 and gp130 to trigger
signal transduction. Interestingly, IL-12
has two components, a p40 subunit that
is homologous to sIL-6Rα and a p35
subunit that resembles a typical helical
cytokine. In effect, it is an interleukin that
carries its own specific α-chain around
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Fig. 3 Schematic receptor structures of the hematopoietin superfamily.
Modular elements are as shown in the box. (Reprinted with permission of
Cosman (1993) Cytokine 5, 95 Copyright Academic Press Ltd.)

with it. The high-affinity receptor for IL-
12 is composed of two related ß-type
receptor chains, IL-12Rß1 and IL-12Rß2,
each independently having low affinity for
IL-12. IL-12 p40 interacts primarily with IL-
12Rß1, while p35 interacts with IL-12Rß2.
IL-23, which contains the p40 subunit
in common with IL-12, is able to bind
only to IL-12Rß1, and probably a second,
as-yet unidentified, receptor subunit is
required to form the high-affinity IL-23
receptor. The receptors for IL-10 and
related interleukins (IL-19, IL-20, IL-22,
IL-24, and IL-26) also have two subunits,
a long chain with a large intracellular
domain and a smaller accessory chain,
which have been classified on a structural
basis as type II cytokine receptors. The
latter, of which 12 members (cytokine

receptor family 2, CRF2-1 to CRF2-12) are
now characterized, include receptors for
interferons.

Unlike the two or three component
receptors of most interleukins, there are
two distinct single-chain receptors for IL-
1 molecules. The first of these to be
characterized, now known as the type
I IL-1 receptor (IL-1RI), has widespread
tissue distribution and is found on T
cells, fibroblasts, keratinocytes, endothelial
cells, synovial lining cells, chondrocytes,
and hepatocytes. The second receptor, the
type II IL-1 receptor (IL-1RII), is found
on B cells, neutrophils, and bone marrow
cells. The two receptors are about 40%
related in their N-terminal extracellular
domains, contain three immunoglobulin
(Ig) loop structures and are therefore
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included in the Ig superfamily rather than
the hematopoietin superfamily. They have
more recently been classified with Toll-like
receptors, a family of 10 proteins involved
in regulating innate immunity. The larger
80-kDa IL-1RI has an intracellular domain
(217 amino acids) of sufficient size to
effect signal transduction, whereas the
smaller 68-kDa IL-1RII has only a short
intracellular C-terminal tail and is probably
not able to act as a signal transducer
on its own. There is a large body of
evidence demonstrating that IL-1RI is
functional and is required to mediate IL-1
activities, but the biological significance
of the ‘‘incomplete’’ IL-1RII is poorly
understood. Recent evidence suggests IL-
1RII acts as an inactive ‘‘decoy’’ receptor
to bind excess IL-1ß. Expression of IL-
1RI is inducible or highly regulated and
this probably to some extent controls the
responsiveness to IL-1α and ß, although it
is known that low (5%) receptor occupancy
is sufficient to trigger intracellular events.
Both IL-1α and ß bind with similar affinity
to IL-1RI and their binding is competitively
inhibited by IL-1ra. Shortly after binding,
the receptor-ligand complex is internalized
and may be translocated to the nucleus.

The receptors for IL-8 and related
molecules belong to a separate re-
ceptor family, that of the so-called
G-protein-coupled receptor superfamily.
These receptors contain seven membrane-
spanning helices that couple to guanine
nucleotide binding proteins (G-proteins).
For IL-8, there are two distinct receptors,
type I and type II (or type A and B), which
are about 74% related in amino acids. It is
probable that IL-8 and other members of
the c-x-c subgroup of chemokines utilize
these two receptors, whereas the c-c sub-
group (includes MCP-1, RANTES, MIP-
1α/ß) have recently been shown to bind
to another G protein–coupled receptor,

which has approximately 33% homology
to the IL-8 receptors.

3.2
Intracellular Signaling Pathways

None of the interleukin receptors has an
integral protein kinase. However, it is now
known that they are associated through
their intracellular domains, either directly
or indirectly via adaptor proteins, with
‘‘nonreceptor’’ protein kinases to enable
signal transmission to occur. For exam-
ple, the intracellular domain of IL-1RI
interacts with an adaptor molecule known
as MyD88, which in turn couples to an
‘‘interleukin-1 receptor associated kinase’’
(IRAK). This serine kinase phoshorylates a
signal transducer belonging to the tumor
necrosis factor receptor associated factor
(TRAF) family and this leads to the ac-
tivation of nuclear transcription factors,
such as AP-1 (jun/fos) and NFκB; these
in turn activate IL-1 responsive genes. It
is known that IL-1 can potentially induce
the expression of a whole catalog of genes
ranging from those of other interleukins
and cytokines, for example, IL-2 to IL-8,
GM-CSF, TNFα and its own family genes,
that is, IL-1α/ß and IL-1ra to a wide vari-
ety of enzymes (for example, manganous
superoxide dismutase, cyclooxygenase, tis-
sue plasminogen activator, collagenase),
oncogenes (c-fos, c-jun, c-myc), cell ad-
hesion molecules (intercellular adhesion
molecule-1 (ICAM-1), vascular cell adhe-
sion molecule-1 (VCAM-1)) and the 25-kDa
IL-2 receptor chain, IL-2Rα (tac antigen).
Many of these proteins are only specifically
induced in certain cell types. However,
mechanisms underlying such differential
expression of IL-1 inducible genes remain
not well understood.

It appears probable that individual
interleukin receptors can be coupled to one
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or more intracellular signaling pathways,
usually depending on the cell type. For
example, IL-1α/ß through binding to
IL-1R1 can evoke PKC activity in T
cells and mouse NIH 3T3 fibroblasts,
whereas in human foreskin fibroblasts,
the cAMP-dependent protein kinase (PKA)
is activated. In Th2 cells, both PKA
and PKC are evoked by IL-1. It has
been reported that IL-1 triggers the
formation of several second messengers,
including arachidonic acid metabolites via
phospholipase A2, prostaglandins via the
cyclooxygenase pathway, and ceramide
via sphingomyelin. Ceramide may be
responsible for activating a serine kinase,
distinct from PKC, which is involved
in phosphorylating the epidermal growth
factor (EGF) receptor and causing a
lowering of the affinity of this receptor
for EGF.

As mentioned above, one of the proteins
induced by IL-1 is the IL-2Rα and
this, when expressed at the cell surface
in combination with the two other IL-
2 receptor chains, IL-2Rß and IL-2Rγ ,
forms the high-affinity receptor for IL-2.
In contrast to IL-1RI, high-affinity IL-
2R appears not to connect to signaling
pathways involving phosphatidyl inositol
hydrolysis, Ca2+ mobilization, PKC or
PKA. However, IL-2 stimulation is known
to result in tyrosine phosphorylation of
several cytoplasmic proteins. It is now
known that the intracellular domains
of IL-2Rß and IL-2Rγ respectively, bind
via specific tyrosine residues, the Janus
tyrosine kinases JAK1 and JAK3. The
JAKs constitute a family of receptor-
activated kinases, which phosphorylate the
members of a distinct class of transcription
factors known as signal transducers and
activators of transcription (STATs). Once
activated, STATs translocate to the nucleus
to activate transcription of IL-2 responsive

genes. Increased expression of several
oncogenes, including c-myc, c-myb, c-
jun, c-fos, and src-related protein tyrosine
kinase (PTK), which are probably involved
in cell proliferation, are found in IL-2
activated cells. Notably, other interleukin
and cytokine genes are also activated, but
their expression depends on the phenotype
of the lymphoid cell. For example, the
Th-lymphocyte subsets Th1 and Th2 each
express a defined spectrum of interleukins
and cytokines (Table 3).

The high-affinity receptors for IL-4, IL-7,
IL-9, IL-15, and IL-21 all share the IL-
2Rγ chain, and therefore bind JAK3 and
function in a similar way to the IL-2R. For
example, high-affinity IL-15R also requires
IL-2Rß and thus intracellular signaling
pathways are likely to be identical to those
triggered by IL-2. However, IL-15Rα is
different from IL-2Rα and more widely
expressed, suggesting a broader activity
profile for IL-15. Most other high-affinity
interleukin receptors are composed of two,
rather than three chains – one α- and
one ß-chain. In the case of IL-3 and
IL-5 receptors, which share a common ß-
chain, the latter is associated with JAK2,
which activates STAT5. Similarly, for IL-6
and IL-11 receptors, the ß-chain associates
primarily with JAK1, although other JAK
family kinases might also be involved in
signal transduction. In contrast, for IL-
10 receptors, and those for the related
interleukins IL-19, IL-20, IL-22, IL-24, IL-
26, IL-28, and IL-29, both α- and ß-chains
are associated with JAKs, in particular
with TYK2 and JAK1 and 2; a similar
association of JAK2 and TYK2 with the
two receptor chains of IL-12R and IL-
23R is also found. It is evident therefore
that due to the sharing of JAKS and
STATs, the intracellular pathways from
the majority of interleukin receptors will
have much in common, and that as
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a consequence activities can be shared
among several interleukins. However,
since interleukins are in the main locally
produced intercellular mediators, such
activities are dependent on the cells
present in the vicinity of their release
expressing appropriate receptors, having
functional intracellular signaling pathways
and having transcriptionally activatable
‘‘interleukin-responsive’’ genes.

For example, IL-6 is an inducer of acute-
phase proteins in hepatocytes and this has
proved to be a useful system for studying
the regulation of transcription of acute-
phase proteins. A nuclear transcription
factor, NF-IL-6, has been identified in IL-6
stimulated hepatocytes that binds to the
promoter regions of acute-phase protein
genes. The NF-IL-6 transcription factor
is highly homologous to a liver-specific
transcription factor C/EBP, a member of
the so-called basic leucine-zipper family.
These leucine-zipper proteins are known
to bind to DNA as dimers through a
leucine-zipper structure that is required
for dimerization and that an adjacent
basic region makes direct contact with
DNA. Serine phosphorylation of NF-IL-
6 is required to activate it to bind
to the IL-6-response elements in acute-
phase protein genes. Most of these genes
share a common consensus sequence
(CTGGGAA(T)), which also appears to
be important in IL-6-dependent acute-
phase protein gene activation. The acute-
phase proteins induced by IL-6 include
C-reactive protein (CRP), serum amyloid
A, haptoglobulin, α1-antichymotrypsin,
fibrinogen. These are largely restricted to
hepatocytes, but as IL-6 is active in many
different cell types, it is expected that IL-
6 stimulation will lead to the enhanced
transcription of a number of other genes,
for example, c-jun, c-fos.

Members of IL-8 family bind to G-
protein-coupled receptors. Binding of IL-8
to these receptors present on neutrophils
triggers a large rise in intracellular Ca2+
and activation of PKC, suggesting that
these changes are involved in signal
transduction leading subsequently to neu-
trophil activation and the chemoattractant
response. G-proteins, or heterotrimeric
GTP-binding regulatory proteins, have
been clearly implicated in signal trans-
duction; pertussis toxin (Bordetella pertussis
islet-activating protein), which blocks the
activation of certain G-proteins, inhibits
the IL-8 stimulated chemoattractant re-
sponse. The activated G-proteins have
been found to activate phosphatidylinositol
phospholipase C and Ca2+ mobilization,
subsequent PKC activation, secretion of
granular enzymes, and activation of res-
piratory burst, and the generation of
superoxide anion.

4
Biological Activities of Interleukins

There are now 29 recognized interleukins,
three colony stimulating factors (G-CSF,
GM-CSF, and M-CSF), and many more
cytokines, for example, TNFα, LIF, OSM,
CNTF, transforming growth factor ß (TGF-
β), stem cell or steel factor and interferons
(IFN), to cite a noninclusive list, that can
affect the proliferation, differentiation, and
function of cells. With the number of
these biologically active mediators now
in the hundreds, the number of possi-
ble combinations is astronomic. In vivo,
it is probable that interleukins and other
cytokines form the basis of a complex in-
teractive communication network with the
overall cellular responses being dependent
on integrated assimilation of multiple sig-
nals. In vitro, it has been rarely possible to
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mimic the in vivo situation and experimen-
tally a highly reductionist approach using
isolated molecules, isolated cells, and cell
lines has formed the basis for studying
the biological activities of individual in-
terleukins. Such work has provided an
important base, but is unsatisfactory in the
long run as the true roles of interleukins
cannot be accurately predicted. Only stud-
ies in whole animals and intact tissues
will provide answers on the physiological
importance of interleukins.

This section will first concisely review
the biological activities of interleukins,
starting with IL-1, that have been defined
from in vitro experimentation. However,
the vast amount of literature information
precludes a totally comprehensive survey.
Secondly, some examples of interleukin
interactions will be briefly described and
thirdly, the in vivo biological roles of in-
terleukins, where information is available,
will be outlined.

4.1
Interleukin-1

An unusually large number of biologi-
cal activities have been attributed to IL-1.
Broadly speaking, the activities of IL-1α

and IL-1ß are qualitatively the same, and
both IL-1α and ß are antagonized by IL-1ra.
Currently, the activities of other members
of the IL-1 superfamily, excluding IL-18,
are not known. In general, IL-1α and ß
behave as the primary activators of cells,
readying them for secondary stimuli. As
such, they have been included in a cate-
gory of mediators called competence factors.
These are considered to be elements of cell
activation pathways, which commit cells to
a series of stimulatable, contingent events.
In this context, IL-1 has been shown to
augment antigen activation of T lympho-
cytes and to potentiate the proliferation of

hematopoietic progenitors. IL-1 has also
been demonstrated to induce the synthesis
of secondary acting mediators, the so-
called progression factors that stimulate cells
to undergo further proliferative or differen-
tiating events. For example, IL-1 induces
platelet-derived growth factor (PDGF), a
potent mitogenic factor, in fibroblasts,
GM-CSF in endothelial cells, IL-2 in T lym-
phocytes and IL-1, IL-6, IL-8, and TNFα in
monocytes/macrophages. In addition, IL-
1 can induce or regulate the expression of
receptors and other cell surface molecules,
for example, IL-2Rα in T lymphocytes,
ICAM-1, and VCAM-1 in endothelial cells.
IL-1, at least in vitro, can stimulate acute-
phase protein synthesis in hepatocytes,
although it is not as potent as IL-6 (NB
possibly the effects of IL-1 on hepatocytes
occur as the result of intermediate produc-
tion of IL-6). At relatively high doses, IL-1
induces bone and cartilage resorption in
vitro cell systems. In contrast, at low doses,
IL-1 may promote osteoblast proliferation
and transiently stimulate collagen syn-
thesis. IL-1 induces prostaglandin (PGE2)
synthesis by synovial cells.

In hematopoiesis, that is, the generation
of mature blood cells from bone marrow
stem cells, IL-1 can act as activator of
early progenitors, and in combination
with other interleukins, for example, IL-3,
IL-6, it probably stimulates proliferation
and differentiation of the various cell
lineages. It may synergize with IL-6 for
IL-2 synthesis by activated T lymphocytes,
with IL-4 for B-cell activation and Ig
isotype regulation, and with IL-2 or
IFN for augmenting natural killer (NK)
cell activity.

In vivo, IL-1 is known to induce fever
(IL-1 was originally called endogenous
pyrogen (EP)), sleepiness, and anorexia.
IL-1 also has been shown to affect the
neuroendocrine system, principally by
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increasing pituitary adrenocorticotropic
hormone (ACTH) and endorphin levels
as well as glucocorticoids. Administration
of IL-1 causes neutrophilia, probably
due to IL-1-mediated induction of GM-
CSF from endothelial cells. The latter
are activated and sticky for lymphocytes
and monocytes due to increased ICAM-
1 expression. There are effects on liver
function leading to increased amino acid
turnover and hyperlipidemia. By itself, but
particularly in combination with TNFα

and/or bacterial LPS, high levels of IL-1 can
lead to profound hypotension, myocardial
suppression, shock, and death.

The biological activities of IL-1 and other
interleukins are summarized in Table 5.

4.2
Interleukin-2

In contrast to IL-1, IL-2 is much more lim-
ited in its biological activities, due largely
to the restricted expression of high-affinity
IL-2 receptors to a relatively few cell types.
Mitogen- or antigen-activated mature T
lymphocytes express high-affinity IL-2R
and subsequent interaction with IL-2 leads
to clonal proliferation. Many T-cell lines
and clones, specific for particular antigens,
remain wholly or partially dependent on
the presence of exogenous IL-2 for prolif-
eration. In addition, antigen-independent
murine cytotoxic T-lymphocyte line (CTLL)
requires IL-2 for continuous growth. NK
cells, contained within the large granular
lymphocyte (LGL) population, express IL-
2Rß and not only proliferate in response
to IL-2 but also exhibit enhanced cytolytic
activity. In the presence of high IL-2
concentrations, the so-called lymphokine-
activated killer (LAK) cells emerge from
resting populations of lymphoid cells. LAK
cells, which are cytolytic for some tumor
cells, can be induced in vitro and in vivo.

IL-2 can also act on activated B lympho-
cytes to stimulate both their proliferation
and the induction of Ig synthesis.

Besides its growth-promoting activity,
IL-2 stimulates T cells to secrete a
range of other interleukins and cytokines
(Table 3). While the principal role of
these interleukins and cytokines is to
act as ‘‘helper factors’’ for the growth
and differentiation of leucocytes other
than T lymphocytes, they could also be
involved in the differentiation of the latter.
Thus, IL-2 may indirectly regulate T-
lymphocyte differentiation, for example, in
the maturation of CTL or LAK to express
cytolytic activity.

In vivo, IL-2 induces lymphoid hyper-
plasia, for example, increases in mature
T cells, neutrophilia, and eosinophilia;
the latter are probably indirectly caused
by IL-2 induced interleukin/cytokine syn-
thesis by activated T cells. LAK cells
appear rapidly following the infusion of
IL-2. However, high doses of IL-2 induce
undesirable side effects such as hypoten-
sion, oliguria, fluid retention, progressive
dyspnoea (difficulty in breathing), atrial
arrhythmias, thrombocytopenia, and vas-
cular leak syndrome.

4.3
Interleukin-3

IL-3 has been called the pan-specific inter-
leukin because of its highly pleiotropic
activities. Like IL-2, IL-3 acts mainly
as a specific growth factor, princi-
pally affecting the proliferation and
differentiation of erythroid and myeloid
lineages. It has been shown to be
particularly effective in stimulating the
proliferation of early erythroid/myeloid
progenitors, for example, in the forma-
tion of granulocyte-erythroid-macrophage-
megakaryocyte colony-forming units
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Tab. 5 The biological activities of interleukins.

Interleukin Principal activities

IL-1α/ß – Activates mature T cells to produce IL-2 and express IL-2R.
– Costimulant of proliferation and activation of B cells and hematopoietic progenitor

cells.
– Induces proinflammatory cytokines, e.g. TNFα, IL-6, and other mediators

depending upon cell type.
– Increases expression of endothelial cell adhesion molecules.
– Induces neutrophil accumulation in vivo.
– Induces fever and hypotension.

IL-1ra – Inhibits the activities of IL-1α/ß by competing for IL-1R.
IL-2 – Stimulates T-cell proliferation and differentiation.

– Activates NK and LAK cells.
– Promotes proliferation of and Ig secretion in activated B cells.
– Causes vascular leak syndrome in vivo at high doses.

IL-3 – Acts in combination with lineage-restricted cytokines to stimulate proliferation and
differentiation of hematopoietic progenitors of macrophages, neutrophils,
basophils, eosinophils, mast cells, megakaryocytes, and erythrocytes.

– Supports the proliferation of early multipotential bone marrow stem cells.
IL-4 – B-cell growth and differentiating factor, induces IgE synthesis.

– Generates Th2 cell subset from naive Th0 cell population.
– Antagonist of IFNγ .

IL-5 – Stimulates generation of eosinophils from hematopoietic precursors.
– Possible involvement in B-cell differentiation and Ig class switching.

IL-6 – Growth factor for many transformed and tumor cells.
– Costimulant of proliferation in thymocytes and IL-3-dependent hematopoietic

progenitors, and of IL-2 production in mature T cells.
– Terminal B-cell differentiation factor.
– Hepatocyte stimulating factor; inducer of acute-phase protein synthesis.

IL-7 – Supports the proliferation of immature B- and T cells.
– Possible involvement in proliferation and activation of mature T cells.

IL-8 – Chemoattractant for neutrophils and T cells.
– Stimulates neutrophil activation and degranulation.

IL-9 – Augments mast-cell proliferation response to IL-2.
– Sustains antigen-independent growth of certain Th cells.

IL-10 – Inhibitor of cytokine/interleukin synthesis by Th1 cells.
– Suppressant of macrophage functions, including down regulation of inflammatory

cytokine production.
– Enhances B-cell proliferation and Ig synthesis.
– Growth factor for B-cell tumors.

IL-11 – Synergistic factor for IL-3-dependent proliferation of bone marrow progenitors
(similar to IL-6 in this respect), particularly megakaryocyte colonies.

– Can act on hepatocytes to induce acute-phase protein synthesis.
IL-12 – Stimulates the differentiation of naive Th0 cells into the Th1 cell subset and

thereby is an initiator of cell-mediated immunity.
– Induces IFNγ production with IL-18 as costimulant.
– Stimulates the proliferation and activity of NK cells and mature T cells.

IL-13 – Induces B-cell proliferation and differentiation (similar to IL-4).
– Inhibits inflammatory cytokine synthesis by monocytes/macrophages.
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Tab. 5 (continued)

Interleukin Principal activities

IL-14 – Inducer of proliferation of activated B cells (but not resting B cells).
– Inhibits Ig secretion by mitogen-stimulated B cells.

IL-15 – Inducer of proliferation of T cells and T-cell lines.
– Activates NK and LAK cells.

IL-16 – Lymphocyte chemoattractant factor; stimulates migratory response in CD4+
lymphocytes, monocytes and eosinophils.

IL-17 – Induces IL-6 and IL-8 production in fibroblasts; neutrophil recruitment.
– Enhances cell surface antigen and adhesion molecule expression.

IL-18 – Induces T-cell IFNγ production in combination with IL-12.
– Enhances T-cell cytotoxicity and inflammatory responses.

IL-19 – Similar to IL-10, but poorly defined as yet.
IL-20 – Involved in skin differentiation and keratin expression.
IL-21 – Regulation of NK cell activation and differentiation.
IL-22 – Activates synthesis of acute-phase proteins in liver cells.
IL-23 – Similar to IL-12, but poorly defined as yet.
IL-24 – Induction of apoptosis and inhibition of proliferation in tumor cells.
IL-25 – Induces expression of Th2 type immunosuppressive interleukins.
IL-26 – Not known.
IL-27 – Similar to IL-12, but poorly defined as yet.
IL-28/29 – Induce antiviral activity.

(GEMM-CFU) and in the stimulation of
erythroid burst-forming units (BFU-E) and
megakaryocyte progenitors. There is some
evidence that IL-3 also acts on very early
multipotential progenitor cells. IL-3 may
be considered to act as a progression factor
following cell activation with competence
factors, such as IL-1. IL-3 may also stim-
ulate the proliferation/differentiation of
more mature cells of the myeloid lineage,
for example, by inducing macrophage pre-
cursors to express cytokine receptors, such
as M-CSF-R. There is experimental data
showing that IL-3 has a growth-supporting
activity for murine mast cells, but it is not
clear that this is so for human mast cells.

In vivo, release of IL-3 by injected
WEHI-3B tumor cells results in the
stimulation of all of the various types
of hematopoietic cells predicted from the
in vitro investigations, that is, increases
in numbers of myeloid cells, erythroid

cells, mast cells, and megakaryocytes.
Administration of IL-3 to mice, primates,
and humans yields broadly similar effects;
the progenitors of mast cells, neutrophils,
and macrophages are increased.

4.4
Interleukin-4

IL-4 was originally discovered by its action
on B lymphocytes and was the first B-
cell stimulating factor (BSF-1, Table 1) to
be characterized. B lymphocytes, which
express surface Ig, were found only to
proliferate in response to anti-Ig if IL-
4 (BSF-1) was present. It would appear
that IL-4 is a B-lymphocyte competence
factor, perhaps the counterpart of IL-
1 for T lymphocytes. As such, IL-4
is involved in B-lymphocyte activation,
rather than proliferation, resulting in,
for example, the increased expression of
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cell surface molecules, such as major
histocompatibility complex (MHC) class II
antigens, low-affinity IgE receptor (CD23)
and surface IgM. IL-4 also regulates which
Ig isotype is synthesized and secreted by
mature B cells; it appears to be directly
responsible for switching on IgG1 and IgE
synthesis in vitro. This action is opposed
by IFNγ , which preferentially induces the
synthesis of IgG2a.

Additionally, IL-4 can act on other cell
lineages. In particular, it drives the differ-
entiation of naive T lymphocytes into the
Th2-lymphocyte subset, possibly by block-
ing the synthesis of its own natural antago-
nist, IFNγ . In some antigen-independent
T-cell lines, IL-4 can act as a prolifera-
tion signal, similar to IL-2. In contrast,
IL-4 has been reported to antagonize the
stimulatory actions of IL-2, for example,
in LAK cells. IL-4 has also been shown
to affect hematopoiesis, especially the de-
velopment of mast cells and eosinophils
from progenitor cells. It has a variety of
actions in monocytes/macrophages, for
example, upregulation of low-affinity IgE
receptor (CD23), enhancement of MHC
class II antigens, inhibition of sponta-
neous and induced IL-1, IL-6, IL-8, and
TNFα synthesis, but stimulation of G-CSF
and M-CSF, and in granulocytes, fibrob-
lasts, epithelial, and endothelial cells. IL-4
has many activities in common with IL-13
with which it shares receptor components
(see Sect. 4.13).

In vivo, IL-4 release results in the gen-
eration of large numbers of eosinophils
(through induction of IL-5 production),
mast cells, and macrophages. In trans-
genic mice, expressing IL-4 in the thy-
mus and T cells, thymic hypoplasia,
eosinophilia, and eye inflammation (pos-
sibly due to activated macrophages) have
been found.

4.5
Interleukin-5

It is known that the control of eosinophil
numbers is T cell dependent. In steady
state hematopoiesis, relatively few eosino-
phils are found in the circulation. In
the presence of IL-3 and GM-CSF, only
small numbers of eosinophil colonies
develop from GEMM-CFU progenitor
cells. However, infection by parasites,
such as helminths, dramatically increases
eosinophil numbers and the factor re-
sponsible for eosinophil proliferation and
differentiation has been identified as T-
cell-derived IL-5. The main action of IL-5
is to stimulate the proliferation and matu-
ration of eosinophil precursors (Eo-CFU);
IL-5 appears to be lineage specific and
does not induce the proliferation of other
myeloid lineage precursors. This could be
linked to the restricted IL-5Rα chain ex-
pression to eosinophils. IL-5 activity in
eosinophils is probably enhanced by the
actions of other interleukins, such as IL-3
and IL-4.

In addition to its growth-promoting
and differentiating effects in imma-
ture eosinophils, IL-5 also acts on ma-
ture eosinophils, for example, increasing
phagocytosis, killing of antibody-coated
tumor cells, stimulation of superoxide
(O2

−) production. IL-5 has been demon-
strated to induce the differentiation of
murine- but not human-activated B lym-
phocytes. This activity is only apparent if
the B lymphocytes have been activated by
a priming stimulant such as LPS, anti-
immunoglobulin, or specific antigen. IL-5
alone preferentially enhances IgA pro-
duction, while specific combinations of
IL-5, IL-2, and IL-4 appear to regulate the
amount of IgG1 isotype synthesis.

In vivo, IL-5 causes eosinophilia, an
expected result from its in vitro activities. In
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transgenic mice that constitutively express
IL-5 in their T cells, massive eosinophilia
with eosinophil infiltration of tissues was
observed, although in all other respects
such mice remained normal and healthy.

4.6
Interleukin-6

The biological activities that are associated
with IL-6 are very wide ranging – it has
been shown to be very pleiotropic, indicat-
ing that IL-6R are expressed on many cell
types. Originally, it was described as a B-
cell stimulating factor (BSF-2, Table 1) and
it is clear that IL-6 is a growth and differ-
entiation factor for a variety of B-lymphoid
cells. It is a growth factor for many murine
antibody-secreting hybridomas, for some
human myelomas, and for low-density cul-
tures of human B cells transformed with
Epstein–Barr virus (EBV). IL-6 is also a
late-acting differentiating factor in mature
B lymphocytes; their terminal differentia-
tion into Ig-secreting plasma cells appears
to be upregulated by IL-6. For T cells, IL-6
probably acts as a costimulant (secondary
signal) for proliferation of thymocytes and
IL-2 production by mature T cells. In
hematopoiesis, IL-6 acts as a costimulant
for IL-3-dependent proliferation of mul-
tipotential cells and induces maturation
of megakaryocytes leading to increased
platelet number. It may also stimulate
the proliferation of myeloid leukemic blast
cells and keratinocytes.

A major activity of IL-6 is that of a ‘‘hep-
atocyte stimulating factor’’, principally as
an inducer of acute-phase proteins. IL-6 in-
duces a variety of acute-phase proteins, in-
cluding fibrinogen, α-1-antichymotrypsin,
α1 acid glycoprotein and haptoglobulin,
from the hepatoma cell line, Hep2G, and
primary hepatocytes (which also produce
C-reactive protein (CRP), serum amyloid

A and α-1-antitrypsin)). In vivo, levels of
IL-6 are positively correlated with levels
of CRP. Serum levels of IL-6 also corre-
late well with fever. In transgenic mice
that constitutively express IL-6 in their B
cells, IgG1 plasmacytosis is developed with
the infiltration of plasma cells into lung,
spleen, and kidney. In contrast, infection
of bone marrow cells with an IL-6 ex-
pressing recombinant retrovirus resulted
in a fatal myeloproliferative disease with
massive neutrophil infiltration of lungs,
liver, and lymph nodes, but no plasmacy-
tosis.

4.7
Interleukin-7

IL-7, which is produced by bone marrow
stromal cells, appears to be principally
involved in stimulating the growth and
differentiation of cells of the lymphoid
lineages. In particular, it has been shown
to induce the proliferation of precursors
of B lymphocytes, the so-called pro-B-cells,
in vitro. In addition, IL-7 can stimulate the
proliferation of thymocytes; it has been
demonstrated to act synergistically with IL-
1 in this respect. Probably, IL-7 occupies
a pivotal role in T-cell development, but
it also may be involved in differentiation
of mature T lymphocytes. Here IL-7 may
act rather like IL-6 as a costimulant of IL-2
production by T lymphocytes. Possibly IL-
7 can also substitute IL-2 as a mitogen in
the generation of CTL and LAK cells.

In vivo, it is likely that IL-7 activities
mirror those found in vitro. For instance,
in transgenic mice expressing IL-7 in
lymphoid organs, increased numbers of
both B and T cells were observed. In
some transgenic mice, the continuous
secretion of IL-7 has led to lymphopro-
liferative disorders, including B and T
lymphomas.
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4.8
Interleukin-8

IL-8 is the name given to just one of a num-
ber of related chemokines that are induced
by inflammatory stimuli, for example, LPS,
IL-1, and that act as chemoattractants for
particular cell types, neutrophils, in the
case of IL-8. Thus, release of IL-8 from
infiltrating or tissue macrophages specifi-
cally recruits neutrophils to sites of injury
or infection. IL-8 also acts on neutrophils
to induce respiratory burst responses and
degranulation, resulting in the superox-
ide ion (O2

−) production and the release
of lysosomal enzymes. In addition, IL-8
has been demonstrated to be a chemo-
tactic and activating agent for about 10%
of T cells and some basophils in vitro.
However, it is not chemotactic for blood
monocytes, the role for this being assigned
to another member of the IL-8 superfam-
ily, namely, the monocyte chemoattractant
protein-1 (MCP-1). (NB IL-8 is a member
of the c-x-c intercrine α-subgroup, while
MCP-1 is a member of the c-c intercrine
ß-subgroup).

IL-8 has been recovered from inflam-
matory sites such as psoriatic lesions, the
synovial fluid of rheumatoid arthritis pa-
tients, and the bronchial lavage fluid taken
from patients with acute respiratory dis-
tress syndrome. Injection of IL-8 leads to
local neutrophil infiltration in both rab-
bits and humans. If repeatedly injected,
IL-8 appears to cause neutrophil accumu-
lations in joints and lungs, and may be
associated with damage to cartilage and
pulmonary inflammation.

4.9
Interleukin-9

IL-9 is produced by Th1 cells and has been
shown to sustain the antigen-independent

growth of certain Th-cell clones and lines
in vitro. Subsequently, mouse IL-9 has
also been shown to enhance the growth
of bone marrow–derived mast-cell lines
in response to IL-3, and that of fetal thy-
mocytes in response to IL-2. In addition,
human and mouse IL-9 act to enhance ery-
throid burst-forming (BFU-E) activity and
human IL-9 acts to stimulate proliferation
of the human megakaryoblastic leukemic
cell line, MO7E. Human IL-9 can syner-
gize with stem cell factor (SCF) and/or
EPO in the stimulation of growth of this
megakaryoblastic cell line and megakary-
ocytic progenitors.

An IL-9-dependent cell line that was
transfected with the IL-9 gene to give
deregulated IL-9 expression became highly
tumorigenic in mice. This suggests that
uncontrolled expression of IL-9 can sup-
port T-cell proliferation in vivo, and may
be a transforming event involved in the
development of certain T-cell lymphomas.

4.10
Interleukin-10

IL-10 is produced by activated Th2 lympho-
cytes, macrophages, and B lymphocytes
and was originally characterized as a cy-
tokine synthesis inhibitory factor (CSIF)
because it inhibited IFN-γ synthesis in T
cells. It also appears that IL-10 actively sup-
presses the development of the Th1 subset
of Th lymphocytes. This probably occurs
as a result of the immunosuppressive ac-
tivity of IL-10 on macrophages leading to
the inhibition of IL-12 production. IL-12,
produced by activated macrophages and
dendritic cells, stimulates Th1 lymphocyte
proliferation. IL-10, in possible synergy
with IL-4 and transforming growth factor
ß, also blocks the production of IL-1 and
TNFα by macrophages and the develop-
ment of macrophage cytotoxicity and thus
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can be considered as an anti-inflammatory
agent. In contrast, IL-10 enhances B-cell
proliferation and Ig synthesis.

Th1 cells are generally host-protective
for several infectious diseases. Therefore,
the suppression of Th1 cell activities will
favor the growth of the infecting agent. In
this context, it is interesting that EBV and
several other large DNA viruses encode
(viral) IL-10 molecules with limited homol-
ogy to IL-10, but which act through IL-10R
and thus have the same activities as IL-10.
These viral IL-10 homologs appear to in-
duce immunosuppression, thus providing
an immune-evasion mechanism for such
viruses. In contrast, the paralogous IL-10-
related proteins, IL-19, -20, -22, -24 -26, -28,
and -29 with similar limited homology to
IL-10, act through distinct heterodimeric
receptors composed of receptor chains be-
longing to the type II cytokine receptor
family, which also includes receptors for
interferons.

4.11
Interleukin-11

IL-11, produced by bone marrow–derived
stromal cells, appears to be intimately in-
volved in hematopoiesis and, in particular,
the generation of megakaryocytes. In vitro
studies suggest that IL-11 is capable of di-
rectly supporting the proliferation of com-
mitted murine myeloid progenitors and,
like IL-6 and G-CSF, acts synergistically
with IL-3 to shorten the Go phase of the
cell cycle in early progenitors. Although IL-
11 has no inherent megakaryocytic colony
stimulating activity, it can synergize with
IL-3 in stimulating human and murine
megakaryocyte colony formation.

In many respects, the activities of IL-
11 are very similar to those of IL-6. For
example, like IL-6, IL-11 has been found to
promote an increase in the number of Ig-
secreting B cells. It has also been shown

to stimulate the proliferation of an IL-6-
dependent murine plasmacytoma cell line,
and to act as an autocrine growth factor for
human megakaryoblastic cell lines. Lastly,
IL-11 appears to stimulate the synthesis
of hepatic acute-phase proteins, but is less
effective than IL-6.

4.12
Interleukin-12

The actions of IL-12 are primarily on T
cells and NK cells. It appears to be a
necessary factor in the generation of Th1
lymphocytes from naive or uncommitted
T cells. In addition, there are results
that indicate that IL-12 stimulates IFNγ

production by T cells and NK cells by
cooperation with either IL-1, or IL-18,
or TNFα. The presence of IFNγ may
also favor the development of the Th1
subset by inhibiting the production of IL-
10 by macrophages. IL-12 appears to be
an important factor for the differentiation
and maturation of dendritic cells.

The emerging experimental data for
IL-12 therefore strongly suggest that it
plays an important part in the initia-
tion of immune responses by providing
a link between natural resistance me-
diated by phagocytic cells, for example,
macrophages, and NK cells and adaptive
immunity mediated by Th cells, CTL, and
B cells. In support of this proposed role, re-
combinant IL-12 has recently been shown
to cure mice infected with the parasite,
Leishmania major. A neutralizing anti-
body against IFNγ abrogated the curative
effect of IL-12 indicating that IL-12 was
acting by stimulating T-cell and/or NK-cell
IFNγ -production in vivo, and the devel-
opment of a protective Th1-cell immune
response. Conversely, generation of Th2
cells and associated immune responses
was inhibited.
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4.13
Interleukin-13

IL-13 bears approximately 30% homology
with IL-4 and appears to act very sim-
ilarly to IL-4. In particular, IL-13, like
IL-4, induces IgE and IgG4 synthesis by
human B cells. In addition, IL-13 in-
hibits inflammatory cytokine production
by macrophages and monocytes, another
activity characteristic of IL-4. Recent stud-
ies indicate that IL-13 and IL-4 share
receptor components, that is, the IL-4Rα

and IL-13Rα1 chains, which together form
high-affinity receptors for either IL-4 or -
13, thus offering an explanation of their
similar activities. Emerging experimen-
tal evidence suggests a more complex
picture with receptors for IL-13 being con-
stituted from among four components,
including IL-13Rα1, IL-13Rα2, IL-4Rα,
and IL-2Rγ .

4.14
Interleukin-14

IL-14 is a high molecular weight B-cell
growth factor. However, it appears to
act as a costimulant, that is, it induces
the proliferation of activated B cells,
but not resting B cells. It has been
speculated that human IL-14 fulfills a
similar role to murine IL-5 for B cells.
IL-14 has also been demonstrated to
inhibit Ig synthesis by mitogen-activated
B cells.

4.15
Interleukin-15

IL-15 is a 14 to 15-kDa glycoprotein
with shared bioactivities, but no sequence
homology, with IL-2. Its biological activ-
ities are remarkably like those of IL-2
and include the induction of prolifera-
tion of the established T-cell line CTLL.2

and mitogen-stimulated peripheral blood
mononuclear cells (PBMC) as well as the
generation of cytolytic NK and LAK cells.
The overlap of IL-15 activities with those
of IL-2 is probably largely accounted for by
their sharing both the IL-2Rß and IL-2Rγ

chains as components of their respective
high-affinity receptors.

4.16
Interleukin-16

IL-16 (or lymphocyte chemoattractant fac-
tor) is an atypical interleukin, possibly
produced as a degradation product of a
larger protein of 42 kDa present in lym-
phocytes, which probably utilizes CD4
receptors. Nevertheless, IL-16 has been
shown to stimulate a migratory response
in CD4+ lymphocytes, monocytes, and
neutrophils, upregulate IL-2 receptors and
class II MHC antigens in resting T
lymphocytes and exhibit some anti-HIV
activity.

4.17
Interleukin-17

IL-17 is the prototypic member of a
family of structurally related IL-17 pro-
teins (6 human members A–E) produced
by T lymphocytes. IL-17 appears to act
like IL-1 by inducing IL-6, IL-8, and
G-CSF synthesis and enhancing expres-
sion of the cellular adhesion molecule
ICAM-1 in human fibroblasts. Thus, IL-
17 is representative of those cytokines
involved in initiating inflammatory re-
sponses and innate host defense mecha-
nisms, for example, the pulmonary recruit-
ment of neutrophils and microbial host
defense in response to the lung pathogen
Klebsiella pneumoniae. It may also pro-
mote the development of hematopoietic
precursors.
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4.18
Interleukin-18

IL-18, formerly known as interferon gamma
inducing factor (IGIF) and now known
to be structurally related to IL-1, appears
to be mainly involved in the augmenta-
tion of Th1 cellular immune responses
to invading pathogens. Its capacity to
induce IFNγ is reliant on the costimu-
lation of T lymphocytes by IL-12, whose
synthesis is induced by bacterial LPS in
monocytes/macrophages. It has also been
shown to enhance Fas ligand-mediated
cytotoxicity of cloned murine Th1 cells,
but not Th0 or Th2 cells. Its activities are
mediated by IL-1 receptor-related protein
(IL-1Rrp), an Ig superfamily member re-
lated to IL-1RI, and can be inhibited by a
naturally occurring, specific IL-18 binding
protein.

4.19
Interleukin-19

IL-19, one of several IL-10 paralogs, is
produced mainly by LPS-stimulated mono-
cytes and macrophages and in common
with IL-10 is expected to exert immunoreg-
ulatory functions that influence the ac-
tivities of many of the cell types in
the immune system. It appears prob-
able that IL-19 will, like IL-10, act as
a feedback inhibitor of proinflammatory
cytokine, for example, IL-1, TNFα synthe-
sis and thus initiate immunosuppressive
effects.

4.20
Interleukin-20

IL-20, one of several IL-10 paralogs, is
in contrast to IL-10 and IL-19 produced
mainly by skin cells, and is thus expected
to target distinctive activities on typical

skin cells such as keratinocytes, which ex-
press its specific heterodimeric receptor,
IL-20R1/IL-20R2. Overexpression of IL-20
has been shown to result in severe skin
abnormalities, including hyperkeratosis,
hyperproliferation, and aberrant epider-
mal differentiation.

4.21
Interleukin-21

IL-21, which is most closely related to
IL-15, is one of the several structurally
related cytokines, including IL-2, which
is secreted by activated CD4+ T cells
as part of the normal response to for-
eign antigens. Its main role appears
to be as a differentiation factor for
NK cells. It has been shown to pro-
mote IFNγ synthesis, which acts to en-
hance macrophage killing of microbial
pathogens, and to prevent apoptosis of
precursor NK cells, allowing them to be-
come terminally differentiated and fully
activated.

4.22
Interleukin-22

IL-22, one of several IL-10 paralogs,
formerly known as IL-10-related T-cell-
derived inducible factor (IL-TIF) is pri-
marily produced by activated CD4+ T
cells, but unlike immunoregulatory IL-
10, its target cell types include mesangial,
neuronal, and liver cells (hepatocyctes).
Its action on hepatocytes (and hepatoma
cell lines) appears similar to that of IL-
6 in that it results in the upregulation
of a number of acute-phase proteins. It
should therefore probably be included
with other proinflammatory cytokines as
a prime mediator of the acute-phase
response.
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4.23
Interleukin-23

IL-23, produced mainly by macrophages
and dendritic cells, is a novel het-
erodimeric cytokine constituted by the p40
subunit of IL-12 and a p19 subunit that is
most closely related to the p35 subunit of
IL-12. It is evident that IL-23, besides shar-
ing one structural subunit with IL-12, also
shares IL-12Rβ1 of the high-affinity IL-
12R as part of IL-23R. However, a second
specific IL-23R component is indicated for
the recognition of p19 suggesting IL-23
has distinct cell targets from IL-12. For
instance, although IL-23 in common with
IL-12 stimulates IFNγ production, IL-23 is
a strong inducer of memory T-cell prolif-
eration, while IL-12 is not. In addition,
IL-23, in contrast to IL-1, for example,
appears to act more broadly as an end-
stage effector cytokine via direct actions on
macrophages.

4.24
Interleukin-24

IL-24, one of several IL-10 paralogs, for-
merly known as melanoma differentiation-
associated antigen 7 (MDA7), was origi-
nally found to be expressed in differen-
tiated melanoma cells, but is now also
known to be expressed by a variety of cell
types, including T lymphoblasts. IL-24 ap-
pears to act through IL-20R and thus is
expected to have similar cell targets to
IL-20. It has been demonstrated to have
antiproliferative activity against cultured
tumor cell lines, including those derived
from melanomas.

4.25
Interleukin-25

IL-25, also known as SF20, is a novel
cytokine belonging to the IL-17 family,

which is mainly produced by Th2 cells. It
has been shown to induce expression of
the immunosuppressive interleukins, IL-
4, IL-5 and IL-13, required for Th2-like
responses and may thus be an important
mediator of allergic disease.

4.26
Interleukin-26

IL-26, one of several IL-10 paralogs, also
previously known as AK155, is expressed at
high levels in activated T cells, monocytes,
and various T-derived leukemic cell lines.
However, little is yet known about its cell
targets and biological activities.

4.27
Interleukin-27

IL-27 is a newly identified ‘‘IL-12-like’’
heterodimeric cytokine, also similar to
IL-23. It is constituted by Epstein–Barr
virus-induced gene 3 (EBI3) protein, a
protein that is widely expressed and related
to IL-12 p40 subunit and a further homolog
of IL-12 p35 known as p28. IL-27 is the
product of activated antigen-presenting
cells (macrophages and dendritic cells)
and stimulates the rapid clonal expansion
of naı̈ve but not memory CD4+ T cells.
It also strongly synergizes with IL-12 to
trigger IFNγ production by naı̈ve CD4+
T cells.

4.28
Interleukin-28

IL-28 consists of two near identical pro-
teins, IL-28A and B, which are distantly
related to both the IL-10 and IFNα fami-
lies, which are induced by viral infection.
They interact with a heterodimeric class
II cytokine receptor that consists of IL-
10Rβ chain and an orphan class II receptor
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chain designated IL-28Rα. IL-28 induces
interferon-stimulated response elements
(ISRE), but not via IFN receptors, and
mediates moderate antiviral activity in re-
sponse to virus infection. This has led to
IL-28A and B being also named as IFNs,
IFN-lambda2, and -lambda3, respectively.
In common with IFNs, IL-28 upregulates
several known IFN-responsive genes, in-
cluding MxA, 2-5A synthetase, and class I
MHC antigen.

4.29
Interleukin-29

IL-29 shows 81% sequence homology to
IL-28 and acts in a very similar way. It also
has been shown to induce IFN-responsive
genes and exert antiviral activity, and thus
is alternatively designated IFN-lambda1.

5
Interleukin Physiology

Interleukins are mainly, but not exclu-
sively, inducible mediators of nonspecific
host resistance and adaptive immunity,
that is, they are stimulators of host-
protective mechanisms against infectious
and invasive diseases. The biological ef-
fects of most interleukins are readily
observable in vivo. However, the adminis-
tration of high doses of a single interleukin
by abnormal routes may also create im-
balances that perturb homeostatic mecha-
nisms resulting in aberrant biological and
physiological responses. Therefore, stud-
ies in which deficiencies of interleukin
production or action can be investigated
can provide perhaps a better guide to
the physiological role(s) of individual in-
terleukins. Such studies can either be
done by blocking interleukin action, for
example, with anti-interleukin antibodies,

antireceptor antibodies, or soluble recep-
tors, or by examining the effects of genetic
deficiencies in interleukin protein or re-
ceptor. The former are probably the less
satisfactory of the two approaches since
interleukin production needs to be stim-
ulated before an effect of an inhibitor of
interleukin action can be demonstrated.
Generally speaking, it is not possible to in-
duce the production of a single interleukin;
several interleukins and cytokines are nor-
mally produced in response to a stimulant.
In addition, most antibodies used will be
foreign (xenogenic) to the responding ani-
mal, and this may result in problems of an
immunological nature.

There have been very few natural ge-
netic deficiencies in interleukin genes and
interleukin-receptor genes identified so
far. However, it is now possible to arti-
ficially create knockout mutations in mice
by using the strategy of gene targeting
in embryonic stem (ES) cells. Increasing
numbers of different knockout mice are
being created, and it is perhaps surprising
that some of them apparently develop nor-
mally, are born alive, and can grow and
survive for weeks, if not months. Possibly,
compensatory molecules or mechanisms
are induced in these knockout mice. In the
IL-2 knockout or null mouse, for exam-
ple, development is normal with no effects
being observed on the early development
of thymocytes and inactivation of T lym-
phocytes within the thymus. However, a
lack of response of mature T cells to poly-
clonal activators together with a lack of T
cell–mediated ‘‘help’’, that is, interleukin
production, for B-cell growth and differen-
tiation were manifest in these mice. There
were also excessively high levels of IgG1
and IgE found. About half of these mice be-
came severely immunocompromised and
died between four and nine weeks from
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birth. The remainder developed an inflam-
matory bowel disease, probably resulting
from an abnormal immune response to a
normal antigenic stimulus. In man, a child
with a defect in IL-2 mRNA production
(but not due to a defect in the IL-2 gene)
was found to be more susceptible to infec-
tions. In addition, a few patients suffering
from a particular form of severe combined
immunodeficiency disease (SCID), which
has been linked to the X chromosome (thus
XSCID), are characterized by a lack of ex-
pression of IL-2Rγ . XSCID patients are
therefore unable to form high-affinity IL-2
(or IL-4, -7, -9, -15, -21) receptors and their
immunocytes cannot respond to IL-2 or the
other interleukins that require IL-2Rγ . In
total, these studies provide strong evidence
for IL-2 playing a key role in the regulation
of immune and inflammatory responses.
In contrast, either IL-15 or IL-15Rα knock-
out mice are lymphopenic with selective
loss particularly of NK and CD8+ T-cell
subsets, rendering these mice suscepti-
ble to vaccinia virus infection. Thus, this
phenotype is distinctive from that of IL-2
knockouts and indicates a role different to
IL-2 for IL-15, despite the latter sharing
two of the high-affinity IL-2R components
(see Sect. 4.15).

Other knockout mice that are interesting
in this respect are those of the IL-4 and
IL-10 null phenotypes. In IL-4 knockout
mice, it has been found that they generally
are unable to mount a Th2 cell type of
immune response. For instance, IgE was
undetectable in these mice. In addition,
when these mice were parasitized with the
nematode Nippostrongylus brasiliensis, only
a weak eosinophilia was observed. Since
eosinophil proliferation is dependent on
IL-5 (see Sect. 4.5), this finding indicates
that IL-4 is required for inducing Th2
cell interleukin production, that is, IL-
4, IL-5, IL-10, and so on. In the case of

IL-10 knockout mice, it might be expected
that these animals are also less able to
mount a Th2 cell immune response, since
loss of IL-10, which actively suppresses
macrophage ‘‘help’’ (IL-12) for Th1 cell
generation, would relieve the inhibition
on Th1 cell development. However, the
main observable effect in IL-10 knockout
mice is chronic bowel inflammation where
mice are not kept under specific pathogen-
free conditions. This finding indicates
that IL-10 acts as a regulator of immune
responses stimulated by enteric antigens
in the intestine. In the absence of IL-10,
such immune responses are uncontrolled
leading to bowel inflammation, probably
due to a loss of IL-10-mediated suppression
of macrophage cytotoxicity and release of
inflammatory cytokines, for example, IL-
1, TNFα. In support of this hypothesis,
it has been shown that normal mice
become more sensitive to LPS-induced
endotoxic shock by treatment with anti-
IL-10 antibodies, while lethal endotoxemia
and elevated serum TNFα levels were
suppressed by injected IL-10.

Another interesting cohort of inter-
leukin knockouts that is currently emerg-
ing is that with knockouts of IL-12 or IL-23.
Knockouts of IL-12 p40 (which lack both
IL-12 and IL-23) are more immunocom-
promised than knockouts of IL-12 p35
(which lack only IL-12). However, knock-
outs of IL-23 p19 (which lack only IL-23)
manifest a phenotype that can be distin-
guished from the p35 knockout. The p19
null mice can still generate Th1 cells and
IFNγ , but are susceptible to experimental
autoimmune encephalitis (EAE), whereas
p35 null mice cannot generate Th1 cells,
but are highly susceptible to EAE. Such
studies indicate the importance of the in-
terleukin recognition components of their
cognate receptors in determining their
functional roles.



Cytokines: Interleukins 147

An alternative method for determin-
ing in vivo roles of interleukins involves
neutralizing their biological activity with
specific antibodies, soluble receptors, and
other antagonists, that is, essentially pre-
venting the interaction of the interleukin
with its cognate receptors, also gener-
ates interesting results. To date, however,
the abrogation of interleukin activities
has mostly been carried out under con-
ditions in which pathological conditions
have been induced, for example, microbial
challenge, tissue injury, graft-versus-host
disease, or autoimmune disease. From
these studies, for example, for IL-1, it
has been shown that neutralizing anti-
bodies suppress cell-mediated immunity
and increase susceptibility to pathogens
such as Listeria monocytogenes. In this
case, the IL-1ra and soluble IL-1R can
also produce similar effects. Such work
indicates a protective role for IL-1. Inter-
estingly, supportive evidence for this has
been revealed by a series of recent findings
that members of certain virus families,
particularly the poxvirus family, encode
soluble homologs of interleukins or their
receptors, suggesting that some viruses
have evolved means of countering host-
defense mechanisms that would otherwise
inhibit their replication. For example, vac-
cinia and cowpox viruses encode a soluble
form of IL-1RII that can compete for IL-
1 binding to cell surface receptors and
thus reduce IL-1 actions. Besides this, the
IL-1RII homolog, cowpox virus has also
been found to encode for an inhibitor, a
serpin, of the IL-1ß converting enzyme,
and this too would be expected to in-
hibit an IL-1ß-driven immune response
from being mounted. The example of the
Epstein–Barr virus encoded homolog of
IL-10 has been previously discussed under
Sect. 4.10.

6
Pathophysiology and Disease Correlates

There are a large number of examples
of interleukins having pathophysiological
roles or disease correlates, regrettably far
too many to be covered here, which
may help understand the complex and
versatile nature of interleukins in health
and disease. Starting with IL-1, it is clear
that when produced at low levels it has
a protective role, but when produced
at high levels, which spill into the
circulation, it produces a predominance of
proinflammatory effects that are correlated
with disease states such as hypotensive
shock and sepsis. High levels of IL-1
can induce bone and cartilage resorption
and degradation and IL-1ß has been
found in the synovial fluid and serum of
rheumatoid arthritis (RA) patients. Other
inflammatory cytokines such as TNFα

can also be found in RA synovial fluids.
Serum or plasma IL-6 levels can be greatly
increased by bacterial infections and result
in acute-phase responses. IL-8 levels are
raised in psoriasis scales. IL-10 levels can
be raised in malignant B-cell lymphomas
in AIDS patients.

Studies in transgenic mice where ex-
pression of interleukin genes is under the
control of constitutive promoters have also
contributed evidence of pathophysiologi-
cal effects. For example, IL-2 expression in
many body organs of transgenic mice leads
to baldness and interstitial pneumonia due
to an inflammatory infiltrate. In contrast,
IL-2 expression in the pancreas leads to a
lethal pancreatitis, but not diabetes. Con-
stitutive expression of IL-5, IL-6, and IL-7
can result in the expected hyperplasias,
that is, eosinophilia (IL-5), plasmacytosis
(IL-6), lymphocytosis (IL-7). However, the
site and control of IL-6 expression, for ex-
ample, is important in determining the
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outcome. When IL-6 is expressed under
the control of the human Ig heavy chain
promoter in B cells, the result is IgG1 plas-
macytosis and infiltration of plasma cells
into lung, spleen, and kidney. If, however,
IL-6 is expressed under the control of the
human keratin (K14) promoter in skin and
tongue, there is growth retardation, poor
hair growth, and epidermal scaliness (tail,
paws), but no changes typical of psoria-
sis. By contrast, if bone marrow cells are
infected with an IL-6-expressing recombi-
nant retrovirus, a fatal myeloproliferative
disease with massive neutrophil infiltra-
tion of lungs, liver, and lymph nodes
develops within four weeks of engraft-
ment, but no plasmacytosis occurs. As a
further example of the diverse outcomes
of constitutive interleukin expression, it
has been found that IL-4 expression in
the thymus and T cells results in thymic
hypoplasia, inflammatory ocular lesions
(blepharitis), and raised IgE and IgG1 lev-
els, whereas IL-4 expression in B cells
results in raised IgE and IgG1, but no
thymic hypoplasia or blepharitis. Such dif-
ferences indicate an importance of where
or in which cells an interleukin is ex-
pressed, together with the quantitative and
temporal elements, on the outcome.

7
Clinical Uses of Interleukins

The biological activities of interleukins
have suggested that some may be of clin-
ical use as therapeutic agents in human
diseases as shown in Table 6. For exam-
ple, the stimulating activity of IL-2 on
the cytotoxic function of NK and LAK
cells against tumor cells in vitro suggested
that IL-2 had potential as an anticancer
agent. Thus, once adequate amounts of

recombinant IL-2 (rIL-2) became avail-
able, clinical trials to evaluate rIL-2 in
different human malignancies were car-
ried out. It was quickly established that
high-dose IL-2 therapy caused severe side
effects, for example, hypotension, olig-
uria, fluid retention, breathing difficulties,
heart problems, with the dose-limiting side
effect being the so-called vascular leak syn-
drome. In the latter, fluid extravasation and
subsequent edema (swelling) takes place in
the pleural and peritoneal cavities. The un-
derlying cause appears to be the adherence
of IL-2-activated lymphocytes to vascular
endothelial sites, that is, the linings of
blood vessels, resulting in holes in the en-
dothelial cell layer being produced through
which fluids leak. Despite these severe side
effects, some tumor responses were found
in a limited number of malignancies, in-
cluding renal cell carcinoma, melanoma,
and non-Hodgkins lymphoma. However,
overall response rates with IL-2 as a single
agent have been disappointingly low. New
strategies involving combinations of IL-2
with other cytokines (e.g. IFNα, TNFα), an-
titumor monoclonal antibodies, cytotoxic
drugs, or LAK cells removed by leuko-
pheresis, activated by IL-2 and grown ex
vivo before reinfusing back into the patient,
have or are being tested in order to improve
efficacy. The most ‘‘successful’’ approach
has been that of adoptive cellular therapy
where activated LAK cells are combined
with high doses of IL-2. However, this
is a highly aggressive antitumor therapy,
which has serious complications for pa-
tients, with major life-threatening side ef-
fects. Despite initial tumor regressions fol-
lowing this therapy in ‘‘hard-to-treat’’ can-
cers such as colorectal cancer and malig-
nant melanoma, in most instances remis-
sions were not durable. A more sophisti-
cated approach in which tumor-infiltrating
lymphocytes (TIL) are obtained, IL-2
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Tab. 6 Disease correlates and possible scope for therapeutic/clinical intervention using interleukin
inhibitors.

Interleukin Disease correlates Possibilities for therapeutic/
clinical intervention

IL-1 – Gram-negative septacemia, IL-1ra, soluble IL-1R (other
anti-endotoxic shock, hypotension
inflammatory agents, e.g. anti-TNFα)

– Rheumatoid arthritis As above
– Multiple sclerosis ,,
– Kawasaki syndrome (inflammation of

veins)
,,

– Myeloid leukemia ,,
– Insulin-dependent diabetes mellitus

(IDDM)
,,

IL-2 – Lymphoid leukemia Soluble IL-2R (also anti-TNFα antibody)
– Systemic lupus erythematosus (SLE) ,,
– Graft-versus-host disease ,,

IL-3 – Cerebral malaria Anti-IL-3, anti-GM-CSF, anti-IFNγ

IL-4 – Allergy/asthma Anti-IL-4, soluble IL-4R
– IDDM ,,
– Blepharitis (inflammatory eye lesion) ,,

IL-5 – Allergy/asthma Anti-IL-5
– Eosinophilia ,,

IL-6 – Gram-negative septicemia IL-1ra, soluble IL-1R, anti-TNFα

– Multiple myeloma Anti-IL-6, soluble IL-6R
IL-7 – Lymphoid leukemia Anti-IL-7, soluble IL2R
IL-8 – Psoriasis Signal transduction inhibitors

– Erythroderma ,,
IL-10 – Burkitt’s lymphoma Anti-IL-10

– Malignant B-cell lymphomas in AIDS
patients

,,

IL-11 – Megakaryocytic leukemia Anti-IL-11
IL-12 – Multiple sclerosis Anti-IL-12

– Autoimmune diseases ,,
IL-20 – Psoriasis Anti-IL-20

activated and expanded ex vivo, and then
reinfused back into the patient with the
expectation that the TIL would home back
into tumors has shown some promise, but
again is complicated by side effects and
less-than-durable responses. Novel gene
therapy strategies involving the transduc-
tion of patients’ lymphocytes or fibroblasts
with the IL-2 gene leading to constitutive
IL-2 production are now being tested.

So far, other interleukins despite their
proven immunoregulatory activities in

vitro, have not yet found much favor
among clinicians for the treatment of
human diseases. IL-1, for example, has
been shown to enhance cellular pro-
liferation and immune responses, but
given in high-dose schedules it is prob-
ably too profoundly toxic for safe use.
Similarly, IL-4 can act as a stimula-
tor of lymphocytes, but its augmentation
of IgE secretion and thus the poten-
tial for inducing allergic responses may
disqualify it from being used clinically.
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IL-12 has been proposed as an antitumor
agent, but has proved to be quite toxic
when administered systemically to can-
cer patients.

In patients with chronic disease, the
presence of certain interleukins and their
potential involvement in inflammatory
and degradative processes suggests that
countering their activities could produce
clinical benefits. For example, IL-1 is fre-
quently found in the synovial fluids of
RA patients and is quite possibly associ-
ated with inflammatory symptoms. Thus,
intervention using anti-IL-1 antibodies, IL-
1ra, or soluble IL-1R is suggested as a
therapeutic approach for RA. For autoim-
mune diseases such as type 1 diabetes and
multiple sclerosis, a similar strategy em-
ploying IL-1 antagonists is also suggested.
These antagonists could additionally be po-
tentially useful in the treatment of acute
illness, for example, bacterial sepsis and
shock, as well as perhaps in other condi-
tions such as asthma and acute respiratory
distress syndrome (ARDS). So far, clin-
ical phase II trials of IL-1ra in sepsis
and RA patients have led to encouraging
results and, although IL-1ra was adminis-
tered in high doses, there were few, if any,
side effects.

In several types of hematological malig-
nancies, tumor cells secrete interleukins or
other cytokines that may act as autocrine
growth factors. For example, IL-2 and IL-7
may be produced by lymphoid leukemia
cells, IL-6 by multiple myeloma cells
and IL-10 by B-lymphoma (e.g. Burkitt’s
lymphoma) cells. Such interleukin pro-
duction therefore suggests a case for
investigating whether antagonists of these
interleukins would inhibit tumor cell pro-
liferation. There is as yet little clinical
work done in the cancer area with in-
terleukin antagonists, and it will be for

future clinical trials to determine if they
will be successful.

8
Concluding Remarks

Interleukin biology is highly complex due
to biochemical redundancy, pleiotropic ac-
tivities, and the numerous interactions
among interleukins themselves and with
other biological effector molecules. While
some biological activities of individual
interleukins shown in vitro can be demon-
strated in vivo, there remain questions
about types of expressing and responding
cells, sites, levels and duration of expres-
sion, developmental stages, and genetic
background. Advances in molecular ge-
netics, for example, knockout mice, have
provided means for identifying physiolog-
ical roles for some interleukins, but in
most instances it is still not certain that
such roles can be compensated for by
other interleukins or cytokines, or how
such roles are integrated within the host
intercellular communication network as
a whole. The present fragmentary evi-
dence for defined physiological roles for
the majority of interleukins remains an
obstacle for translating the activities of
these powerful biological molecules into
clinically useful treatments of human
diseases.
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Adjuvant
Natural or chemical substance that enhances antigen-stimulated antibody production
by B cells and/or activation of T cells.

Antigen
Foreign substance that can stimulate a specific immune response, usually specific
antibody; specific determinants on the antigen that are bound by the antibody are
known as epitopes.

Live Vaccine
Replication-competent viral or bacterial vaccine; either an attenuated form of a natural
infectious agent or a recombinant agent expressing a foreign gene.

Neutralizing Antibody
Antibody to the surface protein of virus particles that renders the virion noninfectious.

Seropositive versus Seronegative
Presence of antibody to a specific pathogen in the serum due to past infection or
immunization (seropositive) versus lack of antibody to a specific pathogen in the
serum because of no past infection or immunization.

Structural versus Nonstructural Protein
Viral protein species present in the virion (structural) versus viral protein species
synthesized in a virus-infected cell but not incorporated into the virion, such as viral
DNA polymerase of herpesviruses.

Subunit Vaccine
Purified component of an infectious agent that is incapable of replication in the host
but can stimulate a protective immune response; for viruses, natural or
recombinant protein.
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Virion
Complete infectious virus particle.

� Classical live-attenuated vaccines were developed several decades ago for two
clinically important human herpesviruses, varicella-zoster virus and human
cytomegalovirus. The varicella vaccine has been licensed for immunization of
normal children in Japan, Korea, and the United States for a number of years. In
contrast, live-attenuated cytomegalovirus has only been tested in a limited number
of studies of organ transplant recipients and healthy adult volunteers, and has not yet
been considered for licensure. A number of experimental cytomegalovirus vaccines
have been developed using molecular biology and recombinant DNA technology,
because of theoretical concerns about the long-term safety and effectiveness of the
currently available live cytomegalovirus vaccines. Some of the same techniques
are also being applied to varicella-zoster virus to develop improved vaccines that
could supplement or replace the current varicella vaccine or provide protection
against viral reactivation and zoster. The major emphasis of high-technology vaccine
development has been on the viral glycoproteins because they are the targets of
neutralizing antibody, and includes both recombinant protein subunit vaccines and
live-recombinant virus vaccines. Other virion and nonstructural viral proteins are
also being considered as immunogens for cytotoxic T-cell responses.

1
Introduction to Human Cytomegalovirus
and Varicella-zoster Virus

1.1
Human Diseases from Primary and
Recurrent Infection

Varicella-zoster virus (VZV) and human
cytomegalovirus (CMV) are both human
members of the family Herpesviridae, and
the vast majority of humans have been in-
fected with both CMV and VZV by the
time they reach adulthood. Along with
the six other human members, such as
herpes simplex virus (HSV) types 1 and
2 and Epstein–Barr virus, these viruses
have a common clinical feature of viral
latency and reactivation following primary
virus infection. Medical complications of

reactivation are most severe in immunode-
ficient or immunosuppressed individuals.

VZV is the cause of the common child-
hood illness known as chickenpox or
varicella, and this disease is characterized
by a distinct vesicular rash on the trunk,
head, and limbs. VZV is a highly conta-
gious virus, easily spread by respiratory
secretions of infected individuals several
days before the appearance of skin lesions.
Complications of varicella include pneu-
monia, secondary bacterial infections, and
inflammation of the brain, known as en-
cephalitis. These complications may occur
in persons with normal immune func-
tion and may be life-threatening, but
are even more common and serious in
immunocompromised persons. Prior to
introduction of the varicella vaccine in the
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United States, there were approximately
4 million cases of varicella each year in
children, 11 000 hospitalizations, and 100
deaths each year, with half of the deaths in
children and half in adults infected for the
first time with VZV.

Passive immunization with high-titer
human antibody against VZV, known as
varicella-zoster immune globulin (VZIG),
and antiviral therapy with acyclovir, an
antiviral drug that inhibits the viral DNA
polymerase, can prevent or significantly
reduce disease if administered within a
few days after exposure to VZV.

The same virus also causes the disease
known as shingles or herpes zoster, which
is most common in the elderly. This dis-
ease results from reactivation of the virus
that has been latent in sensory ganglia for
decades, with the skin lesions and accom-
panying pain usually localized to an area
of skin innervated by a specific sensory
ganglion. The major complication of her-
pes zoster is the ‘‘postherpetic neuralgia’’,
which may persist for months in elderly
patients. Specific antiviral chemotherapy
or passive immunization with VZIG is
much less effective in treating reactivated,
secondary VZV infection compared to pri-
mary infection and varicella.

In contrast to chickenpox/varicella in
nonvaccinated children, most primary
CMV infections of children or young
adults are mild or inapparent, with a
mononucleosis-like syndrome being one
of the more common symptomatic out-
comes in healthy young adults. Past infec-
tion with CMV, whether asymptomatic or
symptomatic, is indicated by the individ-
ual’s seropositivity in a laboratory assay for
anti-CMV antibody. The site of viral latency
following primary CMV infection is not as
well characterized as for VZV, but presum-
ably involves white blood cells known as

monocytes and polymorphonuclear leuko-
cytes. Serious infections are limited to
two major groups: infants infected during
pregnancy when virus from the infected
mother crosses the placental and infection
or reactivation in immunocompromised
persons such as immunosuppressed trans-
plant recipients or persons with AIDS.
An estimated 1% of all newborns have
congenital CMV, but less than 1/10th of
these CMV-infected newborns have seri-
ous, symptomatic infection at birth. Up
to 15% of the congenital infections that
are asymptomatic at birth may have later
neurological sequelae, especially hearing
defects. Intrauterine infection of the fe-
tus during the primary infection of the
mother, as compared to reinfection or reac-
tivation in the CMV-seropositive mother,
carries the highest risk of serious disease
and involves multiple organ systems. The
virus is commonly spread among children
in preschool and day-care centers because
the virus is shed in saliva and urine of
asymptomatic children, and it can also
spread to CMV-seronegative females of
childbearing age who work in these centers
or have a child in preschool or day care.

Similarly, the risk of serious and life-
threatening CMV disease in immunosup-
pressed recipients of kidney or liver trans-
plants is lower for seropositive persons un-
dergoing CMV reactivation or reinfection
versus seronegative persons acquiring pri-
mary CMV infection from the transplanted
organ. For CMV-seronegative patients who
will be receiving organ transplants from
CMV-seropositive donors, initiation of an-
tiviral therapy prior to the transplant can
reduce the severity of CMV infection trans-
mitted from the donor tissue. Reactivation
of CMV in seropositive patients under-
going bone marrow transplantation or in
patients with human immunodeficiency
virus and AIDS is also a significant and
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sometimes life-threatening disease involv-
ing the lungs, liver, or eyes and requires
antiviral therapy. The drug of choice is gan-
ciclovir, a compound that inhibits CMV
replication by specifically inhibiting the vi-
ral DNA polymerase, but can often display
significant toxicity.

1.2
Naturally Acquired Protective Immunity

The acquired immunity to CMV follow-
ing primary infection is typically sufficient
to prevent disease in immunocompetent
individuals. However, asymptomatic re-
infection with different antigenic strains
of CMV or reactivation of latent CMV
can occur in healthy, CMV-seropositive
adults. The antibody and cytotoxic T-cell
responses induced by prior CMV infec-
tion of females appear insufficient to
prevent virus reactivation during preg-
nancy and congenital infection, but the
resulting congenital infections are almost
always asymptomatic. Transplacental anti-
body can also protect newborns and infants
from infection or disease after birth until
this maternal antibody disappears from
circulation.

Immunocompetent children and adults
acquire life-long immunity to varicella/chi-
ckenpox following this initial infection
with VZV, even though the viral genetic
information persists in a latent form in
nerve tissue known as sensory ganglia.
Specific antibody capable of neutralizing
virions can be highly protective and can
prevent initial infection with VZV, as
demonstrated by the protective effects of
maternally acquired antibody in prevent-
ing varicella/chickenpox in most infants
less than 12 months of age. This antibody
is transported across the placenta from
mother to fetus late in pregnancy and is
a natural form of passive immunization

against a large number of infectious organ-
isms. Specific cytotoxic T-cell responses
are necessary in addition to neutralizing
antibody in controlling infection and lim-
iting disease once the virus infection has
occurred. These acquired cytotoxic T-cell
responses to VZV proteins are essential
in preventing or delaying reactivation of
latent virus, consistent with the highest
incidence of zoster/shingles in the elderly
with a natural decrease in the activity of
the immune system.

1.3
Efficacy of Live-attenuated Varicella Vaccine
in Preventing Chickenpox

The most commonly used varicella vac-
cine is a live-attenuated VZV strain that
was developed in the 1970s from a hu-
man clinical isolate of virus from a patient
with typical varicella (Table 1). Long-term
propagation and multiple passaging of this
Oka strain in human diploid fibroblast cell
culture led to virus that replicated bet-
ter in cell culture but was attenuated for
replication and pathogenicity in humans,
thereby causing infection without disease
in most healthy persons when adminis-
tered by intramuscular or subcutaneous
infection. The licensed Oka vaccine strain
of VZV can be distinguished from corre-
sponding clinical isolates of VZV on the
basis of restriction endonuclease analysis
of the viral DNA genome. In addition,
determination of the complete DNA se-
quences of the Oka vaccine virus and
its parental virus has recently been com-
pleted to allow detailed comparisons and
identification of specific gene alterations
responsible for the in vivo attenuation of
the vaccine strain.

Extensive studies of the varicella vaccine
in large numbers of healthy children have
demonstrated a high degree of safety and
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Tab. 1 Important events in the history of varicella vaccine.

Year Event

1974 Development of live-attenuated Oka-strain vaccine in Japan
1979 Initiation of large-scale human trials of Oka varicella vaccine in United States
1995 Licensing of Oka varicella vaccine in United States for healthy children aged

12 months and older and in VZV-seronegative adults
1995 First use of Oka varicella vaccine as live-recombinant vaccine (R-Oka) for protection

against other human viruses in animal clinical trials
1996 First human clinical trial of heat-inactivated Oka vaccine in United States for

VZV-seropositive adults aged 55 years and older, to decrease incidence and
severity of zoster

1998 Initiation of ‘‘Shingles Prevention Study,’’ a large-scale clinical trial in United States of
live-attenuated Oka vaccine for VZV-seropositive adults aged 55 years and older to
decrease the incidence and severity of zoster

2002 Completion of the DNA genome sequences of the Oka vaccine and its parental virus,
for mapping of potential attenuation mutations

efficacy in inducing neutralizing antibody
to VZV and protection from varicella
disease and complications. Approximately
90% of VZV-seronegative healthy children
and adults who received a single dose
of Oka varicella vaccine in prelicensure
clinical trials were protected from
illness when naturally exposed to VZV,
and essentially all of those vaccinated
individuals who did have ‘‘breakthrough’’
varicella after natural exposure to VZV
were protected from severe disease.
Several studies of varicella outbreaks
in preschool and day-care centers since
the Varivax (Merck & Co.) vaccine
was licensed in the spring of 1995
suggest that the level of protection
against varicella in some populations may
be much lower than 90%, especially
if the children were immunized at
12 months rather than at 15 to18 months
of age, but the disease in vaccinated
children was milder than in unvaccinated
children in the same outbreak. Detailed
clinical studies indicate that there is
an inverse relationship between the
titers of anti-VZV antibody at six

weeks postvaccination and the long-term
incidence of ‘‘breakthrough’’ varicella, so
that specific immunity induced by the
vaccine does correlate with protection. The
Oka varicella vaccine has not been licensed
for immunocompromised children who
are most at risk for dangerous disease,
although these children could benefit
most from the varicella vaccine. The live-
attenuated varicella vaccine is somewhat
less effective in this population and may
actually cause a mild form of varicella.

A second generation of the Oka/Merck
varicella vaccine, known as Varivax II, has
the same safety and efficacy characteris-
tics of Varivax, but has the advantage of
being refrigerator-stable. A similar vac-
cine has been developed by SmithKline
Beecham Biologicals and is known as
VARILRIX. There are incentives to de-
velop safer alternatives to these current
live-attenuated vaccines because of the
ability of the Oka vaccine virus to es-
tablish latent infection and subsequently
reactivate, and because of the unknown
duration of immunity from a single child-
hood immunization compared to infection
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with ‘‘wild-type’’ virus. Two other theoret-
ical concerns with live-attenuated human
viruses are potential reversion to virulence
during replication in humans and poten-
tial oncogenicity in humans. Although the
former phenomenon clearly occurred in
another human viral vaccine, the live-oral
Sabin polio vaccine, there has been no
demonstration of similar reversion with
the Oka varicella vaccine. Even though sev-
eral other human herpesviruses are associ-
ated with specific human cancers, such as
B-cell lymphomas and nasopharyngeal car-
cinoma with Epstein–Barr virus and Ka-
posi’s sarcoma with human herpesvirus-8,
there is no evidence for oncogenicity as-
sociated with either natural infection by
wild-type VZV or immunization with the
live-attenuated varicella virus.

1.4
Vaccine Strategies to Prevent Congenital
CMV and Disease in Immunocompromised
Adults

The primary target for a safe and effec-
tive CMV vaccine is CMV-seronegative
females of childbearing age, to prevent
symptomatic congenital infection. An-
other target is CMV-seronegative children
or adults who are immunocompromised
and at greater risk of CMV disease. At-
tenuated and laboratory-adapted strains of
CMV were developed in the 1970s by the
same procedures as those used for the Oka
varicella vaccine. One of these, the Towne
strain, has been clinically tested in hu-
mans, but has not been shown to be effec-
tive in preventing primary infection with
VZV. The Towne strain may be too highly
attenuated, as suggested by the fact that
experimental infection does not result in
latent infection with potential reactivation.

A number of alternate vaccine strate-
gies are being developed for CMV and

also for improved and safer VZV vac-
cines, on the basis of biochemical and
immunological knowledge of the impor-
tant viral protein components of these
viruses and the viral genes encoding
these potential vaccine components. One
major and current approach for CMV vac-
cines is the production of recombinant
protein subunit vaccines in recombinant
bacteria, insect cells, or mammalian cell
culture. A second major approach is the
production of recombinant viruses that ex-
press the CMV gene and can be used as
live-recombinant vaccines, including re-
combinant vaccinia and canarypox viruses
and adenoviruses. A third approach is the
creation of less-attenuated and possibly
more-immunogenic live-attenuated CMV
vaccines by constructing genetic chimeras
between the Towne strain and a virulent
strain. Finally, the newer technology of
plasmid DNA vaccines is being applied to
CMV and other human herpesviruses.

1.5
Vaccine Strategies to Prevent Zoster in the
Elderly and Immunocompromised Adults

Because the time interval between varicella
and zoster/shingles can be six decades or
longer and correlates with age-induced de-
creases in immune function, it may be
worthwhile to stimulate and enhance cellu-
lar immunity against VZV in seropositive
adults. This immunization of individuals
who have already been infected and still
have the virus in the latent form is clas-
sified as ‘‘therapeutic’’ immunization, in
contrast to the typical ‘‘prophylatic’’ im-
munization of uninfected individuals with
licensed human viral vaccines. One strat-
egy is to immunize seropositive adults with
the same dose as children or higher doses
of the live Oka varicella vaccine, and this
is currently being tested in a large-scale,
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long-term clinical trial. In seropositive but
immunocompromised individuals, such
as candidates for transplantation and
immunosuppression, inactivated varicella
virus or recombinant protein subunit vac-
cines may be safer alternatives even though
they are generally less effective in stimu-
lating cytotoxic T cells.

2
Virion Structure and Composition

All of the members of the human her-
pesvirus family have a common structure
for the virus particle, or virion, as shown
in Fig. 1. From the inside to the out-
side, there are four structures: an inner
core containing the viral genetic informa-
tion (DNA genome) associated with viral
protein, a protein shell with icosahedral
symmetry known as an icosahedral cap-
sid, an amorphous layer containing viral
proteins known as the tegument or ma-
trix, and a surface envelope composed
of a cell-derived lipid bilayer and mul-
tiple species of viral glycoprotein. The
single-letter alphabetical nomenclature for
individual envelope glycoproteins is based

upon homology to envelope glycoproteins
of herpes simplex virus-1 (HSV-1). The
envelope is the most fragile component
of the virion, and removal or destruction
of the envelope with detergents or or-
ganic solvents such as ether or chloroform
renders the virion noninfectious. The cor-
responding capsid, tegument/matrix, and
envelope glycoproteins of CMV and VZV
serve similar functions in virus attachment
to cells, intracellular replication, and virus
assembly and egress. However, the corre-
sponding CMV and VZV proteins have
distinct amino acid sequences and can
be distinguished by reactivity with VZV-
specific versus CMV-specific antibody.

2.1
Viral DNA Genomes and Specific Gene
Sequences for Recombinant Vaccines

The viral genome for all herpesviruses
is a linear molecule of double-stranded
DNA. This genome encodes all these
virion-associated structural proteins as
well as additional nonstructural viral
proteins that may function as intracellular
enzymes and regulatory proteins. The
230 kb DNA genome of CMV is among

Lipid bilayer (envelope)

Major glycoproteins:
CMV gB, gH/gL/gO
VZV gE/gI, gB, gH/gL/gO

Tegument/matrix proteins:
CMV pp65, pp150
VZV IE62, IE63

Icosahedral capsid

Genome = linear, double-stranded DNA

150−200 nm

Fig. 1 Structure and composition of CMV and VZV virions.
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the largest of all human viruses. The
complete nucleotide sequence has been
determined for both the AD-169 and
Towne laboratory-adapted strains, and
this sequence contains approximately 200
distinct open reading frames (ORFs)
capable of coding for approximately 200
distinct polypeptides. In contrast, the VZV
DNA genome is 125 kb in length, and the
complete nucleotide sequence determined
for several strains predicts 71 ORFs for
potential viral polypeptides. As shown
in Fig. 2, herpesviral genomes have the
unusual characteristic of repeated DNA
sequences at one or both ends and at an
internal site (TR and IR), which results in
recombinational inversion of unique long
(UL) and/or unique short (US) sequences
during intracellular DNA replication. Each
of the four isomeric forms of the linear
DNA genome for CMV and the two

isomers for VZV can be packaged with
equivalent efficiency into new virions and
exhibit similar infectivity. Determination
of the location and nucleotide sequences
of individual genes in the large DNA
genomes of VZV and CMV (Fig. 2) has
permitted detailed structural analysis of
the deduced amino acid sequences for
immunologically important viral proteins.
This has greatly facilitated expression of
these genes into recombinant protein or
inclusion into live-recombinant vaccines.

2.2
Immunogenic Proteins for Eliciting
Neutralizing Antibody

A general principal of viral immunology
is that surface proteins of the virion are
the target antigens for protective antibody
responses. In the case of lipid-enveloped
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Fig. 2 Structure of the DNA genome for CMV and VZV and location of
genes for important viral antigens. Only one of four possible isomers for
CMV and one of the two possible isomers for VZV are displayed. The top
scale corresponds to genetic map units (0.0–1.0). Open boxes represent
inverted repeat sequences at the ends of the unique long (UL) and unique
short (US) genome segments, and arrows indicate the orientation of
coding sequences, which are identified by gene number and gene product.
The single and double asterisks indicate the positions of inverted
duplication of IE62 and IE63 genes at the right end of the VZV genome.
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viruses such as VZV and CMV, these
neutralizing antibodies are elicited and
bound by the envelope glycoproteins,
whereas antibody produced to internal
virion proteins such as tegument and
capsid proteins is not protective and is
only useful for confirming VZV or CMV
infection. Helper T-cell responses are nec-
essary for production of antibody against
protein antigens, so that T-cell responses
to both surface and internal virion pro-
teins can have an indirect role in antibody
production.

The major glycoprotein species for CMV
are gB and the gH/gL/gO heterotrimer,

and the major species for VZV are the
gE/gI heterodimer, gB, and the gH/gL/gO
heterotrimer (Fig. 1). CMV and VZV gB
glycoproteins may also exist in oligomeric
forms in their native conformation on the
surface of the virion, either as a dimer or a
tetramer. The characteristics of these viral
gene products are summarized in Table 2.
The original electrophoretic analyses
of purified CMV and VZV detected
a larger number of electrophoretically
distinct envelope glycoproteins, but
subsequent immunological analyses with
monoclonal antibodies demonstrated
that these multiple species actually

Tab. 2 Characteristics of major immunogenic proteins of CMV and VZV.

Protein (gene) Viral function Immunogenicity

CMV gB (UL55) Most abundant glycoprotein in envelope;
virion fusion and penetration into cell

Principal target of neutralizing
antibody, and target for helper
and cytotoxic T cells

CMV gH (UL75) Second most abundant glycoprotein in
envelope, oligomer with CMV gL and
gO; fusion

Target of neutralizing antibody
and helper/cytotoxic T cells

CMV pp65 (UL83) Major component of tegument;
phosphoprotein with protein kinase
activity and role in intracellular
regulation

Principal target for helper and
cytotoxic T cells

CMV pp150 (UL32) Second most predominant component
of tegument; phosphoprotein

Significant target of helper and
cytotoxic T cells

CMV IE1 (UL123) Nonstructural protein; immediate-early
protein important in regulation

Significant target for cytotoxic T
cells

VZV gE (ORF68) Most abundant glycoprotein in envelope;
oligomer with gI

Major target of neutralizing
antibody

VZV gB (ORF31) Second most abundant envelope
glycoprotein; virion entry and fusion

Target of neutralizing antibody

VZV gH (ORF37) Glycoprotein component of envelope;
oligomer with VZV gL and gO

Target of neutralizing antibody

VZV IE62 (ORF62) Major component of tegument;
immediate-early regulatory protein
with role in replication; major altered
gene product in Oka vaccine vs
parental virus strain

Major target of cytotoxic T cells

VZV IE63 (ORF63) Component of tegument;
immediate-early protein with
regulatory role in intracellular
replication

Major target of cytotoxic T cells
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Fig. 3 Linear structure of major CMV and VZV envelope glycoproteins.
These diagrams are based upon the derived amino acid sequences from the
nucleic acid sequences of the corresponding genes indicated in Fig. 2. The
solid black boxes represent hydrophobic domains: amino-terminal signal
peptide (SP) and membrane-anchor/transmembrane domain (TMD). Short
vertical lines indicate the positions of potential asparagine-linked
oligosaccharides. Vertical arrows indicate the positions of cotranslational
cleavage by the cellular signal peptidase (ER), posttranslational cleavage of
gB into mature subunits (gp93 and gp55 for CMV) by a cellular
endoprotease (Golgi), and removal of the membrane-anchor/TMD by gene
truncation after codon 680 of CMV gB (TgB) or codon 511 of VZV gpE
(TgpE). Another recombinant and genetically modified form of gB lacks the
transmembrane-anchor domain (-tmd) but maintains the carboxy-terminus
of full-length glycoprotein. Crosshatched rectangles below the CMV gB
polypeptide indicate the positions of an amino-terminal linear neutralization
epitope in the gp93 subunit (antigenic domain-2 = AD-2) and an
immunodominant linear neutralization domain in the gp55 subunit
(antigenic domain-1 = AD-1).

represent a more limited set of
gene products with heterogeneity due
to oligosaccharide modifications and
posttranslational proteolytic cleavage. For
example, the CMV gB gene encodes a
precursor glycoprotein of approximately
130 to 160 kDa and processed subunits
of 93 to 116 kDa and 55 kDa (gp93
and gp55 proteins in Fig. 3). These
glycoproteins contain multiple asparagine-
linked oligosaccharides that are added
and processed by host cell machinery,
and some of the proteins may also

contain some serine- or threonine-linked
oligosaccharides. Both viruses contain
additional minor glycoprotein species, but
their contribution to the induction of
neutralizing antibody in natural CMV and
VZV infections is less well characterized.

The amino acid sequences deduced from
the DNA gene sequences (Fig. 2) for the
predominant CMV and VZV glycoproteins
are indicative of type I integral mem-
brane proteins, with an amino-terminal
hydrophobic signal peptide (SP) neces-
sary for transport of the protein into the
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lumen of the endoplasmic reticulum (ER)
and another hydrophobic, transmembrane
domain (TMD) closer to the carboxy ter-
minus, which functions as a membrane
anchor (Fig. 3). More detailed analysis of
these amino acid sequences for CMV gB
suggests that the first of two hydrophobic
peptides is actually a fusion domain on the
noncytoplasmic side of the membrane and
the second is the actual transmembrane
anchor. The removal of the SP is usually
a cotranslational event or posttranslational
event in the ER, whereas the cleavage of
CMV and VZV gB into mature subunits oc-
curs late in processing after transport from
the ER to the Golgi membranes. The posi-
tions of potential sites for cotranslational
addition of asparagine-linked oligosaccha-
rides in the ectodomain between the SP
and TMD correspond to Asn-X-Ser/Thr,
where X is any amino acid except proline.
CMV gB, especially the gp93 subunit, is
among the most highly glycosylated of all
viral glycoproteins, with approximately 15
asparagine-linked oligosaccharides in the
gp93 subunit compared to only 4 poten-
tial oligosaccharides on the corresponding
subunit of the VZV gB glycoprotein and
2 potential oligosaccharides in the entire
ectodomain of VZV gE. These multi-
ple oligosaccharides may help the virus
evade host immune responses by pre-
venting access of neutralizing antibodies
to antigenic determinants on the viral
polypeptide. Multiple cysteine residues in
the ectodomain of these major VZV and
CMV glycoproteins form intramolecular
disulfide bonds, which are presumed to
be very important in the overall structure
and expression of antigenic determinants
in the native molecules.

In contrast to typical cellular genes for
membrane glycoproteins, there are no in-
tervening sequences (introns) within the
coding sequences for the CMV and VZV

glycoproteins, so that DNA fragments can
be directly isolated by restriction endonu-
clease digestion from viral genome DNA,
rather than having to isolate viral mRNA
and then produce complementary DNA
(cDNA) prior to recombinant expression.
The important linear and continuous neu-
tralizing epitopes of the CMV gB protein
have been specifically mapped using syn-
thetic or recombinant peptides on the basis
of the deduced amino acid sequence: the
immunodominant domain, known as anti-
genic domain 1 (AD-1), is within the gp55
subunit and an additional epitope is lo-
cated near the amino terminus of the
gp93 subunit, known as antigenic domain-2
(AD-2) (Fig. 3). Discontinuous and con-
formational epitopes, unlike continuous
and linear epitopes, cannot be duplicated
by synthetic or recombinant peptides, and
are usually lost after protein denaturation
or protein misfolding. Neutralization epi-
topes for the other CMV and VZV envelope
glycoproteins are less well characterized.

2.3
Immunogenic Proteins for Stimulating
Cytotoxic T cells

Virus-specific cytotoxic T cells are im-
portant in recognizing and destroying
virus-infected host cells, so that these cellu-
lar factories for production of new virus are
shut down. Cytotoxic T cells have specific
T-cell receptors on their surface that recog-
nize peptide fragments of foreign proteins
that were synthesized in the target cells,
proteolytically processed, and transported
to the surface in a complex with class I ma-
jor histocompatibility antigens. These viral
proteins can be either structural proteins
that get assembled into virions (Fig. 1) or
nonstructural viral proteins present only
in infected cells.
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Although the gB and gH envelope
glycoproteins of CMV can be targets of
cytotoxic T cells, the major target for
cytotoxic T cells in infected humans is the
pp65 tegument protein. Other important
proteins for CMV-specific cytotoxic T-cell
responses include the pp150 tegument
protein and the IE1 immediate-early and
nonstructural protein. IE1 is the first
viral protein synthesized after reactivation
of CMV from latency. The IE1 protein
is encoded by one of the few CMV
genes with intron sequences and spliced
mRNA, with the second and third exons
encoding short peptides also present at
the amino terminus of several other IE
proteins and the fourth exon encoding
the unique immunodominant peptide
sequences of IE1.

The relative importance of glycoproteins
for neutralizing antibody and tegument
proteins for cytotoxic T cells is also char-
acteristic of VZV: two immediate-early
proteins that are synthesized early in in-
fection and present in the tegument layer
of virions are the major targets for VZV-
specific cytotoxic T-cell responses. One
of these, IE62, has a number of amino
acid mutations in the attenuated Oka
varicella vaccine strain compared to the
parental virus strain, although differences
in IE62-specific cytotoxic T-cell responses
in humans with natural VZV infection ver-
sus immunization with the Oka varicella
vaccine have not been described.

3
Protein Subunit Vaccines

Because of potential concerns with the
long-term safety and effectiveness of live-
attenuated herpesvirus vaccines, there are
major efforts under way in developing and
testing protein subunit vaccines for CMV,

and more limited studies are also under
way for VZV. Nonreplicating and inacti-
vated viral vaccines have the major advan-
tage of safety compared to live-attenuated
viral vaccines, but the disadvantage of
requiring multiple vaccine doses to ob-
tain helper T-cell responses and levels
of antibody production by B cells that
are comparable to those obtained with
a single inoculation of a live-attenuated
vaccine. In addition, these nonreplicating
protein-based vaccines require a chemical
or biological adjuvant. Physical or chemi-
cal inactivation of whole virus particles has
been used in the production of a num-
ber of licensed human vaccines, including
those for rabies, polio, and hepatitis A
viruses. However, protein antigens puri-
fied from virions can be just as effective
in stimulating the production of neutral-
izing antibody, while possessing fewer
side effects or biosafety risk from resid-
ual infectious virions or viral genomes.
With modern recombinant DNA technol-
ogy, immunogenic viral proteins can be
produced in mass quantities at lower ex-
pense than from virions or virus-infected
mammalian cell cultures.

3.1
Natural and Recombinant CMV gB Protein

Nonrecombinant gB protein can be iso-
lated and purified from the envelope of
virions, cell membranes of CMV-infected
human diploid fibroblast cells, or cell-
associated subviral particles known as
dense bodies. These dense bodies, so named
because of their electron-dense appearance
in electron microscopy of thin sections of
infected cells, contain the viral envelope
and tegument proteins, but lack the cap-
sid and viral DNA genome. In addition,
a number of recombinant techniques are
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Tab. 3 CMV gB antigen and subunit vaccines.

Source of Protein Characteristics of Protein (Fig. 3)

Virions purified from CMV-infected cells Full-length glycoprotein, cleaved by cell protease
into gp93/gp55 subunits

Envelope glycoprotein from CMV-infected
cells

Full-length glycoprotein, mixture of uncleaved and
gp93/gp55 subunits

Dense bodies purified from CMV-infected
cells

full-length glycoprotein, mostly uncleaved

Recombinant E. coli bacteria Nonglycosylated polypeptides containing either
AD-1 or AD-2 sequences

Recombinant adenovirus-infected human
epithelial cells

Full-length glycoprotein, mostly uncleaved

Recombinant baculovirus-infected insect
cells

Full-length or truncated, soluble glycoprotein [TgB],
mostly uncleaved

Recombinant vaccinia virus–infected cells Full-length glycoprotein, mostly uncleaved
Recombinant, genetically modified Chinese

hamster ovary (CHO) cells
Transmembrane anchor-deleted [gB(-tmd)],

soluble and secreted glycoprotein

being used to produce full-length and ge-
netically deleted or truncated forms of gB
from UL55 gene sequences (Table 3).

A number of plasmid vectors are avail-
able for high-level, inducible expression
of eukaryotic gene sequences in recom-
binant E. coli bacteria as fusion proteins
or nonchimeric polypeptides represent-
ing potential antigenic domains of vi-
ral proteins. There are several potential
problems in expressing viral glycopro-
tein genes in immunogenic protein with
the same neutralizing epitopes as the
natural protein, including lack of addi-
tion of asparagine-linked oligosaccharides
in bacteria, and potential toxicity of the
hydrophobic amino-terminal SP of eukary-
otic proteins to bacteria. A cell lysate of
recombinant E. coli containing a nongly-
cosylated, SP-deleted form of CMV gB
was able to induce low levels of neu-
tralizing antibody in mice but lacked
some of the important antigenic de-
terminants of the native CMV gB. A
recombinant E. coli-derived polypeptide
representing AD-1 of CMV gB has the

correct antigenic structure if a key in-
tramolecular disulfide bond is present,
even though the polypeptide lacks the two
oligosaccharide chains of the native pro-
tein (Fig. 3).

Recombinant baculovirus-infected in-
sect cells have become a popular and
economical system for producing large
quantities of glycosylated protein antigens.
The major strategy in the construction
of recombinant baculoviruses is the re-
placement of coding sequences of the
polyhedrin (PH) protein with coding se-
quences of the desired foreign protein,
because the polyhedrin gene is expressed
in huge quantities late in viral infec-
tion but is unnecessary for virus repli-
cation in cell culture. The initial step
in the construction of recombinant bac-
uloviruses is to clone the viral coding
sequences into an E. coli bacterial plasmid
that contains a multiple restriction site
for cloning downstream of the polyhedrin
promoter and is flanked by baculovirus
sequences that allow reciprocal recom-
bination with the genome. The E. coli
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Fig. 4 Production of recombinant baculoviruses to express
CMV and VZV glycoprotein genes. This diagram displays the
rare reciprocal recombination event that occurs in cells
cotransfected with the full-length, wild-type DNA genome and
adaptor plasmid DNA containing the foreign herpesviral gene.
PH refers to the polyhedrin gene, PHL and PHR to left and right
baculovirus recombination sequences in the plasmid, and PETL
and PPH refer to specific baculovirus promoters for gene
transcription. lacZ is the coding sequence for the bacterial
β-galactosidase protein used in the positive selection of
recombinant virus.

β-galactosidase gene (lacZ) under control
of another baculovirus promoter is also
included for positive selection of recom-
binant virus (Fig. 4). Recombinant bac-
uloviruses are produced by cotransfection
of full-length viral genome DNA and the
adaptor plasmid containing the herpesvi-
ral gene sequences, followed by selection
of blue-colored plaques containing rare
recombinant viruses that result from in-
tracellular reciprocal recombination.

The major difference in posttransla-
tional processing in insect cells versus
mammalian cells is in the final stages
of asparaginyl-oligosaccharide processing
in Golgi vesicles: high-mannose precur-
sor oligosaccharide structures (Man5–9Glc
NAc2-Asn) can be converted into com-
plex, acidic structures [(NeuNAc ± Gal-
GlcNAc)2–4Man3GlcNAc2(±Fuc)-Asn] in

mammalian cells, but are converted
into more simple mature structures
(Man3GlcNAc2-Asn) in insect cells. This
oligosaccharide difference does not ap-
pear to adversely affect the structure
and conformation of the polypeptide and
may actually make some of the linear
or conformational epitopes even more
accessible. In contrast, asparagine-linked
oligosaccharides in yeast can be pro-
cessed to large oligomannose structures
known as mannan, and this modifica-
tion can lead to insolubility and loss of
antigenic determinants for recombinant
glycoproteins.

The glycosylated, full-length gB protein
of CMV has been purified from recom-
binant baculovirus-infected insect cells
and demonstrated to induce neutralizing
antibodies in mice. Cleavage into gp93
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and truncated gp55 subunits is ineffi-
cient in the baculovirus-infected insect
cells, even when gB proteins are effi-
ciently transported through Golgi mem-
branes. Truncated versions of gB lacking
the membrane-anchor and cytoplasmic do-
main (TgB in Fig. 3) or with more extensive
internal deletions in heavily glycosylated
domains have also been produced in
recombinant baculovirus-infected insect
cells, and still maintain the antigenic de-
terminants of both the immunodominant
gp55 domain and the amino-terminal gp93
linear neutralization epitope (AD-1 and
AD-2 in Fig. 3). The removal of the trans-
membrane anchor also allows the protein
to be secreted from cells in a soluble
form that is more easily isolated and
purified.

Recombinant viral glycoproteins ex-
pressed in mammalian cells are usually
similar, if not identical, to the correspond-
ing natural protein from CMV-infected
cells with respect to co- and posttransla-
tional modifications and antigenic struc-
ture, but this must be balanced with the
higher cost of mammalian cell culture
compared to the baculovirus-insect cell
system. Chinese hamster ovary (CHO) cell
lines are commonly used in genetic studies
because of the ease of manipulation and
growth properties in selective media. Ge-
netically modified CHO cells with recom-
binant CMV UL55 sequences were used
to produce a membrane-anchor-deleted
CMV gB subunit vaccine known as cy-
tomegalovirus glycoprotein vaccine (Chiron).
This gB(-tmd) glycoprotein (Fig. 3) is se-
creted from the CHO cells as a mixture of
cleaved subunits and uncleaved glycopro-
tein, and this secretion still occurs when
the gp93/gp55 endoproteolytic cleavage
site is eliminated by site-specific muta-
genesis.

3.2
Other Recombinant and Chimeric CMV
Proteins

The gH envelope glycoprotein is also a
candidate for protein subunit vaccines in
combination with gB, rather than being
used in place of gB. However, coexpres-
sion of the gL gene product may be
necessary for efficient processing and in-
tracellular transport of gH in recombinant
baculovirus-infected insect cells or genet-
ically modified CHO mammalian cells,
because gL serves as a protein chaperon
in transport from the ER to the Golgi and
plasma membranes.

Although recombinant proteins are usu-
ally not good immunogens for stimulat-
ing specific cytotoxic T cells, a chimeric
polypeptide containing an immunodom-
inant peptide from CMV pp65 linked to
a nonviral peptide and a chimeric CMV
IE1-pp65 protein may both be immuno-
genic in stimulating both helper T-cell and
cytotoxic T-cell responses.

3.3 Recombinant VZV gE, gB, Tegument,
and Chimeric Proteins
Truncated and soluble VZV gE and gB
glycoproteins have also been expressed
as immunogenic glycoproteins in the
recombinant CHO mammalian cell or
baculovirus-infected insect cell systems
(Table 4). Although gE (ORF68) and gI
(ORF67) genes can be coexpressed to pro-
duce heterodimers equivalent to the virion
glycoprotein, expression of gI has not been
necessary for efficient production and se-
cretion of soluble and immunogenic gE in
CHO cell cultures. A genetically modified
CHO cell line was also used to produce
a chimeric gE-IE63 protein that com-
bines the neutralizing antibody-inducing
properties of gE with the dominant T-cell-
inducing properties of the immediate-early
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Tab. 4 VZV protein antigens and subunit vaccines.

Source of protein Characteristics of protein (Fig. 3 for gE or gB)

Virions purified from VZV-infected cells Full-length gE or gB; IE62 or IE63 tegument
proteins

Recombinant baculovirus-infected insect cells Complex of truncated, soluble gE (TgE) and gI
Recombinant, genetically modified CHO cells Truncated, soluble gE or gB secreted from cells

(TgE or TgB)
Recombinant, genetically modified CHO cells Chimeric, soluble gE-IE63 protein secreted from

cells
Recombinant vaccinia virus–infected cells Full-length gE, gB, or gH/gL oligomer
Recombinant yeast Ty virus–like particles Chimeric proteins with fragments of gE

and tegument protein when used to vacci-
nate guinea pigs.

Another relatively new vaccine technol-
ogy has been recently applied to immuno-
genic proteins of VZV: the production of
recombinant, hybrid Ty virus–like parti-
cles in yeast. These particles are devoid of
nucleic acid and contain only the yeast
transposon protein modified to contain
polypeptide fragments of VZV gE or other
viral proteins, so that they are safer than
live-recombinant or live-attenuated vac-
cines but have the potential for stimulating
both neutralizing antibody and cytotoxic
T-cell responses. Immunization studies in
mice and guinea pigs have demonstrated
the immunogenicity of these recombinant
gE-Ty particles.

4
Live-recombinant Virus Vaccines

Live-recombinant vaccines have the
advantage of inducing both neutralizing
antibody plus cytotoxic T-cell responses,
and single inoculations are usually
as effective as multiple doses of a
nonreplicating subunit vaccine. The
immunogenicity of membrane-anchored
versus truncated and soluble forms

of viral envelope glycoproteins may
vary depending upon the amount
of membrane-anchored protein that
reaches the cell surface or soluble
form that is secreted from cells.
Thus, both forms may need to be
analyzed for each individual viral
glycoprotein species to determine the most
immunogenic live-recombinant vaccine.
The live-recombinant viral vaccines that
have been developed to express CMV
or VZV genes are summarized in
Table 5. Cell cultures infected with these
live-recombinant viruses are important
sources of recombinant protein for use in
subunit vaccines or immunological assays
(Tables 3 and 4).

4.1
Recombinant Poxviruses Expressing CMV
or VZV Genes

Vaccinia virus, a member of the poxvirus
family, has been extensively developed as
a live-recombinant vector over the last two
decades because this naturally attenuated
virus had been used as a smallpox vaccine
in humans for over a century, culminat-
ing in the global eradication of smallpox
in 1977. Immunization with vaccinia virus
had a much higher level of complications
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Tab. 5 Experimental live-recombinant vaccines for CMV and VZV.

Gene product Recombinant vector Immune response

CMV gB Adenovirus Neutralizing antibody in guinea pigs;
gB-specific cytotoxic T-cell response in
mice

CMV IE1 (exon 4) Adenovirus IE1-specific cytotoxic T-cell response in
mice

CMV gB Canarypox virus Antibody and cytotoxic T-cell response in
guinea pigs; priming and
enhancement of antibody response to
subsequent CMV (Towne) vaccine in
humans

CMV pp65 Canarypox virus Antibody and cytotoxic T-cell response in
humans

CMV gB Vaccinia virus Neutralizing antibody in mice
VZV gE or IE62 Herpes simplex virus-1 Antibody response in mice
VZV gE and/or gB Vaccinia virus Neutralizing antibody and T-cell

response to gE or gB in mice, guinea
pigs, or rabbits

VZV gH and gL Vaccinia virus Neutralizing antibody to gH in mice and
guinea pigs

VZV IE62 Vaccinia virus T-cell response and protection of guinea
pigs against challenge with guinea
pig–adapted VZV

than other licensed human vaccines, even
in persons with normal immune systems.
In the event that smallpox immunization
is renewed on a large scale in response to
potential use of smallpox in bioterrorism,
immunocompromised persons such as
transplant recipients and persons infected
with human immunodeficiency virus are
at especially high risk of serious and life-
threatening complications if vaccinated
or accidentally exposed by contact with
skin lesions of an immunized individ-
ual. The Western Reserve (WR) strain
has been commonly used in construc-
tion of live-recombinant vaccinia viruses
and was derived from a human vaccine
strain by neuroadaptation in mice. Several
more-highly attenuated strains are avail-
able that would be safer for production of
recombinant vaccinia-derived vaccines for
human use. A live-recombinant vaccinia

virus expressing the rabies virus glycopro-
tein gene has been licensed for special
use as a rabies vaccine against terrestrial
wildlife, including raccoons in the eastern
United States and foxes in western Europe.

The construction and isolation of re-
combinant vaccinia viruses for expression
of human viral genes is similar in some
respects to the process for recombinant
baculoviruses: the foreign gene sequences
are cloned downstream of a vaccinia pro-
moter in an adaptor plasmid, and recom-
binant virus is produced by rare reciprocal
recombination and replacement of the vac-
cinia thymidine kinase (TK) gene with
the foreign gene plus the lacZ indica-
tor gene (Fig. 5). Nonrecombinant, TK-
positive virus is negatively selected in the
presence of a toxic nucleoside analogue,
and recombinant, lacZ-positive virus is
positively selected by the appearance of
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Fig. 5 Production of recombinant vaccinia viruses to express
CMV and VZV genes. This diagram displays the rare reciprocal
recombination event that occurs in cells infected with wild-type
vaccinia virus and cotransfected with adaptor plasmid DNA
containing the foreign herpesviral gene. Abbreviations and
symbols are the same as those described in the caption to Fig. 4,
except that TK refers to the vaccinia thymidine kinase DNA
sequences and enzymatic activity, and P11 and P7.5 refer to
vaccinia virus-specific transcriptional promoters.

blue plaques. The vaccinia TK gene is
unnecessary for virus replication in cell
culture, and inactivation of the TK gene
by this negative selection process further
attenuates the vaccinia virus, so that com-
plications in humans with TK-negative
virus may be less than the complications
in those with wild-type vaccinia virus.

The large vaccinia DNA genome (185 kb)
can accommodate at least 25 kb of ad-
ditional foreign DNA sequences without
significant deleterious effects on virus
replication, so that multiple foreign virus
sequences can potentially be expressed in
the same virus, such as both the CMV
gB (UL55) gene for induction of neu-
tralizing antibodies and the CMV pp65
(UL83) gene for induction of cytotoxic T
cells. Several different recombinant vac-
cinia viruses have been constructed to
express CMV or VZV glycoprotein and
tegument genes, and they have been

tested in experimental animals (Table 5).
These recombinant viruses are also use-
ful for production of recombinant protein
in cell culture and for production of
specific target cells necessary for assay-
ing virus-specific cytotoxic T cells in cell
culture.

An avian poxvirus, canarypox virus (AL-
VAC), has also been genetically engineered
to express human herpesvirus proteins,
because the inability to replicate in mam-
malian cells makes the avian viruses much
safer than recombinant vaccinia viruses
for use in humans. Pasteur Merieux Con-
naught has manufactured ALVAC-CMV
gB and -CMV pp65 viruses and clinically
tested them in CMV-seronegative volun-
teers (Table 5). Because of the extreme
attenuation of canarypox virus in human
cells, ALVAC-CMV gB is relatively nonim-
munogenic when used alone, and may be
best when used in combination with other
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vaccines in ‘‘prime-boost’’ immunization
strategy.

4.2
Recombinant Adenoviruses Expressing
CMV Genes

The idea of using live-recombinant ade-
noviruses as vaccines is based upon the
extensive experience of using enteric-
coated human adenovirus types 4 and 7 to
immunize military recruits for prevention
of acute respiratory disease. The enteric
coating prevents the virulent adenovirus
from replicating in the respiratory tract
and causing disease, but allows the virus
to replicate in the gastrointestinal tract af-
ter uncoating in the stomach, where it
induces good systemic and mucosal im-
munity without causing disease. These
vaccines have the additional advantage of
inducing mucosal IgA antibody, which can
block the virus soon after entrance into
the body, rather than just serum antibody,
which blocks infection at a later general-
ized stage.

In contrast to the large capacity of re-
combinant vaccinia virus for additional
foreign DNA, the 36 kb DNA genome of

human adenovirus type 5, the type most
commonly used in construction of recom-
binant adenoviruses, can only accommo-
date approximately 2 kb additional DNA
without genetic instability and inefficient
genome packaging into the adenoviral
icosahedral capsid. Because approximately
2 kb of nonessential E3 gene sequences
can be deleted, foreign gene inserts of 4 kb
can be accommodated during the construc-
tion of replication-competent recombinant
adenoviruses. One method for construc-
tion of these recombinant adenoviruses
utilizes an adaptor plasmid containing the
final 40% of the viral genome, with the
foreign coding sequences inserted down-
stream of the viral E3 promoter (Fig. 6).
These recombinant viral sequences are
cotransfected or electroporated into hu-
man epithelial cells in culture along with
an adenoviral DNA fragment containing
the first 76% of the genome, and infec-
tious adenovirus is isolated after several
days. These E3-deleted recombinant viri-
ons are replication-competent, in contrast
to the E1-deleted replication-defective re-
combinant adenovirus vectors used in
experimental gene therapy. The essential
E1 gene is located at the left end of the
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Adenovirus
adaptor
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CMV/VZV gene (+)
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Fig. 6 Production of recombinant,
replication-competent adenoviruses to
express CMV and VZV genes. This
diagram displays the rare reciprocal
recombination event that occurs in cells
cotransfected with overlapping
fragments of the complete adenovirus
DNA genome (0–100 map units), with
one plasmid-associated fragment
(59.6–100 map units) containing
herpesviral gene sequences in place of
adenoviral E3 coding sequences
downstream of the E3 promoter. The
infectious icosahedral virion of the
recombinant adenovirus is displayed at
the bottom right.
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adenovirus genome (map position 1–11 in
Fig. 6), and recombinant viruses with this
sequence deleted can only replicate in spe-
cial cell lines that constitutively produce
the viral E1 gene products.

Replication-competent adenoviruses
that expressed the full-length CMV gB
(UL55) gene or part of the IE1 (UL123)
nonstructural gene were capable of elicit-
ing neutralizing antibody and/or cytotoxic
T-cell responses following intraperitoneal
or intranasal inoculation into experimen-
tal animals (Table 5). These immune re-
sponses occurred despite the fact that
adenovirus infection is incomplete in these
nonhuman hosts, presumably because the
adenoviral E3 promoter is expressed at
an early time after infection even when
intracellular replication is incomplete. In
related studies with another human her-
pesvirus, a recombinant adenovirus ex-
pressing the gB gene of HSV-1 was able
to protect mice against a lethal challenge
with mouse-adapted HSV-1. Human tri-
als with enteric-coated live-recombinant
adenovirus type 5 will be necessary to
demonstrate the efficacy of this vaccine
strategy for humans.

4.3
Recombinant VZV Expressing Heterologous
Viral Genes

To take advantage of the extensive clin-
ical history and relative safety of the
Oka varicella vaccine in humans, this
live-attenuated virus strain has been mod-
ified by recombinant DNA technology to
express genes for other protective and im-
munogenic viral proteins. These include
the hepatitis B virus surface antigen, the
gD glycoprotein of HSV-2, and the human
immunodeficiency virus envelope glyco-
protein. These live-recombinant varicella
vaccines, known as R-Oka vaccines, have

not yet been tested in humans but have
been shown to be immunogenic in guinea
pigs, an experimental animal that is sus-
ceptible to infection by wild-type and atten-
uated VZV. In the case of the R-Oka-HSV-
2 gB vaccine, immunized guinea pigs were
protected against a challenge infection
by HSV-2. Live-recombinant virus vectors
have also been developed for HSV-1, and
recombinant HSV-1 expressing VZV gE or
IE62 genes has been shown to be immuno-
genic in mice. One major disadvantage of
using live-recombinant vaccines derived
from attenuated VZV or HSV is that the
immune response to the foreign gene
product would be limited and minimal
in immunized individuals who had prior
immunity to the herpesvirus vector from
either natural infection or vaccination.

5
Plasmid DNA Vaccines for VZV and CMV

The most revolutionary development in
vaccines against human virus infection
and disease utilizes direct inoculation with
plasmid DNA containing foreign gene se-
quences under the control of eukaryotic
transcriptional signals, first reported in an-
imal immunization studies with influenza
viral genes in 1993. This technology has
since been applied to a large number
of other viral genes and genes of other
infectious agents, and would be most appli-
cable to viral genes that have been shown
to induce protective antibody or cytotoxic
T-cell responses when expressed by live-
recombinant viral vaccines.

The basic requirements for the plas-
mid DNA vaccines are the same as
those for plasmids used for transient
gene expression in transfected mam-
malian cells in culture: upstream pro-
moter and enhancer sequences recognized
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Tab. 6 Experimental plasmid DNA vaccines for CMV and VZV.

Gene product Immune responses

CMV gB, TgB, and gB(-tmd) (Fig. 3) Neutralizing antibody in mice, with higher titers with
gB(-tmd) or TgB vs full-length gB; priming for
booster immunization with purified gB protein
subunit vaccine

CMV pp65 Cytotoxic T-cell response and nonneutralizing antibody
CMV pp65 with kinase-deficient

mutation
Cytotoxic T-cell response similar to that with wild-type

gene
VZV TgB and TgE (Fig. 3) Strong neutralizing antibody against gB in mice, but

only weak antibody response to gE
VZV gE or TgE Antibody responses to both in mice, but different

antibody classes indicative of Th1 (gE) vs Th2 (TgE)
helper T-cell responses

VZV gE and IE62 Antibody and T-cell proliferative responses to both
gene products in mice

by host cell transcriptional machinery,
coding sequences with in-frame riboso-
mal initiation and termination codons, and
downstream polyadenylation and RNA ter-
mination sequences. Routes of inoculation
of plasmid DNA in animal studies have
included epidermal, intramuscular, mu-
cosal, and intravenous.

These DNA vaccines are safer than live-
recombinant vaccines because they do not
replicate once they have entered the cell
nucleus. Also, the same plasmid DNA
vector can be used multiple times with
either the same or different foreign gene
sequences, without the immunized host
developing immunity to the vector. The
production and purification of bacterial
plasmid DNA is also much less expensive
than the purification of protein for subunit
vaccines or the production and purification
of live-recombinant virus vaccines.

The DNA vaccines designed to pre-
vent primary human CMV infection have
employed the coding sequences for the
major targets of neutralizing antibody and
cytotoxic T cells in humans (Table 6).
Plasmid DNA encoding a truncated gB

glycoprotein (equivalent to TgB in Fig. 3)
was able to induce significant levels of
gB-specific neutralizing antibody in a ma-
jority of mice after three intramuscular
doses, and half of the mice inoculated
with a pp65-expressing plasmid developed
pp65-specific cytotoxic T-cell responses. In
related studies with another human her-
pesvirus, mice inoculated with a plasmid
expressing the HSV-1 gB protein devel-
oped high levels of gB-specific antibody
and were protected from a lethal challenge
with HSV-1.

Current studies with DNA vaccines for
VZV (Table 6) have utilized genes encod-
ing full-length or truncated forms of both
gE and gB envelope glycoprotein in or-
der to induce neutralizing antibody in
mice. Also, immunization with plasmid
DNA–containing sequences for IE62 has
induced T-cell responses in mice. Simi-
lar studies will need to be conducted in
guinea pigs because these animals are
susceptible to infection with human VZV
and they provide an experimental model
for directly analyzing whether vaccine-
induced immune responses are protective.
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Optimization of immune responses to
DNA vaccines for VZV or CMV may
require a multidose combination of plas-
mid DNA immunization along with live-
attenuated virus or protein subunit vac-
cines, with initial testing in animals prior
to phase I human clinical trials.

6
Clinical Testing of New Vaccines

6.1
Single or Combined Vaccine Strategies in
Human Clinical Trials

The live-attenuated CMV strain (Towne),
known as cytomegalovirus vaccine live and

currently produced by Pasteur Merieux
Connaught, has undergone a number of
human clinical trials over the last two
decades (Table 7). Although immunogenic
and safe, this vaccine has not been effec-
tive in preventing primary infection with
CMV except in experimental studies us-
ing low-dose challenge with the virulent
Toledo strain of CMV, unlike the efficacy
of the live-attenuated varicella vaccine in
preventing natural infection with VZV.
The most disappointing results involved
the immunization of CMV-seronegative
females of childbearing age, who were not
protected from naturally acquiring CMV
infection from their own child. The most
positive results have been in reducing the

Tab. 7 Human clinical trials of CMV and VZVa vaccines.

Year of report Vaccine Experimental vaccine population

1982 Live-attenuated CMV (Towne) CMV-seronegative pediatric nurses of
childbearing age

1984, 1988,
1991, 1994

Live-attenuated CMV (Towne) CMV-seronegative and seropositive renal
transplant candidates

1984, 1996 Live-attenuated CMV (Towne) Healthy CMV-seronegative adults
1989 Live-attenuated CMV (Towne) Healthy CMV-seronegative adults, subsequently

challenged with low-passage isolate of CMV
1990 Nonrecombinant CMV gB protein

from virus-infected cells
CMV-seronegative and seropositive adults

1998 Live-attenuated CMV (Towne) CMV-seronegative women of childbearing age
1999 Recombinant CMV gB(-tmd)

protein from CHO cells
CMV-seronegative healthy adults aged 18 to

50 years
1999, 2002 Recombinant canarypox-CMV gB

virus
CMV-seronegative adults, subjected to booster

immunization with CMV (Towne) or
recombinant gB(-tmd) protein

2001 Recombinant canarypox-CMV
pp65 virus

CMV-seronegative adults

2002 Recombinant CMV gB(-tmd)
protein from CHO cells

CMV-seronegative children aged 12 to
35 months

1996,1998,
2000, 2001

Live-attenuated Oka varicella
vaccine

Healthy VZV-seropositive adults aged 55 years
and older

1996, 2000 Heat-inactivated Oka varicella
vaccine

Healthy VZV-seropositive adults aged 55 years
and older

1997, 2002 Heat-inactivated Oka varicella
vaccine

VZV-seropositive bone marrow transplant
candidates or recipients

aDoes not include prelicensure trials of Oka varicella vaccine.
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severity of CMV disease in seronegative
recipients of organ transplants from CMV-
seropositive donors.

One effort to increase the immunogenic-
ity of the Towne vaccine has involved
combining a priming immunization with
replication-defective canarypox virus ex-
pressing CMV gB and subsequently boost-
ing with the Towne strain. The MedIm-
mune biotechnology company has been
replacing parts of the Towne strain DNA
genome with sequences from the low-
passage Toledo strain in order to create
a less-attenuated and potentially more-
immunogenic vaccine. Initial human stud-
ies of these chimeric Towne–Toledo
strains of CMV are under way.

A more recently developed experimental
strategy for immunization against CMV
in humans is the gB subunit vaccine pro-
duced in genetically modified CHO cells
by the Chiron Corporation. This recom-
binant gB protein [gB(-tmd) in Fig. 3] is
administered by intramuscular injection
along with an oil–water emulsion of squa-
lene as adjuvant, and has proved to be
both safe and immunogenic after two or
three doses in a number of small-scale
trials in seronegative adults and children
(Table 7). A human clinical trial using
prior or simultaneous immunization with
the live-recombinant canarypox-CMV gB
virus did not improve the immune re-
sponse to the Chiron gB subunit vaccine.
It has not yet been demonstrated whether
the induced levels of gB-specific neutral-
izing antibody will be protective against
primary infection with CMV. The limited
effectiveness of similar recombinant gly-
coprotein subunit vaccines in preventing
sexual transmission and infection by HSV-
2 glycoproteins has tempered the hope and
excitement for this vaccine strategy against
CMV and other human herpesviruses.

Recent human clinical trials of vari-
cella vaccines have focused upon the use
of the live-attenuated Oka varicella vac-
cine and heat-inactivated Oka vaccine to
prevent or reduce the severity of her-
pes zoster/shingles in elderly seropositive
adults who are at risk of VZV reacti-
vation after decades of latency (Tables 1
and 7). These vaccines appear to be ef-
fective in boosting VZV-specific immunity
without significant risk in healthy adults
aged 55 years and older. Ongoing large-
scale human trials should indicate whether
this boost in immunity translates into
long-term protection against zoster and
postherpetic neuralgia.

The inactivated varicella vaccine, which
carries no risk in immunodeficient recip-
ients, has also been tested in recipients of
bone marrow transplants, because these
individuals are at especially high risk of
serious VZV reactivation and disease. Im-
munization prior to the transplant and in
the three months following the transplant
has been shown to dramatically decrease
the incidence of zoster, so that use of
inactivated varicella vaccine may soon be
a standard procedure in this special pa-
tient population.

6.2
Animal Models Including Animal
Homologues of Human CMV and VZV

There is no nonhuman animal host for
human CMV replication and disease; so
animals that are experimentally immu-
nized with CMV protein subunit or live-
recombinant vaccines cannot be directly
challenged with human CMV to deter-
mine whether antibody and/or cytotoxic
T-cell responses are protective. There are
homologous cytomegaloviruses in mice
(MCMV) and guinea pigs (GPCMV), and
infections of the corresponding hosts
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with these two animal herpesviruses re-
sult in diseases with some similarity
to human CMV disease. The GPCMV-
guinea pig system is probably a bet-
ter biological and clinical model sys-
tem than the MCMV-mouse system be-
cause transplacental transmission and
congenital disease has been demonstrated
for GPCMV.

Experimental GPCMV vaccine strategies
have included subunit vaccines composed
of purified viral envelope glycoproteins,
live-vaccines using tissue-culture passaged
and attenuated GPCMV, and DNA vac-
cines encoding GPCMV gB or pp65. The
purified glycoprotein and live-attenuated
vaccines provided significant immunity to
female guinea pigs immunized prior to
pregnancy, and reduced the incidence and
severity of congenital GPCMV in pregnant
animals challenged with virulent GPCMV.
Several vaccine strategies with MCMV
vaccines have also been successful in pro-
tecting mice from challenge with lethal or
sublethal doses of virulent MCMV. These
vaccines include live-attenuated MCMV,
DNA vaccines encoding the MCMV homo-
logues of pp65 and IE1, and recombinant
vaccinia virus encoding a chimeric pro-
tein with a key IE1 peptide recognized by
cytotoxic T cells.

A model system with guinea pigs has
been developed with a guinea pig–adapted
strain of human VZV and can there-
fore be used for VZV-challenge following
immunization with protein subunit, live-
recombinant, or plasmid DNA vaccines.
For example, a live-recombinant vaccinia
virus expressing the gene for the IE62 tegu-
ment protein of VZV or a recombinant
baculovirus-derived gE protein was able to
protect guinea pigs against challenges with
the guinea pig–adapted strain of VZV.
There is a human VZV-like virus in mon-
keys, simian varicella virus, but this model

system has not been extensively developed
or utilized in varicella vaccine studies.

6.3
Quantitation of Immune Responses in
Immunized Animals and Humans

The ideal assay for quantitation of pro-
tective immune responses following im-
munization with human CMV or VZV
vaccines is the challenge of immunized
animals or humans with a defined amount
of infectious natural virus, with determi-
nation of whether infection and disease is
reduced in vaccinated individuals. Experi-
mental challenges of humans with CMV or
VZV are usually not allowed for ethical rea-
sons, so that experimental challenge with
virulent human virus following immu-
nization is possible only with the guinea
pig model with human VZV. Thus, most
of the quantitation of immune responses
to protein subunit, live-recombinant, and
DNA vaccines for CMV and VZV has uti-
lized indirect assays for protective immune
responses: quantitation of neutralizing an-
tibody and quantitation of helper/cytotoxic
T-cell responses.

Neutralizing antibody titers are more
reliable than titers of antigen binding
from simple enzyme-linked immunosor-
bent assays (ELISAs). Neutralizing anti-
body assays are performed by mixing serial
dilutions of serum from immunized ani-
mals and control, unimmunized animals
with a defined amount of infectious CMV
or VZV and then inoculating human fi-
broblast cells in culture and quantitating
a reduction in viral plaques, viral anti-
gen production, or viral cytopathic effects.
Neutralizing antibody from human clini-
cal trials with CMV or VZV vaccines can be
quantitated in the same cell culture assays
as those used for antibody from experi-
mental animals. These virus neutralization
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assays are usually performed in the
presence and absence of complement be-
cause many antibodies to CMV and VZV
glycoproteins require complement for
neutralization activity. This complement-
dependent neutralization is characteristic
of some herpesviruses but uncharacteristic
of neutralizing antibodies for most other
lipid-enveloped human viruses, such as
measles, influenza, and rabies viruses.

Specific helper T-cell responses are usu-
ally determined by removing peripheral
blood mononuclear cells from immunized
humans or spleen cells from immunized
animals, and quantitating cell proliferation
following incubation in the presence or
absence of specific viral antigen, typically
recombinant viral protein. Quantitation of
cytotoxic T-cell responses to CMV or VZV
antigens in the immunized animals or
humans requires antigen-presenting cells
from the same host or genetically identi-
cal host that are synthesizing CMV or VZV
proteins. Recombinant vaccinia viruses ex-
pressing specific CMV or VZV genes are
useful for creating these target cells in cell
culture because of the wide host range
of vaccinia virus for different species and
tissue types.

Protective immune responses in hu-
mans following immunization with new
vaccines for CMV or VZV can also be
quantitated in short-term studies of select
high-risk populations, such as seroneg-
ative candidates or recipients of organ
transplants or bone marrow transplants,
or in long-term studies of seronegative but
immunocompetent individuals, by follow-
ing the natural incidence of virus infection
and disease in the immunized population
versus a corresponding nonimmunized
population. Conclusive evidence of long-
term immunological protection and safety
is necessary before a human CMV vaccine
can be licensed for general use or a new

human VZV vaccine is licensed to replace
or supplement the current live-attenuated
varicella vaccine.

7
Concluding Remarks

As use of the licensed Oka varicella vaccine
in normal childhood immunization in-
creases to high levels, the number of cases
of varicella in children and susceptible
adults should decrease significantly and al-
most all cases of serious complications of
varicella can be eliminated. The incidence
and severity of zoster due to reactivation
of the Oka strain of VZV in future decades
may be significantly lower than that with
wild-type VZV, especially if a booster im-
munization dose is recommended in the
future. For the hundreds of millions of
VZV-seropostive adults who had varicella
as children prior to the availability of this
vaccine, therapeutic immunization with
live or inactivated Oka varicella vaccines
or other vaccines that stimulate cytotoxic
T-cell responses to VZV has the potential
for reducing or eliminating zoster and the
accompanying postherpetic neuralgia.

The future benefits of CMV vaccines are
less certain in regard to congenital CMV
and CMV-related disease in immunocom-
promised adults. Induction of protective
immune responses in CMV-seronegative
humans, especially in females prior to
reaching the age of childbearing, may re-
quire a combination of several modern
vaccine strategies unless a less-attenuated
and more-immunogenic live-attenuated
CMV strain is successful in clinical trials.
Current vaccine strategies are beneficial
in preventing severe CMV disease in the
limited population of CMV-seronegative
candidates for transplantation even if
immunization does not prevent primary
infection.
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See also Medicinal Chemistry; RNA
Virus Genome Packaging.
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Keywords

Degradation
Breakdown of covalent bonds supporting the polynucleotide chains, caused by
shearing action, low pHs, and high temperatures. The process is generally irreversible.

Stacking Forces
The forces between stacked base pairs in DNA and bases in RNA.

Melting Curve
The variation with temperature of any property, for example, absorption at 260 nm,
sensitive to the native structure of DNA and RNA.

TM
The melting temperature of DNA or RNA, determined from the midpoint of the
change in the dependent variable of the melting curve, for example, absorption at
260 nm, with temperature.

Helix–Coil Transition
The point of conversion of a double-stranded helical DNA to a disordered
single-stranded DNA, sometimes described (inappropriately) as random coils.

� Denatured DNA and RNA are disordered nonnative states brought about by any of the
many means of disturbing noncovalent bonds supporting their native conformations:
heat, nonaqueous denaturing solvents, low or high pHs, low ionic strengths. The
denaturation process is generally reversible.
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1
Denaturation

Denaturation studies and, in particular,
melting curves have many uses. They have
been important for establishing conditions
for the formation of DNA heteroduplexes
and defining levels of stringency, denatu-
ration mapping by electron microscopy,
amplification of DNA by the polymerase
chain reaction (PCR), determining DNA se-
quence variances of homologous segments
and tandem and interspersed repetitive
elements, profiling genomic DNA popula-
tions and estimating the relative amounts
and sequence complexities of satellite
repetitive elements, and determination of
population and evolutionary relationships.
They have been particularly important
for confirming aspects of structure and
sources of stability as well as for determin-
ing thermodynamic quantities associated
with those sources, where temperature is
an important variable.

The familiar dictum for the relationship
of structure and function is especially ap-
propriate to DNA. The strands of DNA
form double helical threads of inconceiv-
able great lengths, well suited to their role
as repositories of enormous amounts of ge-
netic information in the lineal sequences
of nucleotide residues. The structures of
ribosomal, transfer, and messenger RNAs,
on the other hand, are strikingly different
from DNA, consisting of single strands
that fold into a variety of compact struc-
tural elements with shapes that enable
them to serve as agents of recognition by
proteins and antibiotics, gene expression,
gene transport, transcription attenuation,
translation regulatory agents, templates,
and catalysts.

Protein and enzyme-induced alterations
of the conformations of DNAs and RNAs
are natural processes that, however, are

not taken into account in definitions of
native and denatured states. It is the prac-
tice to define the ‘‘native’’ conformations
of these molecules as those existing in
isolation and under physiological condi-
tions. These molecules can be denatured
by shifting the order–disorder equilibrium
away from that favoring the native confor-
mation by increasing the temperature or,
less commonly, by the addition of dena-
turing solvents. Denaturation is usually a
reversible process, so that if physiological
conditions are restored, the native struc-
tures and biological function are restored.
However, if covalent bonds are broken, the
molecule is degraded. Unlike denaturation,
degradation is usually irreversible.

1.1
Denaturation of DNA

Base–base hydrogen bonds maintain the
alignment of the chains, but stacking
forces appear to be the major source of
support. Both are sensitive to conditions
and, in particular, to temperature. Stacking
forces are responsible for local variations
in stability, but hydrogen bonds between
bases are responsible for the high level of
cooperativity within the molecule, resulting
in an abrupt approach to the equilibrium
boundary between native and denatured
states, the helix–coil boundary. The high
level of cooperativity reflects an unusually
strong dependence of the structural state
of each pair on the structural state of
its neighbors, an effect that sometimes
involves many hundreds of base pairs.
In addition to stacking and hydrogen
bonds, DNA may derive some small
support from solvation effects and the
occasional water bridge. On the debit side,
entropic effects from restraints placed on
rotation about torsional bonds and ionic
forces counteract the stabilizing forces
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of stacking and hydrogen bonds. Every
phosphodiester group (····-O-P[O2

−]-O-····)
that links each nucleotide residue has
a negative charge that creates strong
repulsive forces that weaken the helix.
Besides high temperatures, solvents that
lessen the forces of support or promote
the destabilizing forces act to shift the
helix–coil equilibrium.

With exception for temperature or salt
extreme organisms, conditions in cells are
within the normal range of stability of
DNA. The molecule undoubtedly experi-
ences small conformational palpitations
from normal mode thermal motions, but
remains native because of a favorable free
energy and the cooperative nature of the
secondary interactions. Thermal motions
rarely force covalently joined atoms very far
from their equilibrium positions; however,
occasionally they are sufficiently turbulent
to cause some transient dissociation of
noncovalent bonds and base pairs, result-
ing in a local ‘‘breathing’’ action by the
two strands. Under physiological condi-
tions, the probability that a base pair will
breathe at any instant in time is only 10−5

to 10−6, or one transient opening every
200 000 base pairs. Breathing is a random
process, perhaps occurring with slightly
greater probability at regions of lower sta-
bility, possibly making these regions more
accessible to mutagens and therefore as
‘‘hot spots’’ of mutation.

The amount of breathing action in-
creases with increasing temperature, grad-
ually weakening the helix. Nevertheless,
cooperative support from neighboring
residues acts to restore the helix, so the
structure remains essentially native almost
up to the melting temperature. If the sys-
tem is returned to low temperatures, the
helix is seen to be unaltered. If, how-
ever, the temperature is increased further,
thermal motions become more turbulent,

lifetimes of pairs decrease, and eventually
large numbers of pairs begin breathing in
concert. At the melting temperature, TM,
(Fig. 1) where the free energy approaches
zero and the equilibrium constant for
the helix–coil transition approaches unity,
the polynucleotide chains begin to sepa-
rate, leading to nonhelical single-stranded
structures. The abrupt approach to the
transition caused by the cooperativity of
interactions is seen in the unusual sharp-
ness of thermally induced denaturation
or ‘‘melting’’ curves. If all noncovalent
bonds are broken, the chains assume
the conformation of random coils. How-
ever, denaturation is rarely, if ever, that
complete; rather, the single-stranded DNA
assumes a complex disordered state with
many regions of (1) single-strand stacking;
(2) double-stranded hairpins; and (3) a few
segments in which the structure may be
random and dynamic.

2
Analytical Methods for Following the
Denaturation Process

2.1
Changes in Absorbance with Temperature

Perhaps the most popular method for
monitoring the denaturation process is by
electronic absorption spectroscopy. Intense
absorption bands with large extinction
coefficients in the ultraviolet region are
due to allowed electronic transition mo-
ments for the bases near 260 nm. The
molar absorption coefficient for the he-
lix, e260 nm(P), is ∼7(±0.2) × 103 L (mol ×
cm)−1, more than 40% hypochromic to
the constituent nucleotides. During de-
naturation, hydrogen bonds joining base
pairs are broken allowing the bases to
unstack, leading to an increase in the
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Fig. 1 Thermal denaturation (melting curve) obtained by the variation in
absorption at 270 nm with increasing temperature of poly(dA·dT), a synthetic
double helical DNA in a buffer consisting of 0.075 M Na+. The bell-shaped curve
of points represents the first derivative, dAλ/dT. The TM is usually defined as the
temperature corresponding to half the hyperchromic effect. Alternately, it is the
peak temperature of the first derivative curve. The free energy approaches zero at
the melting temperature, TM, where the equilibrium constant for the helix–coil
transition approaches unity.

molar absorption coefficient to ∼104 L
(mol × cm)−1. This value is close to but
still less than the value for the con-
stituent nucleotides, since some small
amount of residual stacking of the un-
paired bases persists beyond the denatura-
tion temperature of the helix. The percent
hypochromicity, h (%) at 260 nm, is some-
times given by

hλ(%)= [1 − (εnative,λ/εdenatured,λ)]×100
(1)

where εdenatured,λ is the molar absorption
above TM. As noted by the left-hand scale
of Fig. 1, the observed increase in hyper-
chromicity for the melting of poly(dA·dT),
a synthetic double helical DNA, is ∼40%.

With such large changes, denaturation can
be monitored with considerable precision
on nucleotide residue concentrations in
the micromolar range and, if the pre-
cision of data is adequate, denaturation
can be represented in the first deriva-
tive, dAλ/dT, which is better for resolving
subtransitions.

DNAs of minimal sequence complexity
such as poly(dA·dT) (Fig. 1) exhibit the
sharpest melting curves. The melting
temperature, TM, determined from the
midpoint of the transition or from the
peak of the first derivative curve, can be
taken as a measure of the thermal stability
of the DNA. The transition breadth is an
indication of the sequence complexity and
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variation in the fractional (G + C) content,
denoted by F(G+C), since the properties of
(G·C) are identical to those of (C·G) and
F(G+C) = 1 − F(A+T).

A further advantage of absorption spec-
troscopy is that the characteristics of
the base composition of natural DNAs
of quasi-random sequence can be deter-
mined at different temperatures by spec-
tral decomposition. The dissociation of
(A·T) base pairs contributes more than 4x
more to the absorption change at 260 nm
than (G·C) pairs, while almost the reverse
is true at 282 nm. Both pairs contribute
equally at 270 nm; therefore, this is the
preferred wavelength for expressing the

ordinate of melting curves as the fraction
of base pairs that have denatured.

2.2
Other Methods

Methods for monitoring the denaturation
of DNA can be classified as (1) short-
range physical; (2) long-range physical;
(3) chemical; and (4) biological methods.
A partial list of the physical methods that
have been used is given in Table 1. Chem-
ical methods include those that probe
differences in the reactivity of the bases
in the helical and nonhelical states, while
biological methods include techniques

Tab. 1 Selected physical methods for using or following denaturation.

Methods that depend on short-range physical properties:
1. Absorption spectroscopy.

Thomas, R. (1954) Biochim. Biophys. Acta 14, 231; Doty, P. and Rice, S.A. (1955) Biochim.
Biophys. Acta 16, 446–448; (Some of the first DNA denaturation curves were carried out by
taking advantage of the large hyperchromic effect associated with the destacking of base pairs).

2. Circular dichroism.
Gray, D.M., Ratliff, R.L., & Vaughan, M.R. (1992) Meth. Enzymol. 211a, 389. (CD measures the
difference in molar extinction of the left and right circularly polarized components of
monochromatic light in the region of 200 to 290 nm. As such, it is used to detect the spatial
asymmetry and helical handedness as the chromophoric base pairs twist one way or the other
around the major axis).

3. Infrared spectroscopy.
Taillanier, E. & Liquier, J. (1992) Meth. Enzymol. 211a, 307.

4. Raman spectroscopy.
Peticolas, W.L. & Evertsz, E. (1992) Meth. Enzymol. 211a, 335. (In the 500 to 1800 cm−1 region,
IR and Raman reflect changes in vibrational and rotational modes affected by changes in
hydrogen bonding and stacking interactions. Changes involving polar groups give the most
intense absorptions and are useful for following the dissociation of hydrogen bonding. This
method suffers from spectral interference by the solvent water).

5. Nuclear magnetic resonance.
Feigon, J., Sklenár, V., Wang, E., Gilbert, D.E., Macaya, R.F. & Schultze, P. (1992) Meth. Enzymol.
211a, 235. [One-dimensional NMR spectra (in the radio frequency range ∼1010 Hz) from 9.5 to
0.5 ppm are used mainly for studies of the exchangeable imino and amino resonances occurring
during denaturation].

6. Differential scanning calorimetry.
Breslauer, K.J., Freire, E. & Straume, M. (1992) Meth. Enzymol. 211a, 533.

(continued overleaf )
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Tab. 1 (continued)

Methods that depend on long-range physical properties:
1. Viscometry.

Zamenhof, S., Alexander, H.E. & Leidy, G. (1953) J. Exp. Med. 98, 373; Doty, P. & Rice, S.A.
(1955) Biochim. Biophys. Acta 16, 446; Rice, S.A. & Doty, P. (1957) J. Amer. Chem. Soc. 79, 3937.
(The first thermal denaturation profiles of DNA and bacterial ‘‘transforming activity’’ were
obtained from changes in viscosity).

2. Sedimentation velocity.
(Changes in these hydrodynamic properties reflect the reduction in frictional coefficient during
denaturation when DNA changes from a rigid rod into flexible chains. These methods are
generally more difficult and cumbersome than spectral methods, requiring greater amounts of
monodispersive material).

3. Dynamic light scattering.
Soda, K. & Wada, A. (1984) Biophys. Chem. 20, 185; Delrow, J.J., Heath, P.J., Fujimoto, B.S. &
Schurr, J.M. (1998) Biopolymers 45, 503; Protozanova, E. & Macgregor, R.B. Jr. (2000) Biophys.
Chem. 84, 137.

4. Electron microscopy.
Inman, R.B. (1967) J. Mol. Biol. 28, 103; Borovik, A.S., Kalambet, Y.A., Lyubchenko, Y.L., Shitov,
V.T. & Golovanov, E.I. (1980) Nucl. Acids Research 8, 4165. (Partially denatured regions are fixed
at intermediate temperatures within the melting region by reaction of the imino and amino
groups with the bifunctional reagent glyoxal, thereby preventing reformation of the helix).

5. Gradient gel electrophoresis.
Fischer, S.G. & Lerman, L.S. (1979) Meth. Enzymol. 68, 183; Abrams, E.S. & Stanton, V.P. Jr.
(1992) Meth. Enzymol. 212b, 71; Cariello, N.F. & Skopek, T.R. (1993) Mutat. Res. 288, 103;
Fodde, R. & Losekoot, M. (1994) Hum. Mutat. 3, 83; Wartell, R.M., Hosseini, S.H., Powell, S. &
Zhu, J. (1998) J. Chromatogr. 806, 169.

6. Denaturing HPLC.
Xiao, W. and Oefner, P.J. (2001) Hum. Mutat. 17, 439; Huber, C.G., Premstaller, A., Xiao, W.,
Oberacher, H., Bonn, G.K. & Oefner, P.J. (2001) J. Biochem. Biophys. Meth. 47, 5.

such as S1 nuclease sensitivity, reac-
tion with antibodies, and transformation
methods.

3
Factors Affecting the Stability of DNA

A number of factors from within and
without the DNA affect its sensitivity
to denaturation: (1) (G + C) content; (2)
distribution of nearest neighbors in the
DNA; (3) sequence complexity; (4) local
sequence and conformational states of
neighboring domains; (5) presence of wob-
ble or other mispairs; (6) DNA length; (7)
supercoiling; (8) pH; (9) temperature; (10)

counterion concentration and type; and
(11) various salts and nonaqueous sol-
vents. The use of temperature for de-
naturing DNA is particularly convenient,
figuring prominently in most studies of de-
naturation. Melting temperatures depend
on the intrinsic characteristics of base com-
position (F(G+C)), sequence, and chain
length of the DNA specimen. Studies of
the dependence of TM on various extrinsic
factors have been useful in the evaluation
of energetics. Assuming that the fraction,
f , of base pairs in the ordered (helix, h)
and disordered (coil, c) states are equal
at TM, midway through the transition,
(f c/f h) = (f c/[1 − f c]) = 1, where the free
energy is given by
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�GM = −RT ln(f c/f h) = 0

= �HM − TM�SM (2)

Since TM = �HM/�SM, the absolute
magnitudes of enthalpic and entropic
contributions to stability cannot be deter-
mined from TM alone.

3.1
Intrinsic Factors

3.1.1 (G + C) Content
TM exhibits a linear dependence on
the fraction of (G·C) base pairs,
F(G+C). At physiological monovalent
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Fig. 2 The normalized first derivative of the change in absorption at
270 nm with temperature, dA270 nm/dT, of linearized plasmid DNAs
pNMCS11 (5166 bp) and pNMCS12 (4633 bp), in which a small amount
of poly(dA·dT) was added as marker. At this wavelength, the change in
absorption for dissociation of (A·T) base pairs is equal to the change for
(G·C) pairs, so that denaturation curves reflect changes in numbers of
base pairs with temperature. With exception for the lengths of the inserts
that produce the prominent subtransitions at 74.46 ◦C, pNMCS11 and
pNMCS12 are circular plasmids with identical sequences, grown on
Escherichia coli, isolated and linearized by enzymatic bilateral scission at
the same site immediately adjacent to the insert. The insert consists of
the repetitive sequence, [AAGTTGAACAAAT]NAAGTTGAA, [23%
(G + C)], where N = 57 (747 bp) in pNMCS11 and 16 (214 bp) in
pNMCS12. The insert divides two very (G + C)-rich regions that serve as
strong helical boundaries for the insert. Since the cut was made next to
the insert, it melts according to the case I mechanism in Table 2, and the
tm of the subtransitions for the insert in the two plasmids are identical.
The [Na+] = 0.075 M, and the rate of heating was 6.00 ◦C h−1.
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cation concentration (0.15 M-M+), the
dependence, derived from (Eq. 12) below,
is given by,

TM = 40.0·F(G+C) + 70.04 ◦C (3)

This expression is applicable to individual
DNAs or to segments of a single DNA.

As shown in Fig. 2, melting of natural
DNAs occurs with denaturation of whole
stretches or domains of base pairs. The
defining characteristic of a domain is that
it dissociates all at once, implying the ex-
istence of thermodynamic boundaries. In
contrast with the sharp melting of DNAs of
low sequence complexity, natural DNAs of
quasi-random sequence melt over a range
of 15 to 18 ◦C and exhibit the intermedi-
ate subtransitions summarized in Table 2.
The melting curves in Fig. 2, where a
small amount of poly(dA·dT) was added as
marker, are for two plasmid DNAs of iden-
tical sequence over most of their 4.6 kbp

length. As can be seen by the number of
partially resolved subtransitions, melting
takes place in intermediate steps between
74 to 91 ◦C, corresponding to the denatura-
tion of sequence domains of 5 to 500 base
pairs of 23 to 70% (G + C), approximated
by the upper horizontal scale (Eq. 12).
Domain boundaries are associated with
changes in the stability and fractional
(G + C) compositions since (G·C) pairs
are ∼20% stronger than (A·T) pairs. Sizes
of domains are as small as a few pairs and
sometimes larger than 500, depending on
the base composition and level of sequence
complexity of the domain and its immedi-
ate neighborhood. Complete denaturation
involves the dissociation of many domains
in an independent multistate fashion.
Each plasmid DNA used in Fig. 2 was
constructed with an insert of the same
(A + T)-rich oligomeric repeat of 13 base
pairs, [AAGTTGAACAAAT]NAAGTTG],

Tab. 2 Intermediate Subtransitions of DNA Helix–Coil Transitions.

I. Melting from the ends of helices:

II. Melting as internal loop:

III. Expansion of an internal loop:

IV. Expansion to the end:

V. Coallescence of two loops:

VI. Strand separation:
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but different numbers of repeats, that is,
different values of N. Although the in-
serts in these two plasmids differ by more
than 500 base pairs in length, the domain
subtransition melting temperature tm are
identical, as is their transition breadths.
There is reasonably good agreement be-
tween the subtransition fractional (G + C)
contents f(G+C) of all domains determined
by spectral decomposition, sequence anal-
ysis, and expression (3). The agreement
is not quantitative, however, due to near-
est–base pair–neighbor and neighboring-
conformational effects (Table 2).

3.1.2 Distribution of Nearest Neighbors
Expression (12) is applicable to the melting
of long, natural DNAs with sequences
that can be expected to exhibit a random
distribution of the frequencies of all 10
unique nearest-neighbor base pairs. There
are 42 = 16 nearest-stacked neighbors, but
10 are unique, since complementarity
ensures that

[A – A] = [T – T], [A – G] = [C – T],

[A – C] = [G – T], [C – A] = [T – G],

[G – A] = [T – C], [G – G] = [C – C].

DNAs of biased frequencies of neighbor
pairs exhibit corresponding biases in TM.
As summarized in Table 3, each neighbor
pair has a different stacking energy.

Neighbor-pair biases can be readily de-
tected in the TM of synthetic DNAs of bi-
ased neighbor frequencies. Although both
have the same F(G+C), the TM for alter-
nating co-poly[d(A – T)·d(A – T)] is almost
6◦ lower than for the homo-poly(dA·dT)
duplex. Also, poly[d(G – A)·d(T – C)] and
poly[d(G – C)·d(G – C)] melt lower by sev-
eral degrees and poly[d(G – T)·d(A – C)]
melt higher than predicted by the em-
pirical Eq. (12). In instances in which the
neighbor frequencies of a DNA are biased,
perhaps because the specimen is short,
it should be recognized that TM depend
not as directly on F(G+C) than they do on
the mole fraction of the 10 nearest neigh-
bors, fij/�fi,j, where ij denotes the stack of
pair i on its neighbor j, and i, j denotes
the numbers of the 10 neighbor pairs in
the sequence.

Tab. 3 Nearest stacked and paired neighbor energies.

Neighbor dTij/dlog[Na+]
( ◦C)

(1.0 M Na+)
K

�Hij

kcal(mol-bp)−1
�Sij

cal( ◦ mol-bp)−1

1 A·T/T·A 21.00 355.01 −8.00 −24.15
2 T·A/A·T 20.11 359.88 −8.31 −24.64
3 A·T/A·T 19.78 362.24 −8.45 −24.86
4 G·C/A·T 17.76 372.65 −9.13 −25.89
5 C·G/A·T 17.10 376.34 −9.36 −26.21
6 A·T/G·C 16.87 377.59 −9.44 −26.33
7 A·T/C·G 16.21 381.12 −9.67 −26.65
8 G·C/G·C 14.18 391.65 −10.34 −27.52
9 C·G/G·C 13.20 397.70 −10.72 −28.00

10 G·C/C·G 13.20 397.77 −10.72 −27.99

Values of Tij(Na+) at different conditions of [Na+] are determined from
Tij(Na+) = (dTij/d log10[Na+]) · log10[Na+] + Tij(1.0M − Na+), K.
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3.1.3 Sequence Complexity
Equivalent but different operational def-
initions of sequence complexity include
the total length of the nonrepetitive se-
quence, or the number of ways in which
oligonucleotide sequence elements can be
arranged, or the information content of the
sequence. Sequences of lowest complexity,
such as poly(dA·dT), denature over the nar-
rowest range of temperatures (<0.1 ◦C), as
can be seen in Figs. 1 and 2. The complex-
ity of the repetitive insert in the plasmid
of Fig. 2 is slightly greater and accordingly
denatures over a slightly greater temper-
ature range (<0.8 ◦C), while the plasmid
DNA melts over 15 ◦C.

3.1.4 Conformational States of
Neighboring Domains
Melting temperatures of domain subtran-
sitions, tm, depend on the conformational
states of neighboring domains. Despite a
difference of more than 500 base pairs in
size, the tm of the (A + T)-rich repetitive in-
sert domains of the two plasmids in Fig. 2
are identical (74.5 ◦C) because they have
the same repeat sequence and occur at the
ends of the helix (case I in Table 2) where
they denature independently of length and
of the penultimate (G + C)-rich domain.
Both circular plasmids were cut and lin-
earized at a site adjacent to the inserts,
positioning the insert domain at the end
of the helix. However, if the plasmids are
cut and linearized at a remote site that po-
sitions the insert domains internally, they
melt as loops with a higher tm (case II in
Table 2). The tm of domains that melt as in-
ternal loops depend on the size of the loop
and are greater than the tm for the same do-
mains when melting from the end of the
helix. As an internal domain, the larger
insert of the plasmid pNMCS11 melts at
75.0 ◦C, while the smaller insert melts at
76.3 ◦C. A higher tm and sharper melting

for loops is due to their greater probability
of renaturing and their lower conforma-
tional entropy, since the two ends of the
domain are constrained by the two helical
domains that border it. Since larger loops
have a lower probability of renaturing than
smaller loops, the �tm has a reciprocal
dependence on loop size: smaller for large
loops than for small loops, all other ener-
getic factors being equal.

Figure 3 shows matching helix-end
(case I) and helix-internal (case II) do-
main subtransitions for a different 200 bp
(A + T)-rich repetitive domain that was in-
stalled in the same location of the same
plasmid as that of Fig. 2, but now desig-
nated pNMCS22. This insert denatures at
73.08 ◦C when the plasmid is linearized
adjacent to the domain but at 75.31 ◦C,
more than 2 ◦C higher and more sharply
when linearized at a remote site, forcing
the domain to denature as an internal loop.

3.1.5 DNA Length and Concentration
The TM of DNAs greater than ∼3000 bp
vary independently of length or concentra-
tion since the strands stay together until
the last, most stable domain is denatured,
allowing the two strands to diffuse away
from each other, leading to a nonequi-
librium situation. (This is the reason,
incidentally, why the melting curve of
poly(dA·dT) in Fig. 1 is slightly asymmet-
ric, and why the final subtransitions of the
melting of the plasmids in Fig. 2 are so
abrupt). Short DNAs show a dependence
on length and concentration because of
their greater translational entropy. The
effects of length on helix stability for a
series of oligomers of identical neighbor-
pair frequency and concentration follow a
relationship of the form

1/TM(N) = A + B/(N − 1) (4)
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Fig. 3 Matching subtransitions for the insert sequence
[AAGTTGAACAAAAAAT]12AAGTTGAA in pNMCS22, when melting
according to the case I mechanism from helix ends (tm = 73.08 ◦C) and
case II mechanism from the helix interior (tm = 75.31 ◦C). Except for the
insert, the sequence of pNMCS22 is identical to those of pNMCS11 and
pNMCS12 in Fig. 2. The continuous solid line represents experimental
curves of dA270 nm/dT, while the curves of symbols represent the
statistical–mechanical curves, dθbp/dT, calculated with thermodynamic
values in Table 3 and in the text. The pNMCS22 plasmid was linearized
adjacent to the insert sequence for both experimental and calculated
curves exhibiting the case I mechanism, while for the case II mechanism,
the plasmid was linearized 800 bp away, leaving the insert in the interior
of the helix with (G + C)-rich boundaries.

for oligonucleotides of length N, where
A and B are constants that depend
on the thermodynamic properties of the
infinite polymer and on conditions. The
denominator (N − 1) corresponds to the
number of stacking interactions in an
oligomer duplex of length N.

The stability of short helices also de-
pends on oligonucleotide strand concen-
tration, c, according to the relationship

1/TM(c) = a − b ln c (5)

where a and b are constants. Integration
between concentrations cN,1 and cN,2 for
oligomers of the same length N leads to

1

Tm,N(cN,1)
= 1

Tm,N(cN,2)

+ R

(N − 1) · �Hm
· ln

[
cN,1

cN,2

]
(6)

thus avoiding any direct consideration of
the properties of the infinite polymer,
whose stability is both length and con-
centration independent.

3.2
Extrinsic Factors

3.2.1 The Dependence of Melting
Temperature on Counterion Type and
Concentration
TM exhibits a linear dependence on the log-
arithm of the cation concentration. Owing
to the high density of negative charges,
cations are attracted to DNA in large
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numbers where they screen and neutralize
the negative charges on phosphate oxy-
gens O1P and O2P, reducing the effective
charge on the phosphates from −1e− to
about −0.24e−. If the cation is a mono-
valent alkali metal ion M+, where M+ is
Li+, Na+, K+, . . . , theory indicates that
the local cation concentration close to the
DNA exceeds 1 M, regardless of the bulk
concentration.

The difference between the fraction of
counterions condensed to native and dena-
tured DNA, 0.76 − 0.39 = 0.37, together
with the difference in Debye–Hückel
screening brought about by these counteri-
ons leads to the release of large numbers of
condensed cations from the helix as DNA
is converted from the high–charge density
helical state to the much lower–charge
density coil state, representing the physic-
ochemical basis for the linear dependence
of melting temperatures on log[M+] as
well as the strong power dependence on
salt concentration of second-order renatu-
ration rates, k2 [L (mol·s)−1]:

(∂ log k2/∂ log[Na+]) = 3.6 (7)

The loss of M+ from the helix is
represented by an apparent equilibrium
constant, K

app
M , for the reaction scheme

DNAh − rh
M+ · M+−−−⇀↽−−−DNAc − rc

M+ · M+

+ �rM= · M+ (8)

where �rM+ = (rh
M+ − rc

M+) is the num-
ber of monovalent counterions released
from association with the average-size co-
operatively melting domain. An increase
of M+ therefore favors the helical state
while a decrease shifts the equilibrium
away from the helical state and toward
the denatured coil state. The amount re-
leased is relatively constant over the range
0.001 < [M+] < 0.3 M/L.

A limiting law has been constructed
by Manning in the formalism of the
counterion condensation theory that serves
the same purpose for dilute DNA solu-
tions as does the Debye–Hückel theory
for simple electrolyte solutions. This the-
ory, successful in explaining many of the
physical properties of polyelectrolytes, is
an approximation of the classical Pois-
son–Boltzmann theory traditionally used
in numerical computations of ion–ion dis-
tribution functions and thermodynamic
properties of electrolyte solutions. In the
counterion condensation theory, DNA is
modeled as a rigid rod with a uniform
and continuous line charge, which leads
to condensation by large numbers of
counterions. Counterions also reduce elec-
trostatic interactions between the fixed
charges through Debye–Hückel screen-
ing, further reducing the range that would
be predicted from Coloumb’s law.

The key parameter leading to the spon-
taneous neutralization of unit charges, e,
resident on the polyelectrolyte is the linear
charge density, ξ ,

ξ =
(

e2

4πεoεrkBT

)
· 1

b
(9)

where εo is the permittivity constant of free
space (8.8542 × 10−12 C2 Nm−2), εr is the
dielectric constant of the aqueous solution
(78.3 at 25 ◦C), kB is the Boltzmann’s con-
stant (1.380662 × 1023 J K−1), and b is the
length of the charge separation along the
mean contour axis of the polyelectrolyte.
The quantity e2/(4πεoεrkBT) in this ex-
pression has dimensions of length (m),
the so-called Bjerrum characteristic length,
with a value of 7.13 Å for aqueous so-
lutions at 25 ◦C. Since ξ represents the
ratio of the characteristic length and b, the
charge density parameter is dimension-
less. For B-form DNA, the mean spacing
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of charges, bh, is 3.34 Å/2 = 1.7 Å. Con-
sequently, the value of ξh for native DNA
is 7.14 Å/1.7 Å = 4.2 and ∼1.7 for dena-
tured DNA.

The magnitude of the charge density
parameter ξ determines the extent of
counterion condensation. The condensed
phase of associated counterions is the
consequence of thermodynamic instability
when ξ exceeds |e|−1, which is resolved
by local association of counterions. If
ξ < 1, no condensation occurs. In the case
of DNA, ξh = 4.2, therefore counterion
condensation occurs, which effectively
neutralizes the fixed charges from a charge
density of ξ to |e|−1. (ξh)−1 represents
the saturated charge fraction, which for
the helix is 1/4.2 = 0.24 (0.12 for divalent
counterions). The fraction of counterions
that are condensed per charge is therefore
given by

θh
M+ = [1 − (ξh)−1] = 0.76 (10)

According to theory, a fraction, 0.76, of the
phosphate groups of B-DNA are neutral-
ized by a dense cloud of univalent counteri-
ons, corresponding to a local concentration
of ∼1.2 M-M+. The condensed counterion
phase fades rapidly with increasing radial
distance from the helix. The correspond-
ing fraction for the denatured single-strand
coil state is 0.39, so the immediate con-
centration of counterions is only ∼0.21 M
surrounding denatured DNA.

Predictions of the counterion conden-
sation theory have been confirmed in
virtually every respect by experiment, in-
cluding the prediction of a semilogarith-
mic dependence of stability on [M+]. The
variation of the apparent equilibrium con-
stant, K

app
M , with melting temperature for

the reaction scheme of (8) is given by the
Manning-Record equation, in which elec-
trostatic factors affecting denaturation are

expressed explicitly

dTM

d ln a+ ≈ d(T−1
M )

d ln a+ = 2RT2
M

�Ho
M

(�θ ′
M+)

(11)

where �Ho
M is the mean enthalpy, a+

the activity (or molarity if concentrations
are low) of monovalent cation, and �θ ′

M+
the fraction of condensed counterion per
mole of nucleotide residue. Evaluation of
�θ ′

M+ or �Ho
M is therefore possible from

slopes taken from the dependence of
TM on ln[M+]. The observed salt effect,
dTM/dln[M+], is almost entirely entropic
in origin as helices jettison large numbers
of condensed counterions upon melting.

The dependence of TM on [Na+] has
been combined with the dependence of
TM on F(G+C) (3) into a single empirical
relationship

TM = 193.08 − (3.09 − F(G+C))

× (34.47 − 2.83 ln[Na+]) ◦C. (12)

which, for the same reasons explained
above for expression (3), is applicable
only to large DNAs of quasi-random
distributions of neighbor-pair frequencies.

The dependence of TM on monovalent
counterion type follows the order Rb+ ≈
Cs+ > Li+ ≈ K+ > Na+.

3.2.2 pH
pKa of the four bases indicate that the
range of DNA stability is limited to pHs
between ∼4 and 9.4. On the basis of
their pKa, in Table 4 titration curves for
guanine, cytosine, and thymine frame
the pH region between 4 and 9.4 as
the region most hospitable to the native
structure. There are practical reasons
for avoiding pHs below ∼5. Protonation
leads to denaturation and precipitation,
while still lower pHs greatly increase
the rates of depurination and chain
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Tab. 4 pKa of nucleosides and nucleotides.

Nucleoside Site pKa pKa of the
nucleotide

3′-phosphate

pKa of the
nucleotide

5′-phosphate

Adenosine N1 3.52 3.70 3.88
Cytidine N3 4.17 4.43 4.54
Guanosine N1 9.42 9.84 10.00
Uridine N3 9.38 9.96 10.06
2′-Deoxythymidine N3 9.93 – 10.47

cleavage. Denaturation at high pH is
less problematic and represents a good
method for separating the two strands
from one another. Provided the strands
differ in purine/pyrimidine ratio from
unity, they can be separated by CsCl
buoyant density gradient centrifugation
at pH ∼ 11, where thymine and guanine
residues are titrated.

3.3
Denaturing Solvents

A large number of different salts and
miscible organic solvents have been inves-
tigated for their effects on the denaturation
of DNA. The results are summarized
in Table 5. These agents can affect the
stability of DNA in two ways, by desta-
bilizing the helix or by interacting fa-
vorably with the coil. Evidence indicates
that many organic solvents interact with
the bases, favoring the denatured coil
state in the helix–coil equilibrium. De-
naturing effectiveness is related to the
size of the hydrophobic alkyl substituents
on alcohols (n-butyl > n-propyl > ethyl >

methyl), carbonates, amides, and ureas,
while the addition of hydrophilic groups
reduces the denaturing effectiveness of
a solvent (ethyl alcohol > ethylene gly-
col; n-propyl alcohol > glycerol; cyclohexyl
alcohol > inositol).

Formamide, a popular and well charac-
terized denaturant, lowers melting tem-
peratures by 2.4 to 2.9 ◦C per mole of
formamide (CF) depending on the F(G+C),

dTM/dCF = 0.453F(G+C) − 2.88 (13)

and the state of hydration. The inherent co-
operativity of melting is unaffected by the
denaturant (Fig. 4). Although dTM/dCF

fits to a linear dependence on (G + C)
content, the denaturing effect is consis-
tent with a (G + C)-independent alteration
in the apparent equilibrium constant for
the helix–coil transition. Formamide ap-
pears to have a destabilizing effect on the
helical state, where sequence-dependent
variations in local hydration patterns lead
to small variations in sensitivity to the
denaturant. The effect is attributable to
the displacement by formamide of weakly
bound water in the vicinity of the helix,
while the phenomenological effects of dis-
placement are equivalent to lowering the
bulk counterion concentration.

The integrity of the double helix is also
sensitive to the nature of the anion of
certain concentrated salts, and to a lesser
extent, the cation of the salt. Salts that
are most effective in shifting the helix–coil
equilibrium are also most effective in sol-
ubilizing the bases. The following selected
anions are listed in order of decreasing
effectiveness in destabilizing the double
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Fig. 4 Melting curves of pNMCS12 DNA (4,633 bp), in 0 and 5% of the
denaturant formamide.

helix (or increasing effectiveness in sup-
porting the helix): Cl3CCOO− > SCN− >

I− > CH3COO− > Br− > Cl−, while the
order for cations is Li+ > Na+ > K+ �
Mg2+.

4
Utility of Denaturation Studies

4.1
Thermodynamic Analyses

Knowledge of the forces that govern the
conformation and stability of DNA is
needed to understand and model the
behavior of this molecule. The equilib-
rium concentrations of individual base
pairs in all possible conformational sub-
states must be known in order to develop
plausible models for the mechanics and
dynamic behavior of DNA during repli-
cation, repair, and transcription. Studies
of the thermal denaturation of DNA are
also important adjuncts to structural stud-
ies, providing the means for identifying

various molecular sources of stability in
the helix, and for quantitating the thermo-
dynamic characteristics of those sources.

4.1.1
Simulation of Melting

Denaturation profiles of specific se-
quences can be simulated through the ap-
plication of statistical–mechanical meth-
ods. Given suitable thermodynamic values
for the various parameters, it is possi-
ble to simulate melting and predict the
macroscopic properties of DNA from its
sequence alone by averaging over all possi-
ble solutions for the mechanical behavior
of the molecule at the molecular level. A
considerable amount of both qualitative
and quantitative agreement with experi-
ment has been achieved with calculated
melting curves.

During melting, six intermediate non-
helical states can be identified, represented
by cases I to VI in Table 2, and distinguish-
able by the physical states of neighboring
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domains. The simplest case is represented
by melting from the ends of the helix (case
I). sij is assigned as the stability constant
for stacking pair i onto j at the end of a
helical domain, and, in the absence of any
extraordinary long-range energetic factors,
by sN

ij for a domain of N pairs. sij is related
to temperature by

sij = exp[−�Gij/RT ]

= exp[−(�Hij − T · �Sij/RT)] (14)

where values for �H∗
ij and �S∗

ij are listed
in Table 3.

In long DNAs, denaturation is primarily
internal with formation of closed loops,
represented by case II in Table 2. At least
three factors affect the thermodynamics
and temperatures at which internal do-
mains dissociate: (1) the previously men-
tioned costs of unstacking each base pair
in the domain; (2) the energetic costs of in-
terrupting the helix; and (3) the energetic
level of the loop:

Keq = sN
ij σcf (N) (15)

The cooperativity parameter, σc, represents
the weighting factor for helix interrup-
tion:

σc = exp(−�Gc/RTM) (16)

with a value of ∼4 × 10−6, so that �Gc ≈
7 kcal mol−1 interruptions. The statistical
weight for imposing rotational and transla-
tional constraints on N denatured residues
of a closed loop is a significant item in the
equilibrium constant:

f (N) = (N + 1)−1.7±0.2 (17)

With these values for the various pa-
rameters, it is possible to quantitatively
account for three of the six intermedi-
ate equilibria in Table 2. Cases IV to VI

frequently show indications of nonequilib-
rium behavior owing to the abrupt increase
in translational freedom, similar to that
from strand dissociation. The melting be-
havior of domains isolated between two
denatured loop regions is sometimes in
nonequilibrium and is abrupt. The pa-
rameter governing strand association is
given by

β = K · Nα (18)

where Nα is the length of the terminal
domain with α translational degrees of
freedom, and K includes all factors
independent of Nα , and

β = θint − 3 (19)

where θint represents the average fraction
of intact base pairs for DNAs with at
least one intact pair. β has a value of
∼0.0015 L mol−1.

A popular statistical thermodynamical
model for denaturation is the canonical
one-dimensional lattice with loop entropy,
in which linked nucleotide residues exist in
either the paired or unpaired state for each
configuration of states. The free energy for
the kth configuration is given by

�Gk = −RT ln Zk (20)

while the probability that the chain will
assume the kth configuration is Zk/Z.
Z is the partition function over all
configurations. The fraction of residues
in the paired state is proportional to the
statistical weights,

θbp = �(NkZk/Z)/Nlen (21)

where Nk is the number of paired residues
in the kth configuration. Zk is the product
of the weighting factor in (17).

A considerable effort has been made in
the evaluation of the numerous parameters
in the statistical–mechanical model, and
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quantitative agreement with experiment
can be achieved for the melting of most
domains. Calculated melting curves can
be obtained with the program MELTSIM
that reads in the DNA sequence and,
using Poland’s recursion formulae, cal-
culates conditional probabilities at each
temperature that the (m − 1)th residue
is in the paired state, given that the
mth residue is paired. Following this,
the unconditional probabilities that the
mth residue is in the paired state are
calculated. The unconditional probabili-
ties yield θbp(T), and, thereby, dθbp(T)/dT,
which is proportional to normalized val-
ues of experimental dA270 nm/dT. A com-
parison of the experimental (line) and
calculated (points) subtransitions for the
200 bp repetitive insert in pN/MCS22,
[AAGTTGAACAAAAAAT]12AAGTTGAA,
is illustrated in Fig. 3.

4.1.2 Denaturation Maps
Denaturation maps correlate sequence
position with conformational state, he-
lix, or coil, at all temperatures, and are
produced at the same time that melt-
ing curves are calculated. If the maps
are accurate, they can be useful for de-
termining the denaturation of particular
base sequences and identifying specific
functional regions from the sequence
database. Thus, coding and noncoding
sequences are readily identifiable from
denaturation maps. Coding regions ex-
hibit what has been described as a
homostabilizing propensity with unusually
large melting domains. Noncoding re-
gions exhibit greater variability of base
composition and smaller domains. De-
naturation maps have also been used to
demonstrate that melting temperatures
and mean (G + C) base compositions of
coding regions are significantly higher

than those of flanking, intron, and in-
tergenic regions, making possible the
delineation of coding regions in unchar-
acterized DNA sequences.

4.1.3 Conditions for Equilibrium
Denaturation
If quantitative significance is required of
the TM or transition breadth, experimen-
tal melting curves must be reproducible
and represent true helix–coil equilibria
at all temperatures. Usually, this means
that curves are carried out slowly, with
suitable delays at each temperature, to
ensure that the property being moni-
tored such as absorption at 260 nm is
unchanging. Nonequilibrium changes are
more prone to occur with decreasing
ionic strengths, because the reformation
of the helix during the helix–coil tran-
sition has a strong power dependence
on cation concentration. As a rule of
thumb, when absorbance values are mon-
itored in continuous fashion as temper-
ature is steadily increased, the heating
rate should not exceed 10 ◦C per hour
when the counterion concentration is in
the neighborhood of 0.075 M Na+. Rates
can be faster at higher [Na+], but must
be slower at lower [Na+]. Below 0.02 M
Na+, the rate must be so slow that it
becomes difficult to obtain equilibrium
curves.

4.2
Hybridization

Denaturation is necessary for producing
hybrids of complementary DNA strands
from different source material, forming
heteroduplexes for Southern blots or for
the detection of evolutionary or muta-
tional differences, and for joining comple-
mentary single-stranded ends for cloning
DNA fragments.
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4.2.1 Stringency
Studies of denaturation are required to de-
fine the level of stringency for a particular
hybridization scheme. Stringency is a qual-
itative attribute that attempts to define the
optimal conditions for hybridization be-
tween DNA strands from different sources.
It refers to a set of conditions that favors
the kinetic discrimination between two or
more competing DNA strands during hy-
bridization. As the temperature or solvent
conditions for renaturation (hybridization)
approach those for denaturation, hybrids
of less perfect alignment are disfavored be-
cause of their lower stability. It is usually
assumed that stringency increases as the
incubation temperature T approaches the
melting temperature TM, (TM − T) → 0,
so that chains of lesser sequence similarity
are prevented from kinetically competing
with more perfect regions of sequence and
slowing up the hybridization process. As
has been shown, overall, TM are not sim-
ple measures of the stabilities of specific
DNA sequences, particularly if the DNA
is short. Melting curves such as those in
Fig. 2 consist of innumerable intermediate
states where a single TM has no obvi-
ous significance for the hybridization of a
specific domain sequence. Discrimination
between two or more competing strands
during renaturation is probably better
achieved at room temperature at high ionic
strength, which favors ready strand dis-
placement of strands of lower similarity
and stability, while at the same time avoids
the hazards of thermal degradation.

4.2.2 The Potential for Degradation
Depurination of denatured strands is of
significant concern when DNA is de-
natured by temperature. Denaturation
should be conducted as rapidly as phys-
ically possible, preferably by microwave
heating, in order to minimize the exposure

of the single strands to the degradative
conditions of high temperatures because
the rate of depurination increases substan-
tially above 50 ◦C and is often accompanied
by spontaneous strand cleavage. Many pro-
cedures for denaturing DNA call for heat-
ing in boiling water for 2 to >10 minutes;
however, the incubation time need only
be long enough to ensure that thermal
equilibrium has been achieved since de-
naturation at the high temperatures of
∼100 ◦C is almost instantaneous.

4.3
PCR

Repeating cycles of denaturation and
synthesis with the thermally stable Taq
polymerase from Thermus aquaticus is
the basis for the amplification of minute
quantities of DNA by the PCR, a simple
alternative or complement to cloning.

4.4
Sequence Variances

Measurements of levels of sequence vari-
ation within satellite elements and mul-
ticopy genes are determined from δTM

for the difference in thermal stability of
homo- and heteroduplexes. Mispairs in
heteroduplexes contribute to a lower over-
all stability, where the magnitude of δTM

is proportional to the fraction of mispairs.
The current semiquantitative relationship
finds that a 1.7% divergence in sequence
yields a δTM of 1.0 ◦C, however, curves
of short heteroduplexes may exhibit a
different dependence of δTM for specific
differences in mispaired neighbors.

4.4.1 Identification of Point Mutations and
Mispair Thermodynamics
Denaturing gradient gel electrophore-
sis (DGGE), temperature gradient gel
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electrophoresis (TGGE), and denaturing
high-performance liquid chromatography
(DHPLC) are sensitive methods for de-
tecting small variations in local stability
of the duplex caused by mispairs. These
techniques have the capacity to detect dif-
ferences in methylation of C residues in
otherwise identical DNA specimens. The
occurrence of point mutations implies
formation of mispairs as intermediates
during replication and repair of genomic
DNAs. In some cases, the structures
of these non-Watson–Crick mispairs re-
quire little distortion of the duplex, so
their occurrence may go undetected, lead-
ing to spontaneous substitutions. TGGE
has been used effectively to measure
the effect of local DNA structure on
mispair stacking. Recent studies have fo-
cused on the stability and structure of
non-Watson–Crick mismatches, demon-
strating, for example, that mispairs with
5′(C·G) and 3′(A·T) neighbors occur in the
order G·T > G·A > G·G > A·G ≥ T·G >

A·A = T·T > A·C > C·A, T·C, C·T > C·C.
The order for other pairs and mispairs is
given in Table 6.

4.5
Profiles of Genomic Base Distributions

Determinations of base distributions in
total nuclear DNA are useful for what
they reveal about the overall content and
pattern of different sequence elements
in the genome as well as what they
reveal of quantitative differences between
species. Melting curves of genomic DNAs
yield detailed profiles of base distributions,
since they reflect the mean (G + C)
contents of segments only 350 ± 150 bp
in length. Bacterial DNAs are ∼1000
times longer than the plasmid DNAs
that produced the complex melting curves
in Fig. 2, and therefore they exhibit a

virtual continuum of subtransitions and
distributions of domain (G + C) contents.
Observed melting curves of bacterial
DNAs are almost Gaussian in shape with
variances of only 8% (G + C), reflecting the
highly streamlined genomes expected of
rapidly dividing single-celled organisms.

Sequence complexities of warm-blooded
vertebrates are much larger and far
more cluttered and less streamlined than
those of bacteria, and, accordingly, exhibit
broader bell-shaped denaturation curves
with sharp bands. These bands repre-
sent different amounts and types of low-
complexity satellite sequence arrays that
vary in (G + C) contents among even
closely related species. The curves of three
artiodactyla (class Mammalia), two cervids,
and a bovid in Fig. 5 are typical. The
profiles, adjusted in integrated areas to cel-
lular DNA contents, are superimposable
at low temperatures and fractional base
contents below 40% (G + C), but exhibit
a number of distinctive species-specific
sharp bands at higher temperatures and
(G + C) contents. Each contains at least
three major satellites that have been des-
ignated I, II, and III. The 8.85 pg of
nuclear DNA per diploid cell of Alces al-
ces is more than 25% higher than that
in other cervids due to the presence of
more than three million copies of a 1-kbp
satellite I, seen as a prominent band of
50% (G + C). Sequence variations are only
1 to 2% owing to a mechanism of con-
certed evolution involving nonreciprocal
recombination.

5
Denaturation of RNA

Although the covalent structures of the
polydeoxyribonucleate chains of DNA and
polyribonucleate chains of RNA are almost
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Fig. 5 Denaturation profiles of total nuclear DNA from three artiodactyla (class
Mammalia), two cervids Odocoileus virginianus (North American white-tailed
deer) and A. alces americana (North American moose), and a bovid, Bos taurus
(domestic ox). The integrated area under each profile has been normalized to
cellular DNA contents (pg). All three profiles exhibit bands arising from the
presence of at least three major satellites that have been designated I, II, and III.
The 8.85 pg of nuclear DNA per diploid cell of A. alces is more than 28% higher
than a close cervid O. virginianus (6.9 pg per cell) and 18% higher than B. taurus
(7.5 pg per cell), due to the extraordinary presence of more than three million
copies of a 1-kbp satellite I, seen as a prominent band of 50% (G + C).

the same, the way these chains are synthe-
sized, their lengths, and the way secondary
and tertiary noncovalent forces act to sup-
port native structures are very different.
In DNA, the two strands are aligned and
held together over their entire lengths
by Watson–Crick hydrogen bonds between
complementary bases projecting laterally
from each chain and by vertical stack-
ing forces between base pairs. The shorter
single-stranded chains of RNAs fold back
on themselves through secondary and ter-
tiary interactions to form bulges, hairpin
stem loops, pseudoknots, coaxial duplexes,
and base triples. Not surprisingly, the
denaturation of these two informational

biopolymers are quite different. When
structures of natural RNAs of quasi-
random sequence are heated, stacking and
hydrogen-bonding interactions dissociate
over a range of more than 70 ◦C, a five-
fold greater range than the melting of
duplex DNAs. Synthetic single-stranded
homopolymeric RNAs melt over 100 ◦C
(Fig. 6), a greater range than natural RNAs
because they are completely devoid of the
short hairpin structural elements respon-
sible for cooperative behavior.

Single-strand regions of RNAs, re-
gions in which base residues are par-
tially stacked but unpaired, are flexi-
ble, permitting the formation of large
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Fig. 6 Derivative melting curves of high- and low-complexity RNAs,
obtained at 260 nm in 0.075 M Na+. The solid line is the melting curve of
alanine tRNA, and the broken line is the melting curve of the synthetic
homopolymeric RNA polyadenylate. While melting curves of natural
RNAs are normally insensitive to monovalent cation concentrations, they
exhibit increasing cooperativity with increasing concentrations of some
divalent cations.
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numbers of stem loops, bulges, base
triples, and so on, that fold into complex
shapes through interactions at the tertiary
level.

The makeup of RNAs from small
structural elements is apparent from
the way they melt, which takes place
at lower temperatures and over much
wider ranges than DNA. The example
of the melting of tRNAAla is shown in
Fig. 6. The range of melting increases
with decreasing sequence complexity of
the RNA as opportunities decrease for
formation of hairpin stem loops. This
dependence is just opposite the sharp

melting of low-complexity DNA duplexes
(Fig. 1).

Sharpness of melting is governed by
two factors: (1) the change in enthalpy
for the transition and (2) the magnitude
of the equilibrium constant for creat-
ing an interruption in a linear array
of stacked bases (16). The stacking en-
thalpy is only marginally lesser for RNAs
than for DNAs; however, the interrup-
tion constant, a measure of the degree
of cooperativity, is ∼0.5, much larger than
that for DNAs, ∼10−6. The interruption
constant corresponds to the reduction in
entropy for restricting rotation about N-
glycosidic bonds linking a base to a sugar.
In single-stranded RNAs, the conforma-
tional states of stacked bases are essentially
independent of the states of their neigh-
bors, so that any detectable cooperativity
during melting must reflect the denatu-
ration of individual hairpin stem loops
(Fig. 6). Thus, while the denaturation of
single-stranded RNA chains is character-
ized by strong stacking interactions, the
average length of stacked segments, given
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by 1 + σ−1/2, is only 2 to 3 at physiological
temperatures.

See also Bioorganic Chemistry.
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Keywords

Clinical Studies
Methods of testing new therapeutic strategies in patients.

Dendritic Cells
Professional antigen-presenting cells derived from bome marrow and present mainly
in lymphoid tissue that are specialized for the uptake of particulate material by
phagocytosis.
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Immunity
The process of the induction of immune responses.

Tolerance
The process of the inhibition and/or down modulation of immune responses.

Tumor Vaccine
A vaccination agent against a special type of cancer.

Virus
An infectious agent consisting of nucleic acid enclosed in a protein coat and capable of
replicating within the host cell and spreading from cell to cell.

� Dendritic cells (DC) are the most potent antigen-presenting cells known today. They
are the only antigen-presenting cells able to induce naı̈ve T helper and cytotoxic T
cells and are thus also known as natures adjuvant. In this review article, we will cover
several aspects regarding the biological function of DC including antigen processing
and presentation as well as antigen delivery systems including viral and non-viral
systems. Specific chapters will focus on the function of DC as immunostimulators
and as inductors of tolerance. A specific section will describe the interaction between
DC and viruses including viral escape strategies. The final chapter will focus on
the use of modified DC vaccines in the fight against cancer and virus-associated
malignancies.

1
Introductory Remarks

1.1
Professional Antigen-presenting Cells

Dendritic cells (DCs), together with B cells
and macrophages, belong to the family
of professional antigen-presenting cells.
These cells have the capacity to take up
extracellular material not only for nutri-
tional purposes but also to activate cells
of the adaptive immune system such as
T cells. They are able to enzymatically di-
gest proteins into small peptides that are
then presented on MHC molecules for
antigen presentation to T cells. B cells

process and present antigen in secondary
lymphoid organs to stimulate antigen-
specific T helper cells, which in turn
provide feedback signals by surface lig-
ands and cytokines. Both macrophages
and DCs reside in almost all peripheral
tissues as sentinel cells of the immune
system to respond to an inflammatory en-
vironment or invading microorganisms.
Upon immunological challenge, the func-
tional differences between macrophages
and DCs becomes apparent. Both cell
types take up microbial organisms but
for different purposes. Macrophages con-
tinuously ingest pathogens to inactivate
them and continue their task within the
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tissue until the infection is cleared. In
contrast, DCs take up pathogens only
once to transport them away from the
site of infection to the draining lymph
nodes and present them to T cells
(Fig. 1).

2
DC Subsets

With respect to their hematopoietic de-
velopment, several subsets of DCs have
been proposed. DCs could be generated
from many cell-type-restricted precursors,
as shown for natural killer (NK), T, and B
cells, neutrophils, monocytes, and plasma-
cytoid cells, but not for mast cells. More-
over, DC precursors can develop along

the myeloid or lymphoid lineage and then
still convert to the other respective lineage
type of DCs in mice. Within secondary
lymphoid organs of mice CD4− CD8α−,
CD4+ CD8α−, and CD4− CD8α+, subsets
have been described. The CD4+ CD8α−
DC are considered as ‘‘myeloid’’ DC, and
the CD4− CD8α+ DC subset as ‘‘lym-
phoid’’ DC. However, typical lymphoid
markers can be found on ‘‘myeloid’’ DC
as well. In contrast, no markers typical
for myeloid cells are found on lymphoid’’
DC. Nevertheless, there are some func-
tional differences between all of these
subsets. Some of the differences might
also be a consequence of the organ in
which they reside at their immature stage,
rather than a result of lineage-restricted
commitments.

Tissue injury
and infection

Afferent
lymphatics

Langerhans cell

Monozyten

Macrophage

Efferent lymphatics
Ductus
 thoracicus

Mono-DZ
Effector
T cells  

Blood

HEV
HEV

Lymph node

T-cell activation

Apoptosis

Granulocytes

Effector cells

DC sensor function

Effector
T cells

T-cell priming by DC

Fig. 1 Dendritic cell functions during an infection. When tissue injury allows the
invasion of microbes, dendritic cells are in first line to take up the antigens,
transport them into the draining lymph nodes, and present them to the T cells.
Activated T cells emigrate from the lymph node and travel through the blood until
they reach areas of inflamed endothelium. There the activated T cells transmigrate
together with monocytes and granulocytes toward the infection. Monocytes then
decide to develop into macrophages, which help to clear the infection, or into
dendritic cells, which migrate to the lymph node for T-cell stimulation. This loop
can be continued until the resolution of the infection.
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2.1
Primary DC In Vivo

DCs are present in almost all organs,
despite immune-privileged sites such as
the central nervous system, testis, ovaries,
and others, and are enriched in surface
organs such as the skin and mucosa.
DCs can be isolated not only from solid
nonlymphoid and lymphoid organs but
also from the blood or lymph.

In the skin, two DC populations can be
distinguished: Langerhans cells (LCs) of
the epidermis and dermal DCs. LCs are
probably the best investigated primary DC
type. As all hematopoietic cell types, LCs
have their origins in the bone marrow
where precursor cells are formed before
they are released into the blood and home
in onto the skin. There, the precursors
remain within the dermis, divide, and
subsequently migrate to the epidermis to
continuously maintain the mesh of the
residing LCs. LCs seem to reflect a special
subset of DCs as their formation depends
on the presence of transforming growth
factor β-1 (TGF-β) and the transcription
factor Id2, as the respective gene-deficient
mice lack epidermal langerhan cells (ELC)
while other DC populations are present.

In human blood, at least two major
subsets of DC can be isolated: myeloid
CD11c+ CD123dim DC and plasmacytoid
CD11c− CD123+ DC. The myeloid DC
subset is highly similar to DC that can be
generated in vitro from blood monocytes
(Sect. 2.2). The plasmacytoid DCs are a
rather young population that was initially
designated DC2 as it was found that after
T-cell stimulation, predominantly T helper
type 2 (Th2) responses resulted. More
recent data showed, however, that they
can also induce Th1 responses depending
on a viral maturation stimulus. The
major effector function of plasmacytoid

DC may be to enhance antiviral immune
responses by producing large amounts of
interferon-α.

In human tonsils, a secondary lymphoid
organ, myeloid and plasmacytoid DC can
also be detected, most of which are in
an immature activation state, though a
few are in a mature activation state. The
distribution in the mouse is very similar
except that another subpopulation express-
ing CD8α is also present. This marker is
absent in all DC populations analyzed in
humans. Murine CD8α+ ‘‘lymphoid’’ DCs
are specifically potent in cross-presenting
antigens or apoptotic cells.

2.2
In Vitro Generation of DC from
Hematopoietic Precursor Cells

The study of DCs is heavily influenced
by the accessibility of tissues in the re-
spective species studied. While all in vivo
populations of DCs are rare, the genera-
tion of large numbers from hematopoietic
precursor cells represent the most com-
mon tools that are used to study DC
biology. The most accessible way to in-
vestigate the human myeloid DC is their
generation from CD14+ peripheral blood
monocytes with granulocyte-macrophage
colony-stimulating factor (GM-CSF) plus
IL-4. Also, CD34+ hematopoietic stem
cells can be used for DC generation, but be-
cause of their lower frequency in the blood,
their expansion is required before DC gen-
eration can start. Human plasmacytoid
DCs were only developed from immediate
blood precursors with IL-3 but do not ex-
pand. However, IL-3 is also a growth factor
for myeloid DC in mouse and man. In the
mouse, flt-3L seems to be the major growth
factor to expand not only the plasmacytoid
DC but also the myeloid DC. For the gen-
eration of murine myeloid DC, the most
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effective way is to culture bone marrow pre-
cursors with GM-CSF. LCs can also be gen-
erated in vitro in the presence of TGF-β1.

3
Antigen Recognition and Uptake

Tissue resident DCs are in a so-called
immature differentiation state and can be
viewed as immunological sensors with
high susceptibility to microbial products
and the capacity to phagocytose them.
At the endocytic immature state, DCs
are poor presenters of antigens. Microbial
challenge initiates their maturation and
migration into the draining lymph node
where they now have downregulated the
endocytosis and upregulated the presen-
tation of antigens transported from the
peripheral organ (Sect. 4).

To differentially recognize dangerous or
infectious nonself material and to ignore
harmless self-antigens, DCs express spe-
cialized surface receptors. The recognition
of infectious products leads to DC matu-
ration. A wide variety of such receptors
is expressed on immature DCs. Some
of them initiate phagocytic mechanisms,
others stimulate DC maturation and mi-
gration. However, receptor-independent
mechanisms for antigen uptake have also
been described.

Macropinocytosis is a receptor-indepen-
dent mechanism to engulf liquid vesi-
cles for soluble antigen capture, which
is permanently active and is predomi-
nantly used by DCs and not by other
professional antigen-presenting cells. Up-
take of apoptotic material also seems
to occur continuously in immature DCs
and is mediated by a special set of
receptors including αVβ5 integrin and
CD36. However, both macropinocyto-
sis and uptake of apoptotic material

do not induce DC maturation, al-
though such antigens are presented (see
below).

Receptor-dependent recognition can oc-
cur indirectly through complement recep-
tors (CR) binding to microbes opsonized
with soluble complement factors from the
serum or Fc-receptors (FcR) binding to
serum antibodies.

Direct binding of antigens is medi-
ated through so-called antigen pattern
recognition receptors (PRRs) that recog-
nize evolutionarily conserved pathogen-
associated molecular patterns (PAMPs).
One major family of such receptors has
been described as the toll-like receptors
(TLR). So far, 10 different TLRs have
been described. They recognize differ-
ent products (cell wall, DNA) of diverse
types of microbes (bacteria, viruses, and
parasites). The most prominent family
member is TLR4, which has been iden-
tified as the endotoxin/lipopolysaccharide
(LPS) receptor. TLR engagement stim-
ulates DC maturation, which includes
upregulation of MHC class I and II
products, costimulatory molecules, and cy-
tokine secretion.

For the triggering of endocytosis by
DCs, other receptors are responsible. As
already mentioned, the indirect mech-
anisms of antigen recognition by FcR
and CR efficiently mediate the ingestion
of the antibody- or complement-bound
material. For direct recognition of anti-
gens, some C-type lectin family members,
such as the macrophage mannose re-
ceptor recognizing glycosylated structures
of microbes, or the scavenger recep-
tor family, are involved in endocytosis.
When compared with fluid-phase up-
take by macropinocytosis, antigens are
directed to intracellular compartments
that are 100 to 10 000 times more ef-
ficient when receptors are employed for
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antigen uptake. Such efficient mecha-
nisms for antigen sensing and uptake
by immature DCs are a prerequisite for
the excellent antigen presentation by ma-
ture DCs.

4
Antigen Processing and Presentation

4.1
Endosomal Antigen Processing for
Presentation on MHC II Molecules

DCs recognize and phagocytose antigens
but do not immediately process them
to provide antigen presentation as ob-
served for B cells. The antigens seem to
be stored in intracellular compartments
where enzymatic digestion is prevented
by regulation of the pH. Proteolytic en-
zymes (cathepsins) are active at lower pH
(<5.5) but the vesicles remain at a pH of
6.5 to 7. Storage of antigens might be
useful, as the microbial products need
to be transported by the DCs into the
draining lymph node. This DC migra-
tion depends on the distance from the
site of infection and the localization of the
lymph node but takes around 8 to 24 h in
mice.

Endocytosed material is located within
the cytoplasm in early and late endo-
somes. These compartments then become
enriched with cathepsins and MHC II
molecules derived from the trans-Golgi-
network. At this stage, MHC II molecules
are protected from random peptide load-
ing by binding to the invariant chain
(Ii). For cleavage of proteins into pep-
tides that can fit into the antigen-binding
groove of MHC II molecules, acidifica-
tion by proton pumps is required. This
acidification of endosomal compartments
might be delayed during the migration

of DCs from peripheral organs to the T-
cell areas of the lymph node and then
released by T-cell contact. Then, sequen-
tial and highly coordinated processes of
peptide editing by the cathepsins F, L, and
S occur, and the replacement of MHC
II-bound Ii is controlled by MHC II-
like chaperone molecules HLA-DM and
HLA-DO (human) or H-2DM and H-2DO
(mouse). Finally, the peptide-loaded MHC
II molecules are transported along mi-
crotubular structures to the cell surface,
where they can now present the formerly
endocytosed microbial products to CD4+
T cells.

4.2
Antigen Processing and Presentation of
Cytoplasmic Antigens on MHC I Molecules

Not all infectious agents can be sensed,
endocytosed, and processed for loading of
MHC II molecules. Viruses escape en-
docytosis by their fusion with the cell
membrane to release their content into
the cytoplasm, and intracellular immune
survey takes place. Intracellular proteins
can be ubiquitinylated and then enzymat-
ically cleaved within proteasomes, which
represent protease complexes. This can
occur with self-proteins, tumor-derived
proteins, or viral proteins. DC maturation
also initiates the formation of immunopro-
teasomes, which employ additional combi-
nations of proteases. The peptides released
are then transported into the endoplas-
mic reticulum by transporters associated
with antigen processing (TAP). There, the
freshly synthesized MHC I molecules are
still associated with other molecules that
protect the MHC I groove from uncon-
trolled peptide loading. After the regulated
opening of the groove by removal of cal-
reticulin, tapasin associates with the MHC
I/peptide complex and is transported to
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the cell surface for presentation to CD8+
T cells.

4.3
Cross-presentation

The term cross-presentation describes the
phenomenon of antigen presentation
across the typical rules of MHC restric-
tion. This means that exogenous antigens
that are classically endocytosed and then
presented by MHC II molecules can also
appear on MHC I molecules or vice versa.
It has been shown that MHC I–restricted
peptides within the endoplasmic reticu-
lum can enter autophagosomes, which
fuse with endosomes or lysosomes and
there meet MHC II molecules for peptide
loading. By far, more data are available
for the reverse phenomenon, but the exact
mechanism by which endosomal antigens
enter the cytoplasm is still unclear.

Cross-presentation of phagocytosed
apoptotic or virus-infected cells and also
of endocytosed protein antigen on MHC I
molecules can be observed by all subtypes
of DCs in vitro. In mice, only the CD8α+
subset seems to cross-present all kinds
of antigen. It is unclear whether there
are functional differences between in vitro
generated and in vivo generated CD8α−
myeloid DC, or if this is due to the antigen
transport pathways and architecture of
secondary lymphoid organs.

4.4
Glycolipid Antigens and Presentation on
CD1 Molecules

DCs can not only present peptide frag-
ments of proteins to CD4+ and CD8+
T cells but also possess a third way
of stimulating other immune cells by
antigen presentation on CD1 molecules.
CD1 molecules show a high structural

similarity to MHC I molecules but do not
form hypervariable regions. They are sub-
divided into two groups. Group 1 CD1
genes (CD1a, b, c) are found in humans
but not in mouse, and their expression
is restricted to DCs. Only one group-
2 CD1 gene (CD1d) is found, which is
now also present in mice. CD1d molecules
have a more broad distribution on sev-
eral cell types. The antigens presented
by CD1 molecules are lipid or glycol-
ipid fragments and the cell type able
to recognize these complexes are natu-
ral killer T (NKT) cells which express
T-cell receptors (TCR) like T cells but
also markers of NK cells. NKT cells have
been described to play tolerogenic or
immunogenic roles within the immune
system. However, their precise tasks are
unclear to date as, so far, only mycobac-
terial antigens have been described as
natural ligands that can bind to CD1
molecules.

5
Antigen Delivery Systems

5.1
Peptide and Protein Loading

The identification of tumor-associated
antigens was followed by the determina-
tion of immunodominant peptides, which
are recognized on tumor cells by T cells. A
broad array of tumor-specific peptides pre-
sented by different HLA class I molecules
and recognized by CD8+ CTLs has been
identified, and, recently, several CD4+
helper T-cell epitopes have been added.
These defined tumor peptides can be read-
ily synthesized in GMP quality and used
to load onto ex vivo generated DCs. The se-
quence of the naturally occurring peptides
can be modified by substitution of single
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amino acids to improve their binding
to a given HLA molecule or the affin-
ity of the HLA-peptide complex for the
T-cell receptor. Vaccination with peptide-
pulsed DCs has been shown to induce both
peptide-specific CD8+ and CD4+ T cells in
healthy volunteers and even in advanced
cancer patients. Although straightforward
and technically easy, the peptide-based ap-
proach has some major drawbacks. First,
the choice of peptides is restricted to the
HLA-typing of the patient, at least for HLA
class I peptides, which are less promiscu-
ous binders than HLA class II peptides.
Second, vaccination with peptide-pulsed
DCs should only induce a T-cell response
directed against a limited number of tumor
antigens, which may not be sufficient
to effectively combat the tumor. In this
scenario, the tumor might escape the im-
mune response directed against a small
array of peptides and the emergence of
antigen-loss tumor cell variants may oc-
cur. Third, repetitive vaccinations using
relatively high peptide concentrations may
favor the induction of low-affinity T cells,
which are unable to recognize the tumor
cells.

In addition to peptides, one could
also use recombinant proteins in order
to deliver defined tumor-associated anti-
gens into DCs. This approach, however,
requires good expression and purifica-
tion systems and since these recombi-
nant proteins have to be generated un-
der GMP-conditions, they are most likely
very expensive.

5.2
Apoptotic and Necrotic Cells

To optimize the antitumor effects of DC-
based immunotherapy, it is tempting to
allow the DCs to present the whole
antigenic spectrum of a given tumor.

This strategy should lead to the induction
of an antitumor T-cell response directed
against a broad array of tumor antigens
including antigens derived from tumor-
specific mutations potentially relevant
for oncogenesis. Thus, the probability
of tumor escape via loss of antigen
should be reduced. One intriguing way
is to let the DCs phagocytose whole
tumor cells or their fragments, resulting
in presentation and cross-presentation
of tumor antigens on both MHC class
I and MHC class II molecules. This
would allow the simultaneous induction
of tumor-specific CTLs and CD4+ helper
T cells, which play a critical role in
antitumor immunity.

Several concerns have been raised re-
garding this approach. First, it is often
difficult to obtain sufficient quantities of
autologous tumor material from patients.
The use of allogeneic tumor cell lines
may present an alternative to overcome
this problem and even amplify the im-
mune response by activation of alloreactive
T cells. Second, immunizing with DCs
loaded with whole tumor cell preparations
bears the potential risk of inducing au-
toimmunity, as the DCs will not only
present tumor-specific antigens but also
numerous self-peptides. However, it has
been suggested that immature DCs in-
duce tolerance to self-antigens derived
from apoptotic cells. Thus, most patients
should be tolerant to many self-peptides
that DCs can present to T cells after having
phagocytosed apoptotic cells. Third, a reli-
able monitoring of the immune response
may be difficult in the latter case when
compared to the use of defined tumor
antigens. Fourth, T cells may be generated
recognizing peptides only processed by the
immunoproteasome expressed by mature
DCs and not by the constitutive protea-
some expressed by tumor cells. Therefore,
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the tumor cells would not be recognized
by these T cells unless expression of the
immunoproteasome by tumor cells is in-
duced by IFN-γ production, for example,
by CD4+ helper T cells at the tumor site.
Finally, the optimal preparation of antigen,
for example, tumor cell lysates, necrotic or
apoptotic material, still has to be defined.

5.3
Antibody Mediated Uptake

Another approach yet to be looked at in
clinical trials is the delivery of antigens as
immune complexes to FcR-bearing DCs,
which results in the formation of both
MHC class II and I peptide complexes
and in vitro can induce cytotoxic as well as
helper T cells. It has been demonstrated in
the mouse that immune complex delivery
to DCs is particularly potent if inhibitory
CD32b FcR are circumvented. Clearly, this
antigen delivery method is promising as
it has the potential to generate multiple
epitopes for both MHC class I and
II epitopes, thus lifting the restriction
to HLA molecules and defined HLA-
binding peptides.

5.4
Exosomes

Exosomes may be an attractive means to
load DCs with antigen. These are small
membrane vesicles resulting from fusion
of the plasma membrane with multivesicu-
lar endosomes. They contain adhesion and
costimulatory molecules, MHC products,
and heat-shock proteins and are secreted
by various cell types including dendritic
and tumor cells. Exosomes derived from
peptide-pulsed DCs induce antitumor im-
mune responses in mice. Tumor-specific
CTLs can be activated using DCs loaded
with exosomes derived from tumor cells.

5.5
Genetic Manipulation of DCs

5.5.1 DNA
An alternative approach is the genetic mod-
ification of DCs. Here, one could directly
transfect DCs with plasmid DNA coding
for full-length tumor antigens, which then
present the relevant antigens to human T
cells. Plasmids can be readily constructed
to not only encode a tumor antigen but
also other sequences that lead to better
antigen processing and T-cell stimulation.
One major drawback with the transfection
of DCs with plasmid-derived DNA is the
fact that the transduction efficiency is rela-
tively low. Thus, alternative strategies have
to be looked into.

5.5.2 RNA
The transfection of RNA coding for defined
antigens is an attractive alternative, partic-
ularly due to the development of effective
electroporation protocols as a substitute
for the variable transfection with naked
RNA. RNA transfection also does not re-
quire costly production of GMP quality
proteins and antibodies, and appears ad-
vantageous over naked DNA transfection.
RNA transfection leads only to transient
antigen expression that is, however, suf-
ficient for antigen processing. RNA, in
contrast to DNA, does not integrate into
the genome, and therefore is much easier
to work with from a regulatory point of
view. RNA transfection provides an oppor-
tunity to test many defined tumor antigens
(including universal ones such as survivin
and telomerase). In addition, apart from
defined RNA, one could also use total tu-
mor RNA, which has the advantage, just
like the approach with apoptotic and or
necrotic cells, that many not-yet defined
tumor antigens will be expressed and one
has no restrictions regarding the patients
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HLA-haplotype. However, also in this case,
questions regarding autoimmunity have to
be addressed.

5.5.3 Viral Vectors
The possibility of manipulating viral
genomes by biotechnological techniques,
together with the recent cloning of tumor-
associated antigens has sparked an interest
in using genetically modified viruses to
express tumor-associated antigens. An in-
creasing number of modified viral vectors
have been designed for gene therapy pur-
poses. Transduction of DCs is currently
also considered a promising approach for
cellular immunotherapy. This optimism
has been hampered somewhat as the use
of various viruses as vectors has led to
the discovery of viral effects disturbing
the function of DCs as antigen-presenting
cells. Several virus strains that are highly
interesting for the ex vivo transduction
of human monocyte–derived DCs, that
is, vaccinia virus (VV), herpes simplex
virus (HSV), adenovirus (AV), influenza
virus (IV), and lentivirus (LV) have been
described. In addition, retroviral vector
systems mediating transduction of hu-
man CD34+ cell-derived DCs have also
been reported.

Recently, several viral vectors have been
introduced successfully in the ex vivo
transduction of DCs, showing a very high
transduction efficiency of over 90%. Since
antigen concentration seems to be a crucial
parameter for the induction of potent
immune responses, high expression levels
in DCs may represent a clear advantage.

Most of the vectors used have been
adopted from the field of gene therapy,
where several vector types have been
designed in order to achieve the long-
term expression of modified genes in
nonproliferating cells. However, not all
viral vectors are suitable for the ex vivo

transduction of DCs. One of the main
obstacles is the induction of cellular
immune responses against viral antigens
and the transgene itself, which leads to the
destruction of genetically modified target
cells, and the preexisting or generated
neutralizing antibodies that prevent the
initial or booster immunization. The
aim of DC-based immunotherapy is not
the long-term expression of genes in
DCs but rather the induction of strong
cellular and humoral immunity against
an inserted tumor-associated antigens. To
reach this goal, the strict avoidance of
any perturbation of DC function appears
critical. Furthermore, in gene-replacement
therapy, one has to deal with the problem
of specific cell targeting in order to
induce the expression of the desired
gene in a selected tissue or cell. This,
however, does not represent a problem
for the ex vivo transduction of DCs in
culture.

However, when viral vectors are used
to transduce DCs, the viral mechanisms
of immune evasion must be taken into
account. Viral escape strategies can ei-
ther be designed to limit the effect of the
preexisting immune response or to ham-
per the generation of antiviral immunity.
Viruses employ various strategies to alter
immune responses, including numerous
mechanisms influencing the complement
system and CTL and NK cell activity.

Considering the dominant role of DCs
in the induction of antiviral immune re-
sponses, it is not surprising that viruses
target DCs in order to block immune re-
sponses. In fact, general immunosuppres-
sive phenomena observed, for example,
during measles virus (MV) infection can
be attributed to the effective interference
with DC functions. Consideration of these
interactions plays a role in the future de-
velopment of viral vectors that potently
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transduce DCs with no or only minimal
inhibitory properties.

6
DC as Immunostimulators

6.1
DC Maturation

A plethora of stimuli have already been de-
scribed to induce DC maturation. Most can
be attributed to microbial stimuli (e.g. bac-
teria, viruses, parasites, or their products),
proinflammatory cytokines (e.g. IL-1, IL-6,
TNF-α), T-cell surface molecules (e.g.
CD154), or tissue damage (cell necrosis,
activated platelets, and extracellular matrix
components). The diversity of signals im-
plies that there is well-tuned coordination
and combination of these signals for in-
structing a DC about the precise nature of
the infection and the adequate immuno-
logical response required. Some of the
signals are ‘‘weaker,’’ others are ‘‘stronger’’
when applied to cultured DC. Gene-chip
microarray techniques have already shown
that the proinflammatory cytokine TNF-α
and the bacterial cell wall component LPS
differentially induce a large number of
genes. Inflammatory stimuli such as TNF-
α have been proven weaker stimuli than
microbial products. Also, exclusive CD40
signaling by the CD40-ligand on T cells
does not lead to the induction of IL-12 pro-
duction in vivo. This might indicate that
an inflammation or T-cell contact to a DC
must not necessarily lead to an immune
response in the absence of a pathogen.
Moreover, peripheral presentation of self-
antigens should actively induce tolerance
as not all autoreactive T cells are deleted
in the thymus. Transgenic expression of
TNF-α in the pancreas did cause insulitis
but not autoimmunogenic diabetes.

6.2
DC Migration

In vivo, activation or maturation of the DC
occurs mainly in peripheral tissues where
microbial infections enter the organism.
As the surface organs’ skin and mucosa are
highly challenged by microbes, the density
of DCs in these organs is higher than in
others. Upon infection or inflammation,
DCs transport and process the captured
antigens and transport them via the af-
ferent lymphatics into the T-cell areas of
the draining lymph nodes. DC are guided
along their way by interacting with extra-
cellular matrix components and directed
by the recognition of the chemokines
ELC and SLC by the CCR7 chemokine
receptor.

6.3
Costimulation and Cytokines

During the process of DC maturation,
the number of MHC I and II molecules
on the cell surface are upregulated to
improve antigen presentation. At the
same time, DCs also upregulate the
costimulatory molecules CD80 (B7-1) and
CD86 (B7-2). Thereby, T cells receive
signal 1 through the TCR and signal 2
through CD28, which is enough to trigger
their proliferation and IL-2 production.
At the same time, the T cells also
upregulate activation markers such as
CD154 (CD40L), which then ligate the
CD40 molecule on the DC as a feedback
signal. This can prolong the survival of the
DC and improve their cytokine production.
For the complete differentiation of CD4+
T cells into T helper cells, additional
instruction beyond the signals 1 and 2
are necessary. Polarization into Th1 cells
can be provided by IL-12p70 production
by DC and is triggered through TLR
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ligation on DC. The signals instructing
T cells to polarize toward Th2 are less
clear. The Th2 driving cytokine IL-4 is
not typically produced by the DC, and
therefore the absence of IL-12 might be
sufficient to enable a default polarization
toward Th2. Similar to CD4+ T cells,
CD8+ T cells can be primed by DCs. This
feature is important for antiviral immunity
and antitumor immune responses and is
discussed below.

6.4
DC Interaction with B Cells and NK Cells

DC are not exclusively prime naive T-
cell responses in vivo, but interact with
other cell types of the adaptive and
innate immune system. The DC has
been proposed to transport intact protein
antigens into the lymph nodes for B-
cell recognition, and, at the same time,
to present processed antigen to T cells
and thereby form a triple-cell aggregate.
Whether this is the rule or the exception
needs further proof. Recently, it has been
demonstrated that DC can directly activate
marginal zone B cells in the spleen.

An interesting observation is also the
signal exchange of DC with NK cells. Both
cell types seem to regulate each other as
NK cells can kill DCs after bone marrow
transplantation and also synergize their
activities by NK cell-derived IL-4 for DC
and DC-mediated augmentation of NK cell
killer activity against tumor cells.

7
DC and Tolerance Induction

While DC are widely accepted as stimu-
lators of immune responses, it becomes
increasingly evident that they are also
major players in maintaining immune

homeostasis and preventing autoimmune
reactions. First of all, DCs play a decisive
role in the selection of T cells in the thymus
as they are more effective in presenting
self-antigens than thymic epithelial cells.
Thymic selection is, however, incomplete
as autoimmune-reactive T-cell clones can
be isolated from the circulation of healthy
individuals. Therefore, additional periph-
eral tolerance mechanisms must exist and
five have been described so far: ignorance,
immune deviation, anergy, regulatory T
cells, and deletion. The latter three will be
mentioned here.

7.1
DC Inducing T-cell Anergy

If no DC stimulation occurs by inflam-
mation or microbial contact, DCs remain
immature, express only low amounts of
MHC II, and no costimulatory molecules.
Such immature DCs can also be found in
secondary lymphoid tissues where naive
T cells permanently pass by during their
normal turnover. Antigen presentation in
the absence of costimulation can lead to
clonal T-cell anergy. As all isolation pro-
cedures of DC will stimulate them so that
they rapidly upregulate MHC II and cos-
timulators, active inhibition of maturation
is needed to study the antigen presenta-
tion capabilities of immature DCs in vitro.
Many treatments or protocols have been
described to block maturation, and indeed,
the induction of T-cell anergy or hypore-
sponsiveness could be shown in many
cases.

Immature DCs residing in periph-
eral tissues would fulfil the prerequisites
for T-cell anergy induction, but, under
steady state conditions, there are few
T cells detectable in the peripheral or-
gans such as the skin. This situation
changes when an antigenic peptide is
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injected intravenously into mice; antigen-
specific T cells spread over many pe-
ripheral organs. Such T cells might be
anergized when arriving at a noninflam-
matory peripheral site upon recognizing
tissue-derived self-antigen presented by
immature DC.

Recently, the classical concept of T-
cell anergy has been challenged because
of the fact that CTLA4-deficient mice
were incapable of generating T-cell anergy.
Thus, the induction of T-cell anergy
seems to require a negative costimulatory
signal through CTLA4. This led to a
new model of T-cell anergy where a low
density of B7 molecules on the surface
of an antigen-presenting cell leads to
preferential engagement of CTLA4 and
not CD28 due to its 20 to 50 times
higher affinity to the B7 molecules. In
this respect, it is a prerequisite that
immature DC express at least some B7-
1 or B7-2 molecules for the induction of
T-cell anergy.

7.2
DC Inducing Regulatory T Cells

Regulatory T cells have been defined by
their capacity to actively suppress func-
tional activation of immunoreactive T cells.
They are constitutively present in the cir-
culation of healthy individuals and mice at
about 3 to 10% of all T cells. This CD4+
CD25+ subset seems to derive directly
from the thymus and regulates mainly
by cell contact or a TGF-β-dependent
mechanism. Another subset of regulatory
T cells seems to be inducible from the
naive T-cell pool. When naive T cells were
repetitively restimulated in the presence
of IL-10, such T cells started producing
IL-10 by themselves and are therefore
usually termed CD4+IL-10+ regulatory T
cells. For the induction of the regulatory

properties of both subsets, antigen-specific
activation through their TCR is required,
but the effector mechanisms may partially
act antigen-independent. This might espe-
cially apply for the IL-10 produced by the
CD4+IL−10+ subset.

Regulatory T cells expand slowly af-
ter activation and this has been used
to term them anergic. Anergy, however,
means functional inactivation after a sin-
gle suboptimal stimulation of T cells, while
the induction of regulatory T cells needs
repetitive stimulation in the presence of
costimulation and results in functionally
active T cells, although with immuno-
suppressive properties. Some recent data
indicate that anergic T cells can be devel-
oped into regulatory T cells after repetitive
stimulation.

Which DC type is able to induce reg-
ulatory T cells? For human DCs, it has
been reported that immature monocyte-
derived DC (Mo-DC) are able to gen-
erate regulatory T cells in vitro. Such
Mo-DC are, however, more mature with
respect to their expression of costimula-
tory molecules than tissue resident DCs,
such as ELCs. In vivo experiments in mice
indicate that the type of DCs inducing
CD4+IL−10+ regulatory T cells is rather
mature. The induction of CD4+IL−10+
cells in vivo might occur through steady
state migratory DC, which permanently
drain from peripheral tissues into the
lymph nodes. These DC transport self-
antigens for tolerogenic presentation. As
migration, antigen processing, and presen-
tation of tolerogenic DCs is overlapping
with immunogenic DC maturation, we
term such DCs semi-mature. The difference
between tolerogenic and immunogenic
mature DCs might partially result from
their capacity to secrete proinflammatory
cytokines, which can only be observed
after microbial challenge and results in
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‘‘fully mature’’ DCs that prime T-cell
responses.

7.3
Deletion

The complete elimination of autoreactive
T cells is the decisive mechanism of T-
cell selection in the thymus, but deletion
of T cells can also be observed in the
periphery. During the resolution of an
immune response, an expanded T-cell
clone with a certain antigen specificity
declines in numbers by showing signs
of apoptosis. When too many T cells
have to compete for DC presenting the
relevant antigen, the T cells might not
be restimulated appropriately and might
die because of neglect. This scenario
also occurs when the antigen disappears
after elimination of infectious microbes.
In contrast, prolonged exposure to fully
mature DC can lead to ‘‘activation-induced
cell death’’ (AICD) of T cells.

The initial in vivo studies showing dele-
tion of CD8+ T cells as a consequence of
tolerogenic cross-presentation found that
bone marrow–derived antigen-presenting
cells were responsible for this effect. It
is now clear that CD8α+ DC were the
responsible cell type in this experimen-
tal setting. The authors assumed that
an immature stage of DC might be re-
sponsible for the cross-tolerization. Only
recently, in vitro studies suggest that par-
tial maturation with TNF-α and PGE2 is
required for cross-tolerance against apop-
totic material with deletion of CD8+ T
cells as the consequence. This finding is
in line with the concept that for ‘‘con-
ventional’’ processing of exogenous anti-
gen to CD4+ cells, partial maturation of
DC is required in the same way as for
the cross-processing and cross-presenting
machinery.

8
DC and Virus Interactions

8.1
HIV-1 and SIV

DC are the best antigen-presenting cells
known to date and thus DCs play a
crucial role in the induction of antiviral
immune responses. On the other hand,
many viruses are capable of developing a
vast armamentarium in order to interfere
with DC biology, thereby blocking antiviral
immune responses. Thus, DCs often
play a dual role during viral infections,
influencing both pathogenesis as well as
protective mechanisms.

This has also been shown in the case
of HIV-1 and SIV, where HIV-1 infects
selected DC populations. In addition,
HIV-1 uses DCs as a vector to reach
the lymphoid tissues where it infects
T cells. The cell surface molecule DC-
SIGN has been identified as a DC-specific
HIV-1 receptor, which plays a key-role
in the dissemination of HIV-1 by DCs.
On the other hand, DCs are efficient
antigen-presenting cells for HIV-1 and
SIV antigens to both CD4+ and CD8+
T cells. In addition, DCs can cross-present
nonreplicating viral antigens on class I
MHC molecules, thereby allowing the
stimulation of CD8+ T cells after the
uptake of antibody-coated HIV-1 and dying
infected T cells.

8.2
Measles Virus

Measles virus (MV) infection is a major
cause of childhood mortality in developing
countries and is accompanied by a severe
immunosuppression of the infected host.
However, virus-specific immunity is effi-
ciently induced, leading to viral clearance
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and long-term induction of protective im-
munity. On the one hand, DCs play a
crucial role in the induction of antiviral im-
mune responses, while on the other hand,
MV infects DCs, thereby interfering with
DC biology. Inhibition of stimulated IL-12
production from MV-infected DCs might
affect T-cell responses, favoring Th2 and
suppressing Th1 responses. In addition,
viral protein expressed on the cell surface
of infected DCs most likely also inhibits
T-cell responses.

8.3
Lymphocytic Choriomeningitis Virus

DCs also express the receptor (α-dystro-
glycan) for lymphocytic choriomeningitis
virus (LCMV), Lassa fever virus (LFV),
and several other arenaviruses. It has
been shown that LCMV strains that
bind to the receptor with high affinity
replicate in the majority of DCs, causing
a generalized immunosuppression, and
establishing a persistent infection. This
immune suppression is caused by the
loss of MHC class II molecules and
costimulatory molecules on the cell surface
of the DCs. Furthermore, the migratory
capacity of DCs is hampered by LCMV
infections. It is noted, however, that LCMV
strains that bind with low affinity rarely
replicate in DCs and generate a potent
anti-LCMV response, which is able to clear
the infection.

8.4
Human Papillomaviruses

DCs also play a crucial role in the case of
human papillomavirus (HPV) infection.
Here, DCs (including LCs) are pivotal for
the induction of T-cell dependent immu-
nity. This, however, depends exclusively
on cross-presentation of viral antigens by

DCs. This exogenous pathway of MHC
class I–restricted antigen presentation
plays an important role in the genera-
tion of antiviral immunity against several
viruses.

8.5
Herpes Simplex Virus Type 1

Herpes simplex virus type 1(HSV-1) have
developed several immune escape strate-
gies, and it is clear that many are di-
rected against DCs. HSV-1 infected DC
are defective in upregulating costimula-
tory molecules, do not produce cytokines,
and do not acquire responsiveness to
chemokines, which are required for mi-
gration to secondary lymphoid organs.
Furthermore, HSV-1 downmodulates DC
functions by interfering with the expres-
sion of DC-specific molecules such as
CD83. In fact, CD83 is completely de-
graded in HSV-1 infected DCs, which
coincides with a clearly reduced T-cell
stimulation, representing yet another new
escape strategy.

8.6
Cytomegalovirus

Cytomegalovirus (CMV) infection is char-
acterized by host immunosuppression and
multiorgan involvement. CMV-infected
DCs display reduced immune stimula-
tory capacity.

Thus, in CMV-infected DCs, MHC
molecules are downregulated, leading to
a reduced antigen-presenting capacity. In
addition, the apoptosis-inducing ligands
CD95L (FasL) and tumor necrosis fac-
tor (TNF)-related apoptosis-inducing lig-
and (TRAIL) are upregulated, thereby
enabling CMV-infected DCs to delete ac-
tivated T lymphocytes. Interestingly, as
already observed for HIV-1, DC-SIGN
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serves as a receptor for CMV, thereby
transmitting the virus to permissive cells.
Blocking DC-SIGN by specific antibod-
ies inhibited DC infection by primary
CMV isolates, and expression of DC-
SIGN or its homolog DC-SIGNR ren-
dered susceptible cells permissive to CMV
infection.

8.7
Dengue Virus

It has been demonstrated that dengue
virus infects and replicates in immature
human myeloid DCs. Exposure to live
dengue virus led to maturation and activa-
tion of both the infected and surrounding,
uninfected DCs and stimulated produc-
tion of TNF-a and IFN-a. Activation of the
dengue virus-infected DCs was blunted
compared to the surrounding, uninfected
DCs, and dengue virus infection induced
low-level release of interleukin-12 p70
(IL-12 p70), a key cytokine in the develop-
ment of cell-mediated immunity. It seems
that DCs are the early, primary target of
dengue virus in natural infection and that
this infection regulates the antiviral im-
mune response.

8.8
Ebola Virus

Ebola virus is a highly lethal pathogen
responsible for several outbreaks of hem-
orrhagic fever. It has been shown that the
primate lentiviral binding C-type lectins
DC-SIGN and L-SIGN act as cofactors for
cellular entry by the Ebola virus. Further-
more, DC-SIGN on the surface of DCs
is able to function as a trans-receptor,
binding Ebola virus-pseudotyped lentivi-
ral particles and transmitting infection to
susceptible cells. Our data underscore a
role for DC-SIGN and L-SIGN in the

infective process and pathogenicity of
Ebola virus infection.

8.9
Epstein–Barr Virus

DCs also play a crucial role in Ep-
stein–Barr virus (EBV) infection. There
is growing evidence that DCs, and not
EBV-transformed B cells, are responsible
for protective antiviral immunity and that
EBV nuclear antigen 1 (EBNA1) is the cru-
cial antigen regarding resistance against
all types of EBV-associated malignancies.

8.10
Influenza Virus

The exposure of human DCs to IV leads to
an efficient infection in vitro as shown by
the expression of the viral antigens HA
and NS1. However, this infection does
not lead to rapid cell death and only
small amounts of infectious virus particles
are produced. Interestingly, infected DC,
but not macrophages, can induce CTL
responses from purified blood CD8+ cells
in the absence of exogenous cytokines.

9
DC as Tumor Vaccines

9.1
Clinical Studies in Cancer Patients

The initial clinical DC-vaccination studies
were performed primarily as phase I/II
trials to demonstrate feasibility, immuno-
genicity, and lack of toxicity. Some studies
revealed T-cell responses to the applied
antigens and also clinical improvement
even in advanced cancer patients. The
heterogeneity of treated patients, vaccina-
tion schemes, DC sources, and generation
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protocols as well as the lack of standard-
ized methods to determine a successful
induction of immunity makes it difficult to
draw firm conclusions about the efficacy of
DC-based immunotherapy. Nevertheless,
many of these studies provided valuable
information and a brief summary of some
examples is given below.

9.2
Melanoma

The first human tumor-associated antigen
was identified in melanoma and currently
this is the best-studied malignancy in
the context of DC-therapy. The pioneer-
ing work with peptide-loaded, mo-DCs has
proven the concept of DC-vaccination to
elicit tumor-specific CTL responses even
in advanced cancer patients. Although
these patients were heavily pretreated,
clinical responses could be observed in
some patients. In another clinical study,
melanoma patients were vaccinated with
immature, peptide- or tumor-lysate-loaded
DCs. Several clinical responses were ob-
served, but a detailed immunological read-
out was lacking. CD34-derived DCs have
also been used in melanoma vaccination
trials. Whereas in one study only moder-
ate immune and minor clinical responses
were achieved, strong immune responses
as well as tumor regressions have been
observed in a recent study. Recently, using
mature, peptide-pulsed mo-DCs, a potent
induction of tumor-specific CD4+ T-cell
responses could be detected in melanoma
patients accompanied with a stabilization
of disease in 8 out of the 16 patients
evaluated. Taken together, DC-based im-
munotherapy in melanoma patients is
particularly promising, as melanoma is an
immunogeneic tumor where a multitude
of tumor antigens have been described.
Apart from minor side effects (fever,

swelling of lymph-nodes, cutaneous re-
actions at the vaccination site) or the
development of vitiligo in a few patients,
no major toxicity was reported. Further
efforts are clearly required in order to
enhance the immune response, for exam-
ple, by simultaneous activation of different
immune cells (T cells, NK, and NKT
cells).

9.3
Solid Tumors

In contrast to melanoma, many solid
tumors are considered less immunogeneic
and only few TAAs have been identified for
these tumors. Clinical studies have been
performed using DCs loaded with peptides
as well as with crude tumor extracts or
tumor-derived RNA.

CEA is a self-antigen overexpressed in
colorectal, lung, and breast cancer. In a
phase I study, on vaccinating patients with
advanced CEA-expressing malignancies
with peptide-pulsed cells or DCs, minor
responses and stabilization of disease
were observed. Other overexpressed self-
antigens are Her2/neu, which is expressed
in up to 30% of human breast and
ovarian carcinoma, and MUC1, which
is found in an aberrant form in these
tumors. Patients with advanced breast or
ovarian cancer were vaccinated with DCs
pulsed with Her2/neu and MUC1-derived
peptides after a high-dose chemotherapy.
T-cell responses could be detected in 50%
of patients.

Renal cancer is relatively resistant to
chemotherapy; however, spontaneous re-
missions have been observed as well as
responses to unspecific immunotherapy
with IL-2. For specific immunotherapy,
DCs have been pulsed with tumor lysate.

Prostate cancer is another promising
candidate for DC-based immunotherapy,
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since serum markers to monitor the tu-
mor burden and defined antigens such
as prostate acid phosphatase, prostate-
specific antigen, and prostate-specific
membrane antigen are known. Several
HLA- A*0201-restricted peptides are avail-
able and have been used in a number of
clinical trials with mo-DCs. Others have
pulsed blood-derived DCs with a GM-
CSF/PAP fusion protein and reported a
significant decrease in serum PSA-levels,
reflecting the reduction of tumor burden in
some patients. Recently, 21 patients with
metastatic prostate cancer were vaccinated
with DCs pulsed with the xenoantigen
mouse PAP. All patients developed T-cell
responses to mouse PAP and 11 also devel-
oped responses to the human homolog. Six
out of 21 patients showed a stabilization
of disease. Vaccination with xenoantigens
may break tolerance to self-antigens and
increase the clinical efficacy of DC-based
immunizations.

9.4
Virus-associated Malignancies

Targets for immune-intervention strate-
gies in these malignancies are different
viral antigens. Since they are foreign to the
immune system, the challenge is rather to
circumvent viral immune escape mecha-
nisms than to induce autoimmunity. Ex-
amples for virus-associated malignancies
include hepatocellular carcinoma (Hepati-
tis B or C virus), Burkitt’s lymphoma and
nasopharyngeal carcinoma (Epstein–Barr
virus), squamous cell cancer of the skin,
and cervical carcinoma (human papil-
loma virus). Studies to vaccinate against
HPV-associated cervical cancer have been
performed with non-DC vaccines. Some
immunological effects have been reported,
which, however, were only detectable after
intensive in vitro restimulation of T cells.

9.5
Other Malignancies

Owing to the immune-privileged status of
the central nervous system (CNS), it is
questionable as to whether DC-based im-
munotherapy can be applied to patients
with these tumors or not. In fact, in a
recent study, patients suffering from ma-
lignant glioblastoma or astroglioma were
vaccinated with immature mo-DCs pulsed
with peptides eluted from autologeous tu-
mor cells. Two patients showed CD8+
infiltrates within the tumor, but no tu-
mor regressions occurred. There is also
evidence that DCs pulsed with crude tu-
mor lysate can induce immunity and
clinical responses. A study in pediatric can-
cer patients showed a substantial tumor
regression in a child with fibrosarcoma af-
ter DC-vaccination. Tumor-specific CD8+
lymphocytes and some clinical effects were
also demonstrated in a recent study using
tumor lysate-pulsed DCs in gynecologi-
cal malignancies. However, it is difficult
to monitor the successful antigen-loading
and T-cell response using lysates from tu-
mors where defined antigens have not yet
been described.

9.6
Hematological Malignancies

Myeloma and B-cell lymphoma respond
initially to standard chemotherapy, but
are finally incurable. For both tumors,
idiotypic proteins have been used as
specific antigens. B-cell lymphoma was the
first human malignancy to be targeted by a
DC-based vaccination. Isolated blood DCs
were pulsed with KLH and the patient-
specific idiotype-protein (Id), which is
expressed on the surface or secreted by
the tumor cells. This early DC-trial with
four patients showed that administration
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of DCs was safe and immunogeneic with
priming to the neoantigen KLH. In a
subsequent study, 35 patients with B-cell
lymphoma were treated with Id-pulsed
DCs. T-cell and humoral anti-Id responses
as well as durable tumor regressions or
stabilization were reported for the majority
of patients. In myeloma, idiotype- and Id-
KLH-pulsed DCs were used to vaccinate
patients after high-dose chemotherapy and
stem-cell transplantation. Although the
majority of these patients developed potent
KLH responses, only minor immune
responses against the tumor antigens or
clinical remissions could be observed.

9.7
DC Vaccination in Infectious Diseases

The prevention of infectious diseases
through vaccination represents one of
medicine’s greatest triumphs. However,
many infectious agents such as HIV,
dengue virus, Mycobacterium tuberculo-
sis, Plasmodium malariae, and numerous
others escape the immune system and
standard vaccination approaches fail. The
underlying immune evasion mechanisms
may be attributed to a great extent to in-
terference of the microbial pathogen with
DCs and their function, for example, inhi-
bition of DC maturation. Augmentation of
the immune responses by ex vivo generated
DCs is therefore an attractive considera-
tion. However, DC-vaccination trials have
not been performed so far. The feasibil-
ity of this approach is supported by in
vitro studies with human cells as well
as in vivo models in the mouse system.
Induction of antiparasitic CTLs has been
demonstrated in vitro with DCs loaded with
helminthic proteins and protective immu-
nity against bacteria has been achieved by
DC-vaccination in mice. Protection against
pulmonary infection with Pseudomonas

aeruginosa following immunization with
P. aeruginosa-pulsed DCs has also been
demonstrated. One of the best-studied
animal models in this regard is leishma-
niasis. Lessons learned from this model
may have important implications for fu-
ture DC-based vaccination strategies in
infectious diseases.

See also Antigen Presenting Cells
(APCs).
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Peptide
The common usage for a shortened form of polypeptide. Peptide refers to any organic
compound composed at least partially of amino acids linked by peptide bonds. The
distinction between peptides and proteins is arbitrary with the borderline often placed
at 50 to 100 amino acids.

Residue
An amino acid residue is an amino acid in a peptide linkage. Its structure is the same
as that of the free amino acid except that it has lost a molecule of water consisting of a
hydrogen from the α-amino group and a hydroxyl from the α-carboxyl group.

Epitope
The term epitope is used to operationally define that portion of a protein that interacts
specifically with some component of a biological system. With respect to the immune
system, an epitope was initially defined as that portion of a protein that is recognized by
an antibody. However, the usage has now been expanded to include portions of proteins
that interact in other ways, such as epitopes that interact with T-cell receptors to induce
a heightened antibody response toward another epitope.

� A peptide consists of two or more amino acids linked together by amide bonds.
Synthetic peptides are peptides that have been produced with organic, synthetic
techniques to either mimic naturally occurring peptides or segments of naturally
occurring proteins, or to interact in a specific manner with biological systems.
Synthetic peptides are important molecules for biomedical research and medicinal
chemistry that are useful for understanding biological systems and that have
important applications in the development of vaccines and therapeutic agents and
the process of de novo drug discovery.

1
Overview

Synthetic peptides are organic com-
pounds, generated by synthetic chemical
techniques, which are composed of two
or more amino acids linked together by
a peptide bond. They are often intended
to resemble or duplicate naturally occur-
ring peptides or segments of naturally
occurring proteins. Synthetic peptides can
be linear (I), cyclic (VII), or branched

(VI) (bold roman numerals refer to the
structures in Fig. 1) and are usually com-
posed of, but not limited to, the 20
naturally occurring L-amino acids or their
D-amino acid counterparts (IV). Synthetic
peptides may also contain non–amino acid
constituents (III) as well as chemical mod-
ifications of the natural side chains (VI, IX)
or the polypeptide backbone structure (V).
Synthetic peptides are important as tools
for research in the biological and biomed-
ical sciences, and a significant number
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Fig. 1 Examples of synthetic peptides that
demonstrate many of the features of chemistry
and its nomenclature described in the text. The
structures are referred to in the text by their
roman numerals: I, a typical linear pentapeptide
composed of α-peptide bonds and its three letter
symbol designation; II, the commercial
sweetener, aspartame; III, [β-mercaptopropionic
acid1] oxytocin containing a terminal non–amino
acid constituent and illustrating the disulfide
linkage for clarity; IV, a heptapeptide containing
a nontypical amino acid (Nle, norleucine) a
D-amino acid and an intramolecular lactone

bond; V, a tetrapeptide containing an N-terminal
acetyl group, an alkylated α-amino group, and a
fully reduced α-carboxyl or alkane constituent as
part of the backbone structure; VI, a hexapeptide
containing a phosphorylated serine residue and
a branched chain connected by a peptide bond
between the ε-amino group of lysine and the
α-carboxyl group of glutamic acid; VII, circular
depiction of a cyclized decapeptide; VIII, a
hexapeptide containing a β-peptide bond; IX, an
octapeptide with a glycosyl group as a sidechain
modification; X, an example of a peptide nucleic
acid (note the unusual nature of the backbone).
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of synthetic peptides have pharmaceutical
and commercial uses. For instance, syn-
thetic polypeptide hormones have useful
clinical applications, and the commercial
sweetener aspartame, a dipeptide (N-L-
α-aspartyl-L-phenylalanine-1-methyl ester,
II), is the basis for an entire industry and is
perhaps the best-known synthetic peptide.

Naturally occurring peptides have played
crucial roles in life processes since the
very beginnings of living organisms. Large
peptides, generally referred to as pro-
teins, serve in catalytic, structural, recogni-
tive, and signal transduction processes in
both plants and animals. Small peptides
have equally important functions as hor-
mones, growth factors, neurotransmitters,
and cytokines.

The science of producing and using syn-
thetic peptides is generally recognized as
having its beginnings in the late 1800s
and early 1900s and is associated mainly
with the work of Theodore Curtius and
Emil Fischer. Fischer, who is generally re-
garded as the father of peptide chemistry,
was the first to introduce the concepts of
peptides and polypeptides and present pro-
tocols for their synthesis. Over the years,
many investigators have contributed to
the advancement of the production and
use of synthetic peptides. Perhaps the
greatest of these was the introduction
of the solid-phase method of synthesis
by Bruce Merrifield in 1963. This de-
velopment, along with improvements in
chemistry, instrumentation, and analytical
techniques by a large number of other in-
vestigators, has made it possible to obtain
useful amounts of synthetic peptides on a
relatively routine basis.

The genesis of a synthetic peptide can
be viewed as being composed of several
discrete steps ultimately culminating in its
use or application. These steps consist of
the design of the peptide to serve a specific

purpose, its chemical synthesis, and the
evaluation of the integrity of the product,
which includes its purification from the
initial crude product of the synthesis.

2
Design and Structure

The design of a particular synthetic peptide
is often based on its intended use and on
considerations of the synthetic chemistry.
With modern synthetic techniques it is
possible to produce peptides containing
in excess of 100 amino acids, although
those shorter than 50 are much more
common and easier to synthesize. Short
peptides tend not to exhibit preferred or
stable solution conformations but rather
possess a large degree of flexibility. As
peptides increase in length, they have a
greater tendency to adopt elements of
secondary structure, such as helices and
β-sheet structures connected by discrete
turns, which impart an overall decrease in
flexibility. These are structures generally
found in naturally occurring proteins and
large peptides that are responsible for
their specific biological interaction. From
a knowledge of the features that contribute
to the formation of these structures,
peptides can be specifically designed to
contain them.

The physical, chemical, and physiolog-
ical properties of synthetic peptides are
determined by the nature of their con-
stituent amino acids. In nature, the range
of structure of these amino acids is vast.
In addition to the 20 common ribosoma-
lly incorporated ‘‘protein’’ amino acids,
there are enzymatically formed, posttrans-
lational modifications to these amino acids
found in proteins as well as hundreds of
naturally occurring, enzymatically synthe-
sized amino acids not found in proteins.
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Add to this the imagination of a syn-
thetic chemist, and the possibilities are
almost limitless.

In its most basic sense, a synthetic pep-
tide consists of at least two amino acids
joined by a peptide bond, which is an
amide bond formed between the amino
group of one amino acid and the car-
boxyl group of an adjacent amino acid
(Fig. 2). Peptides composed of more than
two amino acids possess a number of these
amide bonds in series known as the pep-
tide backbone. This backbone structure is
an important contributor to the overall
peptide structure. The resonance proper-
ties of the carbon–nitrogen peptide bond
give it a substantial double bond charac-
ter. As a result the amide bond is flat,
with the carbonyl carbon, oxygen, nitro-
gen, and amide hydrogen all lying in the
same plane. Thus, no free rotation occurs
around the carbon–nitrogen bond. The
torsional angle of that bond, called ω, is
defined by the atoms Cα−C(O)−N−Cα,
and because of the double bond character
and the large energy barrier to rotation
(25 kcal mol−1), there are two rotational
isomers: trans (ω = 180◦) and cis (ω = 0◦).
The trans-isomer possesses the lower en-
ergy and is generally found for all peptide
bonds not involving proline. The energy of

the trans X-Pro bond is somewhat elevated
and the barrier to rotation is lowered. Thus,
proline-containing peptides will often ex-
hibit cis–trans isomerization.

In addition to ω, the peptide backbone
can be completely described with two
additional angles, φ and ψ . φ is the
angle described by C(O)−N−Cα−C(O)
and ψ is described by N−Cα−C(O)−N.
By convention, the angle φ is 180◦ when
the two carbonyl carbons are trans to each
other and the angle ψ is 180◦ when the
two amide nitrogens are trans to each
other.

Peptide and protein structure is or-
ganized in several levels. The order of
amino acids, or amino acid sequence, is
referred to as the primary structure. The
secondary structure is the folding up of
the primary structure into discrete ele-
ments such as helices, sheets, and turns.
The tertiary structure describes how the
elements of secondary structure found in
a single peptide chain interact with each
other to produce a final three-dimensional
arrangement. The design of synthetic pep-
tides is basically concerned with primary
and secondary structure; the concern with
secondary structure becoming more im-
portant as the size of the peptide increases.
With the largest synthetic polypeptides,

Fig. 2 A stretch of polypeptide
demonstrating the planar nature of the
peptide bond, the angles that describe
the conformation of the polypeptide
backbone, and the chirality of L-amino
acids. The resonance structures of the
peptide bond and cis- and trans-peptide
bonds are also shown.
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elements of tertiary structure may also
be important.

Secondary and tertiary structures are de-
termined by, and can be influenced by a
variety of interactions. Basically, secondary
and tertiary structures develop from non-
covalent interactions such as hydrogen
bonds, salt bridges, and hydrophobic in-
teractions resulting from main chain and
side chain atoms interacting with each
other and with bulk solvent.

The synthetic approach allows the intro-
duction of novel or unusual components
such as D-amino acids (IV), other unnat-
ural amino acids (IV, X), ester or alkyl
backbone bonds in place of the normal
amide bond (V), N- or C-alkyl substituents
(V), amino acids in which the amino group
is not attached to the α-carbon (VIII, X),
side chain modifications (VI, IX), and con-
straints such as disulfide bridges (III) and
side chain amide or ester linkages (IV). The
results of such changes may be higher bi-
ological potency, greater stability resulting
in longer biological lifetime, or the ability
to specifically interact with or covalently
label a biological macromolecule or recep-
tor for localization or structure–function
relationship studies.

Peptide solubility is another potentially
important concern in the design of a syn-
thetic peptide. If the intention is to work
with a peptide in aqueous media, it is
important that the peptide has sufficient
polar character for solubility. This is a point
that might especially be overlooked when
a peptide is made based on a sequence
found internally in a protein. The sol-
ubility properties of a particular peptide
may be vastly different from the protein
when it is removed from the context of the
surrounding protein structure. The pep-
tides, composed completely of uncharged
amino acids, tend to be less soluble in

aqueous environments and their insolu-
bility tends to increase as the size of the
peptide increases. Therefore, it is advis-
able to incorporate charged amino acids
into a synthetic peptide when possible.
Histidine, lysine, and arginine promote
solubility at pHs where their side chains
tend to be positively charged and aspartic
acid and glutamic acid promote solubil-
ity at pHs where their side chains tend
to be negatively charged. The contribution
of the charge properties of the α-amino
and α-carboxyl groups should also be
taken into account. In borderline cases,
uncharged, polar groups can also pro-
mote solubility.

3
Nomenclature

A proper use of nomenclature for de-
scribing peptides is important. The In-
ternational Union of Pure and Applied
Chemists (IUPAC), in conjunction with
the International Union of Biochemists
(IUB), have formulated a set of guidelines
for peptide nomenclature (J. Biol. Chem.
(1985) 260, 14–42). These guidelines are
too extensive to be described here in their
entirety, but some of the more common
conventions are presented.

The sequence of amino acids within
a peptide is usually designated with
either the one-letter or three-letter amino
acid symbol (Table 1). The amino acid
symbols denote the L-configuration unless
designated with a D or DL preceding
the symbol (IV). In the case of linear
polypeptides, the convention is to express
the peptide left to right from the amino-
terminus to the carboxy-terminus (I).
Thus, a pentapeptide might be represented
either as V-L-H-A-G or as Val-Leu-His-Ala-
Gly. The α-amino group is assumed to be at
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Tab. 1 Common symbols for amino acids in expressing peptide structure.

Residue Three-letter symbol One-letter symbola

Alanine Ala A
Asparagineb Asn N
Aspartic acidb Asp D
Arginine Arg R
Cysteine Cys C
Glutamic acidb Glu E
Glutamineb Gln Q
Glycine Gly G
Histidine His H
Isoleucine Ile I
Leucine Leu L
Lysine Lys K
Methionine Met M
Phenylalanine Phe F
Proline Pro P
Serine Ser S
Threonine Thr T
Tryptophan Trp W
Tyrosine Tyr Y
Valine Val V

Hydroxylysine Hyl
4-Hydroxyproline Hyp
α-Aminobutyric acid Abu
Norvaline Nva
Norleucine Nle
Homoserine Hse
Homocysteine Hcy
Ornithine Orn
Citrulline Cit
α-Aminoisobutyric acid Aib
γ -Carboxyglutamic acid Gla

aSymbols for less common amino acids should be defined in the individual
publications in which they appear.
bAsx or B and Glx or Z are used when the distinction between aspartic
acid/asparagine and glutamic acid/glutamine is uncertain. This convention
is most commonly applied in sequence analysis.

the left-hand side of the amino acid symbol
when using hyphens and at the point of
the arrow when using arrows for special
cases such as cyclic peptides (VII, and
see below). Normally, when the termini
are free amino or carboxyl groups, no
additional designation of this is necessary.
However, in order to avoid confusion or

ambiguity, the state of the termini is often
indicated (III). Free termini are designated
with a H– at the amino end and an –OH at
the carboxyl end so that the above peptide
would be written as H-Val-Leu-His-Ala-
Gly-OH. Similarly, a C-terminal amide or
aldehyde group would be designated by
–NH2 or –H respectively.
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Occasionally, the names of small pep-
tides will be written out. In this case,
the names of all amino acids contribut-
ing carboxyl groups to peptide bonds end
in -yl, and the amino acid with the terminal
carboxyl group retains its original name.
The peptapeptide shown above and in I
would thus be expressed as valylleucylhis-
tidylalanylglycine.

Cyclic peptides are usually expressed
on a single line of text, similar to linear
peptides, with a line or ‘‘extended bond’’
drawn to connect the joined amino acids
that lead to the cyclic nature of the peptide.
If the amino acids are joined between side
chains, such as in disulfide bonds or side
chain lactams, the line starts and ends in
the middle of the amino acid name or
abbreviation, such as

Gly-Val-Glu-Ala-Leu-Ile-Lys-Ala-Thr.

If the structure drawn in this manner
is ambiguous, additional atoms can be
illustrated, as shown in Fig. 1 (III, IV),
to clarify the meaning.

If the connection is between the α-amino
and α-carboxyl groups of the termini, the
line is drawn from the sides of the names,
such as

Gly-Val-Glu-Ala-Leu-Ile-Lys-Ala-Thr.

In this case, the N→C direction is read left
to right. If the peptide is written out in a
circular fashion, as if it was written along
the circumference of a circle or a loop, then
the N→C direction must be designated by
arrows (VII). Finally, cyclic peptides are
sometimes designated as such with the
prefix cyclo, such as cyclo(Gly-Val-Glu-Ala-
Leu-Ile-Lys-Ala-Thr), to indicate the same
structure as immediately above.

Synthetic analogs of naturally occur-
ring peptides that have specific names
associated with them represent a special

case. These include substances such as in-
sulin, oxytocin, enkephalin, vasopressin,
and bradykinin to name a few. For exam-
ple, the polypeptide hormone, oxytocin,
has the structure

Cys-Tyr-Ile-Gln-Asn-Cys-Pro-Leu-Gly-NH2,

where the cysteine residues form a disul-
fide bridge. If one or more amino acids
are replaced in the synthesis of an oxytocin
analog, the new amino acids and their po-
sitions are placed in brackets before the
name. Thus, [Phe2, Asn4]-oxytocin refers
to an oxytocin analog in which the tyro-
sine at position 2 and the glutamine at
position 4 have been replaced with pheny-
lalanine and asparagine respectively. The
prefix endo is used to designate the inser-
tion of an extra amino acid into the chain.
Thus, endo-Ala7a-oxytocin denotes an ala-
nine insertion between Pro7 and Leu8.
Similarly, deletion of an amino acid is
designated by the prefix des, for example,
des-Ile3-oxytocin denotes that Ile at posi-
tion 3 has been deleted. Peptide sequences
that form fragments of a longer sequence
that has a trivial name are designated by
the trivial name followed by numbers giv-
ing the positions of the first and last amino
acids and then a designation describing the
number of amino acids in the fragment.
For example, the peptide Tyr-Ile-Gln is a
segment of oxytocin (see above) and can
be designated as oxytocin-(2–4)-tripeptide.

4
Synthesis

Peptides can be synthesized either in
solution, which is the classical approach,
or by solid-phase methods. With the
exception of specialized applications in
which solution phase chemistry is used
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because it is easier, less expensive, or the
necessary chemistry is not amenable to the
solid-phase method, most peptides made
for research purposes are synthesized
with the solid-phase method that was
introduced by Merrifield in 1963. This
technique, for which he was awarded the
Nobel Prize in Chemistry in 1984, was
primarily responsible for opening the way
to the widespread use of synthetic peptides
in chemical and biomedical investigations.

Solid-phase methods are readily auto-
mated and most solid-phase syntheses
performed today are done with the aid
of machines. A variety of peptide syn-
thesizers are commercially available for
batchwise and continuous flow operations
as well as for the synthesis of multiple
peptides within the same run.

4.1
The Solid-phase Method

The solid-phase approach to peptide syn-
thesis is presented in Fig. 3. Basically, it
consists of anchoring the growing peptide
to an insoluble support or resin. This is
usually accomplished through the use of
a chemical handle that links the support
to the first amino acid at the carboxyl ter-
minus of the peptide. Subsequent amino
acids are then added, one at a time, in a
stepwise manner until the peptide is fully
constructed. The solid-phase method al-
lows excess reagents and soluble reaction
by-products to be easily removed by fil-
tration and washing, thus doing away with
the need to isolate or crystallize the product
after each step.

Synthesis of the growing polypeptide
chain is accomplished by formation of
an amide bond between the free α-
amino group of the receiving amino acid
(anchored to the support) and the activated
α-carboxyl group of the incoming amino

acid (in solution). Note that synthesis
proceeds from the carboxy end to the
amino end. To prevent unwanted side
reactions with reactive amino acid side
chains and self-coupling of the α-carboxyl
group of one incoming amino acid to the α-
amino group of another incoming amino
acid, these groups must be protected at
the appropriate times during synthesis. As
depicted in Fig. 3, the group protecting the
α-amino group of the amino acid being
coupled must ultimately be removed,
after coupling is complete, in order
to accept the next amino acid during
the next cycle. Chemical groups that
allow this are referred to as ‘‘temporary
protecting groups’’. The reactive amino
acid side chains, on the other hand, must
remain permanently protected throughout
the synthesis. Thus, chemical groups
that accomplish this are referred to as
‘‘permanent protecting groups’’. At the
end of the synthesis, the completed peptide
is cleaved from the resin support and the
permanent protecting groups are removed,
usually in a single step process, to yield the
desired peptide product.

4.2
Chemistry

A number of different chemical ap-
proaches for the synthesis of peptides on
solid phase supports have been investi-
gated and are in use today. Generally,
two levels of protecting group stability
are required. The permanent protecting
groups must be such that they are sta-
ble during the repetitive conditions of
removing the temporary protecting groups
from the growing peptide chain. How-
ever, the permanent protecting groups,
as well as the attachment handle holding
the peptide to the support, must ul-
timately be removed under conditions



248 Design and Application of Synthetic Peptides

T

T

T

T R

C

O

X

T

R

RH2N

H2N

HX

P

P

P

P

PP

P

T

T P R

O

C OH

R

P P P

O

C R

Anchoring

Deprotection

Repetitive
cycle

Coupling

Deprotection
and cleavage

X +aa1

aa1

aa1

aan

aan aa1

aan aa3 aa2 aa1

Completed, protected peptide-resin

Free peptide

aan aa3 aa2 aa1

Fig. 3 Stepwise solid-phase synthesis of linear peptides. R, resin or insoluable
polymeric support; T, temporary protecting group; P, permanent protecting group;
X, denotes activated carboxyl group; aa1 . . . aan, amino acid residues numbered
from the C-terminus.

Fig. 4 Common protection schemes for solid-phase peptide synthesis (a) Protection scheme for
solid-phase synthesis based on the Boc group utilizing graded acidolysis. The Boc group is removed
at each step by trifluoracetic acid (TFA). The permanent side chain protecting groups and the PAM
linkage are cleaved simultaneously by hydrofluoric acid (HF) or other strong acid. (b) Mild
orthogonal protection scheme for solid-phase synthesis based on the Fmoc group. The Fmoc group
is removed at each step by the base catalyzed elimination mechanism, usually using piperidine, as
shown. Permanent side chain–protecting groups and the HMP/PAB linkage are cleaved by treatment
with TFA. (Figures are reprinted with permission from Freeman, W. H. and Fields, G. B., et al. in
Grant, G. A. (Ed.) (2002) Synthetic Peptides: A User’s Guide, 2nd edition, Oxford University Press,
Oxford, New York).
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that do not harm the underlying pep-
tide structure. Two general methods have
emerged as the most common and are
depicted in Fig. 4. They are referred to
as either ‘‘Boc’’, which uses the tert-
butyloxycarbonyl group, or ‘‘Fmoc’’, which
uses the 9-fluorenylmethyloxycarbonyl
group for temporary α-amino protection.
Today, the Fmoc chemistry is probably
used more often than the Boc chemistry
largely because the permanent protect-
ing groups and the resin handle can be
removed under milder conditions with
reagents that do not present as much of
a potential hazard as those used for Boc
chemistry. However, the Boc chemistry re-
mains a vital and useful chemistry that is
still used by many peptide chemists.

A wide variety of permanent protecting
groups are available for these two general
approaches and a few of them are depicted
in Fig. 4 and Table 2. The Boc strategy
relies on graded acidolysis to selectively
differentiate between temporary and per-
manent protection. Temporary protecting
groups are removed by treatment with
trifluoroacetic acid while cleavage from
the resin and removal of permanent pro-
tecting groups is usually accomplished
with anhydrous hydrofluoric acid or other
strong acid. The Fmoc strategy is a milder
orthogonal approach in that the two classes
of protecting groups are removed by dif-
ferent chemical mechanisms such that
either class can be removed while pre-
serving the other class. The temporary
Fmoc group is removed by a base-catalyzed
β-elimination mechanism, usually em-
ploying piperidine. Removal of permanent
protecting groups as well as cleavage from
the support is accomplished by acidolysis,
usually with trifluoroacetic acid.

Formation of the peptide bond between
the carboxyl group of the incoming
amino acid and the amino group on the

peptide-resin requires that the carboxyl
group be activated chemically. There are
currently four major coupling strategies
that utilize either active esters, preformed
symmetrical anhydrides, acid halides, or
generation of the activated acid in situ with
a variety of different reagents.

Peptides modified at the α-amino group
can be easily produced by treatment with
an acylating agent, such as acetic anhy-
dride, prior to removal of the permanent
protecting groups. Resins are also available
for both Boc and Fmoc strategies that will
directly yield peptides with either a free
acid or an amide function at the carboxy-
terminus.

In some instances, larger peptides
have been formed from smaller ones by
the use of segment condensation and
chemoselective ligation techniques. In
either case, two or more smaller peptides
are synthesized in such a way that they can
subsequently be linked together to form a
large peptide. However, these procedures
are not common and are still relatively
difficult to perform.

5
Evaluation

Although the synthesis of any given
peptide is often considered routine and
can be performed with standard protocols
on automated instruments, the chemistry
used to produce synthetic peptides is
complex and can be influenced by a
number of factors that cannot always be
foreseen or controlled. As a result, one
must never assume that the final product
is correct until it is proven to be so.

Homogeneity of the product and cor-
rect covalent structure are the two main
aims in the production of synthetic pep-
tides. The initial product obtained from the
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stepwise solid-phase peptide synthesis will
contain a variety of by-products in addi-
tion to the desired peptide. These products
usually consist of deletion sequences gen-
erated during synthesis, and chemically
modified peptides generated either during
synthesis or during the cleavage and de-
protection step. A successful synthesis is
one in which these products are minimal
and the intended peptide is present in suf-
ficient yield to allow its purification from
the mixture. Today, virtually all peptide
purifications can be accomplished by high-
pressure liquid chromatography (HPLC)
using either reverse-phase or ion-exchange
columns.

A common problem encountered in pep-
tide synthesis is the production of deletion
sequences. These come about as a result of
either incomplete coupling or incomplete
deprotection at any given cycle. Incomplete
coupling of the incoming amino acid
leaves a free α-amino group on the peptide
chain that will persist into the next cy-
cle and be able to couple with the next
incoming residue. Incomplete deprotec-
tion results in the retention of a protected
α-amino group that can subsequently be
deprotected in the next cycle and thus be
able to receive the incoming amino acid
at that cycle. Both cases result in a fin-
ished peptide that is missing one amino
acid residue. Deletion sequences due to in-
complete coupling are probably the most
common and the easiest to manage. The
elongation of deletion peptides due to in-
complete coupling can be halted by the
use of a capping step. Capping simply
refers to the reaction of the free α-amino
group remaining at the end of a coupling
step with a reagent such as acetic anhy-
dride that derivatizes the α-amino group
in such a way that it can no longer be elon-
gated during subsequent cycles. Although
capped peptides represent contaminants

that will have to be removed from the fi-
nal product, they are generally easier to
separate from the full-length product than
are deletion peptides, which may differ
from the full-length product by only one
amino acid.

Unwanted chemically modified peptides
result either from incomplete deprotection
of the side chains or from random adducts
formed at some point during synthesis
or cleavage and deprotection. As long as
they do not represent an overwhelming
proportion of the total product, they can
usually be separated from the desired
product without the need to identify their
structure. When unwanted side-products
show up as major species, either the
chemical protocol or instrument operation
needs to be checked and modified. In
this regard, it is important to note that
the isolation of a single major product
from a synthesis does not guarantee
that it is the intended product. Facile
modifications are not uncommon and
there are many instances in which the
wrong peptide was isolated and used in
experimentation because its structure was
not verified.

There are numerous analytical tech-
niques available for the evaluation of
synthetic peptides. The techniques that
have been commonly used include analyti-
cal high performance liquid chromatogra-
phy (HPLC), capillary zone electrophoresis
(CZE), amino acid compositional analysis,
UV spectroscopy, sequence analysis, and
mass spectrometry.

Today, mass spectrometry is most often
used as the primary means of character-
izing synthetic peptides. Efficient char-
acterization of synthetic peptides is best
obtained by a combination of analytical
reverse-phase HPLC and mass spectrom-
etry. Analytical reverse-phase HPLC pro-
vides evidence for the homogeneity of
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the peptide product by presenting a pic-
ture of the number of peptide species
present based on their chromatographic
elution characteristics. Multiple peaks in-
dicate heterogeneity and the area under
the peaks is an indication of the relative
amounts in each peak. Note, however,
that a single main peak suggests rela-
tive homogeneity but does not exclude
the possibility of comigrating species.
Both electrospray ionization mass spec-
trometry (ESMS) and matrix-assisted laser
desorption ionization mass spectrometry
(MALDI-MS) can be used for the accu-
rate determination of peptide mass. The
position of modifications and deletions,
if present, can be identified by sequenc-
ing with either chemical methods (Edman
chemistry) or tandem mass spectrome-
try. In this respect, sequencing is most
easily accomplished by collision-induced
decomposition on ion-trap or tandem in-
struments such as Quadrupole-Time of
Flight (Q-TOF) instruments. Amino acid
analysis is the best technique for the
quantitation of the product. It specifi-
cally measures the amount of amino acids
present and is accurate to within ±5
to 10%. Gravimetric techniques will also
measure the amount of salt and adsorbed
water present in the peptide preparation.
This can be substantial, up to 50% of the
total, thus causing as much as a twofold
error.

6
Applications and Perspectives

Peptides have become an important class
of molecules in biomedical research and
medicinal chemistry. Already a number
of synthetic hormones or their analogs
have found use as therapeutic agents. Syn-
thetic peptides show great potential in

being effective in regulating such phys-
iological processes as blood pressure,
neurotransmission, reproduction, and en-
docrine functions, to name a few. Synthetic
peptide substrates for enzymes such as
proteases, kinases, and phosphatases have
been used successfully to study enzyme
kinetics and mechanism and develop ef-
fective inhibitors. Synthetic peptides are
seeing great success as antigens for the
preparation of polyclonal and monoclonal
antisera and offer the potential for more
effective vaccines. The process of de novo
drug discovery is enhanced through the
development of peptide libraries. Epitope
mapping of proteins with synthetic pep-
tides has identified regions important
for biological activity. Synthetic peptides
have been instrumental in receptor lo-
calization, characterization, and isolation.
Finally, even whole enzymes have been
produced by synthetic methods. A com-
prehensive discussion of the many and
diverse uses for synthetic polypeptides is
obviously beyond the scope of this article.
Therefore, the following sections attempt
to briefly present some of the more recent
and interesting applications in the field.

6.1
Antigenic and Immunogenic Uses and
Vaccines

The ability of synthetic peptides to im-
munologically mimic regions of whole
proteins has resulted in their extensive
use as antigens and probes of protein epi-
topes. Antibodies that are raised against
a native protein bind to relatively small
areas on the surface of that protein and
can often recognize and bind to the same
antigenic sequence in the absence of the
rest of the protein. Thus, highly antigenic
sequences or epitopes can be mapped in
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proteins by synthesizing overlapping pep-
tides, spanning the full sequence of the
protein and testing them for binding of
the antibody.

Many gene products have been identi-
fied and isolated by prediction of antigenic
regions in the sequence of a protein that
was initially deduced from a gene se-
quence. Synthetic peptides corresponding
to these predicted antigenic regions are
used to produce antibodies that in turn are
used to specifically interact with the intact
protein product for identification and iso-
lation. Although this approach has proven
very successful, the main problem in its
implementation is the prediction of the
protein’s antigenic sequences. Although
there is no guarantee of success, certain
general guidelines for choosing surface
epitopes have been described. First, use
of a hydropathy profile locates areas that
are more hydrophilic. This is based on
the assumption that the surface of a pro-
tein is exposed to solvent and will thus
be hydrophilic in nature. If you only have
a short section to work with, choose ar-
eas that are charged or polar. In general,
the immediate amino and carboxyl ends
of a protein may tend to be more sol-
vent accessible than the interior sequence.
These regions may be better candidates if
you have no other criteria. Secondly, since
short stretches of sequence in proteins
do not have exposed termini that can be-
come charged, synthesize the peptide with
α-amino and α-carboxyl blocking groups
such as N-terminal acetyl groups and C-
terminal amide groups. Keep in mind that
the peptide must be sufficiently polar to be
soluble in aqueous solution. Peptides of 10
to 15 residues are usually adequate for the
production of antibodies, and including a
cysteine residue at either end can be help-
ful for cross-linking to carrier proteins via
heterobifunctional cross-linking reagents

(see Fig. 5). The use of a carrier protein is
usually necessary because small peptides,
in general, are not sufficiently antigenic
to produce an immune response on their
own. This is because they generally lack
T-cell epitopes that can be provided by
the carrier. Antibodies are produced by B-
cells that recognize or respond to certain
epitopes. T-cells also recognize epitopes,
but these epitopes are different from those
recognized by B-cells. In the presence of T-
cell epitopes or antigens, T-cells stimulate
B-cells to boost their antibody production.
Thus, to produce a good antisera, both B-
and T-cell epitopes should be present.

In addition to linking polypeptide anti-
gens to carrier proteins, two purely syn-
thetic approaches have also been shown
to be successful in producing antisera
(Fig. 5). One approach, using the concept
of a template-assembled synthetic pro-
tein (TASP) involves synthesizing both B-
and T-cell peptide epitopes as branches
on a β-sheet peptide backbone template.
Another approach, known as the multi-
ple antigen peptide system (MAPS), uses
a peptide core of radially branching ly-
sine residues covalently connected to a
conventional solid support for peptide
synthesis. Peptide antigen sequences are
built on the α- and ε-amino groups of
the terminal multiple lysine residues. The
resultant structure consists of multiple,
tightly packed peptide antigen sequences
on a single structure. Although no ap-
parent T-cell epitopes are present, MAPS
antigens have been shown to produce a
strong immunogenic response that results
in high titer antisera for the peptide
antigen. This is thought to be due to
the local high concentration of peptide
presented.

One very exciting area that is based
on the use of synthetic peptides as anti-
gens is in the development of vaccines.
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Fig. 5 Methods for the use of synthetic peptides as antigens to produce high titer
antisera. (a) a synthetic peptide/carrier protein conjugate using the heterobifunctional
cross-linking reagent m-maleimidobenzoyl-N-hydroxysuccinimide ester (MBS, in
brackets). (b) multiple antigenic-peptide system with peptide antigen linked to a
polylysine core. (c) incorporation of both T- and B-cell peptide epitopes on a β-sheet
peptide template.

Synthetic peptide-based vaccines are ac-
tively being pursued as potential antiviral,
antibacterial, and antiparasitic agents for
such diseases as foot-and-mouth disease,
poliovirus, hepatitis B, influenza, HIV, fe-
line leukemia virus, malaria, diphtheria,
and cholera to name a few. Prevention
of some carcinomas, such as melanoma,
is also being explored by this technique
on the basis of segments of melanoma
cell specific proteins that are presented

antigenically to the host’s immune system.
These vaccines are based on the obser-
vations that viruses and microorganisms
present major, protein-derived antigenic
determinants on their surfaces, that many
bacterial diseases stem from protein or
peptide toxins secreted by the bacteria,
and that cancer cells express antigens that
are recognized as foreign to the host. If
effective antisera can be raised against
these regions, they have the potential to
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neutralize the virus or toxic agent. Ma-
jor impediments to developing effective
peptide-based vaccines are the inability
to definitively recognize the proper de-
terminants to be used as a basis for the
synthetic peptide antigen and the prob-
lem of serological diversity. With viruses,
for example, selecting peptides that will
be effective as vaccines is more difficult
than just developing antibodies that will
react with viruses. Virus particles possess
a large number of different epitopes, but
not all will produce antibodies that will
neutralize virus infectivity. Even when a
major neutralizing epitope is identified,
diversity within that epitope can be a ma-
jor problem. For instance, foot-and-mouth
disease virus has as many as seven differ-
ent serotypes throughout the world, and
vaccination with one does not necessarily
protect against the others. This is exacer-
bated by the fact that variation can exist
within each serotype; many viruses dis-
play a much larger number of serotypes,
and some display the ability to mutate
fairly rapidly. However, if invariant re-
gions can be found among the various
subtypes, the number of synthetic peptide-
based vaccines needed to protect against
the agent can be reduced and vaccine de-
velopment becomes feasible. The prospect
of developing vaccines from synthetic pep-
tides has the distinct advantages that the
antigen is chemically well defined, rela-
tively stable, and is free from possible
biological contamination that can be a
major problem with vaccines from bio-
logical sources.

6.2
Antisense Peptides

The area of antisense peptides is very
new and still the subject of controversy
that stems mainly from the fact that the

experimental observations have not yet
been adequately explained theoretically.

An antisense peptide is a peptide whose
sequence is deduced from the nucleotide
sequence that is complementary to the
nucleotide sequence which codes for a
naturally occurring peptide. In general,
although it has not been shown to
be the case in all instances, antisense
peptides have shown selectivity in binding
to their sense counterparts and have
displayed unusual or surprising biological
activity.

The basis for the unusual interaction
between sense and antisense peptides ap-
pears to stem from the genetic code. In
general, the codons for hydrophobic or hy-
drophilic amino acids on the coding strand
of DNA are complemented by codons for
hydrophilic or hydrophobic amino acids,
respectively, on the opposite strand. Fur-
thermore, reading of the complementary
DNA strand in either direction displays
the same pattern of hydrophobicity in the
resultant amino acid sequence since the
middle base of the codon seems to spec-
ify the hydropathic nature of the amino
acid.

One of the most stunning successes in
the use of antisense peptides is the demon-
stration that antibodies raised against an
antisense peptide of adrenocorticotropin
hormone (ACTH) were successful in rec-
ognizing and purifying the ACTH recep-
tor. In other words, the antibodies, acting
like an image of an image, interacted with
the receptor in a manner similar to ACTH.
Although many other similar successes
have been reported, it is important to note
that many failures have also been seen.
Thus, the exact nature of the interaction is
not well understood but the area of anti-
sense peptides continues to be an exciting
and growing field.
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6.3
Peptide Libraries

The process of developing new synthetic
peptides that are useful for diagnostic
or therapeutic purposes usually involves
the costly and time-consuming process of
synthesizing hundreds of peptide analogs
based on the structure of an original active
peptide. In spite of recent advances that
have improved this process, the task of
screening all possible combinations of
even short peptides has been impractical.
For instance, there are 64 000 000 possible
hexapeptides (206) for all combinations
of the 20 naturally occurring protein
amino acids.

Recently, the development of synthetic
peptide libraries has greatly aided this task.
Basically, the libraries are generated by
synthesis of a mixture of a large num-
ber of peptides of defined length in which
each position, or a defined number of posi-
tions, contains a random mixture of amino
acids. These heterogeneous mixtures are
then screened with some appropriate as-
say system, and the reactive sequences are
isolated and determined. Several different
methods for the generation and screen-
ing of synthetic peptide libraries have
been described.

6.4
Other Applications

One approach to identifying, locating, and
isolating receptors to polypeptide ligands
such as peptide hormones and opioids
is to establish chemical cross-links be-
tween the peptide ligand and the receptor
subsequent to their binding. An ever-
increasing number of heterobifunctional
cross-linking reagents, many with pho-
toactivatable reactive groups for in situ
activation, are being developed for this

purpose which can be attached to the bi-
ologically active peptides at a variety of
locations. Once attached to the peptide,
these reagents are capable of producing
covalent cross-links between the peptide
and the receptor. If the synthetic peptide
is labeled, the label can be followed in
isolating the receptor and identifying the
area of contact in the peptide – the recep-
tor complex.

Peptide nucleic acids are compounds
that are synthesized with a peptide-
like backbone with DNA- and RNA-
derived bases as side chains (X). These
polyamide oligomers appear to be capable
of invading the duplex strand of DNA
at specific locations determined by the
identity of the bases, causing displacement
of one strand, and disrupting transcription
elongation of that stretch of DNA. As
such, they display potential as antisense
and antigene agents that may be superior
to some phosphodiester backbone-based
antisense agents with regard to stability
and bioefficacy.

The use of peptidomimetics is a rela-
tively new but growing area related to the
field of synthetic polypeptides. Although
the mimetic structure is often not strictly a
peptide because it may completely lack
peptide bonds, the structure is based
on that of a peptide. Since the three-
dimensional shape of a peptide determines
how it will interact with its biological target,
producing specific stable conformations
in synthetic peptides is one of the most
challenging areas in the design of bio-
logically active peptides. In general, small
peptides tend not to exhibit stable or even
preferred conformations in solution. The
general idea with peptidomimetics is to
synthesize a compound that mimics some
structural or conformational property that
a peptide might assume biologically or
that mimics some stable, relatively rigid
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structure found in proteins, such as β-
or γ -turns. The approach in synthesizing
peptidomimetics is usually to replace part
or all of the normal peptide structure with
nonpeptidelike chemical structure so that
the resulting conformation is stabilized
and mimics the original peptide in space.
The final mimic often has very little chemi-
cal resemblance to the peptide, but displays
stable three-dimensional elements of con-
formation which is similar to that assumed
by the peptide. Some approaches that have
been taken in this regard have been to re-
place peptide bonds with rigid structures
that maintain bond distance and side chain
orientation or introduction of intramolec-
ular cross-links to stabilize turns or side
chain positions.

The area of peptidomimetics has been
very actively pursued in rational drug
design and pharmaceuticals. Although
success has been limited owing to the
difficulty in accurately mimicking the
exact active biological conformation, some
advances have been made and will no
doubt continue since peptidomimetics
have many potential applications. One
successful example is the design of
a tricyclic, conformationally constrained
lactam that is among the most potent
angiotensin converting enzyme (ACE)
inhibitors known.

Finally, whole, biologically active pro-
teins have been produced by purely syn-
thetic methods. One striking example of
this is the complete chemical synthesis
of the human immunodeficiency virus-1
(HIV-1) protease that possesses full bio-
logical activity. Even more striking is the
demonstration that the HIV-1 protease
synthesized from all D-amino acids dis-
plays specificity for substrates with oppo-
site chirality to the natural substrate.

The above sections only touch on
some of the diverse and potentially very

useful applications of synthetic peptides.
From what has been accomplished with
synthetic polypeptides already, it seems
clear that they will continue to play
an increasingly larger role in biomedical
research and in the treatment of human,
animal, and plant disease.

See also Bioorganic Chemistry;
Combinatorial Phage Antibody Li-
braries; Medicinal Chemistry.
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Cell Cycle
A series of phases, designated G1, S, G2, and M, that a cell sequentially passes through
between the time it is formed by cell division and the time it itself divides.

Chalones
Proposed soluble factors produced locally by an organ as it develops that act to limit
further growth of that organ once it reaches its appropriate size.

Clone
Generally, a population of cells derived from a single cell by mitosis.

Embryonic Induction
A developmental phenomenon wherein one part of the embryo determines the fate of
another part of the embryo.

Embryonic Stem (ES) Cells
Stem cells derived from the embryo.

Growth Factors
Extracellular polypeptide signal molecules that can stimulate a cell to grow or
proliferate.

Intracellular Signal Transduction
Cascades of chemical reactions used by cells to convey information from the cell
surface to the interior of the cell (e.g. the nucleus) where the information is acted upon;
the cell makes use of intracellular signal transduction pathways.

Organogenesis
Organ formation.
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Pluripotent Cell
A cell that is capable of giving rise to several of the cell types of an organism.

Receptors
Proteins that bind other molecules or ions, and, as a result of the binding, influence
cellular activity.

Reproductive Cloning
Cloning for reproductive purposes; that is, producing new organisms that are
genetically identical to the donor of the nuclear material.

Stem Cell
A cell that undergoes mitotic cell division to give rise to the same type of cell; at some
point, stem cells leave the pool of mitotically dividing cells to begin a process of cell
differentiation.

Therapeutic Cloning
Transferring nuclear material from a donor somatic cell into an enucleated egg cell and
harvesting embryonic stem cells (ESCs) from the resulting blastocyst.

Transcription Factors
Proteins that attach to DNA at a gene regulatory site and by so doing influence the rate
of transcription of a specific gene.

� Developmental cell biology is that part of biology concerned with the consequences
of what cells do in the context of developing organisms. Developmental biologists
are concerned with events before fertilization, for example, gametogenesis, and after
birth (or its equivalent in nonmammalian species), for example, metamorphosis and
regeneration. The range of species in the purview of the developmental biologist
covers, essentially, the entire living world – animals, plants, protists, fungi, and
even prokaryotes. Using the human example, cell proliferation is required to
create the trillions of cells of which we are composed; cell differentiation provides
the more than 200 different kinds of cells identified so far in the human body,
and morphogenesis shapes the body form characteristic of the human species.
Our understanding of the molecular and cellular mechanisms that underlie these
phenomena has been progressing at an ever-increasing rate, a testimonial to the
army of cell and developmental biologists at work across the planet. Understanding
the regulation of the cell cycle, apoptosis, cell differentiation, cell signaling, cell signal
transduction, and cell movement, to mention a few such phenomena; understanding
the integration of their underlying molecular and cellular mechanisms; and
understanding the developmental consequences of their operation, makes the early
twenty-first century an exciting time to be a developmental cell biologist. It is also
a hopeful time for those people suffering the ravages of dreadful diseases, such as
cancer, and for those people awaiting the promise of regenerative medicine.
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1
Historical Perspective

Recently, we have been reminded that
cell biology involves investigation of the
molecular basis of how cells work, whereas
developmental biology is often concerned
with understanding how processes are
integrated to make the organism. Fur-
thermore, even though the boundaries be-
tween cell and developmental biology are
once again beginning to blur, differences
still exist between cell and developmen-
tal biology and we have not returned to a
situation in which cell and developmental
biology completely overlap.

1.1
Origins of Cell Biology

The credit for the Cell Theory, of the
early nineteenth century (1838/1839), is
given to Schwann and Schleiden. Accord-
ing to Churchill, Matthias Schwann’s cell
theory was, above all else, an embryolog-
ical theory of the fine structure of the
body; normal differentiation of tissues and
organs followed a normal Entwicklungs-
geschichte (developmental history) of the
constituent cells; abnormal growths and
neoplasias followed an abnormal cellular
Entwicklunsgeschichte. It was no accident
that both Schwann and Müller (Johannes
Müller, German physiologist and com-
parative anatomist) quickly saw the im-
plications of the cell theory for human
pathology. During the middle of the same
century, Rudolph Virchow laid the foun-
dation for cellular pathology, replacing
humoral pathology, which for centuries
was purported to explain disease states.
During the last quarter of the nineteenth
century, the fundamental details of mitosis
and meiosis at the light microscope level
were accumulated.

1.2
Origins of Developmental Biology

The nineteenth century also saw the laying
of the foundations of descriptive and
comparative embryology, and the end of
the same century provided the beginnings
of experimental embryology.

Karl Ernst von Baer (1792–1876), an
Estonian naturalist and pioneer embryolo-
gist, is considered by some to be the father
of modern embryology. He first described
the mammalian egg (1827), and, with his
microscope, he could see that the mam-
malian egg was an undifferentiated mass
containing no preformed creature. He be-
lieved that the mature egg, or the early
developing embryo, possesses certain def-
inite areas having different qualities, each
of which contributes to the formation of
a particular structure or several structures
(1828, 1837). Von Baer became the first to
trace the egg to the embryo.

In 1828, he published the Epistle, in
which he originally set forth his discovery
of the ovum and Uber Entwickelungs-
geschichte der Tiere (Developmental History
of Animals), which became a standard text
of embryology. Four major advances in
embryology were included in this book:
(1) the discovery of the mammalian ovum,
(2) the germ-layer theory, (3) the law of
corresponding stages in the development
of the embryo, and (4) the discovery of
the notochord.

Also regarded as the father of com-
parative embryology, he was the first to
make embryology truly comparative. To-
gether with Pander (Christian Pander,
Russian zoologist, regarded as a founder
of the science of embryology), he for-
mulated the germ layer concept as a
structural fact for vertebrate embryol-
ogy. Karl Ernst von Baer’s Development
of Animals (Entwickelungsgeschichte der
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Tiere – Beobachtung und Reflexion) added
the final stroke against the preformation
doctrine; he showed differentiation to be
a progressive process. Von Baer enriched
embryology in three directions: (1) he set
a higher standard for all work in embryol-
ogy and lifted the science to a higher level,
(2) he established the germ layer theory,
and (3) he made embryology comparative.
For a long time after von Baer, the aim of
embryologists was to trace the history of
the germ layers.

According to Hickman, the very tiny
ova of mammals escaped de Graaf ’s (Reg-
nier de Graaf, seventeenth-century Dutch
embryologist, after whom the Graafian fol-
licle is named) eyes, but von Baer brought
mammalian reproduction in line with that
of other animals by detecting the ova and
their true relationship to the follicles. One
of the first achievements of the greatest
embryologist of all time was this impor-
tant discovery.

Again, according to Hickman, von Baer
developed the biogenetic law, which states
that the embryos of higher and lower forms
tend to resemble each other more closely
the further one goes back in their develop-
ment. In comparing corresponding stages
in the development of different kinds of
embryos, von Baer advanced four proposi-
tions, which together became incorporated
in the biogenetic law: (1) in development,
general characters appear before special
characters, (2) from the more general char-
acters are developed the less general and
finally the special, (3) in the course of
development, an animal of one species di-
verges continuously from that of another,
and (4) a higher animal during develop-
ment passes through stages that resemble
stages in the development of lower animals.
This is a conservative and sounder con-
ception of the biogenetic law than that
of Ernst Haeckel (German embryologist),

because von Baer did not maintain that
the embryos of higher forms resemble the
adults of lower organisms. Von Baer did
not relate these observations to evolution;
Haeckel (1834–1919) made the connec-
tion and popularized the phrase ‘‘ontogeny
recapitulates phylogeny.’’

Wilhelm Roux (1850–1924), a German
embryologist and a student of Haeckel, is
considered to be a pioneer in (and by some,
the founder of) experimental embryology.

Roux visualized a complex machine al-
ready functional in the fertilized egg,
which suggested preformation. To be
transmitted from cell to cell, Roux rea-
soned, the machine must in some way
break down into its component parts dur-
ing the process of cell division so that the
parts can be transmitted to another cell,
and reassemble there in some way and
again become functional.

On the basis of his experimental ev-
idence, of rotating eggs in their gravi-
tational field and finding that the eggs
develop normally, Roux concluded that
eggs are self-differentiating rather than
being driven by external conditions. By
1885, Roux was generating a general
theory about the causes of embryonic
development based on his idea of self-
differentiation. He suggested that the nu-
cleus holds all of the qualities for individual
formation offering a theory of qualitative
cell division, that is, each division actually
separates off differential nuclear materials
into different daughter cells; he said, the
process is like producing a mosaic.

In the early 1890s, E. B. Wilson worked
with the German embryologist Hans Dri-
esch at the Zoological Station in Naples.
Wilson, Driesch, and others did not grav-
itate toward Roux’s emphasis on nuclear
division to explain development; rather,
they continued to look at the internal
structure and the patterns of cell division
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for clues to the causes of embryonic
differentiation. Wilson (1904) carried out
isolation experiments with Patella coerulea,
a mollusc, and found that the blastomeres
possess within themselves all the factors
that determine (1) the form and rhythm
of cleavage and (2) the differentiation that
they undergo, wholly independent of their
relationship to the remainder of the em-
bryo. He also carried out experiments
(1904) where he removed polar lobes from
Dentalium, a mollusc, and determined that
its mosaic development was based on the
segregation of specific morphogenetic de-
terminants into specific blastomeres; for
example, Wilson concluded that the polar
lobe cytoplasm contained the mesodermal
determinants. August Weismann came to
conclusions similar to those of Roux, but
went on to offer a larger theory of de-
velopment. Weismann’s theory was based
on the assumption that physical hereditary
units exist within the nucleus and he pos-
tulated a mechanism for the separation of
those units.

Roux’s famous experiments, the so-
called half-embryo experiments (1888),
which seemed to demonstrate preforma-
tion, were carried out by killing, with a
hot needle, one of the two blastomeres
of a frog embryo; only one half of an
embryo developed and Roux concluded
that determination had already occurred
in the two-cell stage. He recognized that
his view was the leading alternative to
Eduard Pflüger’s (German physiologist
1829–1910) hypothesis that external con-
ditions cause differentiation.

The goal of Hans Driesch (1867–1941)
was to reduce embryology to the laws
of physics and mathematics. He carried
out isolation experiments (1892) with sea
urchin embryos; he isolated blastomeres
from the 2-cell, 4-cell, and 8-cell stages and
found that individual isolated blastomeres

developed into complete larvae; this result
was not expected from the early experi-
mental work of Roux.

Roux inaugurated (1894) the physio-
logical approach to embryology (Entwick-
lungsmechanik, developmental mechan-
ics). He insisted that embryology would no
longer be the servant of evolutionary stud-
ies, but, rather, embryology would assume
its role as an independent experimental
science. He believed that many of the con-
clusions drawn from the investigation of
ontogeny (development) would throw light
on the phylogenetic (evolutionary) process.
Roux implied that he considered experi-
mentation the only legitimate method for
biological science. He founded his own
new journal, Wilhelm Roux’s Archiv für En-
twicklungsmechanik der Organismen (Roux’s
Archives of Developmental Biology), in which
he was noted for exercising a heavy edito-
rial hand. Roux himself, in 1881 had, in Der
Kampf der Theile, expressed the idea of mu-
tual interaction between embryonic parts.

Hans Spemann (1869–1941), a German
zoologist was the 1935 recipient of a
Nobel Prize in Physiology or Medicine
for his discovery of the organizer effect
in embryonic development. He wrote
the classic book, Embryonic Development
and Induction (1938). According to Saha,
although Spemann was not the first
scientist to introduce the concept of
induction into embryological thought, he,
in the course of his lens induction studies,
popularized and refined the concept,
rendering it as one that might serve
as a unifying principle for vertebrate
development.

1.3
Relationship between Cell and
Developmental Biology

Albrecht von Koelliker (1817–1905) traced
the origin of tissues from the segmenting
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ovum through the developing embryo.
He encompassed the whole field of
embryology and published, in 1861 and
again in 1876, a general treatise on
vertebrate embryology of high merit. He
is said to have done more to establish the
cell theory than anyone else; he was one
of the first to recognize the ovum as a
cell (1840, doctoral thesis) and the first to
point out that spermatozoa were cells. He
earned his doctorate with work that traced
the development of spermatozoa from
stem cells to their release from the testes
(1841). His Entwicklungsgeschichte was the
first book on comparative embryology; it
was he who first applied the cell theory
to embryology.

The German biologist, August Weis-
mann (1834–1914), one of the great syn-
thesizers of biology, in 1887, recognized
that the doubling of the chromosome
number that occurs in fertilization would
lead to unmanageable numbers of chro-
mosomes unless a means was at hand
to counteract this buildup (meiosis, of
course, is that process). He proposed the
first testable alternative to Darwin’s the-
ory of pangenesis. In 1883, Weismann
proposed the germplasm theory, which
maintained that different nuclear deter-
minants entered different cells, and only
in the nuclei of germ cells were all types
of determinants retained. His hypothesis
proposed continuity of the germplasm, di-
versity of the somatoplasm, and that the
germ line was totally independent of the
somatic cells. E. B. Wilson claimed that
his classic textbook grew out of Weis-
mann’s hypothesis.

Thus, by the dawn of the twentieth
century, although not generally referred
to as such at the time, cell biology and
developmental biology were burgeoning
disciplines of biology.

Early in the twentieth century, Ed-
mund Beecher Wilson (1856–1939), an
American zoologist, specializing in cy-
tology and embryology, wrote The Cell
in Development and Heredity, 3rd edition
(1925). This book is correctly considered
to be a classic in, at least, the fields of
cytology (cell biology) and embryology (de-
velopmental biology). Testimonial to the
classic nature of Wilson’s book is the ob-
servation that it is still referenced early in
the twenty-first century.

According to Gilbert, the experiments
of Spemann and his students framed the
questions that experimental embryologists
asked for most of the twentieth century,
and, further, the discoveries associated
with these inductive processes have pro-
vided some of the most exciting moments
in contemporary science.

In the editorial of the article, Where
Cell Biology and Developmental Biology
Meet, in the inaugural issue of the jour-
nal, Developmental Cell, 1 (1): 1, Siegel and
Sweet propose that it really does seem
as though we are beginning to under-
stand how cells function, both individually
and as part of multicellular organisms,
and that there is growing interaction and
overlap between cell biology and develop-
mental biology.

The commentary by Dawes–Hoang and
Wieschaus in the same issue of this jour-
nal (2001) suggests that the development
of tissue culture techniques, initiated by
Ross Harrison in 1910, enabled biolo-
gists to study cells in vitro, and that this
further separated cytology from embry-
ology and has remained an important
difference between them. They further
propose that, with a shift in interest from
the structural composition of cells to the
processes taking place within them and
the molecular function of the compo-
nents involved, cytology grew into the
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field of cell biology; and with the suc-
cess of genetic and molecular approaches
coupled with a focus on the concepts
of induction, patterning, and gene ex-
pression, embryology expanded into the
intellectual discipline of developmental bi-
ology. They further propose that in areas
where cell and developmental biology are
successfully interfacing (e.g. the growth
cone and signal transduction pathways),
developmental biology is becoming in-
creasingly more defined and molecular
and cell biology has expanded to incor-
porate broader aspects of function for the
proteins of interest.

Edward B. Lewis (USA) and Christiane
Nüsslein-Volhard (Germany), and Eric
Wieschaus (USA) were corecipients of
the 1995 Nobel Prize for Physiology or
Medicine for the discovery of genes that
control the early stages of the body’s
development.

During the second half of the twen-
tieth century, the merging of cell and
developmental biology was reflected in the
titles of books and journals (e.g. Annual
Review of Cell Biology became Annual Re-
view of Cell and Developmental Biology, In
Vitro became In Vitro Cell and Develop-
mental Biology), and, in 2001, Cell Press
established a new journal, Developmen-
tal Cell.

Just as one endeavored to explain cellular
phenomena at the molecular level, during
the twentieth century it became increas-
ingly clear that development needed to be
explained at the cellular level, including
not only intracellular signal transduction
but also cell–cell communication and
cell–extracellular matrix (ECM) interac-
tion. Attempts to explain the mechanisms
and control of cell proliferation, cytodif-
ferentiation, embryo patterning, and mor-
phogenesis necessitated molecular under-
standing.

2
Cell Activities Underlying Development

2.1
Intracellular Signal Transduction

Developmentally important cellular activi-
ties include cell division and differential
gene expression; in a multicellular or-
ganism, these cellular activities, including
signals from other cells, are under the
control of the cell’s environment. Al-
though some of these signals, for example
steroid hormones, are nonpolar and are
able to pass through the plasma mem-
brane of the cell, other signals are polar,
for example, the hormone epinephrine,
and attach to receptors in the plasma
membrane. In order to convey infor-
mation carried by the signal from the
cell surface to the interior of the cell
(e.g. the nucleus) where the informa-
tion is acted upon, the cell makes use
of cascades of chemical reactions that
make up intracellular signal transduction
pathways.

2.1.1 Receptors
Receptor proteins are proteins that bind
other molecules or ions and as a result
of the binding, influence cellular activity,
for example, insulin receptors in the cell
surface and progesterone receptors in
the cytoplasm.

Androgen insensitivity syndrome is the
result of a mutation in which XY individ-
uals (chromosomally male) do not make
a functional testosterone receptor. Testicu-
lar feminization is a result of a sex-linked
mutation; tissues that normally respond
to androgens (male hormones, primarily
testosterone) do not and, as a consequence,
affected individuals, although carrying the
XY sex chromosome makeup, are pheno-
typically females.
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EGF or epidermal growth factor recep-
tors are tyrosine kinases and activate the
MAP kinase pathway (an intracellular sig-
nal transduction pathway important in the
control of cell growth and proliferation).

Enzyme-linked receptors are cell sur-
face receptors (e.g. tyrosine kinases, ser-
ine/threonine kinases) found in plasma
membranes, which upon binding their
ligand (e.g. a paracrine factor) acti-
vate enzyme activity. These receptors
are important in developmentally sig-
nificant intracellular signal transduc-
tion pathways.

Ephrin proteins are the main proteins
involved in restriction of neural crest–cell
migration. Eph receptors are cell-surface
receptors used by neural crest cells to
recognize the ephrin proteins; binding
of ephrin proteins activates the tyrosine
kinase domains of the Eph receptors in
neural crest cells; these kinases probably
phosphorylate proteins that interfere with
the actin cytoskeleton which is critical for
cell migration.

The, now archaic, Fertilizin Theory of
Fertilization held that the binding of
fertilizin (from jelly coats of sea urchins)
with antifertilizin (fertilizin receptors on
the heads of sea urchin sperm) was the
basis of species specificity in sea urchin
fertilization.

Toll is a maternal gene in Drosophila that
encodes a receptor protein, which is only
activated in the future ventral region of
the embryo, by a ligand, called the spätzle
fragment, which is only produced in the
ventral perivitelline space. Activation of the
toll receptor generates a signal that causes
a maternal gene product in the adjoining
cytoplasm, the dorsal protein encoded by
the dorsal gene, to enter nearby nuclei; this
dorsal protein is a transcription factor with
a vital role in organizing the dorsoventral
axis of the embryo.

Torso is a maternal gene in Drosophila
that plays a key role in specifying the
structures at the extreme ends of the
anteroposterior axis of the embryo (e.g. the
acron at the anterior end and the telson at
the posterior end). Torso encodes a receptor
protein, which is uniformly distributed
throughout the egg plasma membrane, but
is only activated at the ends of the fertilized
egg because the protein ligand for the
receptor is present there only. The ligand
for the torso protein, which distinguishes
the termini, is synthesized and secreted by
both posterior and anterior follicle cells,
but not by other follicle cells.

Osteoprotegerin or osteoclastogenesis
inhibitory factor is a member of the
TNF receptor superfamily; together with
its ligand, it regulates conversion of a
macrophage stem cell into an osteoclast.

Retinoic acid receptors (RARs) is a group
of transcription factors, active only when
they have bound retinoic acid; the RARs
bind to specific enhancer elements in the
DNA called retinoic acid response elements.
Some of the Hox genes have retinoic
acid response elements in their promoters.
Retinoic acid, a derivative of vitamin A, is a
small-molecule-inducing factor, which can
enter cells freely by diffusion; its receptor
is itself a transcription factor, which
upon binding retinoic acid, translocates
to the nucleus to activate its target
genes. Retinoic acid is a morphogen-
controlling pattern formation in chick and
amphibian limbs; it is also likely to play
a role in posteriorizing the neural tube;
and it has been shown to activate the
expression of more posterior Hox genes.
Homeotic changes are seen when mouse
embryos are exposed to teratogenic doses
of retinoic acid. Human infant anomalies
caused by inadvertent exposure to retinoic
acid include absent or defective ears,
absent or small jaws, cleft palate, aortic
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arch abnormalities, thymic deficiencies,
and abnormalities of the central nervous
system. Inside the developing embryo,
vitamin A and 13-cis-retinoic acid become
isomerized to the developmentally active
forms of retinoic acid, all-trans-retinoic
acid, and 9-cis-retinoic acid.

The nuclear receptor superfamily con-
sists of transcription factors that are
also intracelluar receptors stimulated by
lipophilic ligands including steroids, thy-
roid hormones, and retinoic acid; they
have a hormone-binding domain, a DNA-
binding domain, and a transcription ac-
tivation domain. The receptor is normally
complexed with a heat shock protein called
hsp90 and thereby retained in the cell cy-
toplasm; on binding the hormone, the
hsp90 is displaced, and the factors can
form active dimers that move to the nu-
cleus and bind to target genes. Examples
include the retinoic acid receptors and the
ecdysone receptors.

RU-486 (mifepristone) is a synthetic
steroid that blocks the progesterone re-
ceptor from binding progesterone, which
stops the uterine wall from thickening and
prevents the implantation of a blastocyst;
used as an alternative to surgical abortion.

Downregulation is a reduction in re-
sponsiveness of a cell to a stimulus
following the first exposure: this is often
produced by a reduction in the number
of available receptors expressed on the
surface, which can result from internal-
ization of the ligand–receptor complex or
from decreased expression of the recep-
tor, for example, the cell-surface receptors
for several growth factors are internalized
following the growth factor binding and
are eventually degraded in lysosomes. The
effect of this process is to remove the re-
ceptor–ligand complexes from the plasma
membrane terminating the response of
the cell to growth factor stimulation.

Classically, the concept referred to hor-
mone receptors but contemporary usage
includes other cell-surface receptors.

Upregulation is a process that increases
ligand–receptor interactions due to an
increase in the number of available recep-
tors; for example, EGF-induced upregula-
tion of cyclin D1 protein in NIH 3T3(M17)
fibroblasts.

A morphogen receptor gradient is a
gradient of those molecules that recognize
the morphogen; the expression of the
Brachyury and goosecoid genes has been
correlated with the number of activin
receptors on each cell that binds activin.

2.1.2 Intracellular Signal Transduction
Signal transduction is converting a signal
from one form to another, for example,
converting a cAMP signal to a kinase signal
as an intracellular signal transduction
pathway progresses into the interior of
a cell.

The JAK/STAT signal transduction path-
way is an example of an intracellular signal
transduction pathway that is important in
development. This pathway is extremely
important in the differentiation of blood
cells and in the activation of the casein
gene during milk production. The STAT
pathway is very important in the regulation
of human fetal bone growth.

The phosphoinositol pathway is a com-
mon intracellular signal transduction path-
way. During sea urchin fertilization, when
bindin (a ligand on the surface of the sper-
matozoon) binds to the bindin receptor
on the surface of the egg, a G-protein
is activated. The G-protein, in turn, acti-
vates the enzyme phospholipase C, which
hydrolyzes its substrate, phosphatidylinos-
itol bisphosphate (PIP2) into two products,
diacylglycerol (DAG) and inositol triphos-
phate (IP3). The DAG activates protein ki-
nase C, which in turn, activates a H+/Na+
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exchanger, which by simultaneously trans-
porting H+ out of the egg and Na+ into
the egg, causes alkalinization of the egg’s
cytoplasm. Meanwhile, the IP3 binds to a
receptor on the membrane of the endo-
plasmic reticulum (ER), causing the ER to
release Ca++ into the cytosol of the egg.
Together, alkalinization of the cytoplasm
and elevated Ca++ concentration in the
egg cytoplasm cause activation of the egg.

The RTK (receptor tyrosine kinase) sig-
nal transduction pathway is an intracellu-
lar signal transduction pathway important
in development and was one of the first
pathways to unite various areas of de-
velopmental biology. In migrating neural
crest cells of humans and mice, the RTK
pathway is important in activating the mi-
crophthalmia transcription factor (Mitf) to
produce pigment cells.

Another intracellular signal transduc-
tion pathway important in development
is the Smad signal transduction pathway.
In vertebrates, this pathway appears to be
activated by the TGF-ß superfamily ligand
nodal in those cells responsible for the for-
mation of the mesoderm and for specifying
the left–right axis in vertebrates.

An intracellular signal transduction
pathway used in different cells in different
ways is the Wnt-signal transduction path-
way; additionally, its components can have
more than one function in the cell; it is
involved in segment polarity in Drosophila,
axis formation in Caenorhabditis elegans,
and in axis formation in Xenopus.

The hedgehog signal transduction path-
way is an important pathway in limb and
neural differentiation in vertebrates.

Phytochromes are plant pigments that
transduce photoperiodic signals from the
external environment.

Cross-talk interactions occur between
seemingly independent intracellular signal

transduction pathways, for example, coop-
eration between two pathways resulting in
the formation of the AP-1 transcription fac-
tor, which turns on interleukin 2 transcrip-
tion during lymphocyte differentiation.

Homologous signal transduction path-
ways are composed of homologous pro-
teins arranged in a homologous manner.
Homologous pathways form the basic in-
frastructure of development; however, the
targets of these pathways may differ among
organisms, for example, the dorsal-cactus
pathway used in Drosophila for specifying
dorsal–ventral polarity is also used by the
mammalian immune system to activate
inflammatory proteins. When homolo-
gous developmental pathways are used for
the same function in both protostomes
and deuterostomes, they are said to have
deep homology.

2.1.3 Transcription Factors
A transcription factor is a molecule that
attaches to DNA at a gene regulatory site
and by so doing influences the rate of
transcription of a specific gene; it is a
protein that regulates the transcription of
genes, often, but not exclusively, by bind-
ing to cis-regulatory elements (promot-
ers and enhancers). Transcription factors
come in two general types: basal tran-
scription factors (e.g. TFIID, TFIIA, etc.),
which attach to gene promoters, and cell-
specific transcription factors (e.g. Pax6,
Mitf, etc.), which bind to gene enhancers.
Trans-regulatory factors are usually tran-
scription factors. There are four major
families of transcription factors: home-
odomain, basic helix–loop–helix (bHLH),
basic leucine zipper (bZip), and zinc
finger.

The trans-activating domain of a tran-
scription factor is that domain con-
cerned with activating or suppressing the
gene’s transcription; activation domains
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of transcription factors often contain many
acidic amino acids forming an ‘‘acid blob,’’
which accelerates the formation of the gen-
eral transcription complex.

A trans-regulatory factor is usually a
soluble protein, produced at a gene
distant from the chromosome region that
it affects; they are usually transcription
factors that bind to cis-regulatory elements
(promoters and enhancers).

Transcriptional regulation is regulation
of transcription of RNA from DNA, under
the control of RNA polymerase, transcrip-
tion factors, promoters, and enhancers.
A transcription initiation complex is, col-
lectively, the RNA polymerase and the
associated basal transcription factors that
attach to a gene promoter.

A battery is a group of genes regulated
by the same transcription factor.

Zygotic genes are those genes expressed
by the embryo itself, that is, the embryo’s
genes as opposed to maternal genes ex-
pressed in the embryo. In early Drosophila
development, most of the zygotic genes,
first activated along the anteroposterior
and dorsoventral axes set up by maternal
genes, encode transcription factors, which,
then activate more zygotic genes.

Combinatorial regulation is the control
of gene transcription by two or more
transcription factors; the spatial patterns of
gene expression are often delimited by the
combined action of transcription factors.

Competence is the ability to respond
to an inductive signal or the reactive
state permitting development in response
to a stimulus, as part of an embryo
in response to an inductive signal, or
the responsiveness to the signals that
turn on the relevant combination of
transcription factors.

Specification is the early part of com-
mitment to cell fate, where the fate of
a cell depends on environmental cues,

but is flexible and can still be altered
in response to environmental signals.
Determination is the second part of com-
mitment to cell fate; the fate of a cell has
become cell-intrinsic and is irreversible;
the cell’s commitment to eventually dif-
ferentiate into a specific cell type and
no other (transdifferentiation or metapla-
sia is the transformation of one form of
adult tissue to another, as seen for exam-
ple in Wolffian regeneration). Blastomeres
are determined by cytoplasmic segregation
or by interactions among blastomeres. In
a molecular sense, determination means
that the cells have lost their responsive-
ness, or competence, to the signals that
originally turned on the relevant combina-
tion of transcription factors.

The basic helix–loop–helix (bHLH)
family is one of the four major families of
transcription factors; transcription factors
in this family function in muscle and nerve
specification, for example, MyoD.

The homeodomain family is one of
the four major families of transcription
factors, including the Hox subfamily,
which play an important role in axis
formation, for example, Hoxa-1, Hoxb-
2, and so on. The bicoid protein is a
member of the homeodomain family of
transcriptional activators and activates the
hunchback gene by binding to regulatory
sites within the promoter region.

The hunchback protein acts, in the
Drosophila embryo, as a morphogen for
the next stage of patterning. To establish
a clear anteroposterior gradient of zygotic
hunchback protein, nanoprotein inhibits
translation of posterior maternal hunch-
back mRNA. The hunchback protein, itself
a transcription factor, acts as a morphogen
to which other gap genes respond.

The basic leucine zipper (bZip) tran-
scription factors with a structure similar
to that of bHLH proteins are dimers, each
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of whose subunits contains a basic DNA-
binding domain at the carboxyl end, fol-
lowed closely by an alpha-helix containing
several leucine residues. The two subunits
of the protein interact through leucine-
containing repeat sequences. CCAAT en-
hancer binding protein (C/EBP) is a bZip
protein that can bind to the DNA sequence
CCAAT; it plays a role in adipogenesis
similar to that of bHLH proteins in myoge-
nesis. The bZip family is one of four major
families of transcription factors; transcrip-
tion factors in this family function in liver
differentiation and fat cell specification, for
example, C/EBP, AP1, and so on.

The zinc finger family is one of the
four major families of transcription fac-
tors and includes the nuclear hormone
receptor subfamily; transcription factors in
this family function in secondary sex de-
termination, for example, glucocorticoid
receptor, estrogen receptor, testosterone
receptor, and so on. Zinc finger proteins
constitute a distinct class of transcription
factors in which a DNA-binding polypep-
tide loop or ‘‘finger’’ forms through a
coordination complex of zinc with cys-
teine and histidine residues at the base
of the loop. These transcription factors
make up a large and diverse group of pro-
teins, for example, Krüppel in the early
Drosophila embryo, WT-1 in the kidney,
and Krox20 in the rhombomeres of the
hindbrain.

The Pax genes are a subfamily of home-
obox genes in vertebrates, which contain a
homeobox and another conserved domain
known as paired; these genes encode tran-
scription factors with various functions in
development. Pax6 is a transcription fac-
tor belonging to the homeodomain family,
necessary for mammalian eye, nervous
system, and pancreas development.

During the development of bilaterally
symmetrical organisms, three axes arise:

(1) the anteroposterior axis: in Drosophila,
this axis is laid down in the egg, (2) the
dorsoventral axis: in Drosophila, this axis
is laid down in the egg, and (3) the
proximodistal axis. In Drosophila, the
anteroposterior axis becomes divided into
a number of unique regions on the basis of
the overlapping and graded distributions
of different transcription factors; the
patterning of the dorsoventral axis involves
two gradients, one of the dorsal protein
and one of the decapentaplegic protein,
with high points at the opposite ends
of the dorsoventral axis. Patterning along
the dorsoventral and anteroposterior axes
divides the embryo into a number of
discrete regions, each characterized by a
unique pattern of zygotic gene activity.

The anterior visceral endoderm is one of
two signaling centers in the mammalian
embryo; it works together with the node
(Hensen’s node, ‘‘the organizer’’) to form
the forebrain; it expresses several genes
necessary for head formation, including
genes for transcription factors, Hesx-1,
Lim-1, and Otx-2, and for the paracrine
factor Cerberus. These two signaling
centers in the mammalian embryo are
responsible for creation of the whole body,
for example, the node produces Chordin
and Noggin and works together with
the anterior visceral endoderm to form
the forebrain.

Tbx4 is a transcription factor that
appears to be critical in instructing chick
limbs to become hindlimbs and Tbx5
is a transcription factor that appears to
be critical in instructing chick limbs to
become forelimbs.

Historically, the bicoid protein gradient
provided the first reliable evidence for the
existence of the morphogen gradients that
had been postulated to control pattern
formation. The bicoid protein is a tran-
scription factor that acts as a morphogen;
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it switches on certain zygotic genes at
different threshold concentrations, thus
initiating a new pattern of gene expression
along the anteroposterior axis. The bicoid
protein is a member of the homeodomain
family of transcriptional activators and ac-
tivates the hunchback gene by binding to
regulatory sites within the promoter re-
gion. Bicoid mRNA is localized in the
anterior end of the unfertilized egg of
Drosophila; after fertilization, it is trans-
lated (bicoid protein is absent from the
unfertilized egg) and the bicoid protein
diffuses from the anterior end, forming a
concentration gradient along the antero-
posterior axis.

Developmentally important transcrip-
tion factors have DNA binding sites by
which they bind to specific sites on DNA.

ß-catenin, the major candidate for the
factor that forms the Nieuwkoop center
in the dorsal-most vegetal cells of the am-
phibian blastula, is a transcription factor
that can associate with other transcription
factors to give them new properties; the
β-catenin/Tcf3 (a ubiquitous transcription
factor) complex appears to bind to the pro-
moters of several genes whose activity is
critical for axis formation.

CBFA1 is a transcription factor that ap-
pears to be able to transform mesenchyme
cells into osteoblasts; the Cbfa1 gene is
activated in mesenchymal cells by bone
morphogenetic proteins.

2.2
Cell Signaling

Signaling between and among cells is
necessary for the order, that is the
organism, to emerge from the potential
chaos, which is multicellularity. Signaling
between cells of the anterior pituitary gland
and the gonads orchestrates development

of gametes, and signaling between cells
may result in cell death known as apoptosis.

2.2.1 Juxtacrine Signaling
Juxtacrine signaling is a mode of cell–cell
communication in which signaling mole-
cules are retained on the surface of the
signaling cell, and they interact with recep-
tor proteins on adjacent cell surfaces, for
example, interaction between bride of sev-
enless protein and its receptor sevenless.

Ephrins interact directly with the 14
known Eph receptors, but there is some
specificity: ephrin-A ligands preferentially
bind to EphA receptors and ephrin-B lig-
ands to EphB receptors. The five ephrin-A
ligands are anchored to the cell surface
through a glycosyl phosphatidylinositol
(GPI) moiety, whereas the three ephrin-B
ligands are anchored through a transmem-
brane segment. Expression patterns of Eph
receptors and ephrin ligands determine
which ligands interact with which recep-
tors in particular tissues. This in turn
dictates the precise spatial arrangement
of signal activation, given that receptor-
and ligand-bearing cells must be next to
each other for the ephrin/Eph receptor
association to take place (juxtacrine signal-
ing). The ephrin/Eph receptor interaction
is unusual in other respects. Signals are
propagated not only downstream of the
Eph receptor but also downstream of the
ephrin ligand. Through this bidirectional
mode of signaling, two neighboring cells
with distinct identities can reciprocally in-
fluence each other. Thus, for example,
ephrin- and Eph receptor-bearing cells
move away from each other to occupy dis-
tinct spatial domains and are prevented
from intermingling, as seen in Fig. 1.

2.2.2 Autocrine Signaling
An autocrine growth factor is a growth
factor that is made by the same cell (target
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Bidirectional signals are activated
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Fig. 1 Repulsive activities. (a) A cell bearing the
Eph receptor comes into close proximity with an
ephrin-bearing cell. (b) The receptor and ligand
form multivalent adhesive complexes that
transmit signals in both cells. (c) Some of these
signals produce changes in the cytoskeleton that
enable the two cells to pull apart after activation
of the metalloprotease Kuzbanian and cleavage
of ephrin. Pasquale (2000).

cell) that responds to it, for example,
platelet-derived growth factor (PDGF).
Transforming growth factor alpha (TGF-
alpha) is an autocrine growth factor that
stimulates development of the epidermis
made by the basal cells and stimulates their
own division.

It has been suggested that the HGF/SF
(hepatocyte growth factor/scatter factor)
could play a role in muscle development
in an autocrine way. As a rule, HGF/SF
is produced by mesenchymal cells, while
its receptor, the tyrosine kinase encoded
by the met proto-oncogene, is expressed
by the neighboring epithelial cells in a
paracrine fashion. They showed that both
HGF/SF and met are coexpressed by
undifferentiated C2 mouse myoblasts.

In growing cells, the autocrine loop is
active as the receptor exhibits a consti-
tutive phosphorylation on tyrosine that
can be abrogated by exogenously added
anti-HGF/SF neutralizing antibodies. The
transcription of HGF/SF and met genes
is downregulated when myoblasts stop
proliferating and differentiate. The coex-
pression of HGF/SF and met genes is not
exclusive to C2 cells since it has been as-
sessed also in other myogenic cell lines
and in mouse primary satellite cells, sug-
gesting that HGF/SF could play a role
in muscle development in an autocrine
way. The autocrine loop needs to be down-
regulated during differentiation, since the
constitutive activation of met kinase is in-
compatible with myogenesis.

The explosive proliferation of placental
cytotrophoblast cells in response to PDGF,
which these cells themselves produce, is
an example of autocrine signaling.

2.2.3 Paracrine Signaling
Paracrine signaling is a mode of cell–cell
communication in which signaling
molecules (paracrine factors) act as local
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mediators and only affect cells in the
immediate environment of the signaling
cell. These factors are the inducing
factors of the classical experimental
embryologists. Most paracrine factors fall
into one of the four major families:
Hedgehog, Wnt, TGF-ß, fibroblast growth
factor (FGF). Keratinocyte growth factor
(KGF), also known as FGF 7, is a growth
factor needed for epidermal production, a
paracrine factor produced by fibroblasts of
the underlying dermis.

Stem cell factor (SCF) is a paracrine
protein that promotes cell division in
numerous stem cell populations; mice
lacking SCF or its receptor (c-Kit protein)
are sterile (no germ cells), white (no
pigment cells), anemic (no red blood cells),
and immunodeficient (no lymphocytes).

According to Pescovitz et al., spermato-
genesis is a complex process that is both
remarkable and enigmatic. While circulat-
ing hormones clearly play an important
role in initiating and regulating the pro-
cess, the Sertoli cell barrier prevents most
substances from entering the seminif-
erous tubule compartment and directly
influencing germ cell development. There-
fore, the testis cannot rely solely upon
the delivery of circulating hormones, nu-
trients, and growth factors, but must
independently produce its own regulatory
substances. A rapidly increasing number
of testicular factors that appear to modulate
spermatogenesis in a paracrine fashion
are now being identified. These discov-
eries are beginning to contribute to our
understanding of the intricate network of
testicular cell–cell interactions that control
male reproduction.

2.2.4 Endocrine Signaling
Endocrine signaling is a mode of cell–cell
communication in which signaling
molecules (endocrine factors/hormones)

are released into the circulatory system
and may affect cells (target cells)
that are some distance from the
signaling cell, for example, the effect
of anterior pituitary gland hormones
on the gonads. Endocrine factors are
molecules (hormones) that function
in endocrine signaling, for example,
estrogens, testosterone, and progesterone.
Cells that produce hormones are called
endocrine cells and are often found
in the endocrine glands, for example,
pituitary glands, thyroid glands, and
adrenal glands. Endocrine disrupters are
exogenous chemicals that interfere with
the normal function of hormones, for
example, diethylstilbesterol.

2.2.5 Growth Factors
Growth factors are extracellular polypep-
tide signal molecules that can stimulate a
cell to grow or proliferate. In the presence
of growth factors, retinoblastoma protein
(Rb), one factor maintaining the G0 state
of the cell cycle, becomes phosphorylated
and hence deactivated. In the absence of
Rb, a transcription factor called E2F be-
comes active and initiates a cascade of gene
activation culminating in the resynthesis
of cyclins, Cdks, and other components
necessary to initiate the S-phase of the
cell cycle.

Transforming growth factor ß (TGF-ß)
is a family of protein growth factors, in-
cluding the activins, bone morphogenetic
proteins (BMPs), decapentaplegic protein
(in Drosophila), and Vg1 protein (in Xeno-
pus); their actions include potentiating or
inhibiting responses of most cells to other
growth factors, regulating the differenti-
ation of some cell types, and acting as
inductive signals in embryonic develop-
ment. TGF-ß was originally discovered
as a mitogen secreted by ‘‘transformed’’
(cancer-like) cells.
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Activin is a member of the TGF-ß family
of growth factors; it plays a key role in the
induction of dorsal mesoderm in Xenopus
embryos and is secreted by vegetal cells.
Cytokines are growth factors that regulate
blood cells and lymphocytes.

The cell-surface receptors for several
growth factors are internalized following
growth factor binding and are eventually
degraded in lysosomes; the effect of this
process is to remove the receptor–ligand
complexes from the plasma membrane
terminating the response of the cell to
growth factor stimulation.

Apoptosis may be initiated by a with-
drawal of growth factors from the cell or
by an active response to a signal.

Fibroblast growth factor is a family of
protein growth factors, first identified as
mitogens for fibroblasts in tissue culture.
FGF stimulates proliferation of many cell
types, inhibits differentiation of various
types of stem cells, and acts as inductive
signals in embryonic development; for
example, it plays a key role in the induction
of ventral mesoderm in Xenopus embryos;
it is secreted by vegetal cells.

The G1 checkpoint is the checkpoint
normally controlled by growth factors. In
the absence of growth factors, the cell will
leave the cycle and enter a state called G0

in which Cdks and cyclins are absent.
The developmental pathway taken by

the descendants of a pluripotential stem
cell depends on which growth factors it is
exposed to, which in turn is determined
by the stromal cells to which it is
exposed. Stem cells in the spleen become
predominantly erythroid while those in
the bone marrow become predominantly
granulocytic. Stromal cells of the bone
marrow create hematopoietic inductive
environments (HIMs) by their ability
to bind hematopoietic growth factors;

without these growth factors, the stem
cells die.

Insulin-like growth factor I (IGF-I) is a
protein growth factor that promotes cell
survival, stimulates cell metabolism, and
collaborates with other growth factors to
stimulate cell proliferation.

Platelet-derived growth factor is a protein
growth factor that stimulates proliferation
of connective tissue cells and some neu-
roglial cells; in angiogenesis, it is necessary
for the recruitment of pericyte cells (mes-
enchymal cells found around a capillary).
The explosive proliferation of placental cy-
totrophoblast cells in response to PDGF,
which these cells themselves produce, is
an example of autocrine signaling.

2.3
Cell–Cell Interaction

Cells may interact with each other in a
variety of ways. In addition to cells in-
teracting through cell signaling of the
juxtacrine, autocrine, paracrine, and en-
docrine varieties, cells may make physical
contact with each other through a variety
of cell junctions, that is, tight junctions,
gap junctions, and desmosomes.

2.3.1 Cell Junctions
Tight junctions are a type of adhering
junctions typically found near the apical
surfaces of epithelial cells. In addition
to compartmentalizing parts of the mul-
ticellular animal body, tight junctions also
create the necessity of transcytosis (move-
ment of substances through, rather than
around, cells) and by doing so, enable cells
to regulate the passage of substances from
one compartment into another.

Gap junctions are a type of commu-
nicating junction arising from organiza-
tion of connexin proteins into conduits
through which the cytoplasmic matrices
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of neighboring cells establish continuity.
Ions and small molecules may readily pass
through these proteinaceous conduits, and
provide the opportunity for metabolic cou-
pling of the participating cells.

Gap junctions are collections of trans-
membrane channels that directly link the
cytosols of two adjoining cells. They are
present in almost all cell types of mul-
ticellular tissues in organisms ranging
from mesozoa to humans, making them
arguably the most ubiquitous and evo-
lutionarily ancient form of intercellular
communication in the animal kingdom.
Hertzberg and coauthors (all leaders in the
field) review recent progress in the identi-
fication and molecular characterization of
the constituents of gap junctions, the de-
termination of how gap junction channels
are assembled and gated, and the elucida-
tion of the myriad roles gap junctions play
in vivo.

Desmosomes are like rivets holding
adjacent epithelial cells together and, by
doing so, provide the epithelium with
structural integrity.

In a review article, Knust and Bossinger
pointed out that although in recent years
we have enormously increased our knowl-
edge of the composition and formation of
intercellular junctions in the epithelia of
various organisms, we are still far from
fully understanding the mechanisms by
which the complex architecture of epithe-
lial cells, or even the relatively simpler po-
larized organization of nonepithelial cells,
is established and preserved. However, ge-
netic and reverse genetic approaches in
model organisms and extensive cell biolog-
ical studies will be important in dissecting
the sequence of events that promote the
polarization of a cell. Complemented by
data obtained from targeted gene inac-
tivation experiments in the mouse, we
will expand our knowledge of epithelial

development and function. Additional in-
formation obtained from the analysis of
other polarized cell types will further our
knowledge of the process. Neurons, which
transmit signals in one direction, migrat-
ing cells, and egg cells or embryonic
blastomeres, which undergo asymmetric
divisions, all rely on a polarized pheno-
type to fulfill their specialized tasks. The
basic mechanisms used to establish and
maintain polarization may be conserved
and the same protein complexes may be
used repeatedly to build different sorts of
polarized cells.

2.3.2 Cell Signals
A pathway in the context of cell–cell signal-
ing consists of the components required
for sending, receiving, and transduction of
a signal, including one or more ligands,
membrane-associated receptors, intracel-
lular signal transducers, and transcrip-
tion factors.

2.4
Cell–Matrix Interaction

Growing, quiescent, and dying cells may
all be found within the same microen-
vironment during morphogenesis. As it
turns out, pattern formation is driven
by differentials in cell growth and via-
bility. The results of Chen et al. suggest
that living cells can filter the same set of
chemical inputs (activation of integrin and
growth factor receptor signaling) to pro-
duce different functional outputs (growth
vs apoptosis) as a result of local mechan-
ical deformation of the cell or nucleus.
By sensing their degree of extension or
compression, cells may be able to mon-
itor local changes in cell crowding or
the extracellular matrix (ECM); (e.g. due
to enhanced ECM remodeling or local
application of cell tension) and thereby
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couple changes in ECM extension to ex-
pansion of cell mass within the local
tissue microenvironment. On the other
hand, involution of tissue may be pro-
moted in other microenvironments by
inducing rapid breakdown of ECM and
associated cell retraction. During malig-
nant transformation, progressive loss of
shape-dependent regulation may also lead
to cell survival in the absence of ECM ex-
tension, unrestricted mass expansion, and
hence neoplastic disorganization of tissue
architecture.

2.4.1 Integrin Signaling
Cells reside in a protein network, the
ECM, which they secrete and mold into
the intercellular space. The ECM exerts
profound control over cells. The effects of
the matrix are primarily mediated by in-
tegrins, a family of cell surface receptors
that attach cells to the matrix and mediate
mechanical and chemical signals from it.
As Giancotti and Ruoslahti point out, these
signals regulate the activities of cytoplas-
mic kinases, growth factor receptors, and
ion channels, and control the organiza-
tion of the intracellular actin cytoskeleton.
Furthermore, many integrin signals con-
verge on cell cycle regulation, directing
cells to live or die, to proliferate, or to exit
the cell cycle and differentiate, as seen in
Fig. 2.

Most integrins recognize several ECM
proteins, and individual ECM proteins
(e.g. fibronectin, laminins, collagens, and
vitronectin) bind to several integrins.
Integrins can signal through the cell mem-
brane in either direction – extracellular
binding activity of integrins is reg-
ulated from the inside of the cell,
while the binding of the ECM elic-
its signals that are transmitted into the
cell.

Adherent cells must be anchored to
an appropriate ECM to survive; depend-
ing partly on signals from the matrix,
they either proliferate or exit the cell
cycle and differentiate. This anchorage re-
quirement is lost in neoplastic cells. See
Fig. 3.

The cytoplasmic domains of integrins
always lack enzymatic activity, and thus,
they transduce signals by associating with
adaptor proteins that connect the integrin
to the cytoskeleton, cytoplasmic kinases,
and transmembrane growth factor recep-
tors. Integrin signaling and assembly of
the cytoskeleton are intimately linked. As
integrins bind to ECM, they become clus-
tered in the plane of the cell membrane and
associate with a cytoskeletal and signal-
ing complex that promotes the assembly
of actin filaments. The reorganization of
actin filaments into larger stress fibers,
in turn, causes more integrin clustering,
thus enhancing the matrix binding and
organization by integrins in a positive feed-
back system (Fig. 2). As a result, ECM
proteins, integrins, and cytoskeletal pro-
teins assemble into aggregates on each
side of the membrane. Well-developed
aggregates detectable by immunofluores-
cence microscopy are known as focal
adhesions and ECM contacts. Thus, inte-
grins serve as integrators of the ECM
and the cytoskeleton, as seen in Fig. 4,
the property for which integrins are
named.

2.4.2 Cell Movement
Cell shape changes and cell movements
underlie the morphogenetic movements
that create the form of the developing
organism. Examples of the burgeoning
literature on this topic are given in
the published work of Keller, Adler,
and Hall.
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Fig. 2 Major signaling pathways that
are known (solid arrows) or presumed
(dashed arrows) to be coordinately
regulated by integrins and growth factor
receptors. These pathways control
immediate-early gene expression, the
cell cycle machinery, and cell survival.
Giancotti and Ruoslahti (1999).

Polarized cell movements shape the ma-
jor features of the vertebrate body plan
during development. The head-to-tail body
axis of vertebrates is elongated in em-
bryonic stages by ‘‘convergent extension’’
tissue movements. During these move-
ments, cells intercalate between one an-
other transverse to the elongating body axis
to form a narrower, longer array. Recent
discoveries show that these polarized cell
movements are controlled by homologs of
genes that control the polarity of epithelial
cells in the developing wing and eye of
Drosophila.

A major breakthrough is the recent
discovery that homologs of genes con-
trolling the polarity of hairs on the epi-
dermal cells of Drosophila wings also
control the polarized cell motility under-
lying the morphogenic movements that
shape the vertebrate body plan. These
movements, known as convergence and
extension or convergent extension, narrow
(converge) the mediolateral aspect and
elongate (extend) the anterior–posterior
aspect of the vertebrate embryo, as seen
in Fig. 5, and thereby establish its mor-
phological and functional polarity, with



Developmental Cell Biology 281

Proliferation

Differentiation Apoptosis

Involution

(a)

(b)

Fig. 3 Cell survival and cell proliferation require interaction with the extracellular
matrix. (a) Epithelial cells in some tissues, such as skin and gut, are continuously
renewed from stem cells that rest on a basement membrane. Neighboring cells migrate
into the space left empty by cells that have moved away to differentiate. (b) Certain
epithelia, such as those of the mammary gland and prostate, are not continuously
renewed. In this case, interaction with the matrix appears to promote differentiation.
During involution, the basement membrane is dissolved by proteolysis, and the cells
undergo apoptosis. Giancotti and Ruoslahti (1999).

a head on one end and a tail on the
other.

The polarity of cells within the plane of
the epithelium of Drosophila is regulated
by the planar cell polarity (PCP) pathway.
This pathway controls the polarity of the
single hair on each epidermal cell of the
fly wing and the polarity of ommatidia in
the compound eye.

Elements of the PCP pathway control-
ling epithelial cell polarity in Drosophila
also regulate the polarized cell motility
that shapes the body plan in verte-
brates. This finding provides a genetic
and molecular basis for a polarized cell
behavior underlying the development of

polarity at the level of the organism
and thereby advances our understand-
ing of the genetic encoding of the
three-dimensional form. The cell biolog-
ical mechanisms of how elements of
the PCP pathway interact to build a
form-generating machine are yet to be
resolved.

The actin cytoskeleton mediates a va-
riety of essential biological functions in
all eukaryotic cells. In addition to provid-
ing a structural framework around which
cell shape and polarity are defined, its
dynamic properties provide the driving
force for cells to move and to divide. Un-
derstanding the biochemical mechanisms
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Fig. 4 Matrix binding promotes integrin clustering and association with the
cytoskeleton. This in turn promotes further integrin clustering and matrix
organization in a positive feedback system. RGD, Arg-Gly-Asp
integrin-binding motif; Tal, talin; Pax, paxillin; Vin, vinculin; CAS, p130CAS.
Giancotti and Ruoslahti (1999).
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Fig. 5 Convergent extension
movements elongate the
anterior–posterior axis of the vertebrate
body plan. (a) The notochordal (red)
and somitic (pink) tissues turn inside,
and converge (narrow) and extend
(lengthens) in the gastrula and neurula
stages of the frog embryo. The overlying
presumptive hindbrain and spinal cord
(blue) tissues converge and extend
coordinately but on the outside of the
embryo. These movements push the
head away from the tail and elongate the
body axis of the tadpole. Similar
movements elongate the body axis of
mammals. (b) Cultured explants of the
same tissues also converge and extend,
showing that convergent extension
movements are driven by internal forces.
Keller (2002). (See color plate p. xxiii.)

that control the organization of actin
is thus a major goal of contemporary
cell biology, with implications for health
and disease. Members of the Rho family
of small guanosine triphosphatases have

emerged as key regulators of the actin
cytoskeleton, and furthermore, through
their interaction with multiple target pro-
teins, they ensure coordinated control
of other cellular activities such as gene
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transcription and adhesion. Observations
suggest that members of the Rho GT-
Pase family are key regulatory molecules
that link surface receptors to the orga-
nization of the actin cytoskeleton. See
Fig. 6.

The JAK/STAT pathway is required in
an unusually broad set of developmental
decisions, including cell proliferation,
cell fate determination, cell migration,
planar polarity, convergent extension, and
immunity. There is increasing evidence

that the versatility of this pathway relies
on its cooperation with other signal
transduction pathways.

In a review, the components of the
JAK/STAT pathway in model organisms
and what is known about its requirement
in cellular and developmental processes
are discussed. In particular, they empha-
size recent insights into the role that this
pathway plays in the control of cell move-
ment. In the past few years, studies from
model organisms have established that the

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6 Rho, Rac, and Cdc42 control the
assembly and organization of the actin
cytoskeleton. (a) Quiescent, serum-starved
Swiss 3T3 fibroblasts (-) contain very few
organized actin filaments or
(b) vinculin-containing integrin adhesion
complexes. The effects of Rho, Rac, or Cdc42
activation in these cells can be observed in
several different ways such as with the addition
of extracellular growth factors, microinjection of
activated GTPases, or microinjection of
guanosine diphosphate (GDP)–guanosine
triphosphate (GTP) exchange factors.
(c) Addition of the growth factor
lysophosphatidic acid activates Rho, which leads

to stress fiber and (d) focal adhesion formation.
(e) Microinjection of constitutively active Rac
induces lamellipodia and (f) associated
adhesion complexes. (g) Microinjection of
FGD1, an exchange factor for Cdc42, leads to
formation of filopodia and (h) the associated
adhesion complexes. Cdc42 activates Rac;
hence, filopodia are intimately associated with
lamellipodia, as shown in (g). In (a), (c), (e), and
(g), actin filaments were visualized with
rhodamine phalloidin; in (b), (d), (f), and (h), the
adhesion complexes were visualized with an
antibody to vinculin. Scale: 1 cm = 25 µm.
(Figure courtesy, Kate Nobes).
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JAK/STAT pathway is a central compo-
nent of the signal transduction network
that controls cell proliferation, fate, and
movement. The outcome of JAK/STAT
signaling in development depends on its
collaboration with other signals and/or
pathways. For example, during cell migra-
tion, the JAK/STAT signal may connect
to the Rac/cytoskeleton pathway, and in
the establishment of planar polarity, the
JAK/STAT pathway cooperates with other
pathways such as Wnt and N to produce a
secondary signal.

Hou et al. ask the question, how can
the same JAK/STAT pathway be used to
produce completely different developmen-
tal outcomes in different tissue contexts?
They then respond that the answer to this
question will require an understanding
of the array of transcription factors and
molecules expressed in specific cells (his-
tory of the cell) as well as a description of
the multiple signals received by a single
cell (combinatorial signaling). Character-
ization of the genes that are regulated
by JAK/STAT as well as the identifica-
tion of signaling pathways that cooperate
with JAK/STAT signaling are promising
avenues toward understanding how this
pathway can be involved in such a wide
array of functions. See Fig. 7.

2.4.3 Tubulogenesis
Many organs of the body, for example,
kidneys and testes, have a tubular na-
ture. It is not surprising, therefore, that
a burgeoning area of developmental cell
biology would be the origin of tubuloge-
nesis. The following information is taken
from a recent review of tubulogenesis, in
which specific references may be found.

Regarding the cellular events in tube
formation, initial investigations of the cell
biology of tubulogenesis suggested that
the cellular mechanisms of tube formation

might be as diverse as the gross differences
in morphogenesis implied.

One of the earliest and most inten-
sively studied systems, primary neural
tube formation in chicks, pointed to the
importance of cell shape changes. The
first morphological event is the elonga-
tion of cells in the apicobasal dimension,
with subsequent apical narrowing and
basal expansion to create wedge-shaped
cells that promote epithelial bending and
wrapping. This and other investigations
of epithelial morphogenesis led many
to focus on cytoskeletal and cell shape
changes in tubulogenesis. However, stud-
ies of other systems suggested a role for
cell death in creating a luminal cavity,
and early studies of thyroid follicle cells
and blood vessel endothelial cells noted
a possible role for cytoplasmic vesicles in
lumen formation.

Tubulogenesis processes appeared to
have little in common mechanistically.
This view began to change over the past few
years as modern cell biological tools were
applied to cell culture systems in which the
cellular events in tube formation could be
carefully analyzed. Results from a number
of systems, like the MDCK and endothelial
cell culture systems converged on a critical
role for apical membrane biogenesis and
vesicle fusion in creating a lumen. During
this same period, studies of tube growth
and maturation in several invertebrate and
vertebrate organs, including respiratory
and renal organs, also directed attention
to morphological and molecular events at
the apical surface.

The concept of a common pathway
of tubulogenesis began to emerge. De-
spite the wide variety of tubulogenesis
mechanisms, emerging descriptions of the
cellular and molecular events of tubu-
logenesis in a number of diverse sys-
tems have converged on apical membrane
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Fig. 7 Gastrulation movements in zebrafish. (a) During the early zebrafish development, four
cell movements occur. First, blastomeres move down the surface of the centrally located yolk
cell from the animal pole toward the vegetal pole (green arrows), a process called epiboly. Shortly
after 6 h of development, 3 additional cell movements begin. Internalization (blue arrows)
results in the formation of a localized thickening of cells known as the germ ring. Convergence of
cells (red arrows) toward the future dorsal side of the embryo creates the embryonic shield, and
extension (orange arrows) causes an elongation of the embryonic shield. (b) Epiboly is a radial
intercalation process; deeper cells move up and insert themselves between more superficial
neighbors, which leads to the spreading and thinning of the tissue. (c) Cells intercalate along the
D/V axis during the dorsal convergence of lateral mesendodermal (LME) cells. (d) An activation
of STAT3 on the dorsal side is regulated by the maternal Wnt/-catenin pathway and requires a
Tcf transcription factor. An unidentified upstream molecule, possibly a cytokine or growth factor
capable of activating STAT3 in early embryogenesis, is proposed to be one of the targets of the
maternal Wnt/-catenin pathway. No JAK has yet been shown to be involved in STAT3 activation.
The JAK/STAT signal may regulate the expression of a second signal molecule in prechordal
mesendodermal (PCME) cells. The LME cells possibly sense the local gradient of the second
signal and converge dorsally. AP, animal pole; VG, vegetal pole; V, ventral; D, dorsal; hpf, hr
postfertilization. Hou et al. (2002). (See color plate p. xxiv.)

biogenesis, secretion, and other events at
the apical surface as critical steps in tube
formation and growth. Although the full
process is not understood for any system,
and the genes and molecules involved are
just beginning to be characterized, the
available data allow us to piece together a

general mechanistic framework for tubu-
logenesis (see Fig. 8).

One of the surprising findings of early
descriptions of tubular organ development
is that, like chick neural tube formation,
the tubes comprising some organs are
not all created in the same way. The
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Fig. 8 A common pathway of tubulogenesis.
Cells about to undergo (a) cord hollowing,
(b) cell hollowing, or (c) cavitation follow a
similar series of cellular events to create tubes.
After receiving a polarization signal (green
shading) that sets apicobasal polarity, the cells
establish a basal surface (green) and generate
vesicles carrying apical membrane antigens (red
circles). The vesicles are targeted to the
prospective apical region, where they fuse with
the existing membrane or each other to form a
lumen. Continued vesicle fusion and apical

secretion expands the lumen. Expansion is a
regulated process that continues until it is
inhibited by a tube-size sensor set to trigger at a
specific value for each tube. The sensor feeds
into apical membrane biogenesis and secretory
controls, as well as mechanisms for building
apical structural support. During cavitation,
interior cells fail to receive the polarizing signal
and are left within the developing lumen and
subsequently eliminated by cell death. Lubarsky
and Krasnow (2003). (See color plate p. xxi.)

best-known example is the blood vessel
development, where some vessels arise by
the cord hollowing mechanism described
above and others form by budding from
the walls of existing vessels or by extensive
remodeling of existing vessels. Similarly,
in the mammalian kidney, the collecting
ducts and distal tubules arise by sprout-
ing from existing tubes or sacs, whereas
proximal tubules arise from condensations
of mesenchymal cells that assemble into
tubes de novo and connect to the exist-
ing network. In the Drosophila tracheal
system too, different mechanisms are em-
ployed at different stages of branching to

generate the tubular network. If each of
these mechanisms of tubulogenesis is not
fundamentally different but represents a
distinct variation on the general tubuloge-
nesis process, then it is easier to envision
how such tubular networks evolved: by the
emergence of new variants of the tubuloge-
nesis pathway that create tubes of specific
sizes or shapes or different functional char-
acteristics within a network. And, if it
were easy to generate such variants during
evolution, this would help explain how dif-
ferences arose among related species in the
tubulogenesis processes that form the neu-
ral tube and other organs such as the heart.
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Although we are beginning to pinpoint
some of the critical cellular and molecular
events of tubulogenesis and can formulate
a speculative general model for the pro-
cess, we expect rapid progress in this area
from a large number of systems using a
variety of experimental approaches. A field
of tube morphogenesis is emerging that
not only seeks to answer the fundamen-
tal questions of how tubes are made and
shaped but also how these processes go
awry in human diseases associated with
tube structural defects. Further investiga-
tions of the model systems and exploration
of human diseases will continue to provide
insights into the molecules and mecha-
nisms of tube morphogenesis. These may
in turn suggest ways to repair tubular de-
fects or engineer better tubes.

3
Cell Differentiation

As the field of cell differentiation has
generated vast literature, a model of cell
differentiation, the role of pRb (retinoblas-
toma protein) in differentiation will be
considered here.

Cell differentiation is characterized by
permanent withdrawal from the cell cycle.
Evidence for a role of pRb in cell
differentiation came from Rb1 knockout
mice (Rb−/−), which die in utero. The
correlation between death of Rb−/− mice
and tissue-specific peak levels of pRb in
normal mice suggested an essential role of
pRb in development.

The expression levels of pRb protein
in early mouse development are highest
in brain, blood-forming cells of the liver,
megakaryocytes, and skeletal muscle. Loss
of pRb interferes with differentiation and
can reactivate the cell cycle even in
terminally differentiated cells.

The active role of pRb in differentia-
tion has been studied in a number of
cell lines inducible for differentiation. In
each instance, an early event in differen-
tiation was the dephosphorylation of pRb,
which correlated with cell cycle arrest in
G0/G1, a prerequisite to enter the differ-
entiation pathway.

During differentiation of muscle cells,
pRb accumulates in the nucleus and forms
complexes with muscle-forming transcrip-
tion factors such as MyoD and myogenin,
thus preventing pRb rephosphorylation
and locking the cell in the differentiated
state. However, inactivation of pRb re-
verses the differentiated phenotype and
allows cells to reenter the cell cycle.

The role of the E2F transcription fac-
tors is important in exiting the cell cycle
and entering the differentiation pathway;
these transcription factors are targets of
pRb during growth suppression. When
HL60 cells are induced to differentiate the
ratio of pRb/p130 to the total E2F pool,
shifted to a surplus of pRb/p130, resulting
in complete sequestration of all E2Fs. In
addition to E2F-1 to -3, E2F-4 was shown
to bind pRb under these circumstances
suggesting that pRb levels might be crit-
ical for the decision to enter S-phase or
undergo differentiation. Overexpression of
E2F-1 blocked terminal differentiation of
megakaryocytes resulting in cell accumu-
lation and apoptosis.

The role of p107 in differentiation seems
to be more controversial than that of pRb.
During myocyte differentiation, the ex-
pression levels usually go down, but in
pRb−/− myoblasts, p107 is able to bind
MyoD and compensate for myogenic dif-
ferentiation. However, p107 is unable to
hold the differentiated phenotype, since
upon serum stimulation, it is downregu-
lated and the cells reenter the cell cycle, an
effect not observed in pRb+/+ cells.
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4
The Cell Cycle and Development

The relationship between the cell cycle
and development is a topic that is of great
interest to developmental cell biologists.
Since the classic cell cycle, G1, S, G2,
M was worked out in the 1950s it has
been intensively studied by cell biologists.
Also, it has long been known that the
cell cycle of embryos undergoing cleavage
is not classical, but is an abbreviated
cycle consisting of S alternating with M.
This embryonic (before gastrulation) cell
cycle, using maternal gene products and
not providing time (G1) for cell growth,
results in cleavage of the zygote into an
ever-increasing number of blastomeres
of progressively decreasing size, that is,
multicellularity is achieved at the expense
of cell size. The midblastula transition
of early Xenopus development has been
used to study the conversion of S/M
to G1/S/G2/S.

In a recent review of a book (Bock et al.
(2001)) on the cell cycle and development,
much of the current knowledge in de-
velopmental control of the cell cycle on
many levels and in a variety of organisms
is summarized, and is the prime source
of the following information. The sym-
posium on which the book is based is
concerned with exploring the interplay be-
tween the cell cycle and the developmental
programs employed by various organisms.

How and why does the ‘‘standard’’ cell
cycle change in developing organisms,
and what are the mechanisms that bring
about these changes? How and why is
the progression through the major cell
cycle phases affected? What influences a
cell’s decision to stop proliferating and
to differentiate at a certain point in
the developmental program, and how is
differentiation achieved?

Cell cycle alteration and regulation
during development is a fundamental topic
in considering the relationship between
the cell cycle and development.

Xenopus oocytes and early embryos are
excellent systems for studying the relation-
ship between the cell cycle and develop-
ment. Oocyte maturation is a hormonally
triggered developmental switch that in-
volves precise controls on M-phase entry
and exit. Xenopus embryos bracketing the
midblastula transition provide a develop-
ing system for the study of the sequential
establishment of cell cycle checkpoints and
the connection of signaling pathways to
regulation of cell cycle progression(Fig. 9).

Further work in the Xenopus system
should continue to provide fundamental
insights into the interface between cell
cycle control and developmental decisions.

Studying mechanisms that drive cell
cycle transitions in developing Xenopus
have included paying special attention to
Xenopus oocyte maturation, as well as to
the development of checkpoint control
of the cell cycle. Studying the effect of
DNA damage in the early embryo reveals
that DNA damage has no effect on early
Xenopus embryos, but when damaged
embryos reach the onset of gastrulation,
rapid and synchronous apoptosis occurs,
implying that the DNA damage checkpoint
is activated at this stage. Studies of early
mouse embryos have focused on cell cycle
transitions undergone during the first
mitotic cleavages.

The degree to which the cell cycle can
be altered to serve the changing needs
of the developing organism is provided
by studying Drosophila development. Dur-
ing Drosophila embryonic development,
cell cycle progression is mediated exclu-
sively by cell-type-specific transcriptional
enhancers. Such control makes sense
during this developmental phase, since
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Fig. 9 Schematic diagram of early Xenopus development. The figure shows
relative levels of MPF (cyclinB/Cdc2) activity from the beginning of oocyte
maturation until after fertilization. Maller et al. (2001).

Drosophila embryonic cells undergo mini-
mal growth between divisions. There is no
need for cells to pause for growth following
mitosis; the key event during this develop-
mental phase is patterning, and this is
quickly and effectively accomplished by
allowing exclusive control of cell prolifer-
ation by pattern-inducing transcriptional
enhancers. As development progresses to
the larval phase, the developmental objec-
tive changes, and so too does the nature
of the cell cycle. The major objective of
Drosophila larval tissues is cell growth
rather than cell proliferation; larval cells
undergo repeated rounds of endoreplica-
tion, an effect that may be designed to in-
crease the total gene dosage in a given cell
in an effort to support drastically increased
cell size. In such cells, the cell cycle is
controlled by nutrition; adequate nutrition
triggers further rounds of DNA synthe-
sis. In the undifferentiated larval imaginal
cells, a combination of the two regulatory
schemes mentioned above is observed.
Imaginal disk cells in the developing larva

must undergo both growth and pattern-
ing, and exhibit a ‘‘classical’’ G1/S/G2/M
cell cycle, with a growth-sensitive cell cycle
checkpoint at the G1/S boundary and a
patterning checkpoint at the G2/M bound-
ary. The developmental program thereby
neatly adjusts the cell cycle to promote
patterning without growth, growth with-
out patterning, or growth and patterning
simultaneously, as each is required for
proper development.

Closely related to cell cycle alteration
during development is the topic of differ-
entiation and cessation of proliferation.
Eventually, most developing cells stop
proliferating and specialize. What is the
mechanism by which the transition from
proliferation to specialization is achieved
and timed? The asymmetrical nature of
cell divisions has been considered, in the
context of Drosophila neural progenitor
cells, with focus on the protein interac-
tions involved as well as the mechanisms
of asymmetric cell division. Timing of dif-
ferentiation has also been considered in
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Drosophila with special attention paid to
the global versus cell-intrinsic nature of
the timing mechanisms, and in C. elegans,
focusing on the tight control of postembry-
onic cell division by temporal regulation
genes of the heterochronic gene pathway.

The timing of cell cycle exit and pro-
liferation in mammalian oligodendrocyte
development is a process notable for the
autonomous control displayed by individ-
ual cells in vitro. Sister oligodendrocyte
precursor cells plated in individual mi-
crowells differentiate at approximately the
same time. Moreover, the differentiation
mechanism does not count cell divisions
as illustrated by the observation that at
lower temperature conditions, cells divide
more slowly, but differentiate after fewer
divisions. It therefore appears that oligo-
dendrocyte differentiation is controlled by
a cell-intrinsic timing mechanism.

Regarding the molecular underpinnings
of the cellular mechanisms involved,
asymmetric spindle positioning in the
developing C. elegans embryo has been
studied in the context of the forces exerted
by the cell to induce such asymmetry.

5
Organogenesis

A recent paper (Arnone (2002)) considers
the current status of our knowledge
about the regulation of organogenesis.
Differentiated groups of cells make up
tissues and organs. Each organ has
a characteristic structure and function,
which emerges during the development of
the embryo, and thus needs to be studied
on an individual basis. Many tissue-
specific factors that regulate transcription
and induce differentiation have been
identified, but how they fit into the
general phenomenon of organogenesis

remains unclear. It is also likely that
additional important factors have not yet
been identified. Future research into the
genesis of various tissues and organs
will be designed to identify these as-yet-
unknown factors and to integrate these and
the currently known factors into a general
understanding of organogenesis. Practical
applications of this knowledge will include
repairing and/or replacement of patients’
compromised organs, probably beginning
with the patient’s own stem cells.

It has been proposed that the relative
affinities of organ-identity transcription
factors for different target sites control the
timing of expression of downstream genes
during development. How are organs, typi-
cally composed of many different cell types
spatially and functionally organized into a
unit, initiated and formed during embry-
onic development? The processes of mor-
phogenetic pattern formation that underlie
the construction of organs always have
the same initial event – specification of the
part of the embryo where organogenesis
will begin. The process of organogenesis
has a prerequisite step: the specification
of spatially defined regulatory domains
that promote the differentiation programs.
This commonplace mechanism enables
the recognition and definition of regula-
tory fields as discrete territories of specific
gene activities.

A model for the regulation of organo-
genesis has been proposed, as shown in
Fig. 10.

Selector genes control the formation
and identity of the various fields. Field-
specific genes are a special class of selector
genes that have the unique property
of directing the formation of complex,
specialized structures such as organs; they
are usually necessary and often sufficient
to establish organ identity. Examples
of such organ-identity genes include
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Fig. 10 The product of the organ-identity gene pha-4 controls pharynx
formation in the C. elegans embryo. PHA-4 protein (shown in orange or red
on the left side of the figure) is present in the nuclei of essentially all
pharyngeal cells throughout development. PHA-4 expression levels
(shaded wedge at the center) increase as development progresses. PHA-4
directly regulates most pharyngeal genes (red arrows). Both early-acting
regulatory genes (x and y) and late-acting structural genes involved in
terminal differentiation (a to e in gray box) are shown on the right side of
the figure, bearing one or more PHA-4-binding sites in their cis-regulatory
elements (horizontal black lines). In the model proposed, the relative
affinities of PHA-4 protein for different targets (open and closed circles for
low- and high-affinity sites respectively) modulate the timing of pharyngeal
gene expression throughout the genetic regulatory network. Arnone
(2002). (See color plate p. xxvi.)

Pax6/eyeless which is required for eye
formation in Drosophila imaginal discs and
Pit1, which, together with Gata2, controls
pituitary differentiation. How do organ-
identity genes execute their function?

A frequently observed developmental
feature offers a clue: organ-identity genes
often act both early and late in the process
of organogenesis. The same transcrip-
tional regulators that are necessary for
the initial specification of a certain or-
gan are also required for the transcription
of structural genes involved in terminal
differentiation. What mechanisms allow a

differentiation gene battery to be activated
only at the end of the process of specifi-
cation when the genes that regulate them
are expressed and active earlier?

In experimental terms, one must find
both early and late targets of these genes
and study their cis-regulatory systems.
Such an approach to study pharynx
formation in the nematode C. elegans was
taken. The precursors of the pharynx are
generated by two distinct genetic pathways
that eventually converge on the pha-4
locus. Pha-4 loss-of-function mutants fail
to produce pharynx cells. Conversely,
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ectopic pha-4 expression produces excess
pharyngeal cells. Pha-4 encodes a FoxA
homolog that is expressed in all pharyngeal
precursor cells at the time they are
restricted to a pharyngeal fate. In sum, pha-
4 specifies pharyngeal organ identity in C.
elegans. What are the mechanisms that
act downstream of this gene to mediate
pharyngeal organogenesis?

By incubating labeled complementary
DNA derived from C. elegans embryos
with microarrays comprised of probes rep-
resenting 11,917 C. elegans genes, and
characterizing the resulting candidate pha-
ryngeal genes, it was found that 76 genes
are selectively expressed in the pharynx.
The cis-regulatory regions of eight of
these genes were characterized by reporter-
construct analysis using green fluorescent
protein. Pharynx-specific expression of all
the eight reporter constructs was found
to be dependent on the integrity of pu-
tative PHA-4 binding sites present in
varying copy number within their cis-
regulatory elements. Mutations affecting
one or more of these binding sites elimi-
nated, dramatically reduced, or delayed the
pharynx-specific reporter gene expression.

Expression of these pharynx-specific
genes is probably the result of pha-
4-specific activity. The use of a pha-
4 temperature-sensitive mutant demon-
strated that pha-4 activity was also required
for pharynx-specific expression of reporter
constructs. Shifting from permissive to
restrictive temperature (or vice versa) re-
sulted in reduction (or reactivation) of
pharynx-specific gene expression. PHA-4
was able to bind in vitro to the putative
PHA-4 binding elements found in these
pharynx-specific promoters.

It was observed that PHA-4 binds to the
various target sites with different affinities,
suggesting a possible regulatory mecha-
nism for controlling the temporal onset

of expression of the genes bearing these
target sites. Their results offer a very
simple model for regulation of pharynx for-
mation – the product of the organ-identity
gene pha-4 directly activates most of the
genes downstream of the process of initial
specification, and the relative affinities of
PHA-4 for different target sites modulate
the timing of gene expression throughout
the regulatory network. Consistent with
this hypothesis, PHA-4 is expressed at low
levels in the early stages of C. elegans devel-
opment, and its expression progressively
increases thereafter.

5.1
Chalones

The topic of chalones was recently (Gamer
et al. (2003)) put into a historical and
contemporary context. This topic relates to
the phenomenon of organogenesis. How
does an organ ascertain that it has reached
the appropriate size during development?
It was proposed that the existence of
soluble factors produced locally by an
organ as it develops act to limit further
growth of that organ once it reaches its
appropriate size. These soluble factors
were named chalones; however, interest
in them faded away when these factors
could not be purified.

Recently, the discovery of a new TGF-
like molecule, Gdf8 (also called myostatin),
that is expressed in all skeletal muscles,
was reported; it was found that, after
birth, mice developed from Gdf8 null em-
bryos exhibited a dramatic and widespread
increase in skeletal muscle mass with
twice the amount of muscle. It has been
shown that GDF8, secreted by differenti-
ating myoblasts, inhibits the proliferation
of neighboring muscle precursor cells, ar-
resting them in the G1 phase of the cell
cycle. The ability of GDF8 to keep muscle
size in check revived the idea of chalones.
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Wu et al. demonstrated that during em-
bryonic neurogenesis, GDF11, a TGF-like
molecule that is almost identical to GDF8,
may act as a chalone in the nervous sys-
tem. Unlike Gdf8, Gdf11 expression is not
specific for a single tissue. They reasoned
that GDF11 could be the inhibitory signal
they had been searching for that controlled
the number of neurons that differentiate
from neural progenitors during embryoge-
nesis. Using mouse olfactory epithelium
(OE) as a model, it was shown that Gdf11
and its receptors are expressed by neu-
rons and neuronal progenitors in the OE
and that exogenous GDF11 inhibits OE
neurogenesis in vitro by inducing p27Kip1
expression and reversible cell cycle ar-
rest in neuronal progenitors. They also
demonstrated that mice lacking a func-
tional Gdf11 gene have increased numbers
of neuronal progenitors and neurons in
the OE, while mice lacking follistatin, a
GDF11 antagonist, show the reverse effect,

a dramatic decrease in OE neurogenesis.
They conclude that the negative autoregu-
latory action of GDF11 is strikingly similar
to the action of GDF8 in skeletal muscle,
demonstrating that similar strategies are
used to establish and maintain proper cell
number in nervous tissue and muscle, as
seen in Fig. 11.

Experiments involving GDF8 and
GDF11 demonstrate that molecules fitting
some of the requirements of Bullough’s
chalones are produced and act locally. How
this local activity relates to the regulation of
organ size still remains a mystery. It seems
that chalones are back with a vengeance.

6
Stem Cells

A stem cell is a cell that undergoes mitotic
cell division to give rise to the same type

Muscle
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Fig. 11 Regulation of tissue size by GDFs. During neurogenesis and
myogenesis, the negative autoregulatory action of GDFs on cell
proliferation sets a limit on the number of mature neurons and muscle
cells, maintaining control of organ size. Wu et al. (2003). (See color
plate p. xxii.)
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of cell. At some point, stem cells leave the
pool of mitotically dividing cells to begin
a process of cell differentiation. Stem cells
are, in effect, an embryonic population of
cells, continually producing cells that can
undergo further development within an
adult organism. The path of differentiation
that a stem cell descendant enters depends
on the molecular milieu in which it resides,
for example, erythrocytes, granulocytes,
neutrophils, platelets, and lymphocytes
share a common precursor cell – the
pluripotential hematopoietic stem cell.

The AGM region consists of the aorta,
gonads, and mesonephros region. It is
the domain, near the aorta, where, in
fishes, mammals, and frogs, the defini-
tive hematopoietic cells are formed.
These mesodermal regions of the day-11
mouse embryo are where pluripotential
hematopoietic stem cells (HSC) and CFU-
s (colony-forming unit of the spleen) cells
can be found. These blood cell precur-
sors will colonize the liver and constitute
both the fetal and adult circulatory system.
Around the time of birth, stem cells from
the liver populate the bone marrow, which
then becomes the major site of blood for-
mation throughout adult life.

The term pluripotent describes a cell
that is capable of giving rise to several
of the cell types of an organism, for
example, the pluripotent stem cells of
the bone marrow give rise to all classes
of blood cells and neural crest cells can
differentiate into different cell types, such
as cholinergic neurons and adrenergic
neurons, depending on their location.
The pluripotent epidermal stem cell is
a stem cell whose offsprings become
epidermis, sebaceous gland, or hair shaft;
the pluripotential hematopoietic stem cell
is the common precursor cell shared by
erythrocytes, basophils, eosinophils, mast
cells, monocytes, tissue macrophages,

osteoclasts, neutrophils, platelets, and T-
and B-lymphocytes; and the pluripotent
neural stem cell (NSC) is a stem cell whose
offspring become neural and glial cells.
The stratum germinativum, the innermost
layer of the epidermis, contains mitotic
stem cells required for the continual
replenishment of the epidermis.

Hemangioblasts are the common pre-
cursor cells shared by blood vessels and
blood cells; true blood cell stem cells of
the chick embryo are derived from the
splanchnopleure and formed within nodes
of mesoderm that line the mesentery and
the major blood vessels. Hematopoietic
stem cells are those cells that generate the
different types of blood cells. Hematopoi-
etic inductive environments (HIMs) are
regions where blood-forming cells un-
dergo determination; the developmental
pathway taken by the descendants of a
pluripotential stem cell depends on which
growth factors it is exposed to, which, in
turn, is determined by the stromal cells
to which it is exposed. Stem cells in the
spleen become predominantly erythroid
while those in the bone marrow become
predominantly granulocytic. Stromal cells
of the bone marrow create HIMs by their
ability to bind hematopoietic growth fac-
tors; without these growth factors, the stem
cells die.

Lineage-restricted stem cells are cells
that can produce only one type of cell
in addition to renewing itself, for example,
the BFU-E (burst-forming unit, erythroid)
is a lineage-restricted stem cell; it can
form only one cell type, CFU-E (colony-
forming unit, erythroid), in addition to
itself. CFC-Meg is a lineage-restricted stem
cell, derived from the myeloid precursor
cell; it gives rise to megakaryocytes, which,
in turn, give rise to platelets. The CFU-
GM lineage-restricted stem cell, derived
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from a CFU-M, L, gives rise to the gran-
ulocyte precursor cell and the monocyte.
Osteoclasts, cells that have the ability to
break down already-formed bone, play an
important role in bone remodeling. Osteo-
clasts come from the CFU-GM, the same
stem cell as macrophages and granulo-
cytes; the growth factor interleukin 6 (IL-6)
stimulates the production of osteoclasts;
the production of IL-6 is inhibited by es-
trogen and testosterone. Osteoprotegerin,
osteoclastogenesis inhibitory factor, is a
member of the TNF receptor superfam-
ily; together with its ligand, it regulates
conversion of a macrophage stem cell into
an osteoclast.

CFU-M, L is the colony-forming unit
of the myeloid and lymphoid cells, a
pluripotential hematopoietic stem cell,
from which both the CFU-S and lym-
phocytes are derived. This cell gives rise
to the CFU-S (blood cells) and the CFU-
L (lymphocytes). CFU-S, a pluripotential
hematopoietic stem cell, is capable of
forming erythrocytes, granulocytes, and
platelets. However, the immediate progeny
of the CFU-S are lineage-restricted stem
cells, for example, the BFU-E (burst-
forming unit, erythroid) can form only
one cell type in addition to itself.

The myeloid precursor cell is the pluripo-
tent stem cell, which gives rise to three
kinds of lineage-restricted stem cells:
(1) CFU-GM, (2) CFC-Meg, and (3) BFU-
E. The lymphoid precursor cell is the
pluripotent stem cell, which gives rise to
pre-T and pre-B cells; these cells, in turn,
give rise to T-cells and B-cells, respectively;
the terminally differentiated cells of this
lineage are activated T-cells and plasma
cells, respectively.

Embryonic germ (EG) cells are primor-
dial germ cell (PGC)-derived cells; these
pluripotent embryonic stem cells (ESCs)
may be produced in culture by treating

PGCs with stem cell factor, leukemia in-
hibition factor, and basic FGF2. Stem cell
factor (SCF) is a paracrine protein that pro-
motes cell division in numerous stem cell
populations; mice lacking SCF or its re-
ceptor (c-Kit protein) are sterile (no germ
cells), white (no pigment cells), anemic
(no red blood cells), and immunodeficient
(no lymphocytes). Fibroblast growth fac-
tor, a family of protein growth factors, first
identified as mitogens for fibroblasts in
tissue culture, stimulates proliferation of
many cell types, inhibits differentiation of
various types of stem cells, and acts as in-
ductive signals in embryonic development.
EG cells have the potential to differentiate
into all the cell types of the body; they are of-
ten considered to be embryonic stem cells,
ignoring the distinctiveness of their origin.

Embryonic stem cells are stem cells
derived from the embryo, for example,
derived from normal mouse inner mass
cells cultured in vitro. Use of these cells
to make chimeras allows investigators
to introduce an engineered gene with a
known mutation into ES cells and then to
breed mice that have the same mutation
in all their cells.

Cord blood is blood obtained from the
umbilical cord at the time of delivery, a
rich source of stem cells.

The oogonium (plural, oogonia) is a type
of female germ cell that functions as a
stem cell until it begins to undergo cell
differentiation and becomes an oocyte. In
humans, all oogonia have differentiated
into primary oocytes before the birth
of a female; however, in frogs oogonia
persist throughout reproductive life as
a stem cell population, multiply and
produce eggs for the next breeding system.
Spermatogonia are male germ cells that
act as stem cells and may undergo
meiosis and cell differentiation to become
spermatozoa (gametes). Spermatogonia
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are spermatogenic (sperm producing)
cells. Various types of spermatogonia are
recognized in humans, that is, A1, A2, A3,
A4, intermediate, and B. It is thought that
each of the A types are stem cells, capable
of renewal; intermediate spermatogonia
are committed to becoming spermatozoa
and divide to form type B spermatogonia;
type B spermatogonia are the precursors of
spermatocytes. In 1840, Albrecht Koelliker
realized that sperm from the male and
ova from the female were cells; he earned
his doctorate with work that traced the
development of spermatozoa from stem
cells to their release from the testes.

Nurse cells of the Drosophila ovary are
produced by stem cells undergoing four
mitotic divisions (one of the resulting 16
cells, per stem cell, becomes the oocyte;
the others become nurse cells). The nurse
cells produce large quantities of proteins
and RNAs that are exported into the
egg through cytoplasmic bridges. Bicoid
mRNA is made by nurse cells located next
to the anterior end of the developing oocyte
and is transferred from them into the egg.

A meristem is a part of a plant charac-
terized by dividing cells; these regions of
plants contain stem cell populations that
produce cells, some of which go on to
differentiate into plant tissues and some
of which constantly renew the stem cell
population. Generally, two varieties are
found: (1) apical meristems, found at the
tips of plant parts, for example, at the
growing ends of roots and shoots and
(2) lateral meristems, found on the sides
of plants, for example, vascular cambium
and cork cambium are lateral meristems
found under the bark of tree trunks. The
primary root of a flowering plant has three
meristematic regions: the procambium,
the ground meristem, and the protoderm,
which give rise to primary tissues.

Primary tissues are plant tissues pro-
duced directly by the activity of apical
meristems; the procambium gives rise to
the primary xylem, vascular cambium (a
lateral meristem), and primary phloem;
the ground meristem gives rise to the per-
icycle, endodermis, and cortex; and the
protoderm gives rise to the epidermis.

In the procedure known as therapeutic
cloning, nuclear material from a donor so-
matic cell is transferred into an enucleated
egg cell and ESCs are harvested from the
resulting blastocyst; if the ESCs can be
coaxed to differentiate into functioning tis-
sues, the new cells may be introduced into
the donor to regenerate diseased tissue
and even organs. An objective of therapeu-
tic cloning is to derive immunologically
compatible embryonic stem cells.

Recently, citing new data, that is, the
first genome-wide transcript analysis of
ESCs, HSCs, and NSCs produced by tran-
scriptional profiling of purified stem cell
populations it was pointed out that the
new data sets begin to establish the na-
ture of ‘‘stemness.’’ Burns and Zon (2002)
suggest an alternative to the Till and Mc-
Culloch stochastic model of 1961, the
multilineage priming model of May and
Ever, a more modern model for stem cell
fate that suggests that stem cells express a
low level of lineage affiliated genes, which
are amplified or repressed upon differ-
entiation, that is, it may be the specific
combination of genes rather than individ-
ual genes that endow the unique properties
of stem cells, priming them to accept spe-
cific environmental cues.

It was noted that, despite these recent
advances, the intrinsic program induced
by environmental cues has not been
molecularly described and that further
analysis is clearly required to ascertain
the relevance of the identified core stem
cell genes, suggesting that the functionally
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Fig. 12 Theoretically, all stem cells (ESC, HSC, and NSC) may
share a core set of ‘‘stemness’’ genes that enable both self
renewal and differentiation. These internal programs may be
regulated by environmental cues. Each individual stem cell
also expresses a set of individual lineage-specific genes. The
specific combination of common and lineage-specific
transcripts and the biased distribution of internal factors may
lead to stem cell asymmetric division. Burns and Zon (2002).

important genes will likely be uncovered by
comparing stem cells in different lineages
and species. See Fig. 12.

7
Cloning

A clone may be defined as (1) a population
of cells derived from a single cell by mitosis
or (2) a group of organisms produced by
asexual reproduction, for example, vegeta-
tive propagation in plants, parthenogene-
sis in animals, nuclear transfer techniques
involving the transfer of somatic cell nuclei
of identical genetic constitution into enu-
cleated eggs. These definitions notwith-
standing, cloning may be applied at the
molecular and nuclear levels, as well as at
the cellular and organismal levels.

In molecular cloning (gene cloning),
there is amplification (by the polymerase

chain reaction) of single genes to a chem-
ically useful quantity. The polymerase
chain reaction (PCR) is a highly efficient,
in vitro, enzymatic method of cloning
(making many identical copies of) specific
pieces of DNA.

Positional gene cloning is a method used
to find genes that are involved in normal
human development and whose mutations
cause congenital developmental malfor-
mations. Pedigree analysis highlights a
region of the genome where a particu-
lar mutant gene is thought to reside; by
making a DNA map of that area, one
may find a region of DNA that differs be-
tween people who have the mutation and
people who lack it; then by sequencing
that region of the genome, the gene can
be located, for example, the discovery of
the human Aniridia gene. Such candidate
gene mapping was used to study Waar-
denburg sydrome type 2, that is, pedigree
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analysis was used to determine that Waar-
denburg sydrome type 2 is caused by a
mutation in a gene on the small arm of
chromosome 3, between bands 12.3 and
14.4; using a probe made from the mouse
microphthalmia gene, it was found that a
human homolog (MITF) of the mouse mi-
crophthalmia gene mapped to exactly the
same region as Waardenburg syndrome
type 2.

In the procedure known as knockout
or targeted gene knockout, the targeted
disruption of function in a cloned gene,
the gene is usually introduced back into
the organism in such a way as to replace
a normal gene copy, by homologous
recombination, in order to analyze the
effect of the mutation. Interestingly, in
many cases knocking out a normal gene
has had no effect at all, even when the
gene was thought to be essential. Two
genes exhibit genetic redundancy when
the absence of the function of one gene
causes little or no effect because a second
gene can operate in its place.

In cellular cloning, the founder cell
gives rise to a particular group of cells,
for example, a cell clone consists of
all surviving descendants of a single
cell, which is called the founder cell of
the clone.

In therapeutic (or research) cloning, nu-
clear material from a donor somatic cell
is transferred into an enucleated egg cell
and ESCs are harvested from the resulting
blastocyst. If the ESCs can be coaxed to
differentiate into functioning tissues, the
new cells might be introduced into the
donor to regenerate diseased tissue and
even organs. An objective of therapeutic
cloning is to derive immunologically com-
patible embryonic stem cells. Reproductive
cloning is cloning for reproductive pur-
poses, that is, producing new organisms
that are genetically identical to the donor

of the nuclear material. Cloning, as ap-
plied to organisms, is the process (natural
or artificial) of making several, genetically
identical, independent organisms from a
single initial organism.

In 1936, a ‘‘somewhat fantastical’’ exper-
iment was suggested to transfer a nucleus
from a differentiated cell into an enu-
cleated egg. In 1952, Briggs and King
developed the techniques for the frog
(Rana); they transferred blastula stage cell
nuclei into enucleated eggs and were able
to obtain complete tadpoles. It was al-
ready shown that blastula cell nuclei were
pluripotent, but what about nuclei from
more advanced stages? In 1956, Briggs and
King used somatic cell nuclei of tailbud-
stage tadpoles (vs germ cell nuclei of
tailbud-stage tadpoles); they demonstrated
(1) an apparent decrease in nuclear po-
tency and (2) apparently the decrease in
nuclear potency was stable and tissue spe-
cific, as demonstrated by nuclear cloning,
for example, endoderm nuclei appear to
be good at making endoderm, but are
restricted in making ectoderm and meso-
derm. Progressive restriction of nuclear
potency during development appeared to
be the general rule. However, another pos-
sible explanation for limited potency would
be chromosomal abnormalities. Gurdon,
using the frog Xenopus, used intestinal en-
doderm of feeding tadpoles and seemed to
demonstrate that these nuclei were totipo-
tent. However, King criticized Gurdon’s
work; subsequently, Gurdon cultured ep-
ithelial cells from adult frog foot webbing
and by serial transplantation was able
to obtain tadpoles, but these died before
feeding. These amphibian-cloning experi-
ments suggested (1) that a general restric-
tion of potency occurred with progressive
development and (2) that the differenti-
ated cell genome was remarkably potent.
Debate persisted about the totipotency of
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such nuclei, but there was little doubt that
they were extremely pluripotent.

Dolly, the sheep, was the first mammal
cloned from a cell of an adult animal. She
was a result of an experiment to test the
suitability of different sources of cells for
nuclear transfer. She was derived from
cells that had been taken from the udder
of a six-year old Finn Dorset ewe and then
cultured in the laboratory. Individual cells
were then fused with unfertilized eggs
from which the genetic material had been
removed and 29 of these ‘‘reconstructed
eggs,’’ each now with a nucleus from
the adult animal, were then implanted in
surrogate Blackface ewes. One gave rise
to a live lamb, Dolly, some 148 days later.
Other cloned lambs were derived in the
same way from cells taken from embryonic
and fetal tissue. Dolly was euthanized in
February 2003 due to respiratory disease.

Somatic cell nuclear transfer (SCNT) is
the technique whereby nuclear material
from a donor somatic cell is transferred
into an enucleated egg cell, generally, as
part of a cloning technique.

Clonal analysis is a technique used in
developmental biology as a form of fate
mapping, in which a single cell is labeled
and the position and cell types of its
progeny identified at a later stage. The
Minute technique uses cells of Drosophila
carrying a mutation in the Minute gene,
which, therefore, grow more slowly than
those in the wild type. By using flies
heterozygous for the Minute mutation,
clones can be made in which a mitotic
recombination event has generated a
marked cell that is normal because it
has lost the Minute mutation, and so is
wild type. This normal cell proliferates
faster than the slower growing background
Minute heterozygous cells, and thus large
clones of the marked cells are produced.

Clonal restriction is found in insect com-
partments defined by clonal restriction
lines, in which lines are not transgressed
by cell clones generated after a certain
stage of development.

Cystocytes are the cells of a clone
of cells derived from the oogonium by
meroistic oogenesis in insects; ring canals
are connections between such clones.

Clonal selection theory is the concept
that each animal first randomly generates
a vast diversity of lymphocytes and then
those cells that react against the foreign
antigens that the animal actually encoun-
ters are specifically selected for action
(form a clone).

See also Brain Development; Cel-
lular Interactions; Electron Mi-
croscopy in Cell Biology; Genetics,
Molecular Basis of.
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Diabetes Insipidus
Inherited or acquired disease characterized by polyuria and polydipsia.

Central Diabetes Insipidus
Diabetes insipidus caused by insufficient release of vasopressin from the
neurohypophysis.

Nephrogenic Diabetes Insipidus
Diabetes insipidus caused by a resistance of the kidney toward the action of
vasopressin.

Vasopressin
Nonapeptide synthesized in hypothalamic nuclei and released from the posterior
pituitary. The main biological activity is conservation of water (via vasopressin V2

receptors); therefore it is also termed antidiuretic hormone (ADH). Vasopressin also
stimulates the contraction of vascular smooth muscle cells, glycogenolysis in liver cells
(via vasopressin V1a receptors), release of ACTH from the anterior pituitary (via
vasopressin V1b receptors), and secretion of the von Willebrand factor (via vasopressin
V2 receptors). In addition, vasopressin acts as a neurotransmitter in the central
nervous system (via V1a and V1b receptors), regulating the adaptive and social behavior.

Oxytocin
Nonapeptide homologous to vasopressin, which is also produced in hypothalamic
nuclei and released from the posterior pituitary. In the pregnant uterus, it potentiates
the strength and frequency of smooth muscle contractions. After birth, stimulation of
the nipple results in the release of oxytocin, which in turn causes contraction of
myoepithelial cells of the mammary ducts and the ejection of milk.
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G protein-coupled Receptors
Superfamily of membrane receptors, characterized by a common seven
transmembrane-spanning configuration. Activation of the receptors by extracellular
ligands causes stimulation of heterotrimeric G proteins.

Heterotrimeric G-proteins
Guanine nucleotide regulatory protein complexes composed of α and βγ subunits.
Upon activation by G protein-coupled receptors, they influence the activity of a large
variety of effector molecules such as adenylyl cyclase, phospholipases, and ion
channels.

Aquaporins
Integral membrane proteins with six transmembrane-spanning domains, allowing
water to cross the plasma membrane rapidly. In man, 10 different aquaporins are
known, of which seven are expressed in the renal tubular epithelium and the renal
collecting duct. Aquaporins are also found in the epithelium and endothelium of brain,
lung, and intestine.

� The neurohypophyseal hormone vasopressin acts via three different G protein-
coupled receptors. The main physiological response elicited by vasopressin is
antidiuresis, which is mediated by vasopressin V2 receptors in the kidney. Further
responses, such as vasoconstriction and the release of the adrenocorticotropic
hormone (ACTH), are mediated by vasopressin V1a and vasopressin V1b receptors
respectively.

Diabetes insipidus is a hereditary or acquired disease characterized by polyuria
and polydipsia. It is either caused by an insufficient release of vasopressin from the
neurohypophysis (central diabetes insipidus) or by a resistance of the kidney toward
the action of vasopressin (nephrogenic diabetes insipidus).

In the case of central diabetes insipidus, autosomal dominant and autosomal
recessive modes of inheritance are known. In both traits, mutations in the
vasopressin-neurophysin II gene (encodes the vasopressin precursor) are responsible
for the disease. For congenital nephrogenic diabetes insipidus, three modes
of inheritance are known: X-chromosomal recessive, autosomal recessive, and
autosomal dominant. While the X-chromosomal trait is caused by mutations in the
vasopressin V2 receptor gene, the autosomal forms are due to mutations in the
aquaporin-2 gene (encodes the vasopressin-regulated water channel).

Analysis of mutant vasopressin-neurophysin II, vasopressin V2 receptor, and
aquaporin-2 proteins revealed impaired protein transport as the most common
cause of the disease. The transport defect is either caused by (1) retention of
misfolded proteins in the endoplasmic reticulum or (2) misrouting of correctly
folded proteins.
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1
Vasopressin

1.1
Structure, Synthesis, and Release of
Vasopressin

Vasopressin is a cyclic nonapeptide
(Fig. 1a). Its amino acid sequence is highly
conserved among mammals. Only swine
and marsupials have a lysine residue at
position 8 (Lys-vasopressin, LVP), whereas
all other mammals display an arginine
residue (Arg-vasopressin, AVP). AVP is
highly homologous to oxytocin (Fig. 1b).
The genes encoding AVP and oxytocin
evolved from an anchestral gene by gene
duplication. Both genes share a common
gene structure and are only separated by
11 000 and 8 000 bps of noncoding DNA
in rat and man respectively.

AVP and oxytocin are encoded as pre-
cursor proteins and are synthezised in
magnocellular neurons of the supraoptic
and paraventricular nuclei of the hypotha-
lamus. The AVP precursor consists of a
signal peptide, the hormone moiety (AVP),
a carrier protein (neurophysin II), and

a copeptin (Figs. 2 and 3). The oxytocin
precursor comprises a signal peptide, the
hormone moiety (oxytocin) and a carrier
protein (neurophysin I). The neurophysins
(neurophysin I and II) function not only
as carrier proteins to protect the hormones
from proteolytic degradation within the
secretory vesicles but are also crucially in-
volved in correct folding and processing of
the precursor proteins. The function of the
copeptin encoded by the AVP-NPII gene
remains elusive.

In man, Arg-vasopressin (AVP) serum
levels normally range from 2.5 to
5 pg mL−1. The secretion of AVP is under
the control of osmoreceptors in the hy-
pothalamus and of baroreceptors located
in the heart and the carotid artery. The
osmoreceptors in the hypothalamus are ac-
tivated by minute increases in the plasma
osmolality (≥1%), which in turn stimu-
late the release of small quantities of AVP
(changes of serum AVP are less than or
equal to 1 pg mL−1). Greater changes in
plasma osmolality cause larger increases
in plasma AVP of up to 10 pg mL−1.

Relatively large changes in blood volume
are necessary to stimulate AVP release
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Tyr2 Phe3
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Asn5 Cys6

Pro7

Arg8 

Gly9
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Tyr2 
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(a) (b)

Fig. 1 Structure of cyclic nonapeptides vasopressin and oxytocin. Homology model of
vasopressin (a) based on the crystal structure of oxytocin (b; Brookhaven 3D PDB: 1XY1).
Amino acids are depicted in the three letter code. The numbers are the positions of amino
acids within the molecules.
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Fig. 2 Generation of vasopressin from the vasopressin-neurophysin II precursor
protein. (a) Structure of the AVP-NPII precursor protein; (b) mature vasopressin,
neurophysin II, and copeptin. Posttranslational modifications shown are
intramolecular disulfide bonds in the vasopressin and neurophysin II moiety,
glycosylation of the copeptin.

Fig. 3 Crystal structure of bovine neurophysin II (Brookhaven 3D
PDB: 2BN2). Blue – amino acids interacting with vasopressin, blue
circle – docking site of vasopressin, yellow – disulfide bonds,
green – amino acids, involved in the dimerization of NPII, green dotted
line – contact site of NP II dimers, red – amino acids involved in the
tetramerization of NPII, red dotted line – contact site of the tetramer.
Dimerization of two NPII molecules has been experimentally verified.
Tetramerization was found in the crystal structure, but its physiological
significance has not yet been determined. (See color plate p. xxvii.)
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via baroreceptors. While a decrease in
the blood volume of less than 10% is
insufficient to stimulate AVP secretion, the
acute loss of more than 10% dramatically
increases AVP secretion: Plasma levels
of AVP can reach 100 pg mL−1 if the
blood loss exceeds 20 to 30%. While
antidiuresis is maximally stimulated at
about 10 pg mL−1 AVP, vascular effects
such as vasoconstriction are observed only
at higher AVP levels (10–100 pg mL−1).

2
Vasopressin Receptors

2.1
Structure and Expression of Vasopressin
Receptors

AVP exerts its action via four distinct re-
ceptors belonging to two different types
of membrane proteins. Three receptors,
namely vasopressin V1a, V1b, and V2 recep-
tors (V1a, V1b, and V2 receptors), belong
to the superfamily of G protein-coupled
receptors. These proteins share a common
topology with an extracellular N terminus,

an intracellular C terminus and seven
transmembrane domains (Fig. 4). The G
protein-coupled vasopressin receptors are
encoded by three different genes and
show a distinct pattern of tissue ex-
pression (Table 1). The binding site for
AVP is formed by the transmembrane
domains and the first and second ex-
tracellular loops. The docking of AVP
elicits a conformational change, which
in turn leads to the activation of het-
erotrimeric G proteins. The activated G
proteins in turn can modulate the func-
tion of effector molecules, such as adenylyl
cyclase, phospholipase Cβ, or diverse ion
channels. The receptor-stimulated physio-
logical response depends on the cellular
environment and the nature of the acti-
vated G proteins (see Sect. 2.2).

The fourth vasopressin receptor, the
vasopressin-activated calcium-mobilizing
receptor (VCAM-1), is a single trans-
membrane receptor comprising about 780
amino acids. It has been identified in man,
rat, and rabbit. VCAM-1 does not possess
any homology to the G protein-coupled
vasopressin receptors. It belongs to a new

Tab. 1 Synoposis of the chromosomal localization, tissue expression, and activated signal cascades
of vasopressin receptors.

Type of
receptor

Chromosomal
localization

Exon
number

Signaling Site of expression

V1a 12q14-q15 2 Gq, Gi, G12/13 Vessels (smooth muscle cells)
Liver (hepatocytes)
Kidney (interstitial cells)

V1b 1q32 2 Gq, (G12/13) Adenohypophysis (basophilic
cells)

Adrenal gland (chromaffine
cells)

Pancreas (β cells)
V2 Xq28 3 Gs Kidney (principal cells)

Vessels (endothelium)
VACM-1 11q22-q23 20 Ca2+ ↑, G-protein- Renal collecting duct

independent Endothelial cells
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TM1
TM2

TM3

TM4

TM5 TM6 TM7

Extracellular

Intracellular

H8

Fig. 4 Homology model of the ligand-bound vasopressin V2 receptor
based on the 3D model of bovine rhodopsin (Brookhaven 3D PDB: 1L9H).
Seven transmembrane helices are labeled TM1 to TM7. For clarity, the
transmembrane helices in the front are in cyan and the transmembrane
helices at the back are gray. Dark blue lines – N and C tail, red lines – 1st
extracellular/intracellular loop, magenta lines – 2nd extracellular/
intracellular loop, green lines – 3rd extracellular/intracellular loop.
Yellow – synthetic agonist DDAVP. A short helix (H8) is found between
TM7 and the C tail. (See color plate p. xxviii.)

family of peptide receptors, designated as
cullins. VACM-1 shows homology with
cullin-5 of Caenorhabditis elegans, a pro-
tein involved in the control of the cell
cycle, and when mutated, contributes to
tumor progression. Binding of AVP leads
to an increase in calcium by a yet unknown
mechanism.

In the rat, a further AVP-sensitive
receptor, the dual angiotensin II/AVP

(AngII/AVP) receptor, has been described.
Up to now, the existence of this receptor in
any other species has not been reported.

2.2
Signal Transduction of G protein-coupled
Vasopressin Receptors

The V1a receptor mainly activates G
proteins of the Gq/11 and the G12/13
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family. Depending on the cell cycle, V1a

receptors also have the ability to activate G
proteins of the Gi family. The V1b receptor
activates G proteins of the Gq/11 family and
the V2 receptor stimulates the G protein
Gs.

Activation of G proteins of the Gq

family leads to a stimulation of the
phospholipase Cβ, which catalyzes the
formation of inositoltriphosphate (IP3)
and diacylglycerol (DAG). IP3 and DAG
function as second messengers. DAG
activates multiple isoforms of protein
kinase C, which in turn phosphorylate a
great number of diverse proteins at serine
and threonine residues, thereby regulating
the functional activity of the proteins.
IP3 mediates the release of calcium
from the smooth endoplasmic reticulum

via the IP3 receptor. The increase of
intracellular calcium stimulates the release
of ACTH in basophilic cells (via the
V1b receptor) of the anterior pituitary
and mediates the constriction of vascular
smooth muscle cells (via the V1a receptor,
Fig. 5). In addition, the stimulation of
G12/13 has a synergistical action on
smooth muscle cell contraction, resulting
in a prolonged vascular smooth muscle
contraction.

In the case of the V2 receptor, the acti-
vation of Gs leads to the stimulation of the
adenylyl cyclase, resulting in the genera-
tion of the second messenger cyclic adeno-
sine monophosphate (cAMP). High levels
of cAMP stimulate the cAMP-dependent
protein kinase (PKA), which in turn
phosphorylates several proteins, among

Gs

Adenylyl
cyclase

cAMP

PKA

G12/13Gq

PLC ROCK

Ca2+ MLCP

Ca2+

?

Secretion Contraction

Antidiuresis

Cell cycle
control

V2R

V1aR

V1bR

VACM-1

Fig. 5 Synopsis of signaling cascades activated by vasopressin receptors. Shown here are the
three heptahelical G protein-coupled vasopressin receptors (V1aR, V1bR, and V2R) and the
single transmembrane spanning vasopressin-sensitive calcium-mobilizing receptor (VACM-1).
Green arrows – activation, red arrow – inhibition. (See color plate p. xxix.)
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others the AVP-sensitive water channel
aquaporin-2 (AQP2) and the small G pro-
tein Rho A. The cAMP/PKA-mediated
signaling events finally result in the
translocation of submembranously stored
AQP2-harboring vesicles into the apical
plasma membrane (Fig. 5; see Sect. 3.3
below).

3
Aquaporins

3.1
Requirements for Water Channel Proteins

In the collecting duct of the kidney, the api-
cal membrane must maintain large chemi-
cal and osmotic gradients and therefore be
effectively impermeable to ions and most
other small molecules. This is achieved by
high concentrations of glycosphingolipids
and sphingomyelin in the outer leaflet
of the epithelial lipid bilayer. Expression
and regulated insertion of specific water-
permeable transmembrane channels, that
is, aquaporins (AQP), represent an elegant
way for the organism to regulate the water
permeability of these critical barrier inter-
faces. In response to AVP, the abundance
of aquaporins in the apical membrane
of principal cells increases, and the ep-
ithelia can become about 50-fold more
water-permeable. AQPs have little impor-
tance in slow water transport, which occurs
across plasma membranes for housekeep-
ing functions such as volume regulation.
Rather, they are important for rapid vecto-
rial water transport in response to osmotic
gradients created by continuous flow or
active salt pumping. Consequently, water-
transporting proteins are expressed not
only in renal collecting duct but also in
other fluid-transporting epithelia and en-
dothelia.

3.2
Structural Features Responsible for Water
Selectivity

The members of the water channel protein
family are homotetramers containing four
independent water channels. Aquaporins
are characterized by two tandem repeats
consisting each of three transmembrane
helices and a short loop (Fig. 6). The lat-
ter bears the signature motif Asn-Pro-Ala
(NPA). The atomic structure of various
AQP family members suggests that the
NPA motif is crucial for water selectiv-
ity. Meeting with their positive ends in
the middle of the membrane, the dipoles
of the two short loops force the water
molecules passing in single file to re-
orient (Fig. 7). The reorientation disrupts
the hydrogen bonds between the two cen-
tral water molecules. This mechanism is
assumed to inhibit Grotthuss proton dif-
fusion involving the chemical exchange
of hydrogen nuclei between hydrogen-
bonded water molecules in the channel. As
revealed by molecular dynamic simulation,
another highly conserved residue, a posi-
tively charged amino acid Arg187 (Arg-195
in AQP1), may be even more important for
the exclusion of protons and ions from the
water pathway. Pointing into a channel that
is so narrow that water molecules cannot
pass each other, its positive charge elec-
trostatically prevents any cation (including
H3O+) from entering the channel (Fig. 7).

3.3
The Main Aquaporins in Kidney

The archetypal member of the aquaporin
family, AQP1, is highly abundant in the
proximal tubule, the thin descending limb
of Henle and the descending vasa recta. It
is exclusively expressed in segments of the
nephron that are constitutively and highly
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Fig. 6 The structure of human AQP1. The water channel protein is
responsible for the efficient water transport in kidney proximal tubule.
The pore is formed by six transmembrane helices. Two of the
connecting loops fold back into the protein forming two short helices
(blue). Water molecules (red – oxygen, white – hydrogen atoms) cross
the channel in a single-file configuration. The pore is so narrow that
water molecules cannot pass each other. The sequence-related
water-transporting protein in the kidney collecting duct, AQP2, is
expected to have a similar atomic structure of the water pathway. The
figure was kindly provided by B. de Groot (modified from de
Groot, B.L., Grubmuller, H. (2001) Water permeation across
biological membranes: mechanism and dynamics of aquaporin-1 and
GlpF, Science 294, 2353–2357). (See color plate p. xxxi.)

water permeable. The protein facilitates
water movement across both the apical
and basolateral membranes. AQP3 and
AQP4, in contrast, are found only in the

basolateral but not in the apical membrane
of collecting duct principal cells. Using a
sodium concentration gradient as a driving
force, water enters these cells via AQP2



Diabetes Insipidus, Molecular Biology of 311
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Fig. 7 The selectivity filter of AQP2. The water pathway is shown in
blue. Water molecules cross the channel in an oriented fashion. In
the middle of the membrane, the water dipoles (white arrows)
undergo a rotation. It is governed by partial charges from the dipoles
of the short helices. Thus, the structure of the central pore region is
designed to disrupt the hydrogen bonds between neighboring water
molecules. Thereby, protons are prevented from crossing the
channel by the Grotthuss mechanism (by structural diffusion along
the water wire). The positively charged Arg187 is a barrier for cation
movement (including H3O+). (See color plate p. xxiii.)

and crosses to the interstitial fluid through
AQP3 and AQP4. AQP2 abundance in the
apical plasma membrane is hormonally
regulated, thus determining the water
permeability of the collecting duct. Long-
and short-term regulation mechanisms
can be distinguished. Long-term AVP
treatment increases the expression level
of AQP2 and AQP3 in parallel. Short-
term regulation is restricted to AQP2. It
is accomplished by the AQP2 shuttle (see
Sect. 3.4). AQP4 appears not be regulated
or at least not as markedly as AQP2 and
AQP3.

3.4
The AQP2 Shuttle

Acute regulation of body water balance re-
quires mechanisms that are much faster
than the augmentation of protein ex-
pression levels. The rapid increase in
collecting duct water permeability, that
is, the fast increase of AQP2 abundance

in the plasma membrane, results from
exocytosis of AQP2-containing intracellu-
lar vesicles (Fig. 8). In the first step, AVP
binds to the V2 receptor expressed on the
basolateral membrane of renal principal
cells. Stimulation of the V2 receptor leads
to a rise of cAMP and cytoplasmic Ca2+.
The subsequent phosphorylation of AQP2
initiates a long-range AQP2 redistribution
from vesicles distributed throughout the
cell to the apical plasma membrane. The
prominent terminal web of actin filaments
in the apical part of principal cells appear
to be involved in the AQP2 transloca-
tion, since disruption of microfilaments
with cytochalasins stimulates the plasma
membrane insertion. The final step is
the exocytotic insertion of AQP2 into the
plasma membrane resulting in an increase
in the osmotic water permeability (Fig. 8).
Trafficking to the plasma membrane is im-
paired by most mutations in AQP2, even
though some of the mutants will act as
functional water channels (see Sect. 4.2).
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Fig. 8 The AQP2 shuttle. In a first step
(1), the antidiuretic hormone AVP binds
to the V2 receptor (V2R) expressed in
principal cells, which are the main
epithelial cell type of the medullary
collecting duct. Stimulation of the V2
receptor on the basolateral surface of
principal cells activates the adenylyl
cyclase (2). The increased cyclic AMP
levels, in turn, activate PKA (3).
Substrates of PKA are AQP2 (4) and Rho
(5), which are phosphorylated. The
phosphorylation of Rho favors the
depolymerization of the F-actin
cytoskeleton (6) and allows
translocation of AQP2-bearing vesicles
to the cell membrane (7). Subsequent
fusion of the vesicles with the plasma
membrane increases the membrane
abundance of AQP2, thereby facilitating
osmotic water transport.

4
Diabetes Insipidus

Diabetes insipidus is an acquired or in-
herited disorder of water homeostasis,
characterized by polyuria and excessive
thirst. It is either caused by an insuffi-
cient release of AVP from the posterior
pituitary (central diabetes insipidus) or by
a resistance of the kidney to the action
of AVP (nephrogenic diabetes insipidus).
The urinary volume exceeds 50 mL kg−1

bodyweight in 24 h. The specific grav-
ity and the osmolality of the urine are
less than 1010 g L−1 and 300 mosmol L−1

respectively. In severe cases, the volume
exceeds 200 mL kg−1 bodyweight in 24 h,
and the urinary osmolality is less than
100 mosmol L−1. In these cases, the pa-
tients life is ruled by frequent drinking
and by micturition every 30 to 60 min
both day and night. The large amounts of
urine may cause a dilation of the urinary
tract resulting in hydronephrosis and renal
insufficiency. Infants are under particu-
lar threat, since insufficient fluid intake

results in severe dehydration with plasma
osmolality and plasma sodium exceeding
320 mosmol L−1 (>10% increase in os-
molality) and 160 mmol L−1 respectively.
Recurrent episodes of dehydration result
in a failure to thrive and may cause mental
retardation. Both sequelae can be com-
pletely prevented by sufficient fluid intake.

4.1
Central Diabetes Insipidus

Central diabetes insipidus is characterized
by an inadequate or no release of AVP from
the posterior pituitary. Frequent causes
of central diabetes inspidus are brain tu-
mors, pituitary surgery, and severe head
injuries, which disrupt the axonal projec-
tions of the AVP-producing magnocellular
neurons. Depending on the neuronal le-
sion, diabetes is transient (regeneration of
the magnocellular neurons) or persistent
(degeneration of neurons). In idiopathic
central diabetes insipidus, which typically
manifests in childhood and early adult life,
the cause is unknown.
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Congenital forms of central diabetes
insipidus are rare. A comprehensive
list of known mutations in the AVP-
NPII gene is presented on the web
(http://www.medicine.mcgill.ca/nephros/
avp npii.html). In most of the cases, an
autosomal dominant mode of inheritance
is found. So far, only three cases of auto-
somal recessive central diabetes insipidus
have been reported.

4.1.1 Autosomal Dominant Central
Diabetes Insipidus
The congenital forms of central diabetes
insipidus show an autosomal dominant
mode of inheritance. The penetrance is
almost 100%. While newborns and infants
rarely present with symptoms, polyuria
and polydipsia typically become apparent
in children older than one year (the onset
can vary between 1 and 30 years of age).

Genetic analysis of the autosomal dom-
inant central diabetes insipidus have re-
vealed about 40 different mutations within
the AVP-NPII gene. The majority of mu-
tations (33 of 40) are found in the region
encoding the neurophysin II moiety. Five

mutations lead to an altered amino acid
sequence of the signal peptide, and one
mutation causes an amino acid substitu-
tion within the AVP moiety (Fig. 9). The
great majority of AVP-NPII mutants is
characterized by amino acid substitutions
in the neurophysin II moiety. This may be
explained by the fact that neurophysin II
is not only a carrier protein for AVP but
also of essential importance for the cor-
rect folding and processing of AVP in the
precursor.

The molecular mechanisms underlying
the dominant mode of inheritance are still
not fully understood. The delayed onset
of the disease argues against a dominant
negative effect of the mutant AVP-NPII
precursor. It is more likely that secondary
events elicited by mutant AVP-NPII pro-
teins contribute to the pathomechanisms
of the disease.

Several lines of evidence suggest that
the mutant AVP-NPII precursor pro-
teins have neuropathic or neurotoxic ef-
fects on AVP-producing magnocellular
neurons. This is supported by neuro-
histological studies, in which selective
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Fig. 9 Synopsis of AVP-NPII mutants
responsible for autosomal dominant central
diabetes insipidus. The mutants are depicted by
the native amino acid (single letter code), the

position in the AVP-NPII precursor protein, and
the replacing amino acid. � – deletion of amino
acids, fs – indicates nucleotide deletions causing
a shift in the reading frame.
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degeneration of AVP-producing but not
of oxytocin-producing magnocellular neu-
rons was found. In vitro analysis of dif-
ferentiated neuronal cell lines that stably
express mutant AVP-NPII precursor pro-
teins demonstrated strong accumulation
of AVP-NPII mutants within the ER and
progressive cell death. The mechanisms
involved in this process have not been ex-
plored in detail. However, recent studies
on different secretory and membrane pro-
teins suggest that ER accumulation causes
cellular stress (unfolded protein response),
which results in a number of effects includ-
ing an increased synthesis of chaperones.
The chaperones help to prevent the aggre-
gation of misfolded proteins. If the native
state of proteins is not achieved in subse-
quent folding cycles, degradation via the
ubiquitin-proteasome system is initiated.
However, this degradation can be impaired
by several factors. For example, some
mutant proteins have a high probability
of forming aggregates spontaneously, as
found for certain mutants of serine pro-
tease inhibitors. The formation of such ag-
gregates prevents degradation of the mis-
folded proteins and is cytotoxic. Similarily,
the excessive synthesis of a misfolded pro-
tein (like mutant rhodopsin in retinitis pig-
mentosa) also affects the cellular degrada-
tion machinery by unknown mechanisms.

4.1.2 Autosomal Recessive Central
Diabetes Insipidus
So far, only three cases of congenital di-
abetes insipidus are known that show an
autosomal recessive mode of inheritance.
In all three cases, the patients presented
with symptoms shortly after birth. In one
case, a homozygous splice site mutation
was identified. In a second case, a com-
pound heterozygous mutation (a splice
site and a nonsense mutation) in the AVP-
NPII gene was found. In a third case,

a homozygous AVP-NPII gene mutation
encodes a mutant AVP, in which proline at
residue 7 is replaced by leucine. This AVP
mutant has a 30-fold lower affinity to the
V2 receptor than the native AVP. The par-
ents, both heterozygous for the mutation,
were reported to be healthy.

4.2
Nephrogenic Diabetes Insipidus

Nephrogenic diabetes insipidus is charac-
terized by the resistance of the kidney to
the action of AVP. Patients show polyuria
and excessive thirst despite the presence
of normal or elevated amounts of plasma
AVP. Acquired forms of nephrogenic di-
abetes insipidus are much more frequent
than inherited forms. The most common
cause of nephrogenic diabetes insipidus is
lithium, which is used for the treatment of
bipolar manic-depressive illness. Polyuria
can be found in up to 20% of patients
receiving lithium. In most cases, polyuria
is reversible after cessation of the therapy.
However, in some patients, renal insuffi-
ciency can develop despite the cessation of
lithium therapy. Patients presenting with
impaired renal function as a result of long-
term lithium therapy (creatinine serum
levels >2.5 mg dL−1) are under high risk
of developing endstage renal failure.

Hypokalemia and hypercalcemia are
metabolic disorders associated with less
severe forms of nephrogenic diabetes in-
sipidus, which are fully reversible when
serum potassium or calcium values are
normalized. In some instances, the an-
tifungal amphotericin B or the micro-
tubule inhibiting agents vincristine and
colchicine can cause severe, but reversible
nephrogenic diabetes insipidus.

Congenital diabetes insipidus is a rare
disease with an estimated incidence of
8.8 per 1 000 000 males. Two genes have
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been identified to be responsible for the
disease: the genes encoding the G protein-
coupled vasopressin V2 receptor and the
AVP-sensitive water channel AQP2. In-
activating mutations of the V2 receptor
show an X-linked mode of inheritance.
Mutations of the AQP2 show an auto-
somal recessive or autosomal dominant
trait. The onset and the symptoms are in-
distinguishable in X-linked and autosomal
nephrogenic diabetes insipidus. Thus, an
interruption of the signal cascade at the
receptor or the effector level has identical
consequences.

4.2.1 X-linked Nephrogenic Diabetes
Insipidus
To date, more than 170 different muta-
tions within the V2 receptor gene that
cause X-linked nephrogenic diabetes in-
sipidus have been identified (refer to
http://www.medicine.mcgill.ca/nephros/
avpr2.html for a comprehensive list of
reported mutations). The mutations are
scattered throughout the coding region
without evidence for a hypermutable re-
gion. About 50% of the mutations are
missense mutations, leading to the ex-
change of a single amino acid. Roughly
10% are nonsense mutations resulting in
a premature stop of the polypeptide synthe-
sis. The remaining 40% of the mutations
are deletions and insertions. Strikingly,
most of the single amino acid substitu-
tions (Fig. 10, green circles) are localized
within the transmembrane regions. Fur-
ther clusters of amino acid exchanges are
found in the first extracellular loop and in
the N- and C-terminal parts of the second
extracellular loop.

In recent yeras, a large number of V2
receptor mutants have been characterized
for their functional defects. In general,
three main defects have been identified:
(1) a failure to reach the cell surface, (2)

a decrease or loss of AVP-binding, and/or
(3) a decrease or loss in G protein-coupling
activity. The most common defect found
in about two-thirds of the investigated
mutants is an impaired transport to the
cell surface, most likely mediated by
the quality control system of the ER.
The quality control system consists of
a variety of different chaperones, which
recognize and bind misfolded proteins.
Thereby, the chaperons prevent the exit
of misfolded proteins from the ER. If the
native conformation cannot be formed, the
misfolded proteins are finally degraded via
the ubiquitin-proteasome system.

Amino acid substitutions leading to a
defect in the binding of AVP are pre-
dominantly found in the first and second
extracellular loop or at the junction of the
transmembrane region and the extracellu-
lar space. This observation highlights the
importance of the first and second extra-
cellular loop of the V2 receptor for the
binding of AVP. In photoaffinity labeling
experiments, threonine 103 and arginine
106 of the bovine V2 receptor have been
identified to be of crucial importance in
ligand binding (Fig. 10, asterisks).

So far, only few V2 receptor mutants
have been identified that show a reduced
ability or are unable to activate the
G protein. In one mutant (in which
arginine 137 at the junction of the second
transmembrane domain, and the second
intracellular loop is replaced by histidine;
R137H), the loss of G protein-coupling
could be assigned to a constitutive binding
of the mutant receptor to the adapter
protein β-arrestin.

4.2.2 Autosomal Recessive Nephrogenic
Diabetes Insipidus
Genetic defects in the AQP2 gene account
for about 10% of congenital nephrogenic
diabetes insipidus. The human AQP2 gene
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Fig. 10 Synopsis of vasopressin V2 receptor
mutants responsible for X-linked nephrogenic
diabetes insipidus. Diagram of the human
vasopressin V2 receptor. Amino acids are shown
in the single-letter code. The arrows in the first
and second transmembrane domain show the
succession of amino acids. Stars – indicate
amino acids involved in ligand binding as
demonstrated by photoaffinity labeling, green
circles – missense mutations, red
circles – nonsense mutations, yellow

circles – in-frame deletions, blue circle – in-frame
insertion, yellow/green circles – missense
mutations and in-frame deletions found at this
position, red/green circles – missense and
nonsense mutations found at this position.
Posttranslational modifications shown are
glycosylation at asparagine 22, disulfide bonds
between cysteine 112 and 192, and
palmitoylation at cysteines 341 and 342.
(See color plate p. xxx).

is located in the chromosome region 12q13
and has four exons and three introns. The
majority of mutations show an autosomal
recessive mode of inheritance, although
autosomal dominant traits (see Sect. 4.2.3)
are also possible. Most of the muta-
tions are missense mutations, followed by
frameshift mutations and seldomly occur-
ring nonsense and splice site mutations.
The mutations are located throughout
the gene, affecting all transmembrane
helices and connecting loops (Fig. 11).
A comprehensive list of known AQP-2
gene mutations is presented on the web

(http://www.medicine.mcgill.ca/nephros/
aqp2.html). Mutations found in the two
loops bearing the signature motif NPA are
likely to destroy the water-transporting part
of the protein. For example, substitution of
Arg187 for Cys disrupts the normal folding
of the narrow constriction in the aqueous
pore (Fig. 7). All mutant AQP2 proteins
are retained in the ER (Fig. 12), although
some of the mutants appear to be able to
function as water channels. Thus, misrout-
ing of mutant AQP2 proteins is the major
cause of autosomal recessive nephrogenic
diabetes insipidus.
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Fig. 11 Synopsis of mutant AQP2 water channel
responsible for autosomal nephrogenic diabetes
insipidus. Diagram of the human AQP2. Amino
acids are shown in the single-letter code. The
arrows in the first and second transmembrane
domain show the succession of amino acids.
Posttranslational modifications shown are
glycosylation at asparagine 123. Mutations
responsible for autosomal recessive diabetes
insipidus: Green circles – missense mutations,
green squares – nucleotide deletions causing a

shift in the reading frame, red circles – nonsense
mutations, red/green circle – missense and
nonsense mutations found at this position.
Mutations responsible for autosomal dominant
nephrogenic diabetes insipidus: blue
circles – missense mutations, blue
squares – nucleotide deletions/insertions
causing a shift in the reading frame. (See color
plate p. xxix.)

4.2.3 Autosomal Dominant Nephrogenic
Diabetes Insipidus
In some instances, nephrogenic diabetes
insipidus shows autosomal dominant in-
heritance. In these cases, mutant AQP2
proteins inhibit the normal function of the
coexpressed wild-type AQP2. Here, het-
erooligomerization between the mutant
AQP2 and wild-type AQP2 occurs, which
is not found for ‘‘recessive’’ AQP2 mu-
tants. However, the heterotetramers do not
show AVP-regulated translocation to the
apical plasma membrane (dominant neg-
ative effect of mutant AQP2). The AQP2
mutant in dominant nephrogenic diabetes
insipidus, E258K-AQP2, for example, is a
functional water channel but it is retained

in the Golgi complex. Misrouting to late
endosomes/lysosomes or to the basolat-
eral membrane may also occur (Fig. 12).
All dominant forms of nephrogenic dia-
betes insipidus are due to mutations in the
intracellular C terminus near the site that
regulates exocytosis.

4.3
Treatment of Diabetes Insipidus

4.3.1 Treatment of Central Diabetes
Insipidus
Central diabetes insipidus can be
efficiently treated by the substitution
of AVP. Since AVP also has
vasopressor activity, the selective V2
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Fig. 12 Synopsis of routing defects of mutant AQP2
water channels. AQP2 mutants associated with
autosomal recessive nephrogenic diabetes insipidus
are retained within the endoplasmic reticulum (1,
ochre arrow). Since the ‘‘recessive’’ AQP2 mutants
exist as monomers, they do not affect the sorting of
the wild-type AQP2. In contrast, AQP2 mutants
associated with autosomal dominant nephrogenic
diabetes insipidus affect sorting of the wild-type
AQP2, since dominant AQP2 mutants and wild-type
AQP2 form heterotetramers. So far, three different
sorting defects of ‘‘dominant-negative’’ AQP2
mutants have been characterized: the mutant
E258K-AQP2 is retained in the Golgi apparatus (2,
blue arrows), the mutant �G727-AQP2 is
constitutively transported to lysosomes (3a and 3b,
orange arrows), and the mutant insA779-AQP2
undergoes PKA-dependent translocation to the
basolateral plasma membrane (4, cyan arrows).
Normal trafficking of AQP2 (green arrows) is not
finished with its exocytic insertion (5) but also
includes its endocytic retrieval (6). (See color plate
p. xxvii.)

receptor agonist 1-deamino-8-D-arginine
vasopressin (DDAVP, Minirin) is
preferred for hormonal replacement
therapy. No serious adverse reactions of
this treatment have been reported so far.
Doses range from 5 to 60 µg each day.

4.3.2 Treatment of Nephrogenic Diabetes
Insipidus
The most important treatment for nephro-
genic diabetes insipidus is sufficient water
intake adjusted to the increased urinary
output. When recurrent episodes of hyper-
natremia are efficiently prevented, affected
children develop normally. In the long
run, control of the urinary output is of
major importance. The large urinary vol-
umes may lead to the dilation of the
urinary system resulting in hydronephro-
sis and renal insufficiency. Currently,
urinary volumes can be reduced by thi-
azide diuretics and/or inhibitors of the
prostaglandin synthesis (inhibitors of cy-
clooxygenases – COXs). Thiazide diuretics
cause a depletion of body sodium and

a reduction in the glomerular filtration
rate. As a consequence, the efficiency
of thiazides in reducing urinary output
is impaired by increased dietary sodium
intake. Therefore, patients with congeni-
tal nephrogenic diabetes insipidus should
receive a low sodium diet. Nutrition guide-
lines and patient-oriented information on
nephrogenic diabetes insipidus are avail-
able on the web (http://www.ndif.org).
Nonselective COX inhibitors reduce the
glomerular filtration rate, thereby leading
to a reduced urinary output. However,
in patients with congestive heart failure,
COX inhibitors impair renal function.
In addition, nonselective COX inhibitors,
like indomethacin, are associated with
severe adverse drug reactions, such as
gastrointestinal bleeding and headache.
Such adverse reactions may not be seen
with selective inhibitors of COX-2. Recent
studies provided evidence that selective
COX-2 inhibitors reduce urinary output
in another congenital polyuric disease
(antenatal Bartter/hyperprostaglandin E
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syndrome) without evidence for serious
adverse reactions. At present, it is not
clear whether selective COX-2 inhibitors
will be safe and efficient drugs for the
treatment of nephrogenic diabetes in-
sipidus.

5
Animal Models

5.1
Animal Models of Central Diabetes
Insipidus

The Brattleboro rat shows central diabetes
insipidus due to a spontaneous muta-
tion in the AVP-NPII gene. Only rats
homozygous for this mutation have dia-
betes insipidus, whereas rats heterozygous
for the mutation are normal. Thus, Brat-
tleboro rats show an autosomal recessive
mode of inheritance. This model has been
of greatest importance for the understand-
ing of AVP-mediated antidiuresis and still
is of value for the analysis of AVP-induced
gene expression. However, the model does
not contribute to the understanding of the
cellular pathomechanisms underlying the
autosomal dominant form of central dia-
betes insipidus.

5.2
Animal Models of Nephrogenic Diabetes
Insipidus

To establish a model of X-linked nephro-
genic diabetes insipidus, a premature
stop mutation was introduced into codon
242 of the V2 receptor gene (E242X).
This mutation was originally identified in
patients suffering from X-linked nephro-
genic diabetes insipidus. The mutated
gene encodes a V2 receptor with only

five instead of seven transmembrane do-
mains. Male mice, hemizygous for the
E242X mutant V2 receptor are polyuric,
but die within three weeks after birth.
So far, treatment of these mice with thi-
azides and/or COX inhibitors did not
improve survival. To establish a model of
autosomal recessive nephrogenic diabetes
insipidus, a missense mutation was intro-
duced into codon 126 of the murine AQP2
gene, which leads to the replacement of
threonine 126 by methionine (T126M).
This T126M mutant was identified in pa-
tients suffering from autosomal recessive
nephrogenic diabetes insipidus. Mice ho-
mozygous for AQP2-T126M die within two
weeks after birth.

6
Outlook

While central diabetes insipidus can be
adequately treated by the administration
of AVP or DDAVP, treatment of nephro-
genic diabetes insipidus still poses a seri-
ous problem. Although urinary volume
can be reduced by about one-third us-
ing thiazide diuretics or COX inhibitors,
patients still pass large amounts of di-
lute urine. Frequent micturition, even
throughout the night, affects the qual-
ity of life. The discovery of the genetic
defects underlying nephrogenic diabetes
insipidus allowed a firm diagnosis of the
patients. However, this knowledge did
not result in an improvement in the
therapy.

An obstacle in improving the therapy
of diabetes insipidus is a high degree
of diversity in the underlying genotypes.
There is no predominant mutation, as
found, for example, in cystic fibrosis:
Here, more than 60% of all patients en-
code the �F508 CFTR mutant, so that
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research can focus on this particular mu-
tation. Despite these obstacles, a new
therapeutic concept has been presented
recently, which could be useful in pa-
tients encoding misfolded V2 receptor
mutants. Using the selective V2 recep-
tor antagonist SR 121463, a functional
rescue of several different misfolded V2

receptor mutants has been demonstrated.
In line with this biochemical analysis,
a clinical trial with patients suffering
from congenital nephrogenic diabetes in-
sipidus demonstrated that the V1 receptor
antagonist SR49059 reduced urinary out-
put by 50% when compared to untreated
controls.

It is assumed that the pharmacologi-
cal agents support proper receptor folding,
thus allowing the exit from the ER. There-
fore, drugs with an ability to promote
receptor folding are also termed phar-
macological chaperones or pharmacochaper-
ones. Whether these pharmacochaperones
have the potential to be used broadly in
nephrogenic diabetes insipidus remains
to be seen. Another potential option for
treatment, applicable to all patients with
X-linked nephrogenic diabetes insipidus,
is the stimulation of the cAMP/PKA-
signaling cascade downstream of the V2

receptor. PDEs, which degrade intracel-
lular cAMP, represent one possible drug
target. However, earlier clinical trials with
rolipram, a selective inhibitor of the type
4 PDE, did not result in the reduction of
the urinary output. Finally, gene therapy
might be considered as a further treatment
option. However, from the current point
of view, gene therapy, in general, lacks
safety.

See also Genetics, Molecular Basis
of; Medicinal Chemistry.

Bibliography

Books and Reviews

Bankir, L. (2001) Antidiuretic action of
vasopressin: quantitative aspects and
interaction between V1a and V2 receptor-
mediated effects, Cardiovasc. Res. 51, 372–390.

Barak, L.S., Oakley, R.H., Laporte, S.A., Caron,
M.G. (2001) Constitutive arrestin-mediated
desensitization of a human vasopressin
receptor mutant associated with nephrogenic
diabetes insipidus, Proc. Natl. Acad. Sci. U.S.A.
98, 93–98.

Breyer, M.D., Ando, Y. (1994) Hormonal
signaling and regulation of salt and water
transport in the collecting duct, Annu. Rev.
Physiol. 56, 711–739.

Carrell, R.W., Lomas, D.A. (2002) α1-antitrypsin
deficiency – a model for conformational
diseases, N. Engl. J. Med. 346, 45–53.

Chevet, E., Cameron, P.H., Pelletier, M.F.,
Thomas, D.Y., Bergeron, J.J. (2001) The
endoplasmic reticulum: integration of protein
folding, quality control, signaling and
degradation, Curr. Opin. Struct. Biol. 11,
120–124.

Jackson, E.K. (2001) Vasopressin and Other
Agents Affecting the Renal Conservation of
Water, in: Hardman, J.G., Limbird, L.E. (Eds.)
Goodman & Gilman’s – The Pharmacological
Basis of Therapeutics, 10th edition, McGraw-
Hill, New York, pp. 789–808.

Klussman, E., Maric, K., Rosenthal, W. (2000)
The mechanisms of aquaporin control in the
renal collecting duct, Rev. Physiol. Biochem.
Pharmacol. 141, 33–95.

Nielsen, S., Frokiaer, J., Marples, D., Kwon,
T.H., Agre, P., Knepper, M.A. (2002) Aquapo
rins in the kidney: from molecules to
medicine, Physiol. Rev. 82, 205–244.

Oksche, A., Rosenthal, W. (1998) The molecular
basis of nephrogenic diabetes insipidus, J. Mol.
Med. 76, 326–337.

Robertson, G.L. (1992) Vasopressin, in:
Seldin, D.W., Giebisch, G. (Eds.) The Kidney,
Lippincott Williams & Wilkens, Philadelphia,
pp. 1595–1613.

Scharrer, E., Scharrer, B. (1954) Neurosekretion,
in: Hrsg.: Bargmann, W. Handbuch der
mikroskopischen Anatomie des Menschen, Bd
VI/5, Springer-Verlag, Berlin, Göttingen,
Heidelberg, pp. 953–1066.



Diabetes Insipidus, Molecular Biology of 321

Primary Literature

Agre, P., Preston, G.M., Smith, B.L., Jung,
J.S., Raina, S., Moon, C., Guggino, W.B.,
Nielsen, S. (1993) Aquaporin CHIP: the
archetypal molecular water channel, Am. J.
Physiol. 265, F463–F476.

Arthus, M.F., Lonergan, M., Crumley, M.J.,
Naumova, A.K., Morin, D., De Marco, L.A.,
Kaplan, B.S., Robertson, G.L., Sasaki, S.,
Morgan, K., Bichet, D.G., Fujiwara, T.M.
(2000) Report of 33 novel AVPR2 mutations
and analysis of 117 families with X-linked
nephrogenic diabetes insipidus, J. Am. Soc.
Nephrol. 11, 1044–1054.

Bebok, Z., Mazzochi, C., King, S.A., Hong, J.S.,
Sorscher, E.J. (1998) The mechanism
underlying cystic fibrosis transmembrane
conductance regulator transport from the
endoplasmic reticulum to the proteasome
includes Sec61beta and a cytosolic,
deglycosylated intermediary, J. Biol. Chem.
273, 29873–29878.

Bence, N.F., Sampat, R.M., Kopito, R.R. (2001)
Impairment of the ubiquitin-proteasome
system by protein aggregation, Science 292,
1552–1555.

Bergeron, C., Kovacs, K., Ezrin, C., Mizzen, C.
(1991) Hereditary diabetes insipidus:
an immunohistochemical study of the
hypothalamus and pituitary gland, Acta.
Neuropathol. Berl. 81, 345–348.

Beuret, N., Rutishauser, J., Bider, M.D.,
Spiess, M. (1999) Mechanism of endoplasmic
reticulum retention of mutant vasopressin
precursor caused by a signal peptide
truncation associated with diabetes insipidus,
J. Biol. Chem. 274, 18965–18972.

Bichet, D.G., Arthus, M.F., Lonergan, M., Hendy,
G.N., Paradis, A.J., Fujiwara, T.M., Mor-
gan, K., Gregory, M.C., Rosenthal, W., Did-
wania, A., Antaramian, A., Birnbaumer, M.
(1993) X-linked nephrogenic diabetes in-
sipidus mutations in North America and
the Hopewell hypothesis, J. Clin. Invest. 92,
1262–1268.

Bichet, D.G., Ruel, N., Arthus, M.F., Loner-
gan, M., Hendy, G.N., Bichet, D.G. (1990)
Rolipram, a phosphodiesterase inhibitor, in
the treatment of two male patients with
congenital nephrogenic diabetes insipidus,
Nephron 56, 449–450.

Birnbaumer, M., Seibold, A., Gilbert, S.,
Ishido, M., Barberis, C., Antaramian, A.,

Brabet, P., Rosenthal, W. (1992) Molecular
cloning of the receptor for human antidiuretic
hormone, Nature 357, 333–335.

Boton, R., Gaviria, M., Batlle, D.C. (1987)
Prevalence, pathogenesis, and treatment of
renal dysfunction associated with chronic
lithium therapy, Am. J. Kidney Dis. 10,
329–345.

Brakch, N., Rholam, M., Boussetta, H., Co-
hen, P. (1993) Role of β-turn in proteolytic
processing of peptide hormone precursors at
dibasic sites, Biochemistry 32, 4925–4930.

Braverman, L.E., Mancini, J.P., McGoldrick,
D.M. (1965) Hereditary idiopathic diabetes
insipidus: a case report with autopsy findings,
Ann. Intern. Med. 63, 503–508.

Burnatowska-Hledin, M., Lazdins, I.B., Listen-
berger, L., Zhao, P., Sharangpani A., Folta, V.,
Card, B. (1999) VACM-1 receptor is specifi-
cally expressed in rabbit vascular endothelium
and renal collecting tubule, Am. J. Physiol. 276,
F199–F209.

Byrd, P.J., Stankovic, T., McConville, C.M.,
Smith, A.D., Cooper, P.R., Taylor, A.M. (1997)
Identification and analysis of expression of
human VACM-1, a cullin gene family member
located on chromosome 11q22-23, Genome
Res. 7, 71–75.

Charmandari, E., Brook, C.G.D. (1999) 20 years
of experience in idiopathic central diabetes
insipidus, Lancet 353, 2212–2213.

Chen, L.Q., Rose, J.P., Breslow, E., Yang, D.,
Chang, W.R., Furey, W.F. Jr., Sax, M., Wang,
B.C. (1991) Crystal structure of a bovine
neurophysin II dipeptide complex at 2.8
A determined from the single-wavelength
anomalous scattering signal of an incorporated
iodine atom, Proc. Natl. Acad. Sci. U.S.A. 88,
4240–4244.

Cheng, A., van Hoek, A.N., Yeager, M.,
Verkman, A.S., Mitra, A.K. (1997) Three-
dimensional organization of a human water
channel, Nature 387, 627–630.

Christensen, S., Kusano, E., Yusufi, A.N., Mu-
rayama, N., Dousa, T.P. (1985) Pathogenesis
of nephrogenic diabetes insipidus due to
chronic administration of lithium in rats, J.
Clin. Invest. 75, 1869–1879.

Deen, P.M., Verdijk, M.A., Knoers, N.V.,
Wieringa, B., Monnens, L.A., van Os, C.H.,
van Oost, B.A. (1994) Requirement of
human renal water channel aquaporin-2 for
vasopressin-dependent concentration of urine,
Science 264, 92–95.



322 Diabetes Insipidus, Molecular Biology of

de Groot, B.L., Grubmuller, H. (2001) Water
permeation across biological membranes:
mechanism and dynamics of aquaporin-1 and
GlpF, Science 294, 2353–2357.

Fassina, G., Chaiken, I.M. (1988) Structural
requirements of peptide hormone binding
for peptide-potentiated self-association of
bovine neurophysin II, J. Biol. Chem. 263,
13539–13543.

Fushimi, K., Sasaki, S., Marumo, F. (1997)
Phosphorylation of serine 256 is required for
cAMP-dependent regulatory exocytosis of the
aquaporin-2 water channel, J. Biol. Chem. 272,
14800–14804.

Fushimi, K., Sasaki, S., Yamamoto, T.,
Hayashi, M., Furukawa, T., Uchida, S., Kuwa-
hara, M., Ishibashi, K., Kawasaki, M., Ki-
hara, I., Marumo, F. (1994) Functional char-
acterization and cell immunolocalization of
AQP-CD water channel in kidney collecting
duct, Am. J. Physiol. 267, F573–F582.

Gelman, M.S., Kannegaard, E.S., Kopito, R.R.
(2002) A principal role for the proteasome
in ER-associated degradation of misfolded
intracellular CFTR, J. Biol. Chem. 277,
11709–11714.

Guillon, G., Butlen, D., Cantau, B., Barth, T.,
Jard, S. 1982 Kinetic and pharmacological
characterization of vasopressin membrane
receptors from human kidney medulla:
relation to adenylate cyclase activation, Eur.
J. Pharmacol. 85, 291–304.

Ito, M., Jameson, J.L., Ito, M. (1997) Molecular
basis of autosomal dominant neurohypophy-
seal diabetes insipidus. Cellular toxicity caused
by the accumulation of mutant vasopressin
precursors within the endoplasmic reticulum,
J. Clin. Invest. 99, 1897–1905.

Johnston, J.A., Ward, C.L., Kopito, R.R. (1998)
Aggresomes: a cellular response to misfolded
proteins, J. Cell Biol. 143, 1883–1898.

Kamsteeg, E.J., Wormhoudt, T.A.M., Rijss,
J.P.L., van Os, C.H., Deen, P.M.T. (1999) An
impaired routing of wild-type aquaporin-
2 after tetramerization with an aquaporin-
2 mutant explains dominant nephrogenic
diabetes insipidus, EMBO J. 18, 2394–2400.

Kaufmann, J.E., Oksche, A., Wollheim, C.B.,
Günther, G., Rosenthal, W., Vischer, U.M.
(2000) Vasopressin-induced von Willebrand
factor secretion from endothelial cells involves
V2 receptors and cAMP, J. Clin. Invest. 106,
107–116.

Klussmann, E., Maric, K., Wiesner, B., Beyer-
mann, M., Rosenthal, W. (1999) Protein ki-
nase A anchoring proteins are required
for vasopressin-mediated translocation of
aquaporin-2 into cell membranes of renal prin-
cipal cells, J. Biol. Chem. 274, 4934–4938.

Kojro, E., Eich, P., Gimpl, G., Fahrenholz, F.
(1993) Direct identification of an extracellular
agonist binding site in the renal
V2 vasopressin receptor, Biochemistry 32,
13537–13544.

Land, H., Schutz, G., Schmale, H., Richter, D.
(1982) Nucleotide sequence of cloned
cDNA encoding bovine arginine vasopressin-
neurophysin II precursor, Nature 295,
299–303.

Liard, J.F. (1989) Peripheral vasodilatation
induced by a vasopressin analogue with
selective V2-agonism in dogs, Am. J. Physiol.
256, H1621–H1626.

Liebenhoff, U., Rosenthal, W. (1995) Identifica-
tion of Rab3-, Rab5a- and synaptobrevin II-like
proteins in a preparation of rat kidney vesicles
containing the vasopressin-regulated water
channel, FEBS Lett. 365, 209–213.

Lorenz, D., Krylov, A., Hahm, D., Hagen, V.,
Rosenthal, W., Pohl, P., Maric, K. (2003) Cyclic
AMP is sufficient for triggering the exocytic
recruitment of aquaporin-2 in renal epithelial
cells, EMBO Rep. 4, 88–93.

Klussmann, E., Tamma, G., Lorenz, D., Wies-
ner, B., Maric, K., Hofmann, F., Aktories, K.,
Valenti, G., Rosenthal, W. (2001) An in-
hibitory role of Rho in the vasopressin-
mediated translocation of aquaporin-2 into cell
membranes of renal principal cells, J. Biol.
Chem. 276, 20451–20457.

Krylov, A.V., Pohl, P., Zeidel, M.L., Hill, W.G.
(2001) Water permeability of asymmetric
planar lipid bilayers: leaflets of different
composition offer independent and additive
resistances to permeation, J. Gen. Physiol. 118,
333–340.

Ma, T., Yang, B., Gillespie, A., Carlson, E.J.,
Epstein, C.J., Verkman, A.S. (1998) Severely
impaired urinary concentrating ability in
transgenic mice lacking aquaporin-1 water
channels, J. Biol. Chem. 273, 4296–4299.

Mannucci, P.M., Aberg, M., Nilsson, I.M.,
Robertson, B. (1975) Mechanism of
plasminogen activator and factor VIII increase
after vasoactive drugs. Br. J. Haematol. 30,
81–93.



Diabetes Insipidus, Molecular Biology of 323

Marr, N., Bichet, D.G., Lonergan, M., Arthus,
M.F., Jeck, N., Seyberth, H.J., Rosenthal, W.,
Oksche, A., van Oos, C.H., Deen, P.M.T.
(2002) Misrouting of wild-type aquapo-
rin-2 to late endosomes/lysosomes after
heterotertramerization with an aquaporin-
2 mutant explains dominant nephrogenic
diabetes insipidus, Hum. Mol. Genet. 11,
779–789.

Markowitz, G.S., Radhakrishnan, J., Kamb-
ham, N., Valeri, A.M., Hines, W.H., D’Agati,
V.D. (2000) Lithium nephrotoxicity: a progres-
sive combined glomerular and tubulointer-
stitial nephropathy, J. Am. Soc. Nephrol. 11,
1439–1448.

Marples, D., Christensen, S., Christensen, E.I.,
Ottosen, P.D., Nielsen, S. (1995) Lithium-
induced downregulation of aquaporin-2 water
channel expression in rat kidney medulla, J.
Clin. Invest. 95, 1838–1845.

Marples, D., Frokiaer, J., Dorup, J., Knep-
per, M.A., Nielsen, S. (1996) Hypokalemia-
induced downregulation of aquaporin-2 water
channel expression in rat kidney medulla and
cortex, J. Clin. Invest. 97, 1960–1968.

Matsumura, Y., Uchida, S., Rai, T., Sasaki, S.,
Marumo, F. (1997) Transcriptional regulation
of aquaporin-2 water channel gene by cAMP,
J. Am. Soc. Nephrol. 8, 861–867.

Morello, J.P., Salahpour, A., Laperriere, A.,
Bernier, V., Arthus, M.F., Lonergan, M.,
Petaja-Repo, U., Angers, S., Morin, D., Bichet,
D.G., Bouvier, M. (2000) Pharmacological
chaperones rescue cell-surface expression and
function of misfolded V2 vasopressin receptor
mutants, J. Clin. Invest. 105, 887–895.

Mulders, S.M., Bichet, D.G., Rijss, J.P., Kam-
steeg, E.J., Arthus, M.F., Lonergan, M., Fuji-
wara, M., Morgan, K., Leijendekker, R., van
der Sluijs, P., van Os, C.H., Deen, P.M.T.
(1998) An aquaporin-2 water channel mutant
which causes autosomal dominant nephro-
genic diabetes insipidus is retained in the
Golgi complex, J. Clin. Invest. 102, 57–66.

Murata, K., Mitsuoka, K., Hirai, T., Walz, T.,
Agre, P., Heymann, J.B., Engel, A., Fu-
jiyoshi, Y. (2000) Structural determinants of
water permeation through aquaporin-1, Na-
ture 407, 599–605.

Nielsen, S., Terris, J., Smith, C.P., Hediger, M.A.,
Ecelbarger, C.A., Knepper, M.A. (1996) Cel-
lular and subcellular localization of the
vasopressin-regulated urea transporter in rat

kidney, Proc. Natl. Acad. Sci. U.S.A. 93,
5495–5500.
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Keywords

Amoebozoa
Eukaryotes can be assigned to one of eight major groups: excavates, discicristates,
heterokonts, alveolates, cercozoa, plants, amoebozoa, or opisthokonts. Amoebozoa
comprise lobose amoebas, dictyostelid slime molds, plasmodial slime molds,
protostelid slime molds, and pelobionts.

Chemotaxis
Oriented movement toward a source of chemoattractant.

Development
Sequential changes in the gene expression program leading to cells with different
properties.

Model Organism
Several organisms whose genomes are sequenced have been chosen by the National
Institutes of Health (NIH) as model organisms for biomedical research to study the
molecular mechanisms of cell motility, signal transduction, and cell-type
differentiation and developmental processes.

Transformation
Introduction of foreign DNA into a cell in order to produce a protein or to interfere
with gene expression.

� Dictyostelium discoideum is a tractable system for the study of basic processes in cell
and developmental biology. These processes include signal transduction, chemotaxis,
motility, cytokinesis, phagocytosis, and aspects of development such as cell sorting,
pattern formation, and cell-type differentiation. Dictyostelium has unique advantages
for studying fundamental biological questions, since it is particularly amenable to
both genetic and biochemical analyses. Dictyostelium has been chosen, along with
several other organisms with known genomes, as a model system to analyze the
functions of the identified genes. Biological questions in Dictyostelium have mainly
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addressed the function of individual gene products, but more systematic approaches
have now been launched on the basis of the knowledge derived from genome-,
proteome-, and cDNA-projects. Recent studies on the genetics of Dictyostelium have
opened new directions in biomedical research. This review summarizes the current
knowledge on the Dictyostelium genome, updates the state of the Dictyostelium
genome project, and concentrates on the molecular methods currently used to
explore the functions of individual gene products.

1
Dictyostelium as a Model Organism

1.1
Dictyostelium – a Social Amoeba

The first reported species of the so-called
cellular slime molds, Dictyostelium mu-
corides, was described by the mycologist
Oskar Brefeld in 1869. Kenneth Raper sub-
sequently introduced D. discoideum into
the laboratory in 1935, and it has since be-
come the most intensively studied species
of the social amoebae. Other species of
slime molds, such as Polysphondylium
pallidum, have been poorly character-
ized. Cellular slime molds live as uni-
cellular amoebae in decaying leaves of
cool forest soil, where they feed on
bacteria and other microorganisms by
phagocytosis (Fig. 1a, b and Fig. 2d). Dic-
tyostelium discoideum has been isolated
in North America (Virginia, North Car-
olina, Massachusetts), in Europe, and in
Japan.

As long as food is provided, Dictyostelium
cells divide by mitotic cleavages (Fig. 2b,
c). Starvation initiates a developmental
program, which is accompanied by dra-
matic changes in gene expression. Starving
cells stream toward a common center by
chemotaxis, responding to and emitting
cAMP signals (Fig. 1c and 2e). When about
100 000 amoebae have aggregated, they

organize into a slug-shaped entity that
can migrate toward light and can sense
heat gradients (Fig. 1d). The slug then
ceases migration and lifts off the sub-
stratum in a process called culmination.
During this process, the cells differenti-
ate into spore and stalk cells and form
a fruiting body of 1 to 2 mm in height
(Fig. 1e). Under appropriate nutritive con-
ditions, new amoebae hatch from the
spores (Fig. 2a) and the life cycle is started
again. Alternative possibilities of resist-
ing unfavorable environmental conditions
are either the production of microcysts, a
process about which very little is known,
or macrocyst formation. During the lat-
ter process, cells of two mating types
fuse under defined conditions, which in-
clude low ionic strength and starvation,
and eventually a giant cell is formed. All
three developmental options – formation
of fruiting bodies, microcysts, and macro-
cysts involve the synthesis of cellulose
walls that protect the cells against their
environment.

The aspects of Dictyostelium develop-
ment make it particularly amenable for
research purposes. The developmental
pathway is easily induced and reasonably
fast, as it is completed within 24 h. Spores
provide a convenient stage for long-term
storage of cells, but the developmental
cycle is not obligatory, since vegetative
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(a)

(c)

(d) (e)

(b)

Fig. 1 Scanning electron micrographs illustrating different stages of
the Dictyostelium life cycle: (a) and (b) amoebae feeding on bacteria by
phagocytosis; (c) aggregating cells; (d) slugs moving on a solid
substratum; (e) spore head of an almost completely differentiated
fruiting body (Figure courtesy: M. Claviez).

cells can be frozen and maintained in-
definitely in the laboratory. One of the
great advantages of Dictyostelium is that it
can be grown in the laboratory, not only

on bacterial lawns but also on defined or
semidefined liquid media, which enables
mass production of genetically identical
cells.
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(a)

(d) (e)

(b) (c)

Fig. 2 Confocal micrographs of Dictyostelium cells illustrating (a) spore
germination; (b) mitosis; (c) cytokinesis; (d) phagocytosis; (e) chemotaxis.
GFP-tagged proteins were expressed in Dictyostelium to localize them within the
cells during specific processes. (a) Calnexin-GFP was used as a specific marker for
the endoplasmic reticulum (ER) and was imaged during germination of spores.
The lower spore did not express the fusion protein. (b) Metaphase stage of
mitosis; chromosomes were visualized by GFP-histone (green) and the spindle
apparatus by antibodies directed against α-tubulin (red). (c) GFP-coronin, an
actin-binding protein in the cell cortex, localizes to the distal cell poles during
cytokinesis. (d) A Dictyostelium cell during the uptake of bacteria; GFP-calreticulin,
a lumenal protein within the ER, was expressed to study the involvement of the ER
in phagocytic cup formation. (e) Dictyostelium cells expressing a GFP-tagged
kinase (DPAKa), which localizes to the rear end of the cells. Cells were moving in a
gradient of cAMP toward the upper left corner. With the exception of (b) all
images were taken using live cells. Bars, 10 µm (see color plate p. xxxiv).

1.2
Phylogeny of Dictyostelium

It is important to note that Dictyostelium
amoebae can be considered as a prototype
of a eukaryotic – a not yet specialized
cell. Although historically called a slime
mold, Dictyostelium bears little in common
with other microorganisms like yeast or

filamentous fungi, which have lost some
or many proteins and pathways that are
present in higher eukaryotes and also in
Dictyostelium.

The phylogenetic position of Dic-
tyostelium was, until recently, regarded
as quite controversial. According to
phylogenetic analyses based on combined
protein data sets, Dictyostelium species are
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now classified as Amoebozoa, positioned
within the tree of life next to the
Opisthokonts (Animalia and Fungi) and
more distant from plants that diverged ear-
lier. Accordingly, Dictyostelium genes show
higher similarities to those of vertebrates
than to those of plants or fungi.

1.3
Current Focus of Dictyostelium Research

The brief summary of the Dictyostelium life
cycle already points to some main topics
of research with this organism:

• chemotaxis
• signal transduction
• cytoskeletal research
• mitosis and cytokinesis
• phagocytosis
• mechanism of uptake of pathogenic

bacteria like Legionella
• cell adhesion
• development, for example, cell differen-

tiation and proportioning
• natural chimerism for investigation

of issues relating to coexistence and
conflict between cells

• homologs of human disease genes
• pharmacological studies

As a result of the continued work in
these areas, Dictyostelium has been cho-
sen by the National Institutes of Health
(NIH, Bethesda) as a model organism for
the study of the molecular mechanisms of
signal transduction, cell motility, develop-
mental processes and cell differentiation
(http://www.nih.gov/science/models/).

DictyBase (http://www.dictybase.org/)
is a web server that provides a compre-
hensive online resource for information
on Dictyostelium research and is recom-
mended for those who would like to get the
most recent information on Dictyostelium.

The web pages contain, for instance, ge-
nomics information, video images as well
as protocols and methods. Furthermore,
it provides a link to the most complete
Dictyostelium-specific literature database
available and a link to the currently built-
up Dictyostelium stock center, which stores
and distributes Dictyostelium strains and
mutants as well as plasmids.

2
The Dictyostelium discoideum Genome

2.1
General Organization

The Dictyostelium genome is about 34 Mb
in size and contains 6 chromosomes
ranging from 4 to 7 Mb. Extrachromoso-
mal elements comprise the mitochondrial
DNA and the ribosomal DNA (rDNA)
palindrome, which has been mistaken
sometimes as a seventh chromosome. The
chromosomes are believed to be acrocen-
tric, with the centromere embedded in a
cluster of long terminal repeat (LTR) retro-
transposons (DIRS-1) composed of more
than 40 elements.

The base composition of Dictyostelium
is extremely biased toward a high ade-
nine/thymine (A + T) content. On an
average, the A + T content is 78%; in in-
tergenic regions it may be as high as 98%.
In coding regions, A and T residues are
highly preferred in the third, or wobble
position of the triplet. Coding sequences
rather frequently contain repeats of the
triplet AAC that encode depending on
the reading frame polyasparagine, polyg-
lutamine or polythreonine stretches. It is
unclear if there is any functional role of
these stretches in the respective proteins.

Dictyostelium genes are often simple
in structure. Introns are infrequent and
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their average length is about 130 bases,
with larger introns of 1000 to 2000
bases occurring very rarely. Exon/intron
junctions have the consensus splice sites
AG/GTAAGT and ATAG/, with the bases
printed in bold being absolutely conserved.
The 3′ untranslated regions are on average
not longer than approximately 150 bases.
They contain a signal for 3′ processing
and polyadenylation that corresponds to
the mammalian AATAAA in most cases.
Promoters are 1 to 2 kb in length.

The gene density with about 1 gene per
2.6 kb is quite high and similar to that
of Schizosaccharomyces pombe (1 gene per
2.5 kb). For comparison, Saccharomyces
cerevisiae has a gene density of 1 gene
per 2.0 kb, whereas for human genes,
the density is much lower and varies
substantially across the genome between 6
and 23 per Mb.

Throughout most of its life cycle,
Dictyostelium is a haploid organism, and
therefore mutants can be easily generated
(see Sect. 3). Nonetheless, one should keep
in mind that a Dictyostelium cell is normally
in the G2 phase of the cell cycle in which
two sister chromatids already exist. Since
the S-phase follows rather rapidly after
mitosis, the G1 phase is extremely short.

2.2
The Mitochondrial Genome

Mitochondria of Dictyostelium carry a circu-
lar DNA molecule (mtDNA). The mtDNA
contig is 55 564 bp in length and has been
assembled from sequences contaminating
the random shotgun reads of genomic
DNA (http://dictygenome.bcm.tmc.edu)
and by a primer walking strategy. It is
significantly larger than mammalian mito-
chondrial genomes and hence more typical
for protists (http://www.ncbi.nlm.nih.gov/
genomes/static/euk o.html). The A + T

content of mtDNA, at 73%, is slightly
lower than the one of genomic DNA. Dur-
ing vegetative growth, mitochondrial DNA
can comprise up to 40% of the total cellular
DNA.

The mitochondrial genome is tran-
scribed into eight major, polycistronic
RNA precursors encoding polypeptides, ri-
bosomal RNAs (rRNAs), and interspersed
transfer RNAs (tRNAs), which are pro-
cessed into mono-, di-, or tri-cistronic
RNAs. The maturation of polycistronic
transcripts involves cleavage, using tRNAs
as excision signals. The processing mech-
anisms are therefore similar to those
reported for mammalian and fungal mi-
tochondria and only rarely observed in
higher plants. The complete sequence of
the mtDNA revealed genes encoding 2
rRNAs, 18 tRNAs, 10 subunits of the
NADPH dehydrogenase complex, apocy-
tochrome b, 3 subunits of the cytochrome
oxidase (COX), 4 subunits of the ATP syn-
thase complex, 15 ribosomal proteins, and
5 other ORFs. In addition, a mitochondrial
small (ms) RNA was identified in Dic-
tyostelium. The msRNA is 129 nucleotides
in length and is encoded by a mito-
chondrial gene. Although the predicted
structure resembles that of 5S rRNA, the
sequence shows only little homology with
the mitochondrial 5S rRNA and the RNA is
apparently not associated with ribosomes.

Sequence, gene content, and genome
organization of the mitochondrial DNA
of Dictyostelium displays similarities with
the mitochondrial DNA of Acanthamoeba
castellanii, based on sequence composi-
tion, gene content, and organization. In
terms of phylogeny, it is important to
note that in both organisms, the genes
encoding COX1/2 are fused and the gene
order within the ribosomal protein cluster
is similar.
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2.3
The Extrachromosomal rDNA Palindrome

In Dictyostelium, the genes that encode
the RNA components of the ribosomes
and the rRNAs are encoded by highly
amplified multicopy families of identical
genes that are carried on extrachromoso-
mal palindromic elements that comprise
up to 20% of the nuclear DNA. The se-
quence of the entire 88-kb rDNA element,
which is present in about 100 copies per
haploid genome, was determined recently.
A chromosomal copy of the rDNA on
chromosome 4 could provide the master
copy for the stable transmission of the
extrachromosomal elements. In nuclei of
nocodazole-treated Dictyostelium cells that
were arrested in mitosis, the extrachro-
mosomal elements were found to form
compact clusters. These clusters could en-
sure the efficient segregation of the rRNA
to daughter cells during mitosis. They re-
sembled true chromosomes in size and
may thus explain previous cytological ob-
servations of a seventh chromosome in
Dictyostelium.

2.4
Complex Repetitive Elements

Repetitive sequence elements are found
in most genomes. They can be simple or
complex, and if they are mobile, they are
called transposable elements. Transposable
elements carry direct or inverted repeat se-
quences at their ends and replicate within
the genome. Transposable elements have
no obvious function for the host cells, but
probably contribute to genomic variability
due to their transposition frequency within
the genome.

The Dictyostelium genome hosts a se-
ries of complex repetitive elements that

can be grouped into several classes. To-
gether, these elements account for ap-
proximately 10% of the whole genome.
Most complex repeats in Dictyostelium
fit into commonly known classes of
transposable elements. Some of them
have been renamed recently and a sum-
mary on complex repeats in Dictyostelium
has been published recently. The re-
peats are grouped into LTR retrotrans-
posons, non-LTR retrotransposons, and
DNA transposons.

LTR retrotransposons comprise DIRS-
1 and gypsy class elements. DIRS-1 (also
named Tdd1), had already been de-
tected in the early days of exploration
of the Dictyostelium genome. DIRS-1 is
the most frequently found retrotranspo-
son and makes up more than 3% of
the genome. It encodes a retrovirus-like
reverse transcriptase, and is flanked by in-
verted repeats. DIRS repeats are clustered
in the vicinity of centromeres. DGLT-A
and skipper are gypsy class transposable
elements carrying direct repeats at their
ends.

Non-LTR transposons are classified into
TRE3 and TRE5 elements, so named as
they insert in a position- and orientation-
specific manner into the genome and
integrate preferentially about 50 bp up-
stream (TRE5) or about 100 bp down-
stream (TRE3) of tRNA genes. On chro-
mosome 2, for instance, TREs have spread
and are found adjacent to about 75% of the
tRNA loci present. TRE5 can be also used
for gene-targeted retrotransposition.

DNA transposons are elements that are
excised and inserted into new genomic
locations without amplification. This new
class of elements, including Tdd-4, Tdd-5,
and DDT transposons, has only recently
been identified in Dictyostelium. Thug
elements have no coding capacity and carry
terminal inverted repeats.
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2.5
Nuclear Plasmids

Endogenous plasmids have been iso-
lated from many wild-type strains of
D. discoideum, for instance, NC4 or Ohio,
or from related Dictyostelium species like
D. purpureum. These plasmids range in
size from about 1.3 to 30 kb and have
copy numbers of 50 to 300 molecules
per cell. The Dictyostelium plasmids are
located within the nucleus and have a
nucleosome structure that is typical for
histone-associated DNA. The number of
copies of each plasmid is dependent upon
the individual plasmid, and remains stable
over time. This copy number is indepen-
dent of the genetic background of the
strain and is constant relative to the de-
gree of ploidy. Unlike the 2 µm circle
of Saccharomyces, the different strains of
Dictyostelium harbor different, nonhomol-
ogous plasmids.

In D. discoideum, two major plasmid
families are distinguished – Ddp1 and
Ddp2, and newly found plasmids can be
grouped into either class. Previous studies
have shown that Ddp1 carries an origin of
replication within a 543-bp region, and
its plasmid-encoded gene products are
essential for long-term maintenance of
the plasmid but not for replication. Ddp2
carries two elements that are essential
for its extrachromosomal replication. It
encodes the so-called Rep protein, a
transactivator that interacts with a cis-
acting DNA sequence, which is located
in a 592-bp region of an inverted repeat.
This element ensures extrachromosomal
replication when the transacting factor is
expressed. Studies showed that the Rep
protein is not essential for autonomous
replication, but it is likely to be involved in
transcriptional regulation, control of DNA

replication, and amplification of plasmids
at low copy number.

2.6
Small Noncoding RNAs

Recently, several small noncoding RNAs
(ncRNAs) were identified in Dictyostelium
by utilizing an unbiased shotgun approach
in combination with bioinformatics. Small
RNAs of about 50 to 500 nucleotides length
were isolated, followed by construction
of cDNA libraries representing full-length
small RNAs. Different classes of RNAs
were identified, for example, putative small
nucleolar RNAs (snoRNAs), small nuclear
RNAs (snRNA), and a signal recognition
particle RNA (SRP-RNA). In addition, an
abundant novel class of RNAs (∼50 to
65 nucleotides) was identified, which had
previously not been identified in any other
organism. These RNAs have conserved
5′ and 3′ ends that are complementary
to each other and are predicted to base-
pair and to form a stem-structure. Such
structures are common motifs within
different classes of functional ncRNAs,
suggesting a biological role for these novel
RNAs. Interestingly, these RNAs seem
to be downregulated during development,
suggesting a biological role for these novel
RNAs.

2.7
Sequencing Projects

2.7.1 The Dictyostelium Genome Project
The sequencing and analysis of the
genome of Dictyostelium (strain AX4)
is an international collaboration be-
tween research groups in Germany,
the United Kingdom, and the United
States of America (see Table 1) (see also
http://www.dictybase.org/). The project
was started in 1998, and currently all
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Tab. 1 Dictyostelium chromosomes and status of the genome project.

Chromosome Size [Mb] Number of
genes

Status Contributing
groups

1 5.5 1784 Finished 1, 2
2 6.9 2799 Published 1, 2
3 5.3 2000 Shotgun complete/finishing 1, 2, 3
4 6.2 2300 Shotgun complete/finishing 3, 4
5 5.3 2000 Shotgun complete/finishing 3, 4, 5, 6
6 4.1 1500 Finishing 1–7

Notes: Sizes of the chromosomes are based on YAC mapping. The number of protein-coding genes
per individual chromosome was either predicted from the completed sequence (chromosomes 1 and
2), or estimated on the basis of chromosomal sizes and gene density determined for chromosomes 1
and 2. Groups contributing to the Dictyostelium sequence consortium: (1) University of Cologne,
Cologne, Germany (http://www.uni-koeln.de/dictyostelium/); (2) Genome Sequencing Center, Jena,
Germany (http://genome.imb-jena.de/dictyostelium/); (3) Baylor College of Medicine, Houston,
United States of America (http://dictygenome.bcm.tmc.edu/); (4) Sanger Institute, Hinxton, United
Kingdom (http://www.sanger.ac.uk/Projects/D discoideum/); (5) University of Dundee, Dundee,
United Kingdom; (6) Medical Research Council, Cambridge, United Kingdom
(http://www.mrc-lmb.cam.ac.uk:80/happy-homepage.html); (7) Pasteur Institute, Paris, France.

contributing groups have now pooled their
data sets for a whole genome assembly,
suggesting that the complete genome will
be available in 2004. Goals of the genome
project are to establish a comprehensive
gene catalog and to provide functional
analysis of these genes using, for instance,
microarrays.

To sequence the Dictyostelium genome,
a whole chromosome shotgun was em-
ployed following the separation of the chro-
mosomes using pulse-field electrophore-
sis. DNA segments were subcloned either
into yeast artificial chromosomes (YACs),
or the DNA was sheared and cloned into
pUC vectors. Shotgun sequences were
assembled by a seed- and BLAST-based
cyclic assembly strategy. To order the
contigs along the chromosomes, HAPPY
map, an in vitro PCR-based method that
examines the cosegregation of sequence-
tagged site markers in a panel of ran-
domly broken genomic DNA, was em-
ployed. The program Phusion enabled

computer-assisted readpair-based assem-
bly. Previously mapped genes and a
circular YAC library were also used to
validate the assembly. The total cover-
age of the genome is now about 10-fold.
The high A + T content, the presence of
low-complexity intergenic regions, and the
large number of complex repetitive ele-
ments complicated the sequencing and
assembly of the Dictyostelium genome sig-
nificantly.

Gene prediction and annotation of chro-
mosomes 1 and 2 was initially performed
using GlimmerM, a partially trained pro-
gram, and continued with GeneID, trained
with 160 previously known Dictyostelium
genes. The latter version was fine-tuned
for Dictyostelium genes taking into account
features common to promoters, splice sig-
nals, and polyA signals. Gene ontology sys-
tem (http://www.geneontology.org/) was
used for a computer-assisted classification
of genes homologous to genes of other or-
ganisms. About 70% of the genes match
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known sequences and can be grouped into
categories describing cellular processes
and/or molecular functions.

For the Dictyostelium genome, a total
number of about 12 000 genes is expected
(see Table 1). This is approximately twice
as much as in yeast, and close to
the number of genes in Drosophila (13
600). The estimated gene number in
Dictyostelium also provides a good estimate
for the number of encoded proteins (the
proteome), as only a few genes are known
that use differential promoters, alternative
splicing, or regulated 3′ processing to
make alternative gene products.

An overview on the Dictyostelium chro-
mosomes and the status of the genome
project is given in Table 1. Chromosome
1 is 5.5 Mb in size encompassing 1784
protein-coding genes. Its sequence anal-
ysis is completed. Chromosome 2 is the
largest of the Dictyostelium chromosomes
comprising 6.9 Mb and representing about
20% of the genome. It was the first
Dictyostelium chromosome for which the
complete sequence was reported. Analysis
revealed that it codes for 2799 predicted
protein-coding genes and 73 transfer RNA
genes. For chromosome 3, shotgun se-
quencing is finished and the assembly
has started. Chromosomes 4 and 5 comi-
grate in the pulse-field electrophoresis and
were therefore processed together. Chro-
mosome 6 is the smallest one with 4.1 Mb
and approximately 1500 genes are ex-
pected. In an analysis of the structural
features of this chromosome, DIRS re-
peat clusters of about 50 to 180 kb were
detected at each chromosome’s end, sup-
porting the assumption that Dictyostelium
chromosomes are telocentric.

2.7.2 The Dictyostelium cDNA Project
Several Japanese universities are involved
in a collaborative project to identify and

analyze expressed genes in Dictyostelium
(http://www.csm.biol.tsukuba.ac.jp/cDN
Aproject.html). The goal of the project is
to identify and characterize genes of Dic-
tyostelium in distinct stages of growth and
development to provide essential infor-
mation regarding the structure, function,
timing, and composition of expressed
genes.

Initially, the project started with EST (ex-
pressed sequence tag) libraries constructed
from size-fractionated growth- and slug-
stage specific cDNAs. Sequences were
analyzed by BLAST and PHRAP programs
to obtain a set of nonredundant ESTs.
The EST libraries were of great value
for discovering genes and for analyzing
their expression profile. To complement
the gene identification by large-scale EST
analysis, full-length cDNA libraries were
constructed by an oligo-capping method
starting with RNA from vegetative, aggre-
gation, migration, and culmination stages.
About 90% of the cDNA clones obtained in
each set were full length. The sequences
of more than 70 000 cDNA clones were
obtained and analyzed. From the data sets,
8361 nonredundant sequences and 6718
assigned genes were determined (contig
version 5.0). Partial cDNA clones from
vegetative (VS-clones), developmental (SL-
and SS-clones), and sexual (FC-, FCL-, and
FC-IC-clones) stages as well as full-length
clones are available and can be requested
for conducting further work.

Furthermore, the cDNA project is di-
rectly linked to ATLAS, a spatial expression
database containing results from in situ
hybridization studies. Clones of the cDNA
project have been used in microarray anal-
yses in order to characterize both devel-
opmentally regulated and cell-type specific
genes. In addition, whole-mount in situ hy-
bridization was employed to study changes
in the expression pattern of prestalk cells
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based on the abundance of established
cell-type specific genes from microarray
results.

2.8
Transcriptome and Proteome Approaches
in Dictyostelium

The developmental cell cycle of Dic-
tyostelium is accompanied by a series of
coordinated morphological and physiolog-
ical changes. There is a general interest
as to whether these transitions can be
correlated with changes in gene expres-
sion and also protein levels. One way to
examine if coregulated genes share func-
tional characteristics, or if the expression
pattern reflects the cell’s physiology, is to
apply transcriptional profiling using mi-
croarrays.

This approach was recently applied to
Dictyostelium, using a collection of 7385
cDNA clones that represent about two-
thirds of the expressed protein encoding
genes. This analysis revealed that major
developmental events coincide with promi-
nent transcriptional changes. A significant
change in the expression of more than 25%
(2000 to 3000) of the genes takes place
during the aggregation stage. This com-
pares with changes in the preaggregation
period and the finger stage of morpho-
genesis in which only little changes were
detected. The transcriptional profile itself
seems to be robust, as it is independent
of the previous nutritional state and the
strain investigated. Microarrays have also
been used successfully to identify new
cell-type specific genes preferentially ex-
pressed either in prestalk or prespore
cells that can serve as useful markers for
the characterization of cell types, or to
investigate gene regulation during early
development.

Proteomics involves the systematic sepa-
ration, identification, and characterization
of proteins present in a cell, tissue,
or other biological sample. The col-
lection of proteins may be correlated
with a certain physiological state or
might be helpful to determine dis-
eases at a molecular level. In stud-
ies of single-cell organisms like Dic-
tyostelium, however, proteomic approaches
can also be used to analyze the pro-
teins associated with entire organelles
like phagosomes, or prespore secre-
tory vesicles to enhance the under-
standing of the endocytic pathway or
the mechanism of regulated secretion.
SWISS-2DPAGE (http://www.expasy.org/
ch2d/publi/dicty.html) offers a published
2D-PAGE map of Dictyostelium.

3
Tools for Molecular Manipulation

As a model system, Dictyostelium is used
to investigate the functions that underlie
biological processes. In the past, this had
been done by mutagenizing cells with radi-
ation or chemicals like nitrosoguanidine,
and selecting mutants of interest for fur-
ther investigation. Some of these mutants
were subjected to additional rounds of mu-
tations to build up elaborate regulatory
networks, but details of the molecules un-
derlying these processes often remained
unknown. Many research groups have
tried to complement this type of mutant
with expression libraries, but this approach
has frequently failed, although there is one
report on a recent success. At present, most
molecular studies investigate the function
of individual proteins, but more systematic
approaches have been launched on the ba-
sis of knowledge derived from genome-,
proteome- and cDNA-projects.



Dictyostelium Discoideum: Cellular Slime Mold 337

3.1
Transformation and Selection

The career of Dictyostelium as a molecular
model system started almost 20 years ago,
when Nellen and coworkers developed
transformation vectors and devised a pro-
tocol for transformation and selection of
axenic cells. In principle, this method is
similar to a technique used for trans-
formation of mammalian cells, in which
cells adhering to a culture dish are over-
laid with a calcium precipitate containing
many copies of the transforming DNA.
Cells are then osmotically stressed for a
few minutes by the addition of glycerol,
which results in the internalization of the
DNA, and its integration into the nuclear
genome. This method has been continu-
ously improved and is still used in many
labs around the world. Subsequently, two
alternative methods have been established.
Electroporation allows the introduction of
single or a few vector copies into the cell.
This technique is important if vectors con-
taining libraries are to be transformed.
More recently, a ‘‘gene gun’’ has been
applied for transient transfection experi-
ments. Here, metal particles are coated
with DNA and ‘‘shot’’ into the cells. In
principle, this method bears the potential
to target the mitochondrial genome as well
as the nuclear DNA.

Transformation efficiencies of these
methods are, however, low, giving in the
order of 10−5 cells that carry the de-
sired foreign DNA per experiment. These
rare transformants can be enriched by
metabolic selection for mutants in the
biosynthetic pathway of nucleotides. Al-
ternatively, transformants are selected for
resistance to antibiotics like hygromycin,
bleomycin, geneticin (G418), and blasti-
cidin, of which the last two are most

commonly used. Different antibiotics re-
quire different amounts of enzyme for
their inactivation. Therefore, the trans-
forming DNA is found to be amplified
to varying degrees in the resistant cells.

3.2
Transformation Vectors

We now need to consider the different
characteristics of the vectors used for trans-
formation. If the plasmid bears a replica-
tion origin specific for Dictyostelium and
encodes accessory factors (see Sect. 2.5), it
remains extrachromosomal and is prop-
agated autonomously. The majority of
circular plasmids, however, lack these fea-
tures. Accordingly, they are integrated into
the genome and segregate with the chro-
mosomes. A detailed analysis by Barth
et al. has revealed that when a circular
plasmid enters the nucleus, it becomes
replicated by a rolling circle mechanism
and the multimeric product is integrated
into a single site into the genome. If more
than one plasmid enters a cell, which is
a known and sometimes desired conse-
quence of calcium precipitation, they may
end up in different chromosomal loca-
tions. The final copy number obtained after
amplification varies between 1 and 1000,
but the selection regimes using different
antibiotics result in the survival of low copy
numbers (�10) for blasticidin and high
copy numbers (50–200) for geneticin. In-
tegration is also inevitable if linear DNA
fragments are used for transformation in-
stead of circular plasmids.

There are two applications for the
molecular manipulation of cells: one is to
obtain cells with additional features (gain-
of-function mutant). The other reason is to
construct strains lacking a certain cellular
property (loss-of-function mutant). There
are many ways to achieve these goals,
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and most of them require plasmids that
allow a certain degree of control over
the expression levels in time and space.
Some plasmids use naturally regulated
promoters from the discoidin I gamma
or actin 6 genes, which are much more
active in axenically growing cells than in
cells feeding on bacteria, but a promoter
active in bacterially growing cells is also
available. Promoters that provide easier
control over their expression level are,
for example, repressible by the natural
chemoattractant folate or inducible by the
bacterial antibiotic tetracycline. For mRNA
expression, specifically in the aggregation
stage of the Dictyostelium life cycle, a vector
is available that uses the promoter of

the cell adhesion protein contact sites A.
This promoter can be superinduced by
extracellular pulses of the chemoattractant
cAMP. In later phases of development,
cell-type specific promoters can be used
like those expressed in prespore cells and
different types of prestalk cells. However,
for many applications, a nearly constitutive
promoter like the one from the actin 15
gene may suffice.

3.3
Pathways of Molecular Manipulation

The possibilities of genetic manipulation
that have been exploited in Dictyostelium
cells to date are summarized in Fig. 3.
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Fig. 3 Pathways of molecular manipulation. See text for detailed description.
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Below, we discuss the individual options
step-by-step, using applications illustrated
with one or a few citations rather than pro-
viding a complete listing of the available
literature.

3.3.1 Gain-of-Function Approaches
The aim of transforming Dictyostelium
cells with expression vectors is to express
either homologous native or mutated
genes, often containing an introduced
marker protein. Dictyostelium can also
be used to express genes derived solely
from heterologous organisms. Because
many transformation vectors integrate
randomly into the genome and may
accidentally destroy genes (Fig. 3, path 0),
it is advisable to analyze a number
of clones obtained from independent
transformations for the absence of growth
defects and developmental abnormalities.

Overexpression of endogenous proteins
In many cases, endogenous proteins
were overexpressed just to increase the
efficiency of their purification. Looking at
the phenotypes of overexpressing cells, one
is also tempted to interpret observations as
possible clues for protein function (Fig. 3,
path 1). This may indeed be feasible in
an ideal situation in which the phenotype
of overexpressing cells is the reverse of
cells lacking the protein. Unfortunately,
this correlation only holds true if the
effect that is studied is directly caused
by the protein under investigation. In
contrast, there are also reports revealing
that overexpression of a protein and its
loss produce similar phenotypes. Results
of this sort suggest that for many biological
processes there is an ideal concentration
of the components involved and tipping
the balance to either side perturbs the
molecular pathway.

Expression of reporter proteins Many dif-
ferent reporter proteins have been ex-
pressed in Dictyostelium (Fig. 3, path 3).
These experiments served to provide quan-
titative measures for promoter activity and
were used to dissect functional promoter
elements. Here, the firefly luciferase,
bacterial beta-galactosidase, and chloram-
phenicol acetyltransferase were most fre-
quently used for quantification. On the
other hand, reporter proteins were used
to label entire cells for studies on their
behavior in the multicellular stage of
development. Beta-galactosidase was the
protein of choice for a long time, because
it can be easily detected and its lifetime
can be manipulated. More recently, the
green fluorescent protein (GFP) and its
variants, which can be visualized without
fixing and staining cells, have taken over,
thus allowing the fates of living cells to
be tracked. The GFP reporter protein has
proven to be especially useful for produc-
ing chimeras with endogenous proteins to
study their subcellular localization (Fig. 2
and Fig. 3, path 2). Using this approach,
virtually all known compartments and or-
ganelles have been tagged to allow their
fluorescence-mediated detection in living
cells.

Expression of (other) heterologous proteins
The relative ease of expressing genes from
other organisms conferring resistance to
antibiotics or acting as reporters has stim-
ulated interest to use Dictyostelium cells
as a eukaryotic expression system (Fig. 3,
path 4). It was found, however, that it
was necessary to change the first few
codons of heterologous genes into Dic-
tyostelium codon usage, especially if G or
C residues are frequent in the wobble
position. Then, antigens from parasites
or viruses, or proteins of medical impor-
tance can be successfully expressed. The
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Dictyostelium system may also become im-
portant to express functional membrane
proteins and glycoproteins. The require-
ments for glycosylation have been recently
established and various glycosylation mu-
tants are available. Most recently, one
important prerequisite for large-scale pro-
duction has been achieved when Flaschel
and coworkers succeeded in growing cells
in a conventional bioreactor to high densi-
ties in an improved medium. In addition
to these more technological aspects, ex-
pression of heterologous genes has been
used to rescue Dictyostelium cytoskeletal
mutants with proteins from other or-
ganisms like plants or animals (Fig. 3,
path 5).

3.3.2 Loss-of-Function Mutations
In order to study the role of a protein in
vivo, it is often illuminating to investigate
cells that lack its function. This goal can
be achieved using one of three targeted
approaches.

Dominant negative effects In rare cases,
there is detailed information available
on the protein’s crystal structure, or
previous work in other organisms has
identified functionally important amino
acids. Then one can reconstruct single
point mutations creating dominant neg-
ative mutants (Fig. 3, path 7), which are
generally used for the functional analysis
of small GTPases involved in regulat-
ing the cytoskeleton, vesicle trafficking
steps, or other events in signal transduc-
tion. Similarly, one can guess whether a
domain of the protein like the myosin
tail will interfere with the endogenous
protein forming inactive complexes or
a myosin power-relay mutant will block
the actin target by high-affinity inter-
action.

Antisense RNA and RNA interference The
expression of antisense RNA has been
used to interfere with gene expression
posttranscriptionally, thus creating a type
of gene knockout strain. In this method,
a fragment of the gene of interest is
inserted in opposite orientation behind
a promoter of an expression plasmid so
that it is transcribed into the noncoding
strand. It was assumed that this RNA
forms a base-paired hybrid molecule that
becomes degraded within the cell, since
neither endogenous mRNA nor antisense
RNA could be detected in successful
gene ablation attempts (Fig. 3, path 8).
More recently, the novel approach of
RNA interference (RNAi) was established
for Dictyostelium (Fig. 3, path 8). Here,
a self-complementary, hairpin-structured
RNA molecule is transcribed, which acts
both as a signal and cofactor in the
pathway of enzyme-mediated destruction
of the corresponding endogenous mRNA.
Antisense RNA and RNAi techniques have
two major advantages. First, they are
suitable for the elimination of all of the
mRNAs and protein products of a gene
family, and secondly they provide the
chance to isolate hypomorphous mutants
in essential genes, which express just the
minimum amount of the gene product
required for cell survival.

Gene disruption by homologous recom-
bination Undisputedly, the most precise
tool to study a protein’s function in vivo is
the production of a null mutant. This has
become feasible when De Lozanne and
Spudich attempted to overexpress a trun-
cated myosin molecule and the resulting
phenotype indicated a total loss of func-
tion. Closer analysis of the mutant revealed
that the vector had integrated by homol-
ogous recombination and disrupted the
myosin gene. Since then, many genes have
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been ablated using resistance cassettes or
metabolically selectable markers that re-
place an essential part of the gene (Fig. 3,
path 9). Technically, the assembly of gene
replacement constructs has become easier
by two novel techniques. The first one is
based on a PCR approach that works with-
out conventional cloning steps such as lig-
ation and transformation into Escherichia
coli hosts. The second method for con-
structing replacement fragments uses the
reaction of Tn5 in vitro transposition into a
genomic fragment carried in a plasmid, al-
lowing the subsequent isolation of disrup-
tion vectors after transformation of E. coli.

Because gene replacement requires two
independent crossover events within the
two flanking homologous sequences, it is
a relatively inefficient event. To enhance
the success rate, a linear DNA fragment
rather than a circular plasmid is used. To
prevent a possible circularization in vivo,
the ends of the transforming DNA can be
modified by dephosphorylation or the ad-
dition of dideoxynucleotides. In addition,
a negative selection regime can be used to
reduce random insertion: a gene encoding
a tRNA molecule suppressing the most fre-
quent stop codon in Dictyostelium (UAA) is
appended outside the homologous regions
of the gene. After transformation and in-
tegration, only those cells that have lost
this lethal factor by a crossover event will
survive.

Gene replacement strategies do not
inevitably lead to all-or-none results. A
couple of approaches allow for the con-
struction of conditional mutants or cells
producing residual protein activity, which
is especially useful for the investigation
of essential gene products. Parts of the
NSF gene, which plays a role in the
essential process of membrane fusion,
have been randomly mutated, and the
endogenous copy of the gene has been

replaced with this library to select a
temperature-sensitive mutation. Using an
even more ambitious approach, the chro-
mosomal copy of the DNA-binding factor
CMBF has been exchanged with a mutated
version containing an in-frame UAG stop
codon within the coding region. This UAG
codon is rarely used by native Dictyostelium
genes, therefore, the cells apparently toler-
ate the expression of a cognate suppressor
tRNA; but because suppression is ineffi-
cient, the cells contained strongly reduced
amounts of CMBF, so that its function
could be finally investigated.

3.3.3 Random Mutagenesis
Because random approaches produce large
numbers of mutants, it is especially im-
portant to develop efficient selection or
screening regimes. The easiest way is, of
course, to select for mutants that survive a
drug treatment or are able to develop in the
presence of a drug. Elegant strategies have
been used to enrich mutants impaired in
phagocytosis or cell adhesion. If changes in
the expression of a single gene are the out-
put of a mutagenesis experiment, colony
blot techniques can be used to detect the ex-
pression of a protein by antibodies or by hy-
bridization to endogenous mRNA. If none
of these approaches can be used, mere vi-
sual inspection of clones growing on bacte-
rial lawns may identify mutants that are de-
fective in the completion of development.

Promoter traps While the molecular ap-
proaches discussed so far all rely on some
knowledge of the gene product to be ma-
nipulated, there are some methods that
are suited to target even unknown genes
in a genome-wide manner. One of these
methods is the random knockin strat-
egy of a promoterless reporter gene to
identify stage-specific and developmentally
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regulated transcription units by virtue of
the gain in reporter activity (Fig. 3, path 6).
Of course, by applying the appropriate se-
lection regimes, this method can also be
used for the isolation of loss-of-function
mutations.

Restriction enzyme-mediated integration
For functional analysis of a biological
process, it is essential to saturate the
genome with mutations in addition
to tagging genes for subsequent
identification. In this respect, the
method of restriction enzyme-mediated
integration (REMI) has proven to be
especially useful. For REMI, a linearized
vector is transformed into the cells,
together with a restriction enzyme
producing compatible ends. The enzyme
cleaves chromosomal DNA at random
positions and the linearized vector
integrates into the restriction site during
the repair process. This method was
initially applied to isolate developmental
mutants. Subsequently, the protocol was
optimized through integration of vectors
bearing the blasticidin resistance cassette
into the more frequent DpnII sites of
the Dictyostelium genome. To recover the
mutated gene, a preparation of genomic
DNA is digested with a restriction enzyme
that cuts outside the vector and is then
ligated and transformed into E. coli cells.
Thus, sequences flanking the insertion site
are recovered and the resulting plasmid
can be immediately used to reconstruct
the mutation in a wild-type background to
confirm the original phenotype.

Shotgun antisense A conceptually related
approach to producing random mutations
is the transformation of cells with an
expression library of Dictyostelium cD-
NAs inserted in reverse orientation with

respect to the promoter, so that antisense
RNA molecules are produced (see also
Fig. 3, path 8). The antisense strategy is
associated with a couple of problems, be-
cause it favors the isolation of genes that
are overrepresented in the antisense li-
brary. However, this shotgun approach has
been used to successfully identify genes
involved in the completion of the develop-
mental cycle of Dictyostelium.

3.4
Complex Mutants

Basically, the strategies discussed above
lead to cells with a single genetic alter-
ation. When a mutant strain constructed
by homologous recombination is com-
plemented with a plasmid that restores
expression of the missing protein, for
example, from a different promoter, a
second level of complexity is reached.
However, to obtain such cells, two different
selectable markers have already been em-
ployed. Therefore, the construction of even
more complex mutants is a challenging
task. In some cases, knowledge about the
chromosomal organization of the genes in
question may help. It was found that all
four members of the GP138 gene family
were arranged in tandem, so a total tetra
knockout could be created in one go. In
most cases, however, the genes to be ana-
lyzed are spread throughout the genome. If
they turn out to reside on different chromo-
somes, one can use parasexual genetics to
produce crosses between mutants as used
previously for the combination of chem-
ically induced mutations. More recently
Insall and King have devised protocols for
producing diploids in axenic cultures and
subsequent haploidization. They showed
for the first time the successful combi-
nation of two gene disruption mutants
obtained by molecular methods.
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In order to construct multiple knockouts
using the same resistance mechanism for
each single step, the cre/lox system is cur-
rently exploited in a couple of laboratories.
In this approach, the resistance cassette
is directly flanked by two bacteriophage-
derived loxP sequences that are recognized
by the cre recombinase. After successful
gene disruption, the resistance cassette
can be excised by the cre enzyme to pro-
vide a strain that is again sensitive toward
the selective antibiotic, which can be used
in another round of targeted homologous
recombination. Finally, one should not
forget that when the goal is not disrupt-
ing multiple genes but rather expressing
two different proteins within a single cell,
cotransformation may be the method of
choice. In this approach, two different
plasmids, which can even bear the same
selectable marker, are transformed si-
multaneously. Irrespective of whether the
precipitation and osmotic shock method
or electroporation is used, many cells will
receive both plasmids that integrate in-
dependently into different chromosomal
locations. They may accordingly be ampli-
fied to different degrees. In the end, one
can choose among a number of clones and
identify the ones that produce the desired
expression levels of both proteins.

4
Outlook

For roughly a century, Dictyostelium has
served as an excellent model system for
biological research. During this time, the
fundamental goals of research using this
organism have changed. Initial studies in
areas of developmental biology such as
the determination of cell fate or the main-
tenance of body proportion has become
more focused on the underlying topics

such as cell adhesion processes and signal
transduction. The last decade has seen the
opening up of both the entire genome and
the regulation of genes within the genome.
Valuable information gained over this pe-
riod is now being employed for functional
studies of this simple eukaryote that is
equally amenable to both genetic manip-
ulation and biochemical analysis. It will
contribute significantly to basic research
in areas such as biomedicine. Results ob-
tained with Dictyostelium will continue to
influence the research in other fields and
vice versa. This will ensure the continued
use of Dictyostelium to solve the questions
posed by modern biology.
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Dimerization
Covalent bonding of adjacent purine or pyrimidine bases resulting from the resolution
of the unstable electronic configuration created by absorption of a photon within the
UVR range of light.

Endonuclease
An enzyme, often associated with the excision repair process that cleaves a
phosphodiester bond to either the 3′ or 5′ side of a base or abasic site in DNA.

Nucleotide Excision Repair
Replacement of damaged DNA with nascent, corrected DNA involving recognition,
unwinding, incision, excision, resynthesis, and ligation.

Photohydrate
A type of monobasic photoproduct to which a hydroxyl (–OH) group has been added to
the 5 or 6 carbon of a pyrimidine base.

Photoenzymatic Repair (PER)
A light-dependent process involving the enzyme-catalyzed reversal of CPDs.

Photoproduct
A stable change in DNA structure involving a single base or adjacent bases resulting
from the dissipation of absorbed UVR.

Reactive Oxygen Species (ROS)
Highly reactive, short-lived chemical species containing oxygen formed by the
interaction of ionizing or nonionizing radiation with water.

Ultraviolet Radiation (UVR)
Wavelengths of the electromagnetic spectrum ranging from 190 nm to 400 nm; UVR is
subdivided into vacuum UV (190–240 nm), UVC (240–290 nm), UVB (290–320 nm),
and UVA (320–400 nm).

Xeroderma Pigmentosum
A rare autosomal recessive disease, displaying sun sensitivity resulting in progressive
degenerative changes in sun-exposed portions of the skin and eyes, often leading
to neoplasia.
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� It has been known for more than a hundred years that ultraviolet radiation (UVR)
can have adverse effects on the growth and development of living organisms.
Degradation of stratospheric ozone and the resultant increase in UVB radiation at
the earth’s surface has focused our attention on the public health and environmental
effects of solar DNA damage. With the advent and advancement of molecular biology
over the past three decades, our understanding of the biochemical foundation of
the cytotoxic, mutagenic, and carcinogenic effects of UVR has greatly increased.
Armed with an arsenal of powerful techniques, today’s researchers are able to
probe the intricate structure of UVR damage induction and repair in DNA. Indeed,
recent advances in deciphering DNA repair in bacteria, yeast, and humans have
greatly increased our understanding of the molecular mechanisms underlying this
complex and essential process. In concert with public awareness and political action,
the adverse effects of global stratospheric deozonation can be mitigated by the
development and application of basic photobiological research.

1
Effects of UVR on Living Systems

UVR damage in cellular DNA can be re-
solved in several ways (Fig. 1), depending
on the type of lesion produced, the ge-
nomic location of the damage, the type of
cell affected, and the developmental state
of the cell. It is plausible that some lesions
are not perceived as different from normal
DNA by the cell. However, it is more prob-
able that, unless the damage is repaired, it
will disrupt the normal operation of vital
cellular processes such as DNA replica-
tion or transcription. In this event, cell
proliferation will cease or, if the lesion is
situated in a gene required for an essential
metabolic function, the cell will die.

Some types of photodamage are more
effective than others at blocking the
progression of DNA or RNA polymerases.
Types of DNA damage that facilitate lesion
bypass by the replication machinery may
allow misincorporation of an incorrect
complementary base, thus producing a
mutation. A mutation may have several
outcomes. First, it may be benign, neither

altering the genetic code nor affecting
normal metabolism. Second, the mutation
may create a truncated or partial RNA
transcript and a dysfunctional protein. If
the protein is essential, then the mutation
is lethal. Finally, it may result in activation
of an oncogene or inactivation of a tumor
suppressor gene, resulting in the initiation
of cell transformation and carcinogenesis.

Although a direct role of DNA damage
in replication and transcription is well doc-
umented, other pathways in which DNA
damage can affect cell rate and metabolism
have been described and operate through
various signal transduction pathways. For
instance, DNA damage in the skin re-
sulting from extended exposure to solar
UVR is implicated in immunosuppres-
sion, erythema (sunburn), and photoag-
ing. On a more global scale, increased
DNA damage in the environment re-
sulting from decreases in stratospheric
ozone has been linked to reduced pro-
ductivity in marine ecosystems, effects
on food crops, and livestock and has
been implicated in the global amphib-
ian decline.
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Fig. 1 Biological consequences of UVR.
Molecular events that lead to cell killing,
mutation induction, and carcinogenesis
are shown.

2
The Electromagnetic Spectrum

The sun emits a broad array of energies
at wavelengths ranging through 11 or-
ders of magnitude from 1 nm to 100 m
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Fig. 2 The electromagnetic spectrum.
Energy emitted by the sun is shown for
wavelengths between 1 Å and 100 m.
The ultraviolet spectrum (190–400 nm)
is indicated by the shaded line.

(Fig. 2). Much of this energy is biologically
irrelevant; long wavelength, low energy
emissions such as far infrared and mi-
crowaves are highly unlikely to impart
sufficient energy to influence biochemi-
cal reactions. Likewise, visible and near
infrared wavelengths, although very im-
portant for vision and photosynthesis, are
not considered hazardous to living organ-
isms. Finally, ionizing radiations such as
high-energy particles, X-rays, and gamma
rays are expended by atomic collisions
in the upper atmosphere. Hence, UVR
emerges as the most biologically relevant
component of the solar spectrum with re-
spect to DNA damage.

The UV spectrum is divided into
three regions: UVC (240–290 nm), UVB
(290–320 nm), and UVA (320–400 nm).
Because of their high energies and avail-
ability, germicidal (UVC) lamps have his-
torically been used for photochemical and
photobiological studies. However, since
the earth’s atmosphere absorbs UVR wave-
lengths below 300 nm, other components
of the solar spectrum, such as UVB and
UVA, are of more concern. Although
the UVA and UVB constitute a negligi-
ble portion of the sun’s energy, they are
primarily responsible for the pathological
effects of solar radiation. For this reason,
recent research has been directed more
toward characterizing DNA damages pro-
duced by these biologically relevant solar
wavelengths.
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3
DNA Photoproducts

3.1
Pathways for Dissipating Absorbed Energy

Photon absorption rapidly converts a
pyrimidine base to an excited state (Fig. 3).
This event promotes an electron in a filled
bonding π -orbital in the singlet ground
state into a higher energy, empty π∗
antibonding orbital, thus initiating pho-
toproduct formation. Formation of an
excited base occurs within 10−12 s after
photon absorption. Various pathways are
then available for resolution of this un-
stable electronic configuration. The major
pathway involves rapid dissipation of the
energy of the excited singlet base to the
ground state (10−9 s) by nonradiative tran-
sition or by fluorescence, yielding heat or
light in the process. Secondly, the excited
base can react with other molecules to form

unstable intermediates (i.e. free radicals)
or stable photoproducts. Finally, there is
a low probability that intersystem cross-
ing, a nonradiative pathway, can transfer a
base from the excited singlet state to the ex-
cited triplet state. The lifetime of the triplet
state is several orders of magnitude longer
than the excited singlet state (10−3 s),
increasing the chance of photoproduct for-
mation. Formation of the triplet state can
be greatly enhanced in the presence of sen-
sitizers such as acetone or acetophenone.
The cyclobutane pyrimidine dimer (I in
Fig. 4) forms through the excited triplet
state, whereas, other photoproducts form
by other mechanisms.

3.2
Types of DNA Photoproducts

The most abundant photoproduct induced
by UVR is the cyclobutane pyrimidine
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Fig. 3 Pathways of dissipation of energy absorbed by UVR. Schematic of the routes of UVR
absorption and resolution leading to photoproduct formation.
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IV = adenine–thymine dimer; V = 8,8 adenine
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VIII = 6-hydroxy-5,6-dihydrothymine;
IX = 5,6-dihydroxy-5,6-dihydrothymine (thymine
glycol); X = single-strand break;
XI = DNA-protein cross-link.

dimer or CPD (I) linked by a cyclobutyl
ring between the 5 and 6 carbons of
adjacent thymine (T) or cytosine (C)
bases (Fig. 5). Of the four possible CPD
combinations (T<>T, C<>T, T<>C,
and C<>C), the T<>T dimer occurs
with greatest frequency at 40 to 60% of
the sum of cytosine-containing dimers.
However, at wavelengths above 300 nm,
the photochemical alterations of cytosine,
rather than thymine, may account for most
biological effects. The primary reason for

this is that at wavelengths below 300 nm,
saturation of CPD-containing cytosine
occurs at a lower fluence and at a lower
level than that of thymine homodimers
(T<>T). Hence, whereas T<>T dimers
form at a 1.5-fold greater frequency than
dimers containing cytosine after UVC
irradiation, they occur with one-third less
frequency after UVB irradiation.

The pyrimidine(6-4)pyrimidone dimer
or (6-4)PD (II) is the second most prevalent
type of UV damage, occurring at 5 to



DNA Damage Induced by Ultraviolet Radiation 357

N

N

H

O

CH3

O

O

HO

P

O−O

O O

O

N

OH

N

O

CH3

O

H

>280

<280

N

N

H

O

O

O

HO
P

O−O

O O

O

N

OH

N

O

O

HCH3
CH3

H H

TpT TpT1
cis−syn

N

N

H

O

O

O

HO O O

O

N

H
N

OH

O
CH3

CH3

H

O

P
O O

>230

N

N

O

O

O

HO O O

O

N

N

OH

OH

CH3

CH3

H

O

P
O O

>280

<280

N

N

O

O

O

HO O O

O
CH

OH

CH3

H

P
O

H

N

N

O

CH3
H

O

Oxetane
intermediate

TpT4
(6-4)

TpT3
Dewar

Fig. 5 Reaction scheme for the formation of the
major UV photoproducts photochemical
reactions in a dipyrimidine DNA sequence
leading to the formation of the CPD (TpT1),
(6-4)PD (TpT4), and Dewar pyrimidinone

(TpT3). (Redrawn from Taylor and Cohrs, J. Am.
Chem. Soc. 109: 2834–2835 (1987), with
permission).

50% of the frequency of the CPD. In
this photoproduct, the 6 carbon of a 3′
pyrimidine (either cytosine or thymine) is
linked to the 4 carbon of a 5′ pyrimidine
(primarily cytosine) by way of an unstable
oxetane or azetidine intermediate. Unlike
CPDs, the formation of (6-4)PDs does
not proceed via an excited triplet state
(Fig. 3), hence is less dependent on
the photochemical behavior of thymine
bases in DNA. Infrared spectroscopic and
nuclear magnetic resonance analyses of
the (6-4)PD indicate that the plane of the
3′ cytosine base is shifted 90◦ relative to
the 5′ thymine.

As shown in the reaction scheme for
dimer formation (Fig. 5), absorption of
UVB light by the (6-4)PD results in the
formation of a structurally related photo-
isomer, the Dewar pyrimidinone (III in
Fig. 4). Rare dimers containing purine,

such as the thymine–adenine dimer (IV)
and the 8,8-adenine dehydrodimer (V)
have also been isolated from heavily irra-
diated DNA. Dimerizations between non-
adjacent pyrimidines either on the same
strand or on opposite strands can pro-
duce intra- or interstrand cross-links (VI).
It should be kept in mind that the relation-
ship between photoproduct frequency and
its biological effect depends on the intrin-
sic capability of that lesion to kill cells or
to induce mutations. Hence, even though
a photoproduct may occur at a very low
frequency, its structure and location may
elicit a potent biological effect.

Compared with photoproducts involving
two pyrimidines, those involving a single
base occur in DNA at very low frequencies
(≈1–2% of dimers) after exposure to UVR.
Because of its instability, the photobiology
of the cytosine photohydrate (VII) has been
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difficult to study using the conventional
analytical procedures for quantifying DNA
damage. It should be kept in mind,
however, that the half-life of the cytosine
photohydrate is not trivial (i.e. 24 h at
room temperature) and this lesion may
indeed pose a viable biological threat to
a proliferating cell system. Recent data
using sequencing analysis indicate that
saturated thymine photoproducts (VIII
and IX), such as the thymine glycol, do
not occur in UVC- or UVB-irradiated DNA
at a significant rate, hence, they do not
appear to contribute significantly to the
biological effects of UVR.

In contrast with the induction of DNA
damage resulting from the direct absorp-
tion of UVC light, UVA and UVB may
produce damage indirectly through highly
reactive chemical intermediates. Similar
to ionizing radiation, these wavelengths
generate reactive oxygen species (ROS)
that can form, for example, singlet oxy-
gen, hydroxyl and peroxyl radicals, and
superoxide anions which in turn can react
with DNA to form single base damage,
such as 8-oxodeoxyguanosine, as well as
strand breaks and DNA-protein cross-links
(X and XI in Fig. 4). Although the num-
ber of cytosine photohydrates compared
to CPDs and (6–4)PDs remains constant
throughout the UVR, the relative propor-
tion of single-strand breaks and protein
DNA cross-links increases significantly in
DNA irradiated with UVB and UVA light.

3.3
DNA Photoproduct Distribution

A major pathway of cell killing by UVR
results from DNA damage that inhibits
DNA synthesis or transcription of genes
essential to cell growth and metabolism.
Recent advances in biotechnology have
greatly increased our understanding of the

diverse nature of DNA damage in mam-
malian systems, particularly regarding the
spatial and temporal distribution of UV
photoproducts in mammalian chromatin.
Photochemical and biochemical data indi-
cate that the distribution of UVR damage
is nonrandom, determined by DNA se-
quence and DNA–protein interactions.

Using biochemical and immunological
techniques, (6-4)PDs were quantified at
approximately 23% of the level of CPDs
in purified DNA irradiated in vitro. How-
ever, the relative occurrence of (6-4)PDs
and CPDs varies widely, depending on
base content of DNA, state of methy-
lation, and chromatin structure. For ex-
ample, the ratio of CPDs and (6-4)PDs
correlates with the AT : GC ratio with
CPDs occurring in Clostridium perfrin-
gens DNA (30% AT : GC) > Escherichia coli
DNA (50% AT : GC) > Micrococcus luteus
DNA (70% AT : GC). Using DNA sequenc-
ing techniques, the incidence of (6-4)PDs
and CPDs in fragments of the lacI and
supF genes is highly variable and sequence-
dependent. Specifically, CPDs occur pre-
dominantly at T–T, less frequently at
T–C and C–T, and least often at C–C
sites. In contrast, (6-4)PDs can occur with
100-fold greater frequency than CPDs at
certain dipyrimidine sites. Specifically, (6-
4)PDs form predominantly at T–C, less
frequently at T–T and C–C and rarely at
C–T sites. Cytosine methylation signifi-
cantly increased the yield of (6-4)PDs after
exposure to UVC and of CPDs and (6-
4)PDs after exposure to UVB. Hence, both
types of dimers are preferentially induced
at 5-methylcytosine bases in DNA of cells
exposed to solar UVR.

The distribution of UV photoproducts is
influenced by secondary structure medi-
ated through DNA–protein interactions;
namely, chromatin structure modulates
sites of CPD induction in core nucleosome



DNA Damage Induced by Ultraviolet Radiation 359

DNA. Using the 3′ –5′ exonuclease activity
of T4 DNA polymerase to map UV pho-
toproducts, it was shown that they do not
occur randomly along the DNA helix, but
are situated with a periodicity of 10.3 bases.
Sites of maximum photoproduct induction
in core DNA correspond to sites in which
the phosphate backbone is farthest from
the core histone surface. The limited flex-
ibility of the DNA helix resulting from
histone–DNA interactions is thought to
inhibit photoproduct formation.

The relative induction of (6-4)PDs and
CPDs has been measured in nucleosome
(core) and internucleosome (linker) DNA
in UV-irradiated human chromatin. CPDs
form in equal amounts per nucleotide in
core and linker DNA, whereas (6-4)PDs
occur with sixfold greater frequency per
nucleotide in linker DNA. These data in-
dicate that (6-4)PD formation is strongly
influenced by DNA–protein interactions,
occurring more readily in DNA that is
less tightly bound to nucleosomal proteins.
These studies suggest that (6-4)PDs may be
more readily induced in actively transcrib-
ing genes compared to quiescent genes or
in the overall genome in human fibrob-
lasts. Preferential induction of (6-4)PDs in
functionally active regions of chromatin
would serve to increase the lethal poten-
tial of this type of photodamage. Indeed,
repair of these lesions (see below) may
be facilitated by their predominance in
nonnucleosomal (metabolically active) re-
gions of the genome; DNA damage in
more open chromatin conformations (CC)
may be more accessible to excision repair
enzymes compared to damage induced in
more compact regions.

Mutagenicity of UV photoproducts and low
fidelity DNA polymerases The progres-
sion of replicative class B polymerases, in-
cluding Pol A, D, and E are blocked by most

types of photoproducts. Depending on
their structures, many photoproducts are,
however, bypassed during DNA replication
to different degrees by damage-specific
class-Y DNA polymerases including Pol
H, I, and K that have low fidelities due
to expanded active sites that facilitate
read-through of noninformative sequence
information (e.g. abasic sites). Pol H has
the greatest capacity to replicate a large
variety of DNA lesions and preferentially
inserts adenine in the nascent strand op-
posite the lesion (called the A rule). Pol
I preferentially inserts guanine and is
capable of replicating C-containing pho-
toproducts. Pol H or I, therefore, can
insert bases opposite dipyrimidine photo-
products, but the 3′ complementary base
will be mismatched either by an erro-
neous insertion or the distortion caused
by the photoproduct. The absence of
Pol H results in increased mutagenesis
and has the most recognizable patholog-
ical consequence in the human disease
Xeroderma pigmentosum variant comple-
mentation group.

This mechanism has two important
implications regarding the mutagenicity of
different photoproducts. First, mutations
will most often occur where cytosine is
a component of the photoproduct since
insertion of adenine opposite thymine
is a correct and nonmutagenic event.
Hence, most CPDs, because they form
between two thymine bases, are not
mutagenic. Second, the more distortive
a lesion is, the more likely it will
block DNA synthesis and will result
in a lethal rather than a mutagenic
event. Since the (6-4)PD is considerably
more distortive than the CPD (i.e. it
causes a 47◦ as opposed to a 7◦ helical
bend) it is more likely to be lethal
rather than mutagenic. Because damage
bypass and base insertion depend on a
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variety of conditions, both CPDs and (6-
4)PDs contribute to tumorigenesis in a
complex manner.

The role of specific photoproducts in
UV mutagenesis in human cells has been
investigated with the use of shuttle vectors.
In these systems, UV-irradiated simian
virus SV40-based plasmids are transfected
into mammalian host cells (e.g. mouse
and human) where they are replicated.
The plasmids are subsequently recovered,
amplified in bacteria, and analyzed for
mutations by DNA sequencing. Sites of
mutations can then be compared with sites
of photoproduct induction in the target
sequence. Results of these studies indicate
that sites of transition mutations correlate
with sites of increased (6-4)PD induction
(Table 1). In the supF gene inserted into
the mouse L-cell chromosome and in
the endogenous APRT gene of Chinese
hamster ovary (CHO) cells, most of the

mutations consisted of C→T transitions
occurring at T–C and C–C sequences.
Owing to the strand-specificity of repair
(see below), a bias was observed between
mutations in the coding and the noncoding
strands of expressed genes that differed
according to the repair capacity of the cells.

Because CPDs and (6-4)PDs can both
form at sequences shown to be mutation
hotspots in shuttle vectors, the identity of
the mutagenic lesion was also tested by
photoenzymatic repair (PER) (see below)
of the supF sequence in plasmids prior
to transfection. Specific photoreversal of
CPDs reduced the mutation frequency in
normal cells by 75% and in XP group A
cells by 90%. These results are not con-
sistent with the model developed in E. coli
and suggest that (6-4)PDs may be less mu-
tagenic in human cells. A comparison of
photoproduct yields, rates of repair, and
mutations in the PGKI and p53 genes,

Tab. 1 UVC-induced mutations observed in shuttle vector pZ189 replicated in XP or normal human
cells.

Mutations Number of plasmids with base changes

XP Normal

Independent plasmids sequenced 61 (100%) 89 (100%)

Point mutations
Single base substitution 47 (77%) 48 (53%)
Tandem base substitutions 12 (20%) 16 (18%)
Multiple base substitutions 1 (2%) 24 (28%)

Base insertions and deletions
Single base insertion 0 2
Single or tandem base deletions 1 3

Types of single or tandem base substitutions and number of changes
Transitions 67 (94%) 61 (75%)

GC to AT 66 (93%) 59 (73%)
AT to GC 1 (1%) 2 (2%)

Transversions 4d (6%) 20 (25%)
GC to TA 0d 8 (10%)
GC to CG 1 (1%) 5 (6%)
AT to TA 3 (4%) 6 (8%)
AT to CG 0 1 (1%)
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however, has shown that regions of high
UV-induced mutation can be caused by
either or both high photoproduct yield
and low repair. A combination of initial
yields and rates of repair that leave a
high net-persistent load of photoproducts
in a particular site appear to be directly
related to the mutational yield. Using
ligation-mediated polymerase chain reac-
tion (LMPCR) that allows precise location
of damaged bases, the photoproduct distri-
bution in exons 1 and 2 of three ras proto-
oncogenes was mapped and no correlation
between photoproduct frequency and mu-
tation induction in codon 12 of H-ras and
K-ras was found. DNA repair at individual
nucleotides in the p53 tumor suppressor
gene was highly variable and sequence-
dependent with slow repair observed at
seven of the eight positions associated with
mutations. UV-induced mutations in the
p53 gene are a probable step in the for-
mation of squamous cell carcinoma (SCC)
and may arise at DNA repair ‘‘coldspots’’
rather than photoproduct ‘‘hotspots.’’

4
Analytical Techniques

4.1
Detecting and Quantifying DNA
Photoproducts

Methods for quantifying photoproducts in
DNA rely on (1) separation of modified
bases by chromatography, (2) enzymatic
or biochemical incision of DNA at sites of
photoproducts, or (3) antibody binding to
structural damage in DNA (Table 2). Dam-
age caused by UVR was first detected in
DNA nearly 40 years ago using paper chro-
matography. Chromatographic measure-
ments require that DNA photoproducts ei-
ther be labeled during cell proliferation by

incorporation of a radioactive pyrimidine
precursor, such as [3H]-thymidine, or
postlabeled using [δ−32P] ATP after en-
zymatic hydrolysis. After UV-irradiation,
the DNA is extracted, purified, and re-
duced to individual bases by acid or
enzymatic hydrolysis. Photoproducts are
then separated from unmodified bases
by two-dimensional paper, thin-layer, or
high-performance liquid chromatography
(HPLC). A standard procedure for quan-
tifying 8-oxodeoxyguanosine residues in
DNA after hydrolysis is HPLC combined
with electrochemical detection of the le-
sion (HPLC-EC).

Enzymatic or chemical incision of DNA
at sites of damage and subsequent quan-
tification of the resultant single-strand
breaks by various means can also be used
to measure UV photoproducts. Sites of
CPDs can be cleaved with UV endonu-
clease V from T4 phage, an enzyme that
specifically recognizes this type of damage.
UvrABC exinuclease, a partial excision re-
pair complex purified from E. coli, and an
ultraviolet damage endonuclease (UVDE)
purified from yeast, cleave DNA at or
a few bases to either side of CPDs or
(6-4)PDs in DNA. Both broad-spectrum
enzymes have been used to measure
overall levels of DNA damage in UV-
irradiated DNA and nondimer damage
remaining after the removal of CPDs
or (6-4)PDs by enzymatic photoreactiva-
tion. Other enzymes involved in base
excision repair (BER) have been used to
cleave DNA at sites of nondimer photo-
damage, including endonuclease III (nth
protein) and formamidopyrimidine glyco-
sylases (fpg protein) purified from E. coli
as well as a human endonuclease that
specifically cleaves 8-oxodeoxyguanosine
residues in DNA (hOGG). Such enzymes
have been used to cleave DNA at cytosine
and thymine photohydrates, fragmented
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Tab. 2 Analytical techniques for quantifying UVR
DNA damage and repair.

Chromatography
Paper/thin-layer 2-D chromatography
High-performance liquid chromatography (HPLC)
Gas chromatography/mass spectrometry (GC/MS)

Strand break/Molecular weight determinations
Supercoil relaxation assays (in vitro)
Alkaline gradient sedimentation
Denaturing gel electrophoresis
Microcapillary electrophoresis
Gene specific (Southern blot analysis)
Maxam-Gilbert sequencing

PCR-based assays:
Quantitative PCR
Ligation-mediated PCR

Immunoassays:
Immunoprecipitation
Radioimmunoassay
Enzyme-linked immunosorbent assay
Immunoslot blot/immunodot blot
Immunoelectronmicroscopy

Single-cell assays
Comet assay
Immunohistochemistry/immunocytochemistry

Excision repair assays:
Incision assays
DNA repair synthesis
Excision kinetics (endonuclease/antibody)
Transient expression assays

bases and sugars, photo-oxidation prod-
ucts, as well as unidentified photoproducts
occurring at sites of (6-4)PDs and modi-
fied purines.

Several analytical techniques have been
developed around the ability to specifi-
cally break DNA at sites of photoprod-
ucts. A single-strand nick at the site
of a lesion in a supercoiled molecule
converts that molecule from its com-
pact supercoiled form to a relaxed form
that can be easily resolved and quan-
tified using gel electrophoresis. Other
techniques required separation of the
DNA strands and molecular weight de-
terminations of the resultant single-strand

fragments. Alkaline sucrose gradient sedi-
mentation, denaturing gel electrophoresis,
and microcapillary electrophoresis are ap-
proaches used to quantify endonuclease
digestion at sites of UV damage. As with
the chromatographic techniques, analyses
of photodamage as strand breaks require
radioactive or fluorimetric labeling to vi-
sualize and quantify DNA. A variation on
this approach has combined alkaline gel
electrophoresis with Southern blotting to
detect and quantify strand-break frequen-
cies in specific DNA sequences (genes)
and has led to the discovery and de-
scription of transcription-coupled repair
(TCR) (see below). Gene-specific repair
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is also possible using quantitative PCR
in which the ability of DNA photoprod-
ucts or strand breaks produced at sites
of DNA photoproducts to block the pro-
gression of Taq polymerase is exploited.
A further refinement of this technique
combined with PCR technology has led
to the development of ligation-mediated
PCR (LMPCR) and the analysis of DNA
damage at base resolution in cellular DNA.
Previously, the sequence-specificity of pho-
toproduct induction was limited to in vitro
analyses using Maxam–Gilbert sequenc-
ing. Although all of these techniques are
more sensitive than chromatography, their
sensitivity depends on the maintenance of
high-molecular weight DNAs throughout
the purification and analysis.

Over the past 20 years, antisera raised
against UV-irradiated DNA have proven to
be powerful and versatile reagents for the
study of various photochemical and pho-
tobiological phenomena. Polyclonal and
monoclonal antibodies have been pro-
duced, which bind a variety of photodam-
age, including the CPD, (6-4)PD, Dewar
pyrimidinone, and thymine glycol. A vari-
ety of immunological assays have been de-
veloped and have provided unique insights
into photochemical and photobiological
problems. Prominent within the exten-
sive arsenal of immunological approaches
adapted to the analysis of DNA damage and
repair is immunoprecipitation of radio-
labeled DNA fragments, enzyme-linked
immunosorbent assays (ELISA), radioim-
munoassays (RIA), immunoslot blots, and
immunodot blots. The first and last of
these techniques measure direct bind-
ing of antibody to damaged DNA; ELISA
and RIA are competitive binding assays
with considerably greater sensitivity and
flexibility. A technique has even been de-
veloped in which CPDs were visualized
in DNA using electron microscopy. Each

technique has its own unique attributes
and applications. Unlike chromatographic
techniques, immunological assays do not
require chemical or enzymatic degradation
of DNA prior to analysis; unlike endonu-
cleolytic assays, their sensitivities do not
depend on the molecular weight (or purity)
of sample DNA.

Many of the approaches discussed above
can be adapted to the analysis of UV pho-
toproducts in single cells, thereby greatly
increasing the sensitivity of the assay.
Strand breaks associated with DNA dam-
age have been visualized in single cells
using the ‘‘Comet assay’’ in which cells
are embedded in agarose and the DNA ex-
truded from the nuclei in an electric field.
The resultant image, visualized with fluo-
rescent dyes, resembles a comet with the
head of the comet representing the nucleus
and tail, the extruded DNA. The length
and quantity of DNA in the tail is used to
quantify the number of strand breaks and,
hence, the amount of DNA damage. Anti-
bodies to UV photoproducts have also been
applied to CPD and (6-4)PD analyses in in-
dividual mammalian and bacterial cells.
Secondary antibodies tagged with a fluo-
rescent dye (e.g. fluorescein) bind to the
primary damage-specific antibodies and al-
low visualization and quantification of the
signal using fluorescence microscopy and
image analysis software.

4.2
Quantifying DNA Repair

Removal of individual photoproducts can
be assayed directly using the techniques
described above. Techniques have also
been developed to monitor various stages
of the excision repair process. Transient
incisions associated with the initial step
of excision repair (Figs. 7 and 8) can be
measured using alkaline elution. Alkaline
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lysis of cells on filters results in denat-
uration of the DNA, which then elutes
at a rate dependent on its molecular
weight. Smaller DNA fragments contain-
ing more incisions elute faster than larger
fragments; by measuring the molecu-
lar weight of the eluting fragments, the
rate of repair incision can be estimated.
Incorporation of base analogs (e.g. 1-ß-
D-arabinofuranosylcytosine), which result
in premature termination of repair syn-
thesis, cause strand break accumulation.
To discriminate between strand breaks
associated with DNA repair and DNA repli-
cation, semiconservative DNA synthesis
can be inhibited by specific inhibitors (e.g.
hydroxyurea) or nonreplicating senescent
(G0) or terminally differentiated nonpro-
liferating cell populations can be used.
Studies with normally UV-resistant mam-
malian cells show a rapid accumulation of
strand breaks within the first few (0–15)
minutes after UV-irradiation followed by
gradual restoration to the original molecu-
lar weight within an hour. The Comet assay
has also been used to estimate the extent
of incision associated with DNA repair.

As with incision assays, protocols for
measuring the resynthesis stage of ex-
cision repair must utilize cells in which
normal DNA replication has been inhib-
ited. Unscheduled DNA synthesis (UDS)
provided the first direct evidence for the
DNA excision repair process in mam-
malian cells. Cells were grown for a short
period (pulsed) in [3H]-thymidine and then
examined autoradiographically (as silver
grains on a photographic plate). Cells
undergoing DNA synthesis displayed in-
tense labeling of their nuclei, whereas
nonreplicating cells undergoing repair
(unscheduled) synthesis showed much re-
duced labeling. Repair synthesis can also
be determined using buoyant density cen-
trifugation of DNA. In this technique, the

base analog 5-bromodeoxyuridine (BUdR)
is incorporated into DNA in place of thymi-
dine. Regions containing this base have a
higher density than the surrounding DNA.
Hence, DNA that has replicated semicon-
servatively (i.e. produced one entire new
strand) migrates as a hybrid density band
on cesium chloride gradients. Repair syn-
thesis occurring in very small patches (≈30
bases) migrates to a position of normal
density DNA. The amount of radioactivity
[(3H)-labeled BUdR] incorporated into un-
replicated DNA is a measure of the total
amount of repair synthesis.

The DNA repair capacity of a cell can
also be determined using transient ex-
pression assays. Several of these assays
have been developed, each varying only
in the ‘‘reporter’’ gene utilized. In this
assay, a plasmid containing a gene that
can be expressed in a specific host cell
is UV-irradiated and transfected into a
host cell using one of a variety of trans-
fection protocols. The ability of this gene
to recover expression of a certain product
(e.g. chloramphenicol acetyl transferase, β-
galactosidase, luciferase) reflects the ability
of the cell to repair the DNA dam-
age induced in that sequence. Transient
expression assays thus measure gene-
specific repair.

5
DNA Damage Tolerance Mechanisms

The amount of photodamage present in
cellular DNA at any given time depends
not only on the extent of UV light absorbed
by the DNA but also on the ability of the
organism to repair the damage. UV dam-
age tolerance mechanisms vary and may
include combinations of photoprotection
and DNA repair. The DNA repair strategy
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utilized depends on the type of photoprod-
uct encountered and the organism at risk.
DNA repair is composed, in whole or part,
of at least two well-studied mechanisms,
photoenzymatic repair and nucleotide or
base excision repair (Figs. 6–8).

5.1
Photoprotection

Nearly all organisms have behaviors or nat-
ural features that lower exposure of DNA
to solar UVR and reduce the amount of
photodamage. Human behavior includes
wearing clothes, hats, sunglasses, and sun-
screens, and general occupational and
recreational life-styles. Many plants and
animals have similar strategies. Biological
components such as bark, cuticles, skin,
fur, feathers, scales, and shells can strongly
attenuate or eliminate the absorption of
UVR by internal areas of cells or organ-
isms. Habitat selection is also a significant
factor. Shielding by terrain, foliage, wa-
ter, or another organism can reduce UVR
exposure. Actively seeking shade to avoid
direct sunlight is also a common biologi-
cal response.

Morphology may also affect the amount
of radiation absorbed by cellular DNA.
Small cells and organisms are more sus-
ceptible to the physical damage caused by
ionizing radiation. Recent studies on ma-
rine plankton indicate that UVR damage
may likewise be mediated by morpholog-
ical factors. The amount of DNA damage
induced in phytoplankton and bacterio-
plankton by UVB light correlates with the
size of the individual species. In smaller
cells, the distance between the cell surface
and nuclear DNA is less than in larger
cells. The shortened light path reduces
refraction and absorption by cytoplasmic
components and increases the amount
of UVR reaching the nucleus. Similar

principles can be applied to multicellu-
lar organisms. In humans, for example,
the ratio of exposed surface area to inter-
nal tissues and organs is reduced when
compared to smaller animals.

Several mechanisms for biochemical
protection from UVR occur in nature. Pig-
mentation in the outer layers of plants
and animals modulates the intensity and
wavelength distribution of light reaching
internal components. In some cases, light
exposure induces pigment production. For
example, the UVR absorbing compounds
melanin and anthocyanin are produced in
human skin and plants respectively, after
exposure to solar UV. Melanin has mul-
tiple functions that can be either harmful
or beneficial to the organism. On the one
hand, it can be photoprotective, acting as
a natural sunscreen, although not a very
good one, and as a scavenger of active
chemical species produced by solar UVR,
although again not a very effective one.
On the other hand, melanin can itself pro-
duce active radical species that can damage
DNA and has the capacity to bind to drugs
in ways that can either benefit or harm
the cell. The beneficial role of melanin in
humans is best illustrated by the observed
reduction in skin cancers such as basal
and squamous cell carcinomas and pro-
tection against sunburn in dark-skinned
peoples. In black skin, melanosomes, the
cellular compartments in which melanin
is sequestered, are oval, single, and densely
packed with melanin and clustered around
the nucleus. UVR is blocked from the
nucleus and free radicals are absorbed.
In contrast, in white skin, melanosomes
are round, aggregated, and lightly melan-
otic. UVR can bypass the clusters to enter
the nucleus.

In addition to pigments, colorless UV-
absorbing compounds have also been iden-
tified as possible UV-protective chemicals.
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Concentrations of flavenoids in terres-
trial plants, mycosporine amino acids
(MAAs) in fungi, and mycosporine-like
compounds in marine organisms all cor-
relate with UV exposure history. Over
25 different mycosporine-like compounds
have been identified in marine algae and
invertebrates. These molecules display dif-
ferent UVA and UVB absorption profiles,
with several compounds present in a single
species. Combinations of these ‘‘natural
sunscreens’’ provide broadband UV cov-
erage and optimize protection from solar
UVR. Because of these attributes, these
compounds are being investigated for hu-
man applications.

5.2
Photoenzymatic Repair

Photoenzymatic repair is a light-dependent
process involving the enzyme-catalyzed re-
versal of CPDs (Fig. 6). This was the first
DNA repair mechanism recognized, dis-
covered simultaneously by Albert Kelner
and Renato Dulbecco in 1949. PER in-
volves binding of a low molecular weight
protein to a CPD followed by absorption of
photons within the UVA/visible range of

light, reversal of the damage, and, finally,
release of the enzyme. PER appears to be a
ubiquitous repair mechanism widespread
throughout the plant and animal king-
doms (Table 3).

Although it is a relatively simple enzy-
matic process, PER displays much diver-
sity in various biological systems. There
are numerous organisms in which it has
not been found, including several bacteria,
such as Haemophilus influenzae, Diplo-
coccus pneumoniae, Bacillus subtilis, and
Micrococcus radiodurans, some algae and
higher plants, such as Chaetoceros convolu-
tus, Thalassiosira australis, Phaseolus aureus
and Haplopappus gracilis, the nematode,
Caenorhabditis elegans, and in placental,
but not marsupial, mammals. Differences
in action spectra, constitutive levels of
photolyase, and the presence of required
cofactors may account for the diverse PER
efficiencies among organisms. The wave-
length dependence for maximum PER ef-
ficiency is ≈380 nm in E. coli and Euglena,
≈400 nm in Neurospora, and ≈440 nm in
S. griseus. The lack of PER in many or-
ganisms and its evolutionary conservation
in systems never exposed to sunlight (e.g.
soil or enteric bacteria, Blind cave fish)

Photolyase

Photolyase

Visible
light

Photolyase

Fig. 6 Enzymatic
photoreactivation. Generalized
enzymatic pathway for the
repair of UVR damage in DNA
by photolyase. Required
cofactors are not shown.
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Tab. 3 Plants and animals capable of removing cyclobutane dimers by enzymatic
photoreactivation (PER).

Group Species Common name

Cyanobacteria Plectonema boreanum Blue-green alga
Anacystis nidulans Blue-green alga

Schizomycophyta Escherichia coli Colon bacteria
Streptomyces griseus Soil actinomycete

Eumycophyta Saccharomyces cerevisiae Baker’s yeast
Neurospora crassa Bread mold

Euglenophyta Euglena gracilis a

Angiospermae Phaseolus vulgaris Pinto bean
Phaseolus lunatus Lima bean
Arabidopsis thaliana a

Zea mays Maize
Nicotiana tabacum Tobacco

Gymnospermae Gingko biloba Gingko tree

Protozoa Paramecium Aurelia Paramecium
Tetrahymena pyriformis a

Mollusca Physa sp. Pond snail

Echinodermata Arabacia punctulata Sea urchin
Echinarachnius parma Sand dollar

Arthropoda Angasta Kiihniella Flower moth
Gecarcinus lateralis Land crab
Artemia salina Brine shrimp
Homarus americanus Lobster

Insecta Trichoplusia ni Cabbage looper
Drosophila melanogaster Fruit fly

Teleosts Haemulon sciuris Blue-striped grunt
Pimephales promelas Fathead minnow
Anoptichthys jordani Blind cave fish
Tautoga onitis Tautog
Tautogolabrus adsperus Cunner
Xiphopherus variatus Variable platyfish
Carassius auratus Goldfish

Amphibia Bufo marinus Cowflop toad
Xenopus laevis African Clawed toad
Rana pipiens Leopard frog

Reptilia Terrapene Carolina Box turtle
Iguana iguana Iguana lizard
Gekko gekko Gecko lizard

Aves Gallus gallus Domestic chicken

Marsupialia Didelphis marsupialis American opossum
Caluromys derbianus Woolly opossum
Potorous tridactylis Rat kangaroo

Mammalia (Homo sapiens?) Human

aNo common name.
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suggests photolyase may function in other
molecular processes, such as excision re-
pair. In support of this idea, it has been
shown that E. coli photolyase stimulates
excision repair in vitro and a DNA-binding
protein associated with excision repair in
human cells (XPE protein) has been iden-
tified with properties similar to a yeast
photolyase. It has been shown that PER
is inducible in fish cells, both in culture
and in vivo (in caudal fins). Preillumina-
tion with visible light 8 h prior to damage
induction significantly predisposes cells to
CPD removal by PER. These studies pro-
vided the first clear demonstration of an
inducible repair system in eukaryotes

Photoenzymatic repair of (6-4)PDs has
also been observed in many organisms
including insects (Bombyx mori and
D. melanogaster), reptiles (Crotalus atrox),
amphibia (X. laevis), and fish (Xiphopho-
rus spp.). The (6-4)PD but not its Dewar
isomer is the substrate for these pho-
tolyases and the enzyme has an average
action spectrum peak at 400 nm. The ef-
ficiency of repair per incident photon is
very low compared with CPD photolyases,
and it appears that the (6-4)PD photolyase
converts the photoproduct to unmodified
bases, probably through an oxetane inter-
mediate.

5.3
Excision Repair

DNA excision repair is a genetically com-
plex and phenotypically diverse system; its
competency is dependent on the species
and developmental state of the individual
as well as on the type of photoproduct
encountered and its genomic distribution.
The excision repair pathway is thought
to proceed by the following fundamen-
tal steps: (1) recognition of the lesion as
a structural distortion in the DNA helix;

(2) unwinding or other activity to disassoci-
ate the lesion from chromatin proteins and
provide accessibility to repair enzymes;
(3) incision of the DNA backbone at or near
the site of the lesion; excision and resyn-
thesis of the DNA around the damaged
site; and (4) ligation of the single-strand
nick remaining after disengagement of the
DNA polymerase complex. This process is
very versatile, correcting various classes
of chemical damage in addition to those
induced by UVR.

5.3.1 Excision Repair Pathways
Excision repair may proceed by one of two
routes (Figs. 7 and 8). Base excision repair
(BER) is initiated by enzymatic recogni-
tion of the lesion and scission of the
bond between the damaged base and its
associated deoxyribose sugar, a process
called aglycosylation. BER-initiating en-
zymes fall into two distinct categories: the
hydrolytic dRPases and AP lyases. Exam-
ples of AP lyases include (1) endonuclease
III which repairs several types of base dam-
age including pyrimidine photohydrates,
(2) pyrimidine dimer glycosylases from T4
phage-infected E. coli and M. luteus, which
have the unique capability to recognize
the 5′ pyrimidine of a CPD as a modi-
fied base, and (3) FaPy-DNA glycosylase
from E. coli, which recognizes and cleaves
various types of radiation damage includ-
ing 8-oxodeoxyguanosine. After removal of
the base damage, a 3′ AP lyase or 5′ AP
endonuclease cleaves the phosphodiester
bond adjacent to the abasic site. Enzymes
that release 5′-deoxyribose-5-phosphate
(dRP) residues from preincised AP-DNA
have been collectively termed DNA-
deoxyribophosphodiesterases (dRPases).
To prepare the strand for resynthesis, the
3′ diesterase activity associated with AP
lyase or the 3′ –5′ exonuclease activity as-
sociated with dRPase and pol β digests
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Fig. 7 Base excision repair. Pathway for
generalized BER is shown including
DNA damage cleavage by glycosylases,
damage removal by endonuclease
digestion, and gap-filling by DNA
polymerase and DNA ligase.
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the remaining abasic site. The damaged
strand is removed and resynthesized in
E. coli by pol I and in mammalian cells by
pol β and the XRCC 1 gene product. The
remaining nick is repaired by DNA ligase
returning the DNA duplex to its original
state. In addition to the short-patch re-
pair described, BER may also proceed by
a long-patch repair mechanism in which
2–13 new bases are inserted. The primary
difference between short- and long-patch
repair is the utilization of different poly-
merases and flap endonuclease (Fen1) for
excision and resynthesis.

The nucleotide excision repair (NER)
pathway recognizes a broad spectrum
of UVR-induced photoproducts as well
as other ‘‘bulky adducts’’ that may be

induced by genotoxic agents. This process
has been well studied in E. coli and
is thought to be the primary excision
repair pathway in eukaryotes as well. As
with BER, enzymes that recognize and
bind the helical distortion created at the
damaged site initiate the NER process. In
prokaryotes, a fairly simple multiprotein
complex consisting of the Uvr A, B, C, and
D scans the DNA for helical distortions,
assembles at the lesion site, cleaves the
DNA on both sides of the lesion leaving a
gap, and is displaced to repeat the process.
A DNA polymerase fills the gap and the
strand is ligated to restore the DNA duplex
to its original integrity.

In eukaryotes, NER is the most impor-
tant repair process concerned with UVR
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Fig. 8 Nucleotide excision repair. Generalized pathways for global genome
(GGR) and transcription-coupled repair (TCR) in eukaryotes. Enzymes, DNA
damage–binding proteins, and complexes are shown for DNA-damage
recognition, stabilization, incision, excision, and resynthesis.

damage. Two major pathways of NER are
known: transcription-coupled repair (TCR)
and global genome repair (GGR) (Fig. 8).
These NER pathways remove CPDs and

(6-4)PDs in DNA and replace the damaged
site with a newly synthesized polynu-
cleotide patch approximately 29 bases in
length. TCR removes damage more rapidly
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from the transcribed strands of transcrip-
tionally active genes, whereas GGR acts
more slowly on nontranscribed regions
and is regulated by p53 through control of
XPE p48 expression. An increased excision
rate in active genes (TCR) may also occur
for (6-4)PDs, but this is less easily resolved
against the greater overall rate of excision
of these photoproducts in the genome as a
whole. The differences in excision from ac-
tive versus inactive genes occurs because a
basal transcription factor, TFIIH, regulates
basal transcription by RNA polymerase II
and plays a major role in repair (Fig. 8).
A detailed study of the promoter and first
exons of the PGKI gene has indicated that
excision is slow in regions of promoter
binding but increases immediately after
the transcription start site.

Many of the genes that regulate TCR are
associated with the human disorders Xero-
derma pigmentosum (XP), Cockayne syn-
drome (CS), trichothiodystrophy (TTD),
and other disorders (see Sect. 5.3.3). Two
of the helicases in TFIIH correspond to
the XPB and XPD genes, and others are
known to play a role from their analogs in
the yeast transcription factor B. TCR also
involves the CS genes CSA & CSB, XPG,
the mismatch repair gene MLH2, and the
breast cancer susceptibility gene BRCA1.

In Fig. 9, excision repair of damaged
sites in mammalian chromatin is shown.
The first step involves mechanisms that
recognize damage and dissociate nucle-
oproteins to make the DNA accessible
to repair enzymes. After recognition and
dissociation, the excision repair pathway
proceeds as in Fig. 8, followed by reassem-
bly and repackaging of the chromatin
complex. The actual number of damaged
sites involved in excision repair at any one
time is very small, comprising only about
1% of the lesions produced in DNA ir-
radiated with a low UV fluence. Excision

is, therefore, rate-limited by the enzymes
involved in the early stages of DNA repair
which dissociate the DNA from the nucleo-
some scaffolding and provide accessibility
to excision enzymes.

5.3.2 Temporal and Spatial Distribution of
Excision Repair
The efficiency of the excision repair
process is dependent on the organism, the
type of damage encountered, and where it
occurs in the genome. In Fig. 10, repair
curves for CPD and (6–4)PD excision are
shown for several organisms representing
the plant and animal kingdoms. The initial
rates and extent of CPD repair (Fig. 10(a))
show great diversity, ranging from very
rapid removal in primitive eukaryotes,
such as bread mold and yeast, to much
slower repair in vertebrates such as fish,
frogs, and mammals. With few exceptions,
the rate of (6-4)PD excision is much
faster than the CPD (Fig. 10(b)). Notable
exceptions include the common bread
mold (N. crassa), the nematode C. elegans,
and the epidermis of the marsupial
Monodelphis domestica. Rapid repair of
the (6-4)PD may be a consequence of its
structure and its nonrandom distribution
in chromatin. The 90◦ orientation of the
3′ base of the (6-4)PD (Fig. 4) produces
a segment of DNA with considerable
distortion in the phosphodiester backbone,
local denaturation, and disruption of
normal base pairing. This structure is
bound with 10-fold greater affinity by the
UvrABC exinuclease of E. coli and blocks
the progression of DNA polymerase about
20-fold more efficiently than the CPD.

Rapid repair of the (6-4)PD may also
belie the structural and functional role of
chromatin in DNA repair (Fig. 9). Insight
into the relationship between DNA repair
and chromatin structure has come from
studies using a yeast minichromosome
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Fig. 9 Excision repair in mammalian chromatin. Repair is initiated by photoproduct
recognition and dissociation of damaged DNA from nucleoproteins to make the DNA more
accessible to repair enzymes. This is followed by the sequential incision by an endonuclease,
excision, and resynthesis by a DNA polymerase, and sealing of the patch by a polynucleotide
ligase. The repaired segment is finally reassembled and repackaged in the original
nucleosomal structure. (Redrawn from Cleaver and Mitchell, 1993).

as a model system. Regions of this
chromosome containing unstable nucle-
osomes are more readily repaired than
regions in which the nucleoprotein struc-
ture is more constant. These data im-
ply that ‘‘open’’ chromatin configurations
are more accessible and more repairable
than compact, heterochromatic regions
of the genome. As mentioned, (6-4)PDs
are induced with sixfold greater fre-
quency in linkers compared to nucleoso-
mal core DNA. The nonrandom induc-
tion of the (6-4)PDs in more accessible

regions of chromatin may, therefore, fa-
cilitate its rapid removal by the excision
repair complex.

5.3.3 Developmental and Genetic
Regulation of Excision Repair
The efficiency of DNA repair depends on
the developmental state of a cell, tissue
or organism. Both developmental and ge-
netic attributes have made the nematode
C. elegans a popular organism for probing
many biological problems, including DNA
repair. A striking phenotype of certain
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Fig. 10 Kinetics of CPD and (6-4)PD repair, radioimmunoassay of DNA
repair of CPDs in various organisms. Organisms include N. crassa (bread
mold), S. cerevisiae (yeast), C. elegans (nematode), M. domestica (marsupial),
Xiphophorus variatus (fish), A. thaliana (plant), X. laevis (frog).

C. elegans mutants is the manifestation
of stage-specific variation in UV hyper-
sensitivity. For example, rad-3 mutant
nematodes are moderately hypersensitive
when irradiated as embryos, but larvae are
highly hypersensitive. Unlike wild-type ne-
matodes, whose repair capacity remains
relatively constant, the excision repair
capacity of rad-3 nematodes varies sub-
stantially throughout development. Rad-3
embryos display a reduced capacity for
excision repair, yet larvae assayed 24 h
later are almost totally deficient in excision
repair. The correlation between UV hy-
persensitivity and reduced excision repair

capacity suggests that DNA repair in the
nematode is developmentally regulated.

Evidence also suggests that DNA re-
pair is developmentally regulated in higher
eukaryotes. Excision repair of UV dam-
age in cultured fish cells is very low,
although significant excision repair is ob-
served in primary embryonic cells. Similar
regulation is seen in mice; exposure to
photoreactivating light has no effect on
CPD removal in adult mouse epidermal
DNA or mouse fibroblasts in culture, yet
significantly reduces the number of these
lesions in the epidermis of neonatal mice;
and excision (dark) repair of CPDs is much
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more efficient in early embryos compared
to adult mice.

DNA damage resulting from UVR is
more efficiently repaired in proliferating
basal cells in rodent and human epi-
dermis than in terminally differentiated
keratinocytes. A compelling generality one
can derive from the developmental pat-
tern of DNA repair in organisms and
tissues is that more rapidly proliferating
systems (i.e. stem cells, embryos, fetuses,
larvae) have increased capacities for self-
correction. Hence, those organisms most
vulnerable to the lethal and mutagenic ef-
fects of genetic change are best able to
tolerate it. DNA repair exhibits different
developmental profiles in different organ-
isms; thus, both ontogeny and phylogeny
of DNA repair can vary substantially.

Selection of UV-sensitive rodent cells
and the study of human sunlight-sensitive
disorders have identified a large array
of genetic loci that control the response
of mammalian skin to UVR damage

(Table 4). These loci are all characterized
by significant increases in sensitivity to
UVC or UVB radiation and include
the excision repair cross-complementing
(ERCC) series in rodent cells, XP, CS, TTD,
and basal cell nevus syndrome (BCNS).

With the exception of BCNS, all of
these disorders represent increased sen-
sitivity to UVB and UVC wavelengths due
to recessive mutations. BCNS exhibits a
unique sensitivity to UVB radiation and is
a dominant disorder. The recessive disor-
ders can be considered as subsets within a
large family of genes that regulate human
cell DNA repair. These subsets are not
mutually exclusive; CS complementation
group C is identical to XP complementa-
tion group B; TTD overlaps with group D;
XP group B corresponds to ERCC3 as well
as to CS group B; XP group D corresponds
to ERCC2.

XP is a rare autosomal recessive dis-
ease that occurs at a frequency of about
1 : 250 000 in the United States. Affected

Tab. 4 Complementation groups in XP and UV-sensitive Chinese hamster ovary (CHO)
cells.

Group Human
chromosome

location

Central nervous
system repair

disorders

Relative DNA
repair [%]

Xeroderma pigmentosum
A 9q34.1 Yes 2–5
B 2q21 Yes 3–7
C 3q25 No 5–20
D 19q13.2 Yes 25–50
E 11p11-12 No 50
F 16q13.1 No 18
G 13q32.3 Yes <2
Variant 6p21 No 100

CHO (ERCC)
1 19q13.2 – Low
2 (XPD) 19q13.2 – Intermediate
3 (XPB) 2q21 – Intermediate
4 (XPF) 16q13.1 – Low
5 (XPG) 13q 32.3 – Intermediate
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patients (homozygotes) have sun sensitiv-
ity resulting in progressive degenerative
changes of sun-exposed portions of the
skin and eyes, often leading to neoplasia.
Some XP patients have, in addition, pro-
gressive neurological degeneration. Obli-
gate heterozygotes (parents) are generally
asymptomatic. The median age of onset is
1 to 2 years, with skin rapidly taking on the
appearance of that seen in individuals with
many years of sun exposure. Pigmentation
is patchy, and the skin shows atrophy and
telangiectasia with development of basal
cell carcinomas (BCC) and squamous cell
carcinomas (SCC). The frequency of can-
cers is about two thousand times that seen
in the general population less than 20 years
of age, with an approximate 30-year reduc-
tion in life span.

Cells from patients with XP excise CPDs
and (6-4)PDs at reduced rates of 0 to
90% of normal, except for the variant
group, which has a near-normal rate.
The reductions are similar in all tissues
thus far investigated, including skin in
vivo, peripheral lymphocytes, fibroblasts,
liver cell cultures, and tumor cells. There
are seven complementation groups among
patients who are deficient in excision
repair, and an eighth, the XP variant, has
a defect in replication of damaged DNA.
Compared with normal cells, cells from XP
groups A and D are very sensitive to the
lethal effects of UV light and are unable
to repair the CPD and the (6-4)PD. XP
group A cells also have a reduced capacity
to repair the Dewar pyrimidinone.

Group C is one of the largest groups
and is often referred to as the ‘‘clas-
sic’’ form of XP. The patients show only
skin disorders, which vary considerably in
severity, depending on the climate. Tu-
mors of the tongue have been observed in
several patients. Cells have low but hetero-
geneous levels of excision repair (10–20%

of normal) and are less sensitive to killing
by UVR and chemical carcinogens than
cells in groups A and D. This group is
unique among the XP groups in that the
repair defect is restricted to GGR with TCR
functioning normally (Fig. 8). This raises
the dilemma that high rates of cell killing,
somatic mutation, and cancer from UV
light in XP group C are associated with
repair deficiencies in the nontranscribed
regions of the genome. This in turn sug-
gests that activating rather than silencing
mutations may be important or that mu-
tations may, in fact, arise from unrepaired
lesions in the nontranscribed strand of
active genes.

Group E is a rare group that exhibits mild
symptoms and residual levels of repair that
are between 50 and 100% of normal and
lack a DNA-binding protein, p48, that is
associated with a larger protein, p127. XPE
patients carry mutations in the p48 gene.
The role of this protein is unclear but
it is dependent on p53 and involved in
repair of nontranscribed regions of DNA.
The absence of a homologous protein in
rodent cells has been invoked to explain
the reduced capacity of these cells in
nontranscribed DNA.

XP variant cells have normal excision
repair but lack a DNA low fidelity class-
Y DNA polymerase, hRAD30A (Pol H)
that is required for accurate bypass of
CPDs during DNA replication. In its
absence, XP variant cells are very sus-
ceptible to UV-induced mutagenesis and
exhibit essentially the same symptoms as
other XP patients. Carcinogenesis from
UV damage in XP patients arises there-
fore from the loss of either NER capacity
or Pol H; both lead to an increase in the
amount of persistent DNA damage that be-
comes the substrate for error-generation
(mutations, gene rearrangements, dele-
tions etc.).
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Cockayne syndrome is an autosomal re-
cessive disease characterized by cachectic
dwarfism, retinal abnormalities, micro-
cephaly, deafness, neural defects, and
retardation of growth and development
after birth. Carcinomas of the skin as
a result of hyper-photosensitivity are not
seen in patients with CS, setting this dis-
ease apart from XP. CSB knockout mice
however are sensitive to UVB carcinogen-
esis. Characteristic cellular changes in CS
include a failure of DNA and RNA syn-
thesis to recover to normal levels after
UV-irradiation. The excision of DNA pho-
toproducts from total genomic DNA of
CS cells is normal, but repair of tran-
scriptionally active genes is reduced. The
CS gene products are involved in cou-
pling excision repair to transcription, but
their precise function is not yet clear. They
may be involved in the ubiquitination and
degradation of stalled RNA pol II at dam-
aged sites.

Cockayne syndrome and XP group C
therefore make an interesting contrast.
CS cells repair only transcriptionally in-
active genes, whereas XP group C cells
repair only transcriptionally active genes.
They show a similar increased sensitivity
to cell killing, indicating that all regions
of the genome must be repaired for nor-
mal survival. But only XP group C shows
elevated mutagenesis and carcinogenesis,
indicating that defective repair of transcrip-
tionally inactive genes is more important
for these endpoints. Mice with defects in
XP or CS genes or both show elevated
carcinogenesis, which raises questions of
the different roles of NER in humans and
mouse strains.

Trichothiodystrophy is a rare autosomal
recessive disorder characterized by sulfur-
deficient brittle hair and ichthyosis. Hair
shafts split longitudinally into small fibers,
and this brittleness is associated with levels

of cysteine/cystine in hair proteins that are
15 to 50% of those in normal individuals.
Patients also show physical and mental
retardation of varying severity and often
have an unusual facial appearance, with
protruding ears and a receding chin.
Mental abilities range from low normal
to severe retardation. Several categories of
the disease can be recognized on the basis
of UV sensitivity and DNA repair. The
most severe cases have repair deficiencies
and complementation properties that place
them in XP groups B and D. Most
cases represent mutations in components
of the transcription factor TFIIH and
the symptoms of this disease indicate a
role for this factor in development and
hair growth.

6
Biological Consequences of DNA Repair

Air pollution has resulted in global de-
creases in stratospheric ozone concen-
trations and an increase in the amount
of harmful solar radiation reaching the
earth’s surface. The effects of increased
UVB radiation on the human population
are complex: the obvious and direct con-
sequences include increased skin cancer
and accelerated aging; less obvious and
more indirect effects include deterioration
of world food crops and natural ecosys-
tems. The role of UVR DNA damage
as a mutagenic precursor of some types
of skin cancer is well documented and
such damage is undoubtedly involved in
cell death and growth inhibition in en-
vironmental systems. Its importance in
photoaging and immunosuppression is,
however, less well understood, although
data suggest that DNA damage may pro-
vide an important signaling event in these
processes.
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6.1
Photoaging

Photoaging of skin results from chronic
exposure to sunlight and is distinct from
chronological aging. Changes in the skin
induced by chronic exposure to solar UVR
can occur well before signs of chronic
skin aging. Signs of photoaging occur
exclusively on sites of the body that are
exposed to sunlight such as the neck,
face, forearms, and legs (in women) and
are manifested as a leathery appearance,
increased wrinkle formation, loss of elas-
ticity, increased fragility, impaired wound
healing, and the formation of lentigines
(sunspots) and diffuse hyperpigmentation.
Because of differential attenuation of UVR
in the skin (i.e. longer wavelengths pene-
trate deeper), it is believed that the shorter
solar wavelengths (UVB) are responsible
for photoaging effects in the epidermis and
longer wavelengths (UVA) for dermal ef-
fects. Hence, direct damage in DNA, such
as CPDs and (6-4)PDs may play a role in
epidermal photoaging and ROS generated
by UVA may act through various signal
transduction pathways that may or may
not be mediated by DNA damage. Tran-
scription factors such as AP-1 or NFκB
are known to stimulate matrix metallo-
proteinases (MMPs) that degrade matrix
proteins (e.g. collagen) within the dermis
and result in loss of tissue integrity. A more
likely connection between DNA damage
and photoaging may involve mitochon-
drial DNA (mtDNA). Mitochondria are not
able to repair CPDs or (6-4)PDs and recent
evidence shows mutation frequencies in
mtDNA at significantly greater frequencies
than that observed in genomic DNA of sun-
exposed skin cells. In addition to a putative
role for UVB-induced damage, a central
role of UVA-induced ROS has been pos-
tulated in generating the most common

deletion mutations found in these cells.
Such deletions have been associated with
loss of mitochondrial function and the in-
duction of the metalloproteinase MMP-1.

6.2
Immunosuppression

The immunosuppressive properties of so-
lar UVR have been well studied and have
important implications with regard to the
epidemiology and control of infectious dis-
eases as well as the progression of various
types of cancer. It has been known for
some time that UVR inhibits the immuno-
logical rejection of transplanted tumors.
Two major areas of UVR-related im-
munosuppression have been under study,
including the localized suppression of
contact hypersensitivity, a delayed type
hypersensitivity, and systemic immuno-
suppression, which is induced by high
UVB, doses affecting immune responses
at distant, nonexposed sites of the body.
The molecular mechanisms underlying
these phenomena are complex and some
considerable attention has been directed
toward identifying the targets of UVR im-
munosuppression and the role of DNA
damage. Two chromophores have been
identified in the epidermises, which par-
ticipate in photoimmunosuppression, in-
cluding urocanic acid and DNA. Urocanic
acid accumulates in the stratum corneum
and is converted from a trans- into a cis-
form upon exposure to UVR. Removal of
the stratum corneum has been shown to
inhibit immunosuppression. Direct dam-
age caused by UVB is considered to play
a major role in UV-mediated immunosup-
pression. Accelerated removal of CPDs by
exogenous application of a liposome cream
containing DNA repair enzyme (i.e. T4
endonuclease V) resulted in complete ab-
rogation of the immunosuppressive effects
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of UVB. Enhanced repair by this topical
treatment also suppressed cytokine release
of interleukin-10 (IL-10) and tumor necro-
sis factor (TNF) by keratinocytes, both
of which are implicated in the immune
response. Suppression of DNA repair by
the cytokine IL-12 may also play a role in
immunosuppressed individuals.

6.3
Photocarcinogenesis

Carcinogenesis often appears to proceed
by a multistep process, the first being an
initiation event with subsequent promo-
tional events that can often occur much
later. One view of carcinogenesis corre-
lates initiation with the induction of a
small number of somatic mutations in a
few critical genes, and promotion with fur-
ther alterations in gene expression, copy
number, and karyotype. Carcinogenesis
appears to involve a process that destabi-
lizes the genome with resulting variations
in the activity of a large number of genes
that change and develop over time. These
include genes for cell-cycle regulation,
checkpoint and damage response, detoxi-
fying carcinogenic chemicals, DNA repair,
and some 50 or more dominantly acting
proto-oncogenes activated by mutation,
deletion, translocation, or amplification,
and tumor suppressor genes whose loss
may contribute to the development of can-
cer. Two molecular mechanisms can be
important in the initiation of carcinogen-
esis: activation of proto-oncogenes and
inactivation of tumor suppressor genes
and both are vulnerable to the lethal and
mutagenic effects of UVR.

Skin cancers include at least three cat-
egories of tumor type: squamous cell
carcinoma, basal cell carcinoma, and
melanoma. These have distinct origins,
molecular changes and etiology, and

eventual outcomes, and each has charac-
teristic genetic and solar components to
their development. SCCs and BCCs ap-
pear to originate from different locations
in the skin, and melanoma from the pig-
ment cells. The initial damage produced by
solar UVB to the skin is eliminated either
by repair or by proliferation and exfolia-
tion from the skin’s surface. Some cells in
the skin also die by apoptosis following ex-
posure (‘‘sunburn cells’’) resulting in the
elimination of damaged cells. Stem cells
for the epithelium are thought to reside in
the bulge region of the hair follicles, but
there are also secondary stem cells at the
base of each column of epidermal transit
amplifying cells in the epidermal prolif-
erative units. Whether SCCs and BCCs
come from different stem cells is cur-
rently unknown. A very low frequency
of quiescent cells has been observed to
retain DNA damage for long periods seem-
ingly without repair or proliferation. The
carcinogen-retaining cells may be stem
cells, or damaged cells with the poten-
tial to become mutants once stimulated to
proliferate.

The progression of molecular changes
involved in SCC appears to be initiated by
inactivating mutations in p53 that result in
expanding clones in the sun-exposed areas
of the skin that are initially confined within
the proliferating units. These clones can
be very frequent and can break out of the
confines of the columnar structure of the
proliferative units after chronic UVB irra-
diation. Over 90% of SCCs are reported to
have p53 mutations that are characteristic
of UV exposure, being in dipyrimidine se-
quences with notable frequencies of C–C
to T–T changes. Several investigations
have also identified activating mutations in
the Ha-ras and N-ras oncogenes at codon
61, from solar UVR. However, although
over 75% of UV-induced mutations are
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generally C→T transitions at T–C or C–C
CPD sites, the Ha-ras and N-ras activation
occurred in tumors at a T–T site and are
transversions not previously identified in
model culture systems.

BCCs are exemplified by the hereditary
disease, BCNS. The defect in BCNS ap-
pears to be in the human homolog of
the Drosophila gene PATCHED (PTC),
which is involved in embryonic pattern-
ing as well as in determining the fate
of multiple structures in the developing
embryo. Both somatic mutations in spo-
radic BCCs and single allele mutations
in patients with BCNS, have provided
strong evidence that this tumor suppres-
sor is important in BCC tumorigenesis.
The patched protein (PTC) is a transmem-
brane receptor, and with the coreceptor
membrane protein Smoothened (SMO),
regulates signal transduction by the ex-
tracellular protein Hedgehog (hH) that
binds to PTC. Mutations in SMO have
been identified in BCCs. Also, more than
50% of BCCs and 90% of SCCs contain
mutations in p53 with a specific signa-
ture induced by ultraviolet light and many
other gene amplifications and deletions
have been detected.

Melanoma occurs in a hereditary form
among approximately 5 to 12% of all
patients. Although this is clinically and
histologically indistinguishable from non-
familial melanoma, there are differences
in the age of diagnosis, lesion thick-
ness, and frequency of multiple lesions.
There are two known melanoma pre-
disposition genes, CDKN2A and CDK4.
CDKN2A functions as a cell-cycle reg-
ulatory protein that inhibits the activity
of the cyclin D1 cyclin-dependent kinase
4 (CDK4) or 6 (CDK6) complex, which
then act as negative regulators of growth
by arresting cells at the G1 phase of the
cell cycle.

6.4
Effects on the Environment

Global decreases in stratospheric ozone
have been observed in recent years as
a consequence of air pollution from
natural or anthropogenic sources, such as
volcanic eruptions and hydrocarbon (fuel)
combustion. There is widespread concern
about the effects of such atmospheric
changes on the biosphere. Reduced ozone
concentrations affect the intensity and
spectral distribution of UVR at the earth’s
surface and up to at least 20 m deep in
the oceans by increasing the amounts of
biologically harmful wavelengths of UVB.

An increase in solar UV, as postu-
lated from models of stratospheric ozone
depletion, could significantly alter pop-
ulations of marine and terrestrial plant
and animal communities. Selection by
UVR would result in reductions of UV-
sensitive species and expansion of more
UV-resistant species or clones. Trends
of this sort would inevitably produce a
more UV-resistant community; however,
the consequences of changes in taxonomic
structure on other parameters relevant to
the ecosystem, such as primary production
and trophic dynamics, are problematic.
Decreases in total primary production
have been documented during Antarc-
tic ozone depletion and are expected at
other latitudes.

The annual occurrence of springtime
ozone depletion over the Antarctic pro-
vides a unique setting for monitoring the
effects of increased UVB radiation on nat-
ural populations. Studies have been con-
ducted on the induction and repair of UVB
damage in various Antarctic bacterioplank-
ton, phytoplankton, larval echinoderm,
and fish species. The results indicate that
great diversity in the photobiology of in-
dividual species exists with photoproduct
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induction and repair varying considerably.
Indeed, DNA-damage frequencies can vary
a hundredfold and the ability of individ-
ual species to excise DNA photodamage
ranges from negligible to near complete
removal within 6 h. Parallel to this diverse
molecular response, the ability of these or-
ganisms to survive the effects of UVB light
is also extremely variable, correlating with
DNA repair capacity. It is apparent that,
within a cross-section of the Antarctic ma-
rine community, relatively sensitive and
resistant phytoplankton species coexist.

Marine plankton are an important com-
ponent of the oceanic food chain and
are directly responsible for much of
the world’s oxygen production. Knowl-
edge of the molecular and biological
responses to UVB light at the species
level will enable us to predict changes
in the biomass and population diversity
of marine ecosystems. Using plankton
as a model, insight into the ultimate
effects of stratospheric deozonation on
other marine and terrestrial ecosystems
can be extrapolated. Knowledge of the
molecular biology of DNA damage and
repair in selected plants and animals
at different stages of their development
will also allow us to identify species
at risk and predict the consequences
of deozonation on man and the earth’s
environment.
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Keywords

DNA Library
A collection or bank of DNA clones generated from DNA of an organism that is either
stored in bulk or in array in microplates. The relationship between the clones can be
established by sequencing, by restriction mapping and/or by cross-hybridization.

Complementary DNA Library (cDNA Library)
A collection of clones of cDNA synthesized from RNAs present in a cell or an organism
by reverse transcription in vitro using an enzyme named reverse transcriptase. In
general, cDNA libraries are constructed from messenger (m) RNA.

Expression Library
A library of DNA clones that are created in an expression vector in order that the genes
present in the library can be directly expressed in their host cells.

Genomic DNA Library
A collection of clones made from a set of DNA fragments representing the entire
genome of an organism. The fragments can be generated either by partial digestion of
source DNA with one or more restriction enzymes, or by physical shearing followed by
fragment-end repair. Small-insert genomic DNA libraries are traditionally referred to
as those cloned in the plasmid, phage, cosmid, or fosmid vectors, with an average
insert size of up to 45 kbp. However, recent studies have shown that the plasmid,
cosmid, and fosmid vectors are also capable of cloning and stably maintaining DNA
fragments of greater than 300 kbp. The clones of small-insert genomic DNA libraries
are often stored in bulk, and thus the libraries are unordered libraries. Large-insert
genomic DNA libraries include those cloned in the bacteriophage P1 (P1),
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bacteriophage P1-derived artificial chromosome (PAC), bacterial artificial chromosome
(BAC), plant-transformation-competent binary BAC (BIBAC), plasmid-based clone
(PBC) and yeast artificial chromosome (YAC) vectors, with an average insert size of
100 kb or greater. The clones of large-insert genomic DNA libraries are often arrayed in
96- or 384-well microplates, and thus the libraries are ordered libraries.

Bacteriophage λ

A phage that infects bacteria such as Escherichia coli. It has a complex set of regulatory
mechanisms to determine whether it will lysogenize or lyze the host bacteria. The
bacteriophage lysogenizes if it quietly inserts its DNA into the bacterial genome to
become dormant and to be reproduced whenever the host bacterium reproduces. The
bacteriophage lyzes the host cell if it hijacks the bacterium’s cellular machinery to
reproduce itself in order to infect more bacteria, causing the host bacterium to
self-destruct shortly after infection. Bacteriophage λ is widely used as a cloning vector
for genomic DNA and cDNA library construction.

Plasmid
A small circular genetic element that is stably inherited independent of the
chromosome(s) of the host cell. Plasmids have been found in bacteria and fungi. They
are widely used as cloning vectors to introduce foreign DNA into both bacterial and
yeast cells and for genomic DNA and cDNA library construction.

Cosmid
Artificially constructed plasmid-based cloning vector containing the cos sequence of
phage-λ. Therefore, cosmids can be packaged in the phage particles for infection into
E. coli, permitting cloning of DNA fragments of up to 45 kbp in bacterial hosts.

Cloning Vector
A DNA molecule originating from a virus, a plasmid, or the cell of a higher organism
into which a foreign DNA fragment of appropriate size can be integrated without loss
of the vector’s capacity for self-replication; vectors are used to introduce foreign DNA
into host cells where it can be reproduced in a large quantity. Examples are plasmids,
cosmids, BACs, PACs, BIBACs, PBCs, and YACs; vectors are often recombinant
molecules containing DNA sequences from several sources. In general, a desirable
DNA cloning vector should contain elements essential for DNA replication, multiple
cloning sites, and selection for both transformants and recombinants (the clones
containing inserts).

� DNA libraries have been invaluable tools for molecular biology research. They have
facilitated the study of the genes and genomes of complex organisms by providing a
method of producing large amounts of easily manipulated DNA for the investigation
of any region of interest from the cloned DNA representative of the entire genome.
A DNA library is a collection of DNA clones constructed in vitro by inserting the
fragments of source DNA into a cloning vehicle or vector, which contains all
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elements required for the delivery of the foreign DNA fragments and stable
propagation as a plasmid, a bacteriophage or an artificial chromosome in the
host cells. Depending on their DNA source, DNA libraries can be categorized as
cDNA libraries, genomic DNA libraries, and oligo libraries. The genomic DNA
libraries could further be classified into plasmid, phage, cosmid, P1, BAC, PAC,
BIBAC, PBC, and YAC libraries, according to the cloning vectors used. Genomic
DNA libraries could be constructed with insert sizes from several up to a million
base pairs (bp), depending on research purposes and cloning technologies. Many
strategies and techniques have been developed and used for construction of DNA
libraries from plants, animals, insects and microbes. DNA libraries are essential
resources and tools for all research areas of molecular cell biology and molecular
medicine, from gene discovery, cloning, and characterization to gene therapy.

1
History and Development

Recombinant DNA molecules, cloning
vectors, and transformation of recombi-
nant DNA into host cells are essential
for construction of DNA libraries. The
discovery and isolation of the restriction-
modification system and DNA ligase had,
for the first time, made it possible to
reconstruct DNA into recombinant DNA
molecules in vitro, and thus to construct
DNA libraries. Although the restriction-
modification system in E. coli was first
reported in 1953 and DNA ligase was first
isolated in 1967, it was not until the early
1970s that biological scientists started to
develop recombinant DNA technologies
using plasmid and bacteriophage λ as
vectors. DNA fragments of interest were
enzymatically digested and ligated into a
replication-competent, receptive vector to
form recombinant DNA clones. The popu-
lation of individual recombinants was then
reintroduced into appropriate host cells to
form a DNA library.

In the past 30 years, the techniques
and tools for DNA library construction
have been developed and significantly

advanced. As a result, the size of the
DNA molecules that scientists are able
to manipulate has been increased from
100 to 10 000 kbp, and the recombinant
DNA molecules between cloning vectors
and source DNA fragments for library
construction can be constructed from
dozens of base pairs to 2000 kbp in in-
sert size. To facilitate construction of DNA
libraries for different research purposes,
a variety of DNA cloning vectors, in-
cluding plasmid-based, phage-based and
artificial chromosome-based, have been
developed. Several methods have been
developed to transform the recombinant
DNA into host cells, including the chem-
ical (CaCl2) method with heat shock,
the biological method via bacteriophage
packaging and infection, and the phys-
ical method using electroporation. The
efficiency of transformation has been in-
creased from 105 to 1010 colony-formed
units (cfu) or plaque-formed units (pfu)
per microgram of vector DNA. Many
different strains of host cells, including
bacteria, yeast, and mammalian cells have
been developed and used for DNA library
construction.



DNA Libraries 389

1.1
Recombinant DNA Technologies

The quality of the DNA to be cloned
is crucial for the construction of high-
quality DNA libraries. Not only should the
source DNA be pure, but the fragments
of the DNA should also be large enough
in size for library construction. This is
especially true for the generation of clon-
able fragments using restriction enzymes
(see below). In general, the sizes of the
source DNA fragments should be at least
3- to 4-fold larger than the average in-
sert size of the target DNA library. The
widely used conventional DNA isolation
methods only allow isolation of genomic
DNA with a majority of fragments rang-
ing from 50 to 150 kbp in size. The DNA
isolated with these methods is suitable for
the construction of DNA libraries with av-
erage insert sizes of 45 kbp or smaller;
however, it is not suitable for the con-
struction of DNA libraries with larger
insert sizes such as bacterial artificial chro-
mosome (BAC) and P1-derived artificial
chromosome (PAC) libraries. Therefore,
the techniques for preparation of high-
molecular-weight (HMW) or megabase-
size DNA were developed in the late
1980s. In the conventional DNA isola-
tion methods, whole cells, protoplasts,
or nuclei are isolated from tissues and
lysed, from which naked DNA are pu-
rified. However, to isolate HMW DNA,
the cells, protoplasts, or nuclei must be
embedded in a low-melting-point (LMP)
agarose matrix. Cell lysis, DNA purifica-
tion, and subsequent manipulation must
be carried out in the agarose matrix. Use
of the agarose matrix has allowed the iso-
lation of DNA with fragment sizes greater
than 10 000 kbp. The isolation of DNA by
using the megabase-size DNA isolation
methods has enabled the construction of

DNA libraries with average insert sizes of
up to 1000 kbp. Although whole cells have
widely been used to isolate HMW DNA
from animals, yeast, and microbes, whole
cells and protoplasts are not the optimal
source for the isolation of HMW DNA
from plants, because the plant metabolic
substances in the cytoplasm often inter-
act with the DNA, making the DNA no
longer digestible with restriction enzymes.
Therefore, the nuclei isolation method has
been widely adopted for preparation of
HMW DNA from plant species. It is this
method that has allowed construction of
large-insert DNA libraries from different
plant species.

Agarose gels are a widely used matrix
for DNA fragment separation according
to size. In laboratories, DNA fragments
are often fractionated on conventional
agarose gels by electrophoresis. However,
the conventional agarose gel electrophore-
sis does not allow separation of DNA
fragments greater than 50 kbp. To fa-
cilitate manipulation of DNA fragments
greater than 50 kbp, therefore, a pulsed-
field gel electrophoresis (PFGE) system
has been developed to resolve DNA frag-
ments between several kilobase pairs and
10 000 kbp in size.

Generation of clonable fragments of an
acceptable size range from the isolated
DNA is an essential step for recombi-
nant DNA construction and DNA library
generation. DNA fragments for library
construction can be generated by either
physical shearing, or by partial digestion
of DNA with a restriction enzyme (en-
zymatic method). The physical shearing
method has proven useful for small-insert
shotgun library construction for genome
sequencing, whereas the enzymatic partial
digestion method has widely been used for
construction of large-insert DNA libraries,
such as yeast artificial chromosome (YAC),
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BAC, binary BAC (BIBAC), PAC and
plasmid-based clone (PBC) libraries. The
physical shearing method is independent
of the distribution and frequency of par-
ticular restriction sites. Therefore, the
fragments generated with this method are
most randomly distributed in the genome,
and the library constructed from such
fragments is the most representative of
the entire genome. However, the sheared
DNA fragments have to be repaired by end-
blunting, or modified by adding restriction
site-containing synthetic linkers prior to
cloning. In contrast, the enzymatic partial
digestion method is dependent upon the
distribution and frequency of particular
restriction sites. Since the distribution of
the restriction sites of a particular enzyme
is not necessarily uniform throughout a
genome, the library constructed from the
partial digestion of DNA with a single re-
striction enzyme usually does not have an
optimal representation of the source DNA.
To overcome or minimize such problems
for research, particularly involving whole-
genome physical mapping and genome
sequencing, two or more DNA libraries
are constructed from the partial digestion
of DNA with individual restriction en-
zymes that are complementary in the base
compositions of their restriction sites. A
major advantage of the enzymatic method
is that the partially restricted fragments
can be directly cloned, that is, no further
enzymatic modification of the restricted
fragment ends is necessary. For library
construction, especially large-insert DNA
library construction, at least four methods
have been used to generate clonable DNA
fragments: (1) varying the concentration
of the restriction enzyme, (2) varying the
time of digestion with the same amount of
the restriction enzyme, (3) varying the con-
centration of a restriction enzyme cofactor
(e.g. Mg2+), and (4) varying the ratio of the

restriction enzyme to the corresponding
methylase.

Clonable DNA fragments generated
with any of the currently used meth-
ods vary widely in size. Therefore, the
clonable DNA fragments generated are
often subjected to size selection. So far,
at least two types of matrices, agarose
gels, and sucrose gradients, have been
used for DNA fragment size selection.
However, agarose gels are the most pop-
ularly used matrix for this purpose. To
select for DNA fragments smaller than
40 kbp, the conventional agarose gel elec-
trophoresis is routinely used. Pulsed-field
gel electrophoresis is the method of choice
to select for DNA fragments larger than
40 kbp. The size-selected DNA fragments
are then ligated into a DNA cloning vector
for library construction.

1.2
Cloning Vectors of DNA Libraries

Since the advent of recombinant DNA
technology in the early 1970s, hundreds
of DNA cloning vectors have been con-
structed. Their versatility is represented
not only by their cloning capacity as de-
scribed above, but also by cloning sites,
host range and functions, which appear to
be limited only by the ingenuity and imag-
ination of inventors. Whereas insertion
of foreign DNA fragments into the first
plasmid pSC101 was limited to a single re-
striction enzyme cleavage site and to E. coli
as a host, most of the vectors currently
in use carry multiple restriction-enzyme
cleavage sites (polylinker sites) and have
been modified for use with most common
laboratory microorganisms. Many vectors
now include dual origins of replication
that enable them to be shuttled between
host as dissimilar as E. coli, yeast, and
even mammalian cells. Function-specific
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vectors are now available that enable inves-
tigators to streamline particular research
applications, such as to clone a genomic
DNA fragment and a structural gene, to
identify an open reading frame, to iden-
tify and isolate regulatory DNA sequences,
for example, promoters, and terminators,
to overexpress useful RNAs and proteins,
and to determine the nucleotide sequence
of genes, DNA segments, and the entire
genome of an organism.

The DNA cloning vectors can be catego-
rized into three groups – plasmid-based,
phage-based, and artificial chromosome-
based vectors. For instance, plasmid, cos-
mid, fosmid, BAC, PAC, and PBC are
all plasmid-based vectors; bacteriophage λ,
M13, and P1 are phage-based vectors; and
YAC and mammalian artificial chromo-
some (MAC) are artificial chromosome-
based vectors (Table 1).

A vector that is desirable for DNA li-
brary construction must have at least one
element for DNA replication, a multiple
cloning site and markers or mechanisms
for selection of transformants and the
clones containing recombinant DNA. Vec-
tors that also provide additional functions,
such as transformation via Agrobacterium
in plants, have additional elements, such
as T-DNA. Phage-based vectors, bacterio-
phage λ and P1, for example, use the
capacity of packaging recombinant DNA
into the phage heads for transformant
and recombinant DNA clone selection, be-
cause the recombinant DNA molecules
that are significantly larger or smaller
than the natural genome size of the
phage cannot be packaged into the phage
heads. Most of the modern plasmid-based
vectors use antibiotics for transformant
selection and colony color (e.g. LacZ
gene) or clone growth ability (e.g. SacB
gene) for recombinant clone selection.
Artificial chromosome-based vectors use

auxotrophic complementation for trans-
formant selection and colony color for
recombinant clone selection. The biolog-
ical method is usually used to transform
the recombinant DNA constructed in the
phage-based vectors, whereas the bio-
logical, chemical, and physical methods
are used to transform the recombinant
DNA constructed in the plasmid-based
and artificial chromosome-based vectors
(see below).

The cloning capacity of the vectors, that
is, the insert size of foreign DNA that a
vector is able to clone and stably propagate
in the host cells, is not yet clear. The
cloning capacity of the phage-based vectors
is limited due to the limited capacity
for packaging recombinant DNA into the
phage heads; however, the cloning capacity
of plasmid and artificial chromosome-
based vectors seem to vary greatly. When
the plasmid and cosmid vectors were
initially developed, they were considered
to be capable of cloning only up to
45 kbp. Recent studies have documented
that they are capable of cloning and
stably maintaining DNA fragments of over
300 kbp in E. coli. The increase in cloning
capacity of the plasmids and cosmids
was achieved with the recent development
of technologies for HMW recombinant
DNA construction and transformation. As
new technologies for large DNA fragment
cloning continue to develop, it can be
predicted that the cloning capacity of
the plasmid and cosmid vectors will be
further increased, because E. coli, the
widely used hosts of the vectors, is capable
of stably maintaining and propagating at
least 1500 kbp of foreign DNA.

Plasmids were first reported as molecu-
lar cloning vectors in 1973. This marked
the beginning of a new era of molecular
biology research and laid the ground-
work for what was to become known
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as the biotechnology industry. Previously,
the plasmid vectors were used only to
construct DNA libraries with insert sizes
ranging from several hundreds to several
thousand base pairs. Although bacterio-
phage λ can package approximately 50 kbp
of DNA into its heads, the phage itself re-
quires at least 30 kbp of essential genes
and elements for viability, which limits the
cloning capacity of phage λ vector to no
more than 20 kbp.

Until the early 1990s, cosmids were
the widely used vectors for cloning large-
insert DNA fragments in E. coli. They
allowed cloning of DNA fragments up to
45 kbp. Cosmid vectors had not only the
advantage of the high efficiency of cos-
mediated bacteriophage λ packaging for
transformation but also had the advantage
of small plasmid vectors. To facilitate
reproduction of the recombinant DNA in
the host cells, most, if not all of the cosmids
previously developed are maintained as
multiple copies per cell. However, while
the DNA libraries cloned in the cosmid
vectors were extensively used in genome
research, the rearrangements of the cloned
DNA were observed in some host E.
coli strains and attributed to the multiple
copies of the cosmids within a host cell.
Therefore, fosmid vectors were designed
from the single-copy F plasmid of E. coli.
As with cosmids, fosmids also contain cos
sites for cos-mediated phage λ packaging;
therefore, they have the same cloning
capacity as cosmids. Even though fosmids
appeared to be more stable than the cosmid
clones, instability of fosmid clones was
also observed in some E. coli host strains.
Therefore, further studies were needed
to determine the relationships of clone
stability with the copy number of vectors
and host strains.

Cosmid cloning vectors had played an
important role in large-insert DNA library

construction in the early stages of genome
research. However, the insert sizes (up
to 45 kbp) of the cosmid DNA libraries
were insufficient for genome research of
species with large genomes. Therefore, the
artificial chromosome-based YAC cloning
system was developed in 1987. Using yeast
as the host, YAC vectors permitted the
cloning of fragments greater than 1000 kb,
which represented a revolutionary advance
in cloning capacity. However, several
problems, such as high level of chimeric
clones, insert rearrangement and difficulty
in purifying cloned insert DNA, were
observed in this system. These problems
limited the utility of YAC libraries for
genome research.

The development of alternative systems
that would be capable of cloning and main-
taining large DNA fragments in bacteria,
therefore, became imperative. In the early
1990s, the P1, BAC, and PAC systems
were developed. The P1 vectors were de-
rived from the bacteriophage P1 with a
genome size of about 100 kbp. Since the
P1 recombinant DNA is transformed into
the host E. coli cells by the same procedure
as in bacteriophage λ, namely, packag-
ing and infection, the P1 vectors have a
cloning capacity of up to 100 kbp. The BAC
vectors were based on the single-copy F fac-
tor and derived from the fosmid vectors.
Because BAC constructs are transformed
into the host E. coli cells by electropora-
tion, instead of CaCl2/heat shock, BACs
having insert sizes of over 300 kbp could
be obtained. The modification of the P1
vector combined with the BAC electropo-
ration technology led to the development
of the PAC system. Therefore, the PAC vec-
tors have a cloning capacity similar to the
BAC vectors. In comparison with the YAC
system, despite their smaller insert sizes,
BACs and PACs are much more stable in
the host cells, much lower in chimerism,
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and more easily purified from the host
chromosome DNA, and therefore, have
been rapidly adopted for genome research.

Unlike small-insert clones, the entire in-
sert of the large-insert BACs and PACs
are difficult to subclone. Therefore, it is
desirable to develop a cloning system that
is not only capable of cloning and sta-
bly propagating foreign DNA fragments
as large as BACs and PACs, but can also
directly be transformed into plants. There-
fore, an Agrobacterium-mediated, plant-
transformation-competent BIBAC system
was developed in 1996. In addition to the
features of the BAC vectors, the BIBAC
vector has a T-DNA cassette to facilitate
BAC insert transfer into plants via Agrobac-
terium. As expected, the BIBAC vector is
capable of stably cloning and propagat-
ing DNA fragments as large as BACs
and PACs, and also capable of transfer-
ring the BAC inserts into plants. This has
significantly streamlined the use of the
large-insert clones for positional cloning,
functional analysis of genomic sequences,
and genetic engineering.

BAC, PAC, and BIBAC are all based
on a single-copy ‘‘artificial chromosome.’’
Nevertheless, the conventional plasmids
or cosmids that were previously designed
for different research purposes were later
found to have the same capacity as the
BAC, BIBAC, and PAC vectors for large
fragment cloning and stable maintenance
in E. coli strain DH10B, the host strain
of almost all BAC and PAC libraries con-
structed to date. The breakthrough in the
cloning capacity of the conventional plas-
mid and cosmid vectors clearly resulted
from the use of the HMW recombinant
DNA technique and the electroporation
technology for transformation as in BACs
and PACs. Since the plasmids and cos-
mids are not single-copy as the BAC and

PAC vectors, the high stability of the large-
insert PBCs in the host cells indicated that
the stability of bacteria-based large-insert
clones is not contingent on the unique
copy number of the clones in a host cell.
These findings have not only established
concepts of large DNA fragment cloning
in bacteria but have also indicated that
many of the plasmid-based vectors pre-
viously developed for different biological
research purposes could be used as vectors
for large-insert DNA library construction
in E. coli.

1.3
Transformation

DNA library construction also involves
techniques of transformation by which
the recombinant DNA constructed in vitro
is delivered into the host cells where
it is propagated. As recombinant DNA
technologies and DNA cloning vectors
evolved, techniques for several transfor-
mation methods have been developed
and used for DNA library construction.
There are three transformation meth-
ods – chemical (CaCl2/heat shock), biolog-
ical (in vitro packaging and infection), and
physical (electroporation). As described
above, although the biological method is
routinely used to transform the phage-
based vectors such as bacteriophages λ and
P1, all three methods are used to transform
the plasmid- and artificial chromosome-
based vectors such as plasmids, cosmids,
fosmids, BACs, PACs, PBCs, YACs, and
MACs. The chemical and biological trans-
formation methods were developed when
the recombinant DNA research was initi-
ated in the 1970s. At present, they are still
widely used for DNA cloning and library
construction. During the past 30 years,
many procedures have been developed,
and the transformation efficiency has been
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increased several-fold. Now it is routine
to obtain a transformation efficiency of
109 cfu µg−1 plasmid vector DNA using
these transformation methods. The elec-
troporation transformation method was
developed a decade ago. It was this method
that made it possible to construct large-
insert DNA libraries in bacteria. The
electroporation transformation method is
much simpler than the previously devel-
oped chemical and biological methods
and has a much higher transformation
efficiency, greater than 1010 cfu µg−1 plas-
mid vector DNA. Therefore, it has been
rapidly adopted for construction of dif-
ferent DNA libraries, including cDNA
libraries, large-insert BAC, PAC, BIBAC,
and PBC libraries and small-insert plasmid
libraries.

1.4
Host Systems

Host cells that are competent for DNA
library construction must be capable of

stably maintaining and propagating cloned
foreign DNA, and have high transforma-
tion efficiencies. As the recombinant DNA
technologies developed, several host sys-
tems that are suitable for DNA cloning and
library construction have been developed.
According to the sources of the hosts, they
can be categorized into bacterial, Saccha-
romyces cerevisiae (yeast), mammalian, and
other organism hosts (Table 2). Bacterial
E. coli is the most widely used host system
for DNA library construction. Wild-type
E. coli strains are highly proficient in re-
combination, which causes deletions and
rearrangements through intramolecular
recombination and intermolecular recom-
bination as well, in the case of multicopy
vectors at the high repetitive sequences
cloned. Poor clonability also results from
incompatibility of the foreign DNA with
the natural host restriction and modifi-
cation systems. To reduce the ability of
the bacterial host to modify cloned DNA
fragments in such ways, many E. coli mu-
tations have been identified or created in

Tab. 2 Examples of the host systems for DNA libraries.

Host Strain Genotype Compatible
with vector
types

E. coli DH5α F−�80dlacZ�M15 �(lacZY-argF)U169 deoR
recA1

Plasmid, phage,
cosmid

endA1 hsdR17(r−K m+
K ) supE44 λ− thi-1 gyrA96

relA1
Fosmid

DH10B F−mcrA �(mrr-hsdRMS-mcrBC)�80dlacZ
�M15

Plasmid, phage,
cosmid, fosmid,

�lacX74 deoR recA1 endA1 araD139 P1, BAC, PAC,
BIBAC, PBC

�(ara leu) 7697 galUλ− rpsL nupG
S. cerevisiae AB1380 MATa ψ + ura3-52 trp1 ade2-1 his5 lys2-1

can1-100
Plasmid, YAC

Mammalian HT1080 NA MAC
cells (ATCC CCL 121)

‘‘NA’’ indicates ‘‘Not Available.’’
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host systems available for DNA library con-
struction. For example, the host E. coli
strains DH5α and DH10B and their deriva-
tives are widely used for the construction
of plasmid, bacteriophage and cosmid li-
braries, and DH10B is routinely used for
the construction of BAC, PAC, BIBAC and
PBC libraries.

The budding yeast S. cerevisiae is a host
system that is widely used for DNA cloning
and library construction in yeast. Yeast
is a single-cell eukaryotic organism and
thus has all the basic features and mech-
anisms of eukaryotes. Not only is yeast as
well studied as E. coli, and amenable to
large-scale isolation techniques, but it is
able to carry out some eukaryote-specific
processes, such as posttranslational pro-
cessing of eukaryotic proteins, eukaryotic
DNA replication, telomeric function or
functional chromosomes. These features
and mechanisms have rendered the yeast
host system more advantageous than the
bacterial host system for functional anal-
ysis of eukaryotic genes. A number of
different S. cerevisiae host strains are avail-
able to meet various library applications
for studying insertion, deletion, alteration,
and expression of genes. For YAC library
construction, the primary requirement of
a host is its ability to be transformed at
reasonably high frequencies with large-
insert DNA. AB1380 and a few other
strains have been found suitable for this
purpose.

In addition, mammalian cells have been
used as a host system for MAC library
construction. Bacillus subtilis has the ability
to secrete proteins into growth medium
and has been used as a host system
for industrial production of recombinant
proteins. Baculoviruses that infect insect
cells have gained attention as a host system
for production of glycosylated protein at
very high levels.

2
Types of DNA Libraries

In the past 30 years, many DNA libraries
have been developed for different molecu-
lar biology research purposes. The libraries
can be categorized into cDNA, genomic
DNA, and oligo libraries by their source
DNA; plasmid, phage, cosmid, fosmid, P1,
BAC, PAC, BIBAC, PBC, YAC, and MAC
libraries by their cloning vectors; or gen-
eral, binary, and expression libraries by
their functions. Both cDNA and genomic
DNA libraries could be general, binary,
or expression libraries, whereas cDNA li-
braries could be plasmid, phage, or cosmid
libraries and genomic DNA libraries could
be plasmid, phage, cosmid, fosmid, P1,
BAC, PAC, BIBAC, PBC, YAC, or MAC
libraries.

2.1
cDNA Libraries

cDNA libraries are those DNA libraries
constructed from DNA that are reverse-
transcripted from and complementary to
an organism’s RNA pools. cDNA can be
prepared from any source RNA, including
coding and noncoding RNA, isolated from
single-cell organisms, cultured cells and
isolated tissues. However, almost all cDNA
libraries are generated from total mRNAs
in a cell representing all protein-encoding
genes that are being expressed in the cell at
a particular time, developmental stage, or
treatment. The polyadenylated mRNA had
previously undergone posttranscriptional
editing and removal of any intervening
sequences (introns). Thus, the copy of a
gene in an mRNA or cDNA usually con-
tains an uninterrupted sequence encoding
the gene product.

A high-quality cDNA library should
not only contain the sequences of all
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genes expressed at the time when the
RNA samples are collected but should
also be full length and balanced in the
copy number of every gene expressed.
The probability that a given mRNA is
represented in a cDNA library can be
calculated by the following formula:

p(x) = [1–(1– f )n]

where n is the number of recombinant
clones and f is the frequency of a particular
mRNA. Since a typical somatic cell con-
tains approximately 0.6 pg of mRNA, ap-
proximately 500 000 mRNA molecules are
present in a cell (0.6 pg/11 × 10−7 pg/1
mRNA molecule) if the average size of
an mRNA is 2000 bases (11 × 10−7 pg).
Accordingly, the probability of obtain-
ing a rare mRNA (one copy per cell,
f = 1/500 000) in a library of 5 000 000
and 1 000 000 recombinant clones, would
be 99.9 and 86.5% respectively.

In order to construct a high-quality
cDNA library, it is essential to isolate
full-length mRNAs encoding full-length
protein sequences in the subject cells or
tissues. Libraries made from fragmented
mRNA would not preserve the full open
reading frames of the genes, thus ren-
dering the resultant partial-length cDNA
libraries less useful. Message RNA tends
to be a transient species by design as
cells have developed complex posttran-
scriptional mechanisms to regulate gene
expression through mRNA decay. The
mRNA decay problem can be overcome
through specialized procedures that seek
to inactivate ribonuclease, an enzyme that
cleaves RNAs, concomitantly with mRNA
extraction from intact tissues.

Another concern of a high-quality cDNA
library is the copy number balance of each
gene expressed in the library. Such copy
number-balanced cDNA libraries are of-
ten obtained through a process named

normalization of cDNA populations. The
mRNAs of a typical somatic cell are
distributed into three frequency classes:
prevalent, intermediate, and rare (com-
plex). The classes at the two extremes,
representing 10% and 40 to 45% of the
mRNA species respectively, include the
members occurring at vastly different rel-
ative frequencies. In general, the most
prevalent class consists of approximately
10 mRNA species, each represented by
5000 copies per cell, whereas the class of
high complexity comprises 15 000 differ-
ent species, each represented by only 1
to 15 copies. Therefore, for a variety of
research purposes, a normalization pro-
cedure is needed to bring the frequency
of each clone in a cDNA library within a
narrow range.

Plasmids, phages, or cosmids have
widely been used as cloning vectors for
cDNA library construction. Many proce-
dures have been developed for cDNA
library construction, such as directionally
cloned cDNA libraries followed by nor-
malization. cDNA libraries have served
as, and will continue to be, one of the
most important resources for gene map-
ping, discovery, cloning, expression, and
functions (see below). cDNA libraries can
be screened either by detection of cDNA
inserts using polymerase chain reaction
(PCR)- or hybridization-based methods,
or by detection of RNA or protein ex-
pression products encoded by the cDNA
inserts. PCR- or hybridization-based li-
brary screening methods are the same
in principle for screening cDNA libraries
and genomic libraries. For PCR-based li-
brary screening, super pools, plate pools,
column pools, and row pools must be
generated from the library and used as
templates of PCR. The PCR primers are
designed and synthesized according to the
sequences of the existing genes. For the
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hybridization-based library screening, the
library should be blotted onto nylon mem-
branes or filters. Either synthetic oligos
(e.g. overlapping oligos named Overgos)
designed according to the gene sequences
or the partial or entire sequences of
the genes could be used as probes. The
probes are labeled with one or more ra-
dioactive or fluorescent nucleotides and
hybridized to the library that is blotted
onto the nylon membranes. Colonies or
plaques that contain the inserts comple-
mentary to the probe can then be detected
and isolated. The cDNA expression li-
braries can be screened on the basis
of affinity of the target gene product to
antibodies, proteins, or small-molecule lig-
ands. In addition, functional properties
can be screened for, such as catalysis
or induction of transcription of a re-
porter gene.

2.2
Genomic DNA Libraries

In contrast to cDNA libraries, genomic
DNA libraries are constructed from DNA
sequences derived from an organism’s
chromosome(s) or entire genome. Early
genomic DNA libraries were constructed
in the plasmid, bacteriophage, and cosmid
vectors, and had average insert sizes of
up to 45 kbp. These libraries are suited
for isolation and characterization of most
genes, but not for the genes or gene clus-
ters that span a large physical distance in
the species with large genomes. Cloning
and characterization of such genes or gene
clusters require libraries that accommo-
date larger inserts. Furthermore, recent
genome research and analysis require
DNA libraries with even larger inserts.
Therefore, YAC libraries that have aver-
age insert sizes of over 1000 kbp were
developed for several plant and animal

species. Nevertheless, the YAC libraries
have high levels of chimerism, are un-
stable in inserts, and difficult to purify
cloned insert DNA, all of which have
limited their utility in genome research.
The advent of bacteria-based large-insert
cloning systems, BAC, PAC, BIBAC, and
PBC, has shed light on large-insert ge-
nomic DNA library construction and
its applications in genome research. Al-
though the insert sizes of the BAC, PAC,
BIBAC, and PBC libraries do not ap-
proach those of YAC libraries, they are
stable in the bacterial hosts and have
few chimeric clones. Most importantly,
high-quality and high-quantity insert DNA
of the large-insert bacterial clones can
readily be purified by using the simple
plasmid-based DNA preparation proce-
dures (Fig. 1).

Three methods, PCR-based DNA ampli-
fication, physical shearing, and enzymatic
digestion, have been used to prepare
clonable DNA fragments for construction
of genomic DNA libraries. PCR prod-
ucts are used to construct genomic DNA
libraries specific to the sequences contain-
ing the primer binding sites, for which
specific plasmid-based vectors have been
developed. As described above, the phys-
ical shearing method generates a series
of partially overlapping fragments dis-
tributed evenly along a genome. Thus, it
has widely been used to produce DNA
shotgun libraries for genome sequenc-
ing. This method has contributed to the
genome sequencing of Arabidopsis, hu-
man, Drosophila, mouse, and rice, and will
continue to be one of the most important
tools for genome sequencing.

Restriction enzymes, either frequent
(4 bp) or rare (6 or 8 bp) cutters, have also
been used to produce DNA fragments for
construction of genomic DNA libraries of



DNA Libraries 399
L

am
bd

a 
la

dd
er

Y
ea

st
 c

hr
om

os
om

es

L
am

bd
a 

la
dd

er

350

440

210
280

kbp

48.5

97.0

kbp

145.5

194.0
242.5

48.5

kbp

145.5

436.5

339.5

242.5

1 2 3 4 5 6 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

29
0

34
0

37
0

34
0

32
0

28
0

Insert size (kbp)

11
5

12
0

14
0

15
0

16
5

22
0

Insert size (kbp)

12
0

15
58510
59011
0

15
0

11
0

20
0

Yeast artificial chromosome (YAC)

Vector

Bacterial artificial chromosome
(BAC)

pYAC4 (11.4 kb)

B
am

 H
I

N
ot

 I

B
am

 H
I

N
ot

 I

P
ar

B
P

ar
A

R
ep

E
O

ri
S

C
M

R

LacZ− LacZ−

Genomic DNA

pBeloBAC11 (7.5 kb)

O
ri

A
M

P

TRP 1
ARS 1

CEN 4

Eco RIEco RI
URA 3

SUP 4− SUP 4−Genomic DNA

(a) (b) 

Fig. 1 (a) A yeast artificial chromosome (YAC)
constructed in the YAC vector pYAC4 (top) and
YACs fractionated on a pulsed-field gel (bottom).
In the YAC construct, the terminal arrows
indicate the telomeres, CEN4 is the centromere
of the artificial chromosome; and the bold-faced
Eco RI is the cloning site. For YAC analysis, YAC
DNA was isolated, subjected to PFGE, stained,
and photographed. The YACs on the gel are
indicated by bullets, and the bands appearing in
all lanes are the yeast chromosomes. The YAC
clones have a size range from 280 to 370 kbp;

(b) A bacterial artificial chromosome (BAC)
constructed in the BAC vector pBeloBAC11 (top)
and BACs fractionated on a pulsed-field gel
(bottom). In the BAC construct, the bold-faced
Bam HI is the cloning site. For BAC analysis,
BAC DNA was isolated, digested with Not I to
release the inserts, subjected to PFGE, stained,
and photographed. The band appearing in all
lanes was derived from the BAC vector and the
remaining bands were from the insert DNA. The
BAC clones have an insert size range from 85 to
220 kbp.

different insert sizes. Although the com-
plete digestion of genomic DNA with a re-
striction enzyme can be used for genomic
DNA library construction, the clones of the
resulting library do not overlap, which is
undesirable for many aspects of molecular

biology research. Therefore, most genomic
DNA libraries were constructed from the
partial digestions of source genomic DNA.
The partial digestion method has been
widely used in the construction of large-
insert genomic DNA libraries. Because



400 DNA Libraries

large DNA fragments become dramati-
cally more sensitive to physical shearing as
their sizes increase, making it impossible
to maintain the integrity of chromosome
size in DNA molecules, specialized proto-
cols have been developed that enable the
cloning of DNA fragments of several hun-
dred kilobase pairs, such as BAC, PAC,
BIBAC, PBC, and YAC libraries.

The development of large-insert DNA
libraries has not only facilitated cloning
and characterization of genes and gene
clusters that span large genomic regions
but, importantly, it has also reduced the
number of clones needed for a complete
genomic DNA library, and thereby allowed
each clone to be arrayed in multiple-well
(384 or 96) microplates. In contrast, small-
insert genomic DNA libraries are often
maintained in bulk because of the pro-
hibitively large number of clones needed
for a complete library. The ability to ar-
ray each individual clone of a large-insert
DNA library in microplates has signifi-
cantly facilitated isolation of clone(s) of
interest from the library. Moreover, each
arrayed clone has a permanent address that
can be easily shared among investigators
who have access to the library, along with
any available information such as genes
and nucleotide sequences contained in the
clone. As such, data about a specific clone
can rapidly accumulate, and the clone
becomes more valuable through the contri-
bution of the whole research community.
At the present time, arrayed, large-insert
genomic DNA libraries in forms of ar-
rayed plates, high-density clone filters
and/or DNA pools from a variety of plants,
animals, human, and microbes are pub-
licly available at several genomic resource
facilities, such as http://hbz.tamu.edu,
http://informa.bio.caltech.edu/lib status.
html, http://www.resgen.com/, http://
www.chori.org/bacpac, and http://www.

genome.clemson.edu/groups/bac/libra-
ries genomic.html.

Large-insert genomic DNA libraries
have been widely used for a variety
of molecular biology research studies
ranging from gene discovery, cloning,
and genome physical mapping to genome
sequencing (see below). Studies showed
that the representation of a genomic
DNA library for the entire genome is
of significance for use of the library in
molecular biology research. Theoretically,
the probability (p) that a given genomic
sequence is present in a library can be
estimated by a formula as follows:

p = 1 − e−n

where n is the number of genome equiv-
alents of the library, which equals the
product of the number of total clones
and the average insert size divided by the
genome size. Table 3 shows the number
of clones that are needed to have a 99.9%
probability of obtaining a particular DNA
sequence from a genomic DNA library
with an average insert size of 50, 100,
150 or 500 kbp for Arabidopsis, Drosophila,
rice, human, and wheat respectively. For
a genome of a given size, the larger the
clone inserts, the fewer the clones that are
needed for a genomic DNA library. Large
inserts are also significant for the efficiency
and success of genome research, such
as chromosome walking, and regional or
whole-genome physical mapping and se-
quencing. The larger the inserts the fewer
the steps, and the higher the likelihood
of successfully walking a genomic region.
The probability of success of completing
a chromosome walk increases linearly as
average insert sizer of the library increases
from 50 to 150 kbp; however, there is lit-
tle increase in probability of chromosome
walking success once the average insert
size exceeds 150 kbp.
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Moreover, studies further showed that
the theoretical (calculated) probability of
genome coverage of a large-insert genomic
DNA library constructed with a single
restriction enzyme is about 15% lower
than the genome coverage estimated by
library screening. This implies that when
the library is screened with random DNA
markers, only about 85% of the markers
are represented by one or more positive
clones, whereas the remaining 15% are
not represented in the library. The studies
also showed that the genome coverage
of the library could not be increased
significantly by simply increasing the
number of clones in the library. This is due
to at least two notable reasons. First, some
genomic regions may be lethal or poorly
clonable, maintained and/or propagated
in the host system; to clone these DNA
sequences, a different vector and host
system is needed. Second, the restriction
sites of the enzyme used for the library
construction are not uniformly distributed
along the genome; consequently, the
genomic regions having too many or
too few restriction sites of the enzyme
are difficult to clone because the small
(<50 kbp) and large (>400 kbp) DNA
fragments generated by partial digestion
are removed during the size selection
of large-insert DNA library construction.
Therefore, it is recommended that at least
two restriction enzymes with different
nucleotide contents (AT-rich and GC-rich)
in their restriction sites be used for large-
insert genomic DNA library construction.
This approach would minimize the bias of
clone distribution along the genome, and
thus achieve libraries of truly high genome
coverage, because the large-insert DNA
libraries constructed with this approach
are shown to be complementary to each
other, similar to mechanically sheared
shotgun libraries.

In addition, unlike small-insert clones,
the entire inserts of large-insert clones are
difficult to subclone for functional analysis
of the inserts by genetic transformation.
This is because it is difficult to find
an enzyme whose restriction sites flank
the cloning site of the vector, but are
absent in the large insert of the clone.
Although the restriction enzyme Not I,
a rare 8-bp cutter, is used to subclone
the inserts of large-insert clones into
transformation-competent binary vectors,
it is present at an average frequency of
one restriction site in every 65 536 bp in a
genome, which is smaller than the 150-
kb average insert size of a large-insert
DNA library. Studies showed that the
frequency of the Not I sites is much higher
in the genomes of monocotyledonous
plant species than those of dicotyledonous
plant species. Therefore, it is desirable
to construct large-insert DNA libraries
in binary vectors that are capable of
stably cloning and maintaining large DNA
inserts, and that are also competent for
large DNA fragment transformation. If
the large-insert binary libraries are used
for whole-genome physical mapping and
sequencing, the ability of the binary
clones to directly transform plants would
significantly streamline the functional
analysis of genomic sequences by genetic
transformation.

Great efforts are needed to construct a
large-insert DNA library for a species with
a huge genome, for instance, common
wheat (16 000 Mbp/1C) (see Table 3). Ac-
cording to the above formula, the higher
the genome coverage the higher the prob-
ability of obtaining a clone of interest from
the library. However, the increase in li-
brary genome coverage would increase
the cost and effort that go into library
production, storage, and manipulation.
Therefore, an efficient genome coverage
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Tab. 3 The number of clones needed for a 99.9% coverage genomic DNA library with an
average insert size of 50, 100, 150, and 500 kbp respectively, for several species.

Species Genome size Average insert size [kbp]

[Mb/1C] 50 100 150 500

Arabidopsis 145 2.0 × 104 1.0 × 104 6.7 × 103 2.0 × 103

Drosophila 180 2.5 × 104 1.3 × 104 8.3 × 103 2.5 × 103

Rice 430 5.9 × 104 3.0 × 104 2.0 × 104 5.9 × 103

Human 3000 4.1 × 105 2.1 × 105 1.4 × 105 4.1 × 104

Wheat 16 000 2.2 × 106 1.1 × 106 7.4 × 105 2.2 × 105

of a large-insert DNA library would be
helpful for use of the library in genome
research. Although a DNA library with 4.7
x genome equivalents is equivalent to a
99% library according to the above for-
mula, it is recommended that the total
number of clones with an average insert
size of at least 150 kb derived from two or
more restriction enzymes and equivalent
to a maximum of 10 x haploid genomes is
sufficient for most genome research pur-
poses, including global genome physical
mapping and genome sequencing. This is
supported by the whole-genome shotgun
sequencing of Haemophilus influenzae, My-
coplasma genitalium, Anopheles gambiae,
and the euchromatic genome portion of
the D. melanogaster, and by whole-genome
physical mapping of Arabidopsis, rice, and
soybean, in which the numbers of clones
equivalent to 6 – 10 x haploid genomes
were used.

3
Construction of DNA Libraries

Construction of cDNA and genomic DNA
libraries are essentially the same in prin-
ciple; both include preparation of clonable
DNA fragments, preparation of vectors,
ligation of the clonable DNA fragments
into the vectors, transformation of the

ligation mixture into host cells, and library
storage. The major difference between
cDNA and genomic DNA library construc-
tions is the preparation of clonable DNA
fragments. For cDNA library construction,
the clonable cDNAs are prepared from
mRNA, whereas for genomic DNA library
construction, the clonable DNA fragments
are prepared from genomic DNA. The
method that is used to transform the
DNA/vector ligation into host cells de-
pends on the vectors used for the library
construction. For the construction of plas-
mid, M13, cosmid, fosmid, BAC, PAC,
BIBAC, and PBC libraries, the electropo-
ration method is widely used to transform
the ligations into E. coli host cells, al-
though the cosmids and fosmids were
initially designed to transform into E. coli
cells through the phage in vitro packaging
and infection method. For the construc-
tion of bacteriophage λ and P1 libraries,
the phage in vitro packaging and infection
method is used to transform the ligation
into E. coli host cells. For YAC library con-
struction, the ligation is transformed into
yeast host cells using the chemical method
through yeast spheroplasts. Small-insert
DNA libraries are usually maintained in
bulk, while large-insert DNA libraries are
arrayed in 96- or 384-well microplates.
Nevertheless, small-insert DNA libraries
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for special research purposes, such as ex-
pressed sequence tag (EST) sequencing
and genome sequencing, are also arrayed
in 96- or 384-well microplates. Outlined
below is the construction of cDNA and ge-
nomic DNA libraries to demonstrate the
principles and methods of DNA library
construction.

3.1
cDNA Libraries

cDNA libraries are crucial tools for the
study of tissue-specific genes and their
expression. A customized cDNA library
should contain a stable representation of
the mRNA present in a specific tissue at
the time of tissue collection. Four steps
are often involved in the construction of a
typical cDNA library (Fig. 2).

3.1.1 Preparation of Double Strand cDNA
1. From mRNA to double strand cDNA:

‘‘Reverse transcription’’ is a process
whereby genetic information con-
tained in an mRNA is converted
back into a double-stranded DNA
form. This DNA is named comple-
mentary DNA, or cDNA. The en-
zyme responsible for this process is
an RNA-dependent DNA polymerase
called reverse transcriptase. Reverse
transcriptases have traditionally been
isolated from viruses whose genomes
are actually in an RNA form and must
be converted to duplex DNA during
propagation. These viruses typically
carry a functional reverse transcriptase
along with their mRNA genetic com-
ponent when they infect cells. One of
the most common commercially avail-
able reverse transcriptases is purified
from moloney murine leukemia virus
(MMLV). MMLV uses mRNA as a tem-
plate, but requires a primer because it

can extend a DNA primer, but cannot
synthesize one.

2. One of the useful features of eukaryotic
mRNA is the presence of the 3′ poly A
tracks. They provide a unique method
to synthesize cDNA complementary
to the original mRNA strand from a
variety of different eukaryotic mRNAs
using poly dT as a single primer. When
the first strand of cDNA is synthesized,
the mRNA/cDNA hybrid duplex is
developed (see Fig. 2).

3. Nicks in the RNA half of the hybrid
molecule can be introduced via the
action of the enzyme RNase H.
This enzyme exhibits endonucleolytic
cleavage of the RNA moiety of the
RNA/DNA hybrids, as well as 5′ → 3′
and 3′ → 5′ exoribonuclease activity.
In other words, it will nick the RNA
and then proceed to digest it back in
both directions.

4. These RNA fragments can now serve
as primers for the second strand
cDNA synthesis by E. coli Polymerase I
(Pol I). This enzyme also translates the
‘‘nicks’’ to remove the RNA primers.

5. T4 DNA ligase ligates the nicked DNA
and develops the whole second strand
cDNA. Therefore, the double strand
(ds) cDNA is completed. The ds DNA
has either a residual 5′ RNA cap region,
or a gap at the 5′ end of the original
mRNA strand.

3.1.2 Insertion of cDNA into a Plasmid
Vector
In order to complete the construction
of a cDNA library, the cDNA needs to
be maintained and propagated. This can
be accomplished by inserting the cDNA
into an appropriate plasmid, cosmid, or
phage. Here we use a plasmid vector as
an example because plasmid vectors used
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Fig. 2 A general procedure for the construction of cDNA/vector recombinants for cDNA
library construction. pBluescript II KS+ is the cloning vector; ‘‘DNA Pol I’’ indicates ‘‘DNA
Polymerase I;’’ ‘‘dNTPs’’ indicates ‘‘dATP, dCTP, dGTP and dTTP;’’ and ‘‘ds DNA’’
indicates ‘‘double strand DNA.’’

in combination with the extremely high-
efficiency electroporation transformation
are becoming the method of choice for
cDNA library construction. There are two

ways of preparing the synthesized cDNA
into clonable cDNA – homopolymeric tail-
ing and linker addition. Homopolymeric
tailing is completed by an enzyme called
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terminal transferase, which is an unusual
DNA polymerase found only in a type of
eukaryotic cell called a prelymphocyte.

1. In the presence of a divalent cation,
terminal transferase catalyzes the addi-
tion of dNTPs to the 3′-hydroxyl termini
of DNA. In the presence of Mg2+, a
purine (G or A) is added, and in the
presence of Co2+, a pyrimidine (C or T)
is added.

2. Depending on the reaction condi-
tions, anywhere from three to sev-
eral thousand nucleotides can be
added.

3. One nucleotide (e.g. dCTP) is added
to the 3′ ends of the ds cDNA using
the terminal transferase in the pres-
ence of Co2+; the plasmid vector is
digested with a restriction enzyme (e.g.
Eco RV); the complementary nucleotide
(e.g. dGTP) is added to the one al-
ready added to the cDNA at the 3′
ends of the vector; and it is digested
using the terminal transferase in the
presence of Mg2+. Now the tailed vec-
tor and cDNA are mixed, annealed
and ligated into cDNA/vector recombi-
nant DNA (also called ligation mixture).
The molar ratio of insert : vector for
the ligation is from 8–15 : 1, of which
routinely 50 to 95% of the transfor-
mants are clones containing recombi-
nant DNA.

Alternatively, ds cDNA can be cloned
into a library vector through the addition of
‘‘linkers’’ to the ds cDNA. Linkers are short
oligonucleotides (∼18 to 24 mers), which
are typically palindromic and contain a
single or repeated restriction endonuclease
recognition sequence (e.g. Eco RI site).
The palindromic nature allows the linker
oligonucleotide to self-hybridize to form
a blunt-ended duplex. If the ends of the
cDNA are blunt, then the linker can be

ligated to both ends to introduce terminal
restriction cloning sites. The steps of linker
addition are as follows:

1. Treat the cDNA with S1 nuclease to
remove possible 5′ cap mRNA fragment
remaining in cDNA duplex.

2. Convert potential ‘‘ragged’’ ends to
blunt by treatment with Pol I. The Pol I
will fill in 5′ overhangs and chew back
3′ overhangs.

3. Methylate cDNA at the potential in-
ternal Eco RI sites of the cDNA by
treatment with Eco RI methylase (plus
S-adenosyl methionine).

4. Ligate Eco RI-containing linkers to the
end-blunted, methylated cDNA using
T4 DNA ligase.

5. Cut the linkers with Eco RI restriction
endonuclease and remove the excess
linkers from cDNAs by agarose gel
electrophoresis.

6. Ligate cDNA to a cloning vector pre-
pared using Eco RI restriction endonu-
clease, followed by a process called
dephosphorylation (see below for vec-
tor preparation; see above for the lig-
ation molar ratio of insert : vector =
8–15 : 1).

3.1.3 Transformation of the Recombinant
Plasmid into E. coli
The procedure of transferring the recom-
binant plasmid, phage, or cosmid into host
cells is called transformation. Before trans-
formation, the host cell must be treated to
make the cell competent to accept foreign
DNA such as plasmid or cosmid. Although
the recombinant DNA can be transformed
into the host cells through different meth-
ods, we use the electroporation method
here as an example due to its simplicity and
high transformation efficiency (>1010 cfu
per µg vector DNA).
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1. Make agar plates containing 25 g LB
(Luria Broth) base, 15 g agar, appropri-
ate antibiotics, 75 µL of 200 mg mL−1

IPTG (isopropylthio-β-D-galactoside)
and 3 mL of 20 mg mL−1 x-gal (5-
bromo-4-chloro-3-indoyl-β-D-galacto-
side) per liter.

2. Transform the ligated DNA into the E.
coli strain DH5α electrocompetent cells
(Life Technologies) by electroporation
using the Cell Porator and Voltage
Booster System (Life Technologies) at
the following settings:

Cell Porator Voltage Booster

Voltage 400 V
Capacitance 330 µF
Impedance Low ohms
Charge rate Fast
Resistance 4 k�

3. Collect the cells into 1 mL SOC medium
and incubate at 37 ◦C with shaking at
250 rpm for 1 h to allow the cells to
recover and fully develop resistance to
the antibiotics.

4. Plate the recovered cells onto the agar
plates made at the first step. Incubate at
37 ◦C for 24 h to allow the colony colors
to fully develop. The white clones are
the recombinant clones. Titer the trans-
formed cells and calculate the number
of clones needed for the cDNA library.
cDNA libraries are usually stored in
bulk as glycerol stocks. For some spe-
cial research purposes, the cells are
plated on the selective agar medium,
and individual clones are arrayed into
96- or 384-well microplates contain-
ing freezing medium [LB broth plus
1x freezing buffer (36 mM K2HPO4,
13.2 mM KH2PO4, 1.7 mM citrate,
0.4 mM MgSO4, 6.8 mM (NH4)2SO4,

4.4% (v/v) glycerol) and appropriate an-
tibiotics] and maintained in a −80 ◦C
freezer for long-term storage.

3.1.4 Normalization of the cDNA Library
A fundamental problem in cDNA li-
brary construction is the occurrence of
redundant sequences. This occurs because
mRNA titers and their derived cDNA
clones vary over several orders of mag-
nitude in a particular tissue. The range
of gene expression may be as high as
200 000 mRNA molecules per cell or as
low as <1 per cell on average, with perhaps
30% of the genes expressing at levels of less
than 10 mRNA molecules per cell at any
given time. This implies that several mil-
lion clones are needed to have a reasonable
chance of finding a specific low-abundance
transcript. In large-scale cDNA sequencing
for these low-abundance classes, strategies
are needed to normalize the cDNA popu-
lations. Since the goal is to construct a
genome-wide cDNA library and generate
as many unique ESTs as possible, normal-
ization is required even though it cannot
completely remove the members of gene
families. There is, as yet, no single optimal
strategy available to maximize the relative
abundance of different sequences for nor-
malization of a cDNA library. Each of the
different strategies has advantages and dis-
advantages that also depends on the scope
and purpose of a project. Currently, three
approaches are used in the cDNA or cDNA
library normalization.

1. Screening with abundant sequences:
The screening probes can either be total
cDNA derived from mRNA of the same
tissue as the library, or the pools of
common-sequence clones (10–20 fre-
quent sequence clones).

2. Reassociation: The methods of using
several variations of reassociation of
single-stranded plasmid preparations
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and synthesized insert DNAs could
remove the redundant copies of the
same clones. This procedure has been
used in many plant EST programs
including the soybean EST project.

3. Hybridization to total genomic DNA:
Single-stranded biotin-dUTP labeled
genomic DNA has been used to bind
to streptavidin-coated magnetic beads
to select first-strand cDNA accord-
ing to relative genome representation.
Upon elution, conversion to double-
stranded cDNA and cloning, libraries
enriched for rarer mRNA sequences
are generated.

3.2
Small-insert Genomic DNA Libraries

Currently, the cloning efficiency for the
systems such as plasmid, bacteriophage,
cosmid, and fosmid is extremely high.
Only a small amount of DNA is required
when constructing a small-insert genomic
DNA library using current transforma-
tion technology such as electroporation.
A small-insert genomic DNA library can
be easily and rapidly generated by a
single researcher in any molecular labora-
tory. Small-insert genomic DNA libraries
are essential for genome sequencing,
fine-scale mapping and genome analy-
sis. These libraries are often screened
by directly screening replicas of ran-
domly plated libraries. Physical shear-
ing and enzymatic partial digestion of
source DNA are used to generate clonable
DNA fragments for library construction.
To construct shotgun libraries from ge-
nomic DNA by the physical shearing
method, genomic or other source DNA
is sonicated from 1 to 20 s with a son-
icator on ice and end-repaired by the
enzyme Mung Bean Nuclease, followed by
size-fractionation on conventional agarose
gels. The fractions from 0.4 to 1.2 kb and

from 2 to 5 kb are independently cloned
into plasmid vectors such as Ready-To-
Go TM pUC18 Smal1/BAP (Phamarcia
Biotech, #27-5266-01). They are referred
to as short-fragment and long-fragment
shotgun libraries, respectively. The pro-
cedure for construction of a small-insert
library by partial digestion is similar to
that of large-insert library construction, ex-
cept that the procedure for preparing the
DNA fragments is different. The molar ra-
tio of insert : vector for small-insert library
ligation is usually 8–15 : 1, while that for
large-insert DNA library construction is
usually in the range of 1 : 4–10.

3.3
Large-insert Genomic DNA Libraries

Unlike what is required for the construc-
tion of cDNA and small-insert genomic
DNA libraries, the in vitro construction of
large-insert genomic DNA libraries (YAC,
P1, BAC, PAC, BIBAC, and PBC) requires
the manipulation of extremely long DNA
fragments. The most difficult aspect of
large-insert recombinant construction is
the minimization of random shearing of
the genomic DNA used for the insert.
Electrophoresis analysis of very large frag-
ments of DNA has been made possible
by the advent of PFGE systems in which
two separate electric fields are generated
across the gel field at different angles, alter-
nating with each other for defined periods
of time. One type of PFGE system called
the contour clamped homogeneous elec-
tric field (CHEF) provides a much more
uniform electric field, thereby reducing
distortion in DNA migration and improv-
ing resolution.

Two systems have been developed for
the construction of genomic DNA libraries
with insert sizes of 100 kbp or larger:
yeast- (YAC) and bacteria (BAC, PAC,
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BIBAC, and PBC)-based systems. How-
ever, the bacteria-based large-insert li-
brary construction system has become
more prominent in genome research.
The details about YAC and YAC library
construction are described in Loehrlein
and Ronald’s chapter on Yeast artificial
chromosome (YAC) construction and ap-
plications, pp. 291–302, elsewhere in this
series. The construction of bacteria-based
large-insert genomic DNA libraries is de-
scribed in the following sections (Fig. 3):

1. Preparation of HMW genomic DNA in
LMP agarose plugs

2. Preparation of vectors
3. Partial digestion of HMW DNA em-

bedded in LMP agarose plugs with a
restriction enzyme

4. Size selection of DNA fragments on a
CHEF gel

5. Ligation of the HMW DNA fragments
into the cloning vector

6. Transformation of the HMW recombi-
nant DNA molecules into E. coli host
cells

7. Characterization and storage of bacte-
ria-based large-insert genomic DNA
libraries

3.3.1 Preparation of HMW Genomic DNA
in LMP Agarose Plugs
HMW (>600 kbp) DNA is essential
for large-insert genomic DNA library
construction. Unlike conventional-size
(<200 kbp) DNA preparation, HMW DNA
must be protected from physical shearing
during preparation. One of the popularly
used approaches for doing so is to iso-
late protoplasts (plants and fungi), cells
(animals and microbes), or nuclei (plants,
animals, and insects), and then embed
them in LMP agarose in the form of plugs
or microbeads. The cells are lysed and the
DNA is purified in the LMP agarose plugs
or microbeads. The resulting HMW DNA

is carefully manipulated in LMP agarose
plugs or microbeads. Since the preparation
of HMW DNA from nuclei is straightfor-
ward, it results in low contamination with
cytoplast DNA, and is economical and suit-
able for the preparation of HMW DNA
from a wide variety of plant and animal
species, the nuclei method is widely used
for the preparation of HMW DNA in plants
and animals. Here we introduce several
procedures for preparation of HMW DNA
from plants, animals, insects, and fungi.

3.3.1.1 Preparation of HMW nuclear DNA
from plants

Plant materials Plant leaves or whole
plants of divergent species, including
grasses, legumes, vegetables, and trees,
can be used as materials for preparation of
HMW DNA by this method. The tissues
can be either frozen in liquid nitrogen
and stored at −80 ◦C or kept fresh on ice
before use.

Reagents

10 x homogenization buffer (HB) stock:
0.1 M Trizma base, 0.8 M KCl, 0.1 M
EDTA, 10 mM spermidine, 10 mM sper-
mine, adjust pH from 9.4 to 9.5 with
NaOH. The stock is stored at 4 ◦C.

1 x HB: A suitable amount of sucrose is
mixed with a suitable volume of 10 x HB
stock. The final concentration of sucrose
is 0.5 M and HB stock is 1 x. The resultant
1 x HB is stored at 4 ◦C. Before use, β-
mercaptoethanol is added to 0.15%.

20% Triton X-100 1 x HB: Triton X-
100 is mixed with 1 x HB without β-
mercaptoethanol to 20%. The solution is
stored at 4 ◦C.

Wash Buffer (1 x HB plus 0.5% Triton X-
100): The buffer is prepared by mixing
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Fig. 3 A general procedure for construction of
bacteria-based large-insert, ordered genomic
DNA libraries. The bacteria-based large-insert
genomic DNA libraries are referred to as BAC,
PAC, BIBAC, and PBC libraries. pBeloBAC11 is

the cloning vector with two cloning sites, Bam
HI and Hind III (bold). In the procedure, Hind III
is used for the library construction, and the
colorless (white) clones are the clones
containing inserts (recombinants).

1 x HB without β-mercaptoethanol with
20% Triton X-l00 in 1 x HB and stored
at 4 ◦C. Before use, β-mercaptoethanol is
added to 0.15%.

Lysis buffer: 0.5 M EDTA; pH 9.0 to 9.3,
1% sodium lauryl sarcosine, and 0.1 to
0.5 mg mL−1 proteinase K. The proteinase
K powder is added just before use.
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Procedure
1. Grind about 50 g of the tissue into

fine powder in liquid nitrogen with
a mortar and pestle, and immediately
transfer the powder into an ice-cold
1000-mL beaker containing 800 to
1000 mL ice-cold 1 x HB plus 0.15%
β-mercaptoethanol and 0.5% Triton X-
100. Gently swirl the contents with
a magnetic stir bar for 10 min on
ice and filter into six ice-cold 250-mL
centrifuge bottles through two layers of
cheesecloth and one layer of miracloth
by squeezing with gloved hands.

2. Pellet the homogenate by centrifuga-
tion with fixed-angle rotor at 1800 g
at 4 ◦C for 20 min, discard the super-
natant fluid, and add approximately
1 mL of ice-cold wash buffer to each
bottle. Gently resuspend the pellet
with the assistance of a small paint-
brush soaked in ice-cold wash buffer,
combine the resuspended nuclei from
all bottles into a 40-mL centrifuge
tube and, finally, fill the tube with
ice-cold wash buffer. If particulate
matter remains in the suspension, fil-
ter the resuspended nuclei into the
40-mL centrifuge tube through two
layers of miracloth by gravity, cen-
trifuge the contents at 57 g, 4 ◦C for
2 min to remove intact cells and tissue
residues, and transfer the supernatant
fluid into a fresh centrifuge tube. Pellet
the nuclei by centrifugation at 1800 g,
4 ◦C for 15 min in a swinging bucket
centrifuge.

3. Wash the pellet 1 to 3 additional times
by resuspension in wash buffer using a
paintbrush followed by centrifugation
at 1800 g, 4 ◦C for 15 min. Note that
this step is necessary to minimize the
contamination of cytoplast organelles
in the nuclei. After the final wash,
resuspend the pelleted nuclei in a

small amount (about 1 mL) of 1 x
HB without β-mercaptoethanol, count
the nuclei, if possible, under the
contrast phase of a microscope, bring
to approximately 5 × 107 nuclei mL−1

with addition of the 1 x HB without
β-mercaptoethanol, and store on ice.
The concentration of nuclei can also be
estimated empirically, a concentration
of nuclei that is just transparent
under light is estimated to be 5–10 ×
107 nuclei mL−1. The concentration
of nuclei varies, depending on the
genome sizes of different species. In
general, 5 to 10 µg DNA of 100-µL
plug are suitable for large-insert DNA
library construction.

4. Prepare 10 mL of 1% LMP agarose
in 1 x HB without β-mercaptoethanol
and Triton X-100, cool down to 45 ◦C
and maintain in a 45 ◦C water bath
before use. Prewarm the nuclei to
45 ◦C in a 45 ◦C water bath (about
5 min), mix with an equal volume of
the prewarmed 1% LMP agarose in 1
x HB without β-mercaptoethanol and
Triton X-100 using a cut-off pipette tip.
Aliquot the mixture into ice-cold plug
molds on ice with the same pipette tip,
at 100 µL per plug. When the agarose
is completely solidified, transfer the
plugs into 5 to 10 volumes of lysis
buffer. Incubate the agarose plugs in
the lysis buffer for 24 to 48 h at 50 ◦C
with gentle shaking.

5. Wash the plugs once in 0.05 M EDTA,
pH 8.0 for 1 h on ice, and store in
0.05 M EDTA, pH 8.0, at 4 ◦C. The
DNA at this step can be stored at
4 ◦C for 1 year without significant
degradation.

3.3.1.2 Preparation of HMW DNA from
animals Preparation of HMW DNA from
animals is much easier and simpler
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than the preparation of HMW DNA
from plants. Animal cells can be directly
embedded into LMP agarose plugs after
briefly washing. Although the nuclei of
animal cells can be used, the whole
cells are frequently used for HMW DNA
preparation. Here, the preparation of
chicken HMW DNA plugs is used as an
example.

Materials Whole chicken blood cells
collected in heparinized tubes are used.

Procedure
1. Centrifuge the chicken blood cells at

1000 g, room temperature for 5 min,
discard the supernatant and resus-
pend the cells in the phosphate-
buffered saline (PBS) buffer (138 mM
NaCl, 2.7 mM KCl, 10 mM Na2HPO4,
1.8 mM NaH2PO4, pH 7.4). Repeat
this 2 to 3 times and then bring the
concentration of cells to 5–10 × 107

cells mL−1.
2. Prewarm the cell suspensions at 45 ◦C

for 5 min in a water bath, and mix with
equal volume of 1% LMP agarose in
PBS molten and maintained in a 45 ◦C
water bath. Aliquot into ice-cold 100-
µL plug molds with a pipette using a
cut tip and keep the molds on ice for
15 min to allow the plugs to completely
solidify. Transfer the plugs into the
lysis buffer (0.5 M EDTA, pH 9.0, 1%
lauryl sarcosine, and 0.5 to 1 mg mL−1

proteinase K) at approximately 1 mL
lysis buffer per 100-µL plug. Incubate
at 50 ◦C with gentle shaking for 24
to 48 h.

3. Wash the plugs once in 0.05 M EDTA,
pH 8.0 for 1 h on ice, and store in
0.05 M EDTA, pH 8.0, at 4 ◦C. The
DNA at this step can be stored at

4 ◦C for 1 year without significant
degradation.

3.3.1.3 Preparation of HMW DNA from
insects Preparation of HMW DNA from
insects is similar to those from plants
and animals. Here, the preparation of
mosquito and worm HMW DNA are used
as examples.

Mosquito

Materials The L1 larvae of mosquito are
used as materials. Either fresh or liquid
nitrogen-frozen L1 larvae are suitable for
preparation of HMW DNA.

Procedure
1. Grind the fresh or frozen L1 larvae into

fine powder in liquid nitrogen with a
mortar and pestle, and transfer the
powder into the suspension solution
(100 mM NaCl, 200 mM sucrose and
10 mM EDTA, pH 8.0), or add 10
to 20 mL of the suspension solution
into the mortar and incubate at room
temperature until the frozen sample
and solution just melt. Filter the cell
suspensions through 1 to 2 layers of
miracloth into a centrifuge tube on
ice to remove the large pieces of cell
debris and spin at 2000 g, 4 ◦C for
10 min to collect the cells. Discard the
supernatant and resuspend the cells in
about 0.5 to 1.0 mL of the suspension
solution, depending on the amount of
the sample used. From 500 mg fresh
weight of mosquito larvae, resuspend
the cell pellet in about 1.0 mL of the
suspension solution and make about
20 100-µL plugs.

2. Prewarm the cell suspensions at 45 ◦C
for 5 min in a water bath, and mix
with an equal volume of molten
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1% LMP agarose in the suspension
buffer maintained in a 45 ◦C water
bath. Aliquot into ice-cold 100-µL plug
molds using a cut pipette tip and keep
the molds on ice for 15 min to allow the
plugs to completely solidify. Transfer
the plugs into the lysis buffer (0.5 M
EDTA, pH 9.0, 1% lauryl sarcosine,
and 0.5 to 1 mg mL−1 proteinase K)
at approximately 1 mL lysis buffer per
100-µL plug. Incubate at 50 ◦C with
gentle shaking for 24 to 48 h.

3. Wash the plugs once in 0.05 M EDTA,
pH 8.0 for 1 h on ice, and store in
0.05 M EDTA, pH 8.0, at 4 ◦C. The
DNA at this step can be stored at
4 ◦C for 1 year without significant
degradation.

Worms

Materials Depending on species, cells,
tissues, or whole body (larvae, pupae, or
adults) may be used as materials.

Procedure
1. Grind the fresh or frozen tissues or

entire body into fine powder in liquid
nitrogen with a mortar and pestle,
transfer the powder into ice-cold STE
buffer (0.1 M NaCl, 10 mM Tris-HCl,
10 mM EDTA, pH 8.0) with 30 mM
β-mercaptoethanol and kept on ice
for 10 min with gentle stirring. Filter
the cell suspension through 1 to 2
layers of miracloth into a centrifuge
tube on ice to remove the large pieces
of cell debris and spin at 5000 rpm,
4 ◦C for 10 min to pellet the cells.
Wash the cells in the STE buffer
without β-mercaptoethanol once and
collect the cells as above. Discard the
supernatant and resuspend the cells
in 1 to 2 mL STE buffer (without

β-mercaptoethanol) per gram of the
tissues or whole bodies. This allows
the making of 20 to 40 of the 100-µL
LMP plugs.

2. Prewarm the cell suspensions at 45 ◦C
for 5 min in a water bath, and mix with
an equal volume of molten 1% LMP
agarose in the STE buffer maintained
in a 45 ◦C water bath. Aliquot into
ice-cold 100-µL plug molds using a
cut pipette tip and keep the molds
on ice for 15 min to allow the plugs
to completely solidify. Transfer the
plugs into the lysis buffer (0.5 M
EDTA, pH 9.0, 1% lauryl sarcosine,
and 0.5 to 1 mg mL−1 proteinase K)
at approximately 1 mL lysis buffer per
100-µL plug. Incubate at 50 ◦C with
gentle shaking for 24 to 48 h.

3. Wash the plugs once in 0.05 M EDTA,
pH 8.0 for 1 h on ice, and store in
0.05 M EDTA, pH 8.0, at 4 ◦C. The
DNA at this step can be stored at
4 ◦C for 1 year without significant
degradation.

3.3.1.4 Preparation of HMW DNA from
fungi Preparation of HMW DNA from
fungi is similar to that from plant
protoplasts. Fungal spheroplasts can be
generated by treatment of cultured fungal
cells with Novozym and then washed
briefly.

Materials Cultured cells are used as
materials.

Procedure
1. Collect the fungal cell culture by

centrifugation at 1000 g, room tem-
perature for 4 min. Wash the cells in
10 mL 1 M sorbitol per gram of fungi,
resuspend in 10 mL SCE (1 M sor-
bitol, 20 mM sodium citrate pH 5.8,
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10 mM EDTA) and add Novozym to
10 mg/mg cells. The mixture is in-
cubated with shaking at 100 rpm for
90 min at room temperature. Harvest
the spheroplasts by filtering succes-
sively through cheesecloth and Nytex
nylon mesh that has a 25-µ pore size,
followed by pelleting at 2000 g, 4 ◦C for
10 min. Wash the spheroplasts twice
with 1 M sorbitol and then resuspend
in 1 M sorbitol at about 3 × 109 cells
mL−1 to obtain about 6 µg DNA in a
100-µL plug.

2. Prewarm the cell suspensions at 45 ◦C
for 5 min in a water bath, and mix with
an equal volume of molten 1% LMP
agarose in the SCE buffer maintained
in a 45 ◦C water bath. Aliquot into
ice-cold 100-µL plug molds using a
cut pipette tip and keep the molds on
ice for 15 min to allow the plugs to
completely solidify. Transfer the plugs
into the lysis buffer (0.5 M EDTA, pH
9.0, 1% lauryl sarcosine, and 0.5–1 mg
mL−1 proteinase K) at approximately
1 mL lysis buffer per 100-µL plug.
Incubate at 50 ◦C with gentle shaking
for 24 to 48 h.

3. Wash the plugs once in 0.05 M EDTA,
pH 8.0 for 1 h on ice, and store in
0.05 M EDTA, pH8.0, at 4 ◦C. The
DNA at this step can be stored at
4 ◦C for 1 year without significant
degradation.

3.3.2 Preparation of Vectors
Several plasmid-based vectors, includ-
ing BAC, PAC, BIBAC, and PBC, have
been widely used for bacteria-based large-
insert genomic DNA library construction
(Table 1). Preparation of the vectors is
one of the most critical steps for suc-
cessful construction of large-insert DNA
libraries. The vector DNA to be used for
library construction must be very pure,

completely digested (but not overdigested)
and completely dephosphorylated (>95%
recombinant clones in a ligation test). The
vector DNA to be used for library con-
struction is isolated and purified from 1
to 2 L overnight culture by the alkaline
lysis method, followed by two rounds of
cesium chloride/ethidium bromide gradi-
ent ultra-centrifugations. Below is a widely
used procedure for the preparation of
vectors for library construction, includ-
ing cDNA, small-insert, and large-insert
genomic DNA libraries.

1. Completely digest 20 µg of the vector
DNA using an appropriate restriction
enzyme (here, a 5′-overhang restriction
enzyme is used as an example) and
check the digestion on a 1% agarose
gel to ensure that the digestion is
complete. Note that overdigestion may
lead to an increase of the percentage
of clones with no inserts (insert-empty
clones).

2. Extract the digest with an equal volume
of saturated phenol/chloroform (1 : 1),
and spin at 10 000 rpm, room temper-
ature for 5 min. Precipitate the DNA by
adding 1/10 volume of 3 M NaAC, pH
5.2 and 2 volumes of 100% ethanol and
incubating at −80 ◦C for 10 min, fol-
lowed by centrifugation at 10 000 rpm
for 15 min. Discard the supernatant
fluid, wash the pellet carefully with
70% ethanol, air-dry, dissolve in 100 µL
H2O, and measure the concentration
of the DNA using λDNA of known
concentration on a 1% agarose gel.

3. Dephosphorylate the linearized vec-
tor with calf intestinal alkaline phos-
phatase (CIAP) at 37 ◦C for 30 min, at
a ratio of 1.0 unit/pmole (3.89 units
of CIAP/10 µg DNA for pBeloBAC11,
1.23 units of CIAP/10 µg DNA for
BIBAC2, or 1.0 units of CIAP/10 µg
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DNA for pCLD04541). Stop the reac-
tion immediately by adding 4 µL 0.5 M
EDTA, pH 8.0, 20 µL 10% SDS and
40 µL of 1 mg mL−1 proteinase K in
cold TE to the tube, followed by incu-
bation at 56 ◦C for 30 min.

4. Cool down to room temperature,
extract once with an equal vol-
ume of saturated phenol and then
once with an equal volume of satu-
rated phenol/chloroform/iso-amyl al-
cohol (25 : 24 : 1). Precipitate the DNA
by adding 1/10 volume of 3 M NaAC,
pH 7.0 and 2 volumes of 100%
ethanol and incubating at −80 ◦C for
10 min, followed by centrifugation at
10 000 rpm for 15 min.

5. Discard the supernatant fluid, wash
the pellet carefully with 70% ethanol,
air-dry, dissolve in 200 µL H2O, and
measure the concentration of the DNA
using λDNA of known concentration
on a 1% agarose gel. Adjust the
concentration of the DNA to 10 ng/µL
for pBeloBAC11, and to 40 ng µL−1

for BIBAC2 or pCLD04541, aliquot the
DNA and store in a −20 ◦C freezer.
The vector DNA in the −20 ◦C freezer
is good for cloning for at least three
months. To ensure that the vector is
properly dephosphorylated, ligate the
vector DNA into the λDNA digested
with the same restriction enzyme.
When a molar rate of 4 vector : 1
digested λDNA is used and the ligation
mixture is transformed into E. coli
DH10 cells by electroporation, the
percentage of recombinant (white)
clones should be greater than 95%.

3.3.3 Partial Digestion of HMW DNA
Embedded in LMP Agarose Plugs with a
Restriction Enzyme
Before use, the LMP agarose plugs con-
taining HMW DNA should be washed 3

times for 1 h each in 10 to 20 volumes
of ice-cold TE (10 mM Tris-HCl, pH 8.0,
1 mM EDTA, pH 8.0) plus 0.1 mM phenyl-
methyl sulfonyl fluoride (PMSF), and 3
times for 1 h each in 10 to 20 volumes of
ice-cold TE on ice. As described above, sev-
eral methods have been used to partially
digest the HMW DNA embedded in LMP
agarose plugs with a restriction enzyme.
Described below is the partial digestion
strategy of varying the concentration of the
enzyme used at a fixed digestion time. A se-
ries of small pilot digestions is commonly
carried out to determine the optimal con-
centration range of the enzyme required
to generate DNA fragments desirable for
library construction.

1. Slice each LMP agarose plug contain-
ing HMW DNA into nine equal-sized
pieces per 100-µL plug, and equilibrate
the pieces in the restriction-enzyme
reaction buffer containing 2 mM sper-
midine and 1 mM dithiothreitol (DTT)
at 3 mL 100-µL−1 plug, on ice for 1 h,
changing the buffer once. Then, trans-
fer three plug slices each into 1.5-mL
microtubes containing 170 µL reaction
buffer with 0.5 mg ml−1 BSA, 2 mM
spermidine, 1 mM DTT, and a con-
centration series of the enzyme (0–20
units/tube). Incubate on ice for 60 to
100 min, depending upon the com-
pactness of the HMW DNA plugs, to
allow the enzyme access to the DNA in
the agarose.

2. Transfer the digestion reactions into
a 37 ◦C water bath and incubate for
exactly 8 min. Immediately transfer
the reactions onto ice and then stop
them by adding 1/10 volume of 0.5 M
EDTA, pH 8.0. Keep the reactions
on ice.

3. Analyze the partial digestions by load-
ing the plug slices on a 1% agarose
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gel in 0.5 x TBE and subjecting to
the PFGE using the CHEF DRIII un-
der the following conditions: 11 ◦C
(setting for the cooler), 80 (pump set-
ting), 120◦ angle, 6 V cm−1 and 50-s
switch time for 18 h. The partial diges-
tion condition that generates restricted
fragments in a size range of 100 to
400 kbp is selected for large-scale par-
tial digestion for the construction of
DNA libraries with an average insert
size of about 150 kbp.

4. Perform large-scale partial digestion
(usually 6–10 100-µL plugs) using the
optimal digestion conditions deter-
mined above.

3.3.4 Size Selection of DNA Fragments on
a CHEF Gel
After partial digestion, the DNA fragments
must be selected to obtain the fragments
that are desirable in size range for library
construction and to remove the smaller
fragments that can compete more effec-
tively for vector ends. To this end, PFGE
has been widely used for size selection;
almost all YAC and bacteria-based large-
insert DNA libraries constructed to date
have used this method for size selection.
Furthermore, to maximize the removal of
the small DNA fragments, many scientists
perform two rounds of size selection by
PFGE.

1. First size selection: Prepare a 1%
agarose CHEF gel in 0.5 x TBE with
a sample trough at the top portion
of the gel and 2 L of 0.5 x TBE run-
ning buffer, and precool the buffer
to 11 ◦C in the electrophoresis cham-
ber. Load the plug slices containing the
partially digested DNA into the sample
trough, and size markers (lambda con-
catemers and/or yeast chromosomes)
in the wells on both sides of the trough.

Seal the sample trough and marker
wells with 1% molten agarose gel. Run
the CHEF gel using the CHEF DRIII
system at 6.0 V cm−1, 11 ◦C, 120◦ an-
gle, and 90-s switch time in 0.5 x TBE
for 16 h. Cut both the sides of the gel
that contain the size markers and the
edge of the DNA sample with a clean
microscope glass slide coverslip and
keep the center of the gel on ice. Stain
and photograph the gel pieces contain-
ing the samples adjacent to the size
markers alongside a scale ruler. Us-
ing the photograph as reference, locate
the gel zone containing the DNA frag-
ments ranging from 100 to 400 kbp in
the unstained portion of the gel, excise
it, and cut it into three sections hori-
zontally, 100 to 200 kb, 200 to 300 kb
and 300 to 400 kb. Recover the size-
selected DNA in each gel section by
electroelution in a dialysis tube (1/4 in
in diameter and molecular weight ex-
clusion limit = 12 000–14 000 Da) in
0.5 x TBE using the CHEF DRIII at
6 V cm−1, 11 ◦C, and 35-s switch time
for 4 h, followed by reversing the po-
larity of the current for 60 s. The DNA
fragments can be used for ligation and
library construction after dialysis in
0.5 x TE (see below), or are carefully
transferred from the dialysis tubing
to a microfuge tube with a wide-bore
pipette tip for the second size selection.

2. Second size selection: Prepare a 1%
agarose CHEF gel in 0.5 x TBE with
a sample trough at the top portion of
the gel and 2 L of 0.5 x TBE running
buffer, and precool the buffer to 11 ◦C
in the electrophoresis chamber. Load
size markers on both sides of the
sample trough, seal the marker wells
with 1% molten agarose gel, and
place in the electrophoresis chamber
containing the 0.5 x TBE buffer. Mix
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the DNA fragments from the first size
selection with the gel-loading dye by
inverting the tube gently, and load
into the sample trough. Run the CHEF
gel at 4 V cm−1, 11 ◦C and 5-s switch
time in 0.5 x TBE for 6 to 8 h. Locate
and excise the gel zone containing
the compressed DNA fragments, and
electroelute the DNA from the gel as
above.

3. Dialyze the DNA fragments electroe-
luted from the gel in the same dialysis
tubing against 1 L of 0.5 x TE for 3 h at
4 ◦C with one change of 0.5 x TE every
hour. Carefully collect the DNA from
the dialysis tubing to a 1.5-mL micro-
tube with a wide-bore pipette tip for
ligation and library construction. The
immediate ligation of the DNA into a
vector following dialysis often gives a
much better result.

3.3.5 Ligation of the HMW DNA
Fragments into the Cloning Vector
The concentration of the DNA collected
from the second size selection is routinely
1 to 8 ng µL−1. The concentration of
the DNA needs to be estimated before
preparing the ligation reactions.

1. Estimate the concentration of the
insert DNA on a 1% conventional
agarose minigel using the known
concentration of λDNA as standard.

2. Set up the ligation using the following
criteria: Molar ratio of vector : insert =
4–10 : 1, the final concentration of in-
sert DNA in the ligation mixture =
1–2 ng µL−1 and T4 DNA ligase =
1 unit per 50 µL ligation. To con-
trol the ratio between recombinant
and nonrecombinant clones in the
transformants, the molar ratio of vec-
tor:insert can be adjusted, with a
smaller ratio for a higher recombi-
nant/nonrecombinant clone ratio.

3. Incubate the ligation at 16 ◦C for 6 to
10 h. The ligation can immediately be
used for transformation, or aliquoted
and stored in a −20 ◦C, non frost-
free freezer. The ligation can be
stored for several months without
significant problems. Although it was
observed that the storage of the
ligated DNA might slightly reduce the
transformation efficiency, it did not
significantly reduce the insert sizes of
the clones.

3.3.6 Transformation of the HMW
Recombinant DNA Molecules into E. coli
Host Cells
Although recombinant DNA can be trans-
formed into host cells through several
methods, almost all existing bacteria-based
large-insert genomic DNA libraries, in-
cluding BAC, PAC, BIBAC, and PBC,
were constructed using the electroporation
method due to its extremely high trans-
formation efficiency. Similarly, almost
all existing bacteria-based large-insert ge-
nomic DNA libraries are hosted in E. coli
strain DH10B and its derivatives. This is
because it has been proven that the large-
insert clones can be stably maintained and
propagated in these strains; other strains
may not be capable of stably maintain-
ing and propagating large-insert genomic
DNA clones in their cells.

1. Mix 1 to 2 µL of the ligation mix-
ture with 20 µL of E. coli DH10B
electroporation-competent cells and
transform into the cells using the Cell
Porator and Voltage Booster electropo-
ration system (Life Technology) at the
following settings:

Cell Porator Voltage Booster

Voltage 350–400 V
Capacitance 330 µF
Impedance Low ohms
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Charge rate Fast
Resistance 4 k�

2. Transfer the electroporated cells in
1 ml of SOC medium and incubate
at 37 ◦C, 250 rpm for 1 h to allow
the antibiotics-resistant gene to be
fully expressed, and then plate onto
LB agar medium containing appropri-
ate antibiotics and/or amendments for
transformant and recombinant selec-
tion. For the vectors, such as pBeloBAC
11 and pCLD04541, that use LacZ gene
for recombinant selection, incubate at
37 ◦C for 36 h to allow the colony color
(blue) to fully develop, whereas for the
vectors, such as BIBAC2, that use the
SacB gene for recombinant selection,
incubate at 37 ◦C for 20 h. The color-
less (white) colonies constructed with
the LacZ gene-containing vectors are
expected to contain inserts (recombi-
nants), whereas all of the clones of the
SacB gene-containing vectors growing
on the selective medium are expected
to contain inserts.

3.3.7 Characterization and Storage of
Bacteria-based Large-insert Genomic DNA
Libraries
Analysis of the clones resulting from a
particular ligation is essential before large-
scale transformation and library assembly
are undertaken. The parameters usually
used for this purpose include average
insert size and distribution, and the
percentage of empty clones. In general,
a large-insert genomic DNA library such
as is desirable for genome research should
have a large average insert size (≥150 kbp),
a low percentage of insert-empty clones
(≤5%) and a reasonable distribution of
clones in insert sizes (providing a better
genome coverage). Therefore, at least 100

randomly selected clones obtained from
each ligation should be analyzed.

1. Inoculate the recombinant clones on
the selective medium in 5 mL of LB
medium with appropriate antibiotics
and incubate at 37 ◦C with shaking
at 250 rpm overnight. Isolate DNA
using the alkaline lysis method, digest
with Not I, a rare cutting enzyme,
and run on a 1% pulsed-field gel in
0.5 x TBE at 6 V cm−1, 11 ◦C, 5-s
initial switch time and 15-s final switch
time with a linear ramp, for 16 h.
Stain the gel with ethidium bromide,
photograph and estimate the insert
size of each clone by adding the sizes
of all DNA fragments derived from the
clone insert and the number of clones
with no inserts.

2. Select the ligation that gives the largest
insert sizes, fewer insert-empty clones,
and higher transformation efficiency
for large-scale transformation and li-
brary assembly. Array the recombi-
nant clones into 384-well microtiter
plates containing 50 µL of freezing
medium (see above) per well with
appropriate antibiotics, grow at 37 ◦C
overnight and store at −80 ◦C for long-
term maintenance. Usually, the library
is replicated and stored in separate
−80 ◦C freezers to guard against un-
foreseen disasters.

4
Applications of DNA Libraries

DNA libraries are indispensable and cru-
cial tools for molecular biology research.
They have been used in every aspect of
molecular biology. Summarized below are
a few examples of their applications.
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4.1
Gene Discovery, Expression, and Function
Studies

cDNA libraries have been essential re-
sources for gene discovery, expression
monitoring, and function analysis. cDNA
sequence tags, popularly known as ESTs,
can be used not only for the analy-
sis of gene structure, expression, and
function but also for the study of genome
composition, organization, and structure.
Projects for developing ESTs for a large
number of genes have emerged in the
past few years as one of the approaches
to rapid gene discovery. In this approach,
a large number of cloned cDNAs are ran-
domly chosen from the cDNA libraries
constructed from different tissues or treat-
ments, and sequenced from one or both
ends of the clone inserts. The nucleotide
sequences and translations of the ESTs
are used as tags of the corresponding
genes to compare with the sequences of
known functions available in the public
databases for identification of homologs
and to provide useful information for gene
identification.

Currently, a few genomes of model plant
and animal species, such as Arabidopsis,
Drosophila, rice, mosquito, and human
have been sequenced. The availability
of these sequences provides us with a
detailed view of the gene content and
genome organization of the species. Yet,
the degree to which the gene content, gene
number, and genome organization are
conserved among related species remains
unresolved. It will require the sequencing
of genomes from many other species
to answer these questions. However,
because there are so many species with
relatively larger genome sizes compared
with those of model genomes, and also
considering the associated high cost of

sequencing, it is unlikely that we will
have the full genomic sequences for
many other species in the near future.
Large-scale EST sequencing thus provides
a less expensive alternative approach,
which can reveal a substantial portion
of the expressed genes of a genome
at a fraction of the cost of a genomic
sequencing project. Therefore, extensive
EST projects have been performed or are
under way in a wide variety of animal
and plant species. With all of these
EST and genomic sequencing projects,
it is anticipated that once most genes
are identified and their clones become
available, the process of gene identification
and characterization will be accelerated
several-fold.

There are tens of thousands of genes
and their products (e.g. RNA and pro-
teins) in a given organism that function
in a complicated and orchestrated way
to create the mystery of life. However,
classic procedures in molecular biology
generally work in a ‘‘one gene one ex-
periment’’ fashion, which means that the
throughput is very limited and the ‘‘whole
picture’’ of gene function is difficult to
obtain. In the past few years, a new tech-
nology, now known as DNA microarrays
or DNA chips, has been invented, in which
a large number of DNA clones (e.g. cDNA
clones or synthesized oligonucleotides) are
arrayed by high-speed robotics on glass
slides or nylon substrates, and fluores-
cently labeled target nucleic acid samples
are used to hybridize the DNA microar-
ray, allowing high-throughput study of
gene expression, gene function, and gene
identity. This technique also promises
to monitor genes at the whole-genome
level even on a single chip so that re-
searchers can have a better picture of the
interactions among thousands of genes
simultaneously.
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4.2
Gene Mapping and Cloning

Depending on the type and amount of
information available for target genes,
DNA libraries can be used for gene map-
ping and cloning in different ways. When
the information regarding the function
of a target gene and its protein product
is available, a method called functional
cloning could be used. Knowledge of gene
function assists investigators to develop
strategies to purify the gene product and
link it with a phenotype, develop antibod-
ies, derive partial amino acid sequence,
and then identify cDNA clones containing
the target gene by screening an expression
cDNA library using antibodies or degen-
erate oligonucleotides derived from the
protein sequence. When a cDNA clone
is identified, isolated, and sequenced for
verification that it corresponds to the de-
sired gene, it is then used as a probe to
screen a genomic library and thereby to
isolate its cognate gene. The cDNA clone
could also be used for studying the gene
expression in different cell types, tissues,
and developmental stages.

The candidate gene method is another
approach to isolating a gene of interest
from a DNA library based on the existing
information about the gene. This method
is based on a survey of previously identified
genes that seem to perform the same
function altered in a mutant. Clone(s)
for the candidate gene can be isolated
from a DNA library by screening the
library using the candidate gene previously
identified from other species as a probe.
The genetic position of the candidate gene
and mutation analysis can be further used
to confirm the candidacy of the gene.

On the other hand, there is no available
prior knowledge of RNA and protein
products for many genes. These genes

are known only by their phenotypes. To
clone such genes, an approach named
positional cloning or map-based cloning
has been developed. By using a genetic
cross, a phenotype can be assigned to a
map interval by identifying two flanking
genetic markers. Once the chromosomal
localization of the gene locus has been
established with DNA markers, genomic
DNA libraries, particularly large-insert
DNA libraries, for example, BAC or YAC
libraries, are screened with the DNA
markers to identify overlapping genomic
DNA clones covering the marker locus.
The clones are then analyzed, assembled
into an overlapping clone contig and
mapped against the target gene. If the
contig does not cover the locus of the
target gene, new probes are developed
from the ends of the contig and used
to rescreen the library. The new clones
are used to extend the contig and are
mapped against the target gene. Using
this strategy of chromosome walking, the
clone(s) containing the target gene can be
isolated. Once a clone containing the target
gene is identified, it can be transformed
into a mutant of the gene. The genetic
complementation of the clone to the
mutant phenotype will indicate that the
clone contains the target gene.

The completion of major sequencing
efforts, such as in Arabidopsis and human,
promises to alter the classical paradigm
by providing the identity and syntenic
relationships between the genes. These
new tools and knowledge will further
accelerate the process of novel gene
identification.

4.3
Genome Physical Mapping

DNA libraries, especially large-insert, or-
dered DNA libraries, are essential sources
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for genome physical mapping. Clone (P1,
BAC, BIBAC, PAC, PBC, and YAC)-based
physical maps are the centerpiece of ge-
nomics research. They are essential not
only for an efficient and thorough ap-
proach to large-scale genome sequenc-
ing but also for performing efficient
map-based cloning and associating can-
didate genes with biological, medical, or
agronomic traits. Several methods have
been developed and used to construct
genome-wide physical maps from large-
insert genomic DNA libraries. These in-
clude DNA marker-based chromosome
landing, random DNA clone fingerprint-
ing and contig assembly, and BAC end
sequencing and fingerprint analysis.

DNA marker-based chromosome land-
ing is a hybridization- and/or PCR-based
strategy for genome physical mapping, de-
pending on the types of DNA markers to
be used for landing the large-insert clones
of the source library to the target link-
age map (see below). DNA markers are
selected from a molecular genetic linkage
map and used as probes or PCR primers to
screen the large-insert source library. Over-
lapping clones are assembled into contigs
according to the probes to which they hy-
bridize, or the primer pairs with which
they produce PCR products. The contigs
are extended and anchored to the genetic
linkage map according to the position of
the DNA markers on the genetic map. This
physical mapping strategy was first used
in the development of YAC-based physical
maps of the human, mouse, rice and Ara-
bidopsis thaliana genomes, and recently, in
the development of the BAC-based physi-
cal map of the euchromatic portion of the
Drosophila genome.

If the markers are PCR-based, such as
sequence-tagged site (STS) and simple se-
quence repeats (SSRs), the large-insert
clones of the source library are anchored

to the genetic map by screening the source
library with PCR, in which the library
is fabricated into DNA pools, includ-
ing multiple-plate superpools, single-plate
pools, column pools and row pools. Al-
ternatively, the synthetic oligos or PCR
products of the STSs and SSRs can also
be used as hybridization probes to land
large-insert clones to the target linkage
map by the hybridization-based strategy.
The sequences of the STSs and SSRs are
helpful for anchoring sequence assemblies
to chromosomes (linkage groups) through
the bioinformatics approach. However, if
the DNA markers are hybridization-based,
such as RFLPs (restriction fragment length
polymorphisms) and synthetic Overgos,
the large-insert clones of the source li-
brary are anchored to the genetic linkage
map by screening the source library with
hybridization probes. In this method, the
library is robotically gridded onto high-
density colony filters.

A significant advantage of this physical
mapping strategy is the development and
integration of the physical map with
linkage genetic maps in the same process.
The integration of the physical map with
a genetic map will associate the large-
insert clones of the map with useful traits,
which will greatly expedite isolation of the
genes by positional cloning. However, it
is a prerequisite to have a high-density,
evenly distributed DNA marker genetic
map and a genomic DNA library of very
large inserts in order to develop a whole-
genome physical map with this strategy.
First of all, although high-density DNA
marker maps have been developed for
the genomes of human and several model
species, they are not available for many of
the plant and animal species of economic
importance. Second, bacteria-based large-
insert clones have much smaller insert
sizes than YACs. The smaller insert sizes
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of the bacteria-based large-insert clones
require highly saturated DNA marker
maps for the development of a BAC-based
physical map using the DNA marker-based
chromosome landing strategy.

Random DNA clone fingerprinting and
contig assembly is a restriction fragment
fingerprint-based strategy for genome
physical mapping. This strategy is based
on the hypothesis that the clones derived
from the same regions of a genome share
similar restriction patterns (a large num-
ber of common bands). The restriction
pattern of a clone is designated as the ‘‘fin-
gerprint’’ of the clone. DNAs are purified
from random clones of the source genomic
DNA library and digested with one or more
restriction enzymes. The restricted frag-
ments are either directly fractionated on
gel matrices, or end-labeled and then frac-
tionated on gel matrices to generate fin-
gerprints for each clone. The fingerprints
of the clones are visualized and digitized
using computers. Overlapping clones are
assembled into contigs according to the
similarity of the restriction patterns or
fingerprints of the clones. The advent of
BACs, PACs, BIBACs, and PBCs has facil-
itated application of the clone fingerprint
analysis strategy in the development of
BAC-based physical maps of large com-
plex genomes. So far, whole-genome BAC
and/or BIBAC-based physical maps have
been developed for Arabidopsis, Drosophila,
rice, human, and mouse.

BAC end sequencing and fingerprint
analysis is a combined BAC end sequenc-
ing and restriction fingerprinting strategy
for genome physical mapping. This strat-
egy has been used in the sequencing
projects of Arabidopsis, Drosophila, and
human to select clones as substrates
for sequencing. In this strategy, genome
sequencing and physical mapping are
performed simultaneously. Both ends of

BACs equivalent to about 15 x haploid
genomes are first sequenced and entered
into computers as a database. Then, seed
BACs are randomly selected from the
source BAC library, sequenced, and en-
tered into the BAC end database. The
sequences of the seed BACs are analyzed
against the BAC end sequence database,
and the BACs whose ends share common
sequences with the seed BACs are selected.
Finally, the BACs that are potentially over-
lapping the seed BACs are fingerprinted
and assembled into contigs. According to
the fingerprint contigs and BAC end se-
quences, the minimally overlapping BACs
are selected as substrates for continu-
ous sequencing. In this strategy, although
no preexisting sequence-ready, BAC-based
physical map is required for genome se-
quencing, a similar amount of effort is
needed to develop the physical map as in
the genome sequencing progresses. Nev-
ertheless, the global BAC-based physical
map would not be available for other ap-
plications in genomics research until the
genome is completely sequenced. This
would be a great loss, considering the
utility of the physical map in genomics
research.

4.4
Genome Sequencing

Many strategies have been developed and
used in large-scale genome sequencing
in the past decade; however, shotgun se-
quencing has become the most dominant
strategy. Two alternative approaches, the
whole-genome shotgun and the clone-
by-clone shotgun, have been developed
and used for sequencing large, complex
genomes. The whole-genome shotgun ap-
proach often involves the following steps:
high-quality genomic DNA is purified and
randomly sheared; the sheared fragment
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ends are enzymatically repaired, size-
selected for size-appropriate fragments
(e.g. 0.4–2 kbp and 5–20 kbp), and cloned
into plasmid-based vectors (e.g. pUC vec-
tors), respectively; template DNA is puri-
fied from randomly selected clones, and
sequences are generated from both ends
of each clone; finally, sequencing data is
edited and assembled into contigs with
computers. In this approach, the short in-
sert (0.4–2 kbp) clones are used for draft
sequence production and contig assem-
bly. The end sequences of the relatively
long insert (5–20 kbp) clones are used
to link sequence contigs into long-range
sequence ‘‘scaffolds’’ and to span long-
range repetitive sequences. The ‘‘contigs’’
referred to here are groups of overlap-
ping sequence reads or assemblies without
any interruptions, and the ‘‘scaffolds’’ re-
ferred to are collections of two or more
sequence contigs linked by the relatively
large-insert clones. This approach has been
used in the sequencing of the human and
rice genomes. In the clone-by-clone shot-
gun approach, HMW genomic DNA is
partially digested, size-selected and con-
structed into large-insert genomic DNA
libraries, such as BAC and PAC libraries. A
PAC- or BAC-based integrated genetic and
physical map of the genome is constructed
by using one or more of the physi-
cal mapping strategies described above.
Minimally overlapping (also referred to
as ‘‘tiling path’’) clones that completely
cover the entire genome are selected from
the physical map and used as substrates
for shotgun sequencing, one clone at a
time. This approach has been used in
the sequencing of the Arabidopsis and hu-
man genomes. Although both approaches
have been used in different large-scale
sequencing projects of large, complex
genomes, it is obvious that genomic DNA

libraries including large-insert DNA li-
braries are indispensable for both the
methods.

4.5
Gene Engineering and Gene Therapy

One of the many applications of DNA
libraries is genetic engineering and gene
therapy. Genetic engineering and gene
therapy have the same basic premise:
introduction of DNA clones containing
specific new genetic material into an
organism’s genome. There are many
variations of the technology to achieve this
goal, depending upon the organism and
situation. The basic strategy is to place the
new genetic material (e.g. a gene for a new
desired function) into the cell, and use the
cell’s natural machinery to integrate this
material into the genome. There are some
successful cases for both animal and plant
gene engineering.

Animal eggs or embryonal stem (ES)
cells can be directly microinjected with
gene expression DNA clones or fragments
to create a genetically engineered ani-
mal. For example, to produce human
β-interferon on a large scale, transgenic
sheep or cows are used for producing a
large amount of casein protein secreted
into milk by the mammary gland. The hu-
man β-interferon gene has been attached
to casein synthesis and secretion signals.
High levels of the protein (e.g. 10 g per liter
of milk) can be expressed in some animals.

Transgenic plants can be created by
the introduction of genes via infection
by Agrobacterium tumefaciens, a bacterium
that can transfer DNA of its Ti plasmid into
plant cells, where it integrates into the host
plant genome. To date, the main goals of
plant engineering are to induce tolerance
to herbicides and resistance to insect pests,
and to improve crop quality. For example,
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a gene from the Agrobacterium codes
for phosphinothricin-N-acetyltransferase
(PAT) that inactivates the herbicide Basta.
The PAT gene is inserted into the toxin
gene of the Ti plasmid, transferred into
plants via the Agrobacterium, and then inte-
grated into the plant genome. When plants
are engineered to contain this gene they
will have resistance to the glufosinate am-
monium herbicides. This allows selective
killing of weeds by herbicides.

Gene therapy also involves the introduc-
tion of a new gene or the modification of
an existing gene (itself or its activity) in
cells. Germ-line cell therapy is not allowed
in humans; however, somatic cell therapy
has been used to treat cystic fibrosis, severe
combined immune deficiency (SCID), tu-
mors and other diseases. This kind of gene
therapy can be applied to the whole body
(in vivo therapy) or to the cells removed
from a patient (ex vivo therapy). In the lat-
ter, the engineered cells are returned to the
patient.

Recombinant retroviruses or aden-
oviruses can be used as DNA vectors for
gene therapy. Retroviruses can accept up
to 7 kbp of introduced DNA and infect
only dividing cells. Because of this, they
are used in ex vivo therapies. Since they in-
tegrate into the host genome, their effect is
long lasting, but insertional mutagenesis is
a potential problem. Retroviruses are used
in the treatment of SCID. In contrast, ade-
noviruses can accommodate larger genes
and do not integrate into the host genome.
Their effect is transient. The main problem
with adenoviruses is the immune response
they elicit (used in the treatment of cys-
tic fibrosis and a 1-antitrypsin deficiency).
In another approach, recombinant gene
clones are encapsulated in liposomes (lipid
micels). This method produces no side ef-
fects but is less efficient in transferring
DNA to target cells. It does not cause an

immune reaction. Liposomes can be used
in vivo and ex vivo, and carry any size of
DNA fragments. The first gene therapy for
a human disease was successfully achieved
for SCID by introducing the missing gene
of Adenosine Deaminase (ADA) into the
peripheral lymphocytes of a 4-year-old girl
and returning the modified lymphocytes
to her system (1990). As of January 2000,
more than 350 gene therapy protocols have
been approved in the United States.

5
Concluding Remarks

Technologies for development of DNA
libraries are evolving extremely rapidly.
Different types of DNA libraries have been
developed with different DNA sources,
functions, and cloning vectors. The ad-
vent of large-insert DNA libraries such
as YAC, BAC, PAC, BIBAC, and PBC
has revolutionized chromosome walking,
whole-genome physical mapping and se-
quencing of large, complex genomes.
Further dramatic improvements in the
technology of DNA library construction
are to be expected. The applications and
potential uses of various DNA clones con-
taining all kinds of genes have made
it clear that DNA libraries continue to
be indispensable genetic resources and
tools for every aspect of molecular re-
search from molecular biology, molecular
genetics and genomics to human gene
therapy.

See also Body Expression Map
of Human Genome; Genetics,
Molecular Basis of; Genomic
DNA Libraries, Construction and
Applications.
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Keywords

Enzymatic Photoreactivation
A process in which pyrimidine dimers, produced by ultraviolet (UV) irradiation of
DNA, are repaired by their enzyme-catalyzed monomerization.

DNA Photolyase
The enzyme that catalyzes enzymatic photoreactivation of pyrimidine dimers in DNA.

Cyclobutane Pyrimidine Dimers
Covalently joined adjacent pyrimidines in DNA produced by exposure of DNA to
ultraviolet radiation.

O6-Methylguanine-DNA Methyltransferase
An enzyme that specifically transfers methyl groups from the methyltransferase O6
position of guanine in DNA to itself.

Base Excision Repair
A DNA excision repair mode, whereby damaged bases are excised as the free bases.

Nucleotide Excision Repair
A DNA excision repair mode whereby damaged bases are excised as
nucleotide structures.

Mismatch Repair
A DNA repair mode whereby mispaired bases are excised from DNA.

DNA Damage Tolerance
Any mechanism by which base damage in DNA is effectively bypassed during DNA
replication without its removal prior to the bypass.

� DNA repair comprises a series of biochemical processes by which alterations of the
chemical structure of DNA are eliminated and the DNA is restored to its native state.
By strict definition, the term excludes cellular responses by which DNA damage
is tolerated but not eliminated from the genome. However, popular usage has
incorporated DNA damage tolerance as a mode of DNA repair in a biologically
meaningful sense. Hence, for completeness, a particular mode of damage tolerance
called translesion DNA synthesis (TLS) is included in this discussion.
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DNA repair occurs by a variety of distinct biochemical pathways. These differ
primarily on the basis of the particular type of damage under consideration.
The damage can affect both, the nitrogenous bases and the sugar-phosphate
backbone of DNA. The most important form of DNA damage in the latter
category is strand breaks. However, this discussion is confined to the repair of
damage to the nitrogenous bases in DNA, the informational components of the
genetic material. The detailed mechanisms of known DNA repair pathways vary
in different organisms. This article considers DNA repair pathways in the yeast,
Saccharomyces cerevisiae.

1
Yeast as a Eukaryotic Model

Yeasts are eukaryotes, since within each
cell the genetic material is contained in
a morphologically discrete nucleus. How-
ever, yeast cells are not organized into
tissues and organs. Thus, they are clas-
sified as lower eukaryotes. Nonetheless,
the essential parameters of nucleic acid
metabolism in yeast cells are very similar
to those in higher eukaryotes (including
mammals). Thus, yeasts have served as
informative models for exploring many as-
pects of the molecular biology of eukaryotic
DNA metabolism.

Yeasts have been shown to be a tractable
organism for genetic studies and for re-
combinant DNA technology. Yeast cells
are also easy and inexpensive to grow
in the laboratory and have a short life
cycle. The latter property provides the fur-
ther advantage that they multiply rapidly
relative to mammalian cells. The two
yeasts most widely used in research are
the budding yeast Saccharomyces cere-
visiae and the fission yeast Schizosac-
charomyces pombe. However, these two
yeasts are as evolutionarily distant from
one another as each of them is from
Homo sapiens. This review is confined
to a consideration of DNA repair in the

yeast S. cerevisiae. Thus, the terms yeast
and S. cerevisiae are used interchangeably
here.

2
DNA Repair by the Reversal of Base
Damage

Several types of base damage can be
repaired by single step biochemical re-
actions during which specific chemical
alterations are directly reversed. The two
best-studied examples of this mode of
DNA repair in yeast are the enzymatic
photoreactivation (EPR) of cyclobutane
pyrimidine dimers (CPD) and of [6–4]
photoproducts caused by UV radiation,
and the repair of O6-methylguanine and
O4-methylthymine in DNA caused by ex-
posure to alkylating agents.

2.1
Enzymatic Photoreactivation (EPR)

When living cells are exposed to UV
light at wavelengths of ∼260 nm (near
the absorption maximum for DNA), the
absorbed radiation can produce chemical
alterations of the bases, resulting in the for-
mation of distinctive photoproducts. The



430 DNA Repair in Yeast

quantitatively major photoproduct in DNA
arises from the covalent joining of adjacent
pyrimidines through saturation of the 5,6
double bonds. These altered bases are
called cyclobutane pyrimidine dimers (CPD)
because the covalent linkage between them
comprises a cyclobutane ring structure.
A second predominant photoproduct is
called the pyrimidine–pyrimidone (PP) or
[6–4] photoproduct ([6–4] PP), in which
adjacent pyrimidines are covalently joined
through a 6,4 linkage.

Repair enzymes in yeast called pho-
toreactivating enzymes or DNA photolyases
that specifically recognize either CPD or
[6–4] PP in DNA catalyze their rever-
sal, generating the native dipyrimidine

state (Fig. 1). Both CPD-DNA photolyase
and [6–4] PP-DNA photolyase catalyze
photochemical reactions that require the
presence of light at wavelengths ranging
from ∼350 to 450 nm. The absorption of
light at photoreactivating wavelengths and
the specific photochemistry required to
monomerize CPD and [6–4] PP is effected
by chemical entities called chromophores
that are noncovalently bound compo-
nents of all DNA photolyases (Fig. 1).
The specific binding of DNA photolyases
to substrate sites in DNA does not re-
quire the presence of the chromophores or
photoreactivating light. Hence, the com-
plete photolyase reaction can be written
as follows.

Release of enzyme to restore 
native DNA

Absorption of light (> 300 nm)

hν

Complex of DNA with
photoreactivating enzyme

Pyrimidine dimer in UV DNANative DNA

Fig. 1 Schematic representation of the reversal of pyrimidine dimers in
DNA by yeast photoreactivating enzyme (pyrimidine dimer-DNA
photolyase).
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E + DNA[Py<>Py]
Dark reaction−−−−−−−−→ E − DNA[Py<>Py]

Light reaction−−−−−−−−→ E + DNA[PyPy]

2.1.1 The Utility of DNA Photolyases
The substrate specificity of DNA pho-
tolyases for CPD and [6–4] PP has fa-
cilitated the use of this class of DNA
repair enzymes as specific probes for the
presence of these photoproducts in DNA.
Since DNA exposed to UV radiation con-
tains multiple types of photoproducts, it is
possible to correlate a particular biologi-
cal endpoint with the presence of CPD or
[6–4] PP, or by showing that the endpoint
is mitigated by their removal by enzymatic
photoreactivation. This is particularly use-
ful for studies in living cells. The removal
of CPD or [6–4] PP from UV-irradiated
DNA by incubating DNA in the presence
of DNA photolyase in vitro also enriches
for other types of photoproducts, which
may be the primary focus in DNA repair
studies. Finally, when used under appro-
priate conditions, the tight binding affinity
of DNA photolyases for CPD and [6–4] PP
respectively, in DNA, allows for the detec-
tion and quantitation of these lesions.

2.2
Repair of Alkylation Damage by
06-Methylguanine-DNA Methyltransferase

A second ubiquitous example of the
repair of specific types of base dam-
age in DNA is that effected by the
enzyme O6-methylguanine-DNA methyl-
transferase. The methylation of oxygen
and nitrogen atoms in the nitrogenous
bases in DNA is a frequent consequence of
the exposure of DNA to reactive alkylating
agents, including some that are generated
in living cells. Many sites in each of the four
bases are sensitive to the covalent addition

of small alkyl groups. However, alkylations
at O6-G and O4-T are uniquely avail-
able for repair by O6-methylguanine-DNA
methyltransferase. During the course of
this repair reaction, the methyl groups
(which can alter the normal base pair-
ing properties of DNA during replication
and hence promote mutations) are trans-
ferred and covalently attached to a specific
cysteine in the enzyme, resulting in the
formation of a 5-methylcysteine residue
in the polypeptide, thereby inactivating it.
Hence, the enzyme is consumed in the
reaction in which it participates and acts
stoichiometrically rather than catalytically.
Such enzymes are called suicide enzymes.
This novel enzyme also removes ethyl and
butyl groups from the O6 position of gua-
nine and the O4 position of thymine in
DNA, though less efficiently.

The yeast enzyme is encoded by a
gene called MGT1. Not unexpectedly,
mgtl mutants are hypersensitive to the
lethal and mutagenic effects of alkylat-
ing agents. Such mutants also manifest
an increased rate of spontaneous mu-
tagenesis, suggesting that alkylation of
O6-G and O4-T occurs naturally in yeast.
Natural sources of such spontaneous alky-
lation damage to DNA have in fact been
identified. The amino acid sequence of
the yeast enzyme is highly conserved. In
all O6-methylguanine-DNA methyltrans-
ferase proteins studied, including that
from yeast, the same cysteine residue is
used as the methyl acceptor species. This
cysteine residue is present in the highly
conserved penta-amino acid sequence
Pro-Cys-His-Arg-Val/Ile. It is not obvi-
ous what structural features of alkylated
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guanine and thymine provide the exquisite
substrate specificity of O6-methylguanine-
DNA methyltransferase, although it has
been noted that both the O6 position of
guanine and the O4 position of thymine oc-
cupy the major groove of double-stranded
DNA. However, O6-methylguanine-DNA
methyltransferase does not catalyze the
removal of alkyl groups in other positions
on bases, which also project into the major
groove. Thus, enzyme specificity is appar-
ently also conferred by oxygen atoms of
the nitrogenous bases carrying bound alkyl
groups.

3
DNA Repair by the Excision of Base
Damage

The fundamental paradigm of all exci-
sion repair is the physical removal of
the damaged, incorrect (with respect to
base pairing), or inappropriate (with re-
spect to normal DNA function) bases, and
the restoration of normal sequence infor-
mation by using the opposite intact DNA
strand as a template for DNA synthesis.
Hence, all excision repair modes require
template-directed repair DNA synthesis,
that is, double-stranded DNA.

All excision repair modes share in
common a requirement for the enzyme-
catalyzed removal of damaged bases. In
some cases, the damaged (or inappropri-
ate) bases are excised as free bases. This
mode of excision repair is called base ex-
cision repair (BER) (Fig. 2). In other cases,
the damaged bases are removed as part
of a larger entity, typically an oligonu-
cleotide fragment, which in yeast is ∼30
nucleotides long. This mode of repair
is called nucleotide excision repair (NER)
(Fig. 3). There are indications from studies
on the yeast S. pombe that NER can occur
by several biochemically distinct modes. A
form of NER that operates specifically on
mispaired bases and which is specifically
directed to the strand containing the incor-
rect base is called mismatch repair (MMR)
or mismatch correction (Fig. 4).

3.1
Base Excision Repair (BER)

The substrates amenable to BER are
determined by the range of specificity
exhibited by repair enzymes called DNA
glycosylases (see below). In general, BER
operates on bases that are chemically
altered in ways that result in minimal,
if any, distortion of the DNA double

Fig. 2 Schematic model of base excision repair (BER) of DNA. The figure shows the presence of a
uracil residue in DNA that arose by the deamination of cytosine. This residue is specifically
recognized by uracil-DNA glycosylase, which catalyzes its removal, leaving an apurinic (AP) site in the
DNA. This site is attacked by an AP endonuclease activity (such as the yeast APN1, human APE or
HAP 1 activities), resulting in hydrolysis of the phosphodiester bond 5′ to the AP site. Two possible
schemes are shown for further repair of the DNA. On the left, DNA polymerase β inserts a single
correct nucleotide and at the same time a dRpase activity excises the 3′ deoxyribose-phosphate
moiety generated by the AP endonuclease. DNA ligase (which in human cells is believed to act in
concert with XRCC1 protein) ligates the DNA, thereby completing the DNA repair. The scheme
shown on the right suggests that, in some cases, a different DNA polymerase may begin synthesis at
the site of the nick created by the AP endonuclease, peeling back a 5′ single-stranded region and
eventually generating a flap structure. This flap is specifically recognized by an enzyme called Rad27
protein in yeast and DNase IV, MF1 or FEN-1 in mammalian cells. DNA ligation, then, completes the
repair as before. (Reproduced with permission from T. Lindahl.)
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helix. Many such forms of base damage
result from the presence of chemically
reactive oxygen species (ROS) in cells.
Hence, oxidative base damage is heavily
dependent on BER for its repair. Such
damage is believed to be an important
form of spontaneous mutations.

3.1.1 DNA Glycosylases
During BER, the excision of damaged
bases is achieved by the enzyme-catalyzed
hydrolysis of the N-glycosyl bond that
links the base to the rest of the DNA
molecule (Fig. 2). Enzymes endowed with
this catalytic function are called DNA
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(a)

(b)

Damage-
specific 
recognition

Rad1/Rad10 Rad2 (?)

5′
3′

3′
5′

5′
3′

3′
5′

(c)

Fig. 3 Cartoon showing the postulated
mechanism of bimodal incision of DNA
during Global NER in yeast. Following
the specific recognition of base damage
by the GNER machinery, a ‘‘bubble’’
structure is somehow generated. The
Rad1/Rad10 enzyme recognizes the
junction between double-stranded and
single-stranded DNA, and cleaves the 3′
single-stranded DNA. The Rad2
endonuclease similarly recognizes the
junction between double-stranded and
single-stranded DNA, and cleaves the 5′
single-stranded DNA. The opposite
(undamaged) strand must somehow be
protected, since in vivo incisions are
only made on the damaged strand.
(Reproduced with permission from E. C.
Friedberg, G. C. Walker and W. Siede.)

glycosylases. Yeast and most other living or-
ganisms have multiple DNA glycosylases,
each of which is more or less specific for
different types of base damage. DNA gly-
cosylases are monomeric proteins with no
requirement for divalent cations or other
cofactors. The first DNA glycosylase dis-
covered is called uracil-DNA glycosylase
because it exclusively recognizes uracil
residues in DNA.

DNA glycosylases are not only endowed
with the ability to recognize particular
bases but also to only recognize these
in the context of deoxyribose linkages.
Thus, uracil-DNA glycosylase does not
remove uracil from RNA. Some DNA
glycosylases have a more relaxed substrate
specificity. For example, a DNA glycosylase
called 3-methyladenine-DNA glycosylase
II not only recognizes 3-methyladenine
residues in DNA but also recognizes 7-
methylguanine and 3-methylguanine. A
3-methyladenine-DNA glycosylase activity
has been identified in yeast cells. The
protein is encoded by a gene called MAG,
which is upregulated when yeast cells are

exposed to alkylating agents. Curiously, as
is the case with the yeast PHR1 gene (see
above), induction of MAG expression also
occurs following DNA damage by agents
such as UV radiation, which do not result
in the formation of alkyl groups in DNA.

3.1.2 AP Endonucleases
The release of free bases catalyzed by
DNA glycosylases results in the gener-
ation of sites of base loss (apurinic or
apyrimidinic sites) in the genome (Fig. 2).
The repair of AP sites and hence the
completion of the process of BER re-
quires the participation of several other
enzymes. Sites of base loss, generated by
the action of DNA glycosylases or by spon-
taneous hydrolysis of N-glycosyl bonds,
are attacked by a specific class of en-
donucleases called apurinic/apyrimidinic
(AP) endonucleases. All known AP en-
donucleases catalyze the hydrolysis of the
phosphodiester bond 5′ to the site of base
loss generating nicks with 3′-OH and 5′-
Phosphate termini (Fig. 2). In vitro, some
DNA glycosylases (such as the pyrimidine
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E.coli 
protein 
homolog

MutS

S. cerevisiae
proteins

S. cerevisiae
known activity 

or probable 
function

MutSa

MutSb

MutL

MutLa

MutLb

Exo1 DNA nuclease
that interacts with

MSH2, MSH3, and MLH1.
Possible functional
 equivalent of MutH

 in E. coli

Increased affinity of
  MutSa or MutSb 

to mismatched
 or looped DNA

Binding to 
mispaired 

bases or loops

MSH3  MSH6

MLH1  MLH3

MSH2  MSH6

MLH1  PMS1

MSH2    MSH6 MSH3    MSH6

MLH1     PMS1 MLH1    MLH3

MLH1  MLH2 ?

MLH2 presumed to
 function analogously 

to MLH3

Fig. 4 Top panel: A Schematic of function among the known
yeast mismatch repair factors. The MSH2–MSH6 complex or the
MSH3–MSH6 complex bind mismatched or looped DNA. The
MLH1–PMS1 or MLH1–MLH3 complexes bind MSH2-MSH6 or
MSH3-MSH6, enhancing affinity for the mismatch site. Bottom
panel: Table describing the known or presumed protein factors
involved in yeast mismatch repair.

dimer-DNA glycosylase discussed above)
are able to effect cleavage of the 3′-
phosphodiester bond at AP sites through
a so-called AP lyase activity.

The quantitatively major AP endonucle-
ase activity in yeast is variously designated
as yeast AP endonuclease I, yeast DNA
diesterase, yeast 3′-phosphoglycoaldehyde
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(3′-PGA) diesterase, or yeast AP endo-
nuclease/3′-diesterase. The enzyme has
a molecular weight of ∼40.5 kDa and
is a metalloenzyme. Atomic absorption
spectroscopy has revealed the presence
of 3.3 Zn++ ions per molecule of pro-
tein. Nuclease activity is also stimulated
by Co++ ions. In addition to its AP
endonuclease activity, yeast AP endonu-
clease can excise a variety of 3′ esters in
DNA including 3′-phosphoglycoaldehyde,
3′-phosphoryl groups and 3′-α, β unsat-
urated aldehydes. Like all AP endonu-
cleases, the enzyme hydrolyses DNA 5′
to AP sites, generating 3′-OH and 5′-
deoxyribose- phosphate termini.

The structural gene that encodes this AP
endonuclease is designated APN1. Strains
carrying disruptions or deletions of the
APN1 gene are hypersensitive to killing by
a variety of oxidative and alkylating agents,
which damage DNA. Additionally, such
mutants have a spontaneous mutation rate
about an order of magnitude greater than
that observed in wild-type yeast cells.

3.1.3 Repair Synthesis, Excision and DNA
Ligation
The incision of DNA 5′ to sites of base
loss provides a normal 3′OH nucleotide
terminus for the initiation of repair
synthesis of DNA (Fig. 2). The yeast
repair synthesis during BER is effected
by an enzyme called DNA polymerase δ,
but a related enzyme, DNA polymerase
ε, may also carry out this function. It
is not known what specific conditions
dictate the preferential utilization of a
particular DNA polymerase. The repair
synthesis reaction is limited. Only ∼2 to 4
nucleotides are inserted. To achieve this,
the DNA strand with the 5′-phosphate
terminal AP site must be displaced by
a limited nick translation. As shown in
Fig. 2, displacement of a single strand

with a 5′ terminus by repair synthesis
would generate a three-stranded flap
structure. A yeast enzyme has been
identified, which specifically recognizes
flap structures with 5′ single-strand tails
and removes the single-stranded flap. This
protein is encoded by a gene called RAD27.
The substrate specificity of the Rad27
nuclease has promoted the notion that
repair synthesis precedes excision of the
AP site during BER as shown in Fig. 2.
However, an equally plausible model is
that the 5′ terminal AP site is excised first
and repair synthesis follows this event.

Figure 2 also shows an alternative repair
synthesis/excision reaction for which there
is substantial evidence in mammalian
cells. In this reaction, a single nucleotide
is believed to be inserted by DNA poly-
merase β. The 5′ terminal AP site is then
excised by an enzyme called DNA deoxyri-
bophosphodiesterase (dRpase). Hence, the
repair synthesis patch during this putative
mode of BER is one-nucleotide long. A
dRpase activity has not been identified in
yeast. A gene that encodes a polypeptide
with the properties of mammalian DNA
polymerase β has been cloned from yeast.
However, deletion of this gene produces
no recognizable phenotype. This does not
necessarily mean that the polymerase has
no role in DNA repair, since in its ab-
sence the alternative longer patch repair
synthesis mode may operate exclusively.

3.1.4 DNA Ligation
The final event in all excision repair
reactions is the joining of newly inserted
nucleotides with 3′-OH termini to the 5′-
phosphate terminus of the extant DNA.
This joining reaction is catalyzed by an
enzyme called DNA ligase. A DNA ligase
encoded by the yeast CDC9 gene has been
purified and characterized. However, there
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are indications that yeast cells contain at
least one other DNA ligase activity.

3.2
Nucleotide Excision Repair (NER)

Unlike BER, in which different repair
enzymes (DNA glycosylases) recognize dif-
ferent forms of base damage, NER is in
general characterized by the recognition of
multiple diverse types of base damage by
a single repair apparatus. Yeast has been
a particularly informative model for deci-
phering the many genetic and biochemical
complexities of NER in eukaryotes. Paral-
lel studies in yeast and mammalian cells
have shown that the genes and proteins
involved in NER are conserved, and that
the detailed biochemistry of this process
in these organisms is different from that
in bacteria. This structural and functional
conservation has allowed for reliable ex-
trapolations from yeast to man, and vice
versa, and at the risk of some inaccuracy,
we will continue to make such extrapo-
lations in the ensuing discussions. Very
recent studies in the yeast S. pombe have
also provided evidence that NER can occur
by more than one biochemical pathway
in eukaryotic cells (see later discussion).
A fundamental issue yet to be resolved is
what determines the broad substrate speci-
ficity of the NER apparatus. It appears that
two fundamental DNA elements must be
present for a DNA lesion to be recognized
by NER: the presence of a covalent modifi-
cation of the DNA, either on a nucleobase
or on the phosphodiester backbone, and
loss of DNA base pairing. DNA damage
recognition is the first step in NER.

3.2.1 NER Mediated by Dual
Damage-specific Endonucleases
This excision repair mode is character-
ized by enzyme-catalyzed incision of the

affected DNA strand both 5′ and 3′ to sites
of base damage at relatively precise dis-
tances from such sites, generating oligonu-
cleotide fragments ∼30 nucleotides long,
which are subsequently excised (Fig. 3).
During NER, the 5′ incisions are located
∼22 nucleotides from the sites of dam-
age while the 3′ incisions are located just
five nucleotides from these sites (Fig. 3).
This precise spacing of nicks is believed
to result from the formation of a discrete
‘‘repair bubble’’ ∼30 nucleotides long by
unwinding of the DNA duplex around the
site of base damage (Fig. 3). This repair
bubble is generated by the action of two
DNA helicases, Rad3, and Rad25 (Ssl2)
that unwind DNA in opposite directions.
The two DNA helicases are part of a larger
protein complex called TFIIH that partici-
pates in both NER and RNA polymerase II
transcription (see later discussion).

Other proteins specifically recognize and
cleave double-strand/single-strand junc-
tions in DNA with polarities that are
specified by the directionality of the single-
stranded DNA. Hence, the 5′ endonuclease
for NER in yeast, consisting of a het-
erodimer of the products of the RAD1
and RAD1O genes, cleaves the 3′ single-
stranded DNA at double-strand/single-
strand junctions in vitro (Fig. 3). In con-
trast, the 3′ endonuclease, consisting of
the monomeric product of the yeast RAD2
gene, specifically cleaves the 5′ single-
stranded DNA at double-strand/single-
strand junctions (Fig. 3). So the sub-
strate specificity for incision of damaged
DNA during NER is determined by the
presence of duplex-/single-stranded DNA
junctions generated by the TFIIH heli-
cases rather than by the damaged bases
themselves.

Besides the Rad1, Rad1O, Rad2, Rad3,
and Ss12 proteins, the nucleotide ex-
cision machinery in yeast includes at
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least six other proteins designated Rad4,
Radl4, Ssl1, Tfb1, Tfb2, Tfb3, and Tfb4
(Fig. 5). Rad14 protein binds preferentially
to damaged DNA in vitro. The Rad4 and
Rad23 proteins may be involved in the
recognition of base damage as well, and
the Rad7 and Radl6 genes are believed
to be required for the post-incision exci-
sion of oligonucleotide fragments. All of
the proteins required for NER in yeast
are believed to be assembled into a large
multiprotein complex called the nucleotide
excision repairosome (Fig. 5).

3.2.2 Proteins for NER are Required for
Transcription by RNA Polymerase II
As mentioned above, Rad3, Ss12, Ssl1,
Tfb1, Tfb2, Tfb3, and Tfb4 proteins are
components of a protein complex called
TFIIH, which in concert with several other
transcription factors is required for the
initiation of basal transcription by RNA

polymerase II. It has been demonstrated
that Rad3, Ss12, Ssl1, and Tfbl are
indispensable for NER in vitro and it is
likely that the same is true of the Tfb2
and Tfb3 proteins. Hence, all six of these
proteins are probably bifunctional, with
obligatory roles in Global NER and in RNA
polymerase II transcription.

3.2.3 NER Mediated by a Single
Damage-specific Endonuclease Activity
Recent studies in the yeast S. pombe
have identified a novel endonuclease that
recognizes CPD and [6–4] photoproducts,
as well as various bulky chemicals in
DNA. The enzyme nicks DNA uniquely 5′
immediately adjacent to sites of damage.
The events that follow the 5′ incision
event are not yet known. It is likely that
the physical excision of the base damage
(presumably as part of an oligonucleotide
fragment) is effected by events associated

Rad16
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Rad23

Rad14

Rad10

Rad1

Rad7

Rad2

Rpa1Rad3

Ssl2

Ssl1

Tfb4Tfb3

Tfb1
Tfb2

Yeast
nucleotide
excision

repairosome

2
3

Fig. 5 A cartoon showing all the known protein subunits of the fully
assembled yeast nucleotide excision repairosome. The subcomplex
comprising Rad3, Ssl2, Tfb1, Tfb2, Tfb3, and Tfb4 proteins is
called TFIIH.
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with repair synthesis and nick translation,
without a requirement for a second
endonuclease.

3.3
Mismatch Repair

Mismatch repair refers to biochemical
events that result in the excision of mis-
matched bases from DNA. The repair of
mismatches can occur by either a BER
mode or a NER mode, that is, the mis-
matched bases can be excised as free
bases or as nucleotides. The BER mode
of MMR is limited to certain mismatches
and has not been identified in yeast. In
contrast, the NER mode of MMR is ubiq-
uitous and appears to be mechanistically
conserved from prokaryotes to humans.
During semiconservative DNA synthesis
in E. coli, newly replicated DNA strands
are methylated at GATC tetranucleotide
sequences. The kinetics of this process
results in a period of transient under-
methylation of these strands. The MMR
system exploits this chemical difference to
provide strand specificity for the excision of
mispaired bases. In E. coli, the presence of
both mismatched bases and undermethy-
lated (at GATC sequences) DNA results
in the binding of proteins encoded by the
mutS and mutL genes. The formation of
a bound MutS/MutL complex activates a
latent endonuclease in a protein encoded
by the mutH gene, resulting in the incision
of the newly replicated DNA strand at an
unmethylated GATC sequence. This nick
can occur either 5′ or 3′ to a mismatch and
initiates degradation of the DNA between
the nick and the mismatch, resulting in ex-
cision of the latter. The excision reaction,
which is dependent on the MutS and MutL
proteins, a DNA helicase and an exonucle-
ase, results in the excision of a tract of DNA
that extends from the site of the mismatch

to the site of incision at the nonmethylated
GATC sequence.

Homologous systems for MMR have
been identified in yeast and in higher eu-
karyotes. Yeast DNA is not methylated,
hence the molecular basis for the strand
specificity during MMR in this organism
is unknown. Six yeast genes have been
shown to be homologous to the E. coli
MutS gene, designated MSH1 – MSH6
(for Mut S Homolog) (Fig. 4). The MSH4
and MSH5 proteins are not believed to
function in MMR, but rather in meiotic re-
combination events. MSH1 protein is tar-
geted to mitochondria. The MSH2, MSH3,
and MSH6 proteins bind mismatched and
looped-out DNA bases as heterodimeric
protein complexes. MSH2 and MSH6
form a complex known as MutSα, while
MSH3 and MSH6 form MutSβ (Fig. 4).
Homologs of E. coli MutL protein include
MLH1, MLH2, MLH3, and PMS1. Several
of these factors also form heterodimeric
protein complexes with each other that
interact with the MutSα and MutSβ com-
plex in vitro. The MLH1-PMS1 complex
is known as MutLα, which interacts with
both MutSα and MutSβ. MLH1 and MLH3
form the complex MutLβ, which interacts
with MutSβ.

MutSα binds most readily to single base
mismatches while MutSβ prefers longer
looped-out regions of DNA. MutLα in-
creases the affinity of either MutSα or
MutSβ for mismatched or looped DNA.
Additionally, ATP binding to MutLα in-
duces a conformational change. In E. coli,
MutL increases the translocation of MutS
in traversing from the mismatch site to the
nearest site of hemimethylation that es-
tablishes strand specificity, the nonmethy-
lated strand being the newly synthesized
DNA and hence the strand requiring cor-
rection. As already mentioned, the same
mechanism cannot hold for yeast and it has
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been postulated that a MutLα conforma-
tional change may recruit the necessary
factors for subsequent events of MMR
such as strand discrimination.

The other required factors for MMR
have not been determined, but likely in-
clude EXO1, which interacts with MSH2,
MSH3, and MLH1. EXO1 is a DNA nucle-
ase but bears homology to the XPG/FEN1
family rather than E. coli MutH. The
EXO1 relationship to MMR has also been
suggested genetically through epistasis
analysis. Hence, EXO1 may function as
the exonuclease required for removal of
mismatched DNA or loops. Additionally,
Proliferating Cell Nuclear Antigen (PCNA)
has been shown to interact both with
MutSα and MutSβ through MSH6 and
MSH3, respectively. PCNA is also capable
of disrupting MutSα-MutLβ-mismatched
DNA complexes. Interaction with PCNA
suggests that yeast MMR is influenced
by the DNA replication machinery, which
perhaps affords a basis for strand discrim-
ination.

4
DNA Damage Tolerance by Translesion
DNA Synthesis (TLS)

Various types of base damage can impede
or completely arrest normal high-fidelity
DNA replication, thereby compromising
the ability of cells to traverse the cell cycle
during cell division. To avoid cell death,
cells have evolved multiple mechanisms
to bypass the arrested DNA replication
machinery (Fig. 6). One of these utilizes
several specialized DNA polymerases that
have the ability to bypass template lesions
that block DNA replication by the process
of translesion DNA synthesis. Higher
eukaryotes are endowed with at least
nine such polymerases; the genome of

S. cerevisiae reveals open reading frames
for just three of these called Rev 1,
DNA polymerase ζ (polζ ) and DNA
polymerase η (polη). Rev1 may not be
a true translesion polymerase since its
catalytic activity is almost exclusively
confined to the incorporation of cytidine
into DNA. Hence, Rev1 is also referred to
as dCMP transferase. Polη and Polζ are
typical translesion polymerases. Like all
such enzymes, these two polymerases are
endowed with a structure that facilitates
their ability to replicate past various types
of DNA lesions. This relaxed fidelity
results in markedly reduced accuracy for
nucleotide incorporation when copying
either damaged or undamaged DNA.
Hence, these polymerases are highly error
prone and can generate mutations. Their
potential for mutagenic DNA synthesis
presumably requires that they do not
normally access the genome when not
required for translesion DNA synthesis.

Polη is highly conserved in higher
eukaryotes and in human cells has been
identified as the product of the XP V
gene, which when inactivated, results in
the disease xeroderma pigmentosum (XP).
XP is characterized by extreme sensitivity
to sunlight with a markedly increased
predisposition to cancer in exposed areas
of the skin. Like the human enzyme, yeast
polη is able to bypass thymine–thymine
dimers and possibly other CPDs. In
doing so, it incorporates adenine opposite
the dimerized thymines with the same
relative accuracy as it incorporates adenine
opposite native adjacent thymine pairs. It
has been similarly demonstrated to bypass
other types of base damage with relative
accuracy. Hence, it would appear that
polη has evolved to bypass many types
of base damage with relative accuracy in
S. cerevisiae. The biological role of polζ is
not known. In vitro, this enzyme, like polζ ,
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Fig. 6 Diagrammatic representation of TLS by
two specialized polymerases in yeast, Polη and
Polζ . These polymerases overcome blocks in
replication caused by a DNA lesion (a) The DNA
replicative machinery stalls immediately behind
a site of base damage (triangle). (b) The two
specialized polymerases (η and ζ ) bind to the
arrested replication complex. (c) This interaction
promotes a conformational change in the
arrested replication machinery placing Polη in

direct proximity to the site of base damage,
allowing DNA synthesis across the lesion.
(d) Polη dissociates and allows Polζ to complete
the process of replicative bypass by
incorporating several more nucleotides. Once
the lesion has been completely bypassed, the
polζ dissociates and the replicative machinery
assumes DNA replication. Changes to the DNA
sequence are incorporated as a result of this
process, known as translesion synthesis.

can bypass various types of base damage.
It remains to be determined whether polζ
merely serves as a backup TLS polymerase
function in yeast, or has some other

function. Studies on TLS polymerases in
general suggest that polζ may function
primarily, if not exclusively, to extend
DNA synthesis beyond sites of TLS by
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enzymes like polη. Thus, TLS is considered
to be a two-step process involving the
incorporation of one or two nucleotides
opposite sites of base damage by one
TLS enzyme, followed by extension of
the primer terminus for a limited number
of nucleotides. These two DNA synthesis
events may well be coupled.

The precise mechanism whereby the
replication machinery switches places with
one or more TLS polymerase at the
primer terminus of a site of arrested DNA
replication is unknown. Nor is it known
how a particular TLS enzyme or enzyme
pair is selected for the bypass of a particular
lesion. The mutations generated by TLS
are not necessarily always deleterious.
Genomic infidelity is a required backdrop
for Darwinian evolution.

See also Genetics, Molecular Basis
of.
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Keywords

Origin (ori)
A unique site on the chromosome from which DNA replication starts in either one or
both directions.

Replication Fork
A moving front of DNA replication at which a double-stranded DNA helix is separated
into two newly replicated helices.

DNA Polymerase
An enzyme that catalyzes the formation of DNA chain by adding deoxyribonucleotides
to the 3′-hydroxyl end of a preexisting DNA strand.

Promoter
A region on a DNA molecule in which an RNA polymerase binds and initiates
transcription.

Transcription Factor
A class of regulatory protein that binds to a promoter or to a nearby sequence of DNA
to facilitate or prevent initiation of transcription.

RNA Polymerase
An enzyme that transcribes an RNA molecule from one strand (template strand) of a
DNA molecule.

� Genetic information of organisms is kept in DNA in the form of an array of
nucleotide sequences, and the cell must precisely replicate its chromosomal DNA.
The self-complementary nature of the double-stranded DNA molecule is the basis
for accurate replication, and organisms are equipped with DNA polymerase enzyme,
which adds deoxyribonucleotides to preexisting DNA chains in the 5′ → 3′ direction,
along the template strand of DNA. One strand (the leading strand) is synthesized
continuously while the other (the lagging strand) is synthesized discontinuously and
is then sealed.

To extract information from DNA, a limited region of the DNA, which constitutes
the gene or the gene cluster (operon), is transcribed into RNA. This process is
catalyzed by RNA polymerase. As is the case with DNA polymerase, this enzyme
is composed of multiple subunits and catalyzes the addition of ribonucleotides to
the growing RNA chain in the 5′ → 3′ direction, along the template DNA. Both
the startpoint and the frequency of transcription are determined by the promoter,
a specific sequence of DNA to which RNA polymerase and transcription regulatory
proteins can bind.
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1
DNA Replication

Precise transmission of chromosomal
DNA from generation to generation is
crucial to cell propagation. This can only
be achieved when chromosomal DNA
is accurately replicated, providing two
copies of the entire genome for faithful
distribution into each daughter cell. To
this end, the cell has special mechanisms
to maintain the high fidelity of DNA
replication, to segregate the replicated
DNA, and to coordinate DNA replication
and cell division tightly within the cell
cycle.

Interest and research in DNA replication
have been fueled by increasing concerns
with mutagenesis, evolution, carcinogen-
esis, and cancer therapy. Spontaneous
mutations, apparently a major force in
evolution, arise largely from errors dur-
ing DNA replication. Cancer cells, having
multiple mutations in genes controlling
the cell cycle, escape the tight regulation
of cell cycle and start their chromoso-
mal DNA replication abnormally. This
uncoupling of cell division and DNA
synthesis may frequently induce chro-
mosome disorders and additional muta-
tions, thus accelerating the malignancy.
Most anticancer treatments involve in-
hibition of DNA replication in cancer
cells.

Many basic concepts and techniques in
modern biotechnology are derived from
research on DNA replication. The de-
velopment of cloning vectors has de-
pended on the knowledge of the repli-
cation mechanisms of bacterial plasmids
and phages. Genetic engineering, DNA
sequencing, and the polymerase chain re-
action (PCR) utilize replicative enzymes,
such as DNA polymerase and DNA
ligase.

1.1
Structural Aspects of DNA Replication

The double-stranded nature of DNA pro-
vides the basis for its semiconservative
replication. The two strands of the parental
duplex contain complementary sequence
information. DNA synthesis by a poly-
merase also makes use of this complemen-
tarity in generating the daughter duplex.
A faithful copy can be made by comple-
mentary base pairing between the free
nucleotide substrate and the parental DNA
strand template. Thus, the daughter duplex
consists of one parental strand and one
new strand. Complementary base pairing
also allows for the correction of replication
errors by several repair mechanisms.

1.1.1 Replicon: Unit of Replication
DNA replication does not start at random
locations but at particular sites, called the
origins of DNA replication. A DNA whose
replication starts from an origin and pro-
ceeds bidirectionally or unidirectionally to
terminus site(s) is called a replicon, a unit
of DNA replication. In bacterial cells, the
circular chromosome contains a unique
origin and DNA replication proceeds bidi-
rectionally from the origin to the terminus
(Fig. 1(a)). Therefore, the whole bacterial
genome (4700 kb for Escherichia coli) is a
single replicon. This genome structure is
also common to most bacterial plasmids
and some phages, although some of them
are replicated unidirectionally.

On the other hand, eukaryotic cells con-
tain multiple replication origins on each
chromosome (Fig. 1(b)). In order for the
eukaryotic cell to replicate its huge genome
(2900 Mb per human haploid genome) in
a relatively short period (about 7 h for
the S-phase in a cultured animal cell),
many replicons function simultaneously.
Each replicon is 40 to 100 kb in size
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Fig. 1 Unit of DNA replication in prokaryotic and eukaryotic cells.
Symbols: O = replication origin, T = replication terminus.

and the number of replicons utilized de-
pends on the growth state of the cell:
more rapidly growing cells use more repli-
cons. There are some exceptional cases,
such as the early embryonic divisions of
Drosophila embryos, where the duration of
the S-phase is compressed by the simul-
taneous functioning of a large number of
replicons.

1.1.2 Replication Fork
In each replicon, replication is contin-
uous from the origin to the terminus
and is accompanied by the movement
of the replicating point, called the repli-
cation fork. Both parental DNA strands
are concurrently replicated at the fork.
Since DNA polymerase can extend a DNA
chain only in the 5′ → 3′ direction, repli-
cation at a fork is semi-discontinuous
(Fig. 2): DNA synthesis is continuous on

one strand (leading strand) and discon-
tinuous on the other (lagging strand).
Short pieces of DNA, called Okazaki
fragments, are repeatedly synthesized on
the lagging-strand template, with these
Okazaki fragments being a few thou-
sand nucleotides in bacterial cells and
a few hundred nucleotides in eukaryotic
cells.

The velocity of fork movement has been
estimated from the size of a replicon and
the length of its replication period. In
E. coli, the replication fork proceeds at
1000 bp/s and one Okazaki fragment is
synthesized every 1 to 2 s. In eukaryotic
cells, the rate of fork movement is slow,
10 to 100 bp/s. The distinction between
prokaryotic and eukaryotic replication may
be due to a difference in the replication
machinery or in the structure of the
chromosome.
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Fig. 2 Semi-discontinuous DNA synthesis at the replication fork.

1.2
Biochemistry of DNA Replication

DNA replication is a complex process
involving numerous enzymes at the repli-
cation fork. In E. coli, more than 20
different proteins participate in DNA repli-
cation. These were identified by screen-
ing of mutants defective in DNA repli-
cation and by purifying enzymes re-
quired for in vitro DNA synthesis. On
the basis of their biochemical roles in
different stages of chromosomal DNA
replication, these proteins are classi-
fied into several categories: (1) proteins
involved in the initiation of replica-
tion: DnaA, HU, DNA gyrase, single-
stranded DNA binding protein (SSB),
DnaB, DnaC, RNaseH1, and RNA poly-
merase; (2) proteins required for chain
elongation and connecting Okazaki frag-
ments: DnaG (primase), DNA polymerase
III (Pol III) holoenzyme, SSB, DNA
polymerase I (Pol I), RNaseH1, and
DNA ligase; (3) a swivel to relieve tor-
sional stress in advance of the replication
fork: DNA gyrase; (4) proteins for the

termination of replication and segregation
of daughter molecules: terminus binding
protein (Tus), DNA gyrase, and DNA
topoisomerase IV; (5) primosome proteins
required for reformation and restart of
replication fork when it accidentally col-
lapses: PriA, PriB, PriC, DnaT, DnaB,
DnaC, and DnaG. Among these proteins,
the DnaB helicase, primase (DnaG), and
Pol III holoenzyme are the basic com-
ponents acting at the replication fork,
forming a multiprotein complex called a
replisome (Fig. 3).

Replication of many bacterial plas-
mids and small phages requires most of
the host-encoded replication proteins, al-
though the initiation step of these extra
chromosomal replicons differs from that
at the host origin. Large phages such as T4
and T7 encode their own replication pro-
teins, whose activities resemble those of
the E. coli replication proteins. In eukary-
otic cells, chain elongation, termination,
and segregation appear to be carried out
by activities very similar to the E. coli repli-
cation proteins. Proteins involved in the
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RNA primer
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DNA polymerase

Leading strandLagging strand

5′3′

5′ 3′5′ 3′

Fig. 3 Hypothetical structure of replication machinery.
Primase, DNA helicase, and twin DNA polymerases form a
‘‘replisome.’’

initiation of chromosomal replication in
eukaryotic cells have also been identified.

1.2.1 DNA Polymerase
DNA polymerase plays a primary role in
replication, catalyzing synthesis of a DNA
chain complementary to the template DNA
strand as follows:

(dNMP)n + dNTP −−−→
(dNMP)n+1 + PPi

The reaction absolutely requires three
components: (1) deoxynucleosidetriphos-
phate (dNTP) as a substrate; (2) single-
stranded DNA as a template; and (3) a
short RNA or DNA as a primer. The
primer must be annealed to the template
by base pairing and its 3′-terminus must
possess a free 3′-OH group. Chain growth
is exclusively 5′ → 3′ since the polymer-
ization mechanism is a nucleophilic attack
by the 3′-OH group of the primer on

the α-phosphate of the incoming dNTP.
The products are a new primer, longer
by one nucleotide, and an inorganic py-
rophosphate. 2′,3′-dideoxy NTP can be
incorporated by some DNA polymerases,
but blocks chain elongation because it
lacks a free 3′-OH group. This chain termi-
nation property is utilized in some DNA
sequencing methods.

Both prokaryotic and eukaryotic cells
possess multiple numbers of distinct
DNA polymerases (Table 1), which differ
in their structures as well as in their
biochemical and biological functions. A
3′ → 5′ exonuclease activity is associated
with all replicative DNA polymerases
except the eukaryotic Pol α. The fidelity
of DNA synthesis is increased by the 3′ →
5′ exonuclease activity, which allows for
removal of nucleotides incorrectly inserted
by the polymerase.

In E. coli, Pol III holoenzyme is the ma-
jor replicative polymerase for both leading-
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Tab. 1 DNA polymerases found in prokaryote and eukaryote.

Organism DNA
polymerase

Processivity Editing
exonuclease

Function Unique
features

E. coli Pol I Low Yes Repair 5′ → 3′ exonuclease
associated

Pol II Medium Yes TLS Structural homology
to eukaryotic
Pol α

Pol III High Yes Replication Asymmetric dimer
with twin active
site

Pol IV Low No TLS Capable of
induction of
frameshifts

Pol V Low No TLS Activated by RecA
protein

Mammal Pol α Medium No Replication Primase associated
Pol β Low No Repair Small single-

polypeptide
Pol γ High Yes Mitochondrial

replication
Preference to

ribohomopolymer
template

Pol δ High Yes Replication,
repair

PCNA-dependent
processivity

Pol ε High Yes Replication,
repair

PCNA-independent
processivity

Pol ζ Low No TLS Mismatch extender
polymerase

Pol η Low No TLS Error-free bypass
DNA synthesis

Pol ι TLS Most error-prone
polymerase

Pol κ Medium No TLS Related to E. coli
Pol IV

Pol λ Low No Repair in
meiosis?

Homologous to
Pol β

Pol µ Low No Somatic hyper
mutation?

Expressed
preferentially in
lymphoid

Note: TLS: translesion DNA synthesis.

and lagging-strand synthesis. Pol I par-
ticipates in lagging-strand synthesis by
eliminating primer RNAs and also has
a role in repair synthesis. The other three
polymerases, Pol II, Pol IV, and Pol V,
are involved in translesion DNA synthesis

and are induced when the chromosome
DNA is damaged. The Pol III holoen-
zyme is a huge multiprotein complex that
consists of 10 distinct polypeptides. This
enzyme extends the DNA chain with a
high processivity (>500 kb of DNA can be
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continuously synthesized without dissoci-
ation of polymerase from the template) and
a high catalytic efficiency (the velocity of
chain elongation is 1000 nucleotides sec-
ond at 37 ◦C). The catalytic core, composed
of α-, ε-, θ -subunits, contains the poly-
merase activity and a 3′ → 5′ exonuclease
for proofreading. τ -subunit connects two
of the catalytic core subassemblies. The
remaining six auxiliary subunits enhance
the processivity of the core by clamping
it onto the template. They also promote
the repeated association of the polymerase
necessary for discontinuous synthesis of
the lagging strand. Among the auxiliary
subunits, a dimer of β-subunit shows a
ring-shaped structure and acts as a slid-
ing clamp. Loading of the β-clamp onto
the DNA is facilitated by a five-subunits
subassembly called γ -complex. Structural
analysis of the Pol III holoenzyme and
studies on a reconstituted replication fork
suggest that the holoenzyme is a func-
tionally asymmetric dimer with twin poly-
merase active sites: one half of the dimer
has high processivity and might be a poly-
merase for continuous synthesis of the
leading strand; the other half has recycling
capacity needed for the lagging-strand syn-
thesis. Thus, a single molecule of Pol III
holoenzyme acts at the replication fork
catalyzing concurrently both leading and
lagging-strand synthesis.

In eukaryote cells, nuclear DNA repli-
cation requires three polymerases, Pol
α, Pol δ, and Pol ε. Pol γ is a sole
polymerase participating in mitochondrial
DNA replication. Pol β, a small single
polypeptide, functions in base excision re-
pair. There are many other polymerases
that were recently identified. Some of them
are involved in translesion DNA synthe-
sis, but biological roles of the remaining
polymerases are unknown. Among the
replicative polymerases, Pol α is unique

in possessing a primase activity, the only
such activity so far identified in eukary-
otic cells, suggesting that Pol α may play
a role in the priming of DNA synthesis.
However, DNA synthesis by Pol α, lack-
ing the 3′ → 5′ exonuclease activity, is
inaccurate and shows a low processivity.
These enzymatic characteristics make Pol
α a poor candidate for the major replica-
tive polymerase. On the other hand, Pol
δ and Pol ε both possess a 3′ → 5′ ex-
onuclease activity and are able to carry
out highly processive DNA synthesis with
the aid of a sliding clamp (PCNA) and a
clamp loader (RF-C). Therefore, these poly-
merases are better suited for chromosome
replication. Yeast mutant strains defective
in the 3′ → 5′ exonuclease activity of either
Pol δ or Pol ε increase spontaneous muta-
tion rate, suggesting that both polymerases
are responsible for chain elongation dur-
ing chromosome replication. However, the
division of labor between the polymerases
remains ambiguous.

1.2.2 DNA Helicase and Primase
DNA polymerase cannot replicate a duplex
DNA without assistance. This enzyme re-
quires single-stranded DNA as a template
and cannot synthesize a chain without
an RNA or DNA primer annealed to the
template. Two other enzymes enable poly-
merase to work on a duplex DNA. One is a
DNA helicase, which opens up the duplex
at the replication fork to provide a single-
stranded template. The other is a primase,
which synthesizes a short RNA to prime
DNA chain elongation.

Several DNA helicases have been identi-
fied from E. coli and its phages, including
DnaB, T7 gp4, and T4 gp41. Biochemi-
cal characterization of these activities in
vitro DNA replication systems suggests
that the primary replicative helicase binds
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to and moves on the lagging-strand tem-
plate in the 5′ → 3′ direction unwinding
the duplex as it goes. This helicase ac-
tion requires ATP hydrolysis. In addition,
genetic studies indicate that these heli-
cases are essential for DNA replication
and growth of the cell or its phages, re-
spectively. Another common property of
the replicative helicases is an intimate as-
sociation with a primase. The T7 gp4 has
both primase and helicase activity within
the same polypeptide. T4 gp41 greatly en-
hances the primase activity of T4 gp61.
A similar functional interaction has been
observed between DnaB protein and E. coli
primase (DnaG protein).

Although several DNA helicase activities
have been found in eukaryotic cells, the
replicative helicase has not been clearly
identified. Large T-antigen encoded by the
SV40 virus is required for the replica-
tion of SV40 DNA and has a 3′ → 5′
helicase activity. Moreover, human DNA
Pol α, which contains a primase subunit,
has a specific affinity to the large T-
antigen helicase. Most recently, MCM2-7
proteins that form a ring-shaped com-
plex around DNA and that are required
for chain elongation during chromosomal
replication were suggested to be a replica-
tive helicase.

Primases can start a new chain when
copying a duplex DNA, but, like DNA poly-
merases, require a single-stranded DNA as
the template. Primases can utilize dNTPs
in place of rNTPs, although they absolutely
require an rNTP (ATP in most cases) to ini-
tiate the primer. Under physiological con-
centrations, rNTPs are preferentially used
during primer synthesis. In prokaryotes,
primer synthesis is initiated at preferred
sequences on the template: 3′-GTC for
E. coli primase (DnaG), 3′-CTG(G/T) for
T7 phage primase (gp4), and 3′-TTG for
T4 phage primase (gp61). The sequence

preference of the initiation of primer syn-
thesis by eukaryotic primases is uncertain.
All primases found in various organisms
extend the primer chain in the 5′ → 3′
direction to a particular length: 10 to 12 nu-
cleotides by DnaG protein, 4 nucleotides
by T7 gp4, 5 nucleotides by T4 gp61, and 8
to 12 nucleotides by eukaryotic primases.

A functional interaction between pri-
mase and replicative helicase has been
extensively studied using E. coli replica-
tion proteins. On most templates, DnaG
exhibits a very feeble priming activity,
which can be greatly enhanced if DnaB
first binds that DNA. This stimulation of
primase activity is further increased when
the DnaB helicase is activated to its pro-
cessive form at the replication fork. The
activation of DnaB protein is a key step
in the initiation of DNA replication and is
catalyzed in several ways (see Sect.1.3.2).

1.2.3 Other Replication Proteins
In addition to the components of the repli-
some, several auxiliary proteins are needed
for DNA replication. Single-stranded DNA
binding protein (SSB) protects the exposed
template and stabilizes the structure of the
replication fork. E. coli mutants defective
in SSB are inviable; DNA synthesis in
these conditional mutants stops quickly
under nonpermissive conditions. E. coli
contains about 300 molecules of SSB per
cell, at a level sufficient to cover about
1400 nucleotides of the lagging-strand
template at each replication fork. Eukary-
otic counterpart to the E. coli SSB has been
identified in the in vitro replication sys-
tem. This protein, RF-A, consists of three
distinct subunits, binds tightly to ssDNA,
and is required for the helicase action of
the virus-encoded T-antigen at the SV40
origin.

Enzymes to remove the primer RNA
and fill the gap, such as RNaseH1 and
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DNA polymerase I of E. coli, are essential
for the sealing of Okazaki fragments by
DNA ligase. Mutants defective in either
DNA polymerase I or DNA ligase show
a massive accumulation of short Okazaki
fragments under restrictive conditions. In
eukaryote, a 5′ → 3′ exonuclease called
FEN1 removes the primer RNA.

DNA topoisomerases function as swi-
vels, to relieve torsional stress produced
ahead of the replication fork. From the
analysis of mutants, it appears that DNA
gyrase (a type II topoisomerase from E.
coli) acts as the swivel in prokaryotic cells.
In eukaryotes, either type I or type II topoi-
somerases can provide the swivel action
needed. Another important role of topoiso-
merases in replication is the decatenation
of daughter molecules. This function is
provided by type II topoisomerases in both
prokaryotic and eukaryotic cells and allows
the separation of the daughter molecules
prior to segregation.

1.3
Regulation of DNA Replication

Initiation of DNA replication is a ma-
jor determinant of the cell cycle, and
thus is tightly regulated in all organisms.
Although signals that turn on DNA repli-
cation in eukaryotic and prokaryotic cells
are different, how these signals are trans-
duced to the initiation machinery is one
of the most important issues in cell bi-
ology. The mechanisms of initiation have
been detailed using systems that initiate
and replicate a minichromosome in vitro.
These various mini-chromosomes contain
replication origins from bacterial chromo-
somes (E. coli oriC), bacteriophages (λ ori,
P1 phage ori), and plasmids (ColE1 ori, F
plasmid oriS). In contrast to the prokary-
otic origins, the sequences required for
an origin of replication vary significantly

between different eukaryotic organisms.
Chromosomal origins have been isolated
from yeast as well as from several eukary-
otic viruses. However, attempts to identify
such autonomously replicating segments
from animal or plant chromosomes have
been unsuccessful. Instead, a more di-
rect approach, using electron microscope
and two-dimensional gel electrophoresis
techniques, has been taken to identify
replication origins in the higher eukary-
otes. Although it has been difficult to
develop in vitro systems for eukaryotic
DNA replication, genetic studies with yeast
mutants that affect initiation processes
of chromosomal replication have success-
fully revealed the initiation mechanisms of
eukaryotic DNA replication.

1.3.1 Initiation Mechanisms in
Prokaryotes
A DNA segment carrying a replication
origin can be isolated as a mini-replicon.
DNA fragments can be linked to a
selectable marker and introduced into
the cell. Those fragments that allow for
the maintenance of the marker are likely
to contain an origin for autonomous
replication of the DNA. Analysis of
deletion and base-substitution mutants
of the mini-replicon for their replication
capacity will define a minimal region of
the replication origin and essential motifs
in that region. Replication origins that
have been examined in this way can
be classified into two groups from their
structural similarities (Fig. 4). One class, to
which most prokaryotic replicons belong,
consists of 4 to 7 repeats of an initiator-
protein binding site and an AT-rich region.
The other group (ColE1 plasmid ori, T7
primary ori, T4 primary oriA) carries a
transcriptional promoter instead of the
initiator-protein binding sites.
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The reconstitution of initiation in the test
tube has elucidated several events during
this process as follows: (1) recognition
of the origin; (2) opening of a particular
region in the origin; (3) loading of a replica-
tive helicase onto the single-stranded DNA
region, and (4) initial priming for leading-
and lagging-strand synthesis. Some bac-
terial plasmids and phages are replicated
unidirectionally. A major determinant for
uni- or bidirectionality is the number of
replicative helicases loaded at the origin.
One helicase can form one replication
fork. Thus, bidirectional replication in-
volves two replicative helicases.

The initiation mechanism at the origin
carrying the initiator-protein binding site
has been depicted from studies on in
vitro replication of oriC plasmid DNA
(Fig. 4(a)). At least eight proteins are
required for the in vitro reconstitution
of the oriC minichromosome. A key
event is the formation of the initial
complex in which the initiator protein
(DnaA protein) tightly binds to its 9 bp
recognition sequence in oriC. Following
this stage, an AT-rich region is opened
in an ATP-dependent manner, and the
DnaB helicase and SSB are loaded onto
the single-stranded region to form the

prepriming complex. Primase and DNA
polymerase III holoenzyme then start
the DNA synthesis. Several plasmids (F-
factor and R-factor) and bacteriophages
(λ, P1) in this class of replicon encode
their own initiator proteins that specifically
recognize and bind the origin sequence.
Most of these origin-binding proteins can
open the duplex DNA by themselves
but fail to load the DnaB helicase. To
do this, they contain one or two DnaA
recognition sequences in their origins and
utilize the DnaA protein as a landmark for
entrance and activation of the replicative
helicase.

Replicons without an initiator protein
use transcription for origin recognition
and duplex opening (Fig. 4(b)). Initiation
of ColE1 plasmid replication requires RNA
synthesis started 555 bp upstream from
the transition point between RNA and
DNA. The transcript (RNA II) forms an
RNA–DNA hybrid around the transition
point, is processed by RNaseH1, and
serves as the initial primer for the
leading strand DNA synthesis. DNA pol
I extends the leading-strand DNA by
about 400 nucleotides. This initial chain
elongation, resulting in duplex opening,
does not involve any helicase action but

AT-rich region Initiator binding sites

Initiator proteins

(a) Origin with initiator-protein binding site

Promoter RNA−DNA junction

RNA

RNA polymerase

(b) Origin with transcriptional promoter

Fig. 4 Two types of replication origins and related mechanisms of initiation.
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requires that the template be negatively
supercoiled. The loading of DnaB helicase
is facilitated by primosome proteins,
which are assembled into a complex
on a specific DNA segment (primosome
assembly site) about 150 bp downstream
from the origin.

1.3.2 Initiation Mechanisms in Eukaryotes
The yeast Saccharomyces cerevisiae is the
only eukaryote in which there is a de-
tailed understanding of the sites used for
initiation of chromosomal DNA replica-
tion. In yeast, these sites are called ARSs
(autonomously replicating sequences) be-
cause they were initially identified by their
ability to confer high-frequency transfor-
mation and self-replication on plasmids
introduced into cells. By these criteria,
there are 200 to 400 ARS elements in

ORC

Cdc6

Cdt1

Mcm2-7

Cdc45 + Sld3

RPA

Fig. 5 Initiation mechanisms of
eukaryotic DNA replication.

the yeast genome. ARS elements are rel-
atively small, about 100 to 150 bp, and
consist of one or more copies of an es-
sential 11 bp-long AT-rich ARS consensus
sequence, as well as several other less con-
served elements. In other organisms, the
sequences required to direct the initiation
of DNA replication are more complex.
In the fission yeast, Schizosaccharomyces
pombe, initiation of replication requires
origin sequences spread over at least 800
to 1000 bp. Although these sequences
contain several AT-rich sequences of 20
to 50 bp that are important for origin
function, they do not exhibit the strong
sequence similarity observed for the S.
cerevisiae ARS elements. Metazoan ori-
gins are still less well defined and can
extend over thousands of base pairs of
DNA. In addition, the sites of initiation
are not always tightly linked within these
regions.

Eukaryotic origins of replication direct
the formation of a number of protein
complexes leading to the assembly of two
bidirectional DNA replication forks. These
events are initiated by the formation of
the pre-replicative complex (pre-RC) at the
origins of replication during G1 (Fig. 5).
Pre-RC formation involves the ordered as-
sembly of a number of replication factors
including ORC, Cdc6, Cdt1, and Mcm2–7
proteins. The ARS consensus sequence
is the binding site for the multisubunit
origin recognition complex (ORC), which
binds constitutively throughout the cell
cycle and is essential for initiation. Sev-
eral proteins are recruited to the ARS
during the G1 phase of the cell cycle
to form a pre-RC, including the mul-
tisubunit minichromosome maintenance
(MCM) complex, which has ATPase and
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helicase activity and is needed for both
initiation and fork progression. The reg-
ulation of pre-RC formation is a key
element of the mechanisms coordinating
DNA replication with the cell cycle. Once
formed, this complex awaits activation by
at least two kinases that trigger the tran-
sition to DNA replication. As with the
formation of the pre-RC, the transition
to replication involves the ordered assem-
bly of additional replication factors that
facilitate unwinding of the DNA at the
origin and culminates in the association of
the multiple eukaryotic DNA polymerases
with the unwound DNA.

2
Transcription

The transfer of information from DNA to
protein begins with the synthesis of RNA
molecules in a process called transcription.
In this process of transcription, the genetic
information carried in DNA is transferred
to several kinds of RNA molecules (mRNA,
tRNA, rRNA, and others), so that an
mRNA encoding a polypeptide in its turn
translates the information in the four-
letter language of the nucleic acids to the
twenty-letter language of the amino acids
with the coordinated actions of tRNA and
rRNA as part of the mechanism of protein
synthesis.

2.1
RNA Polymerase and Transcriptional
Apparatus

DNA-dependent RNA polymerase, which
catalyzes the polymerization of RNA from
ribonucleotides in a DNA-dependent man-
ner, is the enzyme responsible for the
transcription of DNA into RNA. The
RNA polymerase binds to a specific DNA

sequence, called the promoter, and un-
winds the duplex DNA for about one turn
of the helix to expose a short stretch of
single-stranded DNA so that complemen-
tary base pairing can be made with the
incoming ribonucleotides. The enzyme
joins two of the ribonucleoside triphos-
phate monomers and then moves along
the DNA strand, extending the growing
RNA chain in the 5′ → 3′ direction until
it encounters a second special sequence,
called the terminator, which signals where
the RNA synthesis should stop. After
the transcription is completed, each RNA
chain is released from the DNA template
as a free, single-stranded RNA molecule.
In addition to RNA polymerase, other
protein factors are required for efficient
transcription, and they are responsible for
determining the transcription efficiency of
specific transcription units.

2.1.1 General RNA Polymerase
Architecture
RNA polymerases are large multisubunit
enzymes, which consist of 5 to 15 subunits
and whose sizes are up to 0.6 MDa. In
eubacteria and archaebacteria, a single type
of RNA polymerase synthesizes all classes
of RNA molecules, except for the primer
RNA, which is synthesized by primase.
The bacterial RNA polymerases consist of
5 subunits (2 α-subunits and one each of
β, β ′, and ω), and a few more transcription
factors, such as σ , ρ, and NusA for E. coli
RNA polymerases, are required to initiate
transcription from the proper start site in
the promoter of duplexed DNA template
(Table 2).

There are three known distinct types
of RNA polymerases in eukaryotic cells.
RNA polymerase I (pol I) makes ribo-
somal RNA and pol II mostly makes
messenger RNA, while pol III makes
small RNA molecules, such as transfer
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Tab. 2 Subunit composition of E. coli RNA polymerase and transcription factors.

Subunit Gene Number of
amino acids

Molecular
weight [Da]

Function

α rpoA 329 36 512 Connecting ββ ′ subunits
β rpoB 1342 150 618 Catalyzing RNA synthesis

substrate nucleotide
binding

β ′ rpoC 1407 155 163 Template binding and
association with
σ -subunit

ω rpoZ 91 10 230 Regulation of transcription
σ70 rpoD 613 70 263 Recognition of general

promoters
ρ rho 419 46 974 Termination
NusA nusA 494 54 536 Elongation, termination

Tab. 3 Eukaryotic RNA polymerasesa.

Polymerase Location Genes
transcribed

Polymerase activity
in cells [%]

pol I Nucleolus Genes for 28S, 5.8S and 18S
ribosomal RNAs (rRNAs)

50–70

Protein-coding genes
pol II Nucleoplasm Most genes (U1, U2, U4, U5) of

small nuclear RNAs (snRNAs)
20–40

Genes for tRNAs, 5S rRNA
pol III Nucleoplasm Small nucleolar RNAs (snoRNAs) 10

Small cytopasmic RNAs (scRNAs)

aMitochondria and chloroplast contain distinctive RNA polymerases.

RNA, 5S ribosomal RNA, and a few other
small RNA molecules (Table 3). Among
eukaryotic RNA polymerases, yeast S. cere-
visiae RNA polymerases have so far been
the most extensively characterized. Each
RNA polymerase molecule consists of
two large subunits, 160 ∼ 200 kDa and
130 ∼ 150 kDa, which share amino acid
sequence homology with the β ′- and β-
subunits of the bacterial enzymes respec-
tively, and a collection of smaller polypep-
tides. In pol II, Rpb3 and Rpb11 share
amino acid sequence homology with the

bacterial α-subunit, while Rpb6 shares a
homologous sequence with the ω-subunit.
Among the three types of eukaryotic RNA
polymerases, five subunits (Rpb5, 6, 8, 10,
and 12) are shared. pol I and pol III share
two additional subunits (AC19 and AC40),
both of which share amino acid sequence
homology with the bacterial α-subunit.

As shown in Fig. 6, S. cerevisiae pol II and
Thermus aquaticus RNA polymerase share
a general architecture, which consists of
five core subunits, β ′, β, α/α, and ω or
their counterparts in the pol II (Table 4).
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The bacterial β ′ and β subunits or the
yeast Rpb1 and 2 subunits form the central
masses with a deep cleft between them,
respectively. α-homodimer in the bacterial
enzyme or Rpb3–Rpb11 heterodimer in
the yeast pol II anchor the two large
subunits, while the fifth subunit ω and
Rpb6 support and stabilize either the large
subunit β or Rpb1.

2.1.2 Transcription Initiation
None of the eukaryotic RNA polymerases
can initiate transcription by themselves;
rather, they require a group of general
transcription initiation factors for initi-
ation at proper sites. pol II requires
several general initiation factors (TFIIA,
IIB, IID, IIE, IIF, IIH), and the forma-
tion of a functional preinitiation complex

Fig. 6 General architecture of RNA
polymerases. Schematic presentation
for RNA polymerase subunits in
bacterial (α, α, β, β ′, ω) and eukaryotic
enzymes (Rbp1–12). b

b′

w

6

10

12
2

8

9

51
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a

3

11

on the core promoters, which are defined
as the minimal sequences required to
recruit the appropriate RNA polymerase
and initiate transcription, involves ordered

Tab. 4 Subunit structure of RNA polymerase II.

Subunit Amino acid residues (% identity to human)

Human S. cerevisiae A. thaliana Notes

Rpb1 1970 1733(49) 1860(55) aBacterial β ′
Rpb2 1174 1224(56) 1188(65) aBacterial β

Rpb3 275 318(39) 319(39) aBacterial α

Rpb4 142 221(23) 138(37)
Rpb5 210 215(44) 205(54) bRNA pol I, II, III
Rpb6 127 155(47) 144(47) aBacterial ω

Rpb7 172 171(43) 176(53)
Rpb8 150 146(35) 146(47) bRNA pol I, II, III
Rpb9 125 122(38) 114(58)
Rpb10 67 70(69) 71(75) bRNA pol I, II, III
Rpb11 117 120(46) 116(54) aBacterial α

Rpb12 58 70(33) 51(53) bRNA pol I, II, III

aHomologous subunit in bacterial RNA polymerase.
bCommon subunits for eukaryotic RNA polymerase I, II, III.
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interactions of an array of general initiation
factors on the core promoters (Fig. 7).

TFIID, a high molecular weight complex
comprising TATA-binding protein (TBP)
and more than 10 TBP-associated fac-
tors (TAFIIs), binds to the TATA box of
the promoter; then TFIIA and B enter

to form the DAB complex. The non-
phosphorylated form of RNA polymerase
II (pol IIa), together with TFIIF, binds to
the DAB complex on the promoter, fol-
lowed by association of TFIIE and TFIIH
to form a closed preinitiation complex.
The TFIIH XPB DNA helicase, composed

Initiation 
complex

Promoter
escape

Elongation
complex

DNA

DNA

DNA

pol II

pol II

pol II

IIH

IIH

CSB

Elongin

Transcript

Transcript
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IIE

IIE
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IIA
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IIB

IIB

TBP
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TATA
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Fig. 7 Formation of a functional initiation complex on a
TATA-containing promoter by general initiation factors. After
completion of the final initiation complex, pol II initiates transcription
and moves away from the promoter and dissociates from the DAB
complex after synthesizing 10- to 15-nucleotide-long transcripts
(promoter escape). During the promoter escape step, the elongation
complex is released from the promoter to start elongation by
phosphorylation of the CTD by pTEFb. P-CTD: phosphorylated CTD.
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of nine subunits, and two of which, XPB
and XPD, are catalytic subunits for the
DNA helicase, converts the closed preiniti-
ation complex to both an initiation- and an
escape-competent transcriptional interme-
diate (an open complex) in a single ATP-
dependent step, probably by unwinding
the DNA downstream from the transcrip-
tion start site, and the synthesis of the first
phoshodiester bond of nascent transcript
begins.

RNA polymerase III requires different
combinations of transcription initiation
factors to form a preinitiation complex on
the promoters of 5S RNA, tRNA, and other
small RNA genes. Three pol III specific
initiation factors, TFIIIA, B, and C, are
required for transcription of the 5S RNA
genes, TFIIIB and C for the tRNA genes,
and TFIIIB and TFIID for the U6 gene.
TFIII A and C, as well as TFIID, recognize
and bind to specific DNA elements while
TFIIIB has by itself no sequence–specific
interaction with DNA. RNA polymerase I
also requires several transcription factors
to form an active initiation complex on the
promoter of rDNA.

2.1.3 Promoter Escape
After initiating transcription, pol II moves
away from the promoter and dissociates
from the DAB complex after synthesiz-
ing 10- to 15-nucleotide-long transcripts
(promoter escape, Fig. 7).

The largest subunit of pol II (Rpb1)
contains an unusual repetitive domain,
which is not found in the homologous
large subunits of pol I and III or in
the bacterial β ′-subunit. This carboxyl-
terminal domain (CTD), called the tail of
pol II, consists of multiple heptapeptide
repeats of the consensus sequence YSPT-
SPS. The heptapeptide sequence is found
in the largest subunits of most eukary-
otic RNA polymerase II. The deletion of

most or all of the CTD is lethal for yeast,
Drosophila, and mouse cells, thereby in-
dicating that the CTD has an essential
role in transcription. The CTD of RNA
polymerase II in the initiation complex
is hypophosphorylated, while pTEFb (pos-
itive transcription elongation factor b),
a cyclin-dependent CTD kinase complex
composed of CDK9 and one of several
cyclins such as T1, T2, and K, highly
phosphorylates the CTD during the step
of promoter escape, and thus promotes a
dissociation of the elongation complex of
pol II from the DAB complex.

2.1.4 Transcription Elongation
During RNA chain extension, RNA
polymerase II forms a stable elongation
complex, and in the complex downstream
DNA duplex enters the enzyme between
a pair of mobile ‘‘jaws’’ formed by Rpb1,
Rpb5, and Rpb9 subunits and then ex-
tends through the cleft toward the active
site for RNA synthesis with Mg2+. The
DNA–RNA hybrid extends upward beyond
the active site and the template strand is
locked near the catalytic site in place by
a clamp formed by parts of, Rpb1, Rpb2,
and Rpb6. In the active site, the nontem-
plate strand of DNA is held within the
Rpb2 subunit and the RNA transcript; it
then extrudes through the complex via a
channel formed by parts of both of the
two large subunits, and the growing RNA
end is located above the pore/secondary
channel, from which nucleoside triphos-
phates (NTPs) may be supplied during
RNA synthesis (Fig. 8).

mRNA synthesis is carried out effi-
ciently in eukaryotic cells at rates of
1200 to 1500 nucleotides/min. However,
purified mammalian pol II extends the
RNA chain in vitro at rates of only 300
to 400 nucleotides/min, thus indicating
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DNA
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Clamp
Wall

NTPs

Active site Mg2+

Fig. 8 The RNA polymerase II elongation
complex. During transcript (black line)
extension, RNA polymerase II forms a stable
elongation complex in which a downstream
DNA duplex (gray lines) enters the enzyme
between a pair of mobile ‘‘jaws’’ and extends
through the cleft toward the active site for RNA
synthesis. The DNA–RNA hybrid extends
upward beyond the active site and the template
strand (white line) is locked near the catalytic
site. The pore/secondary channel where the
nucleoside triphosphates (NTPs) enter is
shown.

that the elongation step of RNA syn-
thesis by eukaryotic RNA polymerase II
in vivo has to be supported by vari-
ous transcription factors or elongation
factors to achieve higher rates of elon-
gation. Furthermore, unusual template
structures, damage on the template, or
imbalance in the cellular ribonucleotide
pool, which cause either a pause or an
arrest of transcription, can be overcome
by factors that directly or indirectly inter-
act with the elongation complex. Pausing
occurs when RNA polymerase II under-
goes modest and reversible backsliding
on the DNA template, thus resulting
in a misalignment of 3′-OH terminus
of the nascent transcript with the cat-
alytic site, while irreversible backslid-
ing of the enzyme causes arrest since
the misalignment becomes even more
severe.

Elongation factors fall into two broad
functional classes based on their abilities
to either prevent transient pausing by pol
II or reactivate arrested pol II. The majority
of elongation factors including ELLs, Elon-
gin, and CSB are capable of suppressing
transient pausing by pol II. TFIIF, one of
the general transcription factors also has
an activity to suppress transient pausing.
In addition, the phosphorylation of the pol
II CTD by pTEFb is required to support
the efficient elongation by pol II, as well

as for the promoter escape, as described
above (Fig. 7).

Among many elongation factors, only
the SII family elongation factor has a
capacity to reactivate the arrested pol II
by triggering the polymerase-associated
endoribonuclease that cleaves the nascent
transcript upstream of its 3′-OH terminus,
thus resulting in the formation of a new
3′-OH terminus. The newly generated 3′-
OH, which is correctly positioned to the
catalytic site of the enzyme, can thus be
reextended.

During transcript elongation, pol II is
hypothesized to face a major obstacle-
nucleosome in which the DNA is tightly
wrapped into the chromatin. It is likely that
a class of chromatin elongation factors,
such as an elongator, alters the structure
of the nucleosome through histone acety-
lation, chromatin remodeling, and histone
dissociation, thereby facilitating the elon-
gation step by pol II.

2.2
Transcription Unit

Transcription takes place in limited re-
gions of genomic DNA, and only one of
the two DNA strands is used as a tem-
plate. The promoter, an oriented DNA
sequence along the template DNA, deter-
mines the startpoint of the region to be
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transcribed and also determines which of
the two strands is copied. A transcription
unit extends to the terminator, at which the
RNA polymerase stops adding nucleotides
to the growing RNA chain. The critical
feature of the transcription unit is that it
constitutes a stretch of DNA expressed via
the production of a single RNA molecule. A
transcription unit may include only one or
several genes. A typical transcription unit
of E. coli and various transcription units
for three eukaryotic RNA polymerases are
shown in Fig. 9.

2.2.1 Bacterial Transcription Unit
Bacterial promoters are identified by two
short conserved sequences centered at
−35 and −10 relative to the startpoint.
In E. coli, TTGACA and TATAAT are
consensus sequences for the −35 and
the −10 boxes of the promoters, respec-
tively, which are recognized by the RNA
polymerase holoenzyme carrying σ 70. Pro-
moters whose −10 and −35 sequences
closely approximate the consensus se-
quences are strong promoters, and the
distance separating the two sequences,
usually 16 to 18 bp, is also important.
Bacterial RNA polymerase terminates tran-
scription at two types of sites; factor-
independent sites contain a GC-rich hair-
pin followed by a run of U residues, while
ρ factor–dependent termination requires
ρ-specific sequences.

2.2.2 Eukaryotic Transcription Unit
In eukaryotes, the promoters recognized
by each type of RNA polymerase are dis-
tinct. The promoters for RNA polymerase
I are located upstream from the transcrip-
tion startpoint, and the sole product of
transcription by pol I is a large precursor
that contains the sequences of the major
rRNA (28S, 5.8S, 18S). Termination occurs

at a discrete site and apparently requires
few factors.

The promoter elements that are neces-
sary and sufficient for the specific initiation
by RNA polymerase II with its general
factors are referred to as either minimal
or core promoter elements, and are lo-
cated around the transcription startpoint.
The most common core elements are the
TATA box, which is present about 20 to 30
bases upstream of the transcription start
site, the initiator element (Inr) located at
the start site, and a downstream promoter
element (DPE), which is present about
30 bases downstream of the transcription
start site. Specific genes may contain at
least one or all of these elements, which
may function in conjunction with other
cis-elements such as UAS (upstream ac-
tivating sequence) or enhancers, which
positively regulate transcription initiation.

The termination capacity of RNA
polymerase II is regulated through
the polyadenylation of the transcript.
The signal sequence for polyadenylation,
AAUAAA, is located 10 to 30 nucleotides
upstream of the polyadenylation site,
which is often immediately after the
dinucleotide 5′-CA-3′ and is followed 10
to 20 nucleotides later by the GU-rich
region. When the elongation complex
of pol II, to which the cleavage and
polyadenylation specificity factor (CPSF)
and the cleavage stimulation factor (CstF)
bind through the CTD, transcribes across
the polyadenylation signal sequence, CPSF
binds to the signal sequence and CsTF
binds GU-rich sequence on the transcript.
Next, the transcript is cleaved to create
a new 3′ end, to which the poly (A) tail
is added by poly(A) polymerase associated
with the bound CPSF and CstF, followed
by the termination of transcription.

For RNA polymerase III, there are two
types of promoters: the promoters for U6
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Fig. 9 Various types of transcriptional units in
prokaryotic and eukaryotic cells. Inr, the initiator
element; UAS, upstream activating sequence;
DPE, a downstream promoter element; A, B, IE,

C, intragenic cis-elements in genes for tRNA and
5S RNA; DSE, the distal sequence element; PSE,
proximal sequence element.

are upstream from the startpoint, while
those of the 5S RNA and tRNA genes
lie downstream from the startpoint. The
external promoter for the U6 gene consists

of the TATA box and the distal and
proximal sequence elements (DSE and
PSE), which enhance promoter activity.
Intragenic A and B boxes in the tRNA



DNA Replication and Transcription 469

gene or the B box in the 5S RNA
gene can both be recognized by, and
bound by, TFIII C, while the IE and
C boxes in 5S RNA are involved in
interaction with TFIIIA. Transcription by
RNA polymerase III terminates within
a run of 4 U residues embedded in a
GC-rich region, in a manner similar to
that observed in the prokaryotic factor-
independent terminators.

2.3
Regulation of Transcription

Transcriptional regulation is the primary
means of controlling gene expression,
and it is essential for the developmental
program of multicellular organisms, as
well as for the switching on and off
of gene expression in response to intra-
or extracellular signals. In any organism,
RNA synthesis can be regulated by mainly
controlling the efficiency of initiation.

2.3.1 Transcriptional Regulation in
Bacteria
In bacterial cells, there are several different
mechanisms by which the modulation
of transcription initiation is achieved.
Various σ -factors modify the binding
ability of RNA polymerase to specific
promoter sequences, thus enabling it to
initiate at a different set of promoters.

In a set of genes whose expression is
coinduced in response to intra- or ex-
tracellular signals, a common repressor
protein binds to specific DNA sequences,
called an operator, in a group of promot-
ers and represses their transcription by
inhibiting RNA polymerase binding to the
promoters. After responding to a specific
signal, such repressor molecules are in-
activated, and the RNA polymerase can
thereby initiate transcription from the pro-
moters. For example, the LexA protein,

which represses the SOS-regulon, is prote-
olytically inactivated by an activated form
of the RecA protein in response to DNA
damage. The modulations of genes (an
operon) involved in the biosynthesis of a
specific metabolite are mediated by the
repressors that directly sense the intracel-
lular status of the product. For example,
the LacI repressor protein binds to the op-
erator region of the lac operon promoter
in the absence of lactose or its metabolite,
thereby prohibiting transcription initiation
on the promoter, and it dissociates from
the promoter after binding to a metabolite
of lactose, thus allowing for the transcrip-
tion of the lac operon.

Promoters requiring positive activator
proteins for efficient expression are char-
acterized by a poor fit to the consensus
sequence in the −35 region. The protein
activators bind to the region near the −35
box, and stimulate initiation either by im-
proving the affinity of RNA polymerase
for the sequence or by increasing the rate
of isomerization of the initiation complex.
The complex of cAMP with catabolite acti-
vator protein (CAP) enhances the affinity of
RNA polymerase to the lac promoter about
20-fold. Ada-protein-accepted alkyl groups
from DNA damaged by alkylating agents
as a repair reaction, in turn, strongly bind
to Ada boxes in the promoters of Ada reg-
ulon, such as alkA, aidB and ada itself, and
enhance the affinity of RNA polymerase to
the promoters, thus establishing an adap-
tive status to the alkylating agents.

In addition to the regulation of initiation,
the level of transcription can be regulated
by the premature termination of transcrip-
tion or attenuation. For example, in most
bacterial amino acid biosynthesis operons,
an early termination of transcription oc-
curs at the attenuator site that lies from
100 to 200 bases downstream of the start
site, when an abundance of the charged
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cognate tRNA signals a sufficiency of the
amino acid. Attenuation in these operons
is regulated in a complex mechanism in-
volving charged cognate tRNA, ribosome,
and ρ-protein.

2.3.2 Transcriptional Regulation in
Eukaryotes
In multicellular organisms, each cell se-
lects a set of genes from their genome to
be expressed at a given time and under
specific stimuli, and this selectivity and
specificity of gene expression is a funda-
mental mechanism for controlling the cell
fate such as cell proliferation, differenti-
ation, and cell death as well as cellular
functions. In eukaryotic cells, transcrip-
tion by RNA polymerase II, a process for
the synthesis of mRNA encoding polypep-
tides, which are major determinants of
diversity of each cell, is regulated more dy-
namically than transcription by pol I and
III that provide rather common elements,
such as rRNA and tRNA for cell function.

The genes in the nuclear genome are
usually packaged into chromatin consist-
ing of nucleosomes and other chromatin
proteins, and their promoters are tran-
scriptionally inactive because of their limi-
tations for access by the transcription appa-
ratus (Fig. 10). An assortment of regulatory
elements for RNA polymerase II tran-
scription can be scattered both upstream
and downstream of the transcription start
site for a gene. Each gene has a particu-
lar combination of positive and negative
regulatory cis-elements that are uniquely
arranged regarding the number, type, and
spatial array. Usually, cis-elements are ar-
rayed within several hundred base pairs
of the initiation site, but some elements
can exert their control over much greater
distances (1 to 30 kb). These elements are
binding sites for sequence-specific DNA
binding proteins, such as AP-1 (JUN/FOS

heterodimer), that either directly or in-
directly mediate activation or repression
of transcription of the gene. The region
near the startpoint, in particular the TATA
box (if there is one), is responsible for
selecting the exact startpoint and it is called
the promoter, as described above. The el-
ements further upstream determine the
efficiency with which the promoter is used
and are known as UAS (upstream activating
sequence) or enhancers (Fig. 9).

In order to transcribe a particular
gene, the chromatin structure has to be
remolded, thus enabling various DNA
binding proteins and transcription appa-
ratuses to access a particular promoter
(Fig. 10). First, inactive genes are localized
to condensed chromatin domains or so-
called heterochromatin compartments, in
which each promoter is assembled in reg-
ularly spaced nucleosomes. A sequence-
specific DNA binding protein binds to
a particular cis-element, and then re-
cruits a specific chromatin-remodeling
complex such as SWI/SNF with other
proteins through protein–protein interac-
tion. The chromatin-remodeling complex
alters the twist and writhe of nucleoso-
mal DNA thereby affecting its accessibil-
ity to DNA binding proteins. Following
chromatin remodeling, the prebound pro-
tein or another DNA binding protein on
the second cis-element recruits another
class of chromatin modifiers with his-
tone acetyltransferase (HAT) activity, such
as PCAF (p300/CBP-associated factor),
CBP (CREB binding protein), and p300.
HATs acetylate specific lysine residues
in histone amino–termini and weaken
the interactions between the histone oc-
tamer and DNA, thus further facilitat-
ing decondensation of nucleosome struc-
ture. The retention of SWI/SNF com-
plex on nucleosomal promoter is signif-
icantly stabilized by histone acetylation.
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Fig. 10 Transcription activation in eukaryotes. Genes in the nuclear genome are usually
packaged into chromatin consisting of nucleosomes and other chromatin proteins. In
order to transcribe a particular gene, the chromatin structure has to be remolded, and thus
various DNA binding proteins (A and B) can bind cis-elements (a and b) and further
promote the formation of the transcription initiation complex on a particular
promoter (TATA).

In addition to the acetylation of his-
tones, phosphorylation and methylation
of histones or non-histone proteins are
likely to play important roles in both

chromatin modification and control of
gene expression.

Either during or after the remodeling
or modification steps of chromatin, a
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partial initiation complex (TFIIA/B and
TBP) or a complete initiation complex
(TFIIA/B, TBP/TFIID, and pol II) with
other general factors are recruited. Again,
the assembly of the initiation complex is
facilitated through histone modification by
the promoter-targeted HAT. Finally, a me-
diator complex such as DRIP, ARC, TRAP,
and/or coactivator such as p300/CBP or
p160/SRC are recruited to the initiation
complex through protein–protein interac-
tion with DNA binding proteins such as
CREB or nuclear receptors, which specifi-
cally bind to one of the cis-elements on the
promoter. The mediator or coactivator is
likely to be a bridge between a given DNA
binding protein or activator and pol II via
direct associations with specific subunits
of the complex, thus ensuring the forma-
tion of a functional preinitiation complex
on the core promoter.

The repression of a certain gene expres-
sion is also regulated through the modifica-
tion of chromatin by histone deacetylases
(HDACs), which remove acetyl groups
at lysine residues in histones, which are
transfered by HATs. The deacetylation
of histones causes a particular region of
chromatin to be condensed as heterochro-
matin, which thus results in the repression
of gene expression.

See also Alternatively Spliced
Genes; Genetics, Molecular Ba-
sis of; Genomic Sequencing (Core
Article).
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AmpFLP (Amplified Fragment Length Polymorphism)
A technique based on PCR amplification of specific VNTRs with core repeats ranging
between 8 and 70 bp in length, using sequence-specific oligonucleotide primers that
flank the tandem repeat regions. This strategy generates discrete profiles of
amplification products (amplicons) that correspond to the alleles of the locus. Profiles
with one band are denoted as homozygous. Profiles with two bands are scored as
heterozygous.

AP-PCR (Arbitrarily Primed Polymerase Chain Reaction)
A variation of the RAPD strategy (see below) wherein discrete amplification patterns
are generated using single oligonucleotide primers 10 to 50 nucleotides in length to
amplify genomic DNA by PCR. In the first two cycles of amplification, annealing of the
primers is carried out under nonstringent conditions to allow the primers to anneal to
multiple regions along the DNA template. The method generates multiple
band patterns.

DAF (DNA Amplification Fingerprinting)
Another variation of the RAPD technique wherein single oligonucleotide primers of
arbitrary sequence as short as five nucleotides in length are used to amplify DNA by
PCR. This technique also generates multiple band profiles.

ISSR (Inter Simple Sequence Repeat)
In this technique, nucleotide sequence information from microsatellite regions
(simple sequence repeat elements) is used to design oligonucleotide primers that will
serve to amplify regions of DNA mapping between microsatellites (SSRs). An anchor
made up of a stretch of degenerate nucleotides (between 3 and 10 nucleotides) is also
attached either at the 5′ or 3′ end of the primers to increase the specificity of the
amplification process. This technique generates complex multiple band patterns
typically consisting of more than 200 band signatures.

Microsatellites and Minisatellites
Microsatellites are nucleotide sequence elements composed of tandemly repeated core
repetitive sequence blocks of 2 to 7 bp in length distributed throughout the genomes of
higher eucaryotes. Minisatellites are similar in nature but are composed of 8 to 70 bp
core repeat sequences.
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RAPD (Random Amplified Polymorphic DNA)
A procedure used to detect nucleotide sequence polymorphisms in DNA using a single
primer of arbitrary nucleotide sequence. PCR generates several discrete amplification
products when a single primer (10 to 21 bases in length) is designed to anneal, in
forward and reverse orientations, to two different sites on DNA within a distance that
allows amplification.

Sequencing
A method used to determine the sequence (linear order) of nucleotide bases along a
strand of DNA.

SNP (Single-nucleotide Polymorphism)
Variation between individuals at certain nucleotide base positions within the genome.
SNPs may arise as a consequence of single-nucleotide substitution, insertion,
or deletion.

STR (Short Tandem Repeat)
Also referred to as simple sequence repeat (SSR) or microsatellite. STRs are tandem repeat
regions 2 to 7 bp in length, scattered throughout genomes. PCR procedures are
routinely used to amplify these regions for the generation of distinct allelic profiles.

VNTR (Variable Number of Tandem Repeats)
Regions of the genome that contain a variable number of end-to-end duplications of a
series of identical or almost identical nucleotide sequence motifs (typically between 2
and 70 bp each). The number of tandem repetitions translates into length
polymorphisms that characterize the allele profile for a given genomic region (locus).

� DNA typing analysis consists in generating and interpreting allelic profiles for the
purpose of identifying an individual, a representative from a given group or species,
or to determine the origin/provenance of biological material such as cells, clinical
specimens, and forensic evidence. The process capitalizes on length differences
or sequence variations (collectively referred to as polymorphisms) associated with
discrete regions within the genomes of living organisms. These genetic differences
are examined using a variety of DNA profiling strategies that utilize different modes
of detection to reveal the polymorphic nature of the target DNA segments. The
choice of method adopted is largely dictated by the nature, quantity, and physical
state of the sample to be identified. Each of these considerations, in addition to
the current state of knowledge regarding the sequence, structure, and organization
of an organism’s nuclear and organelle genomes, will also determine what type of
polymorphisms can be surveyed. Polymorphic allele patterns can be represented as
bar code–like profiles, peaks on tracings, photographic bars or dots on X-ray films,
or colored spots on solid supports or computer monitors. DNA typing can be applied
to any biological material that contains DNA such that current applications reach
across every taxonomic kingdom.
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DNA typing analysis is particularly powerful because no two individuals or strains,
with the exception of genetically identical twins and clones, share the same allele
complement for multiple polymorphic loci. In addition, with the advent of DNA
typing strategies based on the polymerase chain reaction (PCR), investigators have
advanced beyond conventional restriction fragment length polymorphism (RFLP)
analysis and can carry out reliable, accurate, precise, and sensitive identifications
from only minute quantities of starting biological material. This, coupled with the
surprising chemical stability and longevity of DNA, has had a major impact in
forensic science for the resolution of violent crimes or the identification of human
skeletal remains from the scenes of mass disasters. Today, DNA typing analysis is
employed in almost every discipline under the biological sciences. It continues to
prove instrumental to studies on human origins and diversity, in clinical medicine to
resolve the identity of specimens, ascertain the provenance of transplantable tissues
and organs, and expedite the identification of viral and microbial pathogens, and in
guiding the manner in which animal, plant, and insect breeding programs are being
conducted and followed.

This article describes the general principles underlying DNA typing analysis,
summarizes and compares currently available methods for specimen identification,
and provides an overview of applications in the field of forensics and the
biological sciences.

1
Principles

1.1
DNA Types and Regions of Variability
Relevant to Individual Identification

With the notable exception of the RNA
viruses, DNA constitutes the molecule of
heredity in all living organisms. In eu-
caryotes, the majority of a cell’s genetic
material and gene set (genome) resides in
the nucleus and is referred to as nuclear
genomic DNA. Plants and animals also con-
tain organelles – chloroplasts (restricted to
plants) and mitochondria – with their own
genomes. In procaryotes, the sum total of
genomic DNA is not confined to a nu-
clear compartment but rather is attached
to the inner side of the cell membrane as
a nucleoid.

DNA typing analysis relies on genetic
variations that manifest themselves as
tandem arrays of repetitive sequences
or single-nucleotide sequence polymor-
phisms. Tandem repeats of repetitive
DNA sequence blocks detected in hu-
man nuclear genomic DNA are generally
subdivided into minisatellites and mi-
crosatellites according to the size of the
core repeat unit and to the overall length
of the tandem array. Similar subsets of
tandem repetitions have been detected and
characterized in the nuclear genomic DNA
of other animals and plants. Depending on
the DNA region (or locus), each repeat el-
ement can consist of a minimum of 2
to perhaps 70 bp. The number of tandem
repetitions for each allele, on the other
hand, can vary from one to several hun-
dred – hence their collective designation
as ‘‘variable number of tandem repeats
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Fig. 1 Three types of VNTR polymorphisms
routinely detected in human nuclear genomic DNA:
(a) restriction fragment length polymorphism
(RFLP), (b) amplified fragment length polymorphism
(AmpFLP), and (c) short tandem repeat (STR)
polymorphism. For all three types of length
polymorphisms, the ability to distinguish one
individual from another depends on the variations in
the number of tandem repeat elements present in
each of the alleles of a particular locus or genomic
region. VNTRs detected by the RFLP approach are
attributed to repetitive nucleotide sequence blocks
ranging between 9 and 40 base pairs (bp) in length
that are repeated 60 to 450 times in tandem. DNA
segments containing VNTRs are produced after
digestion with a site-specific restriction enzyme (i.e.
HaeIII) that cleaves within the regions immediately
flanking the VNTR. The procedure generates allelic
DNA segments in the range of 500 bp to 23 kb in
size. Because of their large size, VNTR-containing
DNA fragments cannot be amplified by PCR and
must be resolved by conventional agarose gel
electrophoresis. By contrast, VNTRs detected by the
AmpFLP approach are considerably smaller and
consist of repeat blocks typically ranging between 8
and 70 bp and repeated 10 to 40 times, depending on
the allele. AmpFLP VNTRs can be generated by PCR
amplification with specific VNTR-flanking
oligonucleotide primer pairs. This process routinely
yields DNA size fragments (i.e. amplicons) of 100 to
1300 bp in size that are easily resolved on
polyacrylamide gels. STRs, on the other hand, arise
from repeat blocks in the 3- to 7-bp range, which are
repeated 6 to 44 times in tandem. Because of their
small overall repeat lengths – typically in the range of
100 to 400 bp per allele – STR loci lend themselves
readily to PCR amplification either alone or as
combinations using several locus-specific primer pair
sets in a process known as ‘‘multiplex PCR’’ and to
automated high-throughput analysis. STR amplicons
are best resolved by polyacrylamide or capillary gel
electrophoresis. [Modified from Duncan and
Tracey (1997).]

100–1300 bp
Strand A

Strand B

Primer
site

Cut site

500–23 000 bp

Strand B

Cut site

Flanking
region

100–400 bp

Primer
site

Strand A

Strand B

Primer
site

Repeat blocks of 8–70 bp

(a) Repeat blocks of 9–40 bp

Repeat blocks of 3–7 bp

Primer
site

Strand A

(c)

(b)

(VNTRs)’’ (Fig. 1). Investigators rely on
these length variations to construct DNA
allele profiles. This can be achieved by
restriction fragment length (RFLP), ampli-
fied fragment length (AmpFLP), or short
tandem repeat (STR) polymorphism anal-
ysis. The extent of length variation across
the allele set for a given locus provides a

measure of the usefulness of the VNTR for
identification purposes. Thus, the greater
the variation encountered within a pop-
ulation of individuals, the greater the
‘‘polymorphism information content’’ and
consequent utility of the VNTR locus. For
the study of VNTRs, DNA regions contain-
ing different numbers of tandem repeats



482 DNA Typing Analysis

digested with a restriction endonuclease
or amplified by PCR are fractionated by
size using electrophoresis through a siev-
ing medium such as agarose (RFLP) or
polyacrylamide (AmpFLP and STR). Fol-
lowing electrophoresis and processing for
detection, the relative positions of bands
corresponding to distinct alleles are de-
termined relative to known DNA size
standards. By combining several polymor-
phic loci in a single analysis, investigators
can obtain very high ‘‘powers of discrim-
ination’’ (i.e. a statistical measure of the
unique character of the genetic profile gen-
erated from the biological sample).

Recent genomic mapping and sequenc-
ing initiatives in humans and other or-
ganisms have identified single-nucleotide
polymorphisms (SNPs) as one of the
most common forms of genetic varia-
tion among individuals. SNPs account for
approximately 85% of all known polymor-
phisms in the human genome and are
more frequent than microsatellite mark-
ers. They occur on average every 1000
nucleotide positions as opposed to ev-
ery 300 to 500 kbp for microsatellites.
The large size of the human nuclear
genome (6.2 × 109 bp) predicts the exis-
tence of millions of SNPs and thousands of
microsatellite markers. Individual SNPs,
however, are either detected or altogether
absent and are consequently less infor-
mative than VNTR markers. Nonetheless,
this simple ‘‘biallelic’’ variation greatly
facilitates high-throughput analysis and
detection using DNA microarrays. Recent
estimates suggest that a subset of 50 to 100
SNPs could be used to achieve the same
power of discrimination as that provided
by the 13 STR core loci currently in use by
the majority of forensic DNA laboratories
in North America and Europe.

SNP typing of organelle genomic DNA
like that of the mitochondrion (mtDNA)

provides yet another means to help estab-
lish the identity of biological specimens
of human and other animal species ori-
gin. In humans, the exercise exploits
nucleotide sequence variations within two
hypervariable regions (HV1 and HV2) of
the noncoding section (known as the mi-
tochondrial control region or D-loop) of the
mtDNA genome. In other animals, species
identification has been achieved using the
mitochondrial cytochrome b, 16S, and
12S ribosomal DNA (rDNA) nucleotide
sequences. MtDNA analysis constitutes a
very sensitive assay because thousands of
copies of the comparably small mtDNA
circular genome (16 500 bp) are present
in each somatic cell as opposed to two
copies (one maternal, the other paternal)
of nuclear genomic DNA. MtDNA is also
reported to be more resistant to degra-
dation by cellular enzymes or enzymes
secreted by microorganisms located in
the vicinity of the biological specimen.
Because mtDNA polymorphisms are de-
tected within much smaller segments of
DNA, this technique is more successful
on highly degraded specimens (i.e. aged
skeletal material, mummified soft tissue
and hair shafts, sterilized canned foods,
charred fragmented bones). MtDNA is ma-
ternally inherited and does not undergo re-
combination thereby increasing the range
of reference material available for the iden-
tification of human remains (i.e. distant
maternal relatives become potential refer-
ence sources for comparison). Although
nuclear genomic DNA profiling is highly
informative and represents the method of
choice for the majority of DNA identifi-
cation requirements, mtDNA analysis is
recognized as a validated, robust, reliable,
and well-established DNA profiling sys-
tem for some of the most challenging and
degraded samples such as archeological
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and mass disaster specimens, where nu-
clear DNA profiles are either impossible to
obtain or uninformative.

DNA typing in plants using chloroplast
genomic DNA is becoming more frequent.
Chloroplasts are found in large numbers
within each plant cell. Chloroplasts are
protected by the plant cell wall and by
the plant cell and organelle lipid bilayer
membranes such that chloroplast genomic
DNA tends to resist breakdown from mi-
croorganisms and environmental insult.
Nucleotide sequence variations recorded
within the transfer RNA gene complex of
the chloroplast genome have been suc-
cessfully applied to the identification of
plant species.

1.2
Specimen Processing

In principle, and largely as a result of
significant advances in PCR amplifica-
tion strategies, any living or nonliving
biological specimen or material contain-
ing minute quantities of relatively intact
DNA fragments can be used for DNA typ-
ing analysis. At present, severely degraded
samples containing DNA, no longer than
60 to 100 bp in length, can be analyzed. Un-
til very recently, common sources of DNA
routinely processed for medical and foren-
sic applications included blood, saliva,
semen, solid tissues, plant foliage, and
seeds. With PCR, however, the list of sam-
ples submitted for DNA testing has been
expanded to include bone, teeth, hair, ep-
ithelial cells from the skin, and even sweat
from human or other animals. In addition,
forensically relevant specimens such as
fingernails, cigarette butts, chewing gum,
bite marks on food items, licked envelope
flaps and stamps, and handled objects such
as telephone receivers, wine glasses, bev-
erage cans, and beer bottles (all of which

can be swabbed to collect transferred ep-
ithelial cells) have become amenable to
analysis. Other samples such as human
and animal feces, urine, and sputum as
well as canned foods can also constitute
rich sources of DNA.

Biological samples destined for foren-
sic DNA analysis are often subjected to
a variety of environmental insults. Con-
sequently, these samples create a special
challenge and it is often only following col-
lection that conditions can be controlled to
preserve the integrity of the specimens. En-
suring the integrity of clinical or forensic
samples is best achieved by cold storage
[freezer (–20 ◦C or – 70 ◦C) or liquid ni-
trogen] in clean, dry environments. Such
conditions reduce contamination by mi-
croorganisms and the likelihood of degra-
dation of DNA by cell lysis and DNAase
activity. Alternatively, specimens such as
bones or tissues can be immersed in
preservation solutions at the site of col-
lection and stored at room temperature
for prolonged periods of time before be-
ing processed for DNA analysis. Biological
samples (blood, buccal swabs, or hair) such
as those destined for inclusion in convicted
offender DNA data banks can be collected
by direct deposition on specially treated
filter paper (i.e. FTA paper; Fitzco Inc.,
Minneapolis, MN, USA) that inhibits the
growth and biological properties of blood-
borne pathogens (e.g. HIV and hepatitis B
and C) and stabilizes DNA for long-term
storage7 at ambient temperatures.

Various DNA extraction procedures can
be used to obtain essentially pure prepa-
rations of high molecular weight DNA in
good yields from human or animal tis-
sues. Although specific DNA extraction
procedures are required for bones, teeth,
and hair, the enzyme proteinase K is gen-
erally used to promote cell lysis and digest
proteins in a sample in the presence of
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the detergent sodium dodecyl sulfate. Di-
gested proteins, lipids, and other debris
and contaminants can be removed by or-
ganic extraction using a mixture of phenol
and chloroform. Traces of residual phenol
are removed by extraction with chloro-
form and isoamyl alcohol. High molecular
weight DNA is then recovered in essen-
tially pure form (although RNA may also
be present without consequence to the
final analysis) by ethanol precipitation
in the presence of salt. An alternative
method for collecting phenol-extracted
DNA consists in selective ultrafiltration
through special membranes (Centricon-
100 or Microcon-100 ultrafiltration car-
tridges; Amicon Corp., Beverly, MA) that
concentrate DNA while removing impuri-
ties by centrifugal dialysis. DNA obtained
by the organic extraction method is double
stranded and is therefore compatible with
both RFLP and PCR-based procedures.

Other methods that bypass organic
extraction for the recovery of DNA from
cell lysates include (1) selective capture
of DNA on magnetic beads followed by
elution in a buffered solution and (2) the
use of cation-exchange resins such as
Chelex 100 to bind and partition positively
charged molecules from cell lysates on
the resin and allow the negatively charged
DNA to remain in solution. Both these
methods are only compatible with PCR-
based assays because cell lysis is carried
out at elevated temperatures (95 ◦C and
100 ◦C), which result in the denaturation
of DNA to its single-stranded form.

Disruption of plant cells to release DNA
poses a special challenge. Plant tissues
differ from those of animals in that they
are surrounded by rigid lignin-rich cell
walls that are very difficult to lyse. Meth-
ods optimized to obtain the best yields
and the purest DNA preparations possible
typically involve further purification steps

to remove phenolic substances, polysac-
charides, and humic acids that are often
present along with DNA and can inhibit
downstream restriction enzyme digestion
and PCR amplification reactions.

When biological samples are collected
and stored on small, designated areas of
FTA paper (microbial, animal and plant
cell cultures, blood, hair bulb cells, buc-
cal swabs), deposited cells are lysed on
contact with the chemicals present in the
paper. The DNA remains trapped between
the fibers and is subsequently purified by
washing away the chemical components
and cellular debris that could inhibit sub-
sequent assays. The washed immobilized
DNA can be recovered on circular punches
(1.2 mm, 2 mm, or 3.7 mm in diameter)
and transferred directly into a microcen-
trifuge tube or a 96-well assay plate. This
simple procedure allows automation of
sample preparation for PCR amplification
with robotic workstations. In addition, the
use of the FTA paper represents a sim-
ple and inexpensive approach to long-term
storage or archiving of biological samples
at room temperature.

Some DNA extraction methods have
been designed to address special circum-
stances. In forensic investigations, for
example, the analyst may be presented
with specimens containing mixtures of
male and female cells such as in the case of
oral, vaginal, and anal swabs obtained from
sexual assault victims where sperm and
female epithelial cells are often present.
To separate the male and female cells
from one another, specific DNA extraction
methods are used. The standard ‘‘prefer-
ential lysis’’ method exploits the different
resistance properties of sperm and vagi-
nal cells against proteolytic digestion. The
female cells are lysed in extraction buffer
lacking the reducing agent dithiothreitol
(DTT), and the DNA is isolated from the
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supernatant. The remaining sperm pellet
is then lysed by adding extraction buffer
supplemented with DTT and detergents,
which release the male DNA into the
solution, and allows for subsequent isola-
tion and concentration. Recently, enriched
male cell fractions have been obtained us-
ing methods such as fluorescence activated
cell sorting (FACS), which takes advan-
tage of differences in the cell size, shape,
surface antigen properties, and DNA con-
tent (haploid for spermatocytes, diploid
for vaginal cells). Another approach used
to enrich for male cells consists in captur-
ing sperm cells using specific antibodies
raised against sperm head or tail antigens,
which have been covalently linked to mag-
netic beads. Following washes to remove
cellular debris and contaminating female
cells, the male cells can be eluted and
processed for DNA typing.

The integrity of a DNA preparation
can be estimated by visual inspection
with the help of ultraviolet light following
agarose gel electrophoresis and staining
with intercalating dyes such as ethidium
bromide and SYBR Green I. Intact,
high molecular weight DNA migrates
as a single large band at the top of
a gel, whereas partially degraded DNA
produces a long smear composed of
large to small fragments (>20 000 bp to
a few hundred base pairs for human
DNA). DNA molecular weight ladders run
alongside the sample lanes are used as
reference size markers. For many PCR-
based DNA typing assays, an evaluation
of DNA degradation is not performed
in order to conserve potentially limiting
quantities of DNA. Rather, the extent
of DNA degradation can be assessed
indirectly by examining the outcome of
the PCR amplification. Partial profiles
as well as failure to produce a profile
are often indicative of DNA degradation

when the presence of an inhibitor has
been discounted.

Quantification of the amount of DNA
present in the extract is required to opti-
mize the DNA typing assay, particularly
if the latter involves PCR amplification.
Knowing the initial quantity of DNA tem-
plate can reduce undue consumption of
biological specimen and reagents and can
prevent the generation of potential PCR
artifacts under suboptimal conditions. In
general, two categories of procedures are
available to estimate the quantity of DNA.
The first category defines methods that
are not specific to the human species.
Such methods estimate the total amount
of DNA in an extract. For example, the
quantity of DNA can be estimated by mea-
suring the absorbance of a DNA solution
at a wavelength of 260 nm using a spec-
trophotometer. Using a quartz cell with
a path length of 1 cm, a concentration
of 50 µg DNA/mL yields an A260 of 1.0.
The relative purity of the DNA sample
can be assessed by including a measure-
ment for the absorbance at 280 nm. By
doing so, one searches for traces of phenol
and residual amounts of aromatic amino
acids signifying the presence of residual
proteins. The investigator then derives an
absorbance ratio for A260/A280. A ratio of
1.8 is usually indicative of a clean DNA
preparation. Alternatively, yield gels can
be used where the sample DNA and a
series of DNA standards of known con-
centrations are compared by agarose gel
electrophoresis and ethidium bromide or
SYBR Green I staining. Total DNA quan-
tification can also be performed in the
presence of the intercalating fluorescent
reagent Picogreen that binds primarily to
double-stranded DNA. In a typical assay,
samples of unknown quantities of DNA
are compared to a series of serially di-
luted DNA standards after being mixed for
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5 min at room temperature with the dye in
96-well assay plates. Light emission (flu-
orescence) measurements are then made
using a fluorimeter. This method is partic-
ularly sensitive and can detect DNA down
to 0.05 ng/µL.

For the quantification of human-specific
DNA, an aliquot of the DNA sample is
denatured (converted into single-stranded
molecules) in alkali along with serial
dilutions of DNA standards. Each sample
is then adsorbed and covalently bound
to a charge-modified nylon membrane.
The immobilized DNAs are hybridized
to a radiolabeled, chemiluminescent or
colorimetric, primate-specific α-satellite
DNA probe (p17H8) fragment that targets
highly repetitive human DNA sequences
located at the D17Z1 chromosome locus.
This method is capable of detecting
subnanogram amounts of human DNA.
A recent approach eliminates the need
for DNA immobilization on membranes
and uses solution hybridization of DNA
probes targeting highly repetitive human
Alu DNA elements coupled to an enzyme-
linked chemiluminescence reaction to
estimate the quantity of human DNA in
the sample.

Quantification from processed biologi-
cal samples immobilized on FTA filter
paper is typically not carried out be-
cause a punched disc of uniform diameter
(1.2 mm, 2 mm, or 3.7 mm) and depth
contains a relatively consistent quantity of
DNA bound to the matrix and produces
equally reproducible amplification profiles
for specific DNA VNTR targets.

1.3
Specimen Analysis

For many years, RFLP-based DNA typing
was considered the standard method for
most identification purposes. This method

has since been replaced by PCR-based an-
alytical strategies, particularly for human
identification. RFLP analysis is still widely
used in plant and animal studies. The
RFLP method produces excellent, valid,
reliable, and easily interpretable typing re-
sults (Fig. 2). Despite these advantages,
RFLP analysis has limitations. For in-
stance, each analysis requires a minimum
of 10 to 50 ng of high-molecular weight
genomic DNA to permit hybridization to
each probe used to reveal the banding
patterns. The RFLP procedure is also time-
consuming and labor intensive, often tak-
ing weeks to complete when full analysis
requires multiple rounds of hybridizations
to several probes to build a discriminating
allele profile (i.e. a genotype).

To circumvent these limitations,
AmpFLP and STR-based methods were
initially developed to complement RFLP
typing in humans. Both strategies focus
on short VNTR regions (8 to 70 bp
for AmpFLPs and 2 to 7 bp for STRs)
that are amenable to amplification by
PCR. Amplicons produced are typically
150 to 1500 bp and 100 to 500 bp
for AmpFLPs and STRs respectively. It
should be noted, however, that most
loci targeted for PCR analysis are much
less polymorphic than the hypervariable
regions used for RFLP testing. STR
markers, in general, have far fewer repeats
than AmpFLP markers and offer less
variation at any one locus, but, despite
this characteristic, the power of STRs lies
in the ability to combine them into a
single amplification assay (i.e. a multiplex
PCR reaction). Multiplex STR analysis,
therefore, represents a major advance
in DNA typing by providing enhanced
power of discrimination and automation
capabilities. In a typical scenario, paired
sets of specific oligonucleotide primers
flanking short polymorphic VNTR regions
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Fig. 2 Restriction fragment length
polymorphism–based DNA typing process.
Genomic DNA is first released from a biological
sample by whole-cell lysis using a proteolytic
enzyme (proteinase K) in the presence of a
detergent (sodium dodecyl sulfate). Denatured
proteins, peptides, and lipids are then removed
by one or more organic extractions with a
mixture of buffered phenol and chloroform.
Genomic DNA is finally recovered by ethanol
precipitation and both the yield and integrity of
the DNA are assessed. The DNA is then cleaved
with a robust site-specific restriction
endonuclease (HaeIII) to generate a series of
DNA fragments of different lengths. These
resulting fragments are resolved according to
their sizes (lengths) by electrophoresis through
an agarose gel. The negatively charged DNA
fragments migrate through the agarose sieve
toward the positive electrode located at the
bottom of the electrophoresis unit. Once
resolved, the series of DNA fragments is
transferred by capillary action from the gel to a
nylon membrane by a process known as Southern
blotting. During this process, an alkaline transfer
solution is used to unwind (denature) the DNA
strands of each fragment and carry them along
with the flow of transfer solution out of the gel

and onto a charge-modified nylon membrane on
which DNA strands will bind covalently. The
membrane is then exposed to a radiolabeled or
chemiluminescent complementary DNA probe
that hybridizes with the membrane-bound
denatured DNA fragments that contain target
VNTR nucleotide sequences. Following a series
of extensive washing steps to remove unbound
probe, the membrane is placed in intimate
contact with photographic X-ray film that is
sensitive to the emission of β particles (decay
products of the radioactive phosphorus atoms)
or photons (generated by a subsequent
light-emitting chemical reaction to detect
hybridized probe). After an appropriate exposure
time (minutes, hours, or days), the film is
developed to produce a photographic image of
the relative positions of the radiolabeled or
chemiluminescent probe/target DNA hybrids on
the membrane. The probes can be stripped off
the membrane without removing the bound
DNA, and the process can be repeated using a
different probe that binds to a different set of
DNA fragments. The composite data set of all
DNA patterns generated using different probes
is referred to as the genetic profile or genotype of
the particular sample.
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are used to amplify allelic DNA fragments
that are then resolved according to
their sizes by electrophoresis through
polyacrylamide or other suitable synthetic
polymer sieving matrices. The allelic
DNA fragments are revealed using silver
staining or fluorescence detection (Fig. 3).

A wide variety of biological samples
have been successfully analyzed (geno-
typed) using the STR-based approach.
In particular, allele profiles can be ob-
tained from highly degraded DNA (in
general about 100 bp in size) by simply
redesigning PCR primer pairs to anneal
closer to the STR sequence block. For
a small percentage of biological samples
from which only limiting amounts of
highly degraded DNA are available, alter-
native typing methods, such as mtDNA

analysis, have been developed and suc-
cessfully applied.

Other types of nucleotide sequence poly-
morphisms can be detected in specific
genes or noncoding regions of the genome
by exploiting ‘‘allele-specific oligonu-
cleotide (ASO) hybridization’’ probes.
When these are used in a ‘‘dot-blot’’
format, the target DNA sequence is am-
plified by PCR and the amplification
products are fixed to membranes. The
DNA is then incubated with labeled ASOs,
which hybridize only to DNA sequences
that contain their exact complement. If
hybridization occurs, the dot will be high-
lighted. If the amplified DNA does not
correspond to the proper allele, the spot
will remain blank. Alternatively, dot blots
can be configured such that it is the

Fig. 3 Short tandem repeat–based DNA typing process. Genomic DNA is first released from a
biological sample by whole-cell lysis using a proteolytic enzyme (proteinase K) in the presence of a
detergent (sodium dodecyl sulfate). The DNA in solution is then recovered by ultrafiltration through
specialized membrane units, or, alternatively, can be captured on magnetic beads to yield high-purity
DNA ready for PCR amplification. Amplification is carried out in a thermocycler. During this process,
multiple copies of STR-containing DNA regions are generated by a heat-stable DNA polymerase (i.e.
Taq DNA polymerase) that uses sequence-specific oligonucleotide primer pairs that bind to
complementary regions flanking the VNTR (shown in orange). The PCR process consists of three
simple steps. In the first, the double-stranded DNA molecule is heat denatured (strands A and B
unwind from each other at 95 ◦C). In the second, primers bind to their complementary sequences as
the temperature is lowered (50 ◦C–65 ◦C), and in the third, daughter DNA strands are synthesized by
the Taq DNA polymerase as the enzyme extends the hybrid DNA template–primer complex as the
temperature is augmented to an optimum (72 ◦C). The first amplification cycle generates two copies
of the original VNTR region. Repeated cycles of amplification generate millions of copies of the VNTR
region according to a 2n logarithmic rule where n represents the number of amplification cycles.
Multiple primer sets labeled with different fluorochromes (denoted as FL in the diagram) can be used
simultaneously (‘‘multiplex PCR’’ approach) to amplify multiple VNTR regions from different
chromosomal loci within the genome. The resulting colored fragments are resolved according to their
individual sizes by polyacrylamide gel electrophoresis. The size fractionation and detection of the
amplified fragments occur simultaneously in an analytical instrument called a DNA sequencer. During
electrophoresis, the DNA fragments migrate toward the bottom of the gel and reach the detection
window where an argon laser excites the fluorochrome attached to one of the 5′ ends of the amplified
DNA fragments. The photons emitted are captured in real time by a charged-coupled device (CCD)
camera housed in the instrument and calibrated to the emission spectra of the fluorochromes. A gel
image of the position of each of the STR-containing DNA fragments is then produced against a
reference allelic ladder. The allelic ladder represents a composite migration set of the many
STR-containing fragments detected in the general population. The composite array of all STR
signatures amplified for a given sample is referred to as the genetic profile of that sample. (See color
plate p. xxxii.)
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ASOs that are fixed to the membrane,
and the amplified DNA is allowed to
hybridize to the immobilized probe se-
quences. This ‘‘reverse dot-blot’’ approach
is routinely used for HLA-DQα typ-
ing, ‘‘polymarker’’ profiling and mtDNA
typing.

Nucleotide sequence polymorphisms
can also be detected in plants and an-
imals using a scheme for generating
‘‘randomly amplified polymorphic DNA’’
(RAPD) segments. The ensuing methods
are known as arbitrary primed polymerase
chain reaction (AP-PCR) or DNA amplifica-
tion fingerprinting (DAF). AP-PCR and DAF
typing systems rely on PCR primers of ar-
bitrary sequence. The latter are allowed to
anneal to the flanking regions of target
DNA regions. Annealing must occur over
reasonable distances in order to facilitate
amplification. Each system differs accord-
ing to (1) the length of the primers used,
(2) amplification conditions, and (3) the
way in which amplified products are re-
solved and detected. Amplification will not
occur if the template sequence differs sig-
nificantly from the primer sequence. The
main advantage of RAPD methods is that
nucleotide sequence information is not
required to design primers for a particu-
lar genomic DNA. Nucleotide sequence
information is paramount, by contrast,
for successful design and application of
AmpFLP and STR-based typing strategies.

ISSR-PCR typing provides yet another
alternative method to derive highly re-
producible allele profiles without knowing
anything about the nucleotide sequence
of an organism’s genome. ISSR-PCR is
particularly useful in plant and nonhu-
man animal DNA typing exercises. The
assay is somewhat more specific than
the RAPD approach since higher anneal-
ing temperatures (usually in the vicinity
of 50 ◦C) and longer primers are used.

ISSR-generated profiles are usually pre-
ferred over those obtained from RFLP
and RAPD strategies because the great
number of signature amplification prod-
ucts produced per primer (typically more
than 200 bands) facilitates identification
across many species. ISSR-PCR is not used
for human identification because locus-
specific assays are available.

The genetic profiles (genotypes) gener-
ated by each of the aforementioned DNA
typing methods can be visualized and/or
scored with the help of colored dyes, fluo-
rochromes or fluorescent dyes, radioiso-
topes, chemiluminescence detection, or
staining with silver-based compounds. To-
day, the vast majority of DNA typing
exercises rely on chemiluminescence and
fluorescence as sensitive, less hazardous,
and readily automated detection methods.

1.4
Data Processing

Genetic profiles can be represented as
(1) colored, fluorescent, or photographic
dots; (2) band patterns corresponding to
the position of DNA fragments follow-
ing electrophoretic separation; or (3) direct
nucleotide sequence information (e.g.
AATCGTACCTGATCC). While such data
can be evaluated visually, computer-
assisted analyses greatly facilitate allele res-
olution, detection, pattern interpretation,
data storage, and statistical evaluation, par-
ticularly when data streams are abundant.

For dot-blot profiles, most comparative
interpretations are performed by ‘‘eye’’
against known standards. The data are
generally transcribed manually into a
computer-managed database. However,
since most dots are colored or visible
on X-ray film, densitometric scanning
systems can be used to automate the
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scoring and storage of DNA profiles for
subsequent analysis.

VNTR analysis relies on size and posi-
tion as fundamental allele characteristics.
The first generation of data acquisition sys-
tems used a simple ruler to determine the
relative size of unknown DNA allele frag-
ments by comparing their migrations with
those of known DNA size standards on
autoradiograms. In the early days of foren-
sic human identification, semiautomated
computer-assisted image-capture systems
(which act essentially as electronic rulers)
quickly replaced this rudimentary method
of data analysis. This improvement re-
duced labor, tedium, and subjectivity and
enhanced reproducibility. At present, flu-
orescence detection systems allow labeled
DNA fragments to be detected, analyzed,
and downloaded to databases in real time.
The inclusion of internal size standards
also allows PCR-amplified allelic signa-
tures to be accurately and reliably scored,
while sophisticated software packages as-
sign each amplified DNA segment an allele
designation number.

Analyses of nucleotide sequence poly-
morphisms, such as those applied to
mtDNA, are typically carried out using
commercial fluorescence-based nucleotide
sequencing kits. Here again, specialized
data collection and analysis software suites
are required to expedite the reading and
interpretation of DNA sequences.

High-throughput fluorescence analysis
of SNP signatures is currently performed
on DNA microarrays (a miniaturized high-
density format of the dot-blot system). In
this assay, which is now fully automated, a
series of oligonucleotide DNA probes cor-
responding to individual SNPs are spotted
as a two-dimensional high-density array
on the surface of a glass slide. The ar-
rays then serve as baits when hybridized to

fluorescently labeled amplified DNA frag-
ments. The presence of an SNP signature
is revealed by matching the fluorescence
signal to the coordinates of the oligonu-
cleotide probe on the array. Data capture
and interpretation is achieved using ded-
icated scanners and computer software.
The principal advantages of automated
sample processing and data-acquisition
platforms are the reduction of time, la-
bor, and human error in the transcription
of data. Data files can be accessed and
further studied to determine the statistical
significance and linkage properties of one
or more SNPs.

1.5
Quality Assurance and Quality Control

Quality control management is paramount
to obtaining quality results. It is also a key
factor in establishing uniform reliability
of data and practices between laboratories.
Laboratory quality assurance consists in
verifying and documenting that all pro-
cedures relevant to DNA typing exercises
have been performed by skilled, highly
trained personnel. The validity of DNA
typing data relies on correct identifica-
tion of true ‘‘nonmatches’’ as well as true
‘‘matches’’ from prospective DNA typing
profiles. The reliability of a test reflects its
reproducibility under defined conditions
and its ability to transcend different labora-
tories and practitioners. Quality assurance
must encompass all significant aspects of
the DNA typing process. These include
personnel education and training, docu-
mentation of records, data analysis, quality
control of reagents and equipment, techni-
cal controls, proficiency testing, reporting
of results, and auditing of laboratory pro-
cedures. The principles and practices of
quality assurance and the development of
appropriate standards and guidelines for
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DNA typing emerged initially from the
experience of clinical laboratories. These
have now been carefully defined through
consensus between forensic laboratories
represented in the North American Non-
Regulatory Federal Initiative, the Scientific
Working Group on DNA Analysis Methods
(SWGDAM), the European DNA Profil-
ing Group (EDNAP), and the European
Network of Forensic Science Institutes
(ENFSI). Recently, some laboratories per-
forming forensic analyses have developed
a quality assurance system on the basis
of international standards such as the
ISO/IEC 17025. It is important to note
that quality assurance guidelines in foren-
sic science must retain enough flexibility
to accommodate the unique nature and
diversity of forensic samples as well as
future advances in recombinant DNA tech-
nology, molecular biology, genetics, and
instrumentation.

Most laboratories engaged in DNA typ-
ing analyses seek accreditation. Accredita-
tion represents the formal recognition of
the competence and quality of the labora-
tory and secures international recognition
that the quality of the work performed
meets exacting standards.

2
Applications

2.1
Criminal and Forensic Investigation

2.1.1 Human Identity
Violent crimes such as sexual assault or
murder are often associated with multi-
ple acts of aggression and defense that
lead to the transfer of DNA-containing
material between assailant and victim. Tis-
sue, blood, or other biological material
recovered from the crime scene, therefore,

provide a source of forensic evidence that
can help determine the circumstances of
the event as well as the provenance of the
specimens (Fig. 4). Accident or homicide
victims, unidentifiable from their physical
features, can be identified provided ‘‘ty-
peable’’ DNA can be isolated from the
victim’s remains and matched with the al-
lele profile generated from DNA extracted
from, for example, hair roots or scalp cells
collected from his or her hairbrush. If the
victim’s parents or other blood relatives
are available, parentage testing may also
be performed (Fig. 5). Genetic relatedness
diminishes over generations. Biological
parents provide a direct genetic link to
the victim, whereas maternal or paternal
aunts or grandparents share fewer alle-
les with the victim. Sisters and brothers
of the victim can be either very infor-
mative or noninformative depending on
which alleles are inherited by each mem-
ber of the family. Genetic relatedness
across multiple alleles can generally pro-
vide a combined DNA profile that allows
the likelihood of relatedness to be deter-
mined. In essence, the more DNA tests
performed or the closer the relatedness
of potential blood relatives, the higher
the probability of determining identity. In
cases where nuclear genomic DNA may
be lacking or unusable, mtDNA or loci
from the nonrecombinogenic section of
the male Y chromosome can be exploited
to identify and link family members.

Reference samples often collected from
victims, their parents, or other close
relatives include whole blood and buc-
cal swabs. Archival pathology specimens
(such as paraffin-embedded tissue or his-
tological sections mounted on glass slides),
despite their small size and degree of
processing, can serve as adequate re-
source material for the identification of
individuals.
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Fig. 4 STR analysis of a sexual assault case. In
sexual assault cases, evidence samples such as oral,
vaginal, and anal swabs are routinely collected and
submitted for DNA typing analysis. Often, swabs
present as a mixture of the assailant’s sperm and
the victim’s epithelial cells. Both cell types can be
separated from one another using a ‘‘preferential
lysis’’ procedure that eventually releases crude
genomic DNA from the epithelial cells in the first
‘‘wash’’ and second fractions (referred to as
fractions F1 and F2 respectively), and crude
genomic DNA from sperm cells in fraction F3. Each
fraction is then subjected to sequential rounds of
phenol/chloroform extractions to yield high-purity
DNA that can then be used for PCR amplification
using nine sets of STR primer pairs in a ‘‘multiplex’’
analysis. To facilitate real-time detection and sizing
during electrophoresis on the DNA sequencing
instrument, each set of allelic DNA fragments is
labeled with its own fluorochrome ‘‘tag’’ during PCR
amplification. Gel images are produced by the
instrument and downloaded to a computer
workstation where the analyst scrutinizes the data
and interprets the allele profiles using specialized
software suites. Individual STR allele signatures are
scored against an internal DNA standard (marked
with asterisks). The latter is a collection of red
fluorescently tagged DNA fragments of known sizes
that are included with each ‘‘run’’ sample on the gel
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in order to correct for minor variations in electrophoretic migration. The internal standard is also
used to generate a calibration curve to estimate the size of each STR fragment. The allelic ladder
(denoted as A in the diagram) is a composite of the alleles most frequently encountered for each of
the nine STR loci surveyed in individuals sampled at random in the general population. Each band in
the ladder has been sequenced so that the exact number of tandem repeats displayed in these
fragments is known. The ladder is used to determine the number of tandem repeats present in each
of the amplified fragments generated from biological samples. Appropriate positive and negative
controls are always incorporated to verify the efficiency and accuracy of the extraction and
amplification processes (referred to as S1 and S2 respectively, in the diagram). Because no amplified
products are detected in lane S2, one can assert that the components used in the amplification
reaction were not contaminated with any external source of DNA. As a rule, in processing a criminal
case for DNA analysis, the evidentiary lanes on a gel are separated into ‘‘questioned’’ and ‘‘known’’
samples. The ‘‘knowns’’ usually correspond to DNA from fresh blood samples taken from victims
(referred to here as S3) and suspects (referred to here as S4 and S5 for suspects 1 and 2 respectively).
These ‘‘knowns’’ are compared to the ‘‘questioned’’ samples obtained from crime scenes, which, in
this case, were vaginal swabs from the victim. Visual inspection and statistical analysis of the
electrophoregram reveal matches between the F3 sperm cell fraction and the known sample from
suspect 2 (S5) for all nine STR DNA regions examined. This is, therefore, a case of ‘‘inclusion’’ for
suspect 2 (S5). Suspect 1 (S4), on the other hand, is ‘‘excluded’’ from being the perpetrator of this
criminal offense. Statistical analyses are conducted to calculate the probability of a random match,
that is, to estimate the odds of finding, by random chance alone, an unrelated individual, other than
suspect 2, who would also produce matches on all nine DNA regions examined.
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Fig. 5 Paternity analysis using short tandem
repeats. Genetic profiles generated from blood
samples or buccal swabs are shown for a typical
family. Profiles are represented by a series of
peaks that correspond to the sets of
STR-containing allelic DNA fragments that
migrated through a polyacrylamide gel in the
DNA sequencing unit. The shorter STR
fragments appear on the left side of the panel as
they are the first to pass in front of the detection
window of the instrument. The larger STR
fragments appear on the right side of the tracing
because their large size has delayed their
migration and appearance in front of the
detection window. In this particular example,
nine STR loci (denoted as 1–9 on the diagram)
have been amplified simultaneously in a
‘‘multiplex’’ PCR reaction. The test also includes
an amplification reaction that provides an
indication of the sex of the person from whom
the sample originated. The presence of two
peaks indicates a male signature (X,Y), whereas
the presence of only one peak indicates a female
(X,X) genotype. Since half of the genome of an
individual is contributed from the mother and
the other half is provided by the father, each of
the nine STR loci examined has two potential
signature (allelic) components (two peaks), one

inherited from each parent. This provides a total
of 18 points of comparison, which makes the
test highly discriminating. It is therefore possible
to identify which half of the children’s DNA was
contributed by which parent. In this particular
example, child 1 has inherited allele 11 from his
father and allele 16 from his mother for the STR
region referred to as 2. For STR region 5, child 1
has inherited allele 28 from his father and allele
33 from his mother. For STR region 9, child 1 has
inherited allele 14 from his mother and allele 19
from his father. Brothers and sisters (siblings)
are likely to share one or more allele signatures
as similar alleles may have been inherited from
the mother or the father. This is in fact the case
for the children of this family who have inherited
the same alleles from their parents for STR
regions 2 and 5. Conversely, siblings may not
share any alleles. This is demonstrated for STR
region 9 where child 1 has inherited allele 14
from his mother and allele 19 from his father and
child 2 has inherited the other alleles from his
mother and father, that is, alleles 16 and 16.
Parentage tests such as this one have been an
invaluable resource for establishing kinship and
identity in the wake of the Swissair and World
Trade Center tragedies.
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With the evolution of analytical methods,
the role of DNA profiling in mass disasters
has become increasingly important as
demonstrated in the wake of the TWA
800 and Swissair 111 plane crashes and
terrorist attacks on the World Trade
Center. In each of these cases, allele
profiling enabled the identification of
human remains where all other methods
had failed. Incidents such as these have
brought DNA profiling to the forefront of
public awareness.

DNA methods have also facilitated the
identification of casualties of war and
other armed conflicts. Confidence in this
approach is such that the military in some
countries now request soldiers to provide
a biological sample for the derivation
of a reference DNA profile, should the
need for a match comparison arise in
the future.

DNA analysis has provided assistance in
some unusual circumstances where foren-
sic evidence was originally thought not to
exist. Investigators have found that insects
that had fed on blood from a victim could
be used to recover the human DNA evi-
dence that eventually led to the resolution
of the case. Analysis of hematophagous
arthropod (i.e. biting insects) blood meals
and excreta may indeed be rare, but such
examinations can prove instrumental in
identifying the assailant or excluding one
or more potential suspects from the scenes
of violent crimes (e.g. rape, homicide,
child abuse).

The automation of the STR-based DNA
typing process for biological samples col-
lected on FTA paper, paper strips, or cot-
ton swabs has played an important role in
allowing the construction of databases con-
taining the DNA profiles of criminals con-
victed of designated violent crimes, such as
sexual assault, homicide, and armed rob-
bery, around the world. The use of simple

commercial collection kits allows biolog-
ical samples to be collected safely and
without risk of cross-contamination. In
countries where criminal DNA databases
have been implemented, DNA profiles
from convicted offenders are compared to
the DNA profiles generated from biologi-
cal samples collected from crime scenes.
A DNA data bank can link a convicted
offender’s allele profile to more than one
crime scene (which suggests a serial of-
fender) and can link known offenders
to crime scenes where the perpetrator
was unknown. Data banks such as these
have proven extremely useful in assist-
ing law enforcement agencies to build
cases against suspected offenders, to fo-
cus investigations, to protect the public,
and to exonerate those falsely accused.
International law enforcement agencies
and the justice community in general are,
therefore, experiencing first hand the ben-
efits of DNA profiling. The success of a
database is directly related to the number
of samples registered. When more sam-
ples are loaded into the data bank, there
is a better chance of generating a match
to crime-scene evidence or to offenders
who have already been convicted. As new
DNA typing technologies are developed,
measures will have to be put in place to
ensure that existing databases are not ren-
dered obsolete.

2.1.2 Animal Identity
There are numerous examples in the
forensic record where cases were resolved
by pivotal DNA evidence derived from
nonhuman biological samples. Common
examples include confirming or excluding
an animal as being the cause of a traffic
accident associated with high material
damage and personal injury. Dog hair left
as evidence at the site of a motorcycle
accident, for example, can be used to
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incriminate the animal and establish
the cause of an otherwise unsolvable
accident. In addition, saliva from canine
bite wounds on a deceased individual can
be used to trace the animal responsible for
a fatal attack.

Poaching of animals on the endangered
species list is a criminal offense. Species
identification as well as authentication of
various processed biological materials can
be achieved using DNA methods. A dried
processed skin suspected to be that of a
poached tiger was certified as an imitation
derived from cattle skin painted to look like
tiger skin. A similar approach was used to
demonstrate that trace evidence recovered
from the remains of an animal found
at an illegal poaching site in a national
park matched that of the confiscated
frozen meat.

The protection of endangered animal
species requires inexpensive, accurate, re-
liable, rapid, and easily adaptable strategies
like those offered by PCR-based DNA anal-
ysis techniques to verify identity. Protein-
based identification techniques become
less reliable with heat-treated products,
such as canned or smoked fish. Processed
seafood products (like caviar and other
meat preparations) often contain material
from several species even though regu-
lations stipulate that the contents of a
container should be unique. Laws also
require that products be labeled with of-
ficial names to discourage fraud. The use
of genotyping methods to determine the
authenticity of samples can assist inter-
national conservation and legal agencies
to better manage and preserve commer-
cial species populations while protect-
ing species at risk. PCR-based methods
give wholesalers alternatives to crude
identification methods and, more impor-
tantly, protect consumer groups against

paying exorbitant prices for mislabeled
food products.

2.1.3 Plant Identity
DNA typing analysis has been useful in
the identification of regulated or prohib-
ited plant material, such as Cannabis
(marijuana). PCR-based methods are so
sensitive that they allow detection of the
presence of Cannabis sativa DNA on the
skin of persons who recently handled both
leaf and resinous material.

The traditional method of detecting
the fraudulent propagation of ornamental
cultivars required much time and effort,
principally because it was based on
the phenotypic analysis of plants grown
to the flowering stage. This laborious
approach is rapidly being superseded
through implementation of databases of
reference cultivar DNA profiles. By way
of example, the rose is one of the most
economically important landscape or cut-
flower ornamental species in the world.
In France, efforts are being deployed to
derive reference genotypes for the more
than 1500 rose varieties maintained in the
French reference collection by PCR-based
methods. PCR-based assays have also
assisted in solving cases of unauthorized
sale of spurious chili seeds raised by an
individual and marketed under the brand
name of an elite variety. In the same
vein, standard-quality rice has been sold as
the premium-priced basmati rice. Similar
typing methods were successfully applied
to expose the fraud.

VNTR markers have also proven ef-
fective for genotyping individual trees
in forest crime prosecutions. Illegal tree
harvesting destroys habitat and reduces
diversity within parkland and protected
ecological sectors. Theft of standing timber
continues to represent a growing problem
in the western part of Canada where red
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cedar (Thuja plicata) is particularly targeted
by thieves because of its high commer-
cial value. Forensic experts are now using
microsatellite markers to match illegally
harvested tree stumps to suspected stolen
wood. In addition, chloroplast DNA anal-
ysis allows discrimination of species from
dry wood samples. On a more sombre note,
the RAPD technique has been successfully
used to link seedpods recovered from the
truck of a suspect’s car to the paloverde
tree under which a murder victim had
been buried.

2.1.4 Fungal Identity
Several truffle species are among the most
valuable mushrooms on the market be-
cause of their aroma and culinary qualities.
They represent a valuable source of agri-
cultural income in some areas of southern
Europe. DNA profiling allows rapid con-
trol of production quality and identification
of truffle fruit bodies in fresh or canned
preparations. The recent occurrence of
Asian truffles morphologically similar to
Tuber melanosporum on the European mar-
ket raises two kinds of problems – one is
fraud, because Asian truffles are cheaper
and of lower quality, the other is ecological
in nature, because Asian black truffles may
be used (knowingly or not) as inoculum for
the production of seedlings destined to be
planted in Europe.

2.1.5 Bacterial Identity
Forensic investigations often require that
the presence of ethanol in postmortem
blood and tissue samples be determined.
However, it is well documented that a vari-
ety of microbes can produce significant
amounts of ethanol under postmortem
conditions. DNA analysis allows investi-
gators to identify the microbial species
present in tissues, blood, urine, and other

body fluid samples from victims in order
to help determine if the cause of a fa-
tal motor vehicle or airplane accident was
indeed attributed to the consumption of
alcoholic beverages. In such cases, sets of
PCR primers are usually designed to hy-
bridize to the 16S ribosomal RNA genes
in order to help identify microbial species.
More recently, VNTR and STR typing were
employed to identify the strain of anthrax
delivered through mail by terrorists in New
York, Washington DC, and Florida.

2.1.6 Viral Identity
When sexual assault results in HIV
transmission, a criminal charge of conduct
endangering life, in addition to rape, may
become an option for the prosecution if the
carrier was aware of his infection status. In
such a case, direct sequencing of the viral
genome is used to demonstrate that the
strain infecting the perpetrator matches
that of the victim. Other cases of criminal
viral transmission that have been resolved
by DNA analysis include those of a dentist
with AIDS who infected several clients and
HIV-infected surgeons who transmitted
the virus to their patients.

2.2
Clinical Medicine

The ability to discern whether a specimen
originates from a particular source is often
critical to diagnosis, to laboratory analy-
sis, and to exercises where the endpoint
is quality assurance. For example, because
the results of a positive drug test could
have significant economic and social con-
sequences, the number of submissions of
adulterated or substituted urine specimens
has increased. DNA analysis acts as a safe-
guard by allowing confirmation that the
urine that tested positive for the drug of
abuse was in fact provided by the donor.
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DNA analysis in the clinical laboratory is
paramount to ascertain the provenance of
tissue biopsy specimens (i.e. normal vs
malignant tissue) and blood specimens
where either could be mislabeled at the
time of collection. Under such circum-
stances, accurate specimen identification
prevents misdiagnosis and unnecessary
treatment. VNTR-based methods have re-
cently been used to demonstrate that a
malignant melanoma that had suddenly
arisen in a kidney transplant recipient
had in fact originated from the tissue of
the donor.

Other applications in medicine include
genetic counseling, tracing the percentage
of donor versus recipient cells in bone
marrow transplants, determination of pos-
sible ‘‘contamination’’ of fetal chorionic
villi sample (CVS) tissue with maternal tis-
sue, and the confirmation of twin zygosity.

The application of STR genotype analy-
sis to demonstrate the occurrence of needle
sharing provides an excellent tool to eval-
uate the safety of the needle-exchange
program as an adjunct to attempts at re-
ducing the risk of HIV transmission in
intravenous drug users. Since common
injection practices leave sufficient quanti-
ties of trace DNA that can be efficiently
amplified by PCR, investigators can easily
profile the history of use for each syringe.

DNA profiling offers rapid and accurate
identity testing in human and other
animal cell lines registered in large
repositories. This is particularly important
because a significant fraction of research
results could be misinterpreted if the cell
lines used turn out not to be of the
specified origin. Cross-contamination of
cell lines continues to plague repositories
and constitutes an unacceptably frequent
cause of data correction or retraction. DNA
methods allow comparison of parental

and derived cell lines and ensure their
authenticity.

The ability to identify the victims of
blood-sucking insects is valuable to med-
ical and forensic entomology. Studying
variations in the biting rates and insect
preference for different people could have
important consequences for the epidemi-
ology of vector-borne diseases. Detailed
knowledge about the patterns of the
mosquito’s feeding behavior are used to
develop improved disease control strate-
gies by taking into account patterns of
potential vector spread within and be-
tween communities and by concentrating
intervention strategies on those individu-
als most at risk of sustaining bites and
contracting infectious diseases.

2.3
Parentage Studies

2.3.1 Human Testing
Parentage can be determined for child
custody and immigration cases. This
is easily established because the bands
in the offspring’s allele profile must,
by definition, have been inherited from
the biological parents. Barring the rare
instance of mutations, the presence of
bands not found in either parental profile
is indicative of nonparentage. A dramatic
demonstration of a parentage study using
STR markers and mtDNA sequencing
was the identification of the remains of
the lost members of the Romanov family
in Russia.

2.3.2 Testing of Nonhuman Animal
Species
Paternity testing has become an impor-
tant tool for breeders of dogs, sheep,
horses, and cattle. Biological relationships
can be confirmed in artificial insemina-
tion and embryo transfer programs for



DNA Typing Analysis 499

domesticated animals. DNA profiling is
also used in breeding programs for popu-
lations of endangered species with small
gene pools. Animals exhibiting the great-
est number of DNA profile differences
are taken as possessing the greatest de-
gree of genetic diversity and are therefore
selected for breeding. DNA profiling has
also proven effective in identification of
stolen or lost animals as well as in
the establishment of relevant breeding
(trait) markers. Recently, a set of bovine
SNPs has been developed and is expected
to facilitate the high-throughput geno-
typing of prize animals. High-resolution
genetic markers such as microsatellites
can provide detailed information about
the mating habits of animal species
such as alligators, turtles, chimpanzees,
and Gypsy moths. Such analyses can
reveal the reproductive dynamics of lo-
cal populations and can provide much
needed insight on population genetics
and ecology.

2.4
Molecular Evolution

2.4.1 Evolution of Human and Other
Animal Species
DNA typing analysis has revolutionized
the study of human evolution. Numerous
population studies examining VNTRs and
nucleotide sequence polymorphisms have
formed the basis of exciting new theories
about human origins, diversity, and cul-
tural expansions from the distribution and
frequency of genes and genetic markers
found around the world today.

Many museums routinely archive ani-
mal tissue for molecular, systematic, and
taxonomic studies. The vast majority of
museum specimens predates the advent
of molecular techniques and consists of
dried skins, skeletons, and formalin-fixed

or ethanol-preserved material. The success
of DNA recovery depends largely on the
condition of the specimen. Small bones,
only a few millimeters in length are a
surprisingly excellent source of relatively
intact DNA. Such material increases the
value of museum specimens to systematic
biologists. In fact, one of the first animal
DNA analyses performed using PCR con-
sisted in typing a museum skin specimen
of the now extinct quagga.

The evolution of populations can be
traced, for example, by analyzing DNA
from well-preserved (i.e. dried) museum
specimens or from insects naturally em-
bedded in amber for millions of years.
Base-pair sequences and allele-profile
bands can be compared with those of
modern relatives. PCR-based markers are
being used extensively for reconstructing
the phylogenies of various species. Such
analyses provide much needed informa-
tion regarding the fine timescale over
which closely related species have diverged
and about what sorts of genetic varia-
tions are associated with the emergence
of species.

2.4.2 Evolution of Plants
Microsatellite markers have proven to
be extremely valuable in the analysis of
gene pool variations of crops during the
process of cultivar development and in
the classification of their germplasm. It is
extremely important to study the genetic
composition of the germplasm of existing
modern-day cultivars and to compare the
data with those of their ancestors and
related species because studies such as
these provide insight on speciation and
divergence patterns.

Plant improvement, either by natural
selection or through the efforts of breed-
ers, has always relied upon creating,
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evaluating, and selecting the right com-
bination of alleles. Microsatellite markers
are efficiently employed for ‘‘tagging’’ sev-
eral traits (like yield, disease resistance,
stress tolerance, and seed quality) that are
beneficial to a breeding program.

3
Perspectives

3.1
DNA Typing versus Conventional Methods

The introduction of genetic methods to the
field of human identification has all but
replaced long-standing biochemical and
serological techniques. The conventional
methods of isoenzyme gel electrophoresis
and blood antigen typing are admittedly
rapid, simple, and definitive for exclusions,
but they are much less powerful than
DNA typing analysis for determining the
probability of inclusion. If a mother and
a presumptive father both share blood
type O, their offspring cannot express the
antigens for blood types A, B, or AB.
Thus, the presumptive father is readily
excluded as one of the biological parents
in this example. However, if the offspring
is of blood type O, exclusion of a man
who is not the biological father but is
also of blood type O (or heterozygous
for the O allele) is considerably more
difficult if the investigator relies solely on
serological methods.

Additional key elements that have con-
tributed to the adoption of DNA as the
substrate for identity testing across ev-
ery taxonomic kingdom include the ready
availability of the hereditary material, the
highly polymorphic nature of genomes,
the continuity of the genetic script within
each cell of an organism, the chemical sta-
bility of DNA relative to that of enzymes

and other proteins, and the technical ability
to amplify DNA regions in the laboratory
when only a minimal amount of bio-
logical material, even partially degraded,
is available.

DNA evidence is a matter of probabil-
ities. In the absence of mutation, when
two samples do not share similar DNA al-
lele profiles, one can state with confidence
that neither could have originated from
the same individual. In this regard, the ge-
netic evidence leading to the exclusion of
a suspect sample is absolute. If two sam-
ples share the same genotype, the question
now becomes, ‘‘What is the significance of
the match?’’ If a sufficient number of poly-
morphic DNA markers are analyzed, then
the power of discrimination becomes very
high and the statistical probability of a
random match becomes extremely low.

3.2
Future Directions

DNA typing technologies have consistently
evolved over the past fifteen years. The
trend is expected to continue and will
probably be fueled by the various genome
characterization and sequencing initiatives
currently under way around the globe. The
quest to unravel the secrets that lie within
the genetic scripts of living organisms will
no doubt lead to the discovery of novel
polymorphisms and the development of
selected sets of SNPs with exquisite powers
of discrimination. Significant efforts are
already being deployed toward the develop-
ment of more efficient, effective platforms
and analytical instrument systems to facil-
itate high-throughput surveys of SNPs and
other elements of genetic variation. Prime
examples of recent advances leading to the
wider acceptance of SNP-based identifica-
tion strategies include automation and the
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design of prototype ‘‘lab-on-a-chip’’ micro-
analytical devices capable of performing
cell separations, ultrarapid PCR amplifica-
tion, liquid stream electrophoresis, resolu-
tion of DNA fragments, DNA sequencing,
real-time data capture, and downstream
processing. Parallel innovations in mi-
croarray design and high-density spotting
are also anticipated to enhance our ability
to expose genetic variation between indi-
viduals as a matter of routine practice both
in centralized analytical facilities and in
the field. With respect to the necessity of
being able to work with limiting amounts
of biological material, refinement of whole
genome amplification strategies remains a
priority so that forensic scientists may one
day perform DNA analyses on samples
containing a single genome equivalent.
Equally important for single-cell or mi-
croanalysis will be the development of
reiterative processes that will allow typ-
ing runs to be repeated many times on the
same sample in order to sustain accuracy,
reproducibility, and statistical significance.
Whatever future developments hold in
store, collectively, all of them will converge
on ensuring that DNA typing processes
can be performed at low cost to the end
user with greater speed and greater effi-
ciency without compromising accuracy or
profile quality.

See also Genetics, Molecular Basis
of.
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Corepressor (Inducer)
A small coeffector molecule whose presence increases (decreases) the affinity of a
repressor for its operator site.

Direct Readout
A situation in which amino acid side chains of the repressor protein make direct
contacts with the edges of DNA base pairs to detect their sequence.
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DNA-binding Motif
A protein structural element primarily responsible for making sequence-specific contacts
with DNA (e.g. the helix-turn-helix motif or the β-ribbon).

Indirect Readout
A situation in which repressor–operator complex formation involves sequence-
dependent distortions to the DNA conformation.

� Transcriptional control is the most important mechanism of differential gene
expression in the vast majority of organisms. Repressors control transcription by
binding to specific sequences (operator sites) in genomic DNA and sequestering
those regions from RNA polymerase, hence preventing transcriptional initiation.
Repressor–operator binding is controlled by the physiological state of the cell, either
directly by changes in the active repressor concentration or indirectly by sensing of
the levels of key metabolites. Operator binding is highly specific and is achieved by a
large number of distinct molecular interactions. A combination of structural studies
and molecular genetics has led to rapid recent progress in understanding this field.
Repressor–operator interactions provide simple tools to regulate the expression of
recombinant proteins in a variety of organisms such as bacteria and yeast.

1
Principles

1.1
The Operon Hypothesis

In the 1950s, geneticists realized that
bacterial cells are able to regulate the
expression of genes encoding enzymes
controlling particular metabolic pathways
depending on their physiological state. For
instance, the enzymes enabling Escherichia
coli to metabolize lactose are not constantly
present in the cell, but their synthesis can
be induced by the addition of lactose to
the medium, the extent of induction be-
ing dependent on the levels of glucose, the
preferred energy source (Fig. 1). To inves-
tigate the mechanism behind such enzyme
induction, a series of elegant genetic exper-
iments was performed by a group based

in France, led by Jacques Monod, François
Jacob, and their colleagues. Their results
led to the formulation of the operon hypoth-
esis, which has become the basic model for
transcriptional control of gene expression.
In general, regulated genes (or groups of
genes) contain two sequence elements at
their 5′ ends: a promoter, which defines
the start sequence for the bacterial RNA
polymerase, and an operator, which is the
target sequence of a repressor protein.
Binding of repressor to the operator in-
terferes with either binding of the RNA
polymerase, or its initiation of transcrip-
tion, leading to repression of the enzymes
encoded by the downstream genes (Fig. 2).
The genes for enzymes involved in re-
lated processes, such as lactose utilization,
may be clustered and regulated by a sin-
gle promoter–operator site; that is, they
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Fig. 1 Graph of the induction of
β-galactosidase activity in bacterial cells
in the presence (curve with solid points)
and absence (open points) of the
inducer, isopropylthiogalactoside
(IPTG). The levels of induction of the
other structural genes in the operon
show identical behavior.
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Fig. 2 Simplified diagram of the repression system in the lac operon. The DNA of the
operon is shown on a block divided into three structural genes (coding for the enzymes
required to metabolize lactose), the promoter site P where RNA polymerase (RNA Pol)
binds, and the operator site O. Dotted lines indicate DNA flanking the operon. (a) The
uninduced state in the absence of lactose (or allolactose). The repressor binds tightly to
the operator, impeding access of RNA polymerase. (b) The induced state, where
allolactose is present and binds to the repressor causing a change in its structure. As a
result, the repressor can no longer bind to the operator, allowing RNA polymerase
access to the promoter.
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constitute an operon. It is also possible to
have several separate promoter–operator
sites regulated by the same repressor, a
grouping that has been termed a regulon.

Repression often occurs in response
to an environmental stimulus, such as
the presence of the sugar lactose, by the
binding of small coeffector molecules to
the repressor proteins. Such coeffectors
can increase or decrease the affinity of
the repressor for its operator site; that
is, they can act as either corepressors
or inducers of gene expression. In the
case of the lac operon, the presence of
lactose in the growth medium leads to
the production of a breakdown product,
allolactose, which binds to the LacR re-
pressor protein. This causes an allosteric

conformational change in LacR, prevent-
ing the protein from binding to DNA. In
the absence of allolactose, the repressor
binds tightly to the lac operator, pre-
venting transcription initiation by RNA
polymerase. In the presence of allolactose,
the repressor dissociates from the DNA,
allowing transcription to begin, and mR-
NAs for the lac operon structural genes
are produced. These encode enzymes for
lactose metabolism such as lactose perme-
ase, which actively sequesters the available
lactose into the cell and β-galactosidase,
which breaks down the lactose into its
component parts (Fig. 3).

In bacteriophage lambda, repression
controls the switch between lytic and
lysogenic growth, and this phage has
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Fig. 3 The two reactions catalyzed by
β-galactosidase. (a) Cleavage of the disaccharide
lactose yields the hexoses galactose and glucose,
which are both readily metabolized to provide
energy for the cell. (b) The minor isomerization

reaction produces allolactose, which acts as an
inducer, binding to LacR and preventing it from
binding to its operator site. Eventually, in the
absence of lactose, the allolactose concentration
falls, restoring the repressed state.



DNA, Repressor–Operator Recognition 511

been one of the major model systems for
studying the control of gene expression.

1.2
The Structures of Repressor Proteins

In the early 1980s, a number of three-
dimensional structures of repressor pro-
teins were determined by X-ray diffraction
techniques. The first three proteins for
which structures became available were
phage lambda Cro, the E. coli cyclic AMP
receptor protein (CRP), and lambda repres-
sor (cI). Comparison of the polypeptide
chain topology in these cases shows that
although each protein has a unique overall
fold, they all share a particular structural el-
ement, consisting of two α-helices linked
by a rather unusual β-turn (Fig. 4). This
helix-turn-helix (hth) motif is located on
the surface of the protein in each case.
All three proteins are symmetric dimers,

and the two copies of the motif, one
per subunit, are positioned such that the
distance between them is approximately
34 Å. This is also the separation of the
successive turns of the major groove of
B-form DNA along one face of the DNA
duplex. The observation immediately sug-
gested that the hth was the DNA-binding
site, a proposal subsequently confirmed
by the so-called helix swap experiment, in
which the amino acid residues exposed on
the surfaces of the second helices from
two phage repressors, 434 (λ) cI and P22
cI were swapped using site-specific mu-
tagenesis. The resulting hybrid proteins
acquired the operator binding properties
of the newly inserted sequences; that is,
the hybrid λcI protein bound to P22
operators and vice versa (Fig. 5). As a
result of such experiments, the second
helix of the hth motif became known
as the recognition helix, implying that

Cro CRPcl

Fig. 4 Structural cartoons of three proteins, the bacteriophage lambda
repressors Cro and cI repressors, and E. coli CRP, containing the conserved
helix-turn-helix motif. (In the case of λcI, only the DNA-binding domain is
shown.) Although the three structures are obviously quite different, pairs of
hth motifs (shaded) are found in all of them, with a spacing corresponding to
that of successive turns of the major groove of B-DNA. In each case, a DNA
duplex bound to the protein would lie with its helical axis approximately
vertical. In this and subsequent structural figures, coils represent α-helices
and ribbons with arrowheads, β-strands. (Drawn with computer program
MOLSCRIPT: Kraulis, P.J. (1991) J. Appl. Crystallogr. 24, 946.)
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434 P22

Exchange recognition
helices

434 hybrid P22 hybrid

Fig. 5 The helix swap experiment. Recognition helices are
exchanged between repressors 434 (open) and P22 (shaded), which
have almost identical structures. After the swap, each repressor loses
the ability to recognize its own operator, but will bind to that of the
other repressor.

all operator recognition resided in it. As
the three-dimensional structures of many
more repressor–operator complexes have
become available, this idea has proved to
be an oversimplification (see Sect. 1.4).

The initial observation of a structural
feature conserved between three repressor
proteins was unexpected because there is

very little amino acid sequence similarity
between them. However, the structural
studies allowed the identification of key
residues within the hth motif (e.g. the
presence of glycine in the turn). It was
then possible to construct an algorithm
to search the protein sequence database
for potential matches with the hth motif.
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The result was an impressive list of
several hundred proteins, all believed to
bind DNA, having the required sequence
features of the hth motif. It is now clear
that the hth motif defines a large family
of proteins from both prokaryotic and
eukaryotic cells sharing a conserved DNA-
binding motif.

Although extremely common, the hth
is not the only protein structural mo-
tif capable of binding to DNA in a
sequence-specific fashion. Early model-
building studies had suggested that both
α-helices and antiparallel two-stranded
β-ribbons have the structural features
necessary to interact with duplex DNA.
Two distinct families of proteins having
β-ribbon DNA-binding motifs have now
also been characterized. These are based
on the Bacillus stearothermophilus HU
protein, which is a nonsequence-specific
DNA-binding protein, and the E. coli
MetJ protein, the repressor of methio-
nine biosynthesis. A number of other
DNA-binding motifs have been identi-
fied in proteins regulating transcription
in eukaryotic cells. It is likely that other
families having novel DNA-binding mo-
tifs will be characterized in the near
future.

1.3
Repressor–Operator Complexes

Operator sites generally contain palin-
dromic sequences allowing dimeric re-
pressor proteins to align with their twofold
axes along the sequence dyad, thus gen-
erating two symmetrical sets of pro-
tein–DNA interactions. Repressors con-
sisting of higher multimers such as LacR,
which is a tetramer, or ArgR, the E.
coli arginine repressor, which is a hex-
amer, nevertheless seem to be organized
into pairs of subunits and retain the

symmetry of the interaction with their
operator sites. Figure 6 shows the struc-
tures of two repressors, one each from
the hth and β-ribbon families. In both
cases, the repressor–operator complex
is formed by insertion of the DNA-
binding motif into the major groove of
the DNA duplex. A large number of spe-
cific intermolecular contacts are made
between the DNA and the repressors, in-
cluding hydrogen bonds and electrostatic
interactions.

Both the TrpR (the E. coli tryptophan
repressor) and MetJ repressors regulate
the flux through biosynthetic pathways
and must therefore alter the levels of
repression at their various operons in re-
sponse to the physiological state of the
cell. This is achieved by the binding of
two molecules of L-tryptophan to TrpR,
and of S-adenosylmethionine (AdoMet),
a derivative of L-methionine, to MetJ.
The resultant repressor–corepressor com-
plexes (holorepressors) have much higher
affinities for operator DNA than the corre-
sponding free repressors (aporepressors).
However, the molecular mechanisms of
these increases in affinity are quite dis-
tinct. In apoTrpR, the hth DNA-binding
motifs are rather flexible and tend to lie
too close together to fit easily into the
adjoining major grooves of B-form DNA.
Binding of L-tryptophan results in a con-
certed conformational change and general
stiffening of the repressor dimer that sta-
bilizes a structure in which the spacing
of the hth motifs is more complemen-
tary to that of the DNA major groove
(Fig. 7). MetJ, on the other hand, does
not appear to alter its conformation sig-
nificantly when it binds its corepressor.
Indeed, AdoMet lies in a pocket on the
opposite side of the molecule from the
one that binds to DNA. In this case, it
appears that the increase in affinity upon
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M m
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b

TrpR

MetJ

DNA

Fig. 6 Two turns of B-DNA flanked by structural
representations of the active forms of left, the E. coli TrpR
(tryptophan); right, MetJ (methionine) repressors. Both
repressors are oriented correctly for DNA binding but have been
pulled away slightly. As TrpR approaches the DNA, its two hth
motifs can dock into adjacent turns of the major groove (M). As
MetJ approaches, its β-ribbon (β) can dock into the central
portion of the major groove. Corepressor molecules have been
omitted for clarity.

+ L-trp

L-trp

L-trp

Flexible reading heads Stable reading heads

Ideal
spacing

Fig. 7 Activation of TrpR repressor by L-tryptophan binding. In the absence of L-tryptophan, the
hth reading heads are flexible and can collapse toward the middle of the repressor. When
L-tryptophan is bound, the structure is stabilized, with the reading heads ideally spaced for
DNA binding.
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corepressor binding is due to a long-range
electrostatic effect. Each AdoMet molecule
carries a net positive charge, which helps
to neutralize the negative charge on the
DNA phosphate backbone, thus raising
the affinity of the repressor for its op-
erator. The differences in the molecular
mechanisms of the corepressor effects in
these two cases show that more than one
mechanism has evolved to regulate repres-
sor affinity for operator sites, and others
may yet be discovered.

1.4
General Principles of Repressor–Operator
Interactions

A bacterium such as E. coli has a double-
stranded DNA genome consisting of more
than four million base pairs, which at
any one time will be partially replicated.
Repressor proteins therefore must locate
a few specific operator site(s) among a
background of a large number of potential
nonspecific sites elsewhere on the DNA.
Indeed, since duplex DNA has a periodic
structure, for any defined target size,
translation along the DNA by just one
base pair creates a new potential operator
site. Target sites that occur once per
genome are hidden among millions of
nonspecific sites. To generate a target
operator site that is unique in the genome,
the repressor must be able to recognize
a specific sequence of reasonable length.
For instance, there is a 1 : 256 probability
that a random 4 bp sequence will match
a defined unique sequence by chance (i.e.
there will be >10 000 such matches in
the E. coli genome). However, the chances
of a random match fall to roughly one
in a million for sequences 10 bp long.
Most operator sites characterized to date
are between 12 to 20 bp in length and

thus likely to be unique within bacterial
genomic DNAs.

The sequence specificity of the repres-
sor–operator interaction appears to be
achieved in at least two distinct ways.
The first relies on the fact that not all
the functional groups on the bases are di-
rectly involved in Watson–Crick pairing,
but are exposed in the major and minor
grooves. Modeling studies suggested that
individual base pairs could be recognized
by formation of a series of hydrogen-bond
contacts from amino acid side chains to
these functional groups. Comparison of
the two kinds of base pairs showed that
discrimination would be more effective in
the major groove because of the number
and diversity of the contacts that could
be made (Fig. 8). Such interactions have
been observed experimentally in many
repressor–operator complexes. This type
of interaction has now been termed ‘‘di-
rect readout,’’ since the protein makes
direct contacts with the edges of operator
base pairs (Fig. 9). The modeling studies
had suggested that bidentate side chains,
such as glutamine and arginine, could
make specific contacts to particular base
pairs in 1 : 1 interactions, giving a sim-
ple protein-DNA recognition code. In the
observed structures of repressor–operator
complexes, however, there are more com-
plex interactions in which side chains often
contact more than one base pair. Thus,
there is no simple code relating amino
acid to base sequences. Rather, complexes
contain a constellation of interacting side
chains, main chain atoms, and nucleotide
bases with many contacts contributing to
the overall specificity.

A second type of interaction, termed
‘‘indirect readout,’’ has also been iden-
tified: when complex formation involves
sequence-dependent conformational dis-
tortion of DNA, increased intermolecular
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complementarity (or interaction) results.
An example of this type of interaction is
shown in Fig. 10 for MetJ. The MetJ re-
pressor is a dimer, and two of these bind

to the minimum 16 bp operator site, which
consists of two 8 bp sequence repeats (dA-
GACGTCTAGACGTCT). Each repressor
interacts, via direct readout, with the base

Donor Acceptor

Major groove

Acceptor

Ribose Ribose

Base

C

G
Base

Minor groove

DonorAcceptor

Major groove

Minor groove

Acceptor

T

A

Ribose

Base Base

Ribose

Fig. 8 The two possible kinds of base pair viewed along the DNA helix axis. The
smallest circles represent hydrogen; the largest, oxygen; and the second largest,
nitrogen atoms. The remaining circles represent carbon atoms. The upper edges of
the bases are exposed in the major groove, and each has a unique pattern of
hydrogen-bond donors and acceptors. Each base pair can be reversed, of course,
leading to two further different patterns when exact positioning is taken into
account. The sugar-phosphate backbone links adjacent base pairs through the outer
edges of the riboses.
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Fig. 9 The recognition helix of λcI
repressor lying in the major groove of its
operator. Of the 10 amino acid residues
in the helix, the side chains are shown
as balls and sticks only for the two that
make direct hydrogen-bond contacts to
the bases (dotted lines). Gln44 has a
hydrogen-bond donor and acceptor,
allowing it to make two bonds to the
acceptor and donor present on the A
base (see Fig. 8).

Gln44

Ser45

Recognition
helix

DNA
axis

(a)

(b)

Fig. 10 (a) Bending of DNA when bound to MetJ repressor, allowing it to follow the
protein surface more closely. (b) Close-up view of DNA distortion in the MetJ
repressor–operator complex. One end of an α-helix in the repressor (blue) makes
hydrogen-bond contacts (dotted lines) to a phosphate group in the operator (green). If the
DNA were in the undistorted B-conformation (red), the phosphate would be out of range of
this interaction. [Redrawn from Nature, 359, 287–393 (1992).] (See color plate p. xxxv.)
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pairs within each operator half-site. The
half-site is bent toward the protein, wrap-
ping snugly along its surface, thus increas-
ing the structural complementarity of the
components of the complex (Fig. 10(a)).
However, the overall repressor–operator
interaction is also sensitive to the sequence
at the junction between the two half-sites,
5′-CT·AG-3′. The T.A base step at the
junction is easily distorted away from the
B-form conformation because of the rela-
tively poor stacking energy of pyrimidine
bases on purines, and especially T on A.
In the MetJ–operator complex, this step is
overwound, resulting in displacement of
the phosphate 5′ to the T.A step from its
expected B-DNA position by about 1.5 Å
(Fig. 10(b): see color plate p. xxxv). The
repressor can then make a number of hy-
drogen bonds to this phosphate, which it
could not do with the phosphate in the
standard B-DNA conformation.

The problem remains of how repres-
sor proteins locate their specific operators
in the presence of the large background
of competing sequences against which
they must discriminate. Essentially all
sequence-specific DNA-binding proteins
will also bind to noncognate DNA se-
quences, but with much lower affinity.
Thus, in the cell, most repressors would
be expected to be bound either specifically
or nonspecifically to the genomic DNA
molecule. The interactions in nonspecific
complexes appear to be mostly electro-
static, the protein interacting primarily
with the negatively charged phosphodi-
ester backbone. Hydrogen bonds to base
pair edges may occasionally also be made,
together with contacts owing to DNA con-
formational distortion. Only at the true
operator site, however, will the entire con-
stellation of contacts be ‘‘correct.’’ At other
sites, in general, the interactions will never
be strong enough to prevent the repressor

from dissociating. It is notable that many
repressors that have been characterized
bind to operator sites that are slightly sub-
optimal in terms of binding affinity (i.e.
in the number of intermolecular contacts
that can be made). Presumably this is be-
cause the cell requires rapid dissociation of
the less tightly bound repressor–operator
complexes when environmental condi-
tions call for derepression. Clearly, there
must be a sliding scale of affinities between
very poor (noncognate sites) and high affin-
ity (but not necessarily perfect) operators.

Recognition of the ability of repressors
to bind nonspecific DNA sequences and
the problem of locating a single unique
sequence among millions of competing
sites raises the question of the time taken
by the repressor to locate its operator. Ex-
perimental measurements of the kinetics
of repressor–operator complex formation
(see Sect. 2.1) show that the process is
extremely rapid despite these difficulties.
It appears that repressors can use one
or both of two approaches to solve the
search problem. In each case, the mecha-
nism relies on the repressor maintaining
contact with the DNA during the move-
ment from one potential operator site
to another. The first is termed ‘‘sliding’’
and involves lateral movement of the re-
pressor along the DNA. At each interval
(1 bp) during the slide, the repressor is,
therefore, able to check a new sequence
for a match to its operator. The sec-
ond mechanism is termed ‘‘intersegment
transfer’’ and involves the transient bind-
ing of two different segments of DNA
duplex by one repressor molecule. The re-
pressor can then ‘‘hop’’ between different
regions of the DNA molecule. In reality,
it appears that a combination of these two
mechanisms may be used, dramatically in-
creasing the speed of operator site location
(Fig. 11).
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Fig. 11 Cartoon illustrating facilitated diffusion.
(a) Lac repressor bound nonsequence-specifi-
cally to DNA can search for its operator site by
sliding along the DNA in either horizontal
direction (arrows). (b) Lac repressor can ‘‘jump’’
between sections of the bacterial chromosome
via an intersegment transfer in which transiently
two DNA duplexes are bound. The repressor can

remain bound to either duplex when the complex
dissociates, as indicated by the arrows. (c) The
doubly bound complex is functionally important
for repression in the lac system. Both DNA
segments bound are operator sites, and the
result is the formation of a loop of DNA
between them.

If the two sections of DNA duplex
bound in an ‘‘intersegment transfer’’ are
part of the same molecule, a loop of
DNA is created between the contacted
sequences. Oligomeric repressors with
more than two subunits appear to use such
loops to help achieve their physiological
effect. This has been demonstrated most
clearly for the tetrameric LacR protein.
Analysis of the sequences around the
5′ promoter region for the lac operon
identified a major (high affinity) LacR
binding site (primary operator), which
is contacted by two hth motifs from
two of the four protein subunits in the
repressor. There are also two minor (lower
affinity) sites, one further upstream in the
nontranscribed sequences and the second
downstream from the major operator
and actually within the coding region
of the first gene of the operon. Either
of these secondary sites can also be
contacted by the hth motifs of the two
remaining LacR subunits forming a loop
between the major and minor binding

sites. Several possible loops can thus be
made, since the repressor can bind only
two of the three sites at once. In vivo,
all the possible loops do form roughly in
proportion to the overall affinities of their
respective repressor–DNA complexes, and
each contributes to the overall level of
repression observed.

2
Techniques

The experimental approaches used to
study repressor–operator interactions can
be distinguished by whether they are in
vitro or in vivo techniques.

2.1
In Vitro Techniques for Studying
Repressor–Operator Interactions

Repressors have many advantages for in
vitro studies. For instance, the very high
specificity of their interaction with target



520 DNA, Repressor–Operator Recognition

operators allows experiments to be carried
out with unfractionated protein extracts as
well as with purified samples. Normally
each bacterial cell would contain at most
a few hundred repressor molecules, so
studies are most often carried out using
recombinant proteins expressed to high
levels to facilitate purification. This in
turn has led to a dramatic increase in
our understanding of the structures and
mechanisms of action of these proteins.
The techniques of X-ray diffraction and
nuclear magnetic resonance (NMR) spec-
troscopy have been used to determine the
three-dimensional structures of repressors
and their complexes (see Sect. 1.2). Both
techniques require milligram quantities of
essentially homogeneous protein or pro-
tein–DNA complex. The results make the
effort required to produce such samples
well worthwhile, allowing a detailed molec-
ular understanding of phenomena such as
sequence-specific DNA binding. Although
such structural studies are enormously
useful in identifying regions of the compo-
nents that are interacting in the complexes
(e.g. the hth motif), they do not provide any

information on the interaction energy. It is
therefore important to correlate the struc-
tural studies with functional experiments
aimed at determining the importance of
particular interactions to the overall free
energy of complex formation. This can be
done by varying the nucleotide sequences
of test operator fragments and/or by using
repressor protein mutants.

The affinities for operator sites are
often in the nanomolar range. Thus, ex-
periments require only tiny amounts of
protein and usually are performed in
conditions of protein excess over operator-
containing DNA fragments, which are
usually radioactively labeled. One of the
commonest techniques used to monitor
complex formation is the gel-retardation
assay, which separates repressor–operator
complexes from unliganded operator DNA
fragments by means of electrophore-
sis in polyacrylamide gels. The repres-
sor–operator complexes are retarded rel-
ative to protein-free DNA because of
changes in the size/shape/charge of the
molecule (Fig. 12). The amount of com-
plex present can then be determined

Fig. 12 A photograph of an autoradiograph from a gel retardation
assay involving the met repressor; arrow indicates direction of
electrophoresis. The positions of protein-free operator DNA and
the repressor–operator complex are marked by open and solid
arrowheads, respectively. Repressor concentrations decrease from
left to right.
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by autoradiography if radioactively la-
beled DNA is used. The assay has the
advantage of revealing the presence of
multiple protein–DNA complexes if they
form, but retarded species are observed
only if the half-life of the complex is
greater than the time required to run
the sample into gel (usually ∼60 s). Un-
der conditions of protein concentration
excess over the DNA target fragment,
the concentration of repressor producing
50% retardation of DNA is approximately
equal to the equilibrium dissociation con-
stant K ′

d allowing quantitative compar-
isons of repressor–operator affinity to be
made.

An alternative method involves fraction-
ation of the repressor–operator complexes
by filtration through nitrocellulose, which
binds tightly to proteins and their DNA
complexes but allows protein-free DNA to
pass through. The filtration step is very
fast, so problems due to rapid dissocia-
tion of the complexes are avoided. It is
not possible, however, to determine the
relative amounts of multiply-bound DNA
fragments, and there are problems asso-
ciated with the differential retention on
the filters of complexes with different stoi-
chiometries.

Although useful for comparative quanti-
tation of repressor–operator interactions,
the in vitro assays provide no information
on the precise sequence of the opera-
tor that is being recognized. A series of
procedures is available to determine the
positions of tight interaction between re-
pressors and the components of the DNA
duplex. Some of these techniques can be
used in a footprinting mode (i.e. applied
to a preexisting complex); others must be
used in an interference mode. In the lat-
ter, the DNA site is partially modified by
a specific reagent before complex forma-
tion, and the molecules still capable of

being bound by repressor are separated
from those in which the modification
has interfered with complex formation.
In both cases, the experiments are usu-
ally performed with DNA radioactively
labeled at one end, and the products are
analyzed on sequencing gels next to a
sequence ladder of the parent fragment
for ease of identifying the positions of
modification (Fig. 13). Examples of foot-
printing reagents are DNase 1, which
makes single-stranded cuts in the back-
bone of the target DNA; dimethyl sulfate
(DMS), which methylates the N-7 posi-
tion of guanine in the major groove;
hydroxyl radicals, which attack the sugar
residues along the duplex; and methidium
propyl EDTA, which intercalates between
bases before cleaving via a hydroxyl radical
mechanism. Binding-interference exper-
iments are often performed with ethyl
nitrosourea, which ethylates the DNA
phosphate groups, or with hydroxyl rad-
icals or dimethyl sulfate.

The kinetics of operator location can
be studied by means of both the ni-
trocellulose and gel retardation assays.
The rate of association or dissociation
is monitored, while the size of the tar-
get fragment, the salt concentration of
the solution, or the overall concentra-
tion of DNA is varied. Rates of sliding
are affected by the first two variables
but will not be affected by DNA con-
centration. Intersegment transfer, how-
ever, is affected by DNA concentration
because two duplexes must be bound
simultaneously. Care must be taken to
characterize the complexes being formed,
since quantitative analysis of the binding
data is possible only for well-characterized
complexes.

Recently a new technique was
introduced to measure the kinetics of
biomolecular interactions directly, using
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the phenomenon of surface plasmon
resonance (SPR). The physical principles
of this technique are beyond the scope
of this article. There are, however,
commercial biosensor systems available
in which SPR generates a real-time
electronic signal proportional to the
refractive index of a buffer flowing over
the face of a sensor chip to which

are immobilized target molecules (e.g.
DNA operator fragments) for complex
formation. Potential ligands such as
repressors are then introduced to the
buffer flowing across this surface. When
molecules bind to the immobilized target,
the resultant refractive index changes give
rise to a change in the SPR signal,
which can be analyzed to yield a value

oProtein-free DNA

1

oComplexed DNA

2

Footprinting reagent

1 2

Operator
footprint

(a)

Fig. 13 (a) Footprinting with a reagent that cleaves the DNA at every nucleotide
position. The DNA fragment is uniquely radiolabeled at one end, and the resultant
DNA fragments are analyzed on a sequencing gel. Formation of the
repressor–operator complex protects the bound region from cleavage and results in a
blank section on the sequencing gel, which shows the sizes of all the cleaved
fragments with respect to the radiolabel at one end.
(b) Modification/binding-interference assay. Radiolabeled, protein-free operator
DNAs are modified at base, sugar, or phosphate positions at a level producing
approximately one modification per molecule. These DNAs are then used in a gel
retardation assay (see Fig. 12) and the bound and free DNAs recovered, cleaved at the
sites of modification, and analyzed on a sequencing gel as in (a). In this assay, the
blank section of the gel indicates the sites at which modification prevented formation
of the repressor–operator complex.
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A mixture of singly modified DNA fragments and repressors

Fig. 13 (Continued).

for the association rate constant. The
reverse occurs during removal of the
bound ligands, giving information on the
dissociation rate constant. This technique
has the advantage of not involving
separation of equilibrium mixtures, not
requiring radioactively labeled molecules,
and working well with concentrations
of macromolecules in the physiological
range. Its applications within the field
of repressor–operator recognition should
grow rapidly in the next few years.

2.2
In Vivo Techniques for Studying
Repressor–Operator Interactions

Perhaps the most common technique for
monitoring repression in vivo involves
coupling a promoter–operator site to a
reporter gene whose product is easily mon-
itored (e.g. β-galactosidase). The levels of
repression at a particular site can then be
determined by enzymatic assay after lysis
of the cells. Techniques have also been
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developed to footprint repressor–operator
complexes in vivo, using reagents (e.g.
DMS) that can penetrate living cells. A
major problem with both approaches is
controlling the concentrations of repres-
sor and operator sites, since they, or their
genes, are usually carried on plasmids of
variable copy number.

A dramatically new approach to under-
standing repressor–operator interactions
in vivo is the use of arrays of immobilized
gene fragments to determine the effects

of mutational changes on the levels of
mRNA transcripts. The arrays can be
of whole genes or short oligonucleotide
fragments and they can encompass all
known open reading frames in an organ-
ism. For model organisms whose genomes
have been sequenced, these transcriptome
analyses allow us to investigate the inter-
connections between metabolic pathways.
An example of this type of analysis for
the MetJ repressor is shown in Fig. 14.
Two bacterial strains are used; a wild-type
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Fig. 14 (a) An example of a hybridized slide showing multiple
fluorescent dyes. Columns of spots represent multiple copies of the
same target oligonucleotide. Targets whose mRNAs are expressed at
different levels in the mutant of interest appear nonblue. (b) Example
of a scatterplot of metJ knockout versus wild-type (in the presence of
methionine). Blue indicates points corresponding to met genes,
whereas green corresponds to the folE and the methionine transport
genes, abc, yaeE, and yaeC. The positions of a selection of individual
genes are also shown. (c) A schematic showing the steps in the
methionine biosynthetic pathway of E. coli. The arrows and their sizes
show the genes that are regulated above the background as judged
from the oligonucleotide hybridization experiment (see color plate
p. xxxvi, xxxvii).
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reference strain and one containing a mu-
tation within a gene of interest, in this
case metJ. Cells are grown to a fixed op-
tical density and then total mRNAs are
extracted from lysed cells. RNA from each
strain is then converted to DNA via reverse
transcription using random DNA primers
carrying specific fluorophores. By using
different fluorophores for the RNAs from
each strain, the relative amounts of ev-
ery mRNA in the cell can be assessed by
hybridizing both sets of labelled DNA si-
multaneously against the array of genomic
fragments (Fig. 14(a)). A fluorescence scan
of the immobilized, hybridized array can
then be used to determine the relative
amounts of each mRNA from control and
mutant strains. In practice, the amount of
each fluorescent dye bound to each point in
the array is plotted along an intensity axis
such that mRNAs whose levels are iden-
tical in the two strains should lie along
a diagonal. Genes that are overexpressed
relative to the control show as points above
this line, while those that are underex-
pressed are below it (Fig. 14(b); Table 1).

For the E. coli methionine repressor, we
would expect that mutation of the metJ
gene, eliminating the repressor protein
from the cell, would cause permanent de-
pression of all the MetJ-regulated genes,
many of which had been mapped by
classical genetic techniques. The operator
sites of these various genes are scattered
throughout the E. coli chromosome; that
is, met is an example of a regulon. The se-
quences of the natural operators also vary
significantly from the consensus sequence
discussed above. The transcriptome anal-
ysis shows that although regulated by the
same repressor protein, the genes of the
methionine biosynthesis pathway are con-
trolled to very different degrees by this
system. Measurement of the repressor
affinity for these natural operators using
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Fig. 14 (Continued).

techniques described above suggests that
despite their sequence differences in vitro
they all have roughly similar affinities.
These results suggest that it is the rate
of initiation by the RNA polymerase that
determines the levels of repression ob-
served. It is very noticeable also that the
strongest repression levels occur toward
the end of the met pathway (Fig. 14(c))
where most of the intermediates would be
turned into methionine or AdoMet. Re-
duced repression ratios elsewhere in the
pathway might have deleterious effects on
the use of earlier intermediates in other
biosynthetic pathways that would still need
to operate when met was being repressed.

As well as the classical met genes, these
studies identify a series of other genes that
are clearly regulated by the repressor. One
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Tab. 1 Gene expression ratios in the metJ
knockout strain versus wild-type as determined
using gene arrays. The column on the right
provides the averages of three independent
experiments.

Gene Repression ratios

Exp. 1 Exp. 2 Exp. 3 Avg.

metE 38.4 34.6 40.0 37.7
metF 6.6 8.2 8.4 7.8
metK 4.0 5.0 4.8 4.6
metA 3.9 3.5 4.1 3.8
metB 2.7 2.6 3.3 2.8
metC 2.0 2.8 2.8 2.6
metL 2.2 3.0 2.2 2.5
metR 1.3 1.6 1.3 1.4
metH 1.1 1.5 1.4 1.3
metG 0.7 1.1 1.0 0.9
metJ 0.4 0.6 0.5 0.5
folE 2.9 4.2 6.8 4.6

of these is folE, which controls the biosyn-
thesis of the folate cofactor of the enzymes
providing the methyl group that is added to
homocysteine. Other regulated genes are
involved in transporting methionine into
the cell, implying that the levels of free
methionine are tightly regulated and that
only under conditions of relative starvation
would the cell begin to transport methion-
ine from the surrounding medium. Such
studies will clearly offer unique insights
into the roles of repressor–operator inter-
actions in gene regulation in future.

3
Applications

The primary applications of repres-
sor–operator interactions are in the reg-
ulated expression of recombinant proteins
in bacteria. The strength of the promoter
is also an important consideration. A par-
ticularly strong promoter that is used for

such experiments is tac, which is a hybrid
between the trp and the lac-uv5 promoters
and is regulated by the LacR repressor. Ex-
pression of the regulated gene is induced
by the addition of nonhydrolyzable analogs
of lactose such as isopropylthiogalactoside
(IPTG) to the medium. In this system, the
expression occurs at a low level even in
the uninduced state, since the promoter is
very strong, and if the protein product is
poisonous to the host cell, the effect can
be deleterious. A common alternative sys-
tem involves the regulation of the lambda
promoter–operator site by a temperature-
sensitive mutant λcI repressor. Shifting
the bacteria to the nonpermissive temper-
ature results in rapid derepression of the
regulated gene.

4
Perspectives

The wealth of information that exists about
repressor–operator complexes is being
used as a design database for the synthe-
sis of novel reagents capable of binding to
the DNA sequence-specifically. There may
well be applications for these reagents in
the therapeutic control of gene expression,
for example, in the treatment of cancers or
retroviral diseases such as AIDS. Alterna-
tively, chemically modified versions of sev-
eral of the repressors described here have
been used to achieve sequence-dependent
destruction of DNAs. The modifications
often involve coupling of reagents capable
of cleaving the DNA via reactions similar
to those used in footprinting experiments
(see Sect. 2.1). The underlying princi-
ples of DNA-protein recognition, which
are emerging from the study of repres-
sor–operator complexes, will also assist in
the design of drugs directed at altering the
transcription of particular genes.
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See also Alternatively Spliced
Genes; Bioorganic Chemistry; Ge-
netics, Molecular Basis of.
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Keywords

Activator
A protein that accelerates transcription, generally at the level of promoter recognition,
by binding to specific sites that may be at, near, or distant from the promoter region.

Core Transcription Complex
Machinery responsible for initiating the transcription of one strand of DNA from a
promoter sequence into an RNA molecule. This complex contains RNA polymerase.

Genome
The information coded in DNA for the expression of all the proteins specific to the
phenotype of a given organism.

Promoter
The minimal sequences needed to initiate correct transcription. In prokaryotes, this
consists of consensus −35 and −10 regions, spacer regions (18 bp ± 2) between the
two, UP (upstream) elements, and upstream activator sequences. In eukaryotes, it
often contains TATA box elements and initiation sequences but there is more variation
with respect to the nature of the putative TATA region (which may, therefore, be
CAAT, GC, or octamer), also these promoters are often assisted by enhancer elements.

Transcription Repressor
A molecule that inhibits transcription generally by sterically interfering with the
formation of initiation complexes.

Transcription Factors
Proteins required for recruiting RNA polymerase to the transcription start site to form
a preinitiation complex.

� Proteins interact with DNA to form nucleoprotein complexes that mediate a host of
important cellular processes. Nucleoprotein complexes are at the heart of many pro-
cesses that include DNA recombination and repair, gene transcription, pathology,
viral infection, and in defining DNA accessibility through chromosome structure.
The interplay between proteins and DNA is dynamic and must be understood in a
time-resolved fashion. Whilst a structural analysis of the individual components of
such active complexes is essential, it has to be interpreted within the changing
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environment of a cell as it responds to alterations in the environment or as it transits
through a preprogrammed cycle of growth, differentiation, and finally but not always,
apoptosis. While the number of processes involving nucleoprotein complexes is large,
and the mechanisms by which they carry out these functions are many and complex,
there is, however, a restricted known set of the structure–function relationships
involved. In this chapter, we will attempt to sketch out some of the more common
of these, always relating this to possible dynamic changes that occur during the
establishment of the nucleoprotein complex or take place during its function. We
will pay particular attention to complexes involved in gene regulation at the level
of DNA organization and at the level of the control of transcription where the
information contained in the genome is decoded to produce the RNA complement
that constitutes the transcriptome and hence, the potential proteome of a cell at any
given moment.

We have restricted our analysis to nucleoprotein complexes involved in processes
in prokaryotic organisms for reasons of expediency, clarity, and because it falls
within our own personal range of interest. However, the molecular basis for the
formation of specific nucleoprotein complexes is clearly ‘‘system’’ independent and
will be found across the whole range of living organisms; to paraphrase Jacques
Monod ‘‘the same mechanisms present in E. coli will be at work in an elephant.’’ It’s
clearly logistically more favorable to study the former than the latter!

1
Protein–DNA Interactions

1.1
Structural Composition of Nucleoprotein
Complexes

Proteins are not mere collections of amino
acids strung together in a series of chains
or globular conglomerates but are mod-
ular entities consisting of a select set
of three-dimensional structures arranged
so as to provide a specific range of
functions. In the same sense, DNA is
most emphatically not a rod consisting
of four bases in a sugar-phosphate back-
bone double helix, but rather possesses
a well-defined local and global structure
capable of extensive structural flexibility
and of engaging in a myriad of in-
teractions with proteins. Although the
potential for the types of interactions is

enormous, over the years recurring pat-
terns of specific arrangements have been
observed.

1.1.1 Protein Structural Motifs
Protein recognition of DNA sequences in-
volves a wide range of contacts including
nonpolar, direct, and indirect (water medi-
ated) hydrogen bonding with DNA bases
and direct and water mediated contacts
with the sugar-phosphate backbone of the
DNA. These interactions may occur in the
minor groove or in the major groove or in-
deed in both grooves simultaneously. The
protein structural motifs engaged in these
interactions include helix-turn helix, basic
leucine zipper (coiled coil) and zinc fin-
ger structures, using α-helices, β-sheets,
and loops to effect the recognition. A rel-
atively recent study showed that of the
three types of interactions characterizing
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complexes involving protein residues and
DNA, namely, van der Waals contacts, hy-
drogen bonds, and water mediated bonds,
two thirds fell into the category of van
der Waals contacts and the remainder was
more or less evenly distributed between
the other two modes. This rather surpris-
ing observation suggests that the simple
definition regarding protein–DNA inter-
actions as being specific or nonspecific
needs to be examined in some detail. A
step in this direction has been made by
taking into account the observation that in
general a protein is presented to a nucleic
acid so as to promote one or both of two
distinct types of interaction:

• indirect readout in which the protein
recognizes structural characteristics on
the DNA;

• direct readout in which there is gen-
erally a direct hydrogen-bond distance
interaction between amino acids and a
given base on the DNA.

The three types of interactions outlined
above, however, are in fact present in both
these categories and indeed a given nucle-
oprotein complex may involve both direct
and indirect readout. Thus, the distinction
between sequence-specific recognition and
structural recognition becomes blurred by
the dependence of DNA structure on base
sequence. The local structure is going to
influence the accessibility of bases to the
protein. Van der Waals contacts occur
mainly with the phosphate backbone of
the DNA; some contacts are made with the
sugars and a few directly to bases. Water
mediated contacts make up nearly 15% of
all contacts observed to date and hydrogen
bonds, simple, bidentate, and complex, are
found essentially between the phosphate
backbone and amino acid residues. A rule
of thumb is that while the direct hydrogen

bonds reflect specific interactions, water
mediated and van der Waals contacts act
as stabilizing factors and may be useful in
allowing the protein in indirect readout of
the DNA. However, to date, there are no
data that support a simple general code for
protein–DNA recognition.

1.1.2 DNA Structures Recognized by
DNA-Binding Proteins
There are many types of DNA structures
reflecting the myriad ways in which a
rod of DNA can be spatially organized
through the disposition of the bases
with the sugar-phosphate backbone and
the orientation of the major and minor
grooves. A typical list of such structures
would include bent or curved DNA, four-
way cruciform junctions, locally melted
‘‘bubbles,’’ forked junctions, and so forth.
We are going to concentrate on protein
binding to bent or curved DNA sequences
to investigate some of the salient features
of DNA structure recognition by proteins.
The insertion of short runs of adenines
(A tracts) phased with the double helix
in a DNA molecule generally induces a
bend by a mechanism that remains elusive
but apparently has to accommodate the
more or less universally accepted notion
that the center of curvature is toward
the minor groove of the A tract and
toward the major groove of intervening
sequences. In other words, one would
expect compression of the minor groove
within the A tract and compression of the
major groove of adjoining sequences. A
key question relates to how this structure
lends itself to recognition by certain
proteins. Answering this question will
require a concerted approach that takes
into consideration the thermodynamic,
kinetic, and structural aspects of the
situation.
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1.1.3 The Thermodynamics of the
Formation of Nucleoprotein Complexes
Since protein–DNA interactions are com-
petitive and noncovalent, the rates and
extents of formation of complexes are af-
fected by macromolecular concentrations
and by the concentrations of low molecu-
lar mass competitors such as electrolytes.
There are essentially five interactions
that are important in determining the
stability and specificity of nucleoprotein
complexes. These are the hydrophobic ef-
fect, the polyelectrolyte effect, aromatic
ring interactions, ionic interactions, and
hydrogen bonding interactions. The hy-
drophobic effect in which the association
of nonpolar surfaces is driven by the
release of water molecules, and the poly-
electrolyte effects that derive from the
reduction of the polyelectrolyte charge den-
sity at low salt concentrations essentially
help reduce the unfavorable noncovalent
interaction between uncomplexed macro-
molecules and a solvent and hence, ef-
fectively promote the formation of macro-
molecular complexes.

Thermodynamically, the strategies adop-
ted to attain a favorable free energy of
binding (�Gbind) are rather varied. Simply
stated, the measure of the change in work
energy of a system during a reaction, that
is, during the formation of a nucleoprotein

complex, involves an enthalpic change
(�H◦) and an entropic change – T�S◦,
given by the Gibbs relationship

�G◦ = �H◦ − T�S◦
(1)

The formation of a nucleoprotein com-
plex should be accompanied by a decrease
in �G◦, that is, �G◦

< 0. It is thus
obvious that an enthalpically driven re-
action (�H◦

< 0) compensates for an
unfavorable entropic change (−T�S◦

> 0)
and vice versa. An interesting observa-
tion shows that whilst �H◦ and −T�S◦
values for a number of nucleoprotein
complexes involving specific DNA recog-
nition can vary across a broad range
(∼60 kcal mol−1), the resulting �G◦ val-
ues lie within a small range. This obser-
vation that �H◦ and �S◦ do not vary
independently has important repercus-
sions. In Table 1, are collected the various
molecular processes that are associated
with either �H◦ or �S◦. Although this
table is incomplete and oversimplified, it
illustrates the combinations available in
the play-off between −T�S◦ and �H◦.

Strain is obviously a major factor to be
taken into consideration. Inducing a dis-
tortion on the DNA is clearly enthalpically
unfavorable. To unstack a single base pair
costs between 7 and 11 kcal mol−1, in the

Tab. 1 Generalized enthalpic or entropic favorability of the main
groups of interactions in nucleoprotein and protein–protein contacts.
Strain means any configuration for a given atom, molecule or group
that deviates from the minimal potential energy for that entity in the
free protein or DNA.

Process Effect on �H◦ Effect on −T�S◦

Hydrogen-bond contacts Favorable –
Ion-pair contacts Favorable –
Nonpolar contacts Favorable –
Desolvation Unfavorable Favorable
Strain Unfavorable Favorable
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case of open complex formation between
RNA polymerase and a promoter sequence
involving the unstacking of at least 12 bp
this could cost up to 77 kcal mol−1. It is
clearly expensive and at first sight unfa-
vorable for proteins to choose a binding
process that induces strain in the DNA.
An attractive proposition as to why pro-
teins have evolved this mechanism is that
the induced distortion in the DNA can then
be used for other, related processes. In the
case of the formation of open complexes
with RNA polymerase, the apparent cost of
the distortion may already have been met
to some extent by topological distortions
induced in the DNA by the prior binding
of activators.

It seems, however, that nucleoprotein
complexes that distort the DNA benefit
from a �S◦ driven change in the face of an
unfavorable �H◦, whereas protein–DNA
complex formation that does not apprecia-
bly distort the DNA is driven by a favorable
�H◦ against an unfavorable �S◦.

How do induced changes in the protein
influence the binding characteristics for
a given complex? Notwithstanding the
many examples that now exist of three-
dimensional structures for nucleoprotein
complexes, there remains a dearth of
concrete data that provide direct insight
into this question. Clearly, there is reduced
translational and rotational freedom for
both the protein and the DNA in the
nucleoprotein complex and this will lead
to an unfavorable �S◦. However, in cases
in which little distortion of the DNA
occurs, then some induced changes in the
protein most probably occur and would
thus be associated with an unfavorable
entropic change. In other words, there
may be associated folding changes in the
protein during DNA binding, in order
to adapt to a given existing structure on
the DNA. However, there are no hard

and fast rules for predicting the extent of
protein rearrangements during binding,
and few precise experiments that provide
information on this process.

It is worthwhile at this point to exam-
ine the phenomena in thermodynamics
known as entropy–enthalpy compensa-
tion. The fact is that both �H and �S
are temperature dependent. The variation
of enthalpy with temperature at constant
pressure is given by

Cp =
(

dH

dT

)

p
(2)

Cp is the molar specific heat capacity
for a single compound and is in fact
the amount of heat required to raise the
temperature of 1 mol by 1 K. Another
way of thinking about Cp is to see it
as the capacity of a substance to absorb
heat energy without increasing the kinetic
energy of the substance and thus without
increasing the temperature.

Any change in the heat capacity (�Cp)
between reactants and products in a
reaction therefore can be expressed as

�Cp = d(�H)

dT
(3)

Similarly, entropy changes depend on
Cp, at equilibrium, δH = TδS, so

Cp = dH

dT
= T dS

dT
(4)

�Cp

T
= d(�S)

dT
(5)

From Eqs. (3) and (5) we can see that
integrating from absolute zero to the
temperature of interest we can get

H =
∫

Cp dT and S =
∫

Cp

T dT
(6)

Thus, if there is a change in heat ca-
pacity during a process then both �H
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and �S will be temperature dependent,
since �G◦ = �H◦ − T�S◦, then these
effects will effectively cancel, thus pro-
ducing what is called entropy–enthalpy
compensation.

It is curious that most protein–DNA
interactions are associated with a strong
negative �Cp change. Since as mentioned
above, DNA-binding proteins may or may
not distort the DNA and/or undergo some
induced fit during binding, any distor-
tion will presumably be associated with
a �Cp effect, the entropy–enthalpy com-
pensation may thus play a crucial role
and the real synergy that exists between
the effect of �H and �S will need to
take into consideration the relationships
described by Eq. (6). However, to date, in-
sufficient data are available in order to
establish the ground rules for a complete
thermodynamic understanding of the for-
mation of nucleoprotein complexes but
as the following sections illustrate, tech-
niques are developing that should furnish
this information.

2
The Role of Nucleoprotein Complexes in
Gene Expression

Gene expression requires intimate interac-
tions between proteins and nucleic acids,
and therefore represents an ideal context
in which to discuss many of the concepts
involved in the formation of nucleopro-
tein complexes. We are going to concen-
trate on two aspects of this process; first
the process whereby RNA polymerases
involved in prokaryotic transcription rec-
ognize specific regions of DNA to form
competent transcription complexes, and
secondly how the spatial organization
of the DNA affects this process in the
cell.

2.1
The Core Transcription Apparatus

2.1.1 The Initiation Complex
Transcription is the process whereby one
of the two strands of DNA are copied
into an RNA molecule. The decision to
transcribe a given region of DNA is at
the core of the regulation of gene expres-
sion and thus is a fundamental biological
process. The enzymes responsible for tran-
scription are the RNA polymerases. In
prokaryotes, RNA polymerase is a rel-
atively large multi-subunit enzyme con-
sisting of 4 subunits ((α)2, β ′, β, ω, σ)

in the core enzyme and 5 subunits
(((α)2), β ′, β, ω, σ) in the holoenzyme.
The core enzyme (378 784 Da) consists of
the two β (150 625 Da) and β ′ (155 145 Da)
subunits, the dimeric form of the α

(36 507 Da) subunit involved in interac-
tions with activators and specific regions
on the DNA and the ω subunit. The
holoenzyme (449 044 Da), the form that
actively recognizes promoter sequences
responsible for housekeeping genes, con-
tains the σ 70 subunit (70 260 Da). Recent
three-dimensional structures for the core
enzyme and holoenzyme in complexes
with DNA have shed considerable light
on the structural orientation of the RNA
polymerase machinery. However, since
the process is essentially a dynamic one,
the mechanism by which a σ 70 contain-
ing RNA polymerase operates in order to
locate its DNA counterpart, locally sepa-
rate the two DNA strands, and precisely
position the catalytic center at the start
site for transcription, is not understood at
the molecular level. Without a σ -subunit,
Escherichia coli RNA polymerase is un-
able to recognize a promoter sequence. In
agreement with the direct contact model
originally proposed, several genetic stud-
ies have indicated that σ 70 interacts in a
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bipartite manner via its conserved regions
2.4 and 4.2, with two hexameric consen-
sus sequences (separated by 17 (±1 bp))
located around positions −10 and −35 rel-
ative to the transcription start site. More
recent biochemical evidence has corrobo-
rated the interaction with the −10 region
and direct cross-linking data have revealed
the presence of intimate contacts made by
σ 70 with the DNA in the −35 region.

2.1.2 The Kinetics of Promoter
Recognition and Escape
The kinetics of promoter formation is
best characterized in prokaryotic systems
and we shall first describe this in some
depth. We are using this as an example
of the predominantly dynamic aspect
of protein–DNA interactions in a very
basic and important cellular context.
Most processes in the cell are not at
equilibrium, and understanding these
processes requires an appreciation of the
kinetics involved and the evolution of
the complexes over time, especially in a
cellular context. The basic pathway leading
to mRNA production is depicted in the
following scheme:

R + P
k1←−→

k−1

RPc
k2←−→

k−2

RPI
k3←−→

k−3

RPO

NTP−−−→ RPinit
NTP−−−→ RPE

In this scheme R, P, and RP repre-
sent the RNA polymerase, the promoter
containing DNA, and the various RNA
polymerase-promoter complexes respec-
tively. RPC denotes the initial closed com-
plex. RPI includes all subsequent species
in which the DNA in the promoter region
remains closed. RPO signifies complexes
that have undergone promoter opening.
RPinit denotes those species performing
the reiterative synthesis of short abortive

products. The ensuing escape from the
promoter leads to the formation of a
stable elongation complex, RPE. The for-
mation of the initial closed complex (RPC)
involves the specific recognition of con-
served promoter sequences. While the
−35 hexamer is certainly involved in the
initial recognition process, the upstream
portion of the −10 element has been im-
plicated as well, since both regions are
specifically recognized by σ 70 as double-
stranded DNA. The rate of formation of the
RPC complex may be accelerated by base
nonspecific binding mechanisms that al-
low for two-dimensional sliding along the
DNA, ‘‘hopping’’ or intersegment trans-
fer between juxtaposed regions of DNA.
However, the estimated association rate
constants remain in line with a process
of three-dimensional diffusion. Moreover,
the equilibrium between free RNA poly-
merase (R) and the RPC complex (KB) is
extremely rapid at many promoters, mean-
ing that the subsequent isomerization
step, and not initial complex formation,
is rate-limiting.

However, many promoters are not satu-
rated with RNA polymerase in vivo, and can
thus be activated at KB through increased
recruitment of the RNA polymerase to the
promoter. This most often involves the
establishment of contacts between DNA-
bound activating proteins and the RNA
polymerase that serve to increase binding
affinity, although additional DNA–RNA
polymerase contacts may also serve this
purpose. Activators involved in this step
often bind to the DNA upstream of the
−35 region, at sites centered on the same
side of the DNA helix (the activator protein,
CRP – cyclic AMP receptor protein – for
example). Thus, RNA polymerase may
form favorable interactions between its
α-CTD and the activator, which increase
initial promoter binding. Alternatively, the
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α-CTD can mediate an increase in recog-
nition via contacts with a UP element. Or,
DNA-binding proteins (such as the fac-
tor for inversion stimulation, the protein
FIS) may serve to induce a DNA bend,
which brings upstream sequences closer
to the RNA polymerase allowing for addi-
tional RNA polymerase-DNA interactions.
Intrinsic bends in the upstream DNA re-
gion can also serve to facilitate promoter
binding, presumably by permitting similar
interactions between the RNA polymerase
and upstream DNA sequences. Such inter-
actions with the upstream region may be
sufficient to cause topological distortion in
the DNA, thereby explaining the change in
linking number observed during the for-
mation of RPC. Indeed a change of −0.2
(from −1.6 to −1.4 in linking number, or
the number of times that two strands cross
over) was measured for this transition,
and has been interpreted as resulting from
DNA bending or conformational change.
The ensuing torsion in the DNA could be
exploited by the RNA polymerase later in
the transcription cycle. In support of this
idea, it has been shown that superhelical
density also plays a role in determining KB

at some promoters.
The formation of the RPI complex is

believed to include an induced torque
in the DNA and/or bending, which
introduces an unwinding twist near the
transcription start site. Investigations into
the effects of supercoiling on promoter
usage have suggested that there is an
early topological untwisting of 0.3–0.5 of a
helical turn, which takes place during the
first isomerization (i.e. before promoter
opening). These data have lead to the
attractive hypothesis that the formation of
RPI aligns the −35 and −10 hexamers
on the same side of the DNA helix.
Evidence for DNA bending in this complex
is provided by scanning atomic force

microscopy, native gel band shift analysis
and the DNase I hyperreactivity of bases
in the vicinity of −38, −48, and the
spacer region.

The transition to an open complex (RPO)
is accompanied by DNA strand separa-
tion, which is thought to begin within
the −10 region followed by propagation
downstream past the transcription start
site (+2 or +3). This melting of between
1 and 1.5 turns of DNA thus renders the
template strand single stranded and ac-
cessible to the initiating NTP (as well as
chemical probes such as dimethyl sulfate
(DMS), diethyl pyrocarbonate (DEP) and
KMnO4). However, the DNA backbone be-
tween −10 and +20 remains protected
from HO radical attack, and the DNase I
footprint is unchanged from that of RPI,
indicating that promoter opening occurs
without any additional displacement of the
RNA polymerase on the DNA. Also the
nontemplate strand remains inaccessible
to chemical attack.

No external energy source is necessary
for the transition to RPO, making it
likely that the RNA polymerase not only
lowers the activation energy for DNA
strand separation but forms favorable
interactions in the open complex as well.
As mentioned previously, it has been
postulated that some of the required
energy comes from the release of a stressed
RNA polymerase-DNA intermediate. This
intermediate is presumed to be RPI. Upon
release of this strained species, one would
expect conformational changes within the
RNA polymerase and/or DNA. In support
of this idea, during the RPI to RPO

transition, there was a change noted in the
direction of curvature of the DNA entering
and exiting the RNA polymerase and in
the linking number (from −1.2 in RPI to
−1.8 in RPO).
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In addition to this role in the facilitation
of strand opening, interactions with the
RNA polymerase are also believed to sta-
bilize the single-stranded region. Indeed,
recent studies have demonstrated that the
σ 70 subunit is competent to recognize
specifically single-stranded oligodeoxynu-
cleotides corresponding to the nontem-
plate strand −10 sequence. The bind-
ing affinity measured for this sequence
was higher when the region was single
stranded than for the analogous double-
stranded fragment, thereby implicating a
single-strand specificity in this interaction

Once the DNA strands have been lo-
cally melted and the stable open complex
formed, the template strand becomes ac-
cessible to incoming nucleoside triphos-
phates. The nucleotide at position +1 on
the template strand will, by Watson–Crick
base pairing, determine the identity of the
5′ end of the transcript. The binding of the
initiating NTP to the active site serves to
stabilize the RNA polymerase–promoter
complex, even in the absence of hydrolysis
or bond formation. Transcript elongation
requires the catalysis of phosphodiester
bond formation between the hydroxyl at
the current 3′ end, and the subsequent
NTP, which will be determined by base
pairing with the following nucleotide.

However, a significant proportion of the
initiating complexes do not immediately
go on to synthesize productive transcript.
Instead, these complexes repetitively form
and then release small transcripts (up to
10 nt) without either leaving the promoter
region or releasing RNA polymerase-
promoter contacts. This reiterative pro-
cess, termed abortive initiation, results in
the cyclic formation of short nonproduc-
tive mRNAs. These small transcripts dis-
sociate from the stably bound polymerase,
leaving the active site free once again to
bind the initiating NTP. At each early

nucleotide position, the decision between
transcript release and continued elonga-
tion relies on a kinetic competition be-
tween the two processes. It follows that the
duration of RNA polymerase stalling on
a promoter is determined by the strength
of RNA polymerase-promoter contacts as
well as flanking promoter sequence. In
this way, a promoter with sequences opti-
mized for stability at preceding steps can
be hindered by these same contacts dur-
ing promoter clearance. Therefore, each
functional promoter must represent a del-
icate equilibrium between stable complex
formation and facile escape.

Productive mRNA synthesis is only
achieved after the RNA polymerase ceases
this process and moves downstream of
the promoter region. This promoter clear-
ance is thought to require the release
of the specific RNA polymerase contacts
with the promoter region, accomplished
by the separation of the core enzyme
from σ 70 during the RPinit to RPE tran-
sition. In accordance with this idea, the
size of the DNase I footprint produced by
RPE is considerably diminished in com-
parison to initiating complexes (20–30 bp
vs 65–95 bp). The observed decrease in
promoter protection coincides with pro-
moter clearance, indicating that core-σ
dissociation occurs at this step. The tran-
scription bubble is also enlarged during
this transition, from ∼10 to between 17
and 18 nucleotides. The requirement for
additional melting of the DNA in the
downstream region may also explain the
importance of downstream sequence com-
position in promoter escape.

The resultant elongating complex is
incredibly salt tolerant, resisting up to
350 mM NaCl. Thus, the core polymerase
in RPE binds DNA in a fashion that is
both extremely stable to dissociation and
yet capable of rapid translocation along
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the DNA. There is an obvious parallel
between this RNA polymerase activity and
that displayed by the DNA polymerases.
However, there is no apparent analog
for the ‘‘sliding clamp’’ apparatus for
the bacterial RNA polymerases. Numerous
studies have probed the conformational
changes undergone during the transition
by the core subunits themselves. As such
it has been proposed that ‘‘jaw-like’’
regions of the β ′ subunit close around
the DNA forming close interactions with
the downstream sequences.

2.2
Bacterial Chromatin Structure

In simple terms, the decision to express a
given gene is, as we have seen above, taken
at the level of recognition of promoter
sequences by the transcription machinery.
This is clearly a complex process involving
a number of proteins, some of which are
molecular motors, working in a concerted
kinetic fashion. However, in vivo, this
dynamic process takes place against the
backdrop of the DNA organization within
the cell. Although a lot has been achieved
in the study of eukaryotic chromosome
structure, our general understanding of
the organization and expression of genetic
information remains incomplete. The
progress of research in bacteria has been
hampered in part by a low degree of
DNA compaction (albeit around 1000-
fold) and resultant instability of the
bacterial chromatin. Studies conducted in
the paradigm organism E. coli revealed
that most of the structural proteins of the
bacterial nucleoid (Fig. 1) are synthesized
in a growth phase-dependent manner.

The relative abundance of several ma-
jor nucleoid-associated proteins (Fig. 1)
in exponential phase is FIS > HU >

H-NS > IHF > Lrp, whereas the order of

abundance on entry in stationary phase
changes to Dps > IHF > HU > H-NS >

Lrp > FIS. In organisms like E. coli in
which HU is composed of two subunits
(α and β), the subunit composition also
changes as a function of growth phase.
This change in the chromosomal protein
composition on transition from exponen-
tial growth into stationary phase is accom-
panied by silencing of genome functions.
Thus, these proteins not only define the ar-
chitecture of the bacterial chromosome but
also specifically change the pattern of gene
expression in a growth phase-dependent
manner. This coupling between the mod-
ulation of chromosome structure and the
pattern of gene expression is further re-
inforced by the topological fluctuations of
DNA during the growth phase and the
strong dependence of bacterial promoter
activity on DNA topology.

Although the existence of a link between
the metabolic reorganization of the cell
and the transitions in the architecture
of the bacterial chromosome is widely
accepted, how the alterations in cellular
physiology are coupled with alterations in
the topology of the chromosome remains
largely unexplored. We will briefly discuss
the role of one of the proteins involved
in this process – the H-NS protein – in the
light of its DNA-binding properties linked
to its function as a transcription repressor.

H-NS is an atypical global regulator
involved in the expression of genes, which
seem to share the common property
of being involved in the cells response
to changes in the external environment.
Modification of the hns gene modifies
or completely abolishes the expression
of around 200 proteins in E. coli. H-NS
is involved in such diverse functions as
the response to osmolarity changes, the
use of certain carbon sources, antibiotic
resistance, ribosomal RNA regulation,
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(a) (b)

Cell wall

HU Unwinding protein
IHF Integration host factor
FIS Factor for inversion stimulation
Lrp Leucine responsive protein
H-Ns Histone-like nucleoid structuring protein
Dps DNA binding protein from starved cells

Ribosomes

Nucleoid

Fig. 1 Structural proteins of the bacterial
nucleoid. Electron micrographs of (b) a complete
E. coli bacterium showing the DNA condensed
(the white material) within the cell) and (a) the
same cell exploded after salt treatment showing

the DNA now completely unwound, note that the
horizontal blue bar in (a) shows the length of the
original prior to disruption. The organization of
the DNA is mostly carried out by the
proteins listed (see color plate p. xxxviii).

pili formation, and the activation of
virulence genes in pathogenic bacteria. H-
NS affects transcription in a differential
manner depending on the growth phase,
and consequently is strongly involved in
the processes of virulence and silencing
in bacteria.

Although H-NS does not exhibit a high
DNA sequence specificity, H-NS recog-
nizes and preferentially binds to DNA-
containing phased An tracts that are in-
trinsically curved. A number of H-NS
responsive promoters have indeed been
shown to contain regions of intrinsic DNA
curvature located either upstream or down-
stream of the transcription start point. The
available data support the idea that the
presence of such DNA sequences in vivo

renders proximal promoters specifically re-
sponsive to transcription modulation by
H-NS. A crucial question therefore con-
cerns on the nature of the nucleoprotein
complexes involving H-NS. A working
model for H-NS binding has been pro-
posed in which differential binding to
relatively high and low affinity sites oc-
curs. The formation of an H-NS/DNA
complex at a region containing high affin-
ity binding sites constitutes a first step of
nucleation; this is followed by a buildup of
H-NS binding to lower affinity sites on the
DNA leading eventually to total occlusion
of the DNA by a process of propagation.
The high affinity sites clearly require the
presence of a singular structural feature
and the helical phasing of the recognized
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motifs with the periodicity of the DNA.
Note, therefore, that specificity of binding
is a function of both the intrinsic struc-
ture and the deformability of the DNA.
An essential feature of this model is that
this propagation step is highly dependent
on the formation of a ‘‘correct’’ nucleation
event. How this binding mode is related
to the repression of transcription at proxi-
mal or distal promoters remains an object
of intensive research; however, a plausible
mechanism is that the formation of the
nucleation step leads to a facilitated cover-
age of nonspecific sites on the DNA and
that interactions between H-NS bound at
‘‘specific’’ and ‘‘nonspecific’’ sites are re-
sponsible for the formation of higher order
structures that either physically occlude
RNA polymerase from promoter regions
(even promoter regions that are not within
high affinity H-NS binding-site regions)
or provide torsional resistance to the RNA
polymerase induced DNA transformations
required for the formation of competent
transcription complexes. The higher or-
der structure produced by H-NS is most
probably not a simple filament that would
in general be insufficiently compacted to
explain the observed condensation of the
DNA, nor would a simple filament explain
the phenomenon of silencing in which
H-NS is capable of repressing transcrip-
tion at promoters quite distal to the sites
of binding at concentrations incommen-
surate with the complete coverage of a
filamentous DNA. Quite clearly, H-NS is
a complex transcriptional regulator exert-
ing its effects through an unusual binding
mechanism and forming higher order nu-
cleoprotein complexes. It is to be expected
that this mechanism will turn out to be
even more intricate when the full nature
of interactions between H-NS and other
proteins within the bacterial chromatin or-
ganization machinery are unraveled.

3
General Methods for Studying
Nucleoprotein Complexes

3.1
Chemical and Enzymatic Footprinting

The reactivity of DNA to various chemical
and enzymatic reagents has been exten-
sively utilized to probe the local and global
structure of DNA in nucleoprotein com-
plexes. The wealth of information that this
has yielded has been relatively recently
extended by the possibility of applying cer-
tain of the techniques in a time-resolved
fashion. We will describe the main tech-
niques used in what we call a static (i.e.
at equilibrium) and a dynamic (i.e. time
resolved) context. We will also try to illus-
trate attempts to access changes in protein
conformation during nucleoprotein com-
plex formation.

Table 2 contains a nonexhaustive list of
the reagents that target DNA.

In general, a nucleoprotein complex is
treated under specific conditions with the
reagent and the products of the reaction
examined by denaturing electrophoresis
and phosphor imager densitometry. The
choice of a specific reagent depends on
the nature of the nucleoprotein complex.
If knowledge of the position of a protein
on a given DNA molecule is required,
then DNAse I, exonuclease III, and the
more precise hydroxyl radical approach are
used. These techniques may also furnish
information concerning the quantification
of the reaction. The results obtained from
attacks by DNAse I are referred to as
footprints for the simple reason that the
DNA in nucleoprotein complexes will not
be accessible to the DNAse I and hence
will not be cleaved in those regions of the
DNA to which the protein is bound. DNase
I, because it cleaves via the minor groove,
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Tab. 2 Reagents that target nucleic acids.

Reagent Nature Target

Dnase I Enzymatic Phosphodiester bond in sugar-phosphate backbone.
Attack via binding in the minor groove. Sequence
independent, structure dependent

Exonuclease III Enzymatic 3′ –5′ exonuclease activity, removes mononucleotides.
Sequence dependent, structure independent.

Hydroxy radicals Chemical Phosphodiester bond in sugar-phosphate backbone.
Sequence independent, structure dependent.

Dimethyl sulfate (DMS) Chemical N-7 of guanines in major groove. Also cytosines when
unpaired in single-stranded DNA. Sequence
dependent, structure dependent.

Diethyl pyrocarbonate
(DEP)

Chemical Carboxyethylates N-7 of imidazole ring of purine residues
in distorted DNA (deviation from classical B-form).
Sequence dependent, structure dependent.

Potassium
permanganate
(KmnO4)

Chemical Oxidizes nonsaturated double bonds to vicinal diols,
reacts preferentially with thymines. Sequence
dependent, structure dependent.

Osmium tetroxide
(OsO4)

Chemical Unstacked thymines. Sequence dependent, structure
dependent.

1,10-Phenanthroline-
copper

Chemical Cleaves phosphodiester backbone through minor groove.
Sequence independent, structure dependent.

Singlet oxygen Chemical Generated by irradiation of eosin isothiocyanate in the
presence of Tris, singlet oxygen diffuses into the DNA
and modifies bases. Sequence independent, structure
dependent.

UV laser Photonic Photochemical rearrangement of bases, leads primarily to
pyrimidine dimer formation and other rearrangements
generally involving guanine residues. Sequence
dependent, structure dependent.

will produce enhanced cleavage at those
regions of the DNA possessing a widened
minor groove. Thus, by looking at DNAse
I cleavage patterns one can deduce, not
only that region occupied by the protein
but also those regions in which the DNA
has been distorted leading to a widened
minor groove.

Sometimes it is useful to probe changes
in the local conformation of the DNA. In
these cases, reagents that react with un-
usual configurations are used. Potassium
permanganate, for example, which oxi-
dizes unsaturated bonds in pyrimidines,
reacts almost exclusively with thymines

in which unstacking between a thymine
and an adjacent base on the same DNA
strand has exposed the 5–6 double bond
containing the vicinal diols. Oxidation of
thymines produces a labile DNA molecule
that may be cleaved at the sugar-phosphate
bond adjacent to the modified base. Such
modifications may then be visualized, as
for DNaseI cleavage, by the use of end-
labeled DNA and separation on denaturing
polyacrylamide sequencing gels. Conse-
quently, where there is a local change in
DNA structure (such as local melting of the
DNA strands, characteristic of the forma-
tion of an initiating transcription complex
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with RNA polymerase), the extent of dis-
tortion may be determined by the relative
reactivity of the thymines to KMnO4. Sim-
ilarly, the reactivity of cytosines (DMS),
adenines (DEP) (Table 2), and thymines
(OsO4) may be examined in different nu-
cleoprotein contexts. 1,10-Phenanthroline-
copper is a reagent that intercalates in
the minor groove of DNA and can, un-
der specific conditions, generate radicals
that then cleave the sugar-phosphate back-
bone. It, therefore, provides information
on the relative geometry of the DNA, that
is, the minor groove, at specific points on
the DNA. One can generate singlet oxy-
gen molecules, which then migrate into
the DNA and modify bases; the modified
bases render the DNA suitable for cleavage
in a similar fashion to the chemical modi-
fication (KMnO4 etc.), and thus the site of
modification may be simply ascertained.

The use of a reagent is limited by
two considerations, the spatial resolution
provided by the probe (DNAse I, for
example, needs to bind in the minor
groove and also requires a specific binding
region on the DNA, which therefore
limits the spatial resolution of the ensuing
footprint), and the degree of perturbation
of the nucleoprotein complex by the
probe itself. Eosin isothiocyanate, used
to generate singlet oxygen, actually very
strongly perturbs many nucleoprotein
complexes and thus one has to be sure
that the structure that is being hit by
the reagent is not in fact an artifact due
to rearrangements in the nucleoprotein
complex induced by the reagent itself.

The judicious use of these types
of reagents provides useful information
about the local structure of the DNA in
these complexes. Indeed, these reagents
have provided enormous insights into
many, by now classical structures, ranging

from cruciforms, and Holliday junctions
to transcription initiation complexes.

In cases in which the formation of
a nucleoprotein complex occurs over a
timescale in excess of tens or hundreds of
milliseconds, quite a few of the techniques
listed in Table 2 are sufficiently rapid that
they may be used to probe changes taking
place during this process. This is an ex-
tremely important and powerful approach
since many of the processes involving
nucleoprotein complexes are practically ir-
reversible and knowledge of the kinetics of
these processes is essential for a full un-
derstanding of the mechanisms involved.
Table 3 illustrates how three of the tech-
niques used to probe DNA may be used in
a time-resolved fashion.

3.2
Electromobility Shift Assay

The basis of the electromobility shift or
more commonly called band shift assay is
that protein–DNA complexes remain in-
tact during migration in gel electrophore-
sis and thus appear as distinctly more
slower moving bands than the free DNA
fragment. The assay is simple and quick,
and the use of radioactive binding-site
DNA makes it highly sensitive. It can
be used for both highly sequence-specific
and nonspecific proteins, such as histones.
Band shift assays can be used quantita-
tively to estimate dissociation constants
for protein–DNA complexes. Additionally,
band shift experiments can be used to visu-
alize protein–protein interactions between
a DNA-binding protein and other non-
DNA-binding proteins. The binding of a
second protein to a protein–DNA complex
to form a triple complex is visualized by a
further retardation of mobility that is called
a super shift. Super shift experiments can
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Tab. 3 Some time-resolved methods to study the kinetics of DNA–protein interactions.

Method Target and spatial
resolution

Time
resolution

Advantages Disadvantages

UV laser
photofootprinting

van der Waals
contacts,
T-dimers

∼10 ns ns pulses no need
to add any
reagents

DNA damage
only < 2 Å low
quantum yield

DNase I
footprinting

Protection and
hypersensitive
sites

30 ms Strong signal Needs Mg2+ large
footprint

OH X-ray
footprinting

Solvent
accessibility of
bases (amino
acids)

3 ms Single base
resolution no
need to add any
reagents

Sensitive to
quenchers such
as glycerol and
Tris buffer

also be used to assay the binding of a sec-
ond DNA-binding protein to the DNA or
the binding of a second molecule of DNA
to the protein.

The band shift assay can be used simply
to estimate dissociation constants for nu-
cleoprotein complexes involving just one
protein and its binding site. Two meth-
ods are generally used; in the first the
protein concentration needs to be known
accurately, whereas in the second method
both the protein and the DNA concentra-
tions are required. In both methods, the
amount of free DNA and the amount of
DNA bound in the protein–DNA complex
have to be estimated either by measuring
the intensity of a band in an auto radio-
graph using techniques such as classical
densitometry, or more commonly nowa-
days, phosphor imaging. An important
caveat when using the band shift assay is
that association rate constants may be al-
tered by the concentrating influence of the
so-called cage effect of the polyacrylamide
gel and that dissociation of the complexes
may be drastically affected by the change
in buffer conditions as the complex enters
the gel. The net result may well be impor-
tant deviations from equilibrium and thus

band shift assays are most useful for com-
parative studies rather than for obtaining
absolute equilibrium values.

The first method involves the use of a low
DNA concentration (below the dissociation
constant) compared to a relatively large
range of protein concentration. Since, in a
simple situation in which a protein P binds
to a DNA-binding site D, the concentration
of nucleoprotein complex [PD] is related to
the dissociation constant KD by

KD = [P][D]

[PD]
such that when

[D] ≤≤ KD then [P]free
∼= [P]total

and so KD = ([P]total•[D])/[PD] in other
words, when the concentration of DNA
is equal to the concentration of the pro-
tein–DNA complex (50% complex for-
mation) then the dissociation constant is
given by the total protein concentration.

The second method for determining
dissociation constants requires the prepa-
ration of a range of different concentra-
tions of a one-to-one molar mix of protein
and DNA. The proportion of DNA in
the complex at the different concentra-
tions depends upon the ratio between the
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total DNA concentration and the dissoci-
ation constant. The most convenient way
to perform this measurement is to titrate
(labeled) DNA at high concentrations (i.e.
at least 1000 times the estimated dissocia-
tion constant) with increasing amounts of
protein. Analysis of a band shift gel allows
the determination of the point at which
a one-to-one complex is formed. Subse-
quently, a one-to-one complex, formed
under these conditions, is diluted serially
and the analysis repeated at different DNA
concentrations to estimate the percentage
of complex. The concentration of complex
is dependent upon the dissociation con-
stant and the concentration of DNA, since
in the equilibrium

P + D ←−→ PD

KD = [P]free•[D]free

[PD]
(7)

and
[D]total = [PD] + [D]free (8)

since the required condition is that

[P]total = [D]total (9)

then
[P]free = [D]free (10)

and

KD = ([D]total − [PD])2

[PD]
(11)

so

[PD]2 − (2[D]total + KD)[PD] + [D]2total = 0
(12)

then

[PD] =

(2[D]total + KD)

−
√

(2[D]total + KD)2 − 4[D]2total

2
(13)

It must be emphasized that the apparent
KD values obtained are primarily of use in

a comparative sense rather than to allow a
rigorous thermodynamic analysis.

3.3
Cross-linking of Nucleoprotein Complexes

3.3.1 Formaldehyde Cross-linking
Formaldehyde is a highly reactive reagent
that produces protein–DNA and pro-
tein–protein cross-links between macro-
molecules in close contact. The distance
between the cross-linking groups of pro-
tein and DNA should be around 2 Å sug-
gesting an interaction at the range of van
der Waals radii. Therefore, the formalde-
hyde cross-linking procedure allows iden-
tification of proteins and protein domains
in close proximity to the DNA. Formalde-
hyde cross-linking had been widely used
for studies of protein–DNA interactions in
chromatin in vivo as described in detail. Al-
though the reaction of formaldehyde with
nucleotides and DNA is well characterized,
the exact mechanism of the cross-linking
reaction between proteins and DNA is not
well known. It was shown that formalde-
hyde reacts with the amino groups of
cytosines, guanines, and adenines and the
imino groups of thymines and probably
guanines. In proteins, potential candidates
for cross-linking are lysine, arginine, tryp-
tophan, and histidine residues. The first
stage includes the reaction with amino or
imino groups and results in the formation
of methylol derivatives that react with the
adjacent second reacting group. In condi-
tions in which short cross-linking times
are used and cross-links occur only in the
melted DNA regions, the imino groups
of thymine (or guanine) bases are highly
probable targets of cross-linking reaction.
This assumption is based on two known
observations:

• Kinetic studies demonstrated slow
formaldehyde reaction rates with amino
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groups while reaction rates of imino
group were fast.

• Reactions with the amino groups of
purines can take place with double-
stranded DNA as well as with melted
DNA regions, while the reaction with
imino groups of thymine occurs only in
melted DNA regions.

The product of the first reaction step
(methylol derivative) is very unstable while
the final cross-linked derivatives are stable
at 24 ◦C. Cross-linked complexes of RNA
polymerase subunits can be incubated for
several hours at room temperature without
significant degradation. At 50 ◦C, slow
degradation of protein–DNA cross-links
was detected after 20 min of incubation
in Tris-HCl containing buffer (t1/2 =
90 min). Incubation for 2 min at 95 ◦C
leads to full disruption of the cross-links.

The identification of proteins or sub-
units cross-linked under different experi-
mental conditions is crucial. Two methods
provide simple and direct ways to char-
acterize these contacts. The first method
requires polyclonal antibodies to indi-
vidual proteins or subunits and is a
modification of the method used for frac-
tionation of cross-linked chromatin. The
method includes precipitation of the cross-
linked complexes with subunit-specific
antibodies and purification on protein A-
Sepharose affinity chromatography. Anal-
ysis of bound and nonbound fractions
on SDS-PAGE allows the identification of
those subunits involved in any particular
cross-linked complex. The second method
utilizes genetically engineered subunits
containing histidine-tags at the carboxyl
end or the amino-terminal end. In this
case, the cross-linked complexes must
be denatured by urea and subjected to
fractionation on Ni2+-NTA agarose affin-
ity columns.

3.3.2 Laser UV Cross-linking and
Photofootprinting
The intrinsic photoreactivity of DNA and
RNA is a useful parameter to measure
local DNA structure and identify regions
in contact with proteins in given nucleo-
protein complexes. In order to satisfy two
main criteria of nonperturbation and se-
lectivity, an optimum source of photons
must be rapidly delivered to the sample.
This is possible by using a UV laser pro-
viding high-energy photons (266 nm) in a
brief pulse (5 ns) on a small volume of
material (10–20 µL). The minimal experi-
mental set up that is required is shown in
Fig. 2.

The laser source is a neodymium laser
consisting of Nd3+ ions at low concentra-
tion in yttrium-aluminum-garnet (YAG =
Y3Al5O12) that produces a continuous
monochromatic beam at 1064 nm. In Q-
switching mode, in conjunction with non-
linear crystals, this beam is quadrupled in
frequency to give a homogenous polarized
source of photons at 266 nm (approxi-
mately 1017 photons per pulse proving a
dose of around 20–30 mJ per pulse). Since
the beam has a diameter of approximately
6 mm, this gives complete irradiation of a
solution of 10 to 20 µL at the bottom of an
Eppendorf tube. The optimal beam form
is a Gaussian rather than a ‘‘doughnut’’
configuration. The final 266 nm beam is
selected using an array of dichroic mir-
rors and directed onto the sample using a
Pellin–Brocca Prism (Fig. 2). To all intents
and purposes, only nucleotide bases are ex-
cited at 266 nm. At the photon fluxes used
in the setup described in Fig. 2, each base
in a solution of DNA, for example, will see
at least one photon carrying approximately
4 eV. Under the conditions used here, the
ensuing photochemistry is monophotonic
and the DNA is not ionized. This is gen-
erally confirmed by the absence of nicks
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1064 nm

UV irradiation using a NdYAG Laser

1064 nm1064 nm

Non linear crystal
harmonic separator

NdyAG laser

PC control
interface

532 nm

532 nm
Light
sink

266 nm

266 nm
Dichroic mirror

selects 266 nm beam30 mJ/pulse

Beam stop

Energy
detector

Single pulse = 5 ns

Rapid mixer (dead
time 20 ms)

Quartz cell (~ 20 µL)

10 µL
sample

Mirror deflects
10% of beam

Pellin–Broca
quartz prism

Samples are either irradiated
in an eppendorf tube or in

c-quartz cell after rapid mixing.

Fig. 2 Typical UV laser set up for the irradiation of nucleoprotein complexes.
Complexes may be irradiated in an Eppendorf tube or as they pass through a mixing
cell in a stopped flow apparatus.

on DNA strands following irradiation. It
should be noted that the ionization energy
for thymines is 7.6 eV in water. Further-
more, we can assume that in simple terms,
the excited state for the base follows the
profile shown in Fig. 3.

Irradiation thus produces excited singlet
states of very short (picosecond) duration
and a very small proportion of triplet states
with longer (µs) lifetimes. In consequence,
the photo reactive species are relatively
short lived and 98 to 99% are consumed
within the 5 ns duration of the laser pulse.
What then is the fate of the excited species?
There are a number of potential photore-
active products but three in particular are
of interest here. The first is the formation
of pyrimidine dimers. Adjacent nonsat-
urated conjugated 5–6 positions in the

pyrimidine ring can, following excitation,
form covalent cyclic products, notably 4–6
and 5–6 cyclobutanes. The quantum yield
for the 4–6 cyclobutanes is around 4%,
which essentially means that for a 100 bp
DNA, there will be one thymine dimer
per molecule following a single pulse at
266 nm. The second event concerns mod-
ification of guanine residues. The nature
of this reaction is somewhat obscure. The
quantum yield may be relatively high and
the overall chemistry may require a bipho-
tonic event. The final photochemical event
is perhaps the most interesting and in-
volves the formation of covalent links
between excited bases and amino acids.
The conditions for this cross-linking are
that the reactive species are within van
der Waals radii distance of each other.
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Monomer

Interconversion
(1–2%)

Ionization

Dimer

Lowest triplet
excited state
lifetime = µs

Energy absorbed ≈ 8 eV
note that the ionization
energy for thymines in water
≈ 7.6 eV

Tn

T1

Sn

S1

hυ2

hυ2

hυ1

S0

All single t states are
characterized by a
lifetime of 1–10 ns

Lowest singlet
excited state

Fig. 3 Electronic states and lifetimes of excited states of atoms in nucleic
acids following irradiation. The S1 state is that which is most commonly
involved either in cross-linking with amino acids or undergoes internal
rearrangement to structures such as pyrimidine dimers, for example.

These limitations arise essentially because
of the very short lifetimes of the reactive
species (ps). This limitation is of course
present for pyrimidine dimer formation
and represents one of the major advan-
tages of the technique, namely, that it is
extremely rapid, thus reporting configura-
tions that exist before perturbations occur.
A simple approach to determine the ex-
tent of UV photo-cross-linking to a DNA
substrate is to separate the protein–DNA
adduct(s) from non–cross-linked DNA
by electrophoresis on sodium dodecyl
sulfate (SDS)-polyacrylamide gels (SDS-
PAGE). Quantification of the separated
radio-labeled species is then performed by
densitometry, for example, using a Phos-
phorImager. For most purposes, com-
plexes are formed using 5′-end labeled
oligonucleotides (i.e. labeled with (γ -32P)-
ATP and polynucleotide kinase). After
single-pulse UV irradiation, the samples
are separated by SDS-PAGE electrophore-
sis. The gel matrix should be optimized

to allow a clear separation between the
protein–DNA adduct and the DNA sub-
strate. The electrophoretic migration of the
UV-induced adduct will be dependent on
its apparent mass, which, in most cases,
equates directly to the sum of the covalently
linked components (i.e. the apparent mass
of the cross-linked DNA strand plus that
of the attached polypeptide chain, calculate
approximately 325 Da for each nucleotide
of the cross-linked strand). If the DNA
fragment is too large to be separated
clearly, then an alternative methodology
must be considered, for example, by first
fragmenting the DNA or by degrading it
with a nuclease.

When analyzing cross-linking data, it is
important to perform measurements over
a range of protein concentrations. This
is essential when comparing the relative
cross-linking efficiencies of different DNA
substrates, since it is the saturation
isotherm and not the absolute level of DNA
cross-linking that contains the information
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on binding affinity. Generally, titrations of
fixed concentrations of the oligonucleotide
are performed over a gradient of increasing
protein concentration. A typical SDS-
PAGE gel (visualized by autoradiography)
and resulting binding curve analysis is
shown in Fig. 4

The progressive fractional saturation of
potential DNA-interacting sites is signaled
by the increase in adduct formation,
measured in terms of the percentage
of the total DNA cross-linked (Sobs).
Maximal cross-linking (Smax) is obtained
under saturating concentrations of protein
in which all the DNA-binding sites are
occupied. Adduct formation may thus be
represented simply as

Sobs = θ •Smax = θ •λc (14)

where θ (= Sobs/Smax) denotes the frac-
tional saturation of the DNA lattice and
λc represents the quantum yield of adduct
obtained at saturation of the lattice with
ligand, a constant factor dictated by the
photochemical reactivity of the oligonu-
cleotide sequence occluded and the num-
ber and nature of protein–DNA contacts
formed. At 266 nm, λc is highly depen-
dent on the base composition of the
occluded site. Comparison of the data
obtained for two independent proteins
(gene32 protein and HIV-1 integrase), both
of which are capable of binding non-
selectively to ssDNA, indicate that the
reactivity of each base may be ordered (rel-
ative to dT = 1) as T(1) � C(0.04/0.08) >

A(0.03/0.04) � G(∼0). Thus, as a general
‘‘rule-of-thumb,’’ pyrimidine residues are
more reactive than their purine counter-
parts, with d(T) by far the most efficient
at producing protein–DNA cross-links.
Of course, in order for an adduct to
form, a close contact must exist between
an amino acid and the reactive base.
While most amino acids appear capable of

cross-linking, the photochemistry is poorly
understood and the influence of the side
chains on the efficiency of the reaction
cannot be predicted for a complex nucle-
oprotein structure. Least-squares analysis
of graphical representations of the degree
of cross-linking parameter θ as a func-
tion of ligand concentration (Fig. 4) then
allows the fractional saturation to be de-
rived. This in turn may then be used to
determine binding isotherm characteris-
tics from which an apparent equilibrium
constant Kobs and apparent stoichiometry
may be obtained from curves of the type
shown in Fig. 4.

A simple technique for establishing
those bases having undergone a specific
photoreactivity is that of primer extension.
Following irradiation, the bases on a given
DNA molecule will have been photomod-
ified and the assumption is that for any
given DNA molecule, only one photoac-
tive event will have taken place. Figure 4
illustrates the methodology involved. Es-
sentially, a DNA polymerase such as the
Klenow fragment is used to carry out
primer extension of end-labeled oligomers
along an irradiated template. The Klenow
fragment terminates extension at position
n − 1 with respect to a photomodified base.
The photomodification may be pyrimidine
dimer formation; intrinsic photomodifica-
tion of a given base (e.g. G) or the presence
of a covalent link with a protein. Products
may be easily visualized on denaturing
sequencing gels and the extent of photo-
modification determined using phosphor
imager densitometry.

3.4
Surface Plasmon Resonance (SPR)

SPR is a technique that paradoxically
measures apparent rate constants for
the interaction between an immobilized
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ligand and an analyte in solution in order
to calculate equilibrium binding constants.
The general scope and utility of this
approach has been covered in a number
of reviews. It is, however, worthwhile
here to review the basic principles behind

the technique in order to understand
its application to studying nucleoprotein
complexes. The SPR principles used by
the main commercial supplier of this
technology (Biacore) are illustrated in
Fig. 5.
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Fig. 4 Laser-mediated UV cross-linking of the HIV-1 integrase to DNA. The HIV integrase protein
was incubated with a 21-bp duplex DNA molecule (25 nM) for 10 min at 21 ◦C prior to exposure to a
5-ns pulse of 266 nm UV light. (a) Cross-linked adducts were resolved from un–cross-linked DNA by
SDS-polyacrylamide gel electrophoresis. The autoradiograph shows part of a typical titration
experiment performed by varying the integrase concentration between 0 and 3 mM. (b) Data points
represent the quantification (by phosphor image densitometry) of gels such as the one shown in (a).
The sigmoidal curve, shown in semilog form (panel A), represents the best fit of the data by nonlinear
least-squares procedures in terms of the total HIV-1 integrase concentration and corresponds to a
Hill coefficient of 1.90. In panel B, the data are transformed, in terms of fractional saturation, to
Scatchard form for a first-order (top) and second-order (bottom) reaction. In this case, the data points
are corrected for the bound protein assuming a density of 10 monomers per LTR at saturation. The
Hill coefficient is 1.94 after transformation.

Light from a laser source arriving
through a prism at a gold surface at the
angle of total internal reflection (θ ) in-
duces a nonpropagative evanescent wave
that penetrates into the flow cell opposite
the prism. The intensity of the reflected
light is continuously monitored. At a given
angle (λ) dependent upon the refractive
index of the solution in the flow cell,

resonance between the evanescent wave
and free electrons in the gold layer re-
sults in a reduction in the intensity of
reflected light. The change in angle of re-
duced intensity (�λ) reflects changes in
the refractive index (n) of the solution in
the flow cell immediately adjacent to the
gold layer. A dextran surface coupled to the
gold layer allows immobilization of ligands

Intensity

Streptavidin
bound to Dextran
(thickness: 100 nm)

Biotinylated DNA Evanescent wave (dp = 800 nm)

Surface plasmon resonance

Gold
surface

q

l

∆l

q = angle of total
      internal reflection

l = resonance angle

Fig. 5 Basic principles of surface plasmon resonance. In this example, DNA molecules are
immobilized through a biotin–streptavidin interaction at the dextran/gold interface.
Changes in refractive index as molecules bind to the surface are measured by alterations in
the angle λ at which extinction of reflection occurs.
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within the evanescent field. In physical
terms, the detection system of a typical
SPR machine consists of a monochro-
matic, plane-polarized light source and a
photodetector that are connected optically
through a glass prism. A thin gold film
(50 nm) thick, deposited on one side of
the prism, is in contact with the sample
solution; this gold film is in turn cov-
ered with a long-chain hydroxyalkanethiol,
which forms a monolayer (approximately
100-nm thick) at the surface. This layer es-
sentially serves as an attachment point for
carboxymethylated dextran chains that cre-
ate a hydrophilic surface to which ligands
can be covalently coupled. Light incident
to the back of the metal film is totally
internally reflected on to the diode-array
detector. A property of this situation is that
a nonpropagative evanescent wave pene-
trates into the solution side of the prism
away from the light source. Free electrons
in the gold layer enter into resonance with
the evanescent wave. In fact, such reso-
nance implies that the amplitude vector
characterizing a transversal wave propa-

gating along the gold surface (
−→
ksp) is equal

to the component (
−→
kx ) of the evanescent

wave. Since ε = n2, then if ω is the fre-
quency of the wave and c the speed of
light then

|kx| = ω

c

√
ε1 − ε2

ε1 + ε2
(15)

Furthermore, given that for the evanes-
cent wave:

|kx| = ω

c
sin θ

√
εg (16)

When resonance occurs, |ksp| = |kx|
and the intensity of the reflected light
decreases at a sharply defined angle of
incidence, the SPR angle, given by the

simple expression:

sin2 θ0 = ε1ε2

εg(ε1 + ε2)
(17)

Thus θ0, the SPR angle at which a de-
crease in the intensity of reflected light
occurs, measures the refractive index of the
solution in contact with the gold surface
and is dependent on several instrumental
parameters, for example, the wavelength of
the light source and the metal of the film.
When these parameters are kept constant,
the SPR angle shifts are dependent only on
changes in refractive index of a thin layer
adjacent to the metal surface. Any increase
of material at the surface will cause a suc-
cessive increase of the SPR angle, which
is detected as a shift of the position of
the light intensity minimum on the diode
array. This change can be monitored over
time, thus allowing changes in local con-
centration to be accurately followed. The
SPR angle shifts obtained from different
proteins in solution have been correlated
to surface concentrations determined from
radio-labeling techniques and found to be
linear over a wide range of surface con-
centrations. The instrument output, the
resonance signal, is indicated in resonance
units (RU); in the Biacore configuration,
1000 RU correspond to a 0.1◦ shift in
the SPR angle and for an average protein
this corresponds to a surface concentration
change of about 1 ng mm−2. The machine
measures refractive index changes (�n)
at or near a surface and relates these to
changes in local concentration. This rela-
tionship is given by the Clausius–Mossotti
form

ε − 1

ε + 2
= N

3ε0

(
α + µ

kT

)
(18)

of the Debye equation

ε − 1
ε + 2

= N•α

3•ε0
(19)
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where ε is the real part of the dielectric
constant or permittivity constant related
to the refractive index by ε = n2, N is the
number density given by Naρ/Ma (Na =
Avogadro’s number, ρ = the density and
Ma the molecular mass). It is assumed that
�n/�C is a constant.

In general, either the DNA or the protein
may be immobilized on the surface and
the choice will depend on the nature
of the interaction to be studied. It is,
however, technically more expedient to
immobilize DNA. Whilst a variety of
techniques exist for the immobilization
of DNA on the dextran surface, the most
efficient for the majority of protein/DNA
interactions is the use of immobilized
streptavidin that can then interact with
a suitably end-labeled DNA molecule.
While it is often possible to obtain useful
binding data pertaining to a specific
nucleoprotein complex, it is critical to
recall that SPR measurements monitor a
steady state rather than equilibrium, that
is, a reaction involving two components
may form an initial binary complex that
then ‘‘evolves’’ through intramolecular
interactions into a final complex having
different dissociation characteristics than
that of the intermediate(s) present during
the reaction. In many cases now, SPR
has furnished useful data concerning
specific nucleoprotein complexes and even
in complicated cases, such as promoter
recognition by RNA polymerase, SPR can
furnish useful binding data that correlates
well with other footprinting techniques.

An interesting application of this tech-
nique toward a more dynamic approach
was carried out by using SPR to follow
the polymerization of a reverse transcrip-
tase along an immobilized single-stranded
DNA template. The resulting change in
SPR signal could be closely correlated with
the incremental progression of the reverse

transcriptase along the immobilized DNA
template as it replicated the correspond-
ing RNA or DNA strand. This approach
has also been extended to observing RNA
polymerases transcribing an immobilized
double-stranded DNA template into an
RNA molecule and again could be cor-
related with changes in the population of
polymerases on the surface and the ap-
pearance of the RNA molecule.

3.5
Microcalorimetry

Microcalorimetry, like SPR, is a non-
invasive technique for determining the
magnitude of a specific process, such as
the formation of a nucleoprotein complex.
Microcalorimetry, however, in contrast
to SPR, provides access to real thermo-
dynamic measurements of a system at
equilibrium. A system at thermodynamic
equilibrium is of course defined as one
where �G = 0. This state is also defined
by the equilibrium constant K , where, for
a complex AB formed between A and B,
K = [AB]/[A][B] (in which case K is known
as the association or affinity constant). This
ratio, reflecting the relative probabilities
of finding the molecules in a bound or
free state, is related to �G◦ by the simple
expression

K = e

(−�G◦
RT

)

(20)

and since

�G◦ = �H◦ − T�S◦
, (21)

K = e

(−�H◦
RT

)

+ e

(−�S◦
R

)

(22)

This is a form of the familiar van’t Hoff
equation that allows calculation of �H
and �S by studying the variation of K as a
function of temperature.
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Microcalorimetry, however, directly
measures heat energy changes during
a reaction. There are essentially two
approaches in use, differential scanning
calorimetry (DSC) and isothermal titration
calorimetry (ITC). DSC studies changes
that occur as the temperature of a reaction
is altered, whereas ITC measures thermal
changes during the mixing of reactants.
Both approaches provide measurements
of �Cp and thus by the application of
relationships like those given in Eqs. (20),
(21), and (22) allow calculation of �H and
�S (and thus �G and K).

We mentioned above that nucleoprotein
complexes are composed of noncovalent
interactions and as such the forces that
are involved are therefore relatively weak
such that the enthalpy changes involved
are of the order of 1–25 kcal mol−1. It is to
the credit of calorimetric technology and
those who use the approach that they are
able to measure the changes in the order
of differences of 10−6 ◦C associated with
these weak changes.

3.6
Fluorescence

Fluorescence-based studies are becoming
increasingly popular especially amongst
the more biophysically oriented research
groups. The advantages offered by this
technique include the possibility of be-
ing able to carry out studies in so-
lution in a true equilibrium fashion
and in many cases in a time-resolved
fashion. The dynamic range of sensi-
tivity extends from milli to pico mo-
lar and the increased availability of di-
verse reagents extends the versatility of
the approach. There are essentially three
fluorescence-based strategies that are cur-
rently in use with respect to nucleoprotein
complexes.

3.6.1 Fluorescence Intensity
Measurements
Changes in fluorescence intensity origi-
nally relied on changes in the intrinsic
fluorescence of protein upon binding to
nucleic acids. Alternatively, fluorescence
modified bases such as 2-aminopurine
and ethenedeoxy-adenosine or extrinsi-
cally labeled nucleic acids have also been
extensively used. In general, this latter ap-
proach has been favored because of the
relatively high quantum yield (i.e. the
number of reactant molecules that react
for every photon absorbed) allowing good
sensitivity.

3.6.2 Fluorescence Anisotropy
A phenomenon that is in fact the basis for
dichroism is that the absorption of light by
a chromophore depends upon the relative
orientation of the absorbing chromophore
with respect to the polarization of the
light. When the incident light is polarized,
then absorption will clearly be more likely
for those molecules with chromophores
whose transition dipole moments are
parallel to the direction of polarization.
By transition dipole moment we mean
that, for a molecule to be able to absorb
or emit a photon of frequency ν, it
must possess, albeit transiently, a dipole
oscillating at ν. Indeed, it is a property
of this phenomenon that the intensity
of the transition associated with either
absorption or emission of a photon is
proportional to the square of the transition
dipole moment. In other words, for a
transition dipole moment making an
angle θ with respect to the direction of
light polarization, the molar absorption
coefficient ε0 (also referred to as the
extinction coefficient) is given by

ε0

ε1
= cos2 θ (23)
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By using light pulses of short dura-
tion and by measuring the fluorescent
emission using polarizers, the intensity
of emission parallel (Ia) can be compared
with the intensity of the emission perpen-
dicular (Ib) to the incident light.

This is very useful since the emission
anisotropy may be obtained simply by
using the expression

A = Ia − Ib

Ia + 2Ib
(24)

Anisotropy decays exponentially, that is,

A(t) = A(0)e
t/ρ (25)

where ρ is the rotational relaxation time. It
is clear that very short (∼ 10−9 s) rotational
relaxation times may be measured using
this technique. Once one has a relaxation
time, then it is very straightforward to
calculate the hydrated volume Vh for the
chromophore-bearing molecule using the
simple expression

ρ(t) = ηVh

kT
(26)

where η is the viscosity of the solution
(J K−1 m−1 s−1), k is the Boltzmann con-
stant (1.38066 × 10−23 J K−1), and T is the
temperature in degrees Kelvin.

The rotational diffusion properties of
a labeled oligonucleotide alter during
complex formation with a protein thus
providing information not only about the
nature of the complex being formed but
also providing the means of carrying out
time-resolved analysis of the formation of
the nucleoprotein complex. This latter is
an increasingly powerful technique.

3.6.3 Fluorescence Energy Transfer (FRET)
FRET is the nonradiative exchange of exci-
tation energy between two chromophores.
In fact, an energy donor in an excited state

transfers energy to an acceptor by means of
intermolecular long-range dipole–dipole
coupling. The quantum yield of transfer,
E, depends on the distance (R) between
the dyes and is given by

E = 1

1 + ([R]/[R]0)6 (27)

In practice, although this depends to an
extent on the nature of the fluorophore, the
effective distance at which the phenomena
may be useful is of the order of 4
to 6 nm. So one can see that this
technique can be used in a nucleoprotein
complex to measure distances between
select chromophores and indeed has been
applied in looking at changes in nucleic
acid structure during complex formation
or at putative contact points between RNA
polymerases and promoter sequences in
DNA.

3.7
Electron Microscopy and Atomic Force
Microscopy

Electron and near field microscopy pos-
sess the capacity to visualize and follow
the average behavior of a population of
molecules observed individually and in the
case of nucleoprotein complexes provide
information concerning DNA curvature
and flexibility intrinsic or induced by a
protein. In classical electron microscopy
(EM), molecules are adsorbed onto a car-
bon film, which may lead to some loss
of three-dimensional information but gen-
erally will conserve the macromolecules
conformational properties. EM generates
data in two broad fields: imaging and
analysis. Global electron irradiation of a
specimen produces images on a fluores-
cent screen, a photographic film, or a
TV camera. DNA or protein–DNA com-
plexes may be directly adsorbed onto
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carbon films or mica supports. Visualiza-
tion is generally carried out by the use
of contrasting procedures that do not in-
terfere with the interactions under study.
Thus, samples may be either stained us-
ing an evaporated metal coating (such as
uranyl acetate) or by using an annular
dark field in which the electron beam is
tilted to provide a tilted illumination of the
specimen and the image resulting from

those electrons scattered at wide angles by
the heavy atoms present in the sample.
Contrast is obtained by impeding direct
electrons and allowing only scattered elec-
trons through the aperture. In all cases,
direct images of DNA molecules or nu-
cleoprotein complexes may be obtained
(Fig. 6).

A useful parallel technique to EM
is cryo-EM, which enables visualization

Plasmid containing 
noncurved sequences

Plasmid containing curved
sequence

H-NS

H-NS

(( ))

(())
((

))
((

))

Fig. 6 Electron microscopy of nucleoprotein complexes. H-NS /DNA complexes as visualized by
electron microscopy.
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of nucleic acids, for example, without
staining. A solution of the macromolecules
is rapidly frozen to produce a thin film
of vitrified water. By using EM, it is
possible, in the correct configuration, to
visualize molecules floating in the ensuing
amorphous solution.

Scanning force microscopy provides a
complementary technique to EM possess-
ing high resolution and contrast. In a
simple configuration known as contact
mode, a flexible cantilever carrying a sharp
tip is scanned across a surface. Deflec-
tions of the tip as it pans across the
sample on the surface may be translated
into a topographic image. A second op-
erating mode known as tapping mode
exists in which the cantilever oscillates
at a high frequency during the scan.
The surface topography is then recon-
structed from changes in the oscillating
amplitude of the cantilever. Nucleoprotein
complexes are generally deposited onto
a flat mica surface in a suitable buffer,
then rinsed and dried under conditions
optimized so as not to disturb the confor-
mation of the complexes under study. In
practice, this is a major restriction to the
technique.

In general, in images formed by 512 ×
512 pixels on a 2 µm scan size, each
pixel represents a DNA of 3.9 nm or
about 11 bp. In the case of nucleopro-
tein complexes, changes in the mea-
sured contour length of DNA molecules
due to the presence of bound pro-
tein may be interpreted in terms of
specific bending or deformation of the
DNA.

See also Footprinting Methods to
Examine the Structure and Dynam-
ics of Proteins.

Bibliography

Books and Reviews

deHaseth, P.L., Zupancic, M.L., Record, M.T.
Jr. (1998) RNA polymerase-promoter
interactions: the comings and goings of RNA
polymerase, J. Bacteriol. 180(12), 3019–3025.

Hill, J.J., Royer, C.A. (1997) Fluorescence
Approaches to Study of Protein-Nucleic Acid
Complexation, in: Braud L., Johnson M.L.
(Eds.) Methods in Enzymology, Fluorescence
Spectroscopy, Vol. 278, Academic Press,
pp. 278–416.

Ishihama, A. (1999) Modulation of the
nucleoid, the transcription apparatus, and the
translation machinery in bacteria for stationary
phase survival, Genes Cells 4(3), 135–143.

Kneale, G..G. (1994) DNA-Protein Interactions:
Principles and Protocols, Methods in Molecular
Biology, Vol. 30, Humana Press, Totowa, NJ.

Moss, T. (2001) DNA-Protein Interactions:
Principles and Protocols, Methods in Molecular
Biology, 2nd edition, Vol. 148, Humana Press,
Totowa, NJ.

Murakami, K.S., Darst, S.A. (2003) Bacterial
RNA polymerases: the wholo story, Curr. Opin.
Struct. Biol. 13(1), 31–39.

Ptashne, M., Gann, A. (1997) Transcriptional
activation by recruitment, Nature 386(6625),
569–577.

Sauer, R.T. (1991) Protein-DNA Interactions
Methods in Enzymology, Vol. 208, Academic
Press, London, UK.

Travers, A. (1996) Transcription: building an
initiation machine, Curr. Biol. 6(4), 401–403.

Travers, A. (1997) DNA-protein interactions:
IHF–the master bender, Curr. Biol. 7(4),
R252–R254.

Travers, A.A., Buckle, M. (2000) DNA-Protein
Interactions: A Practical Approach, Oxford
University Press, New York.

Primary Literature

Adelman, K., Brody, E.N., Buckle, M. (1998)
Stimulation of bacteriophage T4 middle
transcription by the T4 proteins MotA and
AsiA occurs at two distinct steps in the
transcription cycle, Proc. Natl. Acad. Sci. U.S.A.
95(26), 15247–15252.



560 DNA–Protein Interactions

Azam, T.A., Ishihama, A. (1999) Twelve species
of these nucleoid-associated protein from
Escherichia coli. Sequence recognition
specificity and DNA binding affinity, J. Biol.
Chem. 274(46), 33105–33113.

Bloch, V., Yang, Y., Margeat, E., Chavanieu, A.,
Auge, M.T., Robert, B., Arold, S., Rimsky, S.,
Kochoyan, M. (2003) The H-NS dimerization
domain defines a new fold contributing to
DNA recognition, Nat. Struct. Biol. 10(3),
212–218.

Buckle, M., Buc, H. (1989) Fine mapping of
DNA single-stranded regions using base-
specific chemical probes: study of an open
complex formed between RNA polymerase
and the lac UV5 promoter, Biochemistry 28(10),
4388–4396.

Buckle, M., Pemberton, I.K., Jacquet, M.A.,
Buc, H. (1999) The kinetics of sigma subunit
directed promoter recognition by E. coli RNA
polymerase, J. Mol. Biol. 285(3), 955–964.

Buckle, M., Williams, R.M., Negroni, M., Buc, H.
(1996) Real time measurements of elongation
by a reverse transcriptase using surface
plasmon resonance, Proc. Natl. Acad. Sci.
U.S.A. 93(2), 889–894.

Losick, R., Pero, J. (1981) Cascades of sigma
factors, Cell 25(3), 582–584.

Luscombe, N.M., Thornton, J.M. (2002) Protein-
DNA interactions: amino acid conservation
and the effects of mutations on binding
specificity, J. Mol. Biol. 320(5), 991–1009.

Mukhopadhyay, J., Kapanidis, A.N., Mekler, V.,
Kortkhonjia, E., Ebright, Y.W., Ebright, R.H.

(2001) Translocation of sigma (70) with RNA
polymerase during transcription: fluorescence
resonance energy transfer assay for movement
relative to DNA, Cell 106(4), 453–463.

Naryshkin, N., Revyakin, A., Kim, Y., Mekler, V.,
Ebright, R.H. (2000) Structural organization of
the RNA polymerase-promoter open complex,
Cell 101(6), 601–611.

Pabo, C.O., Nekludova, L. (2000) Geometric
analysis and comparison of protein-DNA
interfaces: why is there no simple code
for recognition? J. Mol. Biol. 301(3),
597–624.

Record, M.T. Jr., Ha, J.H., Fisher, M.A. (1991)
Analysis of equilibrium and kinetic
measurements to determine thermodynamic
origins of stability and specificity and
mechanism of formation of site-specific
complexes between proteins and helical DNA,
Methods Enzymol. 208, 291–343.

Rimsky, S., Zuber, F., Buckle, M., Buc, H. (2001)
A molecular mechanism for the repression
of transcription by the H-NS protein, Mol.
Microbiol. 42(5), 1311–1323.

Travers, A., Muskhelishvili, G. (1998) DNA
microloops and microdomains: a general
mechanism for transcription activation by
torsional transmission, J. Mol. Biol. 279(5),
1027–1043.

Zinkel, S.S., Crothers, D.M. (1990) Comparative
gel electrophoresis measurement of the
DNA bend angle induced by the
catabolite activator protein, Biopolymers 29(1),
29–38.



561

Down Syndrome, Molecular
Genetics of

Charles J. Epstein
University of California, San Francisco, CA, USA

1 Phenotype of Down Syndrome 562

2 Cytogenetics 563

3 Structure of Chromosome 21 563

4 Phenotypic Mapping 564

5 Pathogenesis 565

6 Animal Models 565
6.1 Trisomic Mice 566
6.2 Transgenic Mice 568
6.3 Gene Expression Analyses 569

Bibliography 569
Books and Reviews 569
Primary Literature 570

Keywords

Acrocentric
A type of chromosome in which the centromere is very close to one end.
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Centromere
The structure within each chromosome at which the fibers required to move the
chromosomes during meiosis or cell division (mitosis) attach.

Meiosis
The process within the germ cells during which genetic recombination occurs, and in
which the number of chromosomes within the egg or sperm is reduced from the 46
found in somatic cells to 23.

Trisomy
The presence in the genome of three rather than two copies of a specific chromosome.

� Down syndrome (DS) is the commonest of the genetically caused forms of mental
retardation. It occurs with a frequency of approximately 1 per 800 to 1 per 1000 live
births, and its incidence increases with increasing maternal age. DS is caused by
the presence of an extra chromosome 21 within the genome, which, in turn, results
in a 50% increase in the expression of the genes contained on the chromosome.
By mechanisms currently undefined, the increased expression of several genes on
human chromosome 21 results in a syndrome characterized by mental and growth
retardation, a distinctive set of major and minor congenital malformations, a variety
of cellular abnormalities, and, later in life, by the development of Alzheimer disease.

1
Phenotype of Down Syndrome

The most immediately apparent, if not the
most serious, manifestations of Down syn-
drome (DS) are the many minor dysmor-
phic features that collectively constitute
its distinctive physical phenotype. Salient
among these are upslanting palpebral fis-
sures, epicanthic folds, flat nasal bridge,
brachycephaly, short broad hands, in-
curved fifth fingers, loose skin of the nape
of the neck, open mouth with protruding
tongue, and transverse palmar creases. Al-
though any individual with DS will have
many of the characteristic features and can
be easily recognized as having the disorder,
none of these features is present in all

persons with DS. DS affects the nervous
system in three principal ways: hypoto-
nia, which occurs in virtually all newborns
and infants; delayed psychomotor devel-
opment in infancy and mental retardation
throughout life; and neuronal degenera-
tion during the adult years. The latter pro-
cess, which is pathologically identical with
Alzheimer disease (presenile and/or senile
dementia), results in significant pathologic
changes in the brain and may further
compromise the already impaired men-
tal functioning. DS is associated with two
types of major congenital malformations.
Most frequent (about 40%) is congenital
heart disease, usually of the endocardial
cushion type or one of its variants. Gas-
trointestinal tract abnormalities occur in
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about 4.5% of individuals, more than half
of whom have duodenal stenosis or atre-
sia. Structural abnormalities of the thymus
and functional defects in T-cell function
leading to an increased susceptibility to
infection are present, and there is a 10-
to 18-times normal incidence of childhood
leukemia with a frequent occurrence of
acute megakaryoblastic leukemia.

2
Cytogenetics

Down syndrome is the phenotypic mani-
festation of trisomy 21. As such, it occurs
when a third copy of chromosome 21 is
present in the genome, either as a free
chromosome or as part of a Robertsonian
fusion chromosome (in which the long
arms of two acrocentric chromosomes
are joined at the centromeres). Except in
2 to 4% of cases in which mosaicism,
with two populations of cells, one diploid
and one trisomic, exists, all cells of the
body are trisomic. Although these cytoge-
netic abnormalities involve most or all of
chromosome 21, there are rare cases in-
volving translocations in which only part
of the long arm of the chromosome is
triplicated. Depending on the region of
the chromosome that is involved, such
cases may or may not express the classical
DS phenotype.

It has long been recognized that the
risk of having a child with DS increases
with maternal age and that the distribution
of maternal age in the population of
women having children is the primary
determinant of the overall incidence of
DS. A variety of estimates of the incidence
of DS in the newborn population have
been made, and most recent figures are
in the vicinity of 1 per 1000. The figures
can be broken down to provide maternal

age–specific rates per 1000 live births: 0.6
at 20 years, 1.0 at 30 years, 2.6 at 35 years,
9.1 at 40 years, 24.9 at 44 years, and 41.2
at 46 years. Analyses using DNA markers
have shown that maternal nondisjunction,
the failure of paired chromosomes to
separate properly, accounts for 92% of
all cases of trisomy 21, 65% occurring
at meiosis I, 23% at meiosis II, and 3%
postzygotically (at mitosis). Eight percent
of cases are paternal in origin, 3% at
meiosis I and 5% at meiosis II. A reduced
rate of recombination is associated with
meiosis I errors and an increased rate with
meiosis II errors.

3
Structure of Chromosome 21

Chromosome 21 is an acrocentric chro-
mosome with a genetic length estimated
to be 46 cM. It is the smallest of the
human autosomes constituting approxi-
mately 1.7% of the length of the haploid
genome. In physical terms, chromosome
21 is an acrocentric chromosome with the
centromere very close to one end and
with a very small short arm. The short
arm (21p) terminates in a satellite re-
gion that may vary in size. Proximal to
the satellite is the stalk (secondary con-
striction) that, as the nucleolar organizer
region (NOR), contains multiple copies
of the ribosomal RNA genes (RNR4) and
stains characteristically with silver. The
degree of silver staining appears to be
a representation of the molecular activ-
ity of the ribosomal RNA genes that the
chromosome contains. The region of 21p
adjacent to the centromere contains highly
repeated DNA sequences that consist of
the satellite (including alphoid) and the
‘‘724’’ families of sequences. None of
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these gene families is unique to chro-
mosome 21. It is believed that these
families of repeated gene sequences may
be involved in the juxtaposition or asso-
ciation of the satellite regions (satellite
association) of the acrocentric chromo-
somes during mitotic metaphase and
with the formation of the nucleolus dur-
ing interphase.

The major part of chromosome 21 is
the long arm (21q) that has a character-
istic banding pattern consisting of 3 or
4 bands at low resolution and as many
as 11 dark and light bands resolvable by
prometaphase banding. With one possi-
ble exception, all genes of known function
(other than those for ribosomal RNA) are
located on this arm of chromosome 21,
and only this arm is essential for normal
development and function. The presence
of a Robertsonian fusion chromosome in
which the short arms of two acrocentric
chromosomes (sometimes both chromo-
somes 21) are deleted does not cause
detectable abnormalities if the genome is
otherwise balanced.

The sequence of the long arm of
chromosome 21 was completed in 2000
with an estimated 99.7% coverage. This
arm has a length of 33.7 Mbp and is
relatively gene-poor, with less than half
the number of identified genes found on
the similarly sized chromosome 22. In
the original annotation, it was judged to
contain approximately 127 known genes,
98 predicted genes (of which 69% have
no similarity to known proteins), and 59
pseudogenes. These numbers have been
repeatedly revised as annotation of the
sequence has proceeded, and the most
recent figures are 178 confirmed and 36
predicted genes. There is evidence that not
all expressed genes have been identified
and that some predicted genes do not
exist. Among the known genes are at least

10 kinases, 5 genes in the ubiquitination
pathway, 5 cell adhesion molecules, 7 ion
channels, 5 members of the interferon
receptor family, and several transcription
factors. About 22.4% of the chromosome
consists of interspersed Alu sequences and
LINE1 elements.

4
Phenotypic Mapping

Cases in which only part of chromosome
21 is triplicated have been intensively stud-
ied to arrive at a phenotypic map that
will permit a correlation between particu-
lar phenotypic features of DS and specific
regions or loci on the chromosome. The
consensus of studies carried out before
molecular markers became available is that
the full DS phenotype, as manifested by
mental retardation, congenital heart dis-
ease, characteristic facial appearance, hand
anomalies, and dermatoglyphic changes,
appears when band 21q22 is duplicated,
and of this, subbands 21q22.1 and probably
21q22.2 are required. Molecular analysis
has been used to define the extent of the
triplication of regions of chromosome 21,
and the results have been used to generate
phenotypic maps. Although interpreta-
tions vary, it seems clear that many of the
phenotypic features appear to be associated
with imbalance in the region surrounding
and distal to D21S55. However, there is
also evidence for contributions of genes
outside the D21S55 region, especially in
the proximal part of 21q, although the
region responsible for congenital heart dis-
ease seems to be confined to the distal part
of 21q. The genes that, when present in
extra copies, contribute to impaired cogni-
tion appear to be located in several regions
of the chromosome.
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5
Pathogenesis

The immediate consequence of an aneu-
ploid state is a gene dosage effect for each
of the loci present on the unbalanced chro-
mosome or chromosome segment. Such
gene dosage effects have been reported
for several chromosome 21 loci. With the
exception of the amyloid precursor pro-
tein (APP) in the brain from fetuses with
DS, and possibly a few other chromo-
some 21–encoded genes, the measured
increase in activities or concentrations in
trisomic cells is close to the theoretically
expected value of 1.5. Taken in the aggre-
gate, these results confirm the existence
of quite precise dosage effects in cells
aneuploid for chromosome 21. However,
changes in the synthesis of proteins coded
for by genes elsewhere in the genome have
been observed, presumably as the result of
genomic dysregulation resulting from the
increased expression of chromosome w31
genes. However, this dysregulation is lim-
ited and certainly does not affect the vast
majority of expressed genes.

On the basis of studies in animal
models (see the following section), de-
creased platelet serotonin uptake and
prostaglandin synthesis, and abnormal
myoneural junctions, all of which occur in
DS, have been ascribed to increased activ-
ity of CuZn-superoxide dismutase (SOD1).
With these exceptions, it has not been pos-
sible to relate any component of the DS
phenotype to overexpression of specific
loci. However, a great amount of attention
has been devoted to the pathogenesis of the
cognitive deficits and Alzheimer disease in
DS. The effects of increased expression of
several of the loci on chromosome 21 have
been considered, and it has been possible
to construct plausible explanations for how
overexpression of each locus might affect

the development, function, and integrity
of the central nervous system. A recent
case in point is the gene for cystathionine
synthase, overexpression of which in DS
results in depressed levels of plasma ho-
mocysteine. It has been suggested that the
altered homocysteine metabolism could
compromise the folate-dependent resyn-
thesis of methionine and thereby create
a functional folate deficiency, the conse-
quences of which on the central nervous
system function could be many. How-
ever, in considering such possibilities, it
is important to keep in mind that whereas
imbalance of an individual locus could
well have significant effects on the cen-
tral nervous system, it is unlikely that it
will provide a unitary explanation for the
entire range of deficits found in DS. Never-
theless, it is possible that the development
of Alzheimer disease in DS is related to
the overproduction of APP, perhaps su-
perimposed on an intrinsically defective
nervous system.

6
Animal Models

The fact that many of the consequences
of aneuploidy in humans arise during the
period of morphogenesis and affect the
development and function of the central
nervous system places special stumbling
blocks in the way of their investigation.
Research on events occurring during ges-
tation, especially early gestation, is both
technically impractical and, currently and
for the foreseeable future, ethically and
legally impossible. Similarly, there are se-
vere limitations to the study of the central
nervous system function in living individ-
uals, and experimental genetic alterations
are impossible. It is for this reason that
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interest has turned to the development of
animal models for DS.

Since ultimate concern is with humans
and with human disease, we require
models that will duplicate the human con-
dition – in developmental and functional
terms – as closely as possible. No model
can be an exact one, since no other or-
ganism duplicates the human with respect
to all of his or her biologic and genetic
attributes. Nevertheless, models based on
other mammals, which share numerous
biologic similarities with humans, seem
most appropriate. Primates with the ge-
netic and clinical equivalent of trisomy 21
and DS have been observed but do not
offer significant advantages over humans
for investigational purposes. Therefore,
the mouse has been the model animal of
choice for several reasons, including ease
of manipulation and genetic control and
the similarities to humans in the processes
of morphogenesis and probably of central
nervous system function, in neurobiolog-
ical if not psychological terms. Further-
more, despite considerable rearrangement
of the mammalian genome, sizable chro-
mosomal regions carrying many genes
remain intact and structurally similar in
both humans and mice.

Models based on the mouse are not
without their problems. It may not al-
ways be easy or even possible to obtain
postnatally viable animals when sizable
regions of the genome are unbalanced.
Furthermore, even if it were possible,
these animals will never be able to du-
plicate the higher central nervous system
functions, such as cognition, which are
so vulnerable to the effects of aneuploidy
in humans. As difficult as it is to define
mental retardation in an aneuploid hu-
man, it is even more difficult to specify
the proper functional homology in an ane-
uploid mouse. Nevertheless, elementary

forms of learning are common to all ani-
mals with an evolved nervous system, and
there appears to be a conservation of the
relevant biochemical mechanisms. There-
fore, the mouse can be considered to be a
legitimate model for learning and memory
in humans.

6.1
Trisomic Mice

The modeling of human trisomy 21 in
the mouse started at the two ends of
the possible spectrum of such models.
On one end is the trisomic mouse with
an extra copy of mouse chromosome
16, the mouse chromosome that most
closely resembles human chromosome 21.
At the other extreme is the transgenic
mouse with an extra copy or copies of a
single human chromosome 21 gene. More
recently, however, several intermediate
possibilities, with duplications of only
parts of mouse chromosome 16 or the
insertion of mouse or human yeast
artificial chromosome (YAC) transgenes,
have been developed.

With perhaps one exception, all the
loci in human 21q from the cen-
tromere to the MX1 locus in the dis-
tal part of band 21q22.3, approximately
130 to 150 in number, map to the dis-
tal part of mouse chromosome 16 (see
http://www.informatics.jax.org). The re-
maining loci, not on mouse chromosome
16, have been mapped to mouse chromo-
somes 10 and 17. These loci are outside
the region shown by phenotypic mapping
to be responsible for the facial features of
DS. In addition to coding regions, there
are also a large number of sequences con-
served between the human and mouse
genomes that appear to have a functional
significance but cannot be identified as
protein-coding or RNA genes.
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Because of the genetic discrepancies
between mouse chromosome 16 and hu-
man chromosome 21, trisomy for all of
mouse chromosome16, while reproducing
much of the genetic imbalance associ-
ated with human trisomy 21, results in
an overall degree of imbalance that is
more extensive than in human trisomy
and in an overall phenotype that is more
severe. For this reason, the results of stud-
ies with mouse trisomy 16 (Ts16) must
be viewed with concern insofar as mod-
eling DS is concerned. To correct this
situation, segmentally trisomic mice (des-
ignated Ts65Dn) in which only the human
chromosome 21 orthologous region is trip-
licated were produced. In these animals,
approximately 115 of the original number
of 225 genes on human chromosome 21q
are represented. The trisomic animals do
not have the major anomalies present in
Ts16. Rather, their salient phenotypic ab-
normalities are confined to the craniofacial
structures and the central nervous system,
although they do exhibit male sterility. As
in persons with DS, there is a reduction
in the size and granule cell density of
the cerebellum, a reduced sensitivity to
pain, elevation of brain myo-inositol, and
abnormalities of the dendritic spines. Al-
though motor learning is normal, Ts65Dn
mice have major deficits in learning and
behavior, and show abnormalities in long-
term potentiation (LTP) and depression
and in hippocampal cAMP generation.
The pattern of behavioral and learning
deficits suggests impairment of both hip-
pocampal spatial learning and of prefrontal
functions, and the LTP and cAMP abnor-
malities are also indicative of hippocampal
dysfunction. Further evidence for abnor-
mality of the hippocampus of the Ts65Dn
mouse is provided by the presence of
giant dendritic spines with aberrant con-
nections in hippocampal neurons and by

suppression of LTP by inhibitory inputs.
The finding in Ts65Dn mice of an age-
dependent loss of function and atrophy of
cholinergic neurons in the medial septum
of the basal forebrain, which correlates
with the loss of cognitive function and ap-
pears to be related to an abnormality of
nerve growth factor transport, is also con-
sistent with hippocampal dysfunction. It
is of note, in this regard, that a reduc-
tion in Trk-A immunoreactive cholinergic
neurons has been observed in the nucleus
basalis of persons with DS.

A second segmentally trisomic mouse,
Ts1Cje, is functionally trisomic for the re-
gion of mouse chromosome 16 distal to
Sod1. This trisomy involves about 87 chro-
mosome 21–orthologous genes and still
includes the region responsible for the ma-
jor phenotypic abnormalities in DS. Their
learning deficits are similar to but some-
what less severe than those of the Ts65Dn
animals. Similarly, there is a reduction in
the volume of the cerebellum, but granule
cell density is much less affected. However,
Ts1Cje animals do not appear to exhibit
degeneration of the cholinergic neurons,
suggesting that the gene(s) responsible for
this phenotype are located in the region
of difference between the two segmen-
tal trisomies, a region containing about
30 chromosome 21–orthologous genes. A
third segmentally trisomic mouse, desig-
nated Ms1Ts65, carries a triplication of
this region of difference. These animals
have only minimal learning deficits, but
they are still not normal.

Taken together with the comparison
of Ts65Dn and Ts1Cje, the results with
Ms1Ts65 indicate that the major genes
responsible for the behavioral and learning
abnormalities of Ts65Dn mice are located
distal to Sod1. These studies constitute
the first step in phenotypic mapping
of the segmental-trisomy DS models
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by a subtractive approach in which a
known phenotype (as in Ts65Dn) is
compared with the phenotype obtained
after reduction of the region of trisomy
(as in Ts1Cje). The same approach has
been used to compare the alterations
in craniofacial morphogenesis produced
by Ts65Dn and Ts1Cje. Both trisomics
demonstrate alterations in the formation
of the craniofacial skeleton that are similar
to what is observed in DS, with the changes
in Ts1Cje being largely the same as
those in Ts65Dn. This again demonstrates
that the major genes responsible for
these skeletal abnormalities in the Ts65Dn
mice are located distal to Sod1. The
ability to generate these various segmental
trisomics and to compare their phenotypes
directly provides a precedent for the
systematic creation of smaller and smaller
segmental trisomics and the dissection of
the trisomic phenotype.

6.2
Transgenic Mice

In contrast with the formation of trisomic
animals, an approach that permits the anal-
ysis of the effects of increased dosage of
individual human chromosome 21 genes
is the construction of transgenic mice.
Several strains of such transgenic mice
carrying SOD1, the gene for human CuZn-
SOD, have been made and shown to have
from 1.6- to 6-fold increased activities of
CuZnSOD in the brain and other tissues.
Several effects of this increased activity of
CuZnSOD that resemble changes found in
persons with DS have been found. Trans-
genic mouse platelets have diminished
levels of serotonin and decreased rates of
serotonin accumulation that are attributed
to a diminished pH gradient across the
granule membrane. There is a reduction
in prostaglandin E2 and prostaglandin D2

biosynthesis in transgenic primary fetal
cells and in the cerebellum and hippocam-
pus. The neuromuscular junctions of the
transgenic tongue muscles are abnormal,
with atrophy, degeneration, withdrawal
and destruction of terminal axons, de-
velopment of multiple small terminals,
decreased ratio of terminal axon area to
postsynaptic membrane, and hyperplastic
secondary folds. Transgenic mice also have
anatomical abnormalities of the thymus
and premature thymic involution. Impair-
ment of LTP has also been reported.

Many of the abnormalities in transgenic
tissues just discussed are presumed to be
mediated by alterations in the metabolism
of oxygen free radicals resulting from the
increased CuZnSOD activity (this enzyme
mediates the first step in the ultimate
conversion of superoxide anions to water).

Limited work has been done with other
types of transgenic mice carrying indi-
vidual human chromosome 21 genes or
their murine homologues. Although they
do not develop the full pathology of AD,
mice expressing the human APP-751 iso-
form gene do have diffuse and amorphous
extracellular deposits of β-amyloid that
resemble those of early AD and mani-
fest deficits in spatial learning. Transgenic
mice overexpressing the Ets2 transcrip-
tion factor develop craniofacial and other
skeletal anomalies, with brachycephaly
and short necks, thought to resemble
anomalies found in DS and mouse Ts16.
However, similar anomalies are not found
in any of the segmental trisomics of chro-
mosome 16, even though Ets2 is present
in three copies. Overexpression of HMG14
results in abnormalities of the thymus and
epithelial cysts, and mice transgenic for
the mouse single-minded gene, mSim2,
have impaired spatial learning.

The transgenes just described involve
loci present on mouse chromosome 16 as
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well as human chromosome 21. Therefore,
the absence of similar findings in trisomic
mice involving the same regions is of con-
cern. The following two loci, however, are
represented on mouse chromosome 10,
and the trisomy 16 models are, therefore,
not relevant. Transgenic mice overexpress-
ing the gene for the protein subunit S100β

were reported to be hyperactive, to have
learning impairments, and to manifest
astrocytosis, axonal proliferation, and a
significant loss of dendrites in the hip-
pocampus. Mice overexpressing liver-type
phosphofructokinase had elevated activity
during fetal life but not during adult life.

Another approach to the generation of
transgenic models for DS has been the in-
sertion of genomic segments larger than
individual genes in the form of yeast arti-
ficial chromosomes. A mouse produced in
this manner had abnormalities of learning
and behavior too, but less severe than that
observed with the segmental trisomies,
Ts1Cje and Ts65Dn. Since the major and
possibly only gene in the integrated seg-
ment of human DNA was the human
minibrain gene (DYRK), it was suggested
that imbalance of this locus is responsible
for the observed abnormalities. Support for
this inference is provided by mice trans-
genic for the Dyrk1A gene. These animals
display delayed neuromotor development
and impairment in spatial learning with
defective reference memory, findings con-
sidered indicative of hippocampal and
prefrontal cortex dysfunction.

6.3
Gene Expression Analyses

The cloning and sequencing of both
the mouse and human genomes has
made it possible to undertake in situ
hybridization studies of the expression
of chromosome 21–orthologous genes

in diploid mouse embryos, fetuses, and
postnatal animals. Broad expression of
the human chromosome 21 orthologues
is present in early embryos and be-
comes more restricted as development
proceeds. The number of genes expressed
and their patterns of expression dif-
fer among tissues, but it is possible
to identify several clusters of coexpress-
ing genes. By correlating expression pat-
terns with specific features of the DS
phenotype, candidate genes have been
proposed for congenital heart and intesti-
nal defects.

See also Brain Development; Genet-
ics, Molecular Basis of; Medicinal
Chemistry.
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Keywords

Polytene Chromosome
Highly replicated chromosomes in an interphase-like chromatin conformation, with
each chromatid precisely synapsed with its sisters. This results in a banded structure,
permitting high-resolution mapping by light microscopy.

Heterochromatin
A term describing those regions of the chromosome that are highly condensed in
metaphase chromosomes and undergo late replication in S-phase. Heterochromatin
generally corresponds with those regions of the genome containing simple sequence
repetitive, or satellite, DNA. There are few genes in heterochromatic regions.

Euchromatin
Euchromatin corresponds to the single copy and middle repetitive DNA of the genome,
in which most of the genes are located. Unlike heterochromatin, euchromatin
does polytenize.

In situ Hybridization
Cloned sections of DNA can be accurately mapped to polytene chromosomes by in situ
hybridization, a process in which chemically or radioactively labeled nucleic acid is
hybridized to denatured chromosomes on a microscope slide. Signals are detected
immunochemically or by application of a radioactive emulsion.

Balanced Lethal Stocks
Recessive lethal stocks are maintained as balanced stocks, in which the population
consists of flies heterozygous for the mutant chromosome and for a corresponding
balancer chromosome. Balancer chromosomes possess multiple inversions, which
suppress recombination, and several genetic markers, including a dominant visible,
and are themselves recessive lethal or sterile, so that balancer homozygotes are either
inviable or sterile.

� Drosophila melanogaster is arguably one of the most important model organisms
available to the modern researcher. This chapter seeks to review the structure of
the Drosophila genome and the main genetic and molecular techniques currently in
use. The Drosophila genome has recently been sequenced, and this chapter sets the
biology of Drosophila in the context of recent updates to the sequence annotation.
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1
Introduction

Drosophila melanogaster is arguably the
genetically best-characterized metazoan
organism. Since its adoption for genetic
analysis, its many advantages as a labora-
tory animal have led to its use as a model
system for a wide variety of biomedical
researches. The Drosophila genome is rela-
tively small, approximately 170 × 106 bp,
and is distributed between four pairs
of chromosomes. The polytene chromo-
somes of Drosophila have provided a phys-
ical map for genetic studies since they
were mapped in the 1930s, and continue
to be a powerful tool in molecular ge-
netic analysis.

This article describes the features of the
Drosophila genome relevant to genetic and
molecular studies in Drosophila.

In the early years of this century,
D. melanogaster (then known as Drosophila
ampelophila) was adopted by Thomas Hunt
Morgan as an experimental organism
in the then new science of genetics.
Drosophila proved to be an ideal organism
for genetic research: it has a short life cy-
cle, 10 to 14 days at 25 ◦C, and very modest
requirements in terms of husbandry. In
fact, a modern Drosophila laboratory may
maintain a thousand or more genetically
distinct stocks. Many of the basic concepts
of genetics were established using the
Drosophila species, including important
advances in population genetics and evolu-
tionary theory, particularly with Drosophila
pseudoobscura and related species. How-
ever, it is D. melanogaster that has made
the biggest impact on modern molecu-
lar genetic research. With the advent of
molecular cloning technology, Drosophila
found itself ideally placed to benefit from
integrated genetics and molecular biology.

As a model organism, Drosophila has
been an essential tool for the elucidation of
basic genetic processes, common to many
eukaryotes.

1. For many areas of biomedical research:
Examples include aging, neurobiology,
embryology, pattern formation, signal
transduction, and cell cycle regulation.
In particular, research in these areas is
facilitated by the sophisticated genetic
analysis possible with Drosophila.

2. For genome mapping and analysis:
D. melanogaster has a moderately sized
genome, 170 × 106 bp, in comparison
with those of yeasts, nematode worms,
the mouse, humans, and other species
in which large-scale molecular mapping
is carried out. Table 1 shows the haploid
genome sizes of these species. Thus, the
Drosophila genome is ideal for use as a
model for genome mapping in higher
eukaryotes, and additionally has fea-
tures such as polytene chromosomes,
which simplify mapping.

3. Finally, many medically and econo-
mically important pests and disease
vectors are members of the order
Diptera. Examples are the anopheline
mosquitoes (malaria vectors), aedine
mosquitoes (vectors of yellow and
dengue fevers), and the tsetse flies
(vector of trypanosomiasis, or sleeping

Tab. 1 The haploid genome sizes of some
species.

Organism Genome size
[×106 bp]

Escherichia coli 4
Saccharomyces cerevisiae 16
Schizosaccharomyces pombe 15
Caenorhabditis elegans 100
Drosophila melanogaster 170
Homo sapiens, Mus musculus 3,000
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sickness) to name but a few. Several
features of the biology and life cycle
of these insects mean they are not
good research organisms, from the
point of view of laboratory culture and
genetics. Drosophila is a model system
for the molecular genetic analysis of
these insects.

In this article, I shall review the genetics
and molecular biology of D. melanogaster,
with respect to its use as a model system.

2
An Overview of the Drosophila Genome

The haploid genome of D. melanogaster is
relatively small, 170 × 106 bp, compared
with the typical mammalian genome
of approximately 3 × 109 bp. Drosophila
genomic DNA is unmethylated, in contrast
to most other higher eukaryotes. The
composition of the Drosophila genome in
terms of single copy and repetitive DNA
fractions is presented in Table 2.

About 21% of the genome comprises
highly repetitive simple sequence DNA,
known as satellite DNA. Satellite DNA
is present in large blocks of repeated
short (5 to 10 bp) units principally located
close to centromeric regions. There are
several classes of satellite, distinguishable
by the repeat unit sequence, and these
classes often have chromosome-specific

Tab. 2 The composition of the Drosophila
melanogaster genome.

Single copy sequences 61% 103.7 × 106

Satellite DNA 21% 35.7 × 106

rDNA, histones, etc. 3% 5.1 × 106

Transposable elements 9% 15.3 × 106

Foldback DNA 6% 10.2 × 106

Total genome size – 170 × 106

distribution. One satellite, the 1.688 or 359
bp satellite, is atypical, comprising arrays
of repeated 359 bp units confined to the
X chromosome. In general, satellite DNA
is concentrated in heterochromatin, which
will be discussed below.

A substantial proportion, 18%, of the
genome is moderately repetitive. Some of
this repetition is due to the ribosomal RNA
and histone gene families, but much is
accounted for by mobile DNA, or trans-
posable elements. Transposable elements
are found in variable, dispersed locations
within the genome. Several transposable
elements have proven to be very use-
ful in the experimental manipulation and
analysis of Drosophila, particularly the P
element, which is described in detail in
Sect. 4.2.

The composition of the Drosophila
genome has, of course, been largely re-
defined by the successes of the Drosophila
genome projects, and in particular that of
the Berkeley Drosophila Genome Project
(BDGP). This will be discussed in some
detail below.

3
The Chromosomes of Drosophila

3.1
Mitotic Chromosomes

The mitotic chromosome complement of
D. melanogaster is illustrated diagrammat-
ically in Fig. 1. There are two metacentric
autosomes, chromosomes 2 and 3; one
tiny dotlike autosome, chromosome 4;
and the heteromorphic sex chromosomes,
the acrocentric X chromosome and the
submetacentric Y chromosome. Sex deter-
mination in D. melanogaster is based on the
ratio of X chromosomes to autosomes. XX
individuals have a ratio of 1, and develop as
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Fig. 1 Diagrammatic representation of
the diploid complement of mitotic
chromosomes of D. melanogaster. The
karyotype shown is XY (male). Circles
and white boxes represent centromeres
and heterochromatin respectively.

2L

2R

3L

3R

4

X Y

females, while XY individuals have a ratio
of 0.5, and develop as males. Thus, male
Drosophila are hemizygous for X-linked
loci. XO individuals are male, but sterile,
since the Y chromosome carries factors
essential for male fertility.

Chromatin can be subdivided on mi-
croscopic criteria into heterochromatin
and euchromatin, with heterochromatin
being characterized by having a highly
condensed state and late replication in S-
phase. Modern molecular genetic research
has shown that, in general, the genes
lie in the euchromatin, while the hete-
rochromatin is composed principally of
simple sequence repetitive DNA. Indeed,
the term heterochromatin is often used as
a synonym for satellite DNA. There are
exceptions to this rule, including the male
fertility factors of the Y chromosome men-
tioned above, and a few autosomal loci.

3.2
Polytene Chromosomes

In common with many species of Diptera,
Drosophila possesses polytene chromo-
somes in several tissues, most notably the
larval salivary glands. The salivary glands

of third instar larvae are easy to iden-
tify and dissect, and their chromosomes
are simple to prepare for analysis. Poly-
tene chromosomes are very large, highly
replicated chromosomes that are invalu-
able in genetic research using Drosophila
(and many other Diptera) as a model.

Polytene chromosomes are found in
many species of Diptera including Droso-
phila, where the easiest to work with are
found in the salivary glands of the third
instar larva. The polytene chromosomes
of Drosophila represent the euchromatic
portion of the genome, in a highly ampli-
fied condition, in which each chromatid
is replicated approximately 1000-fold, and
each copy is precisely aligned, result-
ing in a highly reproducible transverse
banding pattern along the chromosomes
(Fig. 2). The pericentromeric heterochro-
matin, and the heterochromatic Y chro-
mosome remain unpolytenized and are
located together with the centromeres in
the chromocenter, to which each of the
chromosome arms are attached. Thus,
the polytene chromosome complement
is roughly star shaped, with each major
chromosome arm of approximately equal
length radiating from the chromocenter.
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Fig. 2 The polytene chromosomes of
D. melanogaster. Phase contrast micrograph of a
preparation of D. melanogaster polytene
chromosomes. The specimen has been fixed in
17% lactic acid, 50% acetic acid, and is
unstained. Each chromosome arm extends from
the chromocenter. Inset: diagrammatic
representation of the photograph. Each
chromosome arm is labeled. The X chromosome
is shaded in light gray, chromosome 2 in dark

gray, and chromosome 3 in black, with
chromosome 4 in white. C: chromocenter, X: X
chromosome, 2L, 2R: left and right arms of
chromosome 2, 3L, 3R: left and right arms of
chromosome 3, 4: chromosome 4. The solid
arrow points to a region of asynapsis in arm 2L.
The open arrow points to ectopic pairing
between the telomeres of 3L and X.

The arm corresponding to chromosome 4
is about 5% of the length of the others.
This arrangement is shown in Fig. 2, with
a diagrammatic interpretation in the inset.

In the 1930s, the importance of polytene
chromosomes for genetic research was
realized and highly detailed cytogenetic
maps were created on the basis of the
banding pattern of the chromosomes.
The map devised by Calvin Bridges in
the mid-1930s is basically that used to
this day, and provides a reference system
of map locations understandable by all
researchers possessing a copy of the map.
Each major arm is divided into 20 divisions
numbered 1 to 20 (X chromosome), 21
to 60 (second chromosome), and 61 to
100 (third chromosome). The tiny fourth
chromosome is allocated two divisions,
101 and 102. The telomeric divisions are

1, 21, 60, 61, 100, and 102. The numbered
divisions are each further broken down
into six subdivisions, lettered A to F.
This basic map was further refined by
Bridges and Bridges to include a number
for each band on the map. Thus, each band
of the polytene chromosome complement
can be unambiguously identified (at least
in principle).

Genes identified by mutation can
be accurately mapped to the polytene
chromosomes using a huge collection
of chromosome rearrangements, such
as deficiencies, inversions, duplications,
transpositions, and translocations. At the
simplest level, this involves determining
whether a mutant allele is located within a
given deficiency (see Sect. 3.3.1).

The resolution afforded by the use
of polytene chromosomes is very high;
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features of 5 to 100 kb can be recognized
on the map by light microscopic analysis,
which can rapidly provide positional infor-
mation at a precision useful by molecular
cloning standards. In situ hybridization
can map cloned segments of DNA to
single band resolution, several orders of
magnitude better than that easily possible
with metaphase chromosomes, and this
technique is consequently invaluable for
many gene cloning strategies and physical
genome mapping projects.

3.3
Chromosome Aberrations

A great many chromosome aberrations,
affecting all chromosomes have been
recovered and analyzed. The gene and
chromosomal aberration data sets of
the Drosophila database FlyBase contain
details of many thousands of chromosomal
aberrations. These include the following:

a. Deficiencies (Fig. 3). Deficiency is the
terminology used in Drosophila re-
search for a chromosomal deletion. In

a deficiency chromosome, a segment
of the chromosome is deleted. In prac-
tice, the largest deficiency of practical
utility is about one polytene map divi-
sion. Flies carrying deficiencies larger
than this have severely reduced fitness
and viability. Furthermore, there are a
number of haploinsufficient loci in the
genome, which are inviable when hem-
izygous (e.g. when uncovered by a de-
ficiency). Telomeric deficiencies can be
unstable, unless the specialized telom-
eric sequences have been replaced.

b. Inversions (Fig. 3). Inversion chromo-
somes are those in which a section
has been inverted with respect to
the wild-type gene order. Inversion
and normal chromosomes synapse to
form inversion loops, in both mei-
otic and polytene chromosomes. Chro-
mosomes bearing inversions suppress
recombination within the inverted re-
gion when heterozygous with wild-
type sequence chromosomes. Balancer
chromosomes are chromosomes carry-
ing several inversions, together with

(c)

(b)

(a)

A

A B F G

B C D E F G

A B

A B

C D E

CDE

F G

F G

A B C D E

A B C D E

F G

C D E F G

Fig. 3 Chromosome rearrangements. In each panel, a standard
order chromosome bearing loci A–G is shown above the
rearranged chromosome. The region involved in the
rearrangement is shaded. (a) Deficiency. Loci C, D, and E have
been deleted. (b) Inversion. Loci C, D, and E have been inverted.
(c) Duplication. Loci D, D, and E have been duplicated in tandem.
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suitable dominant and recessive mark-
ers, and are used to effectively suppress
recombination along the whole chro-
mosome. The use of balancer chro-
mosomes is described in Sect. 5.1.
Chromosome inversions that contain
the centromere are referred to as peri-
centric inversions and those that do not
are paracentric inversions.

c. Duplications. (Fig. 3). These chromo-
somes carry an additional segment
derived from a homologous or other
chromosome.

d. Translocations. Translocations in-
volve at least two chromosome breaks,
and involve the reciprocal interchange
of chromosome sections between two
or more nonhomologous chromo-
somes. More than two chromosomes
can be rearranged.

e. Transpositions. Essentially, a transpo-
sition is where a chromosome section
is inserted in another chromosome, in-
volving three breaks.

f. Compound chromosomes. These chro-
mosomes are derived from the normal
chromosome complement by breakage
and fusion of chromosome arms. Com-
pound X chromosomes (two X chro-
mosomes sharing a single centromere)
affect the pattern of inheritance of
normal X and Y chromosomes: in flies
of normal karyotype, Y chromosomes

are patroclinous (inherited from the
father), while in a typical compound X
stock, they are matroclinous (inherited
from the mother). Compound chromo-
somes involving the attachment of X
and Y chromosomes, whole autosome
fusions, and whole autosome arm fu-
sions can be constructed.

The genetic technologies for construct-
ing novel aberrations and compound
chromosomes are well established for
D. melanogaster. Translocations can be
combined to create segmental aneu-
ploids, synthetic deficiencies or duplica-
tions, when necessitated by the lack of
conventional deficiencies for a particular
chromosome region. Recombination be-
tween inversion chromosomes can also
be used to synthesize deficiencies and
duplications.

3.3.1 Using Polytene Chromosomes to
Map Genes
The principle of deficiency mapping a re-
cessive mutant allele is to test whether
a deficiency chromosome ‘‘uncovers’’ the
mutation by examining the phenotype of
a stock carrying both the deficiency chro-
mosome and the recessive allele-bearing
chromosome. If the mutant phenotype
is expressed, the locus must lie within
the region deleted in the deficiency chro-
mosome (Fig. 4). In addition to simple

a b c d e

e+

f

f +

g

g+b+a+

( (

Fig. 4 Deficiency mapping. This figure illustrates the principle of
deficiency mapping. A chromosome bearing recessive mutation at
several loci (a to g) is heterozygous with a deficiency chromosome.
The region deleted is indicated by parentheses. In this case mutants
at loci c and d will be uncovered by the deficiency, and will display a
mutant phenotype. Conversely, loci a, b, e, f , and g are
heterozygous with wild-type alleles on the inversion chromosome
and do not display mutant phenotype.
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deficiency chromosomes, the Drosophila
researcher can create ‘‘synthetic deficien-
cies,’’ by combining other, often more
complex, rearrangements. If a recessive
allele’s homozygous phenotype is identi-
cal to its hemizygous phenotype, it is likely
to be an amorphic (null) allele, while if
the hemizygous phenotype is stronger, it
is likely to be a hypomorphic allele (see
Sect. 5.1.2).

In some cases, a chromosome rearrange-
ment inactivates or otherwise affects the
expression of a gene, and can be used to
pinpoint that gene’s location both cytolog-
ically and molecularly.

The polytene chromosome map location
of a gene is often a vital prelude to both
further genetic analysis and its molecular
cloning. This is discussed further in
Sect. 3.2.

4
The Drosophila Genome Project

The Drosophila genome was sequenced by
a collaboration of the Berkeley Drosophila
Genome Project (BDGP), Celera Ge-
nomics, and the European Drosophila
Genome Project (EDGP). Since the publi-
cation of the original draft sequence in
2000, two further revisions have been
published, the most recent at the time
of writing being Release 3.0. In Release
3.0, the euchromatin is represented by
high quality sequence of 116.8 Mbp, with
mere X gaps – in fact chromosome arm
3R is represented by a single contigu-
ous sequence.

Identification of genes in the Drosophila
genome has been achieved by combined
strategy, in which data gleaned by con-
ventional genetic and molecular analy-
ses have been combined with purely
computer-based techniques of in silico

gene prediction. The input of data from
conventional sources has been of par-
ticular utility in identifying alternatively
spliced gene transcripts, and defining the
5′ and 3′ ends of genes.

The total of predicted genes in the
Drosophila genome is 13 676. This is,
perhaps, a rather small number; the
nematode worm C. elegans appears to
have around 19 000 genes, and mor-
phologically at least appears a simpler
organism.

4.1
Euchromatin and the Genes

98% of identified genes are located in the
euchromatin, with the remainder lying
in heterochromatic sequences. The total
number of euchromatic genes is 13 379.
The average number of exons per gene
is 4.6, very similar to the genes of C.
elegans and the plant Arabidopsis thaliana,
but considerably fewer than the genes of
the human genome (8.9).

Some interesting observations concern-
ing the structure of Drosophila genes can
be made. Firstly, nesting of genes is com-
mon: about 7.5% of genes lie within
introns of other genes. Generally, such
genes lie in opposite orientation to the
gene in which they are located. Similarly,
15% of identified genes overlap another
gene. There are 26 cases of genes that are
interleaved with another gene. Finally, 48
examples of dicistronic genes – in which
two genes with distinct protein products
produce a single transcript – have been
identified.

4.1.1 Duplicated Genes, Pseudogenes
There are comparatively few examples of
duplicated genes and pseudogenes in the
Drosophila genome. There are a mere 17
examples of pseudogenes identified by the
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BDGP, of which 15 are evidently generated
by a recombinational mechanism, as they
contain introns, and of the remaining
examples, one appears to be the result
of retrotransposition (it has a poly-A
tail and no introns), while the other is
so scrambled that its origin cannot be
determined.

4.2
Transposable Elements

Transposable elements, or transposons,
are segments of DNA that are able
to excise from the genome, or repli-
cate, and insert at a second location.
These elements fall into the middle
repetitive faction of the genome, since
they are generally present in copy num-
bers varying from a few tens to several
hundred. Drosophila possesses a great
many transposable elements (there are
1572 in Release 3 of the Drosophila
genome sequence), classified into several
families on the basis of structure and
transposition mechanism. Thus, different
strains of D. melanogaster have different
chromosomal locations for each type of
transposable element. The transposition
activity of transposable elements can result
in a genetic syndrome known as hybrid
dysgenesis: high mutation rates, high fre-
quency of chromosome rearrangements,
sterility, and male recombination (male
recombination does not normally occur
in Drosophila). In general, each type of
transposable element displays particular
preferred sites of insertion, determined
by DNA sequence and other less well-
understood factors.

The P element is the best-characterized
transposable element. Genetically, the ac-
tivity of this element is seen as hybrid
dysgenesis resulting from the cross of P
element containing (P strain) males with

females lacking P elements (M strain).
Crossing M males with P females does
not cause hybrid dysgenesis. Molecular
analysis revealed the P element to be
a 2.9-kb segment of DNA that encodes
two proteins: a transposase, and a trans-
posase repressor, depending on alternative
splicing of four exons. Transposase is nor-
mally only expressed in the germ line.
Additionally, the 31-bp terminal repeats
of the element and other factors (not en-
coded by the element) are also required for
transposition.

Cloned P elements may be injected
into Drosophila embryos, and will subse-
quently integrate into the genome. By in
vitro genetic manipulation, a rich variety
of artificial P elements have been con-
structed for use in inserting exogenous
DNA into the Drosophila germ line. These
elements do not themselves encode trans-
posase (so that they will be stable once
integrated into the genome) and there-
fore require a source of transposase, which
can be supplied by a defective P element
encoding transposase, but lacking one or
both of the terminal repeats. A more el-
egant method is to inject embryos of
a Drosophila strain carrying a stably in-
tegrated element expressing transposase.
Examples of P element derivatives are de-
scribed below.

1. Transformation vectors. One use of
germ-line transformation is to provide
direct experimental evidence of the
identity of a cloned gene. This can
be done by determining whether or
not a given segment of DNA identi-
fied in a cloning project can rescue
a mutant phenotype when introduced
into the genome by P element mediated
germ-line transformation. Transforma-
tion vectors are defective elements that
lack transposase, but possess the ter-
minal repeats. In addition, they have a
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selectable marker gene so that geneti-
cally transformed flies can be selected
or recognized. Typical marker genes in-
clude the Drosophila gene white+, and
the bacterial antibiotic resistance gene
neoR. white+ restores wild-type eye color
in individuals of white− background,
and neoR confers resistance to the an-
tibiotic G418, to which Drosophila are
normally sensitive.

2. Mutagenesis. Insertion of a P element,
or another transposable element often
affects that gene’s pattern of expres-
sion. It is therefore possible to make
use of transposon mobilization as a
mutagen. Mutants induced in this way
present a considerable advantage when
the mutated gene is to be cloned. Tar-
geted mutagenesis will be discussed in
Sect. 5.1.1.

3. Enhancer trapping. P elements that
contain the E. coli LacZ gene lack-
ing a functional promoter sequence
have been constructed. Upon insertion,
these elements express LacZ only if
there is a neighboring gene with an
enhancer able to direct expression of
the LacZ transgene. LacZ expression
is conveniently detected with a histo-
chemical or an immunological assay.
Owing in part to the high gene den-
sity of the Drosophila genome, a large
proportion of enhancer trap elements
do express LacZ, often in an intricate
temporal and spatial pattern that is fre-
quently informative about the nearby
gene’s identity or function. Enhancer
trapping is therefore an efficient means
of detecting genes.

4. The Gal4-UAS system. This system
comprises two distinct element inser-
tions. The first carries the S. cerevisiae
Gal4 gene, which encodes a transcrip-
tion factor that activates transcription
from an upstream activating sequence

(UASGal4). The second element carries
the transgene of interest, under the con-
trol of the UASGal4, and which is there-
fore expressed only in cells expressing
Gal4. The Gal4 expression may be
controlled by a specific promoter, or
by neighboring genomic enhancers (in
which case the Gal4 element functions
as an enhancer trap). This bipartite sys-
tem is extremely flexible, since a large
collection of lines expressing Gal4 in
distinct spatial and temporal patterns
is available. These can be combined
with any UAS element carrying a trans-
gene, which may be a reporter gene
such as LacZ, or a mutant gene pre-
dicted to have a dominant phenotype.
One exciting possibility is to express
toxin genes (such as ricin A chain) in
specific cell types, to investigate the de-
velopmental consequences of ablation
of particular cells.

5. FLP–FRT. This is also a two-
component system, in which one ele-
ment carries the gene encoding the S.
cerevisiae 2 µm plasmid fragment length
polymorphism (FLP) recombinase, and
the other the target sequences for this
enzyme (FRT). The expression of FLP
can be controlled in several ways as
can the Gal4 described above. Cells in
which FLP is expressed will rearrange
sequences flanked by the FRT sites. De-
pending on the orientation of the two
FRT sequences, this can be an inversion
or an excision, enabling a gene between
the sequences to be turned on or off.

6. Elements bearing visible marker genes
can be used as dominant markers for
the purpose of generating chromoso-
mal deficiencies. For example, a w−
stock (w mutants have white eyes) bear-
ing a P[w+] element inserted at, for
example, 96A will have normal reddish-
brown eyes. Following X irradiation,
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flies with this chromosome region
deleted will have lost the P[w+] element,
and will have white eyes. These w−
stocks can be analyzed by polytene cy-
togenetics to reveal which, if any, carry
a chromosomal deletion.

4.3
Heterochromatin

Heterochromatin is characterized by par-
ticular staining patterns that reflect dif-
ferential condensation in comparison to
euchromatin. Typical characteristics in-
clude late replication and a higher level
of condensation than seen for euchro-
matin. Typically, heterochromatin is lo-
cated in pericentromeric regions, and near
telomeres. Furthermore, the Y chromo-
some is entirely heterochromatic. Hete-
rochromatin does not polytenize, and is
not represented in the polytene chromo-
some maps; it forms the chromocentre,
from which the polytenized chromosome
arms radiate. Detailed cytological analyses
of mitotic chromosomes have permitted
banding maps of the heterochromatin to
be constructed on the basis of differ-
ential staining patterns; such maps are
of low resolution, consisting of 61 de-
fined bands.

Sequencing the DNA corresponding
to heterochromatin presents considerable
difficulty because of its highly repeti-
tive nature. For this reason, the BDGP’s
heterochromatic sequence remains draft
quality – of the estimated 59 Mb hete-
rochromatin (to which must be added the
41 Mb Y chromosome, which is entirely
heterochromatic), an unfinished draft-
quality assembly of 20.7 Mb has been
produced and distributed over 2597 scaf-
folds. Nevertheless, several conclusions
may be drawn.

Some 297 protein-coding genes have
been identified within heterochromatin.
This total includes several loci known
from genetic analyses to map within
heterochromatin. Several genes that do
not encode proteins have been identified;
these include 5.8S, 2S, 18S, and 28S
rRNA genes.

The general organization of heterochro-
matic DNA is in blocks of approximately
20 kb to 1 Mb consisting of satellite
DNA, separated by sections of between
5 and 50 kb of more complex sequences
that contain a high density of transpos-
able elements.

4.4
Long-range Genome Structure

That the structure of the Drosophila
genome involves long-range interactions
is in no doubt, as clearly indicated by ge-
netic phenomena, such as transvection,
in which regulatory interactions between
homologous chromosomes are revealed.
One of the outcomes of the Drosophila
genome sequence was the ability to ex-
amine the transcriptional activity of the
whole genome with reference to spe-
cific treatments or biological processes, by
microarray studies. Analyses of several mi-
croarray experiments encompassing over
80 experimental conditions has revealed
that there appears to be considerable
clustering of genes which share expres-
sion profiles.

Over 20% of the Drosophila genes sur-
veyed appeared to be clustered in groups
of 10 to 30 genes with similar expres-
sion patterns. This is likely to reflect
a regulation at the level of chromatin
structure. However, there appeared to
be no correlation with the banding pat-
tern of polytene chromosomes, or with
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sites of known attachment to the nu-
clear scaffold.

5
Genetic Analysis in Drosophila

Despite the availability of the complete
genome sequence, genetic analytical tech-
niques remain very important. Many of
the genes identified in the genome have no
known mutant alleles. Examination of mu-
tant phenotype, often in combination with
mutation of other genes, has the potential
to reveal their biological function.

5.1
Mutagenesis

A typical genetic screen for mutations, in
this case autosomal recessive lethals, is
shown in Fig. 5. A large variety of muta-
gens are available, which can differ widely
in the nature of the lesions produced. For
example, ethylmethanesulphonate (EMS),
administered in the food, causes predom-
inantly single base pair changes, whereas
X rays induce chromosomal deletions and
other rearrangements. The use of trans-
posable elements as mutagens is described
in Sect. 4.1.

Fig. 5 Mutagenesis scheme. This
scheme is designed to recover
autosomal recessive lethal mutations.
With minor modification, however,
other types of phenotype may be
screened for. Full descriptions of marker
mutations and balancer chromosomes
can be found in The Genome of
Drosophila melanogaster. All females in
crosses are virgin. The markers in this
figure are: red: red malpighian tubules
(wild-type tubules are whitish, this
recessive mutation also results in brown
eyes in the adult); ebony (e): adult has
black body, recessive; Stubble (Sb):
dominant mutation affecting adult
bristle morphology; Serrate (Ser):
dominant mutation causing serrated
wing margins; Tubby (Tb): dominant
mutation causing tubby larvae and
adults, but more easily scored in larvae.
The mutagenized chromosome is
indicated by an asterisk.
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Male flies are treated with mutagen, and
mated en masse to virgin females heterozy-
gous for two balancer chromosomes. All
subsequent matings are single-pair mat-
ings, again with virgin females. The target
chromosome is marked with recessive
markers, to facilitate later genetic manip-
ulations (the mutagenized chromosome
is labeled with an asterisk in subsequent
crosses in Fig. 5). Note that the F1 and
F2 crosses are identical – this is necessary
when the mutagen, such as EMS, causes
lesions requiring one or more cell divisions
to become fixed. The F3-cross yields a bal-
anced stock in which flies homozygous
for the mutagenized chromosome (easily
recognized because of the recessive mark-
ers) can be examined for the phenotype
of interest. In the case of recessive lethals,
this class would be absent. Balancer chro-
mosomes have multiple inversions, which
prevent recombination from occurring,
and carry a recessive lethal mutation to ren-
der balancer chromosome homozygotes
inviable. In general, balancer chromo-
somes carry a dominant marker, so they
can be followed in genetic crosses. Because
balancer chromosomes suppress recombi-
nation, these features will not be separated
by recombination. Some X chromosome
balancer chromosomes carry a female ster-
ile mutation rather than a lethal, so that the
balancer chromosome will be male viable.

Many classes of mutant phenotype can
be discovered, using appropriate genetic
systems, from dominant temperature-
sensitive lethals, to simple visible mu-
tations, from female sterile mutants to
behavioral mutations.

5.1.1 Reverse Genetics
Often, the Drosophila researcher is in
the position of having cloned a gene,
but is without a corresponding mutant.
Unlike other model organisms, there is no

efficient means of targeted mutagenesis
in Drosophila. A useful technique in this
regard is to use P element mutagenesis as
described in Sect. 4.2 and detect insertions
in the gene of interest using PCR with one
gene-specific primer and one P element
specific primer.

As an alternative to PCR screening P
element insertions, saturation mutagene-
sis of a chromosomal region known to
include the gene of interest, and spanned
by a small chromosome deficiency can be
undertaken. Mutants displaying an appro-
priate phenotype could then be examined
molecularly, to investigate whether the
gene in question is mutated.

A very powerful technique of targeted
mutagenesis has been developed by Golic
and colleagues. It is clear that it is of
general utility, but it is uncertain at
the time of writing whether it will be
widely adopted by the Drosophila research
community.

5.1.2 Classes of Mutant Allele
Several classes of mutant allele may
be recovered following mutagenesis. The
simplest is the loss-of-function mutation,
either complete (null mutation or amorph)
or partial (hypomorph). Amorphs and hy-
pomorphs are generally recessive, and can
be formally distinguished by comparing
their phenotypes in combination with a
deficiency (see Sect. 3.3.1). Other allelic
states are hypermorphs, in which there is
a gain of gene function, and neomorphs,
in which a novel function is acquired. Neo-
morphs are generally dominant alleles.
Mutants of any or all classes can be recov-
ered for a given gene, using appropriate
mutagenesis protocols.

An additional complication is that
an allele’s phenotypic effect may be
temperature-sensitive. At its extreme,
this can be seen as a true conditional
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mutant, in which environmental condi-
tions can entirely suppress the mutant
phenotype.

5.1.3 Position Effect Variegation
As described earlier, most genes are lo-
cated within euchromatin. In comparison
with euchromatin, heterochromatin has
unusual properties, connected with dif-
ferences in chromatin organization and
composition. These properties influence
gene expression. When a gene, for ex-
ample white, is relocated by chromosome
rearrangement so that it is located close to
heterochromatin, its expression is affected
by the heterochromation. The heterochro-
matin appears to ‘‘heterochromatinize’’ its
neighboring euchromatin. This occurs to
different extents in different clonal cell
lineages within the developing organism.
In the case of a white allele mutated by
an inversion bringing it into close prox-
imity of the centric heterochromatin, it
may be active in some ommatidia of the
compound eye, and inactive in others, re-
sulting in a mottled eye with red and
white facets (white mutants have white
eyes rather than the wild-type reddish
color). The white allele wm4 is an ex-
ample. There are loci that display the
opposite effect; an example is light, which
maps to the pericentric heterochromatin
of chromosome arm 2L: rearrangements
that relocate light to euchromatic regions
result in reduced levels of expression. Mu-
tants that enhance or suppress PEV are
known, and characterization of these genes
is illuminating with respect to chromatin
structure.

5.1.4 Interfering RNA
Perhaps the single most important molec-
ular biological technique to have been
developed in recent years is that of RNA

interference. Drosophila researchers have
been able to apply this new technology in
several ways – firstly by injecting embryos
or transfecting cultured cells with double-
stranded RNA corresponding to a gene
under investigation, and subsequently ex-
amining the phenotypic consequences,
and secondly by generating transgenic
strains, which encode a transcript suitable
for genetic interference.

5.1.5 Targeted Mutagenesis
Rong and Golic published a method for
targeted mutagenesis, in which in vitro mu-
tated genes are inserted in the Drosophila
genome by P-element techniques and then
substituted for the wild type allele by a re-
combination based procedure. A detailed
description of this procedure is out of the
scope of this article, but can be found in
the cited references. If widely adopted, this
technique has great potential.

5.2
Genetic Mapping

Genetic, or recombination mapping, in
D. melanogaster has a long history. The
theoretical basis of recombination map-
ping was devised and implemented using
Drosophila in 1913. The map unit, or cen-
timorgan (cM) corresponds to one percent
recombination. Over short map distances,
these values are additive, but over longer
distances, complications arise from multi-
ple crossovers. Correlating the cytogenetic
and recombination map positions of a
number of loci has demonstrated that
the recombination rate varies along the
chromosome: recombination is effectively
suppressed close to telomeres and cen-
tromeres. Thus, 1 cM represents a larger
stretch of DNA near the telomere or
centromere than in the middle of a chro-
mosome arm.
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Under normal circumstances, there
is no recombination in D. melanogaster
males. The special circumstances in which
male recombination is observed include
hybrid dysgenesis. Additionally, recom-
bination in the tiny fourth chromo-
some does not occur, except in triploid
females.

Recombination mapping is now gen-
erally undertaken as a starting point to
cytological mapping, the localization of a
gene on the polytene chromosome map,
and its subsequent molecular cloning. The
correlation between the polytene chromo-
some map and the recombination map
permits the approximate cytogenetic map
position to be determined from recom-
bination map data. The recombination
map order of loci can be important in
cloning projects.

A typical scheme for mapping a recessive
lethal mutation is shown in Fig. 6. The

first two crosses in this scheme are carried
out en masse, while subsequent crosses
are single-pair matings. Each recombinant
stock generated in this scheme can
be classified on the basis of which
markers are present on the recombinant
chromosome, and whether the lethal is
present. This permits easy assignation
of the lethal to one interval between
markers. Further recombination mapping
may be undertaken, concentrating on
that interval, to yield a more precise
map position.

5.2.1 Microsatellite and RFLP Markers
Genetic mapping in Drosophila has
rarely used microsatellites and restriction
fragment length polymorphism (RFLP)
markers, due to the availability of many
visible markers and chromosome re-
arrangements, permitting the easy lo-
calization of genes to a molecularly
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Fig. 6 Recombination mapping scheme.
Markers are as described in the legend
to Fig. 5, and are as follows. The
chromosome rucuca is multiply marked
with the following recessives: ru
(roughoid: eyes are rough in
appearance); h (hairy: extra hairs on
wing veins); th (thread: aristae are
threadlike, instead of branched); st
(scarlet: adult eye is bright red); cu
(curled: wings curled upwards); sr (stripe:
stripe on dorsal surface of thorax); e; ca
(claret: adult eyes are ruby red). Flies
homozygous for both st and ca have
orange eyes. The chromosome ruPrica is
as rucuca, but in addition contains the
dominant marker Prickly (Pr), which
causes the adult bristles to be
shortened, with twisted tips. As in
Fig. 5, all females are virgin.
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relevant precision. However, microsatel-
lites and RFLPs are of central impor-
tance for recombination mapping in
genetically less tractable insects, such
as mosquitoes.

6
Prospects

To some extent, Drosophila is a late starter
with respect to the development of molec-
ular physical maps. This is undoubtedly
due to having had an excellent physical
map dating from the 1930s, the poly-
tene chromosome map. It is an enduring
legacy to the mapping talents of Calvin
Bridges that his polytene chromosome
map has continued to be relevant to
researchers undertaking detailed molec-
ular genetic studies undreamt of by the
early geneticists.

See also Genetics, Molecular Basis
of; Genomic Sequencing (Core
Article)
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� Prediction of how drugs are absorbed, metabolized, distributed round the body, and
excreted is increasingly important to the design of new medicines. However, it is too
complex to model rigorously. Prediction algorithms are primarily based on databases
of known examples, which are mined for simple rules, more complex mathematical
algorithms, or rules sets. Many modeling techniques have been applied, and many
ways of describing a molecule to the computer have been tested. I discuss the
application of these methods for predicting whether a drug will be absorbed
through the intestines, including whether it will be soluble, transported in or out by
cell membrane transporters, and whether it will be metabolized, and for predicting
penetration into the brain. Advanced statistical and machine learning techniques can
generate good algorithms for approximating these quantities. However, predictions
are not yet good enough to integrate into a ‘‘virtual human’’. The main limitation is
that the algorithms need more experimental data to encompass the complexity and
variability of biological systems, as well as better, more biologically relevant ways of
describing the molecules to the computer.
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1
Introduction

Drugs must have many properties apart
from their pharmacological action and
lack of toxicity if they are to be suit-
able as components of medicines. The
ideal medicine should be easy to take,
quick to act on the relevant tissue, and
be required in a dosing regime that is
easy for the patient to accommodate and
remember, which usually means a once-
a-day tablet. Whether a specific chemical
can achieve this depends on whether it
can be absorbed through the gut wall,
once it has been absorbed, where it goes
to, how long it stays there, and how
it is broken down or excreted from the
body. Together, these properties comprise
the DMPK (drug metabolism and phar-
macokinetics) or, more broadly, ADME
(absorption, distribution, metabolism, and
excretion) properties of the drug. Struc-
tural features of the molecules that confer
suitable ADME properties are said to make
a molecule ‘‘druglike’’. This article dis-
cusses the extent to which these properties
can be predicted by computer software,
how this is achieved, and whether such
predictions can be improved to the point
where they become mainstream practice
in pharmaceutical discovery.

In the 1970s and 1980s, around 40%
of compounds entering clinical devel-
opment failed because of inappropri-
ate pharmacokinetic parameters (although
this figure is dominated by antiinfec-
tives, whose efficacy is easy to test).
This figure is substantially lower today
(probably in the order of 5%) because
such parameters are tested much ear-
lier in drug discovery. However, drug
discovery and development is not get-
ting faster or cheaper. Testing ADME

properties during discovery and develop-
ment identifies failures earlier, but this
does not seem to reduce the number of
those failures and hence the time needed
to replace them with more successful
molecules.

The ultimate parameters in which we are
interested are the integrated concentration
of the drug over time after a given dose
(area under curve – AUC), which provides
a measure of the time for which the drug
will be present in the target tissue at a
therapeutically useful concentration but
not at a toxic one, and the half-life, which
provides an indication of how often dosing
must occur to maintain a therapeutically
useful concentration. (Usually, AUCs refer
to blood concentration, which is taken
as a substitute for tissue concentration.)
The components of this are generally
called ADME.

• The amount of drug taken into the
animal (colloquially, ‘‘on board’’), which
for any enteral route of delivery is related
to its absorption.

• Its concentration, a function of how it
is distributed around the tissue of the
body, that is, its distribution around
the body.

• How much and how fast it is removed
by metabolism.

• How fast and by what route the drug
and its metabolites are excreted from
the body.

The four basic components of ADME
are not themselves irreducible or inde-
pendent and can be analyzed in terms
of less complex processes, as illustrated
in Fig. 1; however, as Fig. 1 suggests,
there is no simple one-to-one relation-
ship between the less complex processes
and the physiological parameters that we
want to know. For convenience, the whole-
organism properties are usually referred
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Fig. 1 Cartoon showing the concentration: time curve for a ‘‘typical’’ orally absorbed drug,
the area under curve integrated time/concentration measure, and the relationship between
some of its component parameters.

to as high level and the apparently sim-
pler cellular and molecular properties as
low level. The general study of how a drug’s
concentration changes in the body is called
pharmacokinetics.

There are three approaches to estimating
ADME properties.

Extrapolate from animal studies This is
the most obvious route, and although
it is not practical to continue to study
compounds one at a time in animals,
dosing several compounds at once into
animals (cassette dosing) can extend the
capabilities of animal studies substantially.
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Results from rodents can be mapped
onto results for man through allometric
scaling algorithms, on the basis of relative
mass, fluid volumes, blood flow, and other
parameters.

The problem with this approach is that
animal studies rarely reflect the result in
man even qualitatively. It is now well
known that drug metabolism is qualita-
tively different in the common laboratory
animals and in man, with the enzyme
complement differing in presence, level,
and specificity: if these differences are
completely characterized, then they can
be corrected for, and human hepatic clear-
ance can be predicted from scaling mod-
els. Higher-level parameters can correlate
or can be apparently completely uncon-
nected: for example, there is little corre-
lation between overall oral bioavailability
(OB) in man and in rat or dog (two com-
monly used model animals – see Fig. 2)
due to radical differences in gut physiol-
ogy, and although the fraction absorbed in

monkeys and man is similar, it is more
difficult from a practical point of view to
test new drugs in higher primates than
in human volunteers. The only appropri-
ate model for human bioavailability as a
whole is man.

Animal experiments are therefore now
used to derive lower-level parameters, such
as metabolism through specific enzymes,
diffusion across the intestinal wall, passive
diffusion across the blood–brain barrier,
and so on. These are then input into a
model of human physiology to provide
quantitative human predictions.

Measurement of low-level properties If
animal experiments are being used to mea-
sure low-level parameters, which can then
be integrated into models of human phys-
iology, can the low-level parameters not be
measured directly? A recent development
has been to measure ‘‘lower-level’’ proper-
ties in in vitro assays, and then to integrate
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them into an estimate of whole-organism
properties. A wide range of surrogate, in
vitro assays has been developed, many
suitable for high-throughput screening
(HTS) execution; some are specifically
mentioned below. However, none are
very satisfactory. Simplistic extrapolation
from in vitro assays to man is very er-
ror prone, and so the lower-level results
must be put into a sophisticated mathe-
matical context to give useful predictions
in man.

Prediction in silico The third approach
therefore seeks to predict the ADME
properties of molecules by computer (in
silico) alone, or in combination with the
results of HTS ADME assays. Prediction
of a molecule’s physiological properties
before it has even been synthesized is
ideal, allowing only molecules with a high
chance of clinical success to be made
at all.

Substantial advances have been made
in determining the structure of the en-
zymes of drug metabolism, and this as-
pect of ADME will soon be amenable
to ‘‘classical’’ structure-based drug-design
techniques. This article therefore focuses
on computational approaches to the more
complex problems of absorption and distri-
bution and the related issue of penetration
of compounds across the blood–brain
barrier. There is currently little work
using computers to predict excretion
per se.

2
Approaches to Modeling

The interaction of chemicals with other
well-defined molecular targets can be mod-
eled using one of the well-known molecu-
lar modeling techniques. This has limited

relevance for ADME prediction. Unlike
pharmacological properties, ADME prop-
erties are the result of interactions of the
drug with a very large number of molecules
in the body, including macromolecular
complexes, the extracellular matrix, as-
yet uncharacterized molecular pumps, and
highly promiscuous active sites such as
those for CYPs and P-gp (discussed below),
whose structures are not well character-
ized. Even if the identity and nature of the
‘‘target’’ proteins that give rise to an ADME
endpoint were known, ADME is the result
of interactions with many such ‘‘targets’’;
so any results from molecular modeling on
single targets must be integrated to give a
physiological result. Because the interac-
tions between them are highly nonlinear,
any small errors in chemical prediction can
cause extremely large errors when input
into the physiological model. So a variety
of other approaches are used to link low-
level properties of molecules with their
higher-level physiological effects. These
can be broadly classified as statistical or
mechanistic models.

Any model that posits a mechanism and
then derives a mathematical description of
it to predict the outcome is mechanistic.
Docking models are a molecular-level ex-
ample of mechanistic models: they seek
to reflect the binding of particular molec-
ular shapes to each other in mathematics.
The Michaelis–Menten equation for en-
zyme kinetics or the computer models
for weather prediction are also mechanis-
tic – the equations reflect what happens in
the real world. In physiology, these are
often called physiological models.

Statistical models connect an observed
starting position with an observed out-
come using equations that can be shown
statistically to predict that outcome but
without (necessarily) reflecting the ‘‘real’’
mechanism involved. Public opinion polls
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are of this sort – they can accurately pre-
dict consumer preference for candy bars,
holidays, and leaders without attempting
to model the human mind. Statistical mod-
els are sometimes called black-box models:
we treat the model (and the process that it
is modeling) as a ‘‘black-box’’ into which
we put starting conditions and from which
we get answers. In mechanistic models,
we can look inside the box to see the me-
chanics.

For ADME modeling, we can apply
either type of model to high- or low-
level components of the overall physiology.
There are five options for combining these
approaches:

I A mechanistic model could be built of
the whole process on the basis of the
properties of the molecules involved.

II A statistical model could be built
of subprocesses on the basis of the
properties of the molecules involved,
and the subprocesses are then linked
mechanistically into the whole process.

III Experimentally determined parame-
ters for subprocesses could be linked
into a mechanistic model of the whole
process.

IV Experimental results for subprocesses
could be linked into a statistical model
of the whole process.

V A statistical model can be built of the
whole process.

These will be referred to as Type-I to
Type-V models below (this is an arbitrary
classification).

As discussed, Type-I models are imprac-
tical. ADME is a complex interaction of
many molecules and processes, some of
which are unknown, most of which cannot
be modeled accurately. So, a truly mecha-
nistic model of how a drug interacts with a
whole animal is many years in the future.

Most supposed Type-I models are in fact
Type-II models.

2.1
Descriptors

To apply any of the strategies discussed
in the previous section, we need to
describe the molecule to the computer.
Molecules as drawn by chemists are
convenient for human perception but not
for computational analysis, so we have
to identify features of the molecule that
can be quantified, such as their molecular
weight or the number of specific groups.
Such numbers are termed descriptors.

A critical aspect of any modeling
process is defining appropriate descrip-
tors – successful modeling usually results
from the correct combination of descrip-
tors and modeling approach, not from
either alone. In their search for new de-
scriptors, researchers have examined ever-
more complex (and hence computationally
‘‘expensive’’) ways of analyzing a molecule.
This enhances knowledge of what descrip-
tors are useful: fast approximations to the
best descriptors can then be developed,
resulting in a useably fast method.

The most ‘‘mechanistic’’ approach to de-
scribing molecular structure is to model
the structure on the basis of our under-
standing of the properties of the atoms
that make it up. This approach is broadly
called computational chemistry, modeling
the properties of molecules themselves.
Computational methods include molec-
ular mechanics and quantum mechani-
cal methods.

Molecular mechanics treats atoms as
points linked by bonds, and optimizes the
bond length and point positions to known
values of bond length and angle, and
Coulombic and van der Waals’ interactions
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between the points. This requires accu-
rate parameterization for the atoms and
bond types involved, derived from X-ray
crystal structures and spectroscopic data
from known compounds, but this is not
limiting for druglike molecules. Molecular
mechanics is useful in ADME prediction
for optimizing the likely 3D conformation
of a molecule for subsequent 3D shape
analysis.

Quantum mechanics calculations treat
the electrons and nuclei of the molecule
as independent entities. Because the
Schroedinger equation (the fundamental
description of any quantum mechani-
cal system) is effectively unsolvable for
molecules of more than two particles, a
number of simplifications are used. These
include semiempirical methods (which
make a number of simplifying assump-
tions and then correct for the errors intro-
duced with data from experiment), density
functional models (which calculate the ef-
fects of electrons on each other in terms of
a simple model of electrons in a ‘‘gas’’), and
MP2, which uses a combination of simpli-
fied ground-state and excited-state wave
functions to approximate the complex
state in a molecule. Quantum mechani-
cal calculations enable electron densities,
dipoles, and energies of the highest-
occupied or lowest-unoccupied molecular
orbitals (HOMO and LUMO respectively)
to be calculated, and some ADME cal-
culations have used these parameters.
Commonly used quantum-derived mea-
sures also include polarizability, polarity,
and dipole moment.

The other approach that uses ‘‘rigorous’’
knowledge is the expert-based approach,
where human expertise identified specific
structures as having ADME relevance. This
is rarely very helpful, except in the general
detection of molecules as ‘‘druglike’’ (see
below). There are a limited number of

widely used basic drug structures, and they
have some specific ADME properties that
can guide the expert in their evaluation.
However, as the thrust of pharmaceutical
research is to generate genuinely new
molecules, by definition these will not be
very similar to old ones.

Many conceptually simple parameters
are used in ADME modeling. For, ex-
ample, molecular weight (MW) is a very
simple and surprisingly useful descrip-
tor, probably because it is mechanistically
linked to diffusion kinetics and to polar-
izability. Other simple parameters include
the following:

• LogP. This is the log of the partition
coefficient of the molecule between water
and octanol and is a measure of how
lipophilic the molecule is. There are
dozens of algorithms to estimate LogP. The
most commonly used is CLogP, a value
calculated by the Daylight software using a
method of counting the number of a small
number of specific, small fragments in the
molecule and adding their observed LogP
contributions to a set of correction factors
to generate the estimate of the molecule
as a whole. CLogP has effectively replaced
LogP in the ADME prediction arena as a
measure of the lipophilicity of a molecule.

• LogD. The distribution coefficient, LogD,
is a partition measure corrected for the
ionization of the species in water (and
hence is pH sensitive).

There are a variety of closely related
methods, such as the ‘‘lipoaffinity’’ mea-
sure that does not include O or N atoms,
that give slightly better performance for
predictions of blood–brain barrier (BBB)
penetration.
• Other partition coefficients are also

used, notably LogPcyc, the ratio of LogP
to the partition between cyclohexane
and water.
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• PSA. Polar surface area is a measure
of how much of the interactions of the
molecule with the solvent are likely to in-
volve polar groups. A molecule has no
‘‘surface’’ sensu stricto: the surface con-
cerned is the outer van der Waals radii of
the atoms and so is dependent on con-
formation. Thus, a full computation of
PSA should involve dynamic simulation
of the molecule for several tens of picosec-
onds and sampling all the conformers
that result. Some workers have found that
calculating PSA for a single (unstrained)
conformer (‘‘fast PSA’’) is nearly as accu-
rate and works as well as full dynamic PSA
for ADME calculations.

These are descriptors of the whole
molecule. Other commonly used descrip-
tors seek to characterize the presence
of specific chemical structures in the
molecule. Looking for the presence of one
chemical group on its own is rarely very
useful for ADME prediction, although it is
a powerful method for eliminating com-
pounds that are toxic or reactive, and is
often used as an initial filter to remove such
compounds automatically from large, au-
tomatically generated libraries of synthetic
candidates (for example, as implemented
in Vertex’ REOS software – Rapid Elimi-
nation Of Swill).

While single fragments or groups are not
very informative, collections of them taken
together can be more useful. Molecules
can be characterized by an array of
descriptors relating to the presence of
many different fragment types. For ADME
prediction, the presence of several types
of groups is counted and the counts
combined. Counting methods can count
any of

• atoms;
• atoms in a chemical context (thus, for

example, distinguishing carbon sp2 or

sp3 hybridized contexts (‘‘single’’ or
‘‘double’’ bonded), carbonyl, amide, and
so on);

• bond types;
• simple groups defined by connectivity

(i.e. which atoms are connected to
which, without regard for their spatial
arrangement, also sometimes called
topological descriptors), as is done by
the software developed by Amedis
Pharmaceuticals;

• known chemical groups (phenyl, pyridyl,
indole, or more complex groups such as
β-lactam and benzodiazepine).

The last two of these categories – counting
topological fragments and known chemi-
cal groups – are known as key-based ap-
proaches. They produce a long string,
called a key or fingerprint, where each bit
represents whether a specific fragment is
present or absent from a molecule. The
fingerprints of different molecules can
then be compared very quickly and the
presence of specific subfragments deter-
mined. Fingerprint-based methods have
been found to be generally better as a ba-
sis for searching databases of molecules
with associated pharmacokinetic data than
whole-molecule descriptors (i.e. molecules
with similar fingerprints are more likely to
have similar pharmacokinetic properties),
which has encouraged their use in ADME
modeling.

Approaches based on counting frag-
ments and molecular groups were pio-
neered by CASE and MultiCASE, initially
applied to toxicity prediction. The frag-
ments need not be what a chemist would
consider a distinct portion of a molecule
but can be defined solely by the fact that
the atoms in it are connected (see exam-
ples in Fig. 3.) Amedis Pharmaceuticals
and Topliss et al. are unusual in relying al-
most exclusively on counting descriptors,
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together with highly nonlinear modeling
methods, for ADME prediction.

If a ‘‘fragment’’ is not intuitively obvious,
then how do you define what a fragment
is? There are hundreds of ways of concep-
tually fragmenting a molecule, and even
automated methods can give different re-
sults depending, for example, on whether
phenyl rings are coded as bonded with true
aromatic bonds or a Kekule structure. In
practice, then, fragmentation is part of a
specific modeling process, and the final
algorithm must define what the fragment
is and how to look for it in a molecule.

Counts can be combined into connec-
tivity indices, which attempt to capture

the ‘‘style’’ of the molecule – extended or
compact, with or without multiple ring sys-
tems, and so on. A simple shape index can
count the fraction of atoms connected to
others (other than hydrogen) by one, two,
or three bonds. Other more complex, infor-
mation theory–derived measures measure
the ‘‘randomness’’ with which the compo-
nents of the molecules are assembled. All
these are very rapid to compute and are
based on 2D structure only.

A related and commonly used descriptor
is the electrotopological state index com-
puted by Molconn-Z. This combines a
topological state index (which is a mea-
sure of the connectivity of the molecule)
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with terms for electronic interactions of
the atoms. Each atom type is assigned a
valence electronegativity, and this affects
connected atoms to an extent diminished
by distance.

CLogP (and many other LogP al-
gorithms) and PSA calculations are
fragment-based methods. For CLogP, the
algorithm contains a database of fragments
and their contributions to LogP. CLogP
adds the contribution to LogP from a
small number of basic fragments, derived
from measurements, and then applies cor-
rection factors related to other structural
features.

Related to the presence or absence of
specific groups is the idea of chemical
similarity. This also describes a molecule,
but in terms of how similar it is to
another molecule. This is usually achieved
by a scoring matrix, where each of
the identified groups in two molecules
is compared, and the match is the
number of co-occurring groups divided
by the total number of groups. The
Tanimoto coefficient is one such similarity
measure.

A related idea is that of ‘‘chemical
space’’–plotting molecules according to
chemical characteristics in a space in
which the dimensions are the descriptors
of the molecules. Neighbouring molecules
in chemical space are more similar than
distant ones. Many statistical methods dis-
cussed below seek to partition molecules
in chemical space into groups that re-
flect ADME properties: whether this works
depends on what the dimensions of
the space are, that is what the descrip-
tors are.

Such simplistic models are not widely
used in pharmacological structure–activity
relationships (SAR) because (apart from
computational chemical indices such as
dipole moment) they do not capture the

3D shape of the molecule, which is
clearly important for its interaction with
a receptor. For ADME properties, 3D
SAR has been found to be generally less
useful. However, some 3D descriptor sets
have been successfully applied. Ekins et al.
have done a number of studies using
the CoMFA technique implemented in
Sybyl. In CoMFA (comparative molecular
field analysis), the surface features of
a molecule in space are determined by
placing it on a grid and then imagining
that a test atom was at each point of
that grid, and calculating the steric and
electrostatic interactions between the test
atom and the molecule. The result is a
series of numbers that describe key aspects
of the molecule’s shape and electrostatic
characteristics. Other simpler calculations
look at aspects of the molecule such
as ‘‘shadow area’’ (the maximum area
of shadow a model of the molecule
would cast on a plane as it rotates) and
ellipsoidal parameters (how far it is from
spherical).

These are all quite well established
methods, and no new ‘‘ADME-specific’’
descriptors have been developed for some
years. There are indications that a ‘‘biologi-
cal similarity score’’ – scoring how similar
a molecule is to the aggregate of all small
molecules in the body – might be valuable:
however, no robust test on this has been
performed yet.

Many of these descriptor types are
calculated by industrial or commercial
programs. A selection of the more spe-
cialist programs used in ADME descriptor
generation and modeling are listed in
Fig. 4. ‘‘Standard’’ descriptors such as
PSA, molecular mechanical descriptors,
and molecular conformation are calculated
by all professional molecular modeling
packages.
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http://www.ap-
algorithms.com

Zmuidinavicius
et al.  2002

Range of fragment-based
modeling and ADME-prediction
tools  

Pharma
algorithms

Jorgernssen
and Duffy
(1999) 

Timony et al. 
(2000) 

Langowski
and Long
(2002) 

-

Agoram et al. 
(2001) 

Klopman
(1984)

Kim et al.  1998

-

Abraham and Le
(1999) 

Keir and Hall
(1999) 

Hansch and Leo
(1979) 

Cruciani et al. 
(2000) 

Selected
reference 

http://schrodinger.comCalculation of several molecular
properties including solubility and
CaCo-2 permeation

QikProp

http://www.lionbioscien-
ces.com

ADME simulation system, primarily
focused on OB prediction, based
on large database.  

iDEA

http://www.accelrys.com
/cerius2/

Wide-ranging modeling
environment, includes a range of
SAR modules including quantum
mechanics, pharmacophore,
fingerprint and GA    

Cerius

http://www.chem.leeds.
ac.u
k/luk/meteor

Rules-based prediction of
metabolism and metabolites 

Meteor

http://www.compudrug.
hu

Expert system-based prediction of
metabolism and metabolites 

MetabolExpert

http://www.multicase.
com

Fragment-based SAR program,
used industrially, primarily to
predict toxicity, but also applied to
other ADME prediction   

MULTIcase

http://www.sirius-
analytical.com

Calculates solubility and OB using
‘‘Abraham descriptors’’

Absolv

http://www.tripos.comChemical database with a variety
of SAR methods, including
‘‘CoMFA’’

Sybyl

QSAR programs, and programs that generate descriptors

Physiologically based simulation
of gastrointestinal absorption 

http://www.simulations-
plus.com

GastroPlus

Programs that perform ADME prediction

http://www.eslc.vabiotec
h.com/molconn

Calculate connectivity and
eletrotopological state indices 

Molconn-Z

http://www.daylight.comMost popular program for
calculating LogP 

CLogP (Part of
the Daylight
suite) 

http://www.moldiscovery
.com

Converts 3D interaction energy
grid maps into a variant of
descriptors, specifically targeted
at ADME prediction   

VolSurf

Web addressFunctionsProgram

Fig. 4 List of available computer programs mentioned in the text.
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2.2
Approaches to Building Models

A mathematical model links a description
of the molecule – a list of descriptors – to
the endpoint. As discussed, there are two
general types of model, mechanistic and
statistical. To create either, the form of the
equation must be defined, and then the
parameters in the equation given specific
numerical values. For mechanistic models,
the form is predefined and the ‘‘only’’
problem is to parameterize it so that it gives
the correct numerical result. For statistical
models, the form of the equation must
often be discovered as well.

2.2.1 Types of Models: Mechanistic
Models
Type-III models (purely mechanistic mod-
els based on measured values of low-level
parameters) are well known. For this to
be deemed truly mechanistic, the model
must accurately reflect the mechanism
(not just the performance) of the in vivo
situation.

These can include single-parameter
models where one in vitro surrogate as-
say measurement is correlated with an
observed in vivo effect. An example is the
widespread use of the CaCo-2 colon car-
cinoma cell line as a model for intestinal
absorption. More complex Type-III mod-
els seek to take low-level pharmacokinetic
parameters measured in animals and in
vitro and predict the human pharmacoki-
netics from them, or take human data
from one dose and extrapolate it to other
doses or other patient groups: this is the
conventional development of a pharma-
cokinetic model for a drug. Such models
can consist of a set of differential equa-
tions that describe the rate of change
of the system or a simulation of the
system.

The rate of change of compound concen-
tration in these models depends on many
things – apart from the starting concen-
tration of compounds, these can include
physiological conditions, rates of bulk flow,
surface areas and enzyme activities, all of
which may themselves change. The set of
rate equations can therefore be very com-
plex and not always amenable to formal
algebraic solution. It is common therefore
to solve them by simulation – taking the
starting position of the system, calculat-
ing the rate of change on the basis of
that starting position for all the compo-
nents, making those changes for a very
small time step (milliseconds in the case
of physiology, femtoseconds in the case
of molecular modeling), and then recalcu-
lating the conditions of the whole system
by adding those changes to the starting
conditions. Such simulations can, if nec-
essary, include the fact that molecules are
discrete things, and cannot be divided, so
the rate of flux through a channel can be
one molecule or two molecules per time
step but not 1.5 molecules. Such modeling
can be by Monte Carlo simulation, where
the starting conditions are varied at ran-
dom according to known variation in the
inputs to what is being modeled – thus one
run might assume the patient was 67 kg
in mass, then next that they were 75, the
next 82, and so on. A succession of such
runs, producing different outputs, will give
a measure of the range of predicted results
as well as the average.

Clinical trials design software performs
a similar function, designing trials that
will optimize the information arising from
a clinical trial based on prior knowledge of
ADME properties. This is amply discussed
in standard pharmacology textbooks and
will not be mentioned further here.

How mechanistic models work de-
pends on the mechanisms believed to be
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involved. (We should note that the mecha-
nism believed to be involved is sometimes
not the correct one, but the model can
work nevertheless.) By contrast, all statisti-
cal models have some common properties
and fall into different classes.

2.2.2 Types of Models: Statistical Models
If we do not know what form of equation
links the descriptors to the endpoint, then
there are a variety of statistical approaches
that can provide this for us. The result is a
model that is statistically valid but does not
claim to reflect the underlying mechanism
of the modeled process. The modeling
process must select which descriptors to
use, and how to link them to provide a final
answer. Often, the choice of descriptors
is made by the scientist, which reduces
the problem (but which assumes that the
scientist has made the right choice!)

The relationship between a set of de-
scriptors and a set of endpoints is devel-
oped using a number of examples – the
training set. These can be inherently in-
volved in the modeling process or applied
by the user afterwards, approaches that
are called supervised or unsupervised respec-
tively. Supervised learning techniques,
such as neural nets, develop an algorithm
on the basis of information about what the
‘‘correct’’ answer is. Unsupervised tech-
niques develop algorithms based on the
structure of the descriptors alone.

Such statistical modeling is also called
quantitative structure–property relationship
(QSPR) mapping, a variant on quantitative
structure–activity relationship (QSAR) (ac-
tivity). The two are exactly the same in that
the activity is a subset of all the properties
that a molecule has.

QSAR is a well-established set of tech-
niques for pharmacological targets, which
identifies key aspects of the drug molecule
that must be present to interact with the

target protein, and hence by inference the
key aspects of the target protein that inter-
act with the drug. For ADME, modeling
is not so clearly related to the structure of
a protein target. However, the many tools
developed for QSAR in drug pharmacol-
ogy discovery have been used in QSPR
discovery in ADME.

2.2.3 Problems with Modeling and
Overcoming them
For complex statistical modeling prob-
lems, three types of problem are common.

• The curse of dimensionality. There are
many inputs to a problem (in our case,
as many descriptors as we can imagine)
and an effectively infinite number of
combinations of them. How can the
method sort through them for the few that
do not only match the training data but
can also generalize to new, ‘‘unseen’’ test
data? (This is also related to ‘‘overfitting’’.)

• Multiple local minima. There are many
‘‘OK’’ solutions to a problem but few
very good ones – however, it is usually not
possible to adapt many of the OK ones to
be a very good one. So how do you avoid
the algorithm from being trapped in an
‘‘OK’’ solution, a local minimum in the
solution space?

• Overfitting. A relationship between any
number of descriptors and an endpoint
can be derived with enough effort, but
usually such a solution will be specific for
those examples and will not apply more
generally – it will not ‘‘generalize’’. How
can overfitting and lack of generalization
be traded off against modeling power?

There are many statistical techniques that
can be used successfully to overcome these
problems and match ADME data to molec-
ular descriptors. This article will not review
them all, except to mention that simple
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nonlinear mapping methods have been
very widely used and are often as effective
as very sophisticated techniques. However,
six types of more advanced techniques are
widely used in the ADME research litera-
ture and will be summarized here.

Two well-known linear statistical tech-
niques, partial least squares (PLS) and
principal components analysis (PCA),
have been widely applied to ADME
datasets.

PLS (partial least squares) assumes that
the endpoint is a linear function of the
descriptors and adjusts constants in that
equation to minimize the square of the
differences between predicted and actual
values. Simple versions of it are commonly
implemented in spreadsheet and other
statistical programs to provide ‘‘lines of
best fit’’.

PCA (principal components analysis) per-
forms a similar task. It plots the distri-
bution of molecules in chemical space
and then rotates the axes of that space
so that as much as possible of the vari-
ability lies in the first dimension, as much
as possible of the remaining variability
lies in the second dimension, and so on.
The new axes are called principal com-
ponents and are linear combinations of
the original axes. This then is a method
of transforming the original descriptions
of the molecule to focus the variability
present in the original descriptions of
the molecule into a smaller number of
descriptions. We then observe whether
the variability in the resulting reduced
space is related to differences in biologi-
cal response (i.e. whether there are simple
shapes that we can draw in the transformed
space to cleanly separate ‘‘actives’’ from
‘‘inactives’’).

2.2.4 Nonlinear and ‘‘Artificial
Intelligence’’ Approaches
A limitation of PLS and PCA is that they
are linear techniques – they only discover
solutions

Solution = A·V1 + B·V2 + C·V3. + · · · etc

where Vx are variable parameters and A,
B, and C are constants. The techniques
seek to find what the useful values for
the constants are (if possible, determining
that they should best be left as zero,
i.e. that variable is not relevant). This
is limiting, in that we might expect our
endpoint to be dependent on products
of parameters, powers of parameters,
or other nonlinear functions. Nonlinear
techniques could produce solutions of
the sort

Solution = A1·V1 + A2·V2
1 + A3·V3

1

+ A4·V4
1 + · · · + B1·V2 + B2·V2

2 .

+ · · · . etc.

While there are a limited number of
possible solutions for a linear function,
there is a far wider space of possible
nonlinear functions. Linear techniques
usually come supplied with reliable and
rapid one-step methods for finding opti-
mal solutions – with nonlinear methods,
the solution techniques are invariably less
reliable and more computationally expen-
sive, so searching them thoroughly is
effectively impossible. In addition, non-
linear techniques have an increased risk
that any model resulting from a nonlinear
framework has ‘‘overfitted’’ to the training
data it was presented with. So there is a
trade-off in using more complex, nonlin-
ear techniques, balancing the power of the
method to discover better solutions against
the risk that they find a solution that only
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fits the data we have in hand, and will not
generalize.

A powerful and increasingly widely used
modeling method for nonlinear model-
ing is support vector machines (SVM).
SVMs are related to PCA, but rather than
partitioning data in the chemical space
(‘‘feature space’’) directly, they partition
it in a feature space that is to an extent
nonlinear (although all of its boundary seg-
ments are linear) related to the input data
space. Using Kernel functions, this can be
done quickly without doing computation
in that high-dimensionality space, which
is claimed to overcome the computational
expense of the curse of dimensionality (al-
though not the problem of overfitting). A
variety of SVM software is available for
free download, which has contributed to
its rapid take-up. SVMs have been used
for carcinogenicity prediction, as well as
QSAR, DNA sequence analysis, and some
ADME problems.

Also widely used is a set of techniques
called recursive partitioning, which can be
highly nonlinear. Here, the data set is
partitioned using one variable into two
sets that differ for the endpoint. Each set
is then partitioned again, but the criteria
for partitioning can be different for the
two sets. Each of the resulting sets is then
partitioned again, and so on until fairly
uniform sub-subsets are found.

Neural nets are a matrix method mod-
eled on how nerve networks work and are
very effective at ‘‘learning’’ complex pat-
terns in nonlinear problems. They have
been applied to conventional QSAR prob-
lems. They are characterized by their
connectivity – how many input nodes, hid-
den nodes, and output nodes they have.
In general, nets with a large number of
input or hidden nodes are very hard to
‘‘train’’ in a way that generalizes to data
other than the training set, and attempting

to train neural nets on very large num-
ber of input descriptors (>50) is extremely
difficult.

More effective means of training neural
networks include prior selection of inputs
using genetic algorithms (GAs) (see be-
low) or Monte Carlo/Hastings techniques,
which overcome (to some extent) the lim-
itation of training a net using very large
descriptor sets.

Genetic algorithms have no such lim-
itation. They ‘‘evolve’’ a solution in the
computer. The problem is described to
the machine in numbers (as with other
techniques), and the computer generates
a solution through a process analogous
to natural evolution: a number of pos-
sible solutions are generated, tested for
their effectiveness at predicting known
answers, and the best are retained, re-
combined, and ‘‘mutated’’ to generate new
solutions, which are then tested again, and
so on. While this process is very simple in
concept, there are many parameters that
need to be optimized for its application
to a specific problem, including the size
and structure of the population of prob-
lems, the nature and relative frequency
of the genetic operators (mutation and/or
recombination), how the fitness function
operates, and the overall form of the solu-
tion. A type of GA called genetic programing
(GP) overcomes this by evolving the form
of the solution as well as its parameters,
but at the cost of requiring yet further
optimization parameters to be specified.
GAs are particularly efficient at exploring
enormous ‘‘problem spaces’’, where the
number of parameters to the solution is
huge and hence the ability of conventional
statistical methods to explore them all is
very limited. However, their application to
life sciences has been curiously limited.
They have been applied to molecular con-
formation analysis, ligand docking, and de
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novo structure design (where a new struc-
ture is ‘‘evolved’’ to fit the criterion that
it fits a known pharmacophore or dock-
ing site).

GAs have been used in pharmacophore
mapping and in ‘‘evolving’’ new com-
pounds to fit a known target site. Their use
in ADME prediction is more restricted to a
genetic algorithm for generating pharma-
cophores included in the Cerius2 software,
some isolated research ‘‘demonstrations’’,
and the application of GPs to ADME pre-
diction by Amedis Pharmaceuticals.

Both ANNs (artificial neural nets) and
GAs are often called black-box methods,
methods that produce a solution, but the
form of that solution and the method by
which it was produced is opaque to the
user. Hybrid forms, where a GA is used
to pick the variables used to input into an
ANN, are also known.

Complex, nonlinear methods such as
GA have a termination problem – how
do you know when the solution you
have found is good enough? Usually,
this is done by reference to a test set;
however, this has statistical problems that
are discussed below.

2.3
The Problem of Data

With the exception of ab initio quantum
chemical calculations, all modeling of the
properties of potential drug molecules
is based on data about the modeled
parameter from other drug molecules, and
as rigorous ab initio quantum calculation
of the many-particle body that is a drug
molecule is impossible, this means that
all modeling is based on experimental
data. The importance of good data on
which to base models cannot therefore
be overemphasized. What that data is

depends on the type of model being
developed.

If the model is based on fundamental
chemical properties (a chemically mech-
anistic model in the terminology above),
then the data are the modeling parame-
ters for the chemical modeling software,
and as this is independent of the biological
context of the chemical, it is also inde-
pendent of any requirement for biological
data. However, few of the modeling re-
sults below are like this: nearly all are
developed by reference to actual biologi-
cal results. Even such highly mechanistic
models as the Abraham model of intesti-
nal absorption have to be ‘‘parameterized’’
(i.e. have the constants in the equation
adjusted) by reference to actual biologi-
cal data. So real experimental measures of
the parameters that we want to model are
critical.

This is a problem because these data are
scarce, because they are expensive in time
and resources to acquire – which is why
we want to model those endpoints instead
of measuring them. Existing datasets are
usually biased in terms of the chemicals
examined and the range of endpoints that
are found. For example, very few measure-
ments of OB include drugs with very low
OB, but it is precisely the modeling of very
low OB compounds (so that they can be
avoided) that we are interested in. Data
is also always ‘‘noisy’’, in part because
the difficulty in accurate measurements
of complex ADME endpoints introduces
experimental error, in part because the
variation in biological systems introduces
real variability, and in part because differ-
ent groups measure complex parameters
in different ways, with different results.
The result can be enormous ranges in ap-
parently quantitative measurements (see
Fig. 5). In addition, compilation and tran-
scription of the data is itself error prone,
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Fig. 5 Plot of the range of reported human oral bioavailability values for 50 drugs
for which a range is described. x-axis – OB values. y-axis – range in OB values.
Data from Goodman and Gilman, and Dollery.

so databases can be even noisier than
the data from which they are derived.
White and Sverlenko found several er-
rors and a number of duplications of
data in apparently carefully compiled data
sets for blood–brain barrier penetration,
which had been widely used in literature
studies.

Thus, a major part of any modeling pro-
gram is actually compiling the necessary
data, and as a result, the databases them-
selves are valuable. Most ADME modeling
results use previously compiled data, of-
ten published in the literature, as the cost
of generating enough data within one re-
search program would be prohibitive. An
exception is the metabolism prediction
work done by Cyptotex, who run their
own screens to generate consistent data
for CYP metabolism and CaCo-2 perme-
ation. This will not be discussed further as
there is no ‘‘magic technique’’ for getting
good quality data by experiment or litera-
ture; it is a matter of effort and scientific
rigor.

2.3.1 Datasets and Statistical Reliability
All the statistical modeling techniques
seek to fit a mathematical model to a set
of examples collected, as above. However,
we do not actually want an equation that
represents the data we already know – we
want one that predicts the desired endpoint
for a compound we do not know about.
The model must be able to generalize to
new compounds. As mentioned above, it
is easy to use powerful statistical matching
methods to fit a complex equation to
what amounts to a set of points on a
graph; however, there is a point when the
equation becomes overfitted – it fits the
known data extremely well but does not
generalize.

To avoid this, it is essential to split the
data into at least two sets – a training set,
which is used to optimize the algorithm,
and a test set, which is not used as
part of the training process but which is
kept separate until training is over, when
it is used to see whether the resulting
algorithm can predict results for molecules
that were not used in its construction.
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Division into training and test sets can
be done by any method, providing that
method is not related to the training itself.

Ideally, the training and test sets should
be of similar size; however, when data is
limited, it is common practice to make the
training set larger than the test set. The
problem with this is that, if the result is
poor, it can be blamed on the fact that
the small test set happens to include an
unrepresentative collection of molecules;
the temptation is then to select a new test
set and train again. This is invalid, as the
way you select the test set is influenced
by the training result, that is, it is not
actually independent. A similar invalidity
arises when ‘‘outliers’’ are identified from
the results of training, excluded, and then
training performed again.

An only partially valid approach is
the ‘‘leave-one-out’’ approach, where one
molecule is left out of the training set,
training performed, and the match of the
one excluded molecule is determined, then
another left out and the process repeated.
Overall, there are no molecules that can
be said to be independent of the training
process, although for each test, the ‘‘test
set of one’’ is independent. Such ‘‘leave-
one-out’’ statistics are common in ADME
prediction as they allow maximal use of
the sparse data sets in training.

Evolutionary techniques have an ad-
ditional problem of when to stop, as
mentioned. Termination can be directed
by performance against the test set – when
the models being generated stop general-
izing, you know you have gone too far.
However, this means that you are using
the test set to control how you do the mod-
eling – it is not truly independent. So for
nonlinear, data-driven methods, a third set
of data is needed that is not involved in
the training process at all, with which to
validate that the result produced is general.

It is rare for any ADME studies to use this
level of rigor, because there is too little data
to split it into three data sets.

A related concept is shuffling the ob-
served values between different molecules
and seeing if the training algorithm still
claims to a good model. If the target values
that the method is predicting are actually
predicted by the molecular structure, then
the shuffled results should give no train-
ing. This is used more to validate that the
training method is producing meaningful
answers than to confirm the generality of
one of those answers.

2.4
Conclusions on Modeling

Modeling, therefore, is a balance between
the amount of data available, the relevance
of the descriptors, and the power of
the modeling technology. Enhancing the
modeling technology power has risks as
well as benefits, so it is always preferable
to find more data (if it is available) or
use more relevant descriptors (if you can
invent them). A strategy for developing
ADME models, or indeed any other
statistical model, is to start with simple
modeling techniques and move to the
more complex ones only when the simple
ones have proven inadequate.

3
Mode of Deployment

These technologies are applied in one of
three broad ways. In all cases, computer-
based approaches are used to support
decision-making, rather as decision meth-
ods on their own.
• For library selection. A decision that
the medicinal chemist has to make
early in the lead development phase of
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chemistry is which ‘‘lead’’ to use as
the basis for development of focused
libraries of compounds for further testing
and development of a SAR. Predictive
ADME programs can be used against
all the possible compounds in a ‘‘virtual
library’’ to prioritize libraries for the future
medicinal properties of any lead that
will emerge from them. This requires
only rough categorization of individual
compounds to be effective.

• For synthesis selection. A subsequent step
to this, having chosen a library scaffold, is
to select the subset of the possible library
that will be synthesized. This requires
accurate classification or semiquantitative
prediction of endpoints.

• For compound selection. When faced with
a small number of candidates for preclin-
ical workup, fully quantitative models can
be used to prioritize which to take into
this expensive and time-consuming stage
of development.

The majority of users at the start of
the twenty-first century see predictive
ADME in the first of these roles – as a
coarse filter in early chemical design. This
means calculating results for thousands or
millions of molecules.

This has important implications for the
speed of the model. We must distinguish
between generating the model (which can
take months or years) and delivering the
model. A model delivered into the hands
of chemists must be able to help their
decision-making process and so must be
able to process all the molecules that
they want to process overnight or faster
(and ideally as fast as they can generate
them). The limit on algorithm speed
is usually descriptor calculation (as the
algorithms themselves simply combine
the descriptors in simple equations that

can be coded in a few hundred instructions
or less). So there is a premium on
descriptors that are fast to calculate. Thus,
simple counts of chemical groups based
on 2D structures are much to be preferred
to rigorous quantum chemical calculations
or computation of all possible conformers
of a molecule.

In all cases, it is helpful if the algorithm
being used is interpretable, so that the
output of the algorithm is easy to relate to
features of the molecule that a chemist
can then alter. In this respect, PSA
is an excellent parameter – to a good
approximation, it is just the sum of the
nonbonded ‘‘surface’’ of the N and O
atoms and the hydrogens attached to them,
so a result that derives from an adverse
PSA measure can be changed by ‘‘just’’
altering those aspects of the molecule’s
chemistry. Few other descriptors are
that simple, and when they are, the
algorithms that integrate them into an
ADME prediction are so nonintuitive that
the value of the descriptor transparency
is lost.

In practice, a completely opaque black-
box algorithm can still be used as an in silico
experiment, into which the chemist puts
new candidate designs and from which
he/she obtains estimates of how those
designs will perform in reality.

4
Accuracy

Computer predictions need to be accurate,
and, equally importantly, we need to know
how accurate they are so that we can
weight decisions made on the prediction
appropriately. In fact, ADME prediction
is already as accurate at predicting the
human result as in vitro surrogate assays
(see, for example, Boobis et al., 2002).
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However, more is expected of it, as it
is being compared not to a chemist’s
intuition but to actual experimental data,
which by definition are 100% accurate
even when, as is often the case with
animal models of human ADME, they are
misleading.

Accuracy is generally described by an R2

(correlation) measure for quantitative mea-
sures, a percentage accuracy for qualitative
ones (here designated Ca), or Spearman’s
rank coefficient, which determines the ex-
tent to which the compounds are sorted
into the correct order, even if the absolute
values for the predicted parameter are not
accurate. (Rank ordering is almost as good
as absolute accuracy for some applications,
where the objective is to find the best N
of a set of molecules.) Because many mod-
els are data-driven, it is possible to overfit
them so that R2 is very close to 1; however,
these models perform very poorly on new
molecules that are not part of their training
set. A more useful measure is therefore the
square correlation with a set of molecules
that has not been involved in the train-
ing, which is usually designated Q2. Ca is
calculated for an independent test set, not
the training set. (We note above that this
needs to be an independent test set, not a
test set that has actually been involved in
the training process.)

To compare different algorithms, they
must be applied to the same set of
molecules, because accuracy also implies
accuracy in a specific chemical space,
not across all possible chemicals – this is
rarely done.

All models divide into local, and general
or global models. The former apply only to
molecules of a particular chemical type,
formally ones that fall into a specific
volume of chemical space. Global models
claim to predict results for all molecules.
In reality, they too are limited, in this

context to all druglike molecules: to expect
a model meant to predict the properties
of carbon-based, druglike molecules to
generalize to, say, uranium hexafluoride is
unreasonable. Thus, it is important to state
the chemical space over which a model is
valid. Too often this is not done until the
model is found to fail to predict known
results for a new type of molecule.

An indication that a supposedly global
model is actually a local one is when
its performance is substantially worse on
a new set of molecules, even if they
are apparently broadly the same as the
set for which it was developed. This is
a common observation: the results for
several OB models reported by Bains et al.
were over 90% accurate for the molecules
used in this study, but this fell to 80%
for both their model and the other models
used as comparisons in the study when
run on a different set of molecules. It
is not surprising that no model is truly
global – as mentioned above, non-druglike
molecules are likely to fall outside the
chemical space of a model developed for
drugs. However, we should note that even
within the chemical space of ‘‘druglike’’
molecules, there are many domains, and
most models do not address them all
equally well.

A related fact is that no model is per-
fect. Biology is full of nonlinearities and
exceptions. For example, all prediction
systems for OB and metabolism predict
that cyclosporin and erythromycin will
be almost completely orally unavailable
and rapidly metabolized if injected (un-
less these systems encapsulate specific
‘‘exception rules’’ about these drugs). In
fact, both are well absorbed and have use-
fully long serum half-lives. It may be that
the increasing sophistication of medicinal
chemistry leads to this type of highly func-
tionalized molecule becoming common in
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synthetic drug discovery as well as in ‘‘nat-
ural products’’, in which case many of
the models discussed below will have to
be rebuilt. So models will have to either
include sufficient understanding of biol-
ogy to predict when complex molecules
such as erythromycin will generate ‘‘ex-
ceptions’’ or have explicit rules in them
to deal with them ad hoc. At the moment,
there is insufficient ADME data available
to allow either of these solutions to be
implemented; exceptional molecules just
give the ‘‘wrong’’ answer.

With this armoury of techniques avail-
able, what models of ADME proper-
ties have been built? I will concen-
trate on models that predict absorption
(oral bioavailability) and distribution. Mod-
els of metabolism (especially hepatic
metabolism) are in flux, and, with the
availability of X-ray structures for the CYP
enzymes, will soon be put on a more rig-
orous, mechanistic footing, although they
are mentioned below for their contribu-
tion to OB. Excretion is still not modeled
to any significant extent: it is measured in
animals and then extrapolated to man.

5
Oral Bioavailability

Oral bioavailability is defined by the Euro-
pean Committee for Proprietary Medicinal
Products (CPMP) as the extent and the rate
at which a substance or its active moiety
is delivered from a pharmaceutical (dose)
form and becomes available in the general
circulation. A major target for modeling
is oral bioavailability, the extent to which
an orally administered drug ends up in
the systemic circulation. All types of mod-
els (except Type-I) have been developed to
predict oral bioavailability.

The barrier between the contents of the
gut and the systemic bloodstream is one
of the most critical in the body. Animals
are exposed to many potentially dangerous
agents on their skin, exposed mucosae, and
in their lungs, but only in the gut do they
deliberately take in potentially poisonous
materials in concentrated form, and then
treat them so as to release all their toxic
contents.

The barrier is in two parts. The cells
of the intestinal epithelium form a bar-
rier through which few molecules can
penetrate. Those that do are liable to
metabolism in those cells. Molecules pass-
ing through the epithelium into the blood
are collected into the hepatic portal vein
that flows to the liver, which contains
a more extensive set of xenobiotic me-
tabolizing enzymes. Only molecules that
pass both barriers accumulate in the blood.
Overall OB is the combined effect of how
rapidly, and in what concentration, a drug
is delivered to the intestine, transit time in
the intestine, dissolution rates and extents,
transfer across the gut wall, metabolism in
the gut wall, and metabolism in the liver
(also called first-pass metabolism).

Oral bioavailability is operationally de-
fined as the ratio of the integrated plasma
concentration (AUC) of a drug after an oral
dose to that after intravenous injection.
However, this can be hard to determine as
it requires the fate of all the drug that
is tracked – this means detecting unab-
sorbed drug in urine and faeces, and all
the metabolites of the drug in blood, urine,
faeces, and tissue. It can also be corrected
for solubility effects if the solubility in
the conditions of the intestine are known.
However, these corrections are complex
and time-consuming, so usually the OB is
calculated simply from the plasma AUC
for the ‘‘parent’’ drug.
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5.1
Simple Rules for OB

Many studies have sought to find simple
Type-V models that are based on a few
rules or molecular motifs to predict oral
bioavailability. By far, the most generally
used is Lipinski’s Rule of Five. Lipinski
developed four ‘‘rules’’, which are used
as a classificatory model of whether a
compound will have ‘‘good’’ OB or not.
They were derived essentially by inspection
of 2,287 compounds with United States
Adopted Name (USAN) or International
Non-proprietary Name (INN) designations
(as opposed to just chemical names),
because such names are usually assigned
prior to entry into phase II clinical
trials, meaning that these compounds had
satisfactorily completed phase I clinical
trials, which evaluate safe dosage levels
and include assessments of ADME/toxicity
properties.

The rules are as follows:

1. ClogP < 5
2. Molecular weight < 500
3. H-bond donors < 5
4. H-bond acceptors < 10

The first two are primarily associated with
membrane and aqueous solubility. The
second two are independently predictive
of OB. If a compound breaks any two (or
more) of these rules, it has a low chance of
being orally bioavailable.

These have the enormous advantage
that they are all easy to compute, and
all of them have immediate and ob-
vious interpretations for the medicinal
chemist. Subsequent extensions have in-
cluded a maximum number (usually 5)
for the number of rotatable bonds
(NRB).

The Rule of Five remains one of the most
effective in silico predictors of OB. There

have been many projects to extend the Rule
of Five, either enhancing its performance
by including more parameters or by
turning what is a rather fuzzy classifier into
a quantitative estimate of OB. Generally,
these have not been taken up: several
extensions and optimizations of it have
not proven more useful to the chemist ‘‘at
the bench’’, although they are statistically
more accurate. These include refinement
of the definition of hydrophilicity, and
quantitative equations that link LogP and
hydrogen bonding to a semiquantitative
estimate of OB.

To an extent, this is an effect of
organizational inertia. The Rule of Five
was the first popularized rule set that
was (1) easy to compute, (2) interpretable
in chemical terms, and (3) backed by a
major pharmaceutical company (Pfizer,
Lipinski’s employer at the time). The Rule
of Five is now widely used as a screening
criterion for compounds being considered
for chemical research, and in Pfizer,
they are automatically checked for every
compound designed. This has resulted
in a reduction in average molecular
mass and an increase in hydrophilicity of
compounds entering synthesis, a reversal
of a 20-year trend away from ‘‘druglike’’
compounds. It is the aim of many ADME
prediction software projects to be as widely
implemented and as successful as the Rule
of Five.

Exceptions to Rule of Five occur.
Some are molecules that mimic biologi-
cal molecules, and hence are the subject of
specific transporter systems, such as the
macrolide antibiotics mentioned above.
Egan et al. showed that other failures of
Rule of Five, which is essentially a lin-
ear (additive) rule, could be explained
by nonlinear combinations of essentially
the same variables. For example, highly
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lipophilic compounds are rarely solu-
ble – adding an ionizable center would,
under simplistic linear rules, make the
compounds less likely to have good OB,
but because they enhance solubility, they
actually enhance OB. However, the num-
ber of examples of each exception is too
small at the moment to build systematic
models from them in their own right.

The only major extension to the simple
rule sets for overall OB calculation is
the use of PSA calculations in OB
prediction. This is primarily a model for
intestinal absorption, and not of overall
OB, as discussed below. AstraZeneca
have examined the role of the Lipinski
descriptors in screening out compounds
with poor OB, and have found that PSA
and NRB are not relevant when MW and
LogP filters are used. While in theory,
and for a very diverse set of molecules,
considering PSA and NRB enhances the
accuracy of these rules, in practice, for
the molecules being considered by drug
discovery departments, all the information
in PSA and NRB that is relevant to OB
prediction is captured in the other Lipinski
parameters, and specifically, a major
contributor to PSA is H-bond number,
which is already captured in Rule of Five.

Other group counting methods have
had limited success. Counting specific
chemical moieties does not lead to good
prediction of compounds that are orally
available, but can be used to eliminate
drugs that clearly cannot be orally available
but can be generated by automated
chemical design programs. This allows the
automatic elimination of groups such as
phosphate and quaternary nitrogen from
compound libraries being designed for
drugs that are to be orally available.

A related, but much fuzzier, rule set
is that which determines ‘‘drug-likeness’’.
The idea of a ‘‘druglike’’ molecule has been

alluded to above, but what exactly is it? A
‘‘druglike’’ molecule is one that a chemist
would view as being similar in structure
to the structure of successful drugs, and
this usually reflects a combination of
high intestinal absorption (IA) and low
first-pass clearance. There has been less
success in defining ‘‘druglike’’ in simple
algorithmic terms. In general, drugs are
not chemically reactive, do not contain a
number of groups that are the subject
of rapid metabolism (such as phenols),
are rigid structures, and have no more
than two or three asymmetric centers (this
makes synthesis easier, and has little to
do with their biology). So far, ‘‘druglike’’
has tended to be a very subjective measure
and one that has not been automated in a
consistent way.

5.2
Advanced Type V Models for Oral
Bioavailability

Further development beyond qualitative
guidelines such as the Rule of Five
has required more complex mathematical
models, breakdown of the problem into
simpler, lower-level problems, or both. The
conceptually simplest approach is to take
similar datasets to that used by Lipinski
and apply more sophisticated modeling
tools to it.

This has been performed by several
workers with modest success. Yoshida and
Topliss used a variant of discriminant
analysis to derive a model of overall OB
that classifies compounds into one of four
classes – <20%, 20 to 49%, 50 to 79%,
and >80% oral bioavailability. This uses
18 descriptors, including LogD, (LogD)2,
(LogDpH=6.5) to (LogDpH=7.4), and oc-
currence of a wide range of molecular
fragments such as lactam and benzo-
diazepine rings that classify compounds
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into different classes, and groups such as
primary and secondary alcohol, allylic ox-
idation sites, and esters that are prone to
chemical or enzymatic degradation. The
descriptors were selected as potentially rel-
evant before modeling. This is a linear
method, but a requirement for (LogD)2 is
fulfilled by including (LogD)2 as an explicit
descriptor. Bains et al. use GP to select
an algorithm that combined topological
fragment descriptors into a classification
into high–low classes or the Topliss four
classes. Performance was broadly similar,
with the GP-derived algorithm performing
slightly better and both well outperform-
ing Lipinski. However, this is probably at
the expense of globality of the models,
as they rely on detecting fragments that
are present in orally available drugs. This
is particularly true of Topliss, who explic-
itly coded existing drug classes into his
descriptor library. By comparison, Bains
et al. used an entirely automatic technique
to generate a very large molecular frag-
ment library, from which the GP systems
selected those fragments most relevant to
prediction. The fragments that the GP ‘‘se-
lects’’ are very diverse and may in fact
reflect simple molecular parameters, an
‘‘improved’’ version of LogP rather than
anything more subtle.

5.3
Models of Components of OB

Modeling OB as a target in its own
right has had limited success, and in
any case, if such a model predicts that
a molecule is poorly absorbed, it is not
immediately obvious what to do about
it. So more attention has been paid to
modeling components of OB, which can
then be treated separately or integrated
into a Type II model.

Widely modeled components are the
physicochemistry and physiology of get-
ting solid drug into solution in the gut,
the absorption of dissolved molecule from
the gut into the blood, and the clearance
of the molecule from the hepatic portal
blood supply by the liver before it gets to
the general circulation.

5.3.1 Gut Physiology, Solubility, pKa, and
LogP
Before the drug molecule gets to the in-
testinal epithelium, it must get to the
intestine and dissolve (not necessarily in
that order). Both aspects can be modeled.
Modeling gut transit times and volumes is
a mature science with a substantial knowl-
edge base. This is a problem of formulating
the mechanics of the gut in mathematical
terms, and while complicated, it is concep-
tually straightforward.

5.3.2 Solubility
Prediction of solubility is a very active
area of research, reviewed recently by
Livingstone. It is complex, as how much
drug dissolves in the gut is a kinetic as well
as a thermodynamic measure, and the rate
of solution depends on particle size, crystal
structure, formulation and so on, and on
gut physiology.

Clearly, very low solubility will result
in poor OB because the concentration of
the drug in the intestine will be low and
the majority will be excreted undissolved.
Poor solubility (meaning a solubility such
that the volume of the intestine can
only dissolve a very small fraction of the
required dose) can also result in very
variable absorption, because the amount
of drug that is taken up depends on how
fast it is removed from the gut and how
fast it dissolves to replace that removed,
both of which depend on many variables.
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Variable OB is a worse problem for the
pharmaceutics scientist than constant, low
OB, as it is impossible to define a dose
that will accurately deliver a standard
concentration to the blood.

As well as implications for absorbability,
low solubility has other implications for
the drug discoverer. Very low solubility in
water will mean that the compound will
give false results in all assay types (either
because it does not go into solution, and so
give uniformly negative results, or because
it remains in suspension as light-scattering
or fluorescent ‘‘haze’’ and produce false
positives). Estimating solubility, ideally
before a compound has been made, is
of substantial importance.

It might seem perverse to predict
solubility, when all that the scientist has
to do is add some drug to water and
see how much dissolves. However, even
this requires the scientist to make the
compound: it would be very valuable to
be able to predict the solubility before a
compound is even made, thus helping
the scientist to decide whether it was
worthwhile synthesizing it in the first
place. This is the role of in silico methods.

There is a lot of solubility data available
in the public domain, but much of
it relates to small, nonpolar molecules,
whose solubility properties may not be
relevant to the larger drug molecules. So
solubility data is limited for modeling.

For simple, uncharged molecules, aque-
ous solubility can be predicted on the basis
of LogP, which measures the ability of the
molecule to penetrate the hydrogen bond
network of water. Hansch has derived the
now ‘‘classical’’ solubility relationship be-
tween solubility and LogP.

Log(Sol in water) = 1.339 logP + 0.978

which has an R2 = 0.874 for small, liq-
uid organic molecules. Where molecules

have significant intermolecular attraction
(charge, polarity, mass) or significant in-
teraction with water, estimating solubility
is less easy. If the melting point is known
for a molecule, then this can be used as
a measure of intermolecular forces of all
sorts and can be included in equations for
solubility. This requires experimental mea-
surement, which, although can be done
fast and on a few milligrams of material,
still requires the material to be synthe-
sized. Ran et al. generated an equation
of this sort of druglike molecules with a
root mean square error (RMSE) of 0.76
log units using a training set of 413 com-
pounds. Abraham et al. apply an equation
based on solution thermodynamics but
based on calculated parameters (see below)
to calculate solubility effectively. This solu-
tion is marketed commercially as Absolv.

Just as LogP (a solution phase parame-
ter) can be calculated by summing the con-
tributions of fragments of the molecule, so
Klopman and Zhu have built a model from
1,168 compounds using fragment contri-
butions to solubility, getting an R2 of 0.95.
Huuskonen has used a set of 30 topo-
logical descriptors (including 24 atom-type
electrotopological state indices, two path
1 connectivity indices, a flexibility index,
a number of hydrogen bond acceptors
(HBA), an aromaticity indicator, and an
aliphatic hydrocarbon indicator). These
have been used to develop multilinear
regression models on a total of 1297
molecules (R2 = 0.89, Q2 = 0.88) and a
neural net model, which gives an impres-
sive R2 = 0.94, Q2 = 0.92 (although the
‘‘Q2’’ values derived for this work are based
on ‘‘leave-one-out’’ measures rather than
matching to a genuinely independent test
set). MultiCASE, a fragment-based analy-
sis system, has a module for predicting
solubility on the basis of the contribution
of individual fragments.
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Calculations based on more complex
descriptors, especially electrotopological
descriptors, can also be used in this
mode to obtain R2 greater than 0.9, as
can quantum calculations. However, this
suffers from being a very complex model,
and hence one that is hard to interpret.
Other simpler neural nets perform more
poorly, for example, Liu and So based
on a neural net model and 7 input
variables, mostly topological. The model
gives Q2 = 0.82.

Several of these algorithms have been
implemented in commercial programs
that seek to predict the aqueous solubility
of organic compounds. Most do not fare
well for any but very simple molecules, or
molecules in a single chemical series (for
example, alcohols). A widely used one in
drug discovery is QikProp, which uses an
eight-parameter model

Log(S) = 3.886 − 0.0194.SASA

+ 0.514HBA + 0.578HBD + 1.343(NH)

+ 1.224(CNO) − 116.HBA.
√

HBD

SASA
+ 0.182(rota) − 0.00405.WPSA

where SASA is the solvent accessible
surface area, HBA and HBD are the
number of hydrogen bond acceptors and
donors respectively, (NH) and (CNO) are
the number of amine and amide groups,
rota is the number of rotatable bonds, and
WPSA is the weakly polar surface area, a
subset of PSA. These parameters come up
as common contributors to IA and BBB
(see below), which suggests that common
processes are involved in solution and
biological barrier penetration, even for
drugs when solution is not limiting.

However, global solubility models are
possible. Pharmacia developed a model

for intestinal permeability using an inter-
nal compound set, obtaining R2 = 0.79 for
the local chemical space but only R2 = 0.39
for global performance across all their
compound collections: this decline in per-
formance is typical of the models cited
above when they are applied outside their
training domains. By including a repre-
sentative sample of all those collections in
the modeling, the same group built a PLS-
based model on the basis of 24 equilibrium
solubility measurements made on 1,107
compounds (a substantial investment in
laboratory work), and produced a model
with R2 = 0.92, Q2 = 0.91. This is accu-
rate enough to provide useful quantitative
predictions.

A related physicochemical measure is
pKa, which affects a drug’s charge state at
specific pHs and hence both its aqueous
solubility and its LogP (and hence its abil-
ity to dissolve in lipid membranes). It is
generally true that a fractional ionization
of >10% leads to low intestinal absorp-
tion. Commercial pKa predictors exist, but
usually work only for molecules with sim-
ple, monofunctional groups, and cannot
cope with the complexities of druglike
molecules. It is also not clear whether
the ionization state is truly relevant. Some
find that computing it does not improve
prediction of OB, and so, except for elim-
inating multiple charges (such as on the
bisphosphonates, a notoriously poorly ab-
sorbed group of drugs) from consideration
at all, most workers do not seek to include
explicit calculation of charge state in their
OB models.

5.3.3 Intestinal Absorption
Once in solution, the candidate drug has
to cross the intestinal epithelium. The
intestinal epithelium is a physicochemical
barrier (as is the blood–brain barrier
discussed below). The physical barrier
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is the lipid membrane of the intestinal
epithelial cells: molecules that pass easily
from water into lipid and back will
penetrate this readily. Thus, measures
of lipophilicity and hydrophilicity (related
to hydrogen-bonding potential) are often
central to predictions of IA.

There are actually two mechanisms
by which a drug can pass through
the intestinal epithelium – transcellular
(crossing the lipid membranes of the cells)
and paracellular (permeating across the
tight junctions between cells). Paracellular
transport is slower because the area of
pores is much smaller than the area
of the cells; however, it has different
requirements for lipophilicity and is not
affected by P-glycoprotein (see below).
The molecular weight cutoff for effective
paracellular transport is about 300 Da.
The effect is that for most drugs the
transcellular route is the only one of
importance, and hence the drug’s IA is
dominated by its lipophilicity and its ability
to avoid the P-glycoprotein export pump.

Prediction of IA has been achieved
using several approaches with an accuracy
comparable to the accuracy of the in vitro
permeation model based on the CaCo-2
cell line (discussed further below).

Passage across the membrane can be
modeled using molecular modeling meth-
ods because, although the membrane is a
complex entity containing a huge number
of atoms, it is chemically relatively sim-
ple if proteins are ignored. Novartis has
worked on modeling the lipid membrane
by simplifying lipids into connected ellip-
soidal ‘‘atoms’’ that reflect the segments
of the molecule to simplify the problem.
Dimeristoyl phosphatidyl choline is mod-
eled as 11 units – choline, phosphate ester
link, glycerol, two acid ester groups, and
three side-chain groups per fatty acid. The

distribution of a drug across this mem-
brane is well modeled, and assuming that
entry into the lipid phase is determined
by bulk water concentration and exit from
it is determined by the concentration in
the outermost layer, this can be used to
estimate the rate of crossing. This has not
yet proven superior to simple numerical
modeling approaches, but unlike them it
is open to refinement as computational
techniques improve.

Until such improvements are developed,
simpler associations of molecular proper-
ties with IA remain dominant.

A major contributor to IA is the
molecule’s ability to diffuse across the cell
membrane – highly hydrophilic molecules
such as sorbitol have effectively zero IA.
LogP has value for IA and OB prediction
on its own, and the role of LogP in the Rule
of Five reflects this.

Other measures of hydrogen-bond po-
tential and lipophilicity have been used.
PSA is a general measure of the degree
to which a molecule can interact with
water, and hence its hydrophilicity, and
is strongly negatively correlated with IA,
with a sigmoidal relationship that gives
an R2 = 0.94 for a small drug group, but
does not fare so well for a larger group of
molecules, generating a Q2 of between 0.7
and 0.8 in several studies.

A variety of studies have compared the
value of fast PSA with dynamic PSA in
predicting IA. Some have found that full
3D conformer PSA is better than 2D
approximations; others have found that
this is not so. The differences in conclusion
are probably related to minor differences
in algorithms and in the biological data
sets used to test them.

A PCA analysis of MolSurf outputs
(a quantum chemistry program) found
that one principal component made up
from the number of HBD, the polarity,
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the strength of hydrogen bond–accepting
oxygen atoms, the hexane : water parti-
tioning coefficient, and the number of
nitrogen atoms correlated well with IA.
Molconn-Z electrotopological state indices
combined with ClogP and molecular size
also correlate to IA. There are a number
of other measures of hydrogen-bonding
potential, some of which are mentioned
below under blood–brain barrier penetra-
tion: in general, though, they do not add
significantly to the performance of the de-
scriptors above.

More complex modeling methods have
also generally identified the same types
of descriptors as important for IA. An-
drews et al. and Zmuidinavicius et al. use
a fragment-based model and a recursive
partitioning approach with good results:
the Zmuidinavicius algorithm is available
commercially from Pharma Algorithms.
Jurs et al. have applied a hybrid GA/ANN
method with good results. The GA se-
lected 6 descriptors from 162 to be inputs
for the ANN: they were the number
of single bonds, normalized projection
of molecule (‘‘shadow area’’), charge on
donatable hydrogen atoms, fractional sur-
face area on HBAs, fractional surface
area HBA × their charge, and cube root
of gravitational index (a density mea-
sure). The compound set included ac-
tively transported compounds, which is
impressive in that such compounds are
usually excluded as lying outside the mod-
eled chemical space, but may skew the
data set.

5.3.4 Physicochemical Methods
It has long been held that, in the absence
of specific transporters, IA is essentially
a passive process by which molecules
dissolve in the cell membrane from the gut
side and dissolve from it into the epithelial
cells. The role of lipophilicity is the basis of

this hypothesis: IA is limited by how much
drug can dissolve in the cell membrane.
However, Abraham has shown that IA is
not a partition-dominated process (i.e. not
one in which the partition of compound
into a bulklike lipid phase is important),
but a diffusion-dominated one. The role of
LogP is therefore misleading – OB is not
about dissolving in a bulk phase fast, but
diffusing through a barrier.

If IA is essentially a diffusion process,
can we not model it as such on the basis
of an understanding of the physics of
diffusion? Abraham and coworkers have
successfully applied this concept using a
general solvation equation

log(SP) = c + rR2 + SπH
2 + aαH

2

+ bβH
2 + vVx

where R2 is the excess molar refraction,
πH

2 is the polarizability/dipolarity, αH
2 is

the overall hydrogen-bonding acidity, βH
2

is the overall hydrogen-bonding basicity,
and Vx is the McGowan volume. This de-
scribes solution of a molecule in physical
terms, without consideration of the bio-
logical mechanism. In a detailed piece of
work based on data for 169 drugs, out
of 241 researched (a very substantial data
collection exercise in its own right), Zhao
et al. showed that appropriate parameter-
ization predicts IA quantitatively with R2

of between 0.75 and 0.8, providing that
OB is not dose limited for large molecular
weight drugs (i.e. if the rate of solution is
not dominating). The parameters are all
calculable in their own right from molecu-
lar structure. The ‘‘Abraham descriptors’’
have been implemented in a program
ABSOLV, which is effective in OB predic-
tion providing the input (and comparative
data) is carefully QCed.
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Physicochemical methods of this sort
are complementary to computational mod-
eling of the lipid membrane – both are
based on an understanding of the physics
and chemistry of the process that is more
‘‘fundamental’’ than the biology. Both,
therefore, are susceptible to improvement
either by gathering more biological data to
parameterize the models better or from im-
provements in the model of the underlying
processes. By contrast, statistical modeling
methods, which today are at least as effec-
tive as mechanistic ones, are limited by
data and cannot be improved beyond their
availability.

5.3.5 CaCo-2 Model
Because IA is complex and expensive
to measure, surrogate measures have
been developed. The most widely used
is the CaCo-2 permeation system, which
Artursson described as a model for both
passive permeation and P-glycoprotein
efflux, although the latter is very variable
between experiments and subclones of the
cell line. The cell line is derived from a
colon cancer, and a monolayer of cells in
vitro develops tight junctions between the
cells that mimic the intestinal epithelium.
Permeation assays measure transport of
compounds across a monolayer of cells,
using a nonpermeant molecule (usually
mannitol) as a referent. The MDCK cell
line has similar properties, and is also
used sometimes.

Despite the cell biological support for
the validity of CaCo-2 as a model for IA,
and its widespread use in pharmaceutical
discovery, CaCo-2 is actually a poor
predictor of IA and is not objectively better
than most computational models. It works
well for comparing the IA of a series
of similar molecules, but does not give
consistent results between chemical series
or between laboratories. Some of these

defects can be overcome by more complex
methods that control for monolayer quality
and boundary layer effects, but the assay
is harder and more time-consuming to do,
thus removing a lot of the purpose of doing
a CaCo-2 screen.

Modeling CaCo-2 itself might therefore
seem futile and only useful for drug
discovery when an actual CaCo-2 assay
is an unavoidable bottleneck in a drug
discovery program, or when CaCo-2 is
being used as an assay for P-glycoprotein.
However, it is also likely that modeling
CaCo-2 will give an insight into how to
model IA. CaCo-2 data is much easier to
obtain than IA data; so as a method of
modeling the modeling process, this has
substantial value.

CaCo-2 permeation shows the same type
of sigmoidal relationship with lipophilicity
as IA, with the shape of the curve
being modulated by the molecular weight.
Several PLS-based models have been
constructed, with typical results for small
numbers of molecules being R2 = 0.85 to
0.9 using hydrogen-bond count, molecular
weight, and lipophilicity terms (usually
CLogP). PSA correlates less well with
CaCo-2 permeation than with OB in man.
More specific improvements to include the
strength of hydrogen bonds from nitrogen
and oxygen give R2 of up to 0.935 on small-
molecule sets, but do not generalize. The
same is observed for IA, suggesting that
only very general descriptors are useful for
either prediction.

5.3.6 Conclusion for Passive OB and IA
There are active metabolic processes in-
volved in IA and OB, which I consider be-
low. However, for many drugs, it appears
that OB can be predicted on the basis of rel-
atively few simple parameters describing
size, lipophilicity, and hydrogen-bonding
potential. This is plausibly related to the
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hypothesis that, for many drugs, IA is the
limiting step in OB and is predominantly a
diffusion-limited process. Use of sophisti-
cated modeling technology and descriptors
has not so far yielded substantially bet-
ter performance than the simple linear
free-energy relationships of Abraham et al.
This suggests that either the ideal descrip-
tors for OB and IA have not been identified
yet or (more likely) the idea of a unified OB
model has been taken as far as it can be.
Significant advance will require molecules
to be categorized according to whether they
passively bind to or are actively transported
by specific proteins, interact anomalously
with the lipid membrane, or have other
molecule-specific behaviors. The first two
areas of specific interaction that are likely
to be solved are P-gp interaction and CYP
metabolism.

5.3.7 P-glycoprotein
P-glycoprotein (P-gp) is an ATP-dependent
transporter, and sequence analysis shows
P-gp to be a member of the ATP-binding
cassette (ABC) transporter superfamily. A
major contributor to a drug’s IA (and
BBB penetration discussed below) is the
extent to which it is a substrate for P-
glycoprotein. Thus, compounds such as
doxorubicin and taxol, which superficially
look like good candidates for oral drugs,
are poorly orally absorbed because they are
excellent substrates for P-gp and so are
actively pumped out of the gut epithelium
and back into the gut lumen.

Compounds can be substrates or in-
hibitors of P-gp, and the latter themselves
can be (but are not always) transported. So
a compound can be affected by P-gp, but
can also affect others. This is a substantial
issue for predicting drug–drug interac-
tions, where the biochemistry of one drug
affects that of another other than by way of
their pharmacology.

P-gp is also expressed significantly in
the testis, suggesting that it might have
a role in preventing reproductive toxicity
of some compounds. Members of the hu-
man P-gp gene family are also known as
multidrug resistance (MDR) genes, owing to
their role in conferring drug resistance on
cancer cells: overexpression of P-gp allows
the cells to pump out cytotoxic anticancer
drugs before they can have an effect and so
render the cells resistant to a wide range of
drugs that are substrates for P-gp. A sim-
ilar mechanism involving other members
of the ABC transporter family operates
in some forms of bacterial antibiotic re-
sistance; so modeling P-gp is of interest
outside the domain of ADME prediction.

The mechanism of action of P-gp is un-
known. It is hypothesized that P-gp may
actually ‘‘hoover up’’ drug from the mem-
brane, which would explain why measures
of membrane permeability (LogP/PSA
combinations) are such effective predic-
tors of BBB and OB even when P-gp,
an enzyme, plays such an important role.
However, it is not only mechanism as very
hydrophilic drugs such as colchicine are
also substrates.

P-gp has been modeled in vitro and in
silico. CaCo-2 assays are used as models
of P-gp-mediated efflux of drugs in IA and
(as mentioned below) other tissue barriers.
P-gp is expressed in CaCo-2 cells, although
to a variable extent between laboratories,
and the extent to which a drug’s passage
through a CaCo-2 monolayer is affected by
P-gp can be judged by measuring its rate
of diffusion across the cells in the presence
and the absence of a known inhibitor
of P-gp, such as verapamil. Such P-gp
measurements can themselves be used as
guides to drug design (on a general rule
that being a P-gp substrate will reduce
OB and so is undesirable) or be used as
components of other models of OB.
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Substantial work has gone into defining
what the substrate and inhibitor selectivity
of P-gp is. The enzyme tends to be active
on large molecules and has a ‘‘preference’’
for hydrophobic, amphipathic molecules
carrying a positive charge at physiological
pH and containing a planar ring system.
Apart from these general constraints,
conventional SAR have found it to be
very unspecific, and even these ‘‘rules’’ are
frequently violated. Many P-gp substrates
are uncharged at physiological pH (e.g.
colchicine), and several uncharged cyclic
and linear hydrophobic peptides and
ionophores have recently been described
as P-gp substrates.

MultiCASE has been used to identify
fragments (‘‘biophores’’) that may be
important for P-gp substrate status, but
it is considered unlikely that these are
exhaustive or general. Seelig finds that
the enzyme has a general requirement
for molecules that have 2 or 3 electron
donor groups or hydrogen-bond acceptor
groups separated by 2.5 Å or 4.6 Å, but
many exceptions exist. Ekins et al. have
used the Catalyst QSAR modeling software
to generate several different models of
P-gp on the basis of different modeling
approaches and training sets. All the
models have a number of hydrophobic
features and most have an H-bond feature;
however, what these features are and how
they are arranged varies with the molecules
used to train the models. Some work
using a fragment-based GP approach has
produced models of P-gp specificity, but
these again are fairly local to the chemical
space on which they are trained.

Overall, therefore, it is not possible to
do more that estimate the chance that
a molecule will be a substrate or an
inhibitor of P-gp, and it is not practical
to estimate the extent to which it will
be a substrate or inhibitor at a given

concentration. The input of P-gp into IA,
OB, or BBB models is therefore usually
as a measured input parameter. Whether
further structural information on P-gp will
improve this is not clear.

5.3.8 Other Transporters
Specific transporter proteins are respon-
sible for efficient uptake of hydrophilic
biological molecules that would otherwise
not be absorbed from food. These can also
transport drugs that have some features
in common with their natural substrates.
There is some very early limited QSAR
results predicting compounds that are
transported by specific proteins, which has
also been used to attempt to design this
property into new drugs. Specific trans-
porters that have been examined include
monocarboxylic acid transporters (which
are also relevant for BBB penetration),
glucose transporters, and peptide trans-
porters. There are also specific transporters
in the kidneys that influence clearance
rates: some ionic drugs are actively trans-
ported into urine by transporters that
excrete natural compounds, especially uric
acid, choline, histamine, and are trans-
ported into bile by transporters that excrete
charged bile acids and steroids.

However, in general, modeling of these
systems is less advanced than modeling
P-gp, and it does not play a significant role
in predicting ADME properties yet. This
is a very active area of research, and the
importance of transporters in absorption,
distribution, and excretion means that
substantial effort and hence, it is hoped,
substantial progress will be made in the
next few years.

5.3.9 Metabolism and Intrinsic Clearance
Oral bioavailability is the combined effect
of how much drug is absorbed from the
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intestine (a combination of passive ab-
sorption and transporter effects) and how
much is subsequently removed both from
the intestinal cells and from the hepatic
portal blood supply by liver metabolism
before it reaches the systemic circulation.
Thus, whether a drug is metabolized, and
at what rate it is metabolized, is a crit-
ical OB-related ADME issue. Thus, for
example, grapefruit juice can enhance the
OB of some compounds because it con-
tains powerful inhibitors of CYP3A4, a
drug-metabolizing enzyme present in gut
and liver that would otherwise degrade the
absorbed compound. Related to this is pre-
dicting what the metabolite of the drug is
and hence whether it is likely to be active
or toxic.

Metabolic rate is related to ‘‘intrinsic
clearance’’ – the inherent rate at which
drugs are cleared from the blood by
metabolism, mainly in the liver. Intrin-
sic clearance is usually estimated in vitro,
using liver tissue slices, cultured primary
liver cells, hepatocyte cell lines, or micro-
somes. The last of these are membrane
fractions from liver tissue and are a widely
used reagent: they contain a full comple-
ment of P450 enzymes from the species in
question and can be quality controlled by
reference to known metabolites.

None of these methods are ideal:
primary tissue is difficult to obtain and
store, microsomes have to be prepared
from tissue (although they can be stored
frozen), primary hepatocytes vary in their
level of differentiation, and hepatocyte cell
lines do not usually reflect more than a
fraction of the metabolic diversity of the
liver. However, these tests are much faster
and cheaper than animal metabolism
experiments, not least because they can
be done on milligrams rather than grams
of test material, so they have become
standard practice.

The principle clearance is by a family of
P450 heme-containing monooxygenases
termed CYPs. The most important is
CYP3A4, which metabolizes over half of
all drugs to some extent and is also present
in the intestinal mucosa.

In principle, as CYPs are a well-
characterized family of enzymes with
known modes of action, all the technology
of conventional drug design should be able
to be brought to bear on them. Lack of
crystal structures for the human enzymes
has hindered this (the structure of human
CYP3A4 was solved in 2002, but is
still commercially confidential). However,
homology modeling with CYPs from other
species has lead to a major modeling effort
by Segall et al. using quantum chemical
calculations to probe the interaction of the
heme with the substrate and molecular
mechanical and docking approaches to
find which substrates will fit the enzyme.
This has shed light on the mechanisms of
CYP3A4 interactions with its substrates
and in some cases can predict where
on the substrates the enzyme will attack
(and hence what the product will be).
However, for many others, details of the
steric interactions between the enzyme
and substrate foil modeling attempts, so
that (for example) prediction of terfenadine
metabolites is completely incorrect. Thus,
while these approaches are of value, they
still have to be used in conjunction with
structure-matching and other heuristic
approaches.

Until improved structural chemistry in-
formation allows accurate computational
chemical calculations of interactions of
substrates with CYPs, we must fall back on
QSAR approaches. Inspection of the sub-
strates of CYP3A4 and P-gp show that there
is substantial overlap, and this has lead to
speculation that they are structurally re-
lated. It is more likely that this similarity
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is because they have evolved specificity to
dispose of similar types of molecules (i.e.
broadly hydrophobic molecules of the size
of plant and bacterial secondary metabo-
lites) and not because of any genuine
similarities. Incorporating both separately
into pharmacokinetic models is more suc-
cessful than trying to develop a unified
model for these two enzymes.

CoMFA QSAR of hepatocyte and micro-
some metabolism produces an R2 = 0.59
for quantitative prediction of the rate
of metabolism, a challenging modeling
target. The CoMFA 3D pharmacophore,
depending on training set, combines hy-
drophobic domain(s), a hydrogen bond
acceptor, a ring aromatic feature, and a
positively ionizable feature. Use of the
Cerius2 GA also produces a descriptor-
based model, with particular emphasis on
the chlorine atoms in molecules as well
as on descriptors consistent with those
above. These are features of which one or
more have to be present for rapid hepatic
clearance. CYP inhibition (formally, pKi)
has been predicted with some success with
a combined GA/ANN approach and using
GP alone with a fragment-based descriptor
set (White et al., Amedis Pharmaceuticals,
unpublished). Objectively, these models
are as good as rapid in vitro screens for
CYP metabolism or inhibition at predict-
ing human clearance; however, they are
not likely to be widely accepted until they
are substantially better.

The other approach to CYP prediction
is one widely implemented in toxicology
but only minimally in ADME. This is
the use of databases of prior examples
coupled with some suitable similarity score
to find the nearest examples to a test
compound. These can be a simple database
and search engine or a more sophisticated
expert system. These do not have any
greater success than the mathematical

modeling methods mentioned above and
are inherently limited by the need to have
humans (with their limited bandwidth
and inherent biases) select as well as
input the data. However, their substantial
advantage for the user is that they can
provide explanations for their answers,
tracking back ‘‘hits’’ to original literature
papers: this provides the user with an
understanding of the scientific context
of the result as well as a number. It is
questionable how real the value of this
is, as few will read the original papers
in depth to uncover any methodological
flaws, unseen biases, or other problems
that would render the comparison with
their present problem irrelevant. However,
subjectively, users feel better about using
the system and so it is used. This is a
lesson other ADME modelers have been
slow to take on board. Systems of this sort
include MetabolExpert and Meteor.

5.3.10 Conclusion of P-gp, Transporters,
and CYPs
In conclusion, while, in principle, predict-
ing how drugs will interact with single
protein targets such as CYP and P-gp is
more solvable by a mechanistic, compu-
tational chemical approach, this is not
yet practical, and the data-driven, math-
ematical modeling approaches used for
higher-level ADME properties are still at
least as useful. This is partly because trans-
porters are integral membrane proteins,
and hence determining their 3D structure
is hard. However, equally problematic is
the fact that their binding sites are highly
nonspecific, being, in effect, hydrophobic
‘‘buckets’’ with a catalytic site in them, and
docking molecules into such ill-defined
structures is extremely prone to error.
Structural information will improve, but
the docking problem is likely to remain.
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6
Distribution

Once a drug has successfully negotiated
the gastrointestinal tract and the liver, it
enters the systemic circulation and from
there can go to all the organs of the body.
Predicting how this occurs is important
to predicting the concentration of the
drug at any time in its target tissue or
receptor. This breaks down broadly into a
system-wide measure of where the drug
goes (volume of distribution, Vd) and
consideration of how it penetrates specific
organs or tissues.

6.1
Volume of Distribution and Protein Binding

Formally, Vd is the dose of the drug
divided by its concentration in plasma,
that is, the apparent volume of plasma in
which the drug is dissolved. It represents
a combination of the literal volume of
the body that the drug dissolves in and
the extent to which it binds to body
components. Paradoxically, Vd can be
larger than the volume of the patient who
received the drug: if the drug binds tightly
to (for example) bone or fat, these tissues
will extract the drug from plasma, leading
to an unexpectedly low concentration and
hence a high Vd.

A range of approaches to Vd prediction,
including advanced modeling techniques
such as ANN and GP, have been quite
unsuccessful. This is probably because,
although Vd is simple to measure, it
is the result of an enormously complex
phenomenon of traffic of compound into
and out of all the compartments of
the body, both through diffusion and
partition processes and through active
transport. Only complex integrative PK
models (see below) that explicitly model

many compartments and tissues in the
body and include measured values for
drug transport and partition come close
to modeling Vd successfully.

A major component of such models is
plasma protein binding (PPB). Pharma-
cologists wish to determine PPB in its
own right, especially for drugs that bind to
plasma proteins very tightly and so are es-
sentially not present in plasma as free drug
at all. The extent of PPB may also influence
intestinal absorption, an effect modeled in
CaCo-2 cell systems. So this is a useful
parameter to know and hence to model.

Serum albumin (HSA) is the dominant
protein by mass in plasma, being present at
0.6 mM concentration, which is usually far
higher than the concentration of any drug.
Binding is therefore unusual in that it does
not saturate, and very low pKa can result
in significant drug binding. Neutral drugs
bind to HSA through a predominantly
nonspecific hydrophobic interaction, and
this is reflected in modeling results: Col-
menartejo et al. use a GA to select among
a large number of candidate descriptors
and find that the predictions (R2 = 0.82,
Q2 = 0.73 for predicted affinity of binding
to HSA) are dominated by LogP. Binding
has been modeled with quantum me-
chanics–calculated descriptors – H-bond
donors, HOMO energy, PSA, dipole mo-
ment, ClogP, and a connectivity measure
indicating six-membered rings. Models se-
lect these parameters in a way that is
related to general shape and overall hy-
drophobicity. Outliers tend to be acidic
compounds that bind to different binding
sites in HSA.

Basic drugs bind primarily to α 1-
acid glycoprotein; there has been little
modeling of binding to this protein.

PPB would be expected to influence Vd
substantially, as a major ‘‘sink’’ for drug
molecules. This obvious relationship can
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be used to derive a formula for Vd on
the basis of PPB, protein concentrations
in plasma, and similar volumes and
concentrations for other compartments,
such as specific tissues and the fluid
between cells. Lave et al., Lombardo et al.,
and Poulin and Theil discuss general
equations of this sort, relating PPB to
Vd, and they are modestly successful:
Poulin and Theil obtain R2 = 0.61 for
all drugs. However, despite the logic of
the approach, in man at least Vd and
PPB are almost completely uncorrelated
(R2 = 0.04 – see Fig. 6). The equations
may therefore work only because PPB is a
surrogate for lipophilicity, as many models
include an explicit LogP term, and LogP is
independently useful as an indicator of Vd.

As PPB and Vd are apparently largely
unrelated for most drugs (despite theory),
some authors have gone on to examine

those limited PPB modes that do substan-
tially affect PK. For the pharmacologist,
the critical aspect of PPB prediction is not
differentiating 25% from 75% (which can
be compensated by dosing) but predict-
ing what drugs will be very tight binders
(over 90% bound and especially over 99%),
which seriously distort the PK. Kratochwil
et al. built a model specifically to address
this, to distinguish 90% from 99.9% bind-
ing: PPB is significantly more correlated
with Vd in these high-binding domains.
This application illustrates the need to
build models to answer development ques-
tions rather than purely scientific ones.

6.2
Blood–brain Barrier

Distribution to well-perfused organs is
usually rapid, and the concentration is
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Fig. 6 Plot of fraction of drug bound to plasma protein (x-axis) versus volume of
distribution (y-axis) for 184 compounds for which both parameters are reported
in Goodman and Gilman or in Dollery.
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simply dependent on blood concentration.
However, distribution to some organs
and tissues is slower, notably to adipose
tissue (fat, where concentrations depend
on build up of a reservoir in the fat
itself, and hence are strongly modified by
lipophilicity) and brain.

Penetration of drugs to the brain is a
major development issue. The brain is
one of the most biochemically complex
organs of the body, but the complement
of receptors shares many similarities with
receptors outside the central nervous sys-
tem (CNS). Thus, for example, histamine
receptors are almost identical in the brain
and the periphery; so the only difference
between antihistaminic drugs that sedate
(first-generation drugs such as diphenhy-
dramine) and second-generation ones that
do not (such as loratidine and terfenadine)
is that the former penetrate into the brain
and the latter do not. So determining how
much of a compound enters the brain is
important both for compounds that are
meant to have a CNS effect and for those
that are not.

Brain penetration is a modeling target
because there is a barrier to passive diffu-
sion of compounds out of the blood and
into the brain tissue (called the blood–brain
barrier – BBB), made primarily of the en-
dothelial cells lining the brain capillaries.
These are connected by tight junctions and
express P-gp that actively pumps lipophilic
molecules out of the endothelial cells. En-
try into other tissues is not usually the
target of ab initio modeling in the same
way, because they are not protected from
the blood by the same type of discrete
barrier.

Most drugs enter the brain by passive
diffusion – a few are targeted at specific
transport mechanisms such as the fer-
ritin transporter, in the expectation of

active transport. So properties that en-
hance diffusion through the biological
membrane will enhance BBB penetration
(pBBB, almost always expressed as a log
scale measure). Consequently, as would
be expected, measures of lipophilicity and
hydrogen-bonding potential feature sub-
stantially in predictions of pBBB. Modeling
seeks to model the ratio of a drug to that in
whole brain (the usual animal endpoint)
or blood to cerebrospinal fluid (CSF), the
measurement in man in most cases. Ei-
ther measurement is practical but slow
and expensive. It is also possible to es-
timate whether a compound enters the
brain by examining whether it has any
CNS pharmacology, providing that there
are receptors in the CNS to which it could
bind if it could get there (as with the anti-
histamine example above).

All attempts to model pBBB are faced
with a very limited data set. Partition
between blood and brain can only be
done in whole animals and requires a
substantial number of animals to be sac-
rificed and analyzed per data point; this is
therefore very expensive data. The largest
described, compiled by Amedis Pharma-
ceuticals from literature sources, contains
only 167 molecules for which quantita-
tive partition between brain and blood has
been measured. Most studies use substan-
tially fewer molecules, and some recycle
data sets that have transcription errors or
out-of-date and inaccurate values.

In general, pBBB is strongly correlated
with linear functions of LogP, LogPcyh
(LogP in water/partition coefficient be-
tween water and cyclohexane), PSA, and
hydrogen-bonding potential. An algorithm
based on PSA and molar volume gives
R2 = 0.71. LogPcyh is often found to be
better than LogPoct when used with other
parameters. A good model of pBBB can
be derived using LogP, PSA, and H-bond
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acceptor count, or other lipoaffinity mea-
sures (100 molecules give an R2 = 0.73).
Unlike the general finding for OB, sev-
eral authors have found significantly better
correlation of pBBB with a full dynamic
PSA calculation than with quick approx-
imations; however, a fast PSA combined
with ClogP can provide R2 = 0.77.

PSA alone can be used to predict pBBB:
Kelder et al. found that

log (pBBB) = 1.33 − 0.322 PSA.

This is unrealistic for all molecules,
as it suggests that all molecules with
zero PSA have the same pBBB – methane
has a pBBB similar to polythene or
graphite – but works well within the do-
main of most druglike molecules, again
emphasizing the need to design algo-
rithms to solve practical problems.

Crivori et al. studied the BBB relevance
of 72 Volsurf descriptors and found excel-
lent PCA breakdown of compounds into
BBB penetrant and partially nonpenetrant
compounds without training, which sug-
gests that some of the major chemical fea-
tures of these molecules (rather than subtle
ones) determine their BBB penetration.

With success in physicochemically
based models for OB, which assume that
the penetration of the gut-epithelial bar-
rier is a diffusion or partition process, the
same approach has been used to generate
models for pBBB. A model based on the
free energy of solvation in water (a calcu-
lated thermodynamic measure) achieves
an R2 = 0.72. Lombardo et al. used the
free energy of solution in water to derive a
prediction of pBBB to R2 = 0.67. They con-
sidered whether other parameters could
improve this and concluded that they could
not, which they said was not surprising
because the Delta G calculation includes
calculation of energy needed to create a
cavity in the solvent (reflected in PSA) plus

interaction between the molecule and the
solvent (reflected in LogP).

On the basis of the understanding that
pBBB is primarily a diffusion property,
Abraham’s group (Platts et al.) derived a
version of his general solvation equation to
predict pBBB to R2 = 0.9 in a series of very
powerful papers. They observe that this
model does not predict compounds with
carboxylic acid groups well and suggest
that these are transported at least in part
by the known carboxylic acid transporter.

Two other types of descriptors have
been identified as important by other
studies. Norinder and Haeberlein have
developed the equivalent of the Rule of Five
for pBBB: N + O < 5, LogP > (N + O)

(N, O = number of nitrogen and oxygen
atoms respectively). Applying this gives
a Ca of between 0.85 and 0.9. Luco
and White et al. (unpublished) have used
a range of topological connectivity and
atom-type descriptors to build models
that had Q2 = 0.75 and Ca = 0.92 (for
a classification model), respectively. The
Luco model again finds the number of
nitrogen atoms to be significant, as well
as combined measures of hydrogen-bond
donor and acceptor counts, differential
connectivity, a measure of the information-
theoretic complexity of connectivity of the
molecule, and the number of different
elements in the molecule. The White
model is a multidescriptor model built
using GP and using dozens of descriptors,
but again selected molecular connectivity
descriptors and nitrogen atom content as
well as PSA as key elements of the model.

Unlike OB, therefore, pBBB modeling
results suggest that current approaches
and data sets are capable of finding new
models to predict brain entry beyond
those based on simple diffusion-based or
thermodynamic systems and specifically
that there is a difference between N
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atoms and other polar atoms, and that
molecular size, shape, and ‘‘floppyness’’
are important to pBBB prediction.

6.3
Conclusion on Distribution

Unlike OB, it seems likely that there
is room for improvement in the de-
scriptor sets and the models used for
pBBB prediction. There is also substan-
tial room for improvement in the pre-
diction of other distribution parameters
such as Vd, to which advanced modeling
methods have been applied only sporadi-
cally. Distribution modeling is therefore
an area in which substantial advances
are likely to be made over the next few
years.

7
Integration of Predictive Models

I have stated that true Type-I models of
human PK parameters are not feasible,
and we have seen that, depending on the
endpoint, a variety of Type-V models have
been built.

Type-II and Type-III models, in which
either modeled or measured subprocesses
are integrated mechanistically to provide
a model of drug physiology, are widely
applied. By contrast, Type-IV models, in
which measured inputs are integrated
statistically to provide a picture of the
whole physiology of the drug, are rare.
This is because the top-level interactions
and mechanisms of physiology are well
understood, and if the parameters of
the components of these models can be
modeled or measured, there is no need
to guess at how macroscopic physiology
works.

Integrating low-level measures into
high-level systems is well known for OB,
where many of the subsystems are well
known (even if the specific effects of a par-
ticular drug in those systems need to be
modeled or measured). For example, Ago-
ram et al. use PLS and ANN models based
on fragments and 3D structure–based de-
scriptors to predict MDCK cell permeation,
LogP, solubility, and molecular diffusivity.
These are then integrated with measured
PK parameters to provide the constants
in the differential equations for an ad-
vanced compartmental absorption and
transit (ACAT) model of OB, to determine
the rate, extent, and approximate gastroin-
testinal location of drug liberation (for
controlled release), dissolution, passive
and carrier-mediated absorption, and sat-
urable metabolism and efflux. The model
has 18 GI compartments – stomach, seven
small intestine compartments, colon, and
nine enterocytes, plus liver, systemic circu-
lation, kidneys, and other compartments,
with coupled differential equations for
concentration in each compartment. The
software operates by numerical integration
of the large set of differential equations
and provides good results for many drugs
(for example, it correctly predicts the dose-
dependent bioavailability of propanalol,
the effect of grapefruit juice on over-
all bioavailability of CYP3A4-metabolized
drugs, and other ‘‘problem’’ PK outcomes).
It is available commercially as GastroPlus.

Leahy et al. at Cyptotex have built
integrated models specifically to exploit
the data generated by in vitro screening
assays such as CaCo-2 and the CYP assay.
The models include 114 parameters and
14 tissues (lung, muscle, adipose, skin,
kidney, brain, gut (9 segments), stomach,
spleen, pancreas, liver, heart, kidney,
reproductive), with parameters for blood
flow, fluid volume, and other physiological
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properties gained from the literature. The
models can be tailored to different species
using the physical parameters of those
species and predict half-life and AUC well
even for problematical drugs.

Both these examples, and others, require
experimental data to tie the models to the
real world. Can a purely in silico mechanis-
tic model be developed (i.e. a true Type-II
model)? At the moment, the answer is
definitely ‘‘no’’ for nearly all physiolog-
ical processes. The nearest approach is
in cardiac electrophysiology, where the
coupled differential equation models ef-
fectively demonstrate the highly nonlinear
behavior of the heart to some drugs on the
basis of relatively sparse experimental data
and substantial literature understanding of
the heart. The work of Noble et al. has been
developed to the point where it can be used
as an adjunct to late-phase clinical trials.
Even here, though, models of the underly-
ing low-level processes are not sufficiently
accurate to act as inputs to the higher-level
model. As an example, HERG IC50 can be
predicted in a statistical QSAR model to
within a log unit (Bains et al.). However,
its value needs to be predicted to within a
factor of 2 to predict whether HERG block-
ade will affect the cardiac rhythm. Here, as
elsewhere, modeling is limited in part by
the technology available but principally by
the quality of the data available.

8
Overall Conclusion and a Caution

The statistical modeling tools discussed
here have provided some valuable esti-
mators of ADME parameters and will
continue to do so. With the possible excep-
tion of pBBB, at the moment, all models
are almost entirely data-limited. There

have been no new ‘‘ADME-specific de-
scriptors’’ since the introduction of the
use of PSA and no obvious ones that
can be used. Research in this area will
therefore work on new theoretically driven
approaches (which will come up with com-
pletely new ways of describing molecules
or biological systems, but will have to wait
for the new theories before they can even
be conceived), brute-force approaches such
as the GP or ANN methods (which can dis-
cover new combinations of descriptors on
their own, but take enormous amounts
of computer power to do so), or better
data sets. Ideally, a combination of the
second and third options will inform the
first, leading to ADME predictions that are
sufficiently soundly based in scientific un-
derstanding as well as theoretical rigor to
be used widely as the basis of decisions.

In the meanwhile, practitioners are re-
minded to be cautious about the use of the
very powerful statistical techniques dis-
cussed here. They can find correlations
between almost anything. It is essential
that such statistical links are tested thor-
oughly and explored theoretically before
any reliance is placed on them.
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Escherichia coli
A member of γ protepbacteria Enterobacteriaceae normally found in the human
gastrointestinal tract among numerous strains. K-12 has been used for most
experiments in molecular biology.

Genome
The total complement of genetic material in a cell or individual.
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Functional Genomics
A field of global functional analysis of genome based on complete sequence data.

� Since Wollman & Bronfenbrenner introduced this organism in the 1930s, Escherichia
coli has become one of the most thoroughly studied organisms in biology. The
discovery of conjugation by Lederberg and Tatum in the 1940s using sets of defined
mutants triggered a revolution in biology through clarification of the concept of
‘‘gene.’’ It is a clear testament to the importance of this organism in modern
biology that nobody can escape from using E. coli to study genes or genomes. For
over 50 years, extensive and sustained efforts of many microbiologists, geneticists,
biochemists and bioinformatists around the world contributed to the detailed analysis
of the functions of many genes and gene products in these bacteria.

1
The E. coli Genome Sequence

The E. coli genome sequence was de-
termined through independent efforts of
both the United States and Japanese
groups by using two different strains of
E. coli – MG1655 and W3110 respectively.
These strains diverged from the same an-
cestral strain about 50 years ago causing
slight differences between them, including
the large inversion involving the riboso-
mal RNA genes (see below). The complete
genome sequence analysis revealed pre-
cise differences between the two strains.
Comparison of the genomes of strains
MG1655 and W3110 revealed relatively
infrequent base substitution mutations,
in the order of 10−5 per bases in the
protein-coding region. On the other hand,
dynamic genome rearrangements such as
insertions and deletions are not uncom-
mon. In summary, the E. coli genome
can tolerate large rearrangements, such
as insertion, deletion and recombination
rather than microscale changes like base
substitution. In 2001, pathogenic E. coli

O157, which is very closely related to E.
coli K-12, was subjected to genomic se-
quencing by two groups (in the US and
Japan). The results obtained with this
pathogenic strain agreed well with the
above findings with strain K-12. The E.coli
O157 acquired its pathogenicity mainly by
horizontal gene transfer mediated by a
temperate bacteriophage.

2
ORF Predicted from the Complete Genome
Sequence of E. coli

Extensive studies of a few model organ-
isms including E. coli and Saccharomyces
cerevisiae elucidated the functions of many
genes and gene products particularly by
using techniques of genetics, biochem-
istry and physiology, and so on. Complete
genome sequence of E. coli revealed the
presence of about 4400 predicted ORFs.
More than 2000 genes have so far been
characterized and classified by their func-
tion, whereas the rest remain functionally
uncharacterized (Fig. 1). Network analysis
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Fig. 1 Functional classification of E. coli ORFs.

of mutual functional relationships be-
tween genes or gene products has just
started.

Accumulation of numerous genomic
sequence data accelerated comparative
approach, providing the basis for dis-
tinction between two ways of genes to
be homologous: orthologous genes are
homologues between species, and par-
alogues are those that descend directly
from copies of a gene that duplicated
within an ancestral genome. Orthologues
are therefore good instruments for build-
ing phylogenetic trees of organisms, and
paralogues are useful for understanding
the course of protein evolution. Compar-
ative analysis using the full set of genes
in E. coli revealed two classes of genes:
paralogues and nonparalogues. Sets of
paralogous genes could be considered to
have descended from ancestral genes by
duplication and divergence. The concepts
of ‘‘protein family’’ and ‘‘module’’ were
discussed by Riley and her colleagues:
‘‘module’’ defined as a long conserved seg-
ment, usually larger than 100 amino acid

residues, within a protein and an element
of sequence that has independent evolu-
tionary history. It may also correspond to
a functional unit and contain several do-
mains that are defined as structural units.
These functional units are capable of in-
dependent existence but in some cases,
joined to another module of independent
function in a multimodule protein. For ex-
ample, proteins involved in transport or
binding proteins form a large protein fam-
ily in E. coli, and some of them (enzyme,
transport protein and transcriptional reg-
ulator protein) share modules for binding
certain ligands.

3
Repetitive Sequences, Sites, RNA Genes,
etc.

Many kinds of repetitive sequences are
found within the genome and some of
them have important physiological func-
tion. Distribution of repeats on the chro-
mosome is not random and seems to be
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related to some feature of DNA replication.
Repetitive sequences in E. coli are encoun-
tered in many contexts. Various classes
repeats are present in diverse prokary-
otes, including E. coli. Coding sequences
such as ribosomal RNA genes, transfer
RNA genes, and insertion sequences are
present usually in multiple copies but their
copy numbers are relatively low. Other
interspersed repetitive DNA sequences
are relatively short but abundant and
located within intercistronic noncoding se-
quences. The latter families of repetitive
sequences are listed in Table 1.

E. coli has 7 copies of rRNA coding
genes (rrn) and an additional copy of 5S
rRNA coding gene. Other rRNA related
DNA sequences named TRIP, showing
significant similarity to 5S rRNA, were
recently found, which may have important

Tab. 1 Extragenic highly repetitive sequence
families.

Sequence Size [bp] Copy number

BIME 40 ∼ 400 ∼800
Ter 30 63
BoxC 56 36
Iap 29 23
IRU 127 19
RSA 152 6

roles related to 5S rRNAs. The rRNA
genes are located within half of the
chromosome that contains the origin of
DNA replication (oriC), whereas many of
the TRIP sequences are located in the other
half of the chromosome. Moreover, rrn and
some of the related TRIP sequences are
distributed symmetrically on the leading
strands on both sides of oriC. Consistent
with this location, transcription of rrn
operons generally proceeds away from the
replication origin (Fig. 2).

Repetitive sequences such as rRNA
genes provide a driving force for genome
rearrangement. A large inversion of the
genome between rRNA genes has been
documented in E. coli, and one such in-
version was found in the strain W3110.
Although the direction of rrn gene tran-
scription is strictly restricted away from
the replication origin, the inversion in E.
coli appears to be stable because the ge-
ometric relationship between rrn operons
and the replication origin are preserved.

Insertion Sequences (IS) represent an-
other family of repetitive elements and
cause genetic variation among different
strains of E. coli: both the abundance and
distribution of insertion sequences can
vary in different strains. Strain W3110,
whose sequence was determined by the
Japanese group, contains about 60 ISs

A
B

C

D

E F

G

H

TRIP1a

TRIP1c

oriC

dif

E. coli
genome

Inversion

Replication

Fig. 2 Ribosomal RNA genes
(rrnA-H) and related sequences.
The arrow represents the
inversion loci of W3110 between
D (rrnD) and E (rrnE).
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that belong to at least 10 distinct families
and at least 10 ISs differ in their location
when compared to another strain MG1655,
whose sequence was determined by the US
group. These results testify to a great vari-
ability in both number and family of ISs
in closely related strains. Although it is
not possible to decide whether these ele-
ments were primarily selected on the basis
of their beneficial character, or whether
they act as genomic parasites, there are a
number of examples in which direct se-
lection for certain mutants resulted from
transcriptional activation mediated by IS.

Interspersed repetitive sequences rep-
resent relatively short (usually less than
500 bp), noncoding, intercistronic and
dispersed elements found in bacterial
genomes. Six classes of highly repetitive
sequences, BIME, IRU, Box C, RSA, iap,
and Ter Sequences have been identified
(Table 1). Although they are highly re-
peated, they do not constitute more than
2% of the total E. coli DNA and this explains
the failure of identification by the classical
experimental methods. These sequences
were mostly discovered by computer anal-
ysis of sequence data.

None of these sequences encode pro-
teins, and are dispersed throughout the
chromosome. BIME is the best doc-
umented case, originally identified as
REP (Repetitive Extragenic Palindromic),
which consists of a 38 b consensus palin-
dromic sequence and can form a stable
stem-loop structure with a 5 bp variable
loop in the middle. Clusters of REP el-
ement with several sequences form a
complex mosaic structure called BIME
(Bacterial Interspersed Mosaic Elements).
Approximately 800 BIMEs appear to be
homogeneously distributed over the entire
chromosome. BIMEs are found in extra-
genic locations at the 3′ ends of operon or
between two genes of an operon, but rarely

upstream of the first gene of an operon.
Specific interactions of DNA gyrase, IHF
and DNA polymerase I with BIMEs were
reported, although the functional impor-
tance is unclear. The BIME-Pol I inter-
action suggests possible amplification of
BIME regions.

4
Post Sequence Genome Project

Upon completion of genome sequencing,
efforts were made to construct various
resources including a complete set of
ORF clones and of deletion mutants.
These resources should provide basic tools
for systematic functional analysis of the
genomes that would eventually develop
into systems biology.

Furthermore, genome-wide analysis of
transcriptional regulation (transcriptome),
protein dynamics (proteome), flow of
metabolites (metabolome) have rapidly
developed to make the best use of DNA
sequence information (‘‘-ome’’ is a Greek
suffix for ‘‘whole’’).

Although E. coli is among the most
thoroughly studied genetic systems, half
of the genes had not been characterized
experimentally. One can now identify all
of their genetic components, such as
protein-coding genes, RNA genes, and
regulatory elements. It is, in other words,
limited number of genes to be analyzed,
although almost half of them remain
to be functionally analyzed. Moreover,
global analysis of regulatory network of
transcription, protein–protein interaction
and so on, has just started.

DNA sequence analysis identified about
4400 protein-coding genes in E. coli. The
power of genetically tractable model or-
ganisms is that they can facilitate the
analysis of physiological gene function
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in vivo. Precise genetic manipulation is
particularly important for functional ge-
nomics. Genome sequence data permitted
to design oligo DNA primers for precise
amplification of ORFs and a complete set
of histidine tagged ORF clones, fused with
and without GFP gene, has been obtained
and is available upon request for E. coli
(reviewed by Mori et al.).

One approach for systematic functional
analysis is gene deletion (replacement)
by homologous recombination. Targeted
gene replacement, once thought to be
difficult in E. coli, can now be dealt
with by using techniques developed by
Wanner and colleagues. These systematic
approaches to construct resources for
functional genomics would rapidly raise
E. coli to one of the leading organisms in
the field of functional genomics.

4.1
Transcriptome Analysis

With the advance of genome research,
many novel techniques have been devel-
oped including DNA microarray or DNA
chip technology that are extremely useful
for analysis of global gene expression. Gen-
erally, DNA microarray is defined as an
orderly arrangement of tens to hundreds
of thousands of unique DNA molecules of
known sequence usually on a glass slide.
Each unique DNA molecule is individu-
ally synthesized on a rigid silicon plate
(generally called DNA chip and developed
by Affymetrix Co.) or presynthesized DNA
molecules (synthetic oligonucleotides or
polymerase chain reaction (PCR) prod-
ucts) are spotted and immobilized on the
slide glass. The use of DNA microarray
to study E. coli gene regulation was first
illustrated by Blattner and colleagues, and
has rapidly expanded to analyze various
aspects of transcriptional regulation.

4.2
Proteome and Interactome Analysis

Technology for global analysis of cellular
proteins has been established since 1975 as
two-dimensional polyacrylamide gel elec-
trophoresis developed by O’Farrell. And E.
coli has a long history for protein cataloging
in 2D gel. However, new technology called
matrix-assisted laser desorption ionization-
mass spectrometry (MALDI-MS) accelerated
protein identification dramatically. Cur-
rently, the most widely used method for
proteome analysis is 2DE, followed by
identification by mass spectrometry in
high-throughput. Proteomics has now de-
veloped on global scales not only for
identification and cataloging of all the pro-
teins expressed in a cell but for global
analysis of protein–protein interaction,
called interactome, using the yeast two-
hybrid system or related methods. As an
alternative method for global interaction
analysis, His-tagged-pulldown technique
widely used as a fusion tag in expression
of recombinant proteins has been used to
allow affinity purification. A complete set
of His-tagged ORF clones has already been
established, and the comprehensive pro-
tein–protein interaction analysis is now
under way. Mass spectrometry is also used
for identification of copurified interacting
candidate proteins.

5
E. coli Genome as a Model for Systems
Biology

Biology itself is now standing at the turn-
ing point from the past descriptive biology
to the modern quantitative systems bi-
ology. Many systematic approaches such
as DNA microarray or proteome analysis
have been adopted that should help to
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understand the cells comprehensively as a
system. Among model organisms, E. coli is
especially important in this field because
of enormous accumulation of biologi-
cal knowledge and experimental method-
ologies. Scientists can now describe in
exquisite detail many of the molecular
parts and processes in a cell. Complete
genetic information is now available for
many organisms in all life kingdoms. Yet,
we still do not have a comprehensive com-
putational model of a living cell.

The International E. coli Alliance (IECA)
was formed to tackle this fundamental bio-
logical problem in November 2002. IECA’s
mission is to consolidate global efforts to
understand a living bacterial cell. Scientists
around the world are working together
to create a complex computer model,
integrating all of the dynamic molecular in-
teractions required for the life of a simple,
self-replicating cell. An E. coli cell model
will have immediate practical benefits
and will significantly advance the field of

computational systems biology. Genera-
tion of a computerized E. coli cell will add
powerful new tools to our existing arsenal
of discovery, including virtual experimen-
tation and mathematical simulation. Ulti-
mately, these biological and computational
tools could be useful in both drug discovery
and in the design of bioenhanced nanoma-
chines. Furthermore, development of a
virtual system for experimentation on the
E. coli cell will be extremely useful for un-
derstanding more complex cells and con-
tribute to the development and validation
of in silico models of human cells. Biology
is now changing to become a big science
and E. coli might become one of the lead-
ing organisms in this new biology as was
the case in the field of molecular genetics.

6
Useful E. coli Websites

As Internet technology advanced, the
importance of websites rapidly increased.

Tab. 2 Useful websites of Escherichia coli.

http://ecoli.aist-nara.ac.jp Nara Institute of Science and
Technology, Japan

http://www.genome.ad.jp/ Kyoto University, Japan
http://www.shigen.nig.ac.jp/ecoli/pec/index.jsp The Institute of National Genetics, Japan
http://gib.genes.nig.ac.jp/ The Institute of National Genetics, Japan
http://genome.gen-info.osaka-u.ac.jp/bacteria/o157/ The University of Osaka, Japan
http://www.cifn.unam.mx/Computational−Genomics/

regulondb/
Universidad Nacional Autonoma de

Mexico, Mexico
http://redpoll.pharmacy.ualberta.ca/CCDB/ University of Alberta, Canada
http://www.uni-giessen.de/∼gx1052/ECDC/ecdc.htm Justus-Liebig-University, Germany
http://genolist.pasteur.fr/Colibri/ Institute Pasteur, France
http://web.bham.ac.uk/bcm4ght6/res.html The University of Birmingham, UK
http://colibase.bham.ac.uk/ The University of Birmingham, UK
http://biocyc.org/ecocyc/ SRI International, USA
http://www.genome.wisc.edu/ University of Wisconsin – Madison, USA
http://bmb.med.miami.edu/EcoGene/EcoWeb/ University of Miami School of Medicine,

USA
http://www.vetsci.psu.edu/ecoli.cfm Penn State University, USA
http://www.ncbi.nlm.nih.gov/ National Center for Biotechnology

Information, USA
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The useful websites of E. coli are listed in
Table 2.

See also Bacterial Pathogenesis,
Molecular Basis of; Genetics,
Molecular Basis of; Genomic
Sequencing (Core Article).
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Keywords

E-Cell
Short form for Electronic Cell. A tool for modeling and simulating cellular pathways.

Self-supporting Cell
A virtual cell with 127 genes sufficient for survival.

In Silico Modeling
Describes a model building process using computers.

Mycoplasma Genitalium
A microorganism with the smallest number of genes.

Virtual Erythrocyte
An in silico model of whole erythrocytic metabolism.

Modeling
A practice of abstracting and interconnecting elements leading to a hypothesis. Models
can be qualitative or quantitative or an optimum mix of the two.

Simulation
A process of visualizing a model dynamically.

� Cells perform complex tasks with sheer simplicity. They are remarkable, tiny factories
where thousands of jobs are performed in parallel and with statistical precision. The
grand challenge for the scientific community is to understand the entire structural
and functional design of the cell and fine-tune it for scientific applications ranging
from basic to pharmaceutical. In a traditional experimental set-up, it is difficult to
focus on more than one problem though recent high-throughput techniques have
enabled investigation at the ‘‘whole’’ organism level. Nevertheless, data coming from
these experiments are often noisy and require a large number of replicates to validate
a single observation. Furthermore, the statistical treatment of the high-throughput
data is also controversial. To overcome the physical and conceptual limitations, we
need innovative sets of tools and strategies to address a problem. Recently, a spurt
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of articles published in Nature (Nov 14, 2002 issue) lends credibility to the idea of
using in silico approaches for understanding and engineering whole cellular systems.
E-Cell is one such tool that has been specifically designed to model and simulate
cellular pathways. It has been successfully used to create a self-sustaining cell with
127 genes, that is, just stable enough for survival. In this chapter, some of the basic
modeling concepts, their importance, the role of E-Cell, and the future challenges
that await the modeling community will be discussed.

1
Introduction

A model is an optimal mix of hypothe-
ses, evidences, and abstractions. Models
are the closest replicas of phenomena with
sound diagnostic and predictive abilities.
They are easily understood, controllable,
and analyzable even for large and com-
plex data. The aim of whole-cell mod-
eling is to provide both a conceptual
basis and a working methodology for the
entire cell by adopting a formal model-
ing process in the presence/absence of
mathematical equations. The purpose of
sketching this conceptual scaffold is to
identify unknown entities, make predic-
tions, and design experiments targeted at
unanswered questions.

A cell by itself is a complete genetic and
biochemical reactor holding all the infor-
mation necessary to sustain life. It offers
an ideal middle path between (extreme
ends of) atomic interactions and whole or-
gans. By creating a whole-cell model, it is
at least theoretically possible to stretch out
in either direction. Experimental biology
has now reached a stage where future re-
search will heavily depend on the in silico
contribution. Though static representation
of data has traditionally helped develop an
overall perspective, it is the dynamic mod-
eling that aids in better understanding of
the cellular machinery (Table 1).

Broadly, whole-cell transactions may
be classified into enzymatic and nonen-
zymatic processes. Enzymatic processes
represent most of the metabolic events
while nonenzymatic processes represent
gene expression and regulation, sig-
nal transduction, and diffusion. In or-
der to create a complete virtual cell,
it is important to have provisions for
DNA replication and repair, transcrip-
tion and its regulation, translation, energy
metabolism, metabolism, cell division, sig-
naling pathways, cell membrane dynam-
ics (ion channels, pump, nutrients), and
intracellular molecular trafficking with
appropriate mathematical representations
(Table 2).

Tab. 1 Basics of map construction.

Type of
representation

Description

Linear chain Unidirectional flow
Branched chain Two enzymes

participate in one
reaction, resulting in
different products

Loops Two branches unite
forming an inherent
dependency between
them

Cycles Larger loops
comprising many
intermediates
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Tab. 2 Mathematical representation of cellular processes

Process Dominant phenomenon Typical computational schemes

Metabolism Enzymatic reaction DAE, S-Systems, FBA
Signal transduction Molecular binding DAE, stochastic, diffusion

reaction
Gene expression Molecular binding,

polymerization, degradation
OOM, S-Systems, DAE, Boolean,

stochastic, Bayesian, rule based
DNA replication Molecular binding,

polymerization
OOM, DAE

Cytoskeletal Polymerization,
depolymerization

DAE, particle dynamics

Cytoplasmic streaming Streaming Rheology, finite element method
Membrane transport Osmotic pressure, membrane

potential
DAE, electrophysiology

Notes: DAE: Differential algebraic equations; FBA: Flux balance analysis;
OOM: Object-Oriented Modeling.

To accomplish the ‘‘big picture,’’ the
data should not only be of good quality
but should also be treated with intuitive
mathematical representations that accu-
rately describe life in vivo. It is noteworthy
to mention that good data is more of an ex-
ception than rule! For modeling metabolic
pathways, the data input typically con-
sists of rate constants and concentrations.
A metabolic pathway usually consists of
a mixture of forward and reverse reac-
tions (uni, bi, ter) of ordered/random
types. The inhibitors may be intermedi-
ate compounds of the same pathway or
external entities. The availability of good
data makes the modeling process more
or less a straightforward process, but of-
ten missing links have to be figured out
due to incompleteness of information.
Problems in doing so arise mostly due
to numerical reasons – stiffness and pa-
rameter sensitivity. The main difference
between data-to-model and model-to-data
approaches is that in the former the start-
ing material is substrate, enzyme, and
modifier concentrations (for calculating
the velocity curve), while in the latter,

kinetic constants and velocity of reac-
tion values are assumed. However, the
difference between these two approaches
sometimes blurs because in real life situa-
tions modeling often involves manual data
fitting approaches to match an expected
output or hypothesis. The major advan-
tage of carrying out simulations is not only
to study the system per se but also to ex-
trapolate its behavior, even in the presence
of a hypothetical condition, for example, a
cell with many essential gene knockouts.
Modeling, simulation, and analysis are
therefore ideally positioned for integrating
experimental knowledge into the in silico
environment. In addition to demystifying
nonintuitive phenomena, simulation lets
us test experimentally unfeasible scenarios
and can potentially reduce experimen-
tal costs. Although wet experiments are
indispensable for the advancement of bi-
ological knowledge, in silico modeling can
help shorten knowledge discovery. With
the enormous computational power easily
available, the challenging part in model-
ing is more conceptual than physical in
nature.
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The next section gives an overview of
modeling tools, online resources, and
databases that the modeling community
often makes use of.

2
Biological Modeling and Simulation Tools

A number of promising tools are available
for studying gene expression, regulation,
and metabolic pathways (Tables 3 and 4).

Below is a partial description of a few
such tools.

2.1
DBSolve

URL: http://websites.ntl.com/∼igor.
goryanin/

DBsolve is an integrated development
environment for metabolic, enzymatic,
and receptor-ligand binding simulation. It
is an ordinary differential equation (ODE)

Tab. 3 Cellular databases and pathways.

Name URL Features

1. General Online Maps and Pathways
IUBMB-Nicholson Minimaps Comprehensive; describes regulatory and
http://www.tcd.ie/Biochemistry/IUBMB-

Nicholson/
spatial features of substrates and enzymes,
available in .gif, .svg and .pdf forms

Boehringer Mannheim Biochemical Pathways Comprehensive; covers many organisms, most
http://www.expasy.ch/cgi-bin/search-biochem-

index
extensively used by researchers, available in
online and paper formats

Kyoto Encyclopedia of Genes & Genomes
(KEGG)

Huge database on gene sequence, regulatory

http://www.genome.ad.jp/kegg/ pathways, metabolism, molecular
assemblies, etc.

What Is There (WIT) Covers metabolic pathways of over
http://wit.mcs.anl.gov/WIT2/ 25 organisms
Enzyme and Metabolic Pathway (EMP) Includes metabolic pathways, reaction
http://emp.mcs.anl.gov/ mechanisms, rate laws, and numeric data

from research papers
Biopathways Consortium An open forum for developing technologies and
http://www.biopathways.org/ standards for biopathways
EcoCyc Houses all the Escherichia coli pathways with an
http://ecocyc.org/ aim of creating its functional catalog
PathDB Plant metabolic database management system;
http://www.ncgr.org/pathdb/ runs on client server architecture
UM-BBD University of Minnesota

Biocatalysis/Biodegradation Database
Microbial metabolic pathway database. Also

used as a teaching tool
http://umbbd.ahc.umn.edu/
METAVISTA Resource for proteomic profiling, metabolic
http://www.metabolic-explorer.com profiling, and metabolic flux analysis

2. Regulatory Pathways
KEGG Regulatory Pathways An extension of KEGG database
http://www.genome.ad.jp/kegg/regulation.html

(continued overleaf )
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Tab. 3 (continued)

Name URL Features

BioCarta Interactive web-based resource on gene
http://www.biocarta.com/ function and proteomics
Biomolecular Interaction Network Database

(BIND)
Describes chemical reactions, conformational

changes, and protein and network
http://www.bind.ca/index.phtml interactions across various species.
Signal Pathway Database (SPAD) Signal transduction database with emphasis on
http://www.grt.kyushu-u.ac.jp/spad/ protein–protein and protein–DNA

interactions
Cell Signaling Networks Database (CSNDB) Contains sequences, structures, functions, and
http://geo.nihs.go.jp/csndb/ reactions involved in cell signaling
Munich Information Centre for Protein

Sequences (MIPS)
Functional yeast genomic database

http://mips.gsf.de/proj/yeast/CYGD/db/
index.html

GeNet – Gene Networks Database Developmentally regulated gene networks
http://www.csa.ru/Inst/gorb−dep/inbios/

genet/genet.htm
EmbryoNet Developmentally regulated genetic networks
http://www.csa.ru/Inst/gorb−dep/inbios/

genet/embryo.htm
Genetic Network Maps Drosophila embryogenesis network
http://www.csa.ru/Inst/gorb−dep/inbios/

genet/access.htm
Wnt Signaling Pathway Drosophila developmentally regulated Wnt
http://www.stanford.edu/∼rnusse/

wntwindow.html
signaling pathways

3. Transcription Factors and Expression
TRANSPATH Describes pathways involved in regulation of
http://transpath.gbf.de/ transcription factors
TRANSFAC Transcription factor database
http://transfac.gbf.de/TRANSFAC/index.html
RegulonDB Transcription regulation and operon
http://www.cifn.unam.mx/Computational−

Genomics/regulondb/
organization database

DBTBS Bacillus subtilis promoter and transcription
http://elmo.ims.u-tokyo.ac.jp/dbtbs/ factor database
Saccharomyces cerevisiae Promoter Database

(SCPD)
http://cgsigma.cshl.org/jian/

Database on promoters and mapped regulatory
regions of yeast

Axeldb Gene expression database of Xenopus laevis
http://www.dkfz-

heidelberg.de/abt0135/axeldb.htm
NEXTDB Caenorhabditis elegans expression database
http://nematode.lab.nig.ac.jp/
MAGEST Ascidian expression database
http://www.genome.ad.jp/magest/about.html
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Tab. 3 (continued)

Name URL Features

4. Enzyme Database
BRENDA The most comprehensive database on
http://www.brenda.uni-koeln.de/ biochemical reactions
ExPASy Database on protein sequences and structures
http://www.expasy.ch/
NC-IUBMB Enzyme nomenclature database
http://www.chem.qmw.ac.uk/iubmb/enzyme/
Ligand Chemical Database Database of chemical compounds and
http://www.genome.ad.jp/dbget-bin/

www−bfind?ligand
reactions in biological systems

NIST Thermodynamic database Repository on thermodynamics of enzyme
http://wwwbmcd.nist.gov:8080/enzyme/

enzyme.html
catalyzed reactions

PROCAT Specialized for 3-D active site templates of
http://www.biochem.ucl.ac.uk/bsm/PROCAT/

PROCAT.html
enzymes

5. Scientific Literature Search
PubMed Huge repository on biomedical literature
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi
Medline The oldest and most comprehensive
http://research.bmn.com/medline/search biomedical literature database
Scirus Extremely useful metasearch tool developed
http://www.scirus.com by Elsevier Science Publishers

Tab. 4 Tools for drawing pathways.

Name of the tool URL Target application

Pathfinder Dynamic visualization of metabolic pathways
http://bibiserv.techfak.uni-bielefeld.de/

pathfinder/
represented as acyclic graphs

Electric Arc CAD based, can be used to design abstract
http://home.xnet.com/∼selkovjr/

ElectricArc/
graphs to electronic circuits

Biopath Used for digitizing Boehringer biochemical
http://biopath.fmi.uni-passau.de/

index.html
pathways

Pathway Browser Visualization tool, XML-based, requires Java
http://www-pr.informatik.uni-tuebingen.de/

∼eiglsper/pathways/
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based tool that incorporates stoichiome-
try of chemical reactions too. The main
strength of DBsolve is the calculation
of steady state, fitting, and optimiza-
tion options.

2.2
Gepasi

URL: http://www.gepasi.org/
Gepasi simulates the steady state and

time-course behavior of reactions over
time and space based on stoichiometry
and reaction kinetics values. The pro-
gram is based on ordinary differential
equations. It is a very useful tool for
conducting metabolic control analysis and
linear kinetic stability analysis leading to
determination of the steady state of a
system.

2.3
Jarnac

URL: http://www.cds.caltech.edu/
∼hsauro/Jarnac.htm

Jarnac is a cell modeling language for
describing metabolic, signal transduction,
and gene networks. It is linked to Jdesigner
that the user interacts with for modeling a
biochemical event.

2.4
Virtual Cell

URL: http://www.nrcam.uchc.edu/
Virtual Cell is a modeling tool that

associates biochemical and electrophysi-
ological data with microscopic image data
describing subcellular locations. It is based
on a strong mathematical foundation,
and the results can be analyzed as im-
ages. Access to the Virtual Cell modeling
software is via the Internet using a Java-
based interface.

2.5
A-Cell

URL: http://www.fujixerox.co.jp/crc/cng/
A-Cell/

A-Cell is a Windows-based graphical
user interface (GUI) for the construction of
biochemical reaction models. In addition,
it has the capability of importing previously
constructed models and combining them
with the system.

2.6
BioQUEST

URL: http://omega.cc.umb.edu/∼bwhite/
ek.html

BioQUEST is a set of building blocks
that run on the numerical simulation
program ‘‘Extend’’ allowing the user to
construct conduct time series analysis of
biochemical reactions.

2.7
Dynafit

URL: http://www.biokin.com/
Dynafit is a software for simulating

biochemical reactions. It also provides
ViraFit for analysis of hepatitis C viral
data, BatchKi (client server tool) for
determination of tight-binding enzyme
inhibition constants, and PlateKi (similar
to Batchki) but runs as a stand-alone
application.

2.8
ModelMaker

URL: http://www.modelkinetix.com/
ModelMaker allows the modeling of con-

tinuous and discontinuous functions and
stiff and stochastic systems. It also pro-
vides optimization, minimization, Monte
Carlo, and sensitivity analysis.
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2.9
Metamodel

URL: http://bip.cnrs-mrs.fr/bip10/
modeling.htm

MetaModel 3.0 is a DOS-based pro-
gram for simulating simple biochemi-
cal reactions.

2.10
DMSS

URL: http://www.bio.cam.ac.uk/
∼mw263/ftp/doc/ISMB99.ps

Discrete Metabolic Simulation System
(DMSS) does not employ kinetic param-
eters, stoichiometry matrices, or flux co-
efficients. Instead, the rate of a reaction
is modeled on the basis of competing
metabolite concentrations or metabolite
affinities to enzymes including metabolite
and enzyme concentrations.

2.11
E-Cell

URL: http://www.e-cell.org
E-Cell is a modeling and simulation

environment. The basic concepts and
applications of the E-Cell system are
detailed in sections below.

3
The E-Cell System

3.1
Introduction

The raw material for biological complexity
is an immense diversity in components
and rules that are employed to create
and sustain life. In order to understand
the underlying complexity and engineer
new systems, it is necessary to create an
environment that can translate biology

at the level of mathematics. In the
early 1990s, the concept of in silico
biology had just started appearing on
the horizon but the scientific community
was waiting for proof of the concept.
Since none existed at that time, we
decided to create one. After many trials
and errors, a virtual baby called E-Cell
was born.

E-Cell is a short form for Electronic
Cell. It is a generic object–oriented en-
vironment for modeling and simulating
molecular processes of the whole cell
in user-definable models, equipped with
graphical interfaces that allow observa-
tion and interaction. The E-Cell model-
ing approach links diverse cellular pro-
cesses such as gene expression, signal-
ing, and metabolism, to form a virtual
cell framework. Using E-Cell it is possi-
ble to create a model and also translate
this model into a simulation environ-
ment through mathematical equations.
More precisely, however, it is a generic
system for constructing object models
of the cells that can (optionally) emu-
late the behavior of numeric equation
solvers.

In October 1996, the E-Cell project was
started at Keio University, Japan. The first
working version of E-Cell was ready within
three months and the first virtual cell (My-
coplasma genitalium) was developed within
a year. On March 2001, the beta version 1.0
of the software was publicly released under
open source, and new GUI and periph-
eral software tools were added. Currently,
E-Cell is celebrating its third birthday. Ver-
sion 1.0 and 3.0 are developed for the Linux
environment and version 2.0 for Win-
dows. C++ is used for the components
in which runtime efficiency, coding strict-
ness, and flexibility are critical. Python is
an ideal language for the other user-side
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Tab. 5 E-Cell versions.

E-Cell 1.0 (Linux) E-Cell 2.0 (Windows) E-Cell 3.0 (Linux)

Entire E-Cell application
including GUI written in
C++

Uses a cocktail of C++, Perl,
Cygwin, Java

Core portions (libecs, libemc)
and simulation objects
(reactors, substances,
steppers) written in C++

Peripheral programs (er2eri,
ss2er, rd2ch, etc.) written in
Perl, Python, and yacc/lex

Most other components,
including front end, written
in Python

Tab. 6 Public E-Cell mailing lists.

Mailing lists Features Address

E-Cell announce Very low traffic moderated ML
for announcements
regarding E-Cell projects

e-cell-announce@e-cell.org

E-Cell users For free discussions on E-Cell e-cell-users@e-cell.org
http://www.e-cell.org/mailman/

listinfo/e-cell-users
http://www.e-cell.org/moin/

moin.cgi
E-Cell development For developing E-Cell 3.0 e-cell3-devel@bioinformatics.org

Notes: ML = mailing list.

components, where productivity and read-
ability are demanded (Table 5). E-Cell is
an open source project. The entire docu-
mentation with source code is available
from http://www.bioinformatics.org/E-
Cell/. Bioinformatics.org is a nonprofit,
academe-based organization committed to
opening access to bioinformatics research
projects. The publicly available mailing
lists have been detailed in Table 6. Since
E-Cell is an open source project, the ex-
pected third-party contribution includes
algorithm modules, GUIs, new language
bindings, and mathematical analysis mod-
ules. E-Cell (version 3.0) is a highly modu-
larized software that can easily be extended
by writing plug-ins.

3.2
Architecture of E-Cell

The description here mainly refers to
E-Cell version 1.0. The E-Cell software con-
structs object models equivalent to a cell
system or a part of a cell system employ-
ing Structured Substance-Reactor model
(SRM). In the SRM, the objects belong to
one of the three fundamental object types
(Primitives): Substance, Reactor, or Sys-
tem. The Substances represent amounts of
a molecular species or other state variables.
The Reactors represent cellular phenom-
ena that result in change in the amount
or value of the molecular species or the
state variables. The Systems are used as
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containers for the Primitives representing
functional and/or physical compartments.
In E-Cell 1.0, a cell model description is
composed of two parts: definition of sub-
classes of the Primitives (mainly of the
Reactor) and a rule file. The rule file
contains information of (1) a list of the
three Primitive objects in the model, (2)
relationships among the objects (e.g. stoi-
chiometry of reactions), and (3) parameter
values for the objects (e.g. rate constants).

3.2.1 Elements of the Control Panel
The substance window shows the quantity
of a selected substance. It also allows the
user to alter the quantity at will during the
simulation process. The reactor window
displays the activity of a selected reaction.
The activity of a reaction is defined as the
amount of product produced per second in
the reaction process. Tracers are windows
that plot the concentration of substances
with time (Fig. 1).

3.2.2 Elements of the E-Cell Model
In the E-Cell system, substance is a
substrate, product, catalyst, or an ion that

affects a reaction. Typically, substances
include proteins, protein complexes, DNA
(genes), RNA, and small molecules. The
total number of molecules involved in
a reaction is defined as quantity while
concentration describes the amount of
substance present in a reaction space (in
moles per liter). In the E-Cell, the quantity
of a substance equals Avagadro’s number
times concentration times volume. The E-
Cell simulation software uses the number
of molecules in a sample to trace a reaction
and automatically converts concentration
into quantity. The spreadsheet data file
needs to be converted to .er text format.
It is possible to use macros in the .er
file to model complicated systems with
ease. In E-Cell 3.0, .er and .eri file formats
are no longer used. It uses an XML-
based E-Cell model description language.
The E-Cell system extracts quantitative
information from the rule file, links
it up with the equations described in
reactors, and plots the velocity curve
on tracers.

A special characteristic of E-Cell is
the accumulator. The Reserve Accumu-
lator (the default feature) is used when

Pulldown menu

Time counter

File name area

Start button Stop button Step button

Step size button

Fig. 1 Elements of the control panel.
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decimal fractions are unimportant, for ex-
ample, when representing an individual
cell. However, the Simple Accumulator is
used in situations in which the floating-
point value is crucial to the interpretation
of the results, for example, if the number
of molecules is very large or if the simula-
tion represents an ‘‘average cell’’ among a
large number of cells. The MonteCarlo
Accumulator is used if the simulation
requires a high degree of precision in sta-
tistical analysis.

3.3
Features of E-Cell 2.0

Recently, Mitsui Knowledge Industry has
released the Windows version of E-Cell (ver
2.0). The E-Cell 2.0 is very similar to the
E-Cell 1.0 except that the virtual memory
function (to show the concentration in the
tracer for a long time) is not implemented
for now. However, the E-Cell data file
contains time, mean value, maximum
value, and minimum value as against time
and value output of version 1.0.

To run this version, the following
supporting software is required:

*m4.exe distributed in Cygwin<http://
sources.redhat.com/cygwin/> *Java run-
time environment (http://java.sun.com/
products/jdk/1.2/), *Perl (http://www.
perl.com/pub/a/language/info/software.
html), and *C++ (http://www.borland.
com/bcppbuilder/freecompiler/)

3.4
Features of E-Cell 3.0

E-Cell 3.0 is currently being developed
with an aim of providing the cell sim-
ulation community a generic and high
performance software environment. It is
also Linux-based and has a geometry in-
formation interface. It will integrate any

sets of different simulation algorithms
including the Variable-Process model, dif-
ferential equation–based, diffusion reac-
tion, and particle dynamics–based ap-
proaches. One of the main highlights of
the software would be integration of sub-
systems with different timescales. E-Cell
3.0 allows many components, driven by
different simulation algorithms and differ-
ent timescales, to coexist in the simulation
by employing a discrete-event worldview
as its fundamental formalism.

The core simulation software of E-Cell
3.0 is a set of extension modules for
the Python language interpreter, written
in C++/C/Python. It consists of a libecs
cell modeling toolkit, an E-Cell microcore
(EMC) layer, a Python language bind-
ing (PyECS), and other peripheral Python
modules. Libecs (code name: Koyurugi)
is a generic object-oriented C++ class li-
brary for constructing various object-based
cell models. One of the special features of
Koyurugi is that the constructed cell mod-
els themselves work as simulation engines.
The E-Cell Micro Core defines interfaces
and implementations of the Simulator
class, which provides a simple applica-
tion programming interface (API) of the
Koyurugi class library. PyECS is basically a
Python binding of the EMC. Libecs, EMC,
and a main portion of PyECS are written
in C++ language.

3.5
Advantages of the E-Cell System

1. The E-Cell architecture allows users to
easily add components to the E-Cell
simulation software in order to address
individual modeling needs.

2. E-Cell can accommodate many differ-
ent kinds of simulations rather than
following one specific methodology,
that is, it can simulate deterministic
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or stochastic models, either alone or
together. Thus, users are able to model
biological systems according to their
characteristics, and incorporate diverse
methods in the same model. In the
first version of E-Cell, this is enabled
by Reactors. Reactors are coded in C++,
thereby offering users a huge band-
width for simulating a large variety
of reactions. In E-Cell 3.0, we will be
able to create new types of Reactors,
Substances, and Systems (and Stepper)
allowing more flexibility. For example,
users will be able to define integra-
tion method.

3. E-Cell is custom-made even for people
with little/no programming knowledge.

4. E-Cell offers efficient data management
through Rule files. This is particularly
useful when you have large amounts
of data.

3.6
Limitations of the E-Cell System

1. E-Cell 1.0 and 2.0 do not have
sophisticated concentration gradient

model/simulated 3-D structures and
molecular dynamics at the moment.
However, this constraint has been over-
come in E-Cell 3.0.

2. Ordinary differential equations and al-
gebraic equations can only be calcu-
lated explicitly. However, in most cases,
users can make adjustments to compo-
nents to incorporate other calculation
methods (such as incorporating a li-
brary within the reactor that allows
implicit calculation of ODEs).

3.7
E-Cell with 127 Genes

The E-Cell with 127 genes is a hypothetical
cell that contains the minimum gene set
for survival (Fig. 2). We borrowed the ge-
nomic construction from M. genitalium to
build our first virtual cell to conduct what
we call ‘‘minimum cellular metabolism.’’
This model takes up glucose from the cul-
ture medium using a phosphotransferase
system, generates ATP by catabolizing
glucose to lactate through glycolysis and

Glucose

Glycerol

Fatty acids

ATP

ATP

ATP

Lactate

Phospholipids

Phospholipid
bilayer

Degradation

Proteins

Glycolysis

Transcription
Translation

Lipid biosynthesis

mRNA

tRNA
rRNA

127 genes

Fig. 2 E-Cell with 127 genes.
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fermentation, and exports lactate out of
the cell. Enzymes and substrates are spon-
taneously synthesized and degraded over
time to sustain ‘‘life’’. The protein syn-
thesis is implemented by modeling the
molecules necessary for transcription and
translation, namely, RNA polymerase, ri-
bosomal subunits, rRNAs, tRNAs, and
tRNA ligases. The cell also takes up
glycerol and fatty acids, and produces phos-
phatidyl glycerol for membrane structure
using a phospholipid biosynthesis path-
way. The model cell is ‘‘self-supporting’’,
but not capable of proliferating; the cell
does not have pathways for DNA repli-
cation or the cell cycle. The Mycoplasma
ammunition we used was formed of genes
involved in glycolysis (9), lactate fermen-
tation (1), phospholipid biosynthesis (4),
phosphotransferase system (2), glycerol
uptake (1), RNA polymerase (6), amino
acid metabolism (2), ribosomal L-subunit
(30), ribosomal S-subunit (19), rRNA (2),
tRNA (20), tRNA ligase (19), initiation
factor (4), and elongation factor (1). Over-
all, we ended up with 98 protein coding
genes and 22 RNA coding genes. The
rest (7 genes) were imported from other
sources. All this was spread out into
495 reaction rules that modeled enzy-
matic reactions responsible for increas-
ing/decreasing substrate/product quanti-
ties, multisubstrate complex formation,
transportations of substances, and stochas-
tic processes, for example, transcriptional
factors binding factor binding to a specific
site of the chromosome.

Mycoplasma genitalium was chosen for
constructing a virtual cell with the min-
imum number of genes for survival,
because it has the smallest known
genome. Its genomic sequence (580 kb)
was determined in 1995. We abstracted
M. genitalium’s gene set to accommodate
only those genes that were required for

the bare, essential cellular metabolism. At
the time of developing the first version of
E-Cell, 120 genes from M. genitalium were
identified and well documented. However,
in order to successfully hand-construct
a self-sustaining cell, this number just
fell short by 7. The shortage was made
up by roping in genes from ‘‘external
sources’’ – 4 for phospholipid biosynthe-
sis, 1 each for nucleoside phosphate kinase
and nucleoside diphosphate kinase, and 1
for tRNA ligase. At that time, the phos-
pholipid biosynthesis and a few other
pathways in M. genitalium were not well
characterized. The information on the ki-
netic properties of genes and proteins was
mostly obtained from the KEGG and Bio-
Cyc (previously called EcoCyc) databases.

3.8
Applications of the E-Cell System

The E-Cell with 127 genes predicted for
the first time a sudden sharp increase in
the ATP level in a glucose-starved cell
followed by the equally sharp decrease
of ATP. Though the second event was
expected, the first one was a big surprise
and was later confirmed experimentally.
This anomalous situation was explained
by the fact that though ATP production
was stalled by cutting off glucose levels,
it took the cell a little while to consume
the intermediates for ATP production,
thus, resulting in a sudden increase
of ATP. This example demonstrates the
potential of in silico modeling in generating
new information. Furthermore, recent
pointers indicate a paradigm shift from
experimental biology to in silico biology.

Overall, the E-Cell has applications in
the following areas:

1. Metabolic requirements: The assess-
ment of the metabolic requirements of the
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cell is an area E-Cell can successfully ad-
dress. At present, M. genitalium is grown
in a complex medium containing several
chemically undefined components includ-
ing fetal bovine serum and also yeast
and beef extracts. By combining knowl-
edge of metabolic enzymes present in the
cell with information concerning protein
transporters of metabolites across the cell
membrane, it should be possible, by us-
ing the E-Cell model, to evaluate whether
a particular defined medium can sup-
port growth.

2. Gene expression: E-Cell software can be
used to decipher gene regulatory networks.
We plan to use M. genitalium to achieve
this objective.

3. Minimal gene set: The self-sustaining
E-Cell will be further extended to define

the minimal set of genes required for a
self-replicating cell under a specific set of
laboratory conditions.

4. Clinical applications: We are cur-
rently exploring clinical applications of the
E-Cell, for example; diabetes, red blood
cell enzyme deficiencies, and so on (see
Sect. 3.9).

3.9
Simulation of Red Cell Enzyme Deficiencies

Glucose-6-phosphate dehydrogenase
(G6PD) is a key enzyme that produces
NADPH in the pentose phosphate path-
way (Fig. 3). G6PD converts glucose-6-
phosphoric acid into 6-phosphoglucono-
1,5-lactone, and generates NADP, which
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is then metabolized into ribulose-5-
phosphoric acid via 6-phosphogluconic
acid generating NADPH in the process. A
major function of GSH in the erythrocyte
is to eliminate superoxide anions and or-
ganic hydroperoxides. Peroxides are elim-
inated through the action of glutathione
peroxidase, yielding oxidized glutathione
(GSSG).

We have implemented the G6PD defi-
ciency into the E-Cell model and modified
the kinetic parameters in accordance with
the biochemical environment of mutant
cells from patients reporting this defi-
ciency. The simulation experiments were
carried out with steady state concentra-
tions corresponding to those of the normal
erythrocyte. Sequential changes in the
quantity of NADPH, GSH, and ATP were
observed in the simulation experiments.
However, the longevity of our computer
model estimated by the concentration of
ATP turned out to be much shorter than
that of the real erythrocyte with G6PD de-
ficiency. This difference was, presumably,
due to the lack of pathways producing
GSH and the export system of GSSG. After
modification, the longevity of the cell and
the GSH/GSSG ratio was found to have
increased. Our result indicates that these
pathways partially compensate for the re-
duction of GSH and have a role in easing
anemia, a condition of G6PD deficiency.
This result can be a good explanation for
the fact that G6PD deficiency is the most
common cause of anemia. If the defi-
ciency with these compensation pathways
has no severe disadvantage for survival,
it would spread through the population.
When the activity of G6PD decreases, the
activity of 6-phosphogluconate dehydro-
genase increases, compensating for the
reduced production of NADPH. How-
ever, because either 6-phosphoglucono-
1,5-lactone was not supplied or because

G6P was deficient, the 6-phosphogluconic
acid supply was quickly exhausted and
the production of NADPH was stopped.
The amount of NADPH started to re-
duce gradually and was soon exhausted.
Subsequently, GSH started to decrease
and was soon completely converted into
GSSG. Finally, the cells worsened in their
metabolic performance and exhausted all
the ATP because of the inhibition of
rate-determining enzymes (due to low
GSH/GSSG). This model of G6PD de-
ficiency correlates well with the clinical
situation and can be a test bed for extend-
ing the model to other human erythrocyte
metabolic disorders (Fig. 4). We are also
trying to reconstruct the erythrocyte model
with pyruvate kinase (PK) deficiency. On
creating an in silico model for PK de-
ficiency, the ATP production rate was
found to decrease proportionately leading
to eventual elimination from the sys-
tem. Simultaneously, an increase in the
concentration of 2-phosphogrycerate, 3-
phosphoglycerate, and phosphoenolpyru-
vate was observed, which is in agreement
with the clinical presentation of the PK
phenotype.

4
Concluding Remarks

In order to understand the whole we must
model the whole, because a cell is basi-
cally systems biology, by default. Given
the enormous complexity and data gener-
ated by genome, proteome, transcriptome,
and metabolome, computer simulations
are indispensable for future biological
research. Whether or not it is feasi-
ble to construct a computer model of a
whole living cell is still an open ques-
tion. Although no attempts were made
toward whole-cell modeling until the late
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Effect on ATP Effect on metabolic intermediates of glycolysis

Pi: Inorganic phosphates, Mg: Free magnesium
tAMP: total AMP, tADP: total ADP, tATP: total
ATP

t23DPG: total 2,3-Diphosphogylcerate,
3PG: 3-Phosphoglycerate, 2PG: 2-Phospho-
glycerate
PEP: Phosphoenolpyruvate, LACi: Lactate
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Fig. 4 Simulation of red cell deficiency.

1990s, the importance of computer sim-
ulation of cellular metabolism has been
realized since the 1980s. Various cellu-
lar transactions like gene expression, cell
cycle, signal transduction, and metabolic
pathways have been modeled and sim-
ulated independently. However, to under-
stand the cross talk among these seemingly
‘‘self-regulating systems’’, it is necessary to
construct an integrated model of the cell.
One of the major problems in constructing
large-scale models is a lack of quantitative
data. Most of the biological knowledge is
qualitative (in the form of pathway maps).
The quantitative data available in the pub-
lished literature is often noisy and not
well suited for simulations. Thus, a major
challenge is to collect a large amount of
highly accurate and, preferably, time se-
ries data, construct quantitative models,
and train the models with more wet-bench
results till simulation matches real life bi-
ology. To achieve this objective, we not
only need good data but also a novel
computational and software engineering

approach. This is the biology of the twenty-
first century.

See also Animal Biotechnology and
Modeling.
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Keywords

Chemical Electric and Magnetic Field Effects
The consequences of the primary field effects on ions and dipoles, which cause the rate
and equilibrium constants of reactive chemical processes and phase transitions to
depend on the electric field strength and, to a weaker extent, on the magnetic flux
density.

Cooperativity
A mechanism for the simultaneous state transition of a cluster or domain of strongly
coupled molecules in a narrow field-strength range.

Electric and Magnetic Field Strength
Measures of the force on electric charges and electric and magnetic dipoles,
respectively. The targets are either freely mobile or are fixed ionic and magnetic groups
of larger macromolecules.

Interfacial Electric Polarization
Field-induced ion accumulation at interfaces of media with different dielectric
constants, leading to ionic charging up of membranes and to large induced
transmembrane voltages by small external fields.

Magnetic Induction of Electric Fields
The main effect of time-varying magnetic fields, causing ionic (AC) currents and
dipolar displacement currents, both of which interfere with chemical reactivity.

Magnetosomes
Small elongated magnetite (Fe3O4, Fe3S4) organelles that, in magnetobacteria, serve
for geomagnetic field sensing and direction finding and are also found in cells of
higher organisms.
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� Electric field reception (E) and magnetic field reception (B) are defined as the mutual
interaction of external fields with the relatively high internal fields of the ionic and
the (electric and magnetic, respectively) dipolar components including the cellular
magnetosomes involved in sensory processes. The natural E fields are particularly
apparent in the electrophysiological function of nerves. Physicochemically, the E
and B fields primarily act on charges, changing their positions and motional states.
As a consequence, the extent and the rate of chemical reactions, conformational
changes, and phase transitions of the field-receiving molecules are dependent on the
strength of the E and B fields. Although there are always finite chemical shifts in rate
and equilibrium constants, weak external fields require amplification processes (e.g.
interfacial polarization of larger particles and cooperativity in domain structures).

1
Concepts

In biology, electric and magnetic field
reception is commonly associated with
sensory processes. The electric fish have
developed special electric organs to sense
the environment for orientation, naviga-
tion, and food search. Electric eels and
torpedo fish utilize large electric discharge
organs for prey capture. Magnetobacteria
contain small magnetite (Fe3O4, Fe3S4)
organelles that serve for direction find-
ing in the earth’s magnetic field. Such
magnetosomes are also found in higher
organisms. It is important to note that bio-
logical weak-field reception and behavioral
responses are intimately coupled with the
nervous system. The receptive and sens-
ing fields of the biosphere are either static
(DC) fields or short field pulses of 0.1 to
1 ms duration with low pulse frequencies
(≤3 kHz), producing direct currents (DC)
or current pulses.

Electrotechnologically, manmade elec-
tric and magnetic field devices have
become indispensable tools of life. In
medicine, in particular, we observe a grow-
ing application of the electric and magnetic
field apparatus for both diagnostic and

therapeutic purposes. On the other hand,
it is not yet clear whether the technical
fields of power transmission lines and
electrical household devices bear poten-
tial health risks, even under normal safety
conditions. To estimate the possible ben-
eficial or negative effects, it is necessary
to understand the physical and chemi-
cal interaction mechanisms of electric and
magnetic field reception.

Generally, electric and magnetic fields
act as forces on charges: electrolyte ions
and fixed ionic groups, as well as free elec-
tric and magnetic dipolar molecules and
fixed dipolar groups of macromolecules,
including membrane lipids and cellular
magnetosomes. As a consequence of these
primary field effects, reactive chemical
interactions are dependent on the elec-
tric field strength E (Vm−1) and, to a
much weaker extent, on the magnetic field
strength H (Am−1).

1.1
Natural Fields

All life processes have evolved in the nat-
ural electric and magnetic force fields of
the earth. These geofields are quasi-static
or only slowly time-varying. Compared to
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possible technical fields, they are clas-
sified as weak. The average geoelectric
field strength is |E0| ≈ 200 Vm−1, the
average geomagnetic flux density |B0| =
µ0µ|H0| ≈ 50 µT, where µ0 = 1.256 ×
10−6 Vs/(Am) is the vacuum permeabil-
ity and the magnetic susceptibility χma =
µ − 1.

Even in its lowest forms, life makes use
of electric and magnetic field effects, most
obviously, on the microscopic level, in
the rapid signal transmission of neurons,
involving, in particular, the gated transport
of Na+, K+, Ca2+, and Cl−-ions.

1.2
Definition of Field Reception

In molecular biology, the term field re-
ception appears meaningful only if it
comprises more than just the direct in-
teractions of the force fields (and their
spatial gradients) with molecules, chang-
ing their positional and motional state.
An adequate definition of this term must
specify at least the next biochemical or bio-
physical process following the preceding
direct force effects. Thus, field reception
indispensably includes field effects on the
reactive interactions, on the molecular ori-
entations, and on the transport processes
of the ”field-receiving”ions and electric and
magnetic dipoles. Moreover, amplification
mechanisms for both small external fields
and for locally small chemical shifts are
important features of the molecular char-
acterization of field reception.

Briefly, the effects of external E and B
fields may be summarized as a cascade of
mutual interaction steps:

(E, B)ext ←−→ (E, B)int

←−→
∣∣∣
∣∣

�c, �ϕm

�K/K0, �β/β0
�k/k0

∣∣∣
∣∣

The primary step in field reception (and
emission) is the mutual interference of
the external E and B fields, (E, B)ext, with
the local (body and cell) internal fields
(E, B)int, provided the external static and
low-frequency E fields can penetrate the
systems, for instance, via direct (metal)
electrode contact. The subsequent steps
may occur in parallel (Fig. 1): (1) Mutual
changes in electrolyte flows (resulting in
local ion concentration changes �c) and in
the internal fields, including the relatively
very strong E fields of the cell mem-
branes (Em103 –104 kVm−1) correspond-
ing to electric membrane potential differ-
ences on the order of |�ϕm| = 0.01 to 0.2 V
and (2) field-induced changes of ligand-
binding processes, of conformational tran-
sitions, and of cooperative domain phase
transitions (e.g. in membranes).

Theoretically, the field-induced changes
may be quantified as relative changes
(�K/K0, �β/β0, �k/k0) in the equilibrium
constants (K), in the extents of ligand
binding and of transitions (β), and in the
rate coefficients (k).

2
Field and Molecular Motion

2.1
Internal and External Fields

To understand the effects of external fields
on freely mobile ions, on dipolar charge
pairs, and on ‘‘fixed’’ ionic or dipolar
groups of larger molecules, it is impor-
tant to realize that these ions and dipoles
are themselves the sources of local fields,
which, near the charges, have an impres-
sively high field strength (on the order of
3000 kVm−1 at body temperature). The lo-
cal electric fields are largely screened by
mobile counterions (ionic atmosphere) or
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Boundary
(membrane) Ion flows

Chemical processes ,

Nervous system

Membrane potential (∆jm)
Transport flows (Ca2+)

Enzymes, receptor proteins
Transport gating proteins (channels)
Phase transitions (membranes)

(Behavioral response)

(E,B)ext (E,B)int
∆K
K0

∆k
k0

,∆b
b0

Fig. 1 Interaction scheme for electric (E) and magnetic (B) field reception. Direct
current, static, and low-frequency external E fields (Eext) induce noticeable changes
in the body’s internal fields only if there is direct contact (e.g. via metal electrodes).
The surfaces of conducting matter represent no barriers for high-frequency E fields
and all magnetic fields. The (E, B)ext-induced changes in (E, B)int modulate ion flows
and chemical processes, in particular, in and on membranes. Weak-field reception
and emission by special skin organs always involves the nervous system.

by neutralizing ion pairing. The motion of
charges in moving fluids (like the elec-
trolyte ions in the blood) always produces
magnetic fields that in turn give rise to
electric potential gradients.

External electric and magnetic fields
have to compete with the internal biofields.
The E (DC) fields and the low-frequency
(LF) alternating (AC) E fields of the air are
effectively reduced by conducting material
like the skin of the human body. At
low frequencies (≤3 kHz), the internally
induced electric fields in conductive bodies
are therefore extremely small. On the other
hand, external magnetic fields are not
screened; they permeate bodies. The main
effect of time-varying magnetic fields is
the induction of time-varying electric fields
that cause dissipative ionic (AC) currents
as well as electric dipolar displacement
(capacitive) currents.

On the level of cells and organelles, the
dielectric material of the plasma mem-
brane has condensor properties for the

storage of electric energy. External fields
cause changes in the ion accumulations
at the membrane–solution interfaces. Ex-
ternally induced interfacial polarizations
can lead to enormous amplification of
the transmembrane electric field, which in
turn can appreciably affect the reactions of
membrane proteins and the various trans-
membrane transport phenomena.

2.2
Thermal Motion

Another important aspect is that the
electric and magnetic interaction energy
�rG(F) must compete with the randomiz-
ing thermal motion of the species. The
thermal noise energy is given by kBT ,
or on a molar scale, by RT, where kB

is the Boltzmann constant, R = NA · kB

is the gas constant, NA the Avogadro
constant, and T is the thermodynamic
(Kelvin) temperature. In order to be rele-
vant, the electric and magnetic field effects
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must emerge from thermal noise and the
normal concentration fluctuations.

2.3
Freely Mobile Charges

The E and B fields are a measure of the
respective force line densities. E and B
are defined by the electric and magnetic
forces Fel and Fma exerted on the charge
q respectively changing the velocity v of
free charges and the position of fixed and
dipolar charge pairs.

The direction of change is globally given
by the charge number zi (with sign) of the
ion or ionic group i such that qi = zieo,
where eo = 1.6 × 10−19 As is the positive
elementary charge, and by the drift speed,

vi = zi

|zi|uiE (1)

where ui is the electric mobility. The
Coulomb law Fel = qE and the Lorentz law
Fma = q(v × B) yield the total force on q:

F = q(E + v × B) (2)

The vector cross product v × B = |v||B|
sin θ , where θ is the angle between the
vectors v and B, describes the circular
motion of a charge around the B lines.
Note that Fma is maximal if v and B are
at right angle and Fma = 0 if v and B are
parallel or if the charge is fixed (v = 0).

2.4
Dipole Orientation and Dipolophoresis

Electric and magnetic dipoles are oriented
in homogeneous E and B fields respec-
tively. The fields exert a torque against the
thermal energy kBT . In spatially inhomo-
geneous fields, dipoles not only rotate into
the field direction but also move transla-
tionally in the direction of higher or lower
field strengths (dipolophoresis, sometimes

inappropriately called dielectrophoresis).
The total force F(r) exerted by, say, a radi-
ally inhomogeneous field is given by the
dot products

F(r) = mel · ∂E
∂r

+ mma · ∂B
∂r

(3)

where the partial space derivatives are
a measure of the inhomogeneity of the
respective fields.

2.5
Electric Currents

The motions of charges and dipoles may
be measured as ohmic and capacitive
currents. The current density J (A/m2) is
related to the field strength by

J = κ · E + ∂D
∂t

(4)

where κ is the ionic conductivity of
the medium and D = ε0εE is the di-
electric displacement vector (covering
dipole reorientations), where ε0 = 8.854 ×
10−12 As/(Vm) is the vacuum permittivity
and ε is the (relative) dielectric constant of
the homogeneous medium.

In polyelectrolytes like DNA and on
polyionic membrane surfaces, an external
field can cause displacements of the
counterion atmospheres, thereby inducing
stationary ‘‘ionic flow-dipoles’’ having
appreciably high dipole moments.

The circular-current density vector in-
duced by a homogeneous magnetic field
acting on moving charges qi (vi) is given
by the sum of all ion contributions

J = κEind = κ	i(−vi × B) (5)

Time-varying magnetic fields induce ion
flows by magnetic induction. The voltage
(Uind) induced around a closed path of
length 
 = ∫

ds, where ds is a differential
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path element, is given by

Uind =
∮

E d
 = −
∫ ∫ (

∂B
∂t

)
ds (6)

where ∂B/∂t is the time derivative of
B. Since the dot product (∂B/∂t) · ds =
(∂|B|/∂t)d|s| cos θ , Uind is maximal if B is
perpendicular to the path (surface), that is,
parallel to s. The magnitude of the E(t) field
of frequency f at a perpendicular distance
r from the center of a path around the B di-
rection is |Eind| = π f|B||r| and the current
density |J| = κπ f|B||r| increases linearly
with frequency. Magnetically induced cur-
rents are generally about 103 times larger
than those induced directly by external
electric fields E0(f ).

3
Chemical Reaction Equilibria

In biochemistry, we frequently encounter
ligand (L)-induced changes in the confor-
mation of macromolecular binding sites
(B). This induced fit is described by the
scheme

L + B
(K1)−−−⇀↽−−− LB

(K2)−−−⇀↽−−− LB′ (7)

where the conformational transition B ⇀↽

B′ is inherent. The physically more realistic
reaction scheme comprises two binding
steps and two structural transitions:

(K1)

L + B −−−⇀↽−−− LB

(K4)
�
�

�
� (K2)

L + B′ −−−⇀↽−−− LB′
(K3)

(8)

The individual equilibrium constants
K1 = [L][B]/[LB], K3 = [L][B′]/[LB′] and
K2 = [LB′]/[LB], K4 = [B′]/[B], where the

brackets denote molar concentrations, are
related by K1/K3 = K2/K4.

The apparent equilibrium constants K ,
defined as equilibrium concentration ra-
tios, may vary with concentration and with
the ionic strength because of the screening
effects of ions and other nonreactive inter-
actions. When a reaction is written in the
suggestive form 0 = 	iνiJ, where νj is the
stoichiometric coefficient of the reaction
partner J (positive for a product, nega-
tive for an educt), the ‘‘really constant’’
thermodynamic equilibrium constant K o

is defined as the equilibrium activity
ratio:

K o = �aj
νj = |K| · Y = exp

(
−�rĜ

o

RT

)

,

(9)

where �rĜ
o

is the standard value of the
transformed Gibbs reaction energy. See
Eq. (15).

The thermodynamic activity aj is a di-
mensionless quantity expressed as aj =
|cj|yj, where |cj| is the numerical value of
the concentration cj and yj is the thermo-
dynamic activity coefficient. Hence, from
K o = |K|Y , we see that K = �cj

νj and
Y = �yj

νj . Note that Eq. (9) is used to relate
experimental data via K o to the reaction
energetics.

3.1
Dipole Reaction

For the general analysis of field-induced
changes, the scheme 0 = 	jνjJ is specified
in terms of reactive educts Jr and products
Jp according to

	r|νr|Jr

kr−−−⇀↽−−−
kp

	pνpJp (10)

where kr and kp are the rate coefficients for
the forward and backward reaction steps
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respectively. The molar reaction dipole
moment �rMo relevant for field effects
is defined as the difference

�rM
o = Mp − Mr = NA〈�rm〉 (11)

where Mp and Mr are the average molar
moments of the products and reactants
respectively. The molecular reaction av-
erage 〈�rm〉 is given by the individual
contributions of the reactant and product
molecules:

〈�rm〉 = 	r|νr‖mr|〈cos θ〉
− 	pνp|mp|〈cos θ〉 (12)

The brackets 〈〉 denote orientational
averages and θ is the angle between the
dipolar axis of a molecule J and the field
direction.

Introducing now F = F(E,B) = |E| or, in
the other case, F = F(E,B) = |B| for the
amount of the electric field strength vector
E and that of the magnetic flux density
vector B respectively, the general expres-
sion of the (isothermal, isobaric) field-
induced change of K o = exp[−�rĜ

o
/RT ],

see Eq. (9), is given by a van ‘t Hoff-like
expression:

(
∂ ln K o

∂F

)

p,T
= �rMo

RT
(13)

For F = |E|, 〈�rm〉 is the electric reac-
tion moment; for F = |B|, 〈�rm〉 refers
to the molar difference in the magnetic
moments. Integration of Eq. (13) yields

K o = K0
o · eX (14)

K0
o = exp[−�rGo/RT is the K-value at

zero field, where �rGo is the standard
Gibbs reaction energy. At F = 0, �rĜ

o =
�rGo . The ‘‘field effect exponent’’ X refers
to the electric or magnetic free energy,

respectively:

�rG(F) = −
(
�rĜ

o − �rĜ
o
)

= RT · ln
(

K o

K0
o

)
(15)

and

X = �rG(F)

RT
=

∫
�rM

o dF

RT
= ln

K o

K0
o

(16)

The integration boundaries are F and
F = 0, respectively. If the apparent equi-
librium constant K is not independent of
the concentrations of the interaction part-
ners or of the ionic strength, extrapolation
to zero concentration or zero ionic strength
yields the reaction-specific electrothermo-
dynamic quantities K o , K0

o , and �rMo .
Experimentally, it is usually K that is
accessible via the fractional extent of a pro-
cess. Substitution of Eq. (9) into Eq. (13)
yields

(
∂ ln |K|

∂F

)

p,T
= �rMo

RT
− ∂ ln(YE/Y)

∂F
(17)

The absolute signs refer to cases of K with
a concentration dimension. Integration
results in

K = K0 · eX · Y

YE
(18)

where Y is the normal activity factor at
F = 0 and, purely formally, YE is that at
F. If Y can be considered independent
of F, the approximation of Y/YE = 1
holds and K = K0 · eX is used instead of
Eq. (14).

In the case of induced dipole changes
caused by the electric displaceability of
ionic groups i, in an external field
E, for instance, in a gating protein,
�rM = NA · �rα · Eint may be used. If
the internal field Eint can be set equal
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Fig. 2 Field dependences of (a) the
equilibrium constant K o = K0

o eX and
(b) the field-effect exponent
X = ∫

�rMdF/(RT) ∝ F2. The
steepness (∂K/∂F)p,T = K · �rM/RT)

and (∂X/∂F)p,T = �rM/RT both
increase with �rM and with the domain
size n. Since the relative change �β/β0
in the advancement of a chemical
process is proportional to X ∝ F2, we
obtain �β/β0 ∝ F2. The rate constants
k exhibit qualitatively the same field
dependences as K; therefore, generally
�k/k0 is proportional to F2.

K
n 3

2

1
K  0

F
(a)

X
n

3

2

1
0

F
(b)

o

o

to E, the molecular reaction polarization
�rα = αp − αr reflects an average over the
displacements of all groups i. Substitution
into Eq. (16) yields (with F = E)

X =

∫
�rM dE

RT
= �rα · E2

2kBT
(19)

In the simplest case, a permanent
dipole rotation in a planar membrane
is indicated, if X = �rM · E/(RT) is lin-
early dependent on E. On the other
hand, if X depends on E2, Eq. (19)
is used to determine the average reac-
tion polarizability of an induced dipole
mechanism.

3.2
The Weak-field Approximation

When �rG(F) 
 RT , then X 
 1 and the
factor eX in K = K0eX can be expanded into
a power series eX = 1 + X + . . ., where
higher order terms are negligibly small.
Therefore, for small field effects, Eq. (14)
takes the form K o = K0

o (1 + X).
For practical purposes, a relative

change �K/K0 is introduced, which
readily permits expression of field-induced
changes in percent. With K = K0eX as an

approximation to K o = K0
o eX, we obtain

�K

K0
= K − K0

K0
= eX − 1 (20)

The small-field approximation (X 
 1)

now reads
�K

K0
= X (21)

For small field effects in a random
ensemble of permanent or induced dipolar
reaction partners, 〈�rm〉 is proportional to
F. Hence, X is proportional to F2/(2RT)

and thereby �K/K0 is proportional to
F2/(2RT); see Fig. 2. In summary, if
�rM · F 
 RT , the field-induced changes
in the equilibrium concentrations are
proportional to the square of the field
strength.

The electromagnetodynamic approach
so far gives general guidelines for the
experimental access to field effects. On
the other hand, the analysis clearly shows
that it is not so much the magnitude of
the individual moments of the reaction
partners that matters; rather, the moment
difference as the reaction moment must be
nonzero for finite field effects.

We also see in K = K0(1 + X) and
X = ∫ 〈�rm〉dE/kBT that, no matter how
small the difference 〈�rm〉 in the electric
or magnetic dipole moments of the
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interaction partners is, there is always
a finite change caused by a field. Of
course, the inevitable thermal motion leads
to local activity fluctuations δaj = yjδcj +
cjδyj. We must determine the relevance
of the small, field-induced changes �cj
and �yj in concentration and activity
coefficient respectively compared with the
random thermal fluctuations ±δcj and
±δyj.

3.3
Conformational State Transition

In a field, an intramolecular state transi-
tion or conformational change of the type.

B−−−⇀↽−−−B′, (22)

proceeds in the direction of B′, if the dipole
moment m(B′) > m(B), and hence the
following equation holds:

〈�rm〉=m(B′)〈cos θ〉 − m(B)〈cos θ〉 > 0.

When the degree of transition is defined
as β = [B′]/[BT], where [BT] is the concen-
tration of all binding sites (or all states
[BT] = [B] + [B′]), we obtain:

K = [B′]
[B]

= β

1 − β
= K0 · eX (23)

β = K0eX

1 + K0eX (24)

The weak-field approximation (X 
 1,
eX = 1 + X) yields �K/K0 = X and

�β

β0
= β − β0

β0
= X · 1

1 + K0
(25)

Thus, the relative shifts in both K and
in β are linearly dependent on X . If
K0 
 1, we obtain �β/β0 = X . Here too,
the F-dependence of X yields �rM or
�rα.

3.4
Ligand Binding

For the analysis, the ligand-binding equi-
librium is written in the direction of
dissociation

LB−−−⇀↽−−−L + B (26)

The degree of ligand association is de-
fined by

β = [LB]

[BT]
= [L]

[L] + K
(27)

where K is given by the total concentra-
tions [LT] and [BT] of ligand and binding
site, respectively:

K = [L][B]

[LB]
= ([LT] − β[BT]) · 1 − β

β
(28)

Using (1–a)1/2 ≈ 1 − 1

2
a if a < 1, we

obtain

β ≈ [LT]

[LT] + [BT] + K
(29)

The field-induced relative change �β/β0
then is

�β

β0
≈ K0

(
1 − eX

)

[LT] + [BT] + K0eX (30)

The weak-field approximation (X 
 1)

yields

�β

β0
≈ −X ·

[
1 + ([LT] + [BT])

K0

]−1

(31)

Here too, the relative change in β is
proportional to X . Note that for Eq. (26), we
have 〈�rm〉 = (〈mL〉 + 〈mB〉) − 〈mLB〉.
3.5
Dipole-pairing

Frequently, the pair association of dipolar
species (B) is found to involve major dipole
moment changes 〈�rm〉 if the pairing
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reduces the dipole moment to zero by
antiparallel alignment. Therefore, 〈�rm〉
for a dimerization reaction of the type

BB−−−⇀↽−−−2B (32)

is given by 〈�rm〉 = 2〈mB〉 − 〈m BB〉 =
2〈mB〉. For this case, we have

β = 2[B · B]

[BT]
= [B]

[B] + K/2
(33)

K = [B]2

[BB]
= (1 − β)2

β
[BT] (34)

Hence,

β ≈ [BT]

[B]T + K/2
. (35)

The weak-field approximation reads as
follows:

�β

β0
≈ −X

(
1 + 2

[BT]

K0

)−1

(36)

describing the decrease in the pair complex
with increasing field strength.

4
Rate Constants

When time courses of field-induced pro-
cesses can be resolved, the time constants
or experimental rate coefficients can be
analyzed in terms of individual rate con-
stants. Generally, when equilibrium con-
stants are field-dependent, the two rate
constants must depend differently on the
field strength.

4.1
Dipole Transitions

The equilibrium constant for the general
Eq. (10) is given by

K = �pcp
νp

�rcr
|νr| = kr

kp
and K o = kr

o

kp o

(37)

The reaction moment �rm may be related
to the kinetic activation moments Ma by

�rM
o = Ma,r − Ma,p (38)

Similarly, the field effect exponents are
connected by

X = Xa,r − X−
a,p (39)

Analogous to K o = K0
o eX, we obtain

ko = k0
o · eXa (40)

where the field effect factor is defined by

xa = Ga

RT
=

∫
Ma dF

RT
= ln

(
ko

k0
o

)
(41)

The weak-field approximation (xa 
 1)

yields ko = k0
o (1 + xa).

The field-induced relative change of k′ is
generally given by

�ko

k0
o = exa − 1 (42)

Hence, the weak-field approximation reads

�ko

k0 o
= xa (43)

Like the field-induced small shifts in
K and β, the relative change in the
rate coefficients of dipolar equilibria are
linearly dependent on xa; frequently xa is
proportional to F2.

If the experimental rate coefficient k is
analyzed in terms of the Eyring transition
state theory, we have k = k �=K �=κ , where
κ is an adjustable parameter and k �= =
kBT/h is a universal decay constant and K �=
and �rM �= are the equilibrium constant
and the reaction moment respectively
of the assumed rapid preequilibrium.
For this case, Ma associated with k is
given by Ma = �rM �=. Since the Eyring
approach is not applicable in condensed
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matter, any such approach is purely
formalistic.

On the other hand, we may equally
well assume that the activation moments
Ma are determined by the actual dipole
moments (m) of the educts and products.
Hence,

Ma,p = NA · 	pνp|mp|〈cos θ〉
Ma,r = NA · 	r|νr‖mr|〈cos θ〉 (44)

Nonidealities are covered by the activ-
ity coefficients. With K o = kr

o/kp
o , we

formally have

kr = kr
o · Yr, and kp = kp

o · Yp (45)

The field-effect exponent of Eq. (41) is
specified analogous to Eq. (18) as

xa = ln

(
ko

k0 o

)
= ln

(
k

k0

)
+ ln

(
YE

Y

)

(46)

where Y refers to the respective activity
coefficient term at E and in the absence of
E, respectively.

If, by chemical relaxation spectrometry,
the rate coefficients can be determined
separately, the activation dipole moments of
the interacting reaction partners can be
estimated from the field dependence of
the k values.

4.2
Ion Equilibrium

According to Onsager, it is only the
dissociation rate constant kdis of the
separation of an ion pair that is primarily
affected by an electric field E:

Lz+ · Bz−
kdis−−−⇀↽−−−
kass

Lz+ + Bz− (47)

In the linear range, Onsager’s theory
of very diluted weak electrolytes (z+/z−)

yields
(

∂ ln
∣∣k�

dis

∣∣

∂|E0|

)

p,T

= (zLuL − zBuB)|zL · zB|e3
0

(uL + uB)8πε0ε(kBT)2 = γ (48)

where uL and uB are the electric mobilities
of the separated ionic species; see Eq. (1).
For symmetric electrolytes where zL =
−zB = |z|, Eq. (48) is reduced to γ =∣
∣z3

∣
∣ e3

0/[8πε0ε(kBT)2].
If the actual dipole moment of the ion

pair L · B is not zero (such as the electric
dipole moments of the MgSO4 ion pairs)
and if the reaction occurs at higher salt
concentrations, we use the expressions

kdis = ko
dis · Yd and kass = ko

assYa

(49)

Integration of Eq. (48) yields

Xa,r = ln

(
ko

dis

ko
d,0

)

= γ · |E0| (50)

and

ln
(

kdis

kd,0

)
= γ |E0| − ln

(
Yd

(E)

Yd

)

(51)

When the dipole moment of the ion
pair L · B in the simple reaction LB =
L+ + B− is dependent on the ionic
strength because of screening by ionic
‘‘half clouds’’, we may analyse the ka data
according to, ln |kass| = ln

∣∣ka,0
∣∣ + Xa,p −

ln(Ya(F)/Ya) with Ya(F) = Ya at F. Apply-
ing

d ln |kass|
dF

= Ma,p

RT
, (52)

Ma,p can be determined. Consistency may
be checked using Eq. (38), connecting
the field dependencies of K , kr, and kp,
respectively.
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Often, it is useful to define a degree of
dissociation by α = [B]/[BT]. If the reaction
is symmetric ([LT] = [BT]), we have:

K = α2

1 − α
[BT] (53)

The small-field approximation of the rela-
tive change in the degree of dissociation is
derived analogous to Eq. (31), resulting in:

�α

α0
≈ x

(
3 + K0

[BT]
+ 2 [BT]

K0

)−1

(54)

Formally, the field dependence of K can
be calculated from that of kdis and kass

and formally described as �K/K0 = xa,r −
xa,p. See Eqs. (21 and 43).

4.3
Activity Coefficients

Thermodynamic activity coefficients and
the theoretical approaches are defined for
equilibrium conditions only. The E and B
field effects on electrolytes, however, rep-
resent nonequilibrium situations. Under
stationary conditions, we may consider the
field-induced distortion of screening ionic
atmospheres and other local changes in
the ion concentration as actual steady state
changes αci. Purely formally, we introduce
the relative change �yi/yi in the (theoreti-
cally individual) activity coefficient yi of the
ion (or ionic group) of type i.

The Debye–Hückel approximation for
a moderately diluted solution is purely
formally given by

ln yi = −z2
i A′ · I1/2

c(
1 + B′I1/2

c

) (55)

where A′ is a (temperature-dependent)
constant, B′ a parameter containing the

encounter distance and

Ic = 0.5 	
i

z2
i ci (56)

is the ionic strength (including all ions i).
For elementary reactions between ionic

partners like those in Eq. (47), we have in
general

ln Y = 2z+z−A′ · I1/2
c(

1 + B′I1/2
c

) (57)

The small-field approximation is speci-
fied as

ln
(

YE

Y

)
= ln

(
1 + �Y

Y

)
= �Y

Y
(58)

Because ln Y is proportional to I1/2
c , we

obtain for �Ic = Ic,

ln
(

YE

Y

)
=

(
1 + �Ic

Ic

)1/2

≈ 1 + �Ic

2Ic

(59)

where �Ic = 	
i

z2
i �ci/2 covers the

field-induced local changes in the screen-
ing ions, which may be measured as
a Wien effect (conductivity increase due
to F).

Similarly, field effects on rate coeffi-
cients may also involve changes in the
respective Y coefficients. The concentra-
tion changes �ci entering into �Ic and
thus into the relative changes of K , α, and
k may also contain contributions from the
ionic currents induced by the fields.

4.4
Ion Flows

The electrodiffusive flows of the cellular
ions Na+, K+, Ca2+, and Cl− through
electrochemically gated channels of mem-
branes are dependent on the local ion
concentrations ci and on induced local field
changes.
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The flow density vector ii (mol/sm2) of
the ion type i is given by the Nernst–Planck
equation for the flow direction r

|ii| = −Di

(
∂ci

∂r
+ ziciF

RT

∂ϕ

∂r

)
(60)

where Di is the diffusion coefficient,
F = e0 NA is the Faraday constant, and
∂ϕ/∂r = −E is the electric potential gradi-
ent at site r.

The current density vector is then

J = F 	
i

zi ii = κ · E (61)

The relative changes �J/J0 are caused by a
change in E or in the ion concentrations,
or in both. Finally, the change in the trans-
membrane voltage (or membrane field Em)
may directly change the conformation of a
membrane transport–gating protein or of
a membrane-associated enzyme.

5
Amplification Mechanisms

Natural electric and magnetic field re-
ception operates at small external field
strengths. The molecular reaction mo-
ments of the interacting, directly ‘‘field-
receiving’’ charges and electric and
magnetic dipoles are relatively small
(�rG(F)/RT 
 1). Obviously, there must
be amplification mechanisms for both, en-
hancement of the field (resulting in larger
internal fields and ion flows) on the one
hand and enhancement of local chemical
reactivities on the other hand.

If a chemical amplification cascade
enhances a substrate signal from the
level [S0] to the product level [P0], a
relevant external field effect must already
change the substrate concentration by
a significant amount �[S]. The cascade
that may contain a network of nonlinear

couplings of reaction and diffusion flows
will process the relative change �[S]/[S0] to
the output �[P]/[P0] = �[S]/[S0]. Hence,
the relative amplification will not change
unless there are significant field effects on
the local elements of the cascade itself.

The distribution of electric organs in
rows of larger skin areas of electric
fish or the strings of magnetosomes in
magnetobacteria and other species suggest
that geometrical factors are essential in
adding up signals from many inputs.
The feedback system of many innervated
sensor and emitter organs even enables
the organisms to differentiate between
inanimate ohmic-dissipative matter and
capacitively storing biomatter of cells
(organelles and lipid/protein membranes).
Besides the special structure, form, and
shapes of the sensory receptors, there
are some general principles for molecular
enhancement and amplification processes.

5.1
Field Enhancement

At interfaces of matter with different
relative permittivity (dielectric constant ε)
such as plasma membranes, applied fields
cause ion accumulations, which ionically
charge up cells, organelles, and larger
macromolecules (like condensers).

If a macromolecule is considered as a
spherical microdroplet continuum ε2 in
aqueous solution (ε1 = 80 at 20 ◦C), the
induced field across the center is given by:

Eind = 3ε1

2ε1 + ε2
E0 (62)

Since usually ε2 < ε1, we obtain Eind ≤
1.5 E0. Note that Eq. (62) is applicable if the
conductivity term in the complex dielectric
permittivity is negligible.

A much larger field amplification
occurs when single cells or organelles
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or even clusters of cells and tissue
pieces are exposed to external fields (E0).
The ionic interfacial polarization causes
induced electric potential differences
�ϕind that, in the time range of
microseconds to milliseconds, because
of the conducting cell interior, occur
only across the plasma membranes (see
Fig. 3a). For spherical cells, the induced
transmembrane potential difference in the
direction x of the external field E0, in
the stationary state of ionic interfacial

polarization – polarization time τpol 
 t,
such that �ϕ(t) = �ϕ

(
1 − e−t/τ

)
– is

given by �ϕind = −1.5 f(λ)(E · a). Hence,

�ϕind(θ) = −3

2
a f (λ)|E0|| cos θ | (63)

where θ is the angle between the mem-
brane position of the tip of the radius vector
a and the positive x-axis (E0) through the
sphere midpoint (Fig. 3). The conductivity
factor f(λ) ≤ 1 depends on the ratio a/dm
and on the conductivities λm, λin, and λex

(c)

E0

L

X

j(x)

j(x)

X(b)

∆jind

∆jind

dm

q

E0

+
+++ +

+
+

−
−−
−

−

−

(a)

a +
+
+

+

−
−
−
−

Fig. 3 Field amplification by interfacial polarization through DC and low-frequency E
fields. (a) Single-cell sphere of the radius vector a, and the membrane thickness dm. The
angle θ defines the membrane position of the tip of the radius vector a relative to the
direction of E0 (x-direction). The dashed fat line refers to �ϕm = �ϕind + �ϕnat (at
θ = 180◦, θ = 0◦), where in this example, the resting membrane potential �ϕnat < 0 and
also �ϕind < 0 (Eq. 64). (b) Electric potential profile ϕ(x) in the direction x of the external
field vector E0 through the pole caps and the midpoint of the sphere. The steep potential
drop across the membranes (in the direction of E0) is given by
�ϕind(θ) = −1.5 E0a · | cos θ |, if the conductivity of the membrane is very small compared
to that of the cell inside and outside and a/dm  1. The field amplification factor at the
pole caps is f(a) = (Eind/E0) = 1.5a/dm. (c) Array of cells connected by conducting gap
junctions. The field amplification factor is f(L) = (Eind/E0) = 1.5L/dm.
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of the membrane, the cell interior, and the
outside medium respectively.

If a/dm  1, λm 
 λex, λin holds and
the f(λ) factor is given by f(λ) = 1 −
λm(a/dm)(λex + λin/2/(λin · λex). At the
pole caps, that is, at θ = 0◦ (right side)
and θ = 180◦ (left side in E0 direction,
Fig. 3) hence cos θ = ±1, the induced
transmembrane voltage is maximum, and
correspondingly

|Eind| = −�ϕind

dm
= 3

2

a

dm
|E0| (64)

The amplification factor is defined by

f(a) = |Eind|
|E0| = 3a

2d
(65)

For a cell radius of a = 10 µm and the
membrane thickness dm = 5 nm, f(a) =
3 × 103. Hence, interfacial polarization
can very appreciably amplify weak external
fields; this type of amplification mecha-
nism is the basis for all the electroporation
phenomena.

Interfacial polarization not only ampli-
fies external fields. In addition, the induced
potential difference is superposed on the
natural potential difference of cell mem-
branes, �ϕm ≈ −100 mV, where the elec-
tric potential of the outside is arbitrarily
taken to be zero. Note that �ϕnat is inde-
pendent of θ . The actual transmembrane
potential in the direction of E0 is given by

�ϕ = −
[

3

2
af(λ)|E0| + �ϕm

cos θ

]
| cos θ |

(66)

Since Em(θ) = −�ϕm(θ)/dm = Eind(θ) +
Enat, where Enat = −�ϕnat| cos θ |/(dm

cos θ), it is seen that at the left pole cap,
cos θ = −1Em > Eind and at the right pole
cap, (cos θ = 1)Em < Eind. If �ϕnat < 0,
the left cap is hyperpolarized and the right
cap is depolarized, and the membrane pro-
teins and transport processes in the two

pole caps are differently affected by E0.
Therefore, a longer-lasting DC field may
produce appreciably large asymmetric field
effects.

At the pole caps of oriented bacteria
of length L, the induced transmembrane
potential difference is

�ϕind = −0.5L|E0| (67)

and the amplification factor is f(L) =
L/2dm. Here too, the field effect is
asymmetric at the two pole caps.

Another important example of field am-
plification by geometrical factors consists
of a series of cells connected by gap junc-
tions. Such a string of cells in series
resembles a single elongated cell. In an
applied external field, the outer pole cap of
the head cell and that of the tail cell expe-
rience the induced potential drop �ϕind =
−0.5L|E0|, where L is the length of the
string (Fig. 3b). The amplification factor
f(L) increases with L and may become very
large. Here too, the field effect is asymmet-
ric with respect to the natural membrane
voltage in the head and the tail cell.

5.2
Cooperativity and Phase Transition

In systems with domain structures, the
molecules of a domain are cooperatively
coupled. A domain changing state or, more
specifically, molecular orientations as a
whole, is described by

Bn−−−⇀↽−−−B′
n (68)

where n is the number of cooperatively
coupled molecules (domain size) and B′
represents the (orientational) state favored
in the presence of an applied field because
of higher moment.

In the simplest case, the collective
transition of a domain is described by the
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field-effect exponent

Xn = �rGn(F)

RT
=

∫
�rMndF

RT
(69)

where Xn = nX and �rMn = n�rM.
For an ensemble of independent do-

mains of different sizes, we may formalize
a distribution constant

K(n̄)o = K0
o · exp(Xn) (70)

where n̄ is the mean domain size, repre-
senting a kind of cooperative amplification
factor for the reaction moment �rM.

If n̄  1, very steep phase transitions
can occur in a very narrow field strength
range. Thus, even a weak external field
may have a large effect (see Fig. 2).

If a reaction domain with the polar-
ization volume Vn can be specified, the
orientational rearrangement within a do-
main may be subjected to a continuum
approach where the polarization P has dif-
ferent values in the two states and B′

n.
If �rP = P(B′

n) − P(Bn) = NA�rp is the
reaction polarization, straightforward elec-
trodynamics yields

�rMn = Vn · �rp · NA. (71)

Specifically, the electric and magnetic
polarization differences are given by

�Pel = ε0�χel|E| = ε0 · �ε|E|
�Pma = µ−1

0 �χma|B| (72)

where the �χel and �χma are the
susceptibility differences, respectively. If
the domain refers to the formation of an
aqueous pore in a lipid bilayer membrane,
�χel = �ε = εm − εw is used (because
χel = ε − 1), where εm = ε(lipid) ≈ 2 and
εw ≈ 80 are the dielectric constants of the
membrane and the pore water respectively.

The field-effect exponents at constant
domain volume are derived from Eq. (71):

χel = ε0Vn · �χel

2kBT
g|E0|2 (73)

where g is a shape factor [2] and

xma = Vn · �χma

2µ0kBT
|B|2 (74)

In an ensemble of domains, Vn represents
the size average Vn̄.

More specifically, a domain orienta-
tion function φOR may be used, which
is different for permanent (mp) and
induced (mind) dipole mechanisms [5].
For uniaxial permanent dipoles, we
have

φOR
perm = 1 − 3

xp

(
coth xp − 1

xp

)
(75)

where x = |mp|Fdir/(kBT). For F = E, Edir
is the Onsager directing field [3]. If xp =
1, the weak-field approximation yields
φOR

p = x2
p/15 as the first term of a power

series.
The orientation function for induced

electric dipoles mind = α · Eint, where α

is the polarizability tensor and Eint is the
internal field, is given by

φOR
ind = 3

4






exind

x1/2
ind

∫
dy ey2




 − 1

2
(76)

where xind = α · gi|E0|2/(2kBT), and gi =
|Eint|/|E0| is the shape factor.

If xind 
 1, the weak-field expression
yields

φOR
ind = 2xind

15
∝ |E0|2.

orientation function are experimentally
accessible by electrooptical relaxation
techniques.
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In the case of domain systems, we have

xp(n) = n|mp|Fdir

kBT
(77)

and

xind(n) = n · α · gi|E0|2
2kBT

. (78)

If n  1, the amplification of small
molecular field effects may be appreciably
large (see Fig. 2).

5.3
Amplification at High Basis Fields

A particular amplification mode resides
directly in the field dependence of equi-
librium constants K . This enhancement
mode appears to be especially impor-
tant for all membrane processes occur-
ring in the strong natural transmembrane
fields.

From Eqs. (13 and 17), it is seen that the
steepness of the K(X ) relationship, given
by (

∂K

∂F

)

p,T
= K(E)�rMo

RT
, (79)

depends not only on �rMo but also on
K(E) itself.

If an external field causes an induced
field |Eind| = �E0 at the level Enat of
the resting membrane potential difference
(�ϕnat = −Enatdm), the relative change
�K/K(Enat) is larger than �K ′/K0 at
Enat = 0 for the same �E0 value (Fig. 4).
The inequality �K/K(Enat) > �K ′/K0 is
due to the field dependence of the
reaction moment �rM(∝ F). Therefore,
in terms of the field-effect exponents,
we have for the different integration
boundaries

X(Enat −−−→ Enat + �E0)

> X(Enat −−−→ Enat − �E0).

If the external force is an oscillatory
(AC) field, say, E0(f) = Ê0 sin(2π ft) where
Ê0 is the peak amplitude, the enforced
oscillatory change in the equilibrium
constant of a reaction is asymmetric:
�K+/K(Enat) �= �K−/K(Enat); see Fig. 4.
For instance, the induced concentration
changes �c+ are larger for one AC field
direction (+�E0) compared to the �c−
values of the other direction (−�E0). In
a similar way, the change in the forward
rate constant is different from that of the
reverse rate constant.

5.4
Comparison of AC/DC Effects

In DC fields, freely mobile charges and
dipoles are translationally or rotationally
net-displaced. In AC fields, however, the
motions are oscillatory around a mean
position. If the frequency of the AC field is
too high, inertia and viscosity may prevent
the species from following the variation
of the external fields. On the other hand,
fields acting on an ensemble of charges
and dipoles may enforce and synchronize
the individually random motions into
a concerted collective motion of all the
interaction partners. Such an externally
enforced cooperation may bias in one
direction an otherwise random fluctuation
and produce the small net concentration
changes involved in weak-field reception.

The interpretation of the experimental
data on weak-field effects is still very
controversial. The formalism outlined here
may help in two ways: (1) in the design
of experiments that use both species and
sample size as variables, and (2) in the
analysis of data in terms of thermodynamic
and kinetic parameters consistent with the
first principles of chemical reactivity in
electric and magnetic fields.
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0 Em

E0 (f)

E

t

t

K (Em)

∆K+

∆K−

∆K ′+
∆E0 ∆E0

K (E )

Fig. 4 Amplification at high field and asymmetric field effect for
oscillatory external fields (AC). Application of an external field,
inducing Eind = �|E0|, at E = 0, causes only a small change
�K ′+. If applied at E = Enat (e.g. at the resting potential
�ϕnat ≈ 0.1V), the same external field causes a much larger
change �K+, because �K/�E = K(E)�rM/(RT) depends on
K(E). The asymmetry of the K(E) dependence leads to an
asymmetric amplification of K: �K+ > �K−, if the symmetric
external field E0(f) = Ê0 · sin ·(2π f · t) operates at Enat. At E = 0,
�K+ = �K−. In a similar way, the rate constant k is
asymmetrically dependent on E0(f).

There is continued public concern on
possible health risks of weak electromag-
netic fields, that is, of field intensities that
are very small compared to those of the
natural geofields.

As indicated here, the problem is not that
there are always finite effects that in princi-
ple, may either be benefical or bear a risk.
The still unresolved question is whether and
how, if at all, the small and insignificant

local changes in the concentrations of the
biochemical reaction partners may be am-
plified such that they emerge out of the
natural thermal fluctuations. Despite the
various experimental and theoretical activ-
ities aiming at knowledge to identify and
to understand such mechanisms, no gen-
eral conclusive and convincing answers
can yet be given for the various claims of
finite small field-effects.
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See also Bacterial Growth and
Division.
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Keywords

Transmission Electron Microscopy (TEM)
Electrons passing through the specimen form the image. Transmission of electrons
through the specimen depends on the accelerating voltage, routinely 80 to 120 KV for
specimens thinner than 300 nm, but for thicker specimens, or for higher resolution
voltages up to 1000 K can be used.
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EM grid
A 3-mm diameter, 0.01-mm (10–15 µm) thick disc of metal (usually copper) with
regular perforations. The specimen is placed on the grid and those parts of the
specimen that lie across the perforations are visualized in the EM.

Scanning Electron Microscopy (SEM)
This approach is used to visualize the specimen surface. An electron probe scans the
surface and the secondary electrons are recorded in relation to the moving point of
the probe.

Specimen Preparation
The foundation of all EM. These are highly empirical methods that have been
developed for all EM approaches, which allow the specimens to be imaged successfully.
For TEM, the specimen must either be particulate, generally thinner than 500 nm, or it
must be sectioned to that thickness, or thinner, after embedding in plastic, or after
cryoimmobilization.

Vitrification
The process whereby liquid water is cooled so rapidly that the water molecules solidify
without crystallization to form amorphous or vitreous ice. A vitrified specimen is
considered to be cryoimmobilized.

Freeze Substitution
Vitrified specimens are infiltrated at low temperatures with solvents, usually with
heavy metal stains such as osmium tetroxide or uranyl acetate. Following this low
temperature stabilization, the specimen is infiltrated with resin at low temperature
followed by ultraviolet light polymerization below −20 ◦C, or the specimen temperature
is raised to room temperature prior to room temperature resin embedding.

Freeze-Fracture/Replica
A vitrified specimen is planarly split and coated with a thin layer of metal (such as
platinum, tungsten, or tantalum). The biological material is digested away and the
replica is placed on an EM grid or viewed in the frozen- hydrated state in a SEM. A
useful modification, freeze-etching, involves subliming a surface layer of water
molecules to reveal details of some internal structures before shadowing. For particles
and macromolecular complexes, metal shadowing can be used to form a replica
without the freezing step. Glycerol spraying is a related technique where the sample is
sprayed into a glycerol suspension and then rotary-shadowed and viewed by TEM.

Immunogold Labeling
Visualization of antigens on sections, or on the surface of isolated particles using
(primary) antibodies. These are detected generally using an additional reaction
containing gold particles that have bound (secondary) antibodies, or protein-A, that
recognize the primary antibodies.
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Tomography
The procedure for collecting multiple tilt images of a set of particles, or structures in
(mostly) thick sections or isolated particles and collating the information computationally
to provide a three-dimensional model of the structure.

Image Analysis
Computing methods used to improve the signal-to-noise ratio of EM images. They are
based on averaging the information from two-dimensional data sets and can reveal the
three-dimensional structure.

Stereology
A set of sampling tools and geometrical probability–based principles that allow one to
estimate relative and absolute three-dimensional structural quantities (such as volume,
surface, length and number), and spatial relationships, from sectional images.

� Most of the organelles discovered after 1945 were first seen by electron microscopy
(EM) in thin sections of resin-embedded cells. Since that time, the technical
advances in EM instrumentation and specimen preparation have been enormous,
a consequence of physicists, engineers, and biologists working together. These
methods now allow cell biologists to visualize unperturbed cell structures over a
range of dimensions, from the atomic resolution in the case of single proteins
or macromolecular complexes to the range from 2 nm and up in the case of
cellular organelles. This level of resolution is far beyond what can be seen by light
microscopy. This review will cover the essentials of a range of methods for scientists
investigating cell biology using EM. The major emphasis will be on resolution levels
poorer than 1 to 3 nm. In all these methods, the most crucial parameter is specimen
preparation and, without doubt, the ‘‘gold- standard’’ reference technique, which
involves vitrification by rapid freezing, in conjunction with cryo-EM.

1
Introduction

1.1
Why Do We Need EM in Cell Biology?

The main goal of this chapter is to con-
vince the reader, especially cell biologists,
that electron microscopy (EM) offers them
an incredibly powerful set of approaches
for analyzing the ultrastructure of cells
and their components. Moreover, these

methods have been developed to cover
a vast scale of detail, ranging from the
atomic level to the level of whole or-
ganisms. While high-resolution cryo-EM
is thriving, the use of lower resolution
EM has dropped considerably in recent
times in cutting-edge cell biology research.
There is no doubt that this downward
trend is a direct effect of the availability
of increasingly sophisticated state-of-the-
art light microscopy (LM) approaches
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that can, for example, detect individual
fluorescent molecules under ideal condi-
tions. Recently, even the long-considered
lower limit to LM resolution (0.2 µm) has
been reduced for detecting fluorescent
molecules to below 0.1 µm. Such devel-
opments, while clearly very important,
may even deceive more cell biologists into
thinking that LM approaches can now do
everything that was earlier considered in
the realm of EM.

There is, however, a fundamental flaw to
this argument. Even if one can see a single
fluorescently labeled molecule in the cell,
there is still the fundamental limitation
with LM in relating that signal to the defined
structures in the cell. An EM-thin section
can reveal enormous detail of defined
structures, such as membranes, filaments,
or ribosomes; when this section is labeled
with immunogold, the gold particles can
be assigned to defined structures with high
precision (within 8 to 20 nm). However, at
the LM level, the fluorescence signal is
mostly seen only as a nondescript blob.
Often, one compares the immunolabeled
signal from one protein in one color
with respect to a compartment reference
marker seen in a separate color. However,
for such a reference marker to be useful,
one needs to have shown first by EM that
it is indeed restricted to the structure of
interest. Figure 1(a) shows an example
of immunofluorescence labeling of the
Golgi complex, while Fig. 1(b) reveals how
much more information becomes available
when the same specimen is visualized
at the EM level. Both methods provide
important information, but at different,
complementary scales.

State-of-the-art LM is nevertheless, quite
justifiably at the center stage of cell biology.
In contrast to EM analysis, which always
presents snap-shots of processes, video
analysis by LM can allow one to see

dynamic events in real time within cells.
One of the ‘‘take-home’’ messages of this
review is to point out that for modern
cell biology studies one needs both LM,
to see an overview of the ‘‘forest,’’ and
EM to see the details of the ‘‘trees.’’ I will
try to demonstrate that state-of-the-art EM
methods should be standard technology in
all laboratories involved in molecular cell
biology research. It should also be pointed
out that the expertise needed to execute
these methods at the highest level is rapidly
dwindling, as fewer specialist groups are
available to keep these methods alive. I
hope this chapter will also contribute to
an awareness that this situation can, and
must, be reversed.

1.1.1 The Strategy
The spectrum of EM techniques of interest
to cell biologists is quite broad. For
each method, one can easily write a
whole book, and many books are indeed
available. Several of these methods are
technically quite demanding. Given the
space limitation and the need to cover
almost all techniques, the approach I have
taken is to explain the basic concepts
behind each approach so that a total
beginner could understand how each
technique operates and what it is good for.
For the most commonly used methods,
photographs, and schematic diagrams are
provided to show those details that are
important for the method to work.

The strategy I have followed is to start
with live cells or organisms, or isolated
biological material in an aqueous solution
and describe the two fundamentally differ-
ent ways of preparing these specimens for
transmission – EM-conventional chemical
methods, and the cryo-based approaches.
Some of these conventional methods, as
well as one partly cryo-approach, can be
used for the detection of antigens using
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Fig. 1 Comparison of LM and EM.
(a) Shows an immunofluorescence
micrograph showing labeling for a
trans-Golgi protein sialyl transferase. A
Hela cell line stably transfected with a
construct containing sialyl transferase
tagged with a domain from the vesicular
stomatitis virus G-protein (provided by
Tommy Nilsson) was fixed with 3%
formaldehyde followed by a
permeabilization with 0.1% Triton
X-100. The cell was then labeled with a
rabbit antibody against G-protein tag
followed by a secondary antibody
coupled to rhodamine. The typical
ribbon-shaped appearance of the red
Golgi complex is evident, next to the
nucleus. The latter is revealed using
DAPI staining for DNA that was done at
the end of immunolabeling reaction. (b)
Shows a Tokuyasu cryosection of the
same specimen labeled with the same
antibody and protein-A gold
(arrowhead). Note the significant
amount of labeling on the trans-side of
the Golgi. There is also sparse label on
membranes of some endocytic
structures (E). EE – represents the early
endosomes, evident by their sparse
labeling for 5 nm gold-BSA (arrow) that
was internalized for 5 min before
fixation. Bars = (a) 10 µm and
(b) 100 nm. Micrographs courtesy of
Veronika Neubrand and Anja
Habermann. (See color plate (p. xxii).)

immunogold labeling; the essence of these
methods will be covered.

At the end of these preparation meth-
ods, the specimens are placed on an EM
grid. The two different ways of imaging
these specimens at room temperature or
using a cryostage are then described. A
recently perfected approach for obtaining
three-dimensional models from a series
of tilted images by tomography will next
be summarized, followed by two sets of
methods that visualize (mostly) surface
structure, namely freeze-fracture (etch-
ing)/replica methods for transmission

electron microscopy (TEM) and low- and
high-resolution scanning EM. The ability
to use scanning transmission EM (STEM)
for mass determination and X-ray micro-
analysis for the detection of some ions will
be briefly mentioned. The powerful use of
stereology to quantify structural parame-
ters from sections will then be outlined.
Following a brief description of methods
that can be used to correlate LM with EM
data, and a note of caution about interpret-
ing thin section images, I end by offering
some guidance on which technique is ap-
propriate for which scientific question.
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2
Specimen Preparation

Before a specimen can be visualized
by transmission EM, it must fulfil a
crucial criterion – it must be very thin (less
than about 0.4/0.5 µm) for electrons to
pass through it. In all transmission-EM
approaches, the specimen is mounted on a
3-mm diameter metal (usually copper) grid
(0.01 mm in thickness). This supports the
specimen between the grid bars and allows
electrons to pass through the specimen
that lies across the holes in the grid.
The grid is usually covered with a thin
plastic film (such as formvar or collodion)
and preferably coated with a thin layer
of evaporated carbon before attaching
the specimen. This provides stability by
reducing surface charge buildup. The
evaporator is a prominent machine in
almost all EM laboratories.

In practice, there are two different pos-
sibilities for adsorbing the specimen onto
the grid. If the specimen is particulate, that
is, a discrete entity that is no larger than,
at most 0.5 µm in height, it can be directly
adsorbed onto the grid. Thin regions of
whole cells grown on EM-grids can also
be analyzed this way, using a newly de-
veloped cryo-EM approach (see Sect. 6.1
on Tomography, below). If, however, the
structure is larger or, more commonly, one
wants to see structures inside organelles,
cells, or tissues, one must embed the speci-
men, or solidify it by vitrification, and then
cut thin (usually 50–300 nm) sections. An
alternative approach is to freeze-fracture
the specimen and analyze the fractured
surface, or after etching, the subsurface
topography. Both TEM and scanning elec-
tron microscopy (SEM) can be used to
visualize these specimens.

The key to the analysis of any cell struc-
ture, at any scale, is the ability to ‘‘fix’’

the structure, either by chemical cross-
linking, or, more preferably, by arresting it
physically in its aqueous environment by
freezing. Although chemical fixatives have
been used successfully for EM since the
early 1940s (see Fig. 17), the introduction
of the concept of cooling into the vitrified
state has now emerged as the fundamental
innovation in EM-specimen preparation.
The ability to vitrify a specimen within
milliseconds, in conjunction with a phys-
ical proof that the specimen is indeed in
a vitreous state, now offers the best pos-
sible method that provides a fundamental
frame of reference for all EM-specimen
preparation methods.

Native biological material is extremely
fragile and sensitive to electron beam
damage. For this reason, a series of
methods have been developed to optimize
specimen preparation, the sine qua non
of all EM. While one kind of approach,
environmental SEM (ESEM) is starting to
provide a means of imaging specimens
(such as whole cells) in their aqueous
environment, this is still in its infancy.
This approach will not be discussed
further here.

3
Ambient Temperature EM Methods

3.1
Negative Staining of Particles

The simplest and most rapid approach
in EM is ‘‘classical’’ negative-staining
(Figs. 2, 4). This approach is useful
for proteins, macromolecular complexes,
viruses, (small) bacteria, and isolated
organelle fractions. Particles are adsorbed
onto EM-grids having a suitable surface.
This surface is crucial for success and
in most cases the grids are covered
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(a)

(b)

(d)

(c)

Fig. 2 Negative staining in practice. In (a) the grids are seen floating on solution,
they can be moved from one drop to the next using a fine forceps. (b) After the final
staining reaction, the grid is lifted from the drop of stain and a filter paper is used to
remove the excess stain; (c) and (d) show a simple trick to cleanly remove the dried
grid from the forceps. A triangular piece of filter paper piece is inserted in the forceps
and is then used to gently push out the grid cleanly onto a suitable support.
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with a layer of evaporated carbon on a
suitable plastic film (e.g. formvar). It is
often an advantage to ‘‘glow discharge’’
grids, a procedure whereby air (in a
light vacuum) is ionized by ∼500 to
1500 V, thereby making the grid surface
hydrophilic (methods are also available to
make grids hydrophobic; these are useful
for some specimens). Grids are floated
on as little as 3 to 5 µL of an aqueous
(usually buffered) solution of the specimen
for a few seconds to minutes to adsorb
the material.

The grid plus absorbed particles are then
rinsed rapidly with water and floated on a
(1–5%) solution of a heavy metal stain,
such as uranyl acetate, sodium phospho-
tungstate, or ammonium molybdate. If
pure water is not desirable, the salts in
the buffer (which will react with the heavy
metals) can be removed by many rapid
changes (1 s each) of the grids on pure
stain. After a few seconds to 1 min on the
final drop, the grid is removed with forceps
and the excess stain is partially removed
with filter paper (Fig. 2). A relatively thick
layer (∼100–300 nm) of stain needs to dry
down around the specimen. The staining is
referred to as ‘‘negative’’ because the stain
fills the spaces around the specimen that
are seen outlined in negative contrast. Ex-
amples are shown in Fig. 4(a–c). Although
technically trivial, there are a number of
‘‘tricks,’’ and in the hands of specialists,
this approach can provide a relatively high
level of resolution/information..

This approach (and the positive staining
discussed below) is easily compatible with
immunogold labeling before the drying
step. One limitation is that only antigens
exposed on the surface of particles can be
labeled. In some cases, the particles can
be treated with reagents that can ‘‘open
up’’ the particle. In one such example, the
reducing agent dithiothreitol (DTT) was

used to expose antigens that are normally
buried within vaccinia virus particles (see
Fig. 4b).

3.2
Positive-negative Staining Approaches

The adsorption staining procedure de-
veloped by Tokuyasu to protect thawed
cryosections from drying artifacts is a pow-
erful alternative method that is easier to
control and to image than negative stain-
ing, especially for beginners. The method
is shown in practice in Fig. 3 and schemat-
ically in Fig. 8(g). In this approach, the
stain adsorbs to some parts of the spec-
imen (positive staining) and can be seen
because of the low background contrast.
Some negative-staining effects can also
be seen, depending on the specimen and
the precise conditions used (see the right
virus particle in Fig. 4b). This is expected
since heavy metal compounds used for
negative staining also positively stain bio-
logical structures.

This method has several advantages over
classical negative staining. (1) The stain
adsorbs to selected structures, usually by
ionic interactions. Therefore, the differ-
ences in intensity of staining in different
parts of the structures provide additional
information not available by negative stain
methods. (2) The fact that the overall con-
centration of heavy metal stain over the
grid is far less than in negative stain-
ing means that beam damage, often a
serious problem in negative staining, is
far easier to deal with. (3) This means
that it is also easier to collect large
data sets, as for tomography due to the
reduction in beam-induced damage. Im-
ages such as the one shown in Fig. 4(b)
are currently being analyzed by this ap-
proach. Membrane organelles collapse far
less than with normal negative staining
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(a)

(d) (e) (f)

(b) (c)

Fig. 3 Methylcellulose embedding in practice shows the basic technique
involved in methylcellulose embedding. (a) The grid, having been previously
rinsed in distilled water, is placed on a solution of methylcellulose and uranyl
acetate on ice. (a–c) The grid is then looped out and the excess stain is removed
by touching the loop onto a surface of filter paper (d) The grid is allowed to
air-dry. Ideally, the interference colors should be gold, purple, or blue at the end
of the technique. (e) and (f) show removal of the grid from the loop.

(4) Finally, by varying the concentration of
the stain, one has the possibility in the
Tokuyasu approach to vary the physical
appearance of the particle; for example, lo-
cally high concentration of uranyl acetate

over some structures can reveal nega-
tively contrasted thin tubules that are often
more difficult to visualize by positive-
staining methods. An example is given
in Fig. 4(b).

Fig. 4 Examples of negative and positive staining for EM. (a) Shows a classical negative staining
using phosphotungstic acid of tobacco mosaic virus (TMV). The typical rod shaped appearance of this
virus is seen. Some subunits of the virus are also seen end-on. It is evident that these are spherical in
profile. (b) Shows vaccinia virus that has been treated with the reducing agent dithiothreitol (DTT).
This treatment is known to break disulfide bonds within the virus. The virus was then embedded
using the metal cellulose/uranyl acetate mixture as shown in Fig. 3. The increased stabilization of
structures and the partly positive staining by this procedure allows more details of this relatively large
virus to be seen. The arrowheads indicate two round tubular projections that have been ejected from
the core of the virus by the DTT treatments. We believe these may facilitate virus entry into cells
during infection. The particle on the right shows a side-view of another particle. In (c), the same virus
preparation can be seen after conventional negative staining using uranyl acetate. Less fine detail is
evident after this approach. Nevertheless, the areas where stain enters the particle can be delineated
by the heavy metal stain. The arrowheads indicate apparent openings between the virus and the core
of the particle. Bars = 100 nm. (a) – Courtesy of Heinz Schwarz; (b) and (c) – from the author.
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3.3
Classical Resin Embedding

The majority of thin section analysis
worldwide is still carried out using
room-temperature specimen preparation
techniques in which chemical fixatives,

especially glutaraldehyde, are applied.
These approaches are structurally accept-
able in so far as the structures they
describe have been observed by a cry-
obased approach; this statement is rea-
sonably valid for all known organelles. For
new structures, their acceptance should

(a)

(b)

(c)

100 nm

100 nm

100 nm
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be based on confirmation by a cryobased
approach, such as freeze-substitution or
using hydrated cryosections.

By far the most widely used approach
for ultrastructural analysis today, as it
has been for the past 50 years, is the
epoxy resin method. This is a witch’s
brew of empirically determined steps for
converting fresh tissue, cells, or isolated
organelles into a thin section. Although
the variety of recipes is greater than in
most cookbooks, the general principle
is as described below. For analyzing
repeatedly the same cells or tissues
whose ultrastructure is well known, as in
pathology, the conventional plastic-section
approach is still the method of choice in
most laboratories. Many useful textbooks
on EM can be found in many established
EM laboratories around the world (usually
collecting dust!).

3.4
Chemical Fixation

Glutaraldehyde is the chemical fixative of
choice for preserving structure for con-
ventional EM. The introduction of this
fixative was, without doubt a revolution-
ary innovation for EM in cell biology;
a number of organelles, such as micro-
tubules, were first seen only after they
could be preserved with this reagent. It is
a powerful cross-linker of amino groups,
especially in proteins and amino-lipids.
Although the chemistry involved in this
process is very complex, and complicated
more by the fact that the cross-linking
coincides with the process of cell death,
in practice it is very simple to apply the
fixative to any ‘‘open’’ cell system; that
is, cells that are accessible to a solution
without having a barrier, such as a cell
wall or a cuticle to block access. If cells are

growing in culture, the best results are usu-
ally achieved by adding the fixative to the
growth medium directly, for the first few
minutes, and then switching to buffered
fixative. Any barrier to the solutions, such
as cell walls, must be dealt with on an in-
dividual basis. The best advice is to check
how others have prepared the cells of in-
terest. If one wishes to fix a tissue in situ
in an animal, the best procedure is usually
perfusion, a nontrivial surgical operation.
It is important to respect the old rule of
thumb that, for optimal results, the spec-
imen pieces should be less than 1 mm in
all dimensions to ensure good penetration
of reagents.

When immunolabeling, as opposed to
purely structural analyses, is the goal, it
is often the case that extensive cross-
linking with glutaraldehyde will tend to
sterically hinder the access of antibodies
to the antigens. A weaker cross-linker,
formaldehyde (which, in solution becomes
methylene glycol) is therefore used for
this purpose, either by itself, or in com-
binations with (lower concentrations of)
glutaraldehyde. For example, in standard
protocols for the Tokuyasu method (see be-
low), cells are fixed for 15 to 60 min in 4%
formaldehyde and 0.1 to 0.2% glutaralde-
hyde followed by an overnight (or longer)
fixation in 4% formaldehyde in a suitable
buffer.

Aldehyde cross-linking generally is a
process that releases protons. This low-
ering of the pH within cells is unlikely to
be protected by the buffer since all the rou-
tinely used buffers are charged molecules
that are thought to enter cells very inef-
ficiently. The cross-linking reactions also
consume oxygen.

Although this approach can provide
a faithful presentation of ultrastructure,
there are many known examples of speci-
men preparation–induced artifacts. This
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usually becomes evident when a less-
perturbing cryobased method is used.
A classical example is the bacterial
‘‘mesosome’’; earlier considered a distinct
organelle, it is now known to be a fix-
ation artifact, from the use of hydrated
cryosections. Another striking example
of aldehyde-induced artifacts in the frog
retina revealed by high-pressure freezing
and freeze-substitution has already been
written about.

3.5
Postfixation

For pure structural studies, but generally
not for immunolabeling, the aldehyde
fixed tissue is ‘‘postfixed’’ in (0.5–1%)
osmium tetroxide (OsO4). One of the
very first micrographs using this fixative
for EM is shown in Fig. 16. This heavy
metal can cross-link lipids and protein and
adds general contrast to many organelles,
especially membranes (enhancing the
trilaminar appearance). It is also clear that
artifacts may be induced, the most striking
being the proteolysis of structures such
as actin filaments. It is generally accepted
that, when used at the low temperature
for freeze-substitution (see below), the use
of OsO4 is generally free of artifacts and
is a useful addition to enhance contrast.
As pointed out below, OsO4 is generally
incompatible with the polymerization of
many resins used for immunolabeling
(such as lowicryl). Concentrations up to
1% in the freeze-substitution schedule
may be used without interfering with UV
polymerization of these resins. Osmium
can also be successfully used with LR
white (see below) (see Fig. 7). Many
workers add a second postfixation step
after the OsO4 using uranyl acetate, which
binds to negatively charged phosphate
groups in phospholipids, is generally

an excellent stabilizer of lipids. Tissues
are often left in aqueous solutions of
this stain for, for example, 1 h; an
alternative so-called en bloc procedure
that we often use is to leave specimens
overnight in a saturated solution of
uranyl acetate in 70% ethanol prior to
embedding.

3.6
Dehydration and Embedding

The epoxy resins (e.g. Epon, Spurrs,
Araldite) are highly hydrophobic, while
many of the methacrylates have a lower
hydrophobicity, but are still immiscible
with water. For this reason (as in paraffin
embedding for histology), the water must
be replaced (gradually) with an ascending
series of ethanol or acetone (which tends
to extract more material than ethanol).
At the 100% solvent stage, the resin is
gradually mixed with the solvent over
a period of a few hours until it can
be placed in pure resin. At this stage,
the specimen in resin is mounted into
an embedding mold (Fig. 5b) or other
suitable container (e.g. BEEM capsule)
and left overnight at room temperature
(at which little polymerization occurs) for
complete infiltration, before being allowed
to polymerize for about 12 h at 60 to 70 ◦C.
The specimen is now ready to section.
The standard epoxy and araldite resins are
quite viscous and it is often a problem to
penetrate some specimens, such as many
plant and insect tissues. In 1969, Arthur
Spurr introduced his concoction, known
as Spurr resin as a low viscosity epoxy resin
alternative. This has become the standard
resin for many specimens. Alternative low
viscosity–embedding media are now also
commercially available. For more details
there are many classical textbooks available
in EM laboratories. For an example of



34 Electron Microscopy in Cell Biology

an image of an epoxy resin section, see
Fig. 6.

3.7
Methacrylate-based Embedding

After the introduction of the complete
Tokuyasu method in 1978, this approach
was the section method of choice for im-
munolabeling. For the next two to three
years, all alternative embedding proto-
cols were far inferior for this purpose.
However, in 1980 appeared the first in
a series of papers from Eduard Kellen-
berger’s laboratory in Basel, in which
an excellent alternative approach became
available. After years of painstaking work
in collaboration with an industrial partner
(Lowi), Carlemalm et al. were successful
in introducing the first of the Lowicryl
resins, the more hydrophilic K4M, and the
more hydrophobic HM20. Its great poten-
tial for immunogold labeling was shown
already in the first publication. The basic
approach is no different to the epoxy proto-
col outlined above; it is simply a question
of which solutions, in which order, and
for how long. However, the resins are
polymerized by UV light rather than by
heat.

Although these resins can be used
at room temperature, the goal from

the outset was to develop these resins
predominantly for use at low tempera-
tures. In the initial publications, an ap-
proach known as progressive lowering of
temperature (PLT) was introduced. Here,
starting at the dehydration step, the tem-
perature is gradually lowered to −35 ◦C.
The importance of these resins is that
they can be polymerized at this tem-
perature using UV polymerization (al-
though they can also be polymerized by
heat). This polymerization usually takes
one to three days and often the blocks
need additional curing time at room
temperature in direct sunlight (without
glass).

In 1985, this group introduced new
resins (K11M) that could be polymer-
ized down to −60 ◦C and HM23, which
will polymerize even at −80 ◦C. These
became especially useful in combina-
tion with freeze-substitution (see below,
and Figs. 13, 15b). The important con-
tributions of Bruno Humbel and Martin
Müller toward this approach should also
be mentioned.

In England, Brian Causton, a chemist,
in conjunction with the London Resin (LR)
Company, developed an alternative set of
resins LR white and LR gold. These resins
are now widely used for EM immunola-
beling, especially in laboratories that lack

Fig. 5 Plastic sectioning for EM. In (a), a trimmed Epon block is shown in a Leica ultramicrotome
being sectioned on a Diatome diamond knife. The 2.5-mm knife-edge is indicated by arrows. A ribbon
of sections is seen. This ribbon is only slightly longer in length than the diameter of an EM grid.
Normally, one would tease this ribbon away from the knife-edge using a fine eyelash. The grid is then
lowered carefully, film side down, onto the ribbon and pressed gently. The grid is ideally rotated on
the surface of the water so that the water can run off smoothly from the surface of the grid. The grid is
then raised and air dried. An alternative method that avoids section wrinkles is to dip the grid into the
water beneath the sections and then carefully raise the grid at about a 45◦ angle to fish the ribbon.
Photograph courtesy of Robert Ranner Leica Microsystems GmbH, Vienna. (b) Shows specimens
that have been polymerized in an embedding mold. The specimens are black following osmium
treatment (arrows). A piece of paper with specimen details can be conveniently coembedded with the
specimen. Courtesy of Anja Habermann and Maj Britt Hansen.
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the equipment for cryosectioning. As men-
tioned, LR white is also compatible with
osmium tetroxide treatment and recipes
exist for providing beautiful preservation
in conjunction with immunogold label-
ing (Fig. 7).

All the methacrylate-based resins are
sectioned in the same way as other plastic-
embedded blocks (Fig. 5a). For the more

hydrophilic ones, such as Lowicryl K4M,
the water level in the trough of the
knife boat (Fig. 5a) needs to be lowered,
compared to Epon sectioning, to prevent
the sections being pulled behind the
knife.

All the resins used for EM are potentially
toxic, as are the fixatives and appropriate
caution should be taken when handling

(a)

(b)
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Fig. 6 Example of an epoxy resin
section. This shows a section of a J774
macrophage that had internalized
BSA-conjugated gold particles for 1 h
followed by a chase in medium free of
gold for 1 h. Under this condition, the
gold is in late endosomes and
lysosomes (Ly). Subsequently, 1-µm
latex beads (B) were added for 1 h
followed by a further 3-h chase. Gold
can be seen in late endocytic organelles
and in the latex bead phagosomes
(arrowhead), after a fusion process.
Other organelles, Golgi stacks (G),
mitochondria (M), and ER are indicated.

them (eye protection, gloves, hood, etc.).
Particular care should be taken when
working with the Lowicryl resins that are
well known to cause skin problems.

3.8
Plastic Sectioning

The specimen embedded in plastic must
next be trimmed to make a small block that
can be pyramidal or rectangular at its tip
(usually 0.01–0.1 mm, see Fig. 5a). This
can be done manually with razor blades
but is much more precisely done using
commercially available block trimmers
that have metal or diamond blades.

The trimmed block is next mounted
in an ultramicrotome equipped with a
glass knife or, more conveniently us-
ing a diamond knife (Fig. 5a). The
combination of modern ultramicrotomes
and state-of-the-art diamond knives now

enables sections as thin as 20 nm to be
easily and reproducibly obtained.

As shown in Fig. 5(a), during plastic sec-
tioning, the sections are floated on the
surface of (clean) distilled water where
they can be manipulated with an eyelash
and mounted on a carbon and plastic (e.g.
formvar) coated grid. In this simple pro-
cedure, the grid surface is brought into
contact with the sections, which are ad-
sorbed. The sections are routinely stained
by floating the grids on a solution of, first
uranyl acetate (which may not be neces-
sary if it was included before embedding),
and second with a solution of lead citrate
(for a few minutes only) (see Fig. 2a). After
rinsing with water and air-drying, the grids
are now ready for imaging.

When immunogold labeling is de-
sired, sections of methacrylate-embedded
material can be labeled, as described
below. In this case, the staining with
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Fig. 7 Example of embedding in LR
White. (a) and (b) show rat parotid
acinar cells embedded in LR White.
Pieces of parotid tissue from a rat were
fixed in a mixture of 0.5% glutaraldehyde
and 4% formaldehyde under microwave
irradiation, followed by postfixation with
1% osmium tetroxide containing 1.5%
potassium ferrocyanide (reduced
osmium) under microwave irradiation
and continued for 30 min on ice. Tissue
blocks were embedded in LR White resin,
and ultrathin sections were obtained.
The ultrathin section mounted on a
nickel grid was pretreated for etching by
a saturated aqueous solution of sodium
metaperiodate for 30 s, followed by
treatment in 1% bovine serum albumin.
Immunolabeling was carried out using
anti-GF-1. GF-1 is a monoclonal antibody
recognizing 105-kDa glycoprotein in the
Golgi apparatus of serous exocrine cells.
Colloidal gold particles (arrow) can be
recognized to distribute on the
trans-cisternae of Golgi apparatus (G).
The cells in (b) were additionally reacted
for the trans-Golgi enzyme thiamine
pyrophosphatase (TPPase) subsequent
to the primary fixation. This reaction
product is seen as an electron-dense
precipitate in one trans-Golgi cisterna
(arrowhead in (b)). The sections were
labeled with an antibody GF-1, revealed
by immunogold. The gold particles are
seen to be restricted to the trans-side of
the Golgi stack, colocalizing with the
TPPase reaction product (arrowheads).
The ER is indicated, as are the secretion
granules (SG), the nucleus (N) and
mitochondria (M). Micrographs courtesy
of Shohei Yamashina.

(a)

(b)

1 µm

1 µm

heavy metals is carried out after the
immunolabeling. An advantage of this
approach for immunolabeling is that
the room-temperature cut sections can
be stored dry on grids indefinitely and
still be immunolabeled when desired.
These sections can also be powerful
tools for use at the immunofluorescence
level.

3.9
The Tokuyasu Sucrose
Embedding – Cryosection Method

An elegant and rapid method for vi-
sualizing structure and immunolabeling
using cryosections was pioneered by
Tokuyasu between the late 1960s and 1978.
This is now used extensively worldwide.
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In contrast to the hydrated cryosection
method (see below), there are two severe
restrictions in obtaining cryosections for
immunolabeling, in addition to the obvi-
ous need for the cryomicrotome. One is
that immunolabeling needs to be carried
out above 0 ◦C and the other is that ultra-
thin cryosections of fresh specimens are
destroyed when thawed. For this reason,
the specimen must be chemically fixed
prior to sectioning, usually with a light,
fixation protocol (see above).

So, the role of the sectioning process
in this approach is simply to be able to
cut thin sections of fixed cells and tissue
that can subsequently be immunolabeled
while fully hydrated at ambient temper-
ature. While this may be a disadvantage
for high-resolution preservation, it also of-
fers a number of practical advantages in
comparison to the hydrated cryosection-
ing method. First, because the material
is chemically fixed, the membranes are
permeable to high concentrations of su-
crose, which is an excellent cryoprotectant.
This means that relatively large pieces
of specimen (>1 mm3) can by vitrified
routinely by simple immersion in liq-
uid nitrogen (which is a relatively poor
coolant). Moreover, sucrose (up to 2.3 M)
allows the specimen to be more easily
and uniformly thin sectioned in a cry-
oultramicrotome at, for example, −100
to −120 ◦C. So, although the method in-
volves a vitrification step, it cannot be
considered a bone fide cryo-EM method.
Nevertheless, it is mostly referred to as
the cryoimmuno-EM method. The steps
in this method are shown schematically in
Fig. 8.

The trimmed specimen is cut with a
glass knife, or now more commonly the
superb new generation of diamond knives
designed for cryosectioning. The temper-
ature is usually in the range of −90 to

−120 ◦C. At these temperatures, water
obviously freezes and a major difference
between cryo and plastic sectioning is that
cryosections are cut on a dry knife (i.e. no
water trough). The colder the specimen,
the harder the block; for cutting sections
for LM, the blocks are made softer by rais-
ing the temperature from −50 to −80 ◦C.
Many workers also raise the temperature
of the block to −80 ◦C for trimming the
block before cutting thin sections at colder
temperatures. Plasticity of the block is
also an important parameter to vary for
optimal sectioning properties, and com-
pounds such as polyvinyl pyrrolidine can
be added to the sucrose infusion in order
to facilitate the sectioning process. At all
temperatures, even the best sections are
initially compressed. They are then picked
up using a 1- to 2-mm loop of thin wire that
contains a drop of 2.3 M sucrose (Fig. 8d).
The sucrose drop is rapidly brought into
the cryochamber and, upon contacting the
sections and brought to room temperature,
it decompresses; a spherical cell profile
that is significantly compressed after sec-
tioning can now regain its spherical shape.
Often, this method leads to overstretch-
ing of the sections, causing structural
artifacts. For this reason, the use of a
mixture of sucrose and methylcellulose
was introduced, which could greatly im-
prove structural preservation (see Figs. 1b,
9, 14). Tokuyasu (personal communica-
tion) considers the osmotic pressure to be
an additional important factor in section
pickup. To reduce the impact of high os-
motic pressure, the use of a mixture of
1.7 sucrose solution with the detergent
Tween 80, at a final concentration of 0.01%
to retrieve cryosections embedded in 2 to
2.3 M sucrose was recommended; we have
found this approach to be very useful.
Section compression can also be mini-
mized by reducing the sectioning angle



Electron Microscopy in Cell Biology 39

(a)
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(d)
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Fig. 8 Schematic illustration of the Tokuyasu method. These
drawings, made by Paul Webster, illustrate the basic essential
details of the Tokuyasu cryosectioning and labeling method. All
steps are carried out within the chamber of the cryoultramicrotome.
Prior to step (a), the specimen will have been fixed, infused with
sucrose, and placed on a specimen pin. (a) Shows the procedure
for trimming the block using a trimming device. Glass knives or
special diamond trimmers can also be used for this purpose. In (b),
the specimen is sectioned on a glass or, in this case, a diamond
knife, and the sections are manipulated using an eyelash probe (c).
In (d), the sections are picked up on a loop containing 2.3 M
sucrose or a mixture of sucrose and methylcellulose. The loop is
then touched onto the surface of a grid and the grid is raised and
allowed to be floated (section surface down) on a drop of liquid.
(e) Shows the procedure for maintaining a moist chamber around
the grids. A petri dish is then layered over the grids, and a piece of
moist filter paper is added on one side of the petri dish; (f) and (g)
show again the principle of drying the grid after embedding in a
methyl cellulose mixture (see also Fig. 3).
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of the diamond knife. A new oscillating
diamond knife is being developed that al-
ready looks highly promising in reducing
this problem even further.

Once the sections are thawed on the
surface of the drop of sucrose (or the
mixture with methylcellulose), the loop is
brought to the surface of an EM grid and,
upon contact the sections are transferred
to the grid surface. From now until the
final drying step, the fragile sections must
remain hydrated and not be allowed to dry.
The universal procedure for immunogold
labeling can be applied (see below). It
should be noted that in addition to its use
for immunolabeling, this method is also
an excellent and rapid (1–2 h) method for
preserving and visualizing structures in
thin sections by EM. It is surprising that
this method has not been more widely
used, for example, in pathology, as a rapid
diagnostic tool.

Either with or without immunolabel-
ing, the final step in the preparation is
to dry/embed the sections. Since, as men-
tioned, the sections are easily destroyed
by air-drying, Tokuyasu spent a num-
ber of years developing what in the end
turned out to be a surprisingly simple
approach to protect the sections from

collapsing during the drying process. His
elegant solution was to float the grids
with sections (that were previously float-
ing on pure water) on a mixture of heavy
metal stain (usually uranyl acetate) and
a polymer (usually methylcellulose, this
is more soluble in the cold) for a few
minutes. The grids are then looped out
using a ∼3.5-mm loop, the excess solu-
tion is removed by blotting and the grid
is air-dried/embedded (Figs. 3, 8). After
removing the grids from the loop with a
forceps, they can be visualized by EM. This
simple procedure revolutionized the use of
thawed cryosections for immunolabeling
at the EM level.

3.10
On-section Immunogold-labeling
Procedure

The localization of specific antigens on
isolated particles, or on thin sections
can be performed using immunogold-
labeling methods. A theoretical drawback
of these methods is the need to label the
specimen at physiological temperatures,
which limits their use for bone fide
cryobased approaches. Nevertheless, these
methods have been very powerful in a

Fig. 9 Example of using the Tokuyasu technique. These images show cryosections of
glutaraldehyde-fixed Chinese hamster ovary (CHO) cells showing the distribution of Prion protein
using an anti-PrP C monoclonal antibody Fab fragment (R1). (a) Gold labeled PrPC (arrowheads) was
found to be highly enriched in the caveolae at the plasma membrane (PM) (not in this picture) and
caveolae-containing membrane structures in the trans-Golgi network (TGN) around the pericentriolar
region; arrows pointing to centrioles. (b) Endocytosed 5-nm protein-A gold particles (which bind
specifically to PrPC; arrowheads) indicate the sites of PrPC molecules that had been taken up via
caveolae. These results indicate that typical early endosomes do not intersect significantly with the
endocytic pathway of PrPC-containing caveolae. In addition to the typical small tubulo-vesicular
structures, many larger multivesicular-bodies (late endosomal/lysosomal profiles, L) were loaded
with small gold particles representing endocytosed PrPC, whereas the transferrin receptor (labeled
with an antibody and large, 10 nm, gold) localized in nearby and distinct structures. As expected, ER,
Golgi complex, mitochondria, and nucleus were not labeled, indicating highly specific labeling in
these experiments. G: Golgi complex, n: nucleus. Micrographs courtesy of Peter J. Peters.
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wide spectrum of molecular cell biological
applications.

The essence of all immunolabeling
is the same for all procedures at the
LM and EM level. However, the use of
sections (for LM or EM) obviates the
need for a permeabilization step (see
below). Subsequently, a minimum of three
incubation steps is required, along with
rinsing steps. The first step is to block
nonspecific sites. All proteins (some more
than others) have the capacity to adhere

to (most) surfaces and it is generally
thought that this is due mostly to ionic
and hydrophobic interactions. In practice,
one can usually (but not always) block
these sites on the sections (and grid)
surface by simply floating the grid on a
drop of a suitable protein solution for a
few minutes. Many groups use different
kinds of sera (e.g. goat serum) for this
purpose, in which case one must be
sure that this does not interfere with the
immunolabeling reaction. We prefer to
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use a mixture of fish skin gelatin (from
an arctic fish, via the Sigma company)
and bovine serum albumin. Whatever
one uses, it is recommended to dilute
the antibodies and gold reagent in this
solution for the subsequent labeling steps.
In practice, the whole labeling procedure
is most conveniently carried out on the
surface of a layer of parafilm (see Fig. 2a).

3.10.1 Step 2 – Antibody Labeling
The grid floating on the block solution is
transferred to the surface of a 5- to 10-µL
drop of the ‘‘optimal’’ dilution of antibody
in the blocking solution and left for 30
to 60 min in a humid chamber on the
parafilm surface (see Fig. 2a).

The problems of antibody specificity
must be seriously considered in evaluating
EM (as for LM) immunolabeling. It is
important to note that apparent proof
of specificity by an immunochemical
approach such as Western blotting does not
necessarily constitute proof of specificity
on the surface of a thin section since the
conditions facing the antigen are quite
different. It is crucial to realize that the
complexity of possible interactions on the
surface of a section can give rise to subtle
and serious artifacts that may fool the
observer. It is also important to realize
that the numbers of antigens available
at the surface of thin sections can be
deceptively low.

It is crucial to determine the opti-
mal concentration of antibodies for the
best signal-to-noise ratio. Above this level,
background labeling can increase signifi-
cantly. The simplest take-home message
to achieve this is to empirically deter-
mine the highest concentration of antibody
(which, in some cases, may even mean
undiluted antibody!) that does not label
structures assumed to be free of antigens.
The foundation of this assumption is the

available cell biological knowledge on the
system.

Depending on the gold reagent that
will be subsequently used, one may need
to use a secondary antibody step. For
example, if one uses protein-A gold (which
is the preferred reagent in many groups,
including ours), and one starts with a
mouse antibody (that mostly do not bind
protein-A), then an intermediate step of,
for example, rabbit anti-mouse is required
before applying the protein-A gold. Before
and after such a step, a series of rinses on
drops of, for example, phosphate-buffered
saline (PBS) is required for 10 to 15 min.
Alternatively, one can use a secondary
antibody conjugated to gold (see below).

3.10.2 Step 3 – Gold
After the rinses following the last anti-
body step, the grids are floated on the
empirically determined concentration of
protein-A gold or an IgG gold conjugate.
These conjugates can be easily made in
the laboratory or, they can be obtained
from many commercial suppliers. In the
absence of prior information, the optimal
concentration of the gold reagent is the
highest concentration that gives negligi-
ble labeling in the absence of a primary
antibody on the sections that have been
exposed to blocking solutions.

Colloidal gold particles consist of pure
gold, made by reducing gold chloride
(HAuCl•2H2O). A number of methods
for preparing these colloids have been
around since the days of Michael Faraday
but the method of choice now is that
introduced by Slot and Geuze. By a
simple procedure involving citrate and
tannic acid this method produces uniform,
spherical particles of any size between
about 3 and 17 nm; up to three different
sized particles can be routinely used
for triple labeling studies. Many proteins
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can be adsorbed fairly stably (but mostly
noncovalently onto the surface of gold
particles), without loss of activity; the most
useful (in our experience) is protein-A. The
noncovalent interactions of proteins and
other compounds with gold is complex
and highly unpredictable; one must be
aware of the possibility that any compound
bound to gold may elute from the
particle surface with increasing storage
time. Procedures for single and double
labeling have been described. Following
the gold incubation, the sections must
be rinsed extensively (∼15–20 min) and
all salts must be washed away with
(preferably double or triple) glass-distilled
water prior to final contrasting with uranyl
and/or lead salts. The basic procedures
for plastic and cryosections are described
above. It should also be noted that any
particulate material that can be adsorbed
to grids can be labeled, but on their outer,
solvent accessible surfaces. Only if the
structures can be ‘‘opened up’’ in some
way can one potentially access internally
localized antigens.

3.11
Preembedding Labeling Methods

Whereas most EM labeling protocols these
days is done using thawed cryosections
or methacrylate sections, there is an
alternative set of methods referred to as
preembedding labeling that may be preferred
for some applications. The principle here
is to start with whole cells or tissue slices
(e.g. 20–50 µm thick cryostat or vibratome
or tissue/chopper fresh sections) and
then treat the material with a solvent or
detergent (or even by freeze-thawing) that
removes parts of membranes in order to
allow antibodies to diffuse into the cell
interiors. One simple method that we
often use is to put the live cells into

distilled water and observe them by light
microscopy. When the cells burst (usually
after about 10 sfor cultured mammalian
cells), fixative is added. In this approach, as
in all preembedding methods one accepts
structural damage at the outset.

One attraction of the preembedding ap-
proach is that at the end of the labeling
procedure, the cells are embedded in con-
ventional epoxy resins, that is, technology
available in every EM lab for cell biology.
Since the ultimate goal is to see the sites
of antigens in the context of cell ultrastruc-
ture, it is essential to chemically prefix
the material before labeling. However, this
raises a practical dilemma; if cross-linking
is too effective, the antibodies fail to reach
many antigens. If, on the other hand, one
cross-links too little, cellular ultrastruc-
ture is compromised. Since one needs
to sequentially introduce antibodies and
secondary gold reagents, preembedding
labeling is a highly empirical and un-
predictable method. Nevertheless, when
it works, this approach can provide signif-
icant information (see Fig. 10).

The essential steps in a typical preem-
bedding protocol are as follows:

1. The cells/tissue slices are fixed lightly,
usually with 2 to 4% formaldehyde
(often mixed with a low concentration
of glutaraldehyde), usually for less
than 30 min.

2. For labeling intracellular antigens, the
cells are permeabilized, most often with
0.1 to 0.3% of the detergent Triton X-
100 for a few minutes. If the goal is
to label antigens on the outer surface
of cells this step can be left out. This
step, in conjunction with step 1, is
difficult to control and is prone to
induce artifacts.

3. The permeabilized cells are treated with
a protein blocking solution (see label-
ing of sections above) and then with the
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5 µm

Fig. 10 Preembedding labeling. The replication of chromatin in
synchronized HeLa cells has been studied using both light and EM
immunodetection. The inset shows individual small fluorescence foci
corresponding to DNA replication sites during early S-phase (100 min after
release of cells from a double thymidine block of DNA replication).
Biotin-16-deoxy-UTP was used as a marker of the newly synthesized DNA.
This was delivered into cells by means of hypotonic shift procedure and was
visualized by a secondary, fluorescent antibody against biotin. The
corresponding EM image is seen in the main figure. For this, the mouse
antibiotin was recognized by a 1-nm gold anti-mouse antibody that was
subsequently silver-enhanced. The arrow indicates the sites at the periphery
of the nucleus (N) where the silver-enhanced gold accumulate, which
reflects the DNA replication sites corresponding to the immunofluorescence
foci seen in the inset. Micrographs courtesy of Ivan Raska.

optimally determined concentration of
antibody (in blocking solution) for peri-
ods ranging from 30 min to overnight.
The excess unbound antibody must
be removed by multiple rinsing steps
with buffer (e.g. phosphate-buffered
saline, PBS).

4. The cells are incubated with a gold
reagent (usually for 30 min to 2 h at
room temp) that recognizes the an-
tibody (as for section labeling); also
here it is crucial to have the op-
timally determined concentration of
marker. The excess is again rinsed
away.

5. The cells can now be fixed with a
high concentration of glutaraldehyde

(0.5–2% for 30–60 min) in order to
protect the structure against the sub-
sequent steps of dehydration and em-
bedding. The remaining procedure is
identical to the protocol given above for
epoxy resin embedding.

Accessibility of reagents to antigens is
often a severe problem in preembedding
labeling, with the difficulties increasing
as one looks for antigens deeper in the
cell, especially within the nucleus. By
this approach, a negative result is almost
impossible to evaluate; one can never
be certain whether or not the reagents
had access to the antigens in a defined
structure. At the primary antibody level,
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antibody fragments such as Fab (which
have a significant lower avidity than whole
IgG) may improve access. At the gold
step, it makes sense to use the smallest
sizes of gold. An important innovation
here was the commercial availability of
1 to 2 nm gold particles bound with
secondary antibodies or protein-A. A
number of studies have shown that these
penetrate significantly better than 5-nm
gold particles. The 1- to 2-nm gold particles
are very difficult to see in a typical
section. To overcome this problem, metal
amplification procedures using silver or
gold have long been available and widely
used to enhance the size of the gold
particles. It should be noted that osmium
tetroxide can strip the silver off the
gold particles.

At the end of this procedure, thin plastic
sections of cells are examined in which
gold particles provide an indication of the
sites of antigens.

3.12
Immunohistochemical Approaches using
Horseradish Peroxidase and Cytochemistry

For preembedding labeling, it is also possi-
ble to visualize the bound antibody using a
secondary antibody bound to horseradish
peroxidase (HRP). This reagent penetrates
into cells better than gold particles and has
the advantage that the enzymatic prop-
erties of HRP can be used to oxidize
diaminobenzidine (DAB) into an insolu-
ble polymer that binds Os5O4 very well.
This cytochemical electron-dense reaction
product can be used as an indicator of the
site of the antigen. Because of the abil-
ity of the reaction product to diffuse, this
method is rarely successful for cytoplas-
mic or nuclear antigens. In the past, it was
widely used to localize antigens within the
lumen of membrane organelles. However,

for a number of reasons, this approach
cannot be considered a ‘‘state-of-the-art’’
method for immunolabeling.

HRP has also been widely used as a
marker of endocytic organelles, and cells
will conveniently take up this compound
by endocytosis. More recently, cDNAs
encoding for this protein as chimeras
with different targeting signals have been
used to direct the protein to different
biosynthetic compartments, such as the
endoplasmic reticulum and the Golgi
complex. This approach can be very useful
to facilitate structural details of these
organelles and is likely to be increasingly
important as an additional marker for
tomographic studies. It has also been used
in an interesting method for visualizing
endocytic organelles in whole mount cell
preparations.

For structural identification of mem-
brane compartments – an old approach –
enzyme cytochemistry is still a useful
method, although its use has been de-
clining. It is expected that this approach
will be used more often for tomographic
studies. An example is provided in Fig. 7.

3.12.1 The Use of Microwave Technology
for Specimen Preparation
In 1970, Mayers first introduced the idea of
using microwaves to enhance the rate and
efficiency of fixative cross-linking. Since
that time, this approach has become widely
used, not only for the fixation step but
also for other steps in specimen prepa-
ration. Although the precise effects are
still not fully understood, specimen ex-
posure to microwaves results in greatly
enhanced rates of penetration of chem-
icals into tissues as well as chemical
reaction rates. In the microwave proces-
sor, reactions that take hours to occur by
diffusion alone can occur in seconds to a
few minutes. It is important to note that
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standard kitchen microwave ovens are not
recommended, since they are difficult to
control and, even with short pulses, tend to
overheat the specimen. Specially designed
laboratory-grade microwave processors are
now available that offer variable, control-
lable wattage and specimen temperatures.
Temperature control is achieved in part by
circulating large volumes of water through
the microwave chamber to remove excess
heat. In our group, following the lead of
Paul Webster, we now routinely carry out
all steps of epoxy resin embedding us-
ing this technology. Whereas the overall
process used to take two to three days,
it can now be completed in a few hours.
The microwave oven is also likely to be
an important tool in the future for im-
munocytochemistry by speeding up the
penetration and binding rates of antibodies
for immunolabeling. Its role in improving
antigen accessibility to antibodies is also
being exploited. For an example of tis-
sue sections following microwave-assisted
fixation, see Fig. 7. It is likely that this tech-
nology will play an increasingly important
role in many aspects of EM in the future.

4
Cryo-EM Approaches

4.1
Vitrification

The pioneering ideas of Dubochet on the
concept of vitrification was the beginning
of a new era in EM. The fact that one
requires such a thin specimen for TEM
allowed Dubochet and McDowall to vitrify
a thin layer of water suspended over the
holes on an EM grid. Electron diffraction
confirmed that the solidified water was not
crystalline but remained amorphous. This
breakthrough was the culmination of a

whole era of studies that were initiated by
Fernandez-Moren in the 1950s.

It is estimated that a freezing rate of
105 to 106 ◦C s−1 is required to vitrify
water at ambient pressures. No method
is known that allows cells (or parts of
cells) greater than 10 µm in thickness to
be vitrified under these conditions. Only
at high pressures can this be achieved to
a depth of a few hundreds of microns
(see below). Owing to the high rates of
cooling that are used, it has been es-
timated that the process of vitrification
arrests the in vivo state within 100 m s−1

of the final perturbation. For this rea-
son, it has evocatively been described as
the ‘‘solidified in vivo state.’’ There are
five different cryo-EM methods we shall
discuss: (1) the bare-grid method for iso-
lated particles; (2) hydrated cryosections;
(3) freeze-substitution; (4) freeze-fracture
and (5) cryo-SEM approaches.

4.2
The Bare-grid Method for Particulate
Specimens

Viruses, small bacteria, isolated organelles,
filaments, macromolecular complexes,
and the like can easily be vitrified. The
remarkable consequence of the thinness
of these specimens is that an almost triv-
ial procedure allows preparations to be
routinely vitrified. Following the innova-
tion to use a perforated film grid support,
the method involves suspending the spec-
imen on such a grid mounted in a simple
guillotine device. For the best results, the
atmosphere around the specimen should
be kept humid and specialized devices are
now available for this purpose. After a
brief blotting on one or both surfaces of
the specimen, the grid, attached to a for-
ceps, is rapidly shot into a ∼2-cm deep
chamber of liquid ethane cooled by an
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external container of liquid nitrogen. All
the subsequent operations such as trans-
porting, storage, mounting in cryoholders
and imaging in the electron microscope,
are done at liquid nitrogen temperature to
avoid devitrification, which occurs above
−135 ◦C. The imaging of cryospecimens
requires special care because highly en-
ergetic electrons, while passing through
a sensitive specimen, can easily destroy
the fine structure. The so-called ‘‘low dose
imaging’’ has, therefore, been developed
(see below). It should be noted that the
cryo-EM approach offers the only possi-
bility in EM for visualizing details within
the interior of a structure directly. State-of-
the-art examples of images obtained by the
bare-grid approach are shown in Figs. 11
and 18(a).

This approach has been used for a
series of elegant time-resolved analyses,
especially by Nigel Unwin and colleagues.
For example, the acetylcholine receptor
has been visualized in different functional
states. The bare-grid approach can also be
combined with immunogold labeling and
with positive staining using heavy metal
salts. This is probably the EM method
whose usage is increasing the most in
laboratories worldwide.

4.3
Vitrification of Larger Material

The cryopreservation of material larger
than 1 µm is a topic that has been exten-
sively investigated. Despite earlier com-
plications, it is now generally accepted
that the goal is straightforward; the speci-
men must be vitrified if it is to provide
a faithful reflection of the structure of
the in vivo state. The hydrated cryosec-
tion method (see below) offers the only
approach that can allow sections of native
material to be evaluated. It is also the only

method for unambiguously confirming,
via electron diffraction, that the vitreous
state has indeed been achieved; although
large hexagonal ice crystals can be seen
directly without diffraction, the presence
of the intermediate cubic ice crystals (up
to ∼300 nm) cannot. These can also dam-
age specimens.

There are different approaches for vitri-
fying a layer of biological material thicker
than 1 µm; one can consider the more
traditional methods such as (1) plunging
in ethane or propane; (2) jet freezing; (3)
slam-freezing on a cooled silver or copper
surface. There is now a consensus that all
of these approaches unfortunately, fail in
practice to give a layer of vitrification that
is more than 5 to 10 µm.

A relatively old method, high-pressure
freezing, first introduced by Moor, has
recently emerged as the technique for vitri-
fying substantial pieces of biological tissue.
A reasonable consensus in the field accepts
that a layer up to 200 µm (perhaps thicker)
can be vitrified by this approach. High-
pressure freezers are now available from
three commercial companies and the ap-
plication of this approach is growing slowly
but steadily, worldwide in established EM
laboratories. It should be emphasized that
the technology involved is not trivial and
there are many ‘‘technical tricks’’ that can
be learned only from the specialists (this is
generally true of all EM methods). Exam-
ples are shown in Figs. 13–15(b). Below,
I would like to point out two very power-
ful adaptations that, in combination with
high-pressure freezing, can be very power-
ful tools.

4.4
The Cellulose Capillary Tube

Hohenberg has introduced the use of
cellulose microcapillary tubes in order
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to prepare material for high-pressure
freezing (HPF). By capillary action, an
aqueous suspension can be drawn into
these tubes of 200-µm diameter, which
can be easily sealed by force. The cellulose
wall allows molecules up to ∼10 KDa to
diffuse freely through it. Cultured cells
can be grown within the tubes on their
preferred media prior to freezing (see
Fig. 13(a)). For high-pressure freezing,
small fragments of these tubes can be
conveniently positioned in the specimen

holder of the machine. This approach can
also be useful with other methods, for
example, epoxy resin embedding or the
Tokuyasu cryosection method.

4.5
The Fine-needle Biopsy

A second innovation by Hohenberg is po-
tentially of enormous interest to patholo-
gists. A specially designed jet micro-needle
system has been developed that can cut

(a)

(b) Kinesin decoration
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200-µm thick slices of any living tissue.
These slices are ideal for high-pressure
freezing. The use of this system for tak-
ing micro-biopsy specimens from human
patients is now a routine (and for the pa-
tient apparently painless) procedure by this
group and their medical collaborators.

4.6
Hydrated Cryosectioning

Vitrified thick specimens must be sec-
tioned before analysis by TEM. The sim-
plest method in theory, that is by far
the most difficult to apply, is the hy-
drated cryosection method. The theory
is indeed simple, one vitrifies a piece of
tissue and prepares cryosections (at a tem-
perature below the recrystallization tem-
perature of vitreous water (<−135 ◦C)).
These sections can be transferred onto
EM-grids kept under liquid nitrogen until
they are directly visualized (in the absence
of any chemical) at ∼−160 ◦C, or below. In
principle, this method allows direct visual-
ization of native structure in the absence
of any chemical.

In practice, the technique is quite
demanding and is hampered by sectioning

problems (cutting artifacts). Foremost
among these is the severe compression
(routinely 30–50%) that in fact accom-
panies all sectioning methods (in all
other sectioning approaches for EM, the
sections have the opportunity to stretch
(decompress) on aqueous solutions). It
seems, however, that in recent years all
the major technical problems have found
acceptable solutions and the method is
now at the stage where it is ready to
fulfil its promises. Moreover, new in-
novations are on the horizon, such as
the vibrating diamond knife already men-
tioned that can considerably reduce the
compression artifact and the use of tomog-
raphy for providing three-dimensional
information from such specimens. For
recent examples of this approach, see
Fig. 12.

4.7
Freeze-substitution

While the frozen-hydrated cryosection ap-
proach is currently something for a spe-
cialist, the approach of freeze-substitution
offers a much easier-to-apply alternative
method for visualizing the (close to) in

Fig. 11 Cryo-EM. (a) Cryoelectron micrograph of undecorated microtubules, embedded in vitrous
ice. When assembled in vitro, microtubules may be formed from different numbers of protofilaments
(which can be clearly seen in Fig. 22 after metal shadowing). A computer-assisted 3-D reconstruction
in the inset (color) has been carried out on a 15-protofilament microtubule. One of them is marked
with an arrow. The number of protofilaments gives rise to different moiree patterns, which can be
seen on a careful inspection of the different tubes. For example, 13-protofilament microtubules
exhibit very straight lines along the axis, while 15-protofilament microtubules show a characteristic
alternating pattern of fuzzy and striated regions along the axis. This pattern allows one to identify
different types of microtubules. (b) Cryomicrograph of microtubules decorated with kinesin motor
domains; the corresponding model is shown. The motor domains appear as little globular blobs
along the microtubule (arrows). These motor domains also have an intrinsic stabilization effect that
creates long isolated protofilaments. The inset shows a helical 3-D reconstruction of a microtubule
decorated with dimeric ncd domains. Ncd is a kinesin family member that exhibits retrograde
directionality, and a unique microtubule-binding pattern, but otherwise shows strong structural
similarities to conventional kinesin. It is important to realize that cryo-EM is the only approach that
provides information about structural features within an intact particle. Images courtesy of
Andy Hoenger. (See color plate p. xxiii).



50 Electron Microscopy in Cell Biology

(b)

(c)

(d) (e)(a)
50 nm

20 nm

Fig. 12 Hydrated cryosections. In this approach,
no chemical treatment whatsoever is used. (a)
Shows a hydrated cryosection of stallion sperm
chromatin after partial decondensation with
10 mM of the reducing agent DTT. The
individual DNA filaments, whose diameter is
2.7 nm, can be clearly seen, as can their
organization into a hexagonally arranged liquid

crystal; (c) and (d) show different orientations of
DNA; a diffractogram is evident in (b) showing
the hexagonal spacing of the DNA. (e) Shows a
hydrated cryosection through purified
nucleosome cores that have self-organized in
vitro into precisely aligned columns of particles.
Both micrographs courtesy of Jacques Dubochet.

vivo structure. Although in this method
the specimen is dehydrated and embed-
ded in plastic, a comparison of the data
from hydrated cryosections and freeze-
substitution has nevertheless convinced
most specialists that the latter approach
offers many advantages over the for-
mer, except at the highest levels of
resolution.

Freeze-substitution is an old EM method
that went out of favor only to emerge
over the past decade as the best rou-
tine method for preparing sections of
faithfully preserved cellular material,
thanks especially to the pioneering work
by the groups of Müller and Stein-
brecht. It can provide not only rela-
tively high quality structural preserva-
tion but also the opportunity to la-
bel the sections (in contrast to hy-
drated cryosections) using immunogold
methods.

The fact that high-pressure freezing, but no
other approach, allows vitrification of up to

hundreds of µm of depth in the specimen
now makes this approach the method of
choice for freeze-substitution.

The principle behind freeze-substitution
is to infiltrate the vitrified specimen with
solvents at low temperature that, over a
period of many hours to days, gradually
replace the water with the solvent (often
mixed with stabilizing ‘‘fixatives,’’ such as
OsO4 (that cross-link lipids as the tem-
perature is raised), or uranyl acetate (that
can stabilize the head groups of phospho-
lipids). The approach can also be carried
out without any chemical fixatives. The
idea here is to start the process of switch-
ing the specimen from a water-containing
(vitreous) medium to a solvent that is com-
patible with the plastic embedding media
at low temperatures (see below) while the
structures of the biomolecules are still
rigid. This is routinely done at, or colder
than −80 ◦C. It cannot be ruled out that
some cubic ice crystals may form under
these conditions but even if they do they
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are not noticeable at the levels of resolution
usually desired.

In freeze-substitution, the tissue is either
chemically fixed at low temperature and
left to fix as the specimen is slowly
warmed up, or left unfixed and embedded
in specially developed methacrylate resins
(such as Lowicryl HM23) at −70 to −90 ◦C,
using UV polymerization. When labeling
of antigens is not required, the specimen is
warmed to room temperature, embedded
in Epoxy resin, and then sectioned as in
the conventional method. Figures 13 and
15 show images made using this approach.
An alternative method that is not often
used but may be appropriate for some
specimens is to combine freeze-drying
with freeze-substitution.

4.8
Freeze-fracture and Replica Methods

In the 1960s and early 1970s, freeze-
fracture was a widely used approach,
especially for the study of membranes.
Although now restricted to a few specialist
groups in the world, it is still the only
method that can allow the investigator
to see the insides of membranes. Small
pieces of specimen are first vitrified, using
a method such as slam-freezing against
a cooled copper block or high-pressure
freezing. Subsequently, the specimen is
fractured, either with a knife, or by phys-
ically separating the frozen specimen that
is sandwiched between two metal plates.
The freshly opened surface is either evapo-
rated with a metal replica directly, to reveal
the surface details of the cut specimen, or
the specimen is first allowed to warm up
briefly to ∼−90 ◦C in order to etch away a
layer of water. In this case, the replica also
reveals some subsurface details; this is es-
pecially useful for visualizing details of the
cytoskeleton, as evident in the pioneering

studies of John Heuser, Tom Reese, Nobu-
taka Hirokawa and others. The underlying
tissue is removed from the metal replica
by harsh conditions such as immersion
in chromic acid and the fine replica is at-
tached to an EM grid and visualized by
ambient temperature TEM. Thus, although
this is a bona fide cryobased method, the
replica of the frozen surface is finally visu-
alized at room temperature.

A number of methods have been devel-
oped for combining freeze-fracture with
immunolabeling. An especially interest-
ing approach has already been developed
by Kazushi Fujimoto; this method uses the
detergent sodium dodecyl sulfate (SDS) to
partially digest biological material from the
replica while retaining integral membrane
proteins whose exposed cytoplasmic do-
main are accessible for immunolabeling.
Figure 16 shows two striking examples us-
ing this approach.

4.9
Simple Shadowing Methods

Since the dawn of the EM era, simple metal
shadowing methods have proven useful as
a substitute for negative staining that show
particle surface structure. Any isolated par-
ticles, such as those suitable for the bare-
grid cryo-EM negative-staining approaches
can be usefully examined using this ap-
proach. When done well, the appearance
of the structure can appear more three-
dimensional than with negative staining.
In the simplest instances robust struc-
tures can be air-dried before evaporating
metal in a unidirectional, or rotary fashion.
Better results are usually obtained after a
more gentle preparation method, such as
freeze-drying. Two examples are shown in
Fig. 23. Another related method is glycerol
spraying whereby the sample in glycerol is
sprayed, then rotary shadowed and viewed
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by TEM. This approach has been widely
used to visualize isolated nucleic acids and
attached complexes.

4.10
The Kleinschmidt and other EM Methods
for Nucleic Acids

A useful method for visualizing DNA or
RNA molecules, and attached complexes

was developed by Kleinschmidt in 1959.
The molecules are adsorbed to a thin, pos-
itively charged protein monolayer spread
on a water surface. Cytochrome-C is the
most commonly used spreading agent.
The film is then picked up on a speci-
men grid, contrasted with stain (e.g. uranyl
acetate) or by rotary shadowing with plat-
inum, and observed in the microscope.
This method may not have the resolution
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of the cryo-EM method but is more suitable
for estimating parameters such as the
length of the fibers.

About 10 years after the introduction of
the Kleinschmidt method, the heterodu-
plex analysis for mapping regions of base
sequence homology in nucleic acids was
established, particularly in combination
with formamide as a denaturating agent.
The use of a detergent film (BAC) to re-
place cytochrome-C later allowed a better
resolution of the nucleic acid strands.

4.11
EM Autoradiography

Until the 1970s, the use of EM autora-
diography had a central place in cell
biological research. In this approach, a
radioactive molecule is introduced into the
cells/tissues as a ‘‘pulse’’ of signal; the clas-
sical example was the use of radioactive
amino acids or sugars that are incorpo-
rated into newly synthesized proteins or
glycoproteins. By removing the radioactive
precursor, a period of ‘‘chase’’ allows the
tracer to be followed sequentially in the
cell. This approach was used to follow the
ER to the Golgi pathway for secretory pro-
teins and glycoproteins by the groups of
Palade and Leblond in the 1960s. At the
end of the experiment, the cells/tissues are
chemically fixed and embedded in epoxy

resins and sectioned. Subsequently, a thin
film of radioactivity- (and light-) sensitive
photographic emulsion is layered on the
section surface under a red light source in
the dark room. The sections must then be
incubated for days, weeks, or even months
for enough radioactive encounters to in-
teract with the film. At the end of the
incubation, the film is developed and visu-
alized under the EM.

Although in principle an excellent
method to follow defined molecules, a sig-
nificant disadvantage is the relatively low
resolution, at best 0.5 µm. This, plus the
long waiting period, has resulted in its
almost total disappearance from the cell
biological scene during the past 20 years.
Cell biological problems that used to be an-
alyzed by autoradiography are now better
resolved by use of specific antibodies; ki-
netic results can then be achieved by use of
specific inhibitors, such as cycloheximide,
that can help to synchronize the synthe-
sis of proteins, for example, through the
biosynthetic pathway.

5
EM-Visualization at Ambient Temperatures

All EMs are rather sophisticated machines
because electrons can only be usefully

Fig. 13 High-pressure freezing and freeze-substitution. Shows freeze-substituted specimens
following high-pressure freezing. (a) Shows the nematode Diploscapter coronata having been vitrified
within a capillary tube (the tube wall is indicated); the freeze-substitution was done using osmium in
acetone. I-intestine; G, gonad (b) Shows a section through a high-pressure frozen and
freeze-substituted yeast cell (Saccharomyces cerevisiae). The specimen was embedded in Lowicryl
HM20 resin. Yeast cells are notoriously difficult to preserve by conventional fixation methods due to
their robust cell wall. This image shows remarkable preservation. The arrowheads indicate direct
continuities between the nuclear envelope and the endoplasmic reticulum. This ER, seen in negative
contrast, is continuous with a domain of ER that seems to be very closely attached to the plasma
membrane (arrowhead adjacent to the plasma membrane (PM)). The nuclear pores are also evident
in negative contrast (arrows). Mitochondria (M) and other organelles are also evident. Both images
courtesy of Heinz Schwarz.



54 Electron Microscopy in Cell Biology
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Fig. 14 Cryo-section immunolabeling of African trypanosomes. These
figures show the trypanosome Trypanasoma brucei. (a) and (b) show
Tokuyasu cryosections of this organism following labeling for the variable
surface antigen (VSG). The VSG is seen to be heavily concentrated at the PM,
the flagellar pocket (FP, the flagellum is indicated by F), throughout the Golgi
complex (G), as well as in ER and endocytic organelles (not indicated). The
arrow in (a) shows a labeled endocytic vesicle in the process of budding from
the flagellar pocket membrane. Bars–300 nm. Courtesy: see Fig. 15.
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Fig. 15 Plastic-section immunolabeling
of African trypanosomes. These figures
show the trypanosome Trypanasoma
brucei. (a) shows a trypanosome that
was fixed in 0.05% glutaraldehyde/2%
formaldehyde before being embedded in
Lowicryl HM 20 after the progressive
lowering of temperature method. The
sections were labeled with anti-tubulin
and donkey anti-mouse gold (12 nm).
The array of microtubules beneath the
plasma membrane and in the flagellum
are strongly labeled (arrow). (b) Shows a
trypanosome that was vitrified by
high-pressure freezing followed by
freeze-substitution in 0.5% osmium
tetroxide, 0.5% gallic acid in acetone
and room-temperature embedding in
Epon. The excellent preservation of the
microtubules is evident by the clear
delineation of the tubulin protofilaments
in cross-section. Micrographs courtesy
of Christoph Gr

..
unfelder, Peter Overath,

and Heinz Schwarz.
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transmitted in a rather high vacuum (bet-
ter than 10−3 Pa ∼10−4/10−5 Torr). This
high vacuum in the main column also
needs to be maintained when a grid is
introduced. For this, the grid is first intro-
duced into a low volume prechamber (air-
lock) that is quickly pumped to vacuum.
The grid can then be carefully inserted
into the center of the objective (electromag-
netic) lens. At the top of the microscope
column is an electron source (tungsten
filament, lanthanum hexaboride crystal)
or, the (most coherent and expensive)
field-emission filament. The specimen is

observed at acceleration voltages ranging
from 80 to 120 kV (standard) to 200 to
400 kV (new ‘‘intermediate-voltage’’ mi-
croscopes) or up to 1 million volts in
the high-voltage EM (of which only a
small number are available for biologi-
cal research worldwide; the others have
disappeared due to lack of interest). The re-
cent developments in EM tomography will
likely see a reversal of this trend, as meth-
ods to investigate thicker sections become
more useful (see below).

The emitted electrons are attracted
toward the anode leading to a coherent
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Fig. 16 Freeze-fracture immunolabeling. (a) Shows chick liver, tight junctions
labeled for the tight junction protein occludin while (b) indicates rat liver, gap
junctions double-labeled for connexin 32 (large gold particles), and connexin 26
(small particle). The tissue slices were quick-frozen by contact with a copper
block cooled with liquid helium. The frozen samples were fractured in a Balzers
BAF 400 T freeze-etch unit at −110 ◦C, replicated by deposition of
platinum/carbon (Pt/C) followed by carbon. After thawing and washing with
PBS, the pieces of Pt/C replica were transferred to 2.5% SDS containing-buffer
for 12 h at room temperature. Subsequently, the replicas were immunogold
labeled, rinsed, fixed with glutaraldehyde, rinsed again, and picked up on grids.
Micrographs courtesy of Kazushi Fujimoto.
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beam of electrons that, with the help of an
electromagnetic condenser lens, can then
be converged onto the specimen. Electron-
dense material (biological material heavy
metal stains) scatter the electrons, whereas
the electron-lucent parts of the specimen
allow the electrons to pass down the
column where, after magnification by the
objective and projector lenses, they form
an image on a phosphorescent screen, film
or CCD camera. There are two different
types of interactions between electrons
and biological material; elastically scattered
electrons interact with the specimen with
a minimum loss of energy and therefore
there is no change in the wavelength of
the electrons. This type of scattering is due
to a simple deviation of the electrons in
the atoms in the specimen. In contrast,
inelastically scattered electrons are those
that experience energy loss and change
of wavelength during their interactions
with the electrons of the encountered
atoms. These interactions give rise to
the secondary events, such as heating
the specimen, mass loss, contrast, X-ray
emissions and cathodoluminescence.

When electrons interact with the phos-
phorescent screen, the green light emitted
by fluorescence provides a signal that the
human eye sees and the brain needs to in-
terpret. By removing the phosphorescent
screen transiently, the electrons can be di-
rected toward photographic emulsion to
record the image on film. Cooled CCD
cameras are now rapidly replacing film
but they are very expensive and still do not
have the resolution available on film. It is
likely to be only a matter of time before
CCD cameras replace film completely.

The inelastically scattered electrons
passing through the specimen can damage
the specimen, resulting, for example, in
mass loss, even in plastic sections. However,
in practice, beam damage is not a serious

problem for plastic or Tokuyasu cryosec-
tions, at the usual level of resolution
needed. For vitrified, native specimens
this is a very serious concern, as we will
now discuss.

6
EM at Cold Temperatures

Imaging vitreous specimens, either bulk
suspension, or hydrated cryosections, is
a lot more difficult than imaging spec-
imens at ambient temperatures. This is
really not something that can be taught in
a manual. Moreover, one has to deal with
quite delicate and expensive equipment.
A competent cryo-EM specialist needs to
understand a lot about the physics of
the processes involved. Native biological
sections are extremely sensitive to the elec-
tron beam, and under the conditions used
for ambient temperature specimens, they
visibly boil away within seconds. This ne-
cessitates low-dose imaging. In the standard
approach, the investigator can only sur-
mise that suitable specimens are present at
a site selected at low magnification, that is,
immediately photographed at higher mag-
nification using the minimum electron
dose required for imaging. All focusing
and image adjustments are therefore done
at sites away from the selected areas. In
recent times, the technology available with
modern EMs has improved considerably,
and is now much more user-friendly.

In most cases, the specimen is unstained
and to acquire sufficient contrast to
see the details is often a problem. For
optimal images, one takes advantage of the
increase in phase-contrast that is provided
by underfocusing.

Nevertheless, the fact remains that more
and more specialists are now routinely
recording images of very high information
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content with this technology. There is no
doubt that at the top level the cryoimaging
approach provides the highest resolution
available in EM today (see Fig. 11). In
suitable specimens, by averaging data
from large numbers of micrographs, it
can now approach (or reach) the atomic
level of resolution (0.3–1 nm) when two-
dimensional crystals are available. In many
cases where a 1 to 3-nm resolution is
obtained, the level of information often
suffices to help one to fit higher resolution
X-ray crystallographic data of the same
structure into a comprehensive model of
the structure. In this way, the details of the
(high-resolution) X-ray structure are fitted
onto its overall shape, which emerges from
the (lower resolution) cryo-EM model.

It is important to realize that in order to
‘‘solve’’ a structure to the desired level of
resolution, the availability of negatives or
online images is merely the beginning of
a long, complex, and often tortuous pro-
cess. In contrast to ambient temperature
specimens in which the images are mostly
‘‘final,’’ in cryo-EM (as well as in some
high-resolution negative stained specimen
analysis), there is an increasing number of
possibilities to obtain much more relevant
structural information by use of compu-
tational image processing algorithms. The
goal of these procedures is to improve
signal-to-noise ratio by averaging a large
number of structural units. The two main
kinds of approach to obtain this goal are
the following: (1) Electron crystallography
(including helical reconstructions) of two-
dimensional crystals and (2) Single particle
analysis, including icosahedral particles,
where particles imaged at various orien-
tations are collected, averaged and super-
imposed into a three-dimensional model.

Examples of cryoimages obtained using
sections are shown in Fig. 12 and from

whole-mounts of particles in Fig. 11 and
19(a) and of cells in Fig. 19(b).

6.1
EM Tomography

In the past, if one wanted a three-
dimensional view of a structure from thin
sections it was necessary to use serial
sections. The need to cut and maintain
in perfect order up to a hundred or more
thin sections is technically quite demand-
ing and, until recently it was very difficult
to subsequently align images from each
section on top of each other in perfect
register. In the past few years, a revolu-
tionary alternative approach has started
to have a major impact on EM at all
levels. From either a single particle or
a relatively thick section, tomography al-
lows one to obtain a three-dimensional
reconstruction of the structure of interest.
In practice, a device for tilting the speci-
men, the goniometer stage, allows the grid
to be tilted relative to the beam (under
standard conditions + and −∼70◦; new
goniometers are now reaching ±80◦). Im-
ages of all the projections are collected,
usually at intervals of 1 to 2◦. By ‘‘back-
projecting’’ these images into a three-
dimensional volume one can construct
the original image in three dimension
using now standard computational algo-
rithms. The reader is also referred to a
whole volume of the Journal of Structural
Biology that was dedicated to the excit-
ing developments in this field (Vol. 138,
pp. 1–155, 2002).

There are a number of problems that
can limit this approach. First, since there
are a large number of images, the effects
of beam damage have to be considered.
In practice, this is not a serious problem
for the ‘‘ambient temperature specimens’’
indicated above: one can take 130 to 140
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images, 1◦ apart. However, for vitrified
particles or sections, this problem is still
a limitation; in practice one is currently
restricted to, at most 100 images before
the specimen is irreparably damaged.
It should be emphasized that a great
deal of effort has been made by a
few specialists to make this technology
available, with important developments in
software, automatic image collection and
in specimen preparation.

The second problem is the ‘‘missing
cone’’ or wedge due to the practical
limitation that one cannot tilt the grid
±90◦ – there will always be a part of
the information that is missed, resulting
in loss of resolution. For quasi-regular
particles, one can overcome this problem
by averaging a number of reconstructions
from different viewpoints. For imaging
complex structures in sections of cells,
it may be possible to combine tomograms
from sections that contain the specimen at
different orientations.

In addition to being used in high-
resolution EM for reconstructing single
particles such as ribosomes this approach,
in combination with high-pressure freez-
ing and freeze-substitution, is now being
applied to analyze the three-dimensional
organization of different structures, such
as whole yeast cells, the Golgi complex,
mitochondria (see Fig. 18). Most of these
studies have used relatively thick (−200
−300 nm) plastic sections. It should be
noted that for the difficult question of de-
ciding whether or not fine tubules connect
certain structures (notably the Golgi com-
plex), this approach can still leave open
considerable room for subjectivity. In such
cases, the use of heavy metal stains (e.g.
the cytochemical reaction product of HRP,
or other enzyme reaction products) to fill
the lumen of tubules (e.g. by expressing

HRP-containing constructs in cells) can
greatly aid the analysis.

The ability to visualize whole cells directly
by a transmission cryo-EM approach can
be considered the ultimate goal in electron
microscopy. It is now fascinating to
consider that, prior to the development
of robust methods for preparing thin resin
sections of cells, the famous trio of Porter,
Claude, and Fullam had made initial
attempts in 1945 to visualize cells grown
on EM-grids (after osmium tetroxide vapor
or formaldehyde primary fixation). Despite
the harshness of the preparation (by
today’s standards), what was observed
was striking. In the thinner, peripheral
regions of the fibroblast, whose outlines
are clearly delineated, one can clearly see
mitochondria, filaments and so on (see
Fig. 17).

In an important development, the
Baumeister group have succeeded in
bringing together a whole battery of techni-
cal developments to enable the experiment
to be redone with state of cryo-EM to-
mography. In their first publication, they
focused on the amoeba, Dictyostelium, that
in accompanying videos could be seen to
move rapidly across the grid just before vit-
rification. Although one has to accept the
(still significant) limitation that only cell
projections thinner than ∼400 to 500 nm
could be clearly analyzed, the details shown
are amazing, at a resolution of ∼5 nm. It
must be realized that this is the first time
it has been possible to look directly in-
side a relatively unperturbed cell at this
level of resolution. An example is given in
Fig. 19(b).

With more developments, and more
widespread use of this approach, (likely
aided by higher accelerating voltages and
energy filtering) thicker regions of the
cell will become more accessible for
analysis. The use of hydrated cryosections



60 Electron Microscopy in Cell Biology

N

1 µm

Fig. 17 One of the first micrographs of
cells. Shows a famous micrograph taken
from the paper by Porter, Claude, and
Fullam from the Journal of Experimental
Medicine (1945). This micrograph is
one of the first ever taken by electron
microscopy. The cells were grown on an
EM grid, fixed in osmium tetroxide,
air-dried, and visualized as a whole
mount. Micro spikes (arrow) at the
leading edge are evident, as is the
nucleus and the worm-shaped
mitochondria. A fine reticulum beneath
the mitochondria is likely to be the
endoplasmic reticulum. This image has
already been shown in a wonderful book
by Christian de Duve in 1984.

can be expected to complement these
efforts. The ability to reconstruct detailed
structures (e.g. within the nucleus) will
greatly increase the level of information
one can obtain from these preparations.
Tomography can also greatly simplify the
interpretation of the three-dimensional
structure from hydrated cryosections.

6.2
Low- and High-resolution SEM

The ability to visualize surface structures
by scanning EM is well known, even to
many nonscientists, a result of spectacular
images of animals, plants, and microor-
ganisms obtained by this approach. Many
specimens, such as insects have robust

exoskeletons that can withstand beam
damage and only a thin layer of metal
needs to be evaporated before visualiza-
tion; for a beautiful example see Fig. 20.
This low-resolution SEM approach method
is widely used. At a higher level of resolu-
tion, parts of the organ of Corti of the ear
are seen in Fig. 21.

Over the past 20 years, the use of higher
resolution SEM in molecular cell biol-
ogy has dwindled – only a handful of
laboratories currently use this approach.
This is indeed surprising, and very disap-
pointing given the proven ability of this
approach to see high-resolution details of
structures such as nuclear pores, bacterio-
phages (Fig. 22(a, b)) and actin filaments
(Fig. 22c).
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Fig. 18 EM Tomography from plastic thick sections. (a) To obtain a three-dimensional
reconstruction of an organelle, a tilted-series of images is recorded. A 250-nm section of
multilamellar lysosomes in a mouse dendritic cell is shown after high-pressure freezing,
freeze-substitution, and resin embedding. This, relatively thick section was tilted from −60◦
to 60◦ along two perpendicular axes to produce a tilt-series of 242 images. This panel shows
three of these images, collected at −60, 0, and 60◦ tilting. The small black dots in the
images are 10-nm gold beads on top of the section, which are used as fiducial markers
(reference structures) for the three-dimensional reconstruction. (b) After calculating the
three-dimensional reconstruction from the tilt-series, the three-dimensional volume can be
analyzed by displaying it as thin, so-called tomographic slices. The slices can be made along
every possible axis. Three slices through the tomographic volume are shown: top: X-Z,
middle: X-Y and right: Y-Z. (c) By manually tracing the membranes of the multilamellar
lysosomes in the tomographic volume a three-dimensional model is created. (d) Shows a
three-dimensional model top view of one of the tomographic slices, while (e) reveals the
three-dimensional model view of the endocytic vesicle. The figure was provided by Jean-Luc
Murk and Bruno Humbel. From a study by Murk et al., J. Microsc. in press.

In conjunction with immunogold la-
beling prior to vitrification, the use of
cryo-SEM, especially the remarkable new
generation of field-emission (FE) scanning
electron microscopes offers the molecular

cell biologist a complementary approach to
tomography. SEM visualizes the surface of
the structure directly in three dimension.
In conjunction with the pioneering efforts
of a few specialist groups (especially those
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of Martin Müller, Paul Walther, Hans Ris
and Terry Allen) in developing new ap-
proaches for specimen preparation, this
method is now capable of extremely high-
resolution (1–3 nm) (Fig. 22). A number
of publications have shown the great
potential of this approach, also for im-
munogold labeling, especially when gold
particles as small as 1 nm are used, that
can be visualized in the backscatter mode.

In some studies, Fab domains have been
used instead of whole IgG molecules to
increase the precision of the labeling.

6.3
Critical Point Drying

The most common method to prepare
living specimens for SEM has been
chemical fixation followed by critical point
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Fig. 20 Classical SEM. Shows a
beautiful image of Drosophila
melanogaster visualized by conventional
SEM. The insect was fixed with
glutaraldehyde, rinsed,
critically – point-dried and sputter
coated using gold-palladium. Fine
details of the surface of the insect can
be seen in artistic detail. Micrograph
courtesy of J

..
urgen Berger (Max Planck

Institute for Developmental Biology,
Tuebingen, Germany).

drying (CPD). The basic idea of this ap-
proach is to prevent drying artifacts, which
occurs when the sample is exposed to
the surface tension of the liquid–gaseous
phase border. This method has also been
extensively used for preparing material for
TEM replicas and for epoxy resin embed-
ding. For this, the specimen is chemically
fixed and dehydrated in solvents such as
ethanol (essentially as for epoxy resin em-
bedding). Later the solvent is replaced
by liquid carbon dioxide in the pressure
chamber of the critical point drying device.
Then, the carbon dioxide is slowly warmed
up. This causes the pressure to rise in the

closed system. When the temperature and
pressure pass above the so-called ‘‘critical
point’’ of carbon dioxide (31 ◦C and 74 bar),
the pressure is carefully reduced and the
sample removed once room pressure is
reached. The specimen is thus dried with-
out ever having seen the liquid–gas phase
border, which can cause major distortions
to a sensitive specimen. Recent applica-
tions of the CPD method in cell biology
are the preparation of cytoskeleton ele-
ments after detergent treatment and TEM
replica. As pointed out by Ris, it is very im-
portant to remove every trace of water from
the specimen before the next stage, which

Fig. 19 Cryo-EM and tomography. (a) Shows cryo-EM of vitrified vaccinia virus using the bare-grid
method. This virus is enormously complex as was already evident in Fig 4. Although a tremendous
amount of information is present in these particles, at present the detailed three–dimensional
organization of the virus remains to be deciphered and the tomographic approach is now in progress.
(b) Shows the 2002 equivalent of the experiment already carried out. Hela cells were grown on
EM-grids and vaccinia virus was added. The goal of this experiment was to visualize intermediates in
the entry of the virus into the cell, a highly complex and not understood process. The grid was vitrified
and examined by cryo-EM. This image is a section through a tomogram (not a physical section)
showing details that are not approachable by single projections. The upper particle is, we believe, an
intermediate (from VV-Int) in the entry of the viral core and is likely to be still outside the cell. In
contrast, the viral core, which is transcriptionally competent, having lost its outer membranes is
definitely within the cytoplasm. Actin filaments are seen in the lower part of the micrograph, whereas
the filaments above the core are microtubules. Ribosomes (R) are also evident, as is the ER. This
method is the first approach available for looking inside physically and chemically unperturbed cells
by EM at this level of resolution. Bars = 100 nm. Both micrographs courtesy of Marek Cyrklaff;
specimen provided by Jacomine Krijnse Locker.
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Fig. 21 SEM of the organ of Corti of the
mouse ear. These SEM images show a
guinea pig cochlea dissected to remove
Hensen cells (sensory cells of the ear
and the supporting cells). Hensen cells
were dissected to give a clear view of the
outer hair cells, the sensory cells of the
ear (2) and supporting cells. The tops of
the outer hair cells have stereocilia
attached (3) the chevron-shaped
projections) and the main body of the
outer hair cell can be seen below. (1)
indicates the outer phalangeal cells of
Deiter. The specimen was fixed in
glutaraldehyde before dissection and
then infiltrated with tannic acid and
osmium tetroxide. This facilitated
examination without metal coating in a
field-emission SEM (a Philips XL-30
FESEM operating at 5 kV). This
specimen preparation method was a
modification of the method of
Jongebloed et al. (1999). Micrograph
courtesy of Paul Webster.

for SEM involves coating the specimen
with a thin layer of metal (see Fig. 23).

6.4
Freeze-drying and Cryo-SEM

The SEM is able to image the physical
surface only. In most biological samples,
however, the structures of interest are in-
side cells and tissue. To get access to
the structures of interest, the specimen
has to be opened by cracking or by sec-
tioning, or the overlaying water must be
removed. This is only possible with a solid-
state sample. The most straightforward
way to solidify a biological sample is by
vitrification. In the cryo-SEM, bulk sam-
ples can be investigated over a very large
range of magnification, from the resolu-
tion level of a dissection microscope up
to macromolecular resolution. After being
immobilized, by cryofixation the samples
can be investigated in the cryo-SEM in

the fully frozen-hydrated or in the partially
freeze-dried (‘‘deep-etched’’) state. Many
artifacts of conventional chemical fixation
and dehydration techniques can, thereby,
be prevented.

Removal of the vitrified water is pos-
sible by sublimation in the vacuum in
the microscope or in a preparation cham-
ber. This preparation step is also called
‘‘freeze-etching’’ with a partial sublimation
of the water, or freeze-drying in the cryo-
EM literature. When the water is partially
removed, the three-dimensional arrange-
ment of the structures in the cytosol can
be investigated. Current methodological
research focuses on a better control of the
ice-sublimation process.

This method also has a high, and still
not fully used potential for the analysis of
in vitro systems in cell biology. Together
with Paul Walther, our group is currently
investigating actin-membrane interactions
using these cryo-SEM approaches.
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Fig. 22 High-resolution cryoscanning EM. (a) and (b) show the
T-even bacteriophage Tull ∗ −46 after freeze-drying, metal
coating and visualization by cryofield emission SEM. (a) shows
an intact particle, whereas (b) is a particle that became disrupted
by spesimen preparation. (a) is additionally labelled with an Fab
directed towards the tail protein Y of the phage. Individual Fab
molecules can be seen decorating pieces of the isolated tail
(small arrows) as well as the helical ribbon of the tail protein. In
(b) following disruption, the DNA of the phage is clearly evident
(large arrow), as are many other structural details of the inner
parts of the virus. (c) shows high-resolution image of an actin
filament that had been freeze-dried and coated with tantalum-
tungsten. ln(a) and (b) by courtesy of Rene Herman, Heinz
Schwarz, and Martin Mueller. (c) Courtesy of Paul Walther.
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6.5
Coating Techniques for Cryo-SEM

Samples for high-resolution SEM are
usually coated with a thin metal layer in
order to enhance electrical conductivity
and to localize the signal on the surface
of the sample. Charging of the sample
can also be reduced by working at low
accelerating voltage of the primary beam
(e.g. 2 kV). It was, however, pointed
out, that the excitation volume of the
secondary electrons is increased when
they interact with an insulator. Therefore,
it is advantageous to work with coated
(shadowed), conductive samples, even
when working at low voltages. Relatively
thin samples can ideally be supported
by a uniform layer of an electrically
conductive material, for example, by 1 nm
of tungsten. Bulk cryofractured samples,
however, are insulators and very beam-
sensitive. For these samples, double layer
coating has been very useful. The sample is
first coated with a contrast-forming layer
of heavy metal (platinum or tungsten),
both to enhance electrical conductivity
and for mechanical stabilization. A carbon
layer with a thickness of 5 to 10 nm
is then applied on top of the platinum

layer. As shown in different studies, this
layer drastically reduces the effects of
beam damage. For the analysis of these
samples, the backscattered electron signal
has to be used, which is mainly produced
by the metal coat that stays in direct
contact with the biological structure of
interest.

6.6
Scanning Transmission EM

A specialized variation of transmission
EM is scanning transmission electron
microscopy (STEM, done mostly in the
dark-field mode) in which the specimen
on the grid is scanned in a raster pattern
with a finely focused electron beam.
This offers precise determination of the
absolute mass of the specimen irrespective
of shape.

6.7
X ray Elemental Microanalysis by EM

X-ray microanalysis of biological speci-
mens can be conducted at two different
levels of resolution. Low-resolution mi-
croanalysis is typically performed using
a scanning electron microscope equipped

Fig. 23 Metal shadowing for EM. (a) Shows the identical TMV particles that were seen by negative
staining in Fig. 3. This unpublished image, over 30 years old, was unidirectionally shadowed
with platinum. (b) Unidirectional surface shadowing (tantalum/tungsten, elevation angle −45◦) of a
microtubule stabilized with small amounts of tau-protein. This protein is essentially invisible due to
its highly filamentous structure. This leaves a surface pattern typical for microtubules, exhibiting the
outer protofilament surface as a continuous axially oriented rim. The arrow shows a protofilament
splayed out at the end of the microtubule. (c) Unidirectional surface shadowing of tubulin that
coassembled with walls of monomeric kinesin molecules in vitro. The presence of these molecules
renders the outer surface in a completely different way relative to the undecorated microtubules in
(b). Instead of an axial striation, one now observes a perpendicular striation with an axial 8-nm repeat
(arrows), which corresponds to one motor domain bound to each α, β-tubulin dimer. This method
allows one to clearly distinguish between inner and outer microtubule surface. The inner surface
exhibits a 4-nm repeating pattern according to each tubulin monomer. (a) Courtesy of Herman Frank
and Heinz Schwarz; (b) and (c) courtesy of Andy Hoenger.
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with an X-ray detector. This application
is typically used to analyze small particu-
late inclusions in cells and tissues. The
analysis of environmental heavy metal
contamination, foreign body ingestion,
and occupational exposure are the most
typical applications. Examination of cells
and tissues in the scanning electron mi-
croscope using the backscatter electron
imaging mode can also be used to provide
low-resolution information, for example,
inclusions and particles containing high
atomic number atoms can be identified in
association with particular cell types.

X-ray microanalysis of biological spec-
imens can also utilize a transmission
electron microscope coupled with an X-
ray detector, but the demands of speci-
men preparation and specimen handling
are much more challenging. Typically,
this high-resolution technique requires
the rapid freezing of small, undamaged

biological specimens. The biological speci-
men requirement involves selecting small
(less than 1 mm) specimens, which must
be solidified using ultra rapid freezing
techniques leading to vitrification. Subse-
quently, the small specimens are mounted
in a cryoultramicrotome using either me-
chanical clamping or a low temperature
cryoglue. The ultrathin sections with thick-
nesses of about 100 to 120 nm are pre-
pared and transferred to formvar-coated
double-folding (sandwich) grids in the cry-
ochamber of the cryoultramicrotome. The
grid is next transferred to a cryotransfer
stage at −170 ◦C. The cryotransfer stage
is inserted into the transmission electron
microscope. The transmission electron mi-
croscope must be equipped with a liquid
nitrogen cooled anticontamination device
to prevent the deposition of water vapor
onto the specimen from the column of the
electron microscope.
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For X-ray microanalysis, the specimen
must be warmed to about −100 ◦C, which
allows the water in the specimen to sub-
lime onto the anti contaminator. This
freeze-drying step generally requires 45
to 60 min to achieve a specimen that
will withstand the high-beam currents
necessary for high-resolution X-ray mi-
croanalysis. Using this technique allows
the analysis of subcellular regions in
individual cells such as mitochondria, lyso-
somes, cytoplasm regions, and nuclear
regions.

The critical assumptions in this tech-
nique are (1) the freezing process does
not translocate diffusible elements from
their native location; (2) that the cryosec-
tioning process and freeze-drying of the
ultrathin section in the electron micro-
scope also do not translocate diffusible
elements from their native sites, and
(3) that during analysis under the high

electron beam current the diffusible el-
ements also remained in their native
location. In practice, these criteria are
rarely fulfilled for small, mobile ions
of cell biological interest, such as cal-
cium or magnesium. In general, these
technical difficulties have limited the
applications of this technique in cell
biology.

An additional limitation is the lack of
sensitivity to small changes in concen-
trations of sodium, chlorine, potassium,
and calcium in the small subregions of
cells. Under optimal conditions using
freeze-dried thin sections, the limit of de-
tection for X-ray analysis in general is
about 100 parts per million. It is very
difficult to estimate the water content of
the subcellular regions so that the dry
weight concentration measurement can
be converted to a wet weight concen-
tration that is meaningful to biologists.

Fig. 24 Principles of Stereology. (a) Shows the principle of estimating area using point counts. A
transparent lattice grid is randomly positioned over the images of a structure, in this case, a
hypothetical profile through a cell, the nucleus N is shown. The point where the edges of the two lines
of the lattice meet each other is considered to be a unique point (arrows). One simply counts the
number of points over the structure of interest. In this particular example, there are 13 points in total
over the cell, four of which follow the nucleus. If this result were seen after averaging over a number
of micrographs, this means that the nucleus represents 4/13 = 30.7% of the cell volume. The
number of points P × d2 provides an estimate of the area of each structure on the micrographs. (b)
Shows the principle of intercept counting to estimate the boundary length of surface. In this example,
a square lattice grid with random orientation and position is placed over a piece of string. The arrows
indicate the positions at which the lines of the string transect the lines of the grid: These positions
(formally defined by the intersection of the edges of the line and one edge of the string) are referred
to as intercepts. The length of the line is then given by π/4 × I × d where I is the number of
intercepts and d is the distance between the lines of the lattice grid. This principle, first introduced by
Buffon, is an unbiased estimator of the length of the profile, and can be converted to surface area in
three dimensions. In this example, if d = 1 cm and there are 21 intercepts, then the length of the
string is π(3.142)/4 × 21(Intercepts) × 1 cm = 16.495 cm. (c) Shows the principle of the Cavalieri
method. The principle here is to section a three-dimensional object with a series of equally spaced
sections such that the position of the first section is random within the interval between the sections.
In this example, four sections are made, a1–a4, and the volume is then given by the sum of the areas
of the object displayed on the sections multiplied by the distance (k) between the sections (section
thickness). This method is justifiably considered to be a powerful method for stereology, and has
been widely used for many different organs, tissues, cells, and organelles. Diagrams courtesy of
John Lucocq.
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Theoretically, the water content could be
estimated by making measurements be-
fore and after freeze-drying; however, fully
hydrated specimens in the electron mi-
croscope are intolerant of the high-beam
currents that are necessary for X-ray mi-
croanalysis.

In summary, the most useful methods
involving X-ray microanalysis at present
are performed in the scanning electron
microscope at low resolution for studying
occupational exposure, mineralized tissue,
and calcification associated with disease
processes.

6.8
Energy-filtering Transmission Electron
Microscopy (EFTEM)

This approach allows improved imaging
of thick sections and frozen-hydrated
specimens by removing inelastically
scattered electrons. The amount of
inelastic scattering increases with
specimen thickness (in general quite
rapidly) and is dependent on the
incident electron energy and on the
material the beam is interacting with
(in general, the heavier the material,
the stronger the interaction). In EFTEM,
the electrons are separated according to
their energies, making it possible to
filter out the blurring effects seen with
thick sections, as well as retrieve selected
chemical or physical information from
the specimen. This additional electron
selection results in contrast enhancement
for all imaging modes and also provides
the possibility of selecting electrons with
specific scattering effects for imaging,
thereby generating object- or element-
specific contrast. For more details as
provided by one of the manufacturers
of this technology, see (www.leo-
em.co.uk/temproducts/principle.htm).

7
Stereology

Although many cell biologists have yet to
realize it, a remarkable set of methods has
been developed over the past 30 years for
quantifying the sizes, contents, and spa-
tial relationships of biological structures.
These methods are known as Stereology,
a rigorous, probability-based discipline
for estimating three-dimensional struc-
tural quantities (including volume, surface
area, length, and number) and spatial re-
lationships from sectional or slice images.
The methods are design-based, meaning
that they rely on the principle of random
sampling (especially systematic random
sampling) and offer the twin benefits of
no (or minimal) bias combined with high
precision. The work needed to implement
them is, surprisingly, less than generally
expected, so these methods tend also to be
highly efficient. The use of stereological
methods will be outlined, as will recently
developed approaches for quantifying im-
munogold particles that are used to detect
specific antigens.

The sine qua non of stereology is the
application of geometrical probes for
estimating two-dimensional and three-
dimensional quantities. Crucial for this
goal is unbiased sampling at all levels
of specimen preparation and imaging:
each specimen (e.g. an organ), and each
part of that specimen (e.g. its different
tissue compartments), must have an equal
chance of being sampled. For some
quantities, it is necessary to randomize
the orientation of sectioning as well as
section position. A number of books and
chapters cover these important aspects in
great detail. In order to give the flavor of
how stereology works, we shall consider
one method available for determining the
absolute volume of any structure and
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two standard methods for determining
relative surface area (or length of sectional
membrane image) and relative volume (or
profile area of sectioned structures). It will
be seen that, once the absolute volume
of a reference structure (e.g. the nucleus
or the cell) is known, it is possible to
calculate the absolute total surface and
volume of any compartment in the cell
using their estimated relative surfaces and
volumes. It is equally easy to obtain higher-
level quantitative information about cells
in tissues, organs, or whole organisms.

7.1
Relative Area and Volume

In order to estimate the areas of the
sectional images (profiles) of different
structures on micrographs, transparent
plastic sheets having a uniform array of
‘‘test points’’ are randomly superimposed
over the image (see Fig. 24(a)). The
positioning of the overlay with respect to
the specimen must be randomized. These
days, this can also be conveniently done by
computer. Since each point corresponds
to a precise area, the total sectional area of
any structure is then directly proportional
to the average number of points falling
over it. For a set of micrographs, the test
points are summed and averaged; relative
areas can be equated with relative volumes.
The relative numbers of test points
falling on different structures within the
specimen then provide unbiased estimates
of the relative profile areas of these
structures.

The relative point totals (and relative
areas) may be converted into relative
volumes (volume densities, volume frac-
tions, or volume proportions) using the
principle first described by the geologist,
Delesse, in 1848. If the micrographic im-
ages themselves represent a set obtained

from randomly positioned sites through-
out the specimen, the relative number
of test points on each structure is not
only an estimator of their relative pro-
file areas but also an estimator of their
relative volume in the specimen (in fact,
the points then sample three-dimensional
space). This simple and efficient point-
counting approach therefore allows the
possibility to characterize a set of cells in
terms of their relative contents of nucleus,
cytosol, mitochondria, Golgi complex, and
any other compartments of interest.

7.2
Relative Profile Length and Surface Area

There is a simple but precise method for
estimating the length of a linear trace
(line on a sectional image), irrespective
of its shape or orientation. On the basis
of the principle first observed by Buffon
in the nineteenth century, a system of
parallel test lines is randomly laid over
the profiles of interest. The lines must be
randomized in terms of both their position
and orientation. This principle can be
simply illustrated with a piece of string,
which is crumpled (so as to randomize
its orientation) and then laid flat on
a system of test lines (Fig. 24(b)). The
number of times the string is intersected
by the test lines (separated by distance,
d) is counted and provides a simple
and unbiased estimation of the length
of string. If the lines on the overlay
run in both ‘‘horizontal’’ and ‘‘vertical’’
directions, the length of the string is
estimated by the formula π/4 × I × d,
where I is the number of intersections
and d is the distance between the lines of
the grid (Fig. 24(b)). It is easy to visualize
the linear traces of membranes on TEM
thin sections as the equivalents of pieces
of string.
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By an analogous three-dimensional ap-
proach based on randomly oriented en-
counters between section planes and cell
or organelle membranes, the relative num-
ber of intersections between test lines and
different membrane compartments allows
one to estimate their relative surface areas,
that is, surface of membrane per volume of
reference space. This simple and efficient
intersection counting approach therefore
allows the possibility to characterize cells
in terms of the surface areas of their dif-
ferent membranes.

7.3
Absolute Volume

Sometimes it is not possible to estimate
volume by, say, Archimedes principle of
liquid displacement or by weighing, and
it is necessary to resort to sectioning. An
elegant method for estimating the volume
of any structure by sectioning it was
invented by Cavalieri in the seventeenth
century. It was somehow forgotten until
it was rediscovered by Gundersen and
was given more general applicability as
a stereological principle. The essence
of the method is simple. First, the
structure is sectioned completely into a
uniform random set of slices (Fig. 24(c)).
One can analyze each section but, as
already mentioned, a great strength of
stereology is the concept of sampling. One
systematically selects a subset of (e.g. 1
in every 5) sections. On each sampled
section, the area is estimated by, say,
the test point–counting procedure. The
combined area of all the sampled sections
is then multiplied by the mean distance
between selected sections to obtain the
Cavalieri estimate of volume. When proper
sampling procedures are followed, this is a
remarkably efficient and precise estimator
of volume, at scales ranging from a

lysosome to a human brain. It can produce
volume estimates with a precision of 5%,
or less, from just 5 to 6 sections chosen in
a systematic random fashion.

7.4
Surfaces and Volumes in Practice

Using the above principles for estimating
relative surfaces and volumes, it is easy
to appreciate how one could estimate the
absolute surface or volume of any cell
structure that is larger than the average
section thickness (for technical reasons
smaller structures are problematical by
these methods). For this, one needs to
know one quantity in absolute terms. For
most cells, biological questions that refer
to quantity would pertain to the average
volume of the cell (or its nucleus). The
Cavalieri principle can be used to estimate
cell or nuclear volume by either LM or
EM. A rather simple method is to stain cell
nuclei with a DNA dye, such as Hoechst
dye or Dapi. By confocal microscopy, one
can optimally section through a set of
nuclei and, knowing the distance between
sections (given by differences in the
focusing plane) and the areas of sections
(as above), one can estimate the average
nuclear volume by the Cavalieri principle.
It is also possible to use 0.5 to 1 µm
(semi-thin) section by EM (most nuclei
in cells are 10 µm or less in diameter
so a relatively small number of sections
suffice). At 0.3 µm (or less), the procedure
can be done by EM.

Knowing the absolute volume of the
nucleus, one would next take random
sections at the EM level. For volume
estimation, only the position of the
sections relative to the specimen needs to
be randomized but, for surface estimation,
both the position and orientation of the
sections must be randomized. At a fairly
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low magnification, the overlay of test
points can be used to tell us the relative
volume of the nucleus to the whole cell.
For example, if on average 40 points
hit the nuclear profiles and 160 points
hit the cytoplasm, the nucleus occupies
40/200 or 20% of the cell volume. If the
nuclear volume is known (from above), the
absolute volume of the cell is five times that
of the nucleus.

The volume of any subcellular compart-
ment of interest can now be estimated by
multiplying its volume ratio in the cell (VV )
by total cell volume. Similarly, any surface
of interest can be estimated by relating
the number of intersections hitting the
(membrane) profile of the compartment to
the number of points that fall on the en-
tire cell. This gives us the ratio of surface
of that membrane to the volume of the
cell (SV ). Since S = SV × cell volume, this
gives an indirect but precise estimate of
the absolute surface of the compartment.

There are also ingenious methods (again
from Gundersen) for estimating particle
numerical density (number in a reference
volume) or total particle number. Numer-
ical density is estimated by the dissector
method, which relies on analysis using
two consecutive sections and an unbi-
ased counting frame. If the reference
volume is known, an indirect estimate of
number is obtained by multiplying this
reference volume by particle numerical
density. However, number can sometimes
be estimated directly using the fractionator
method. These two approaches have rev-
olutionized the ability of investigators to
provide unbiased estimates of the num-
bers of cells in different tissues, most
prominently in various parts of the brain.

Using the test point and intersection
counting principles described above, sim-
ple methods are available for quantifying
immunogold labeling. A major advantage

of the most recent developments is the
ability to compare observed distributions
of gold particles with predicted distribu-
tions obtained by counting test points
(organelle compartments) or test-line in-
tersections (membrane compartments).
The idea here is to use the uniform dis-
tribution of the points and intercepts as
indicators of randomness. Their predicted
distributions correspond to the patterns
expected for random labeling. Comparing
observed and predicted distributions al-
lows one to identify compartments that
are preferentially labeled and to obtain
estimates of their labeling densities and
relative labeling indices.

A number of stereology courses are of-
fered regularly in Europe and in the United
States and the interested reader is well ad-
vised to attend such a course. Stereology
is not only a set of methods; it offers a
completely rigorous way of thinking about
good study design in cell and tissue biol-
ogy. For quantifying structural parameters
or for immunolabeling, the use of stere-
ology should be standard. What is most
surprising (given the relative lack of its
application for cell biology) is that the
stereological approach can be so rapidly
and efficiently applied.

7.5
Correlative Light and Electron Microscopy

It is not widely appreciated that sections
cut for immunolabeling at the EM level
can also be very useful tools for label-
ing at the LM level. This is true for
plastic sections such as Lowicryl and for
Tokuyasu-thawed cryosections. Since the
labeling is restricted to one thin layer
on the section surface, this approach can
provide better resolution than confocal
microscopy. Moreover, multiple fluores-
cence labeling with different antibodies on
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different successive serial sections is pos-
sible; since each section (or small number
of consecutive sections) is labeled inde-
pendently there is no restriction on the
combinations of antibodies used, for exam-
ple, three different mouse antibodies can
be used, each identified using a different,
distinguishable fluorochrome. DNA stains
such as Dapi are also very useful since
they can be used to find the thin sections
by light microscopy. Since the sections are
thin, a series of sections covers the same
structures and the images from the differ-
ent antibodies can usually be combined to
give pseudo-multiple labeling.

Recently, an elegant method has been
developed that allows visualization of GFP-
labeled structures in a living cell and then
allows to identify the same cell (using an
HRP-based approach) at the EM level.

7.6
Interpretation in EM

Seeing and understanding something
in three dimension is infinitely easier
than trying to interpret two-dimensional
(section) images. Thin sections of cells
are highly deceptive because they may
seduce the investigator into thinking
that the inside of the cell is open
to a three-dimensional interpretation. In
principle, it is, but the fact remains that
it takes many years of looking down the
microscope before one can be considered
a professional. The loss of the third
dimension is a more serious problem than
is often imagined.

An example was provided of a well
known and highly accomplished electron
microscopist, who misinterpreted the early
thin section images of the ER-cisternae as
a system of parallel fibers. This example
is useful because a large number of (even
experienced) cell biologists automatically

think they see a thin ‘‘tube’’ (in 3D)
when they visualize profiles of cisternae
(especially when the profiles are rela-
tively small).

Another significant challenge facing the
beginner in interpreting thin sections is
how to average information over many cell
profiles, no two of which can be considered
really identical! Biases are rampant in the
field as one or a few ‘‘representative’’
micrographs are selected for publication.
This is especially a problem in presenting
immunolabeling images in the absence of
quantitation.

7.7
Which Technique for Which Question?

Faced with all of these different possi-
bilities for preparing specimens for EM,
the beginner may have difficulty decid-
ing where to start. The first advice is
to contact a specialist laboratory. Much
will then depend on the scale, whether
the starting specimen is isolated vesicles,
cells, tissues, or an organism, whose size
can scale from a virus or bacterium to a
whole organism, such as an insect. Start-
ing at the highest scale, the surface of
an organism less than about 1 mm can
be visualized directly by SEM. Above this
size, the specimen must be physically cut
at the first preparation step. An organ-
ism as large as 1 mm can be seen at
low resolution by conventional ambient
temperature SEMs. For higher resolution,
the specimen must be available as sets
of ‘‘particles,’’ whole cells, or sections
of cells or tissues. In this case, a cry-
obased specimen preparation is mostly
obligatory.

For TEM, particles smaller than 0.3 to
0.5 µm in height can be directly viewed
by cryo-EM or by on-grid negative (posi-
tive) staining. The latter should always be
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the first approach for any such specimens
since it can be done in 5 min with
simple technology. Freeze-fracture and
shadowing methods can also be applied
for isolated particles, especially to see
the inner details of membranes in a
clearer fashion rather than in the much
more limited cross-section profile evident
in thin sections. However, the major-
ity of EM studies involve the use of
such sections in order to see the de-
tailed ultrastructure within cells. The key
question is which approach do I use
for (1) structural questions, and (2) im-
munolabeling questions in the context of
ultrastructure.

For purely structural questions for
best results, the combination of high-
pressure freezing and freeze-substitution
is recommended. The hydrated cryosec-
tion method may be preferred for some
questions when one has access to this
technology. If one accepts a potentially
lower level of specimen quality one can
select one of the two sectioning ap-
proaches, plastic embedding or Tokuyasu
cryosectioning. Which approach is se-
lected is largely a question of taste;
at the top level, the results are of-
ten very similar, although the Tokuyasu
method has the advantage over conven-
tional embedding in that it avoids solvent
dehydration.

For immunolabeling the first question
is preembedding versus on-section label-
ing. Preembedding using immunogold
is highly empirical and time-consuming,
compared to section labeling. However,
when it works, one has the advantage
that one has the labeled specimen al-
ready embedded in (usually) epoxy resin,
which can be cut with standard ul-
tramicrotomes that are widely available.
When the labeling is not successful,
there is a significantly larger number of

variables to adjust than with on-section
labeling.

If the antigen is within the lumen
of a membrane compartment, such as
the ER, it makes little sense to try
conventional immunogold preembedding
labeling because of the difficulties of the
antibodies obtaining access to these sites,
unless one decides to try to completely
open these structures by some means.
HRP-based methods can also be used,
but one has to accept the fact that this
approach is not quantitative and can even
be quantitatively misleading.

For the majority of localization ques-
tions, on-section labeling is the method
of choice. In this approach, each part of
every structure has, in theory, an equal
choice of being expressed to the antibody
on the section surface. In practice, how-
ever, the situation is more complex. An
important question is whether one should
use a plastic-section approach (Lowicryl,
LR White etc.) or the Tokuyasu cryosec-
tion method. The latter method is faster
and recommended for antigens that are
less likely to be extracted or artificially mis-
localized during the section pickup stage;
such artifacts are especially a danger with
small, soluble molecules and lipids. It is
generally an excellent method for mem-
brane proteins and cytoskeletal proteins;
since there is no embedding medium per
se there is generally more access of anti-
bodies to antigens in the section than is
the case for plastic sections, where access
is strictly surface-limited. While plastic
sections tend to label less than cryosec-
tions, they have the advantage that the
polymerized resin better ‘‘fixes’’ the anti-
gen against redistribution.

In conjunction with freeze-substitution,
the low temperature Lowicryl resins offer
the ultimate level of specimen preparation
that is compatible with immunolabeling.
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For small diffusible molecules and lipids,
this is absolutely the method of choice.
When all methods fail, even with antibod-
ies that give a good signal by light mi-
croscopy, the two most likely reasons are,
first, lack of accessibility of the antibody
to the antigen, even on the surface of
the section, and second, the concentra-
tion of available antigen on the section
surface is simply below detection. A sen-
sible approach is to use similar sections
for immunofluorescence analysis that are
used for EM; this approach is likely to be
more sensitive.

7.8
Final Comment

Given the breadth of techniques avail-
able, it is somewhat surprising that the
use of more of these EM methods is
not sufficiently widespread. Rather than
being standard methods in every cell bi-
ology institute worldwide, the number of
specialist groups has been declining (ex-
cept for the bare-grid cryo-EM method,
which is increasing in use). This prob-
lem, and the politics and sociology behind
it have recently been discussed in detail.
The best possibility to learn these tech-
niques is to visit specialist groups. In
addition, practical courses are given in
many countries, often sponsored by na-
tional EM societies. We teach an annual
EMBO-sponsored course in Europe every
year. For more details see the websites
by Paul Webster and Herb Hagler, which
give an excellent overview of many of the
techniques mentioned in this chapter. See:
(http://www.hei.org/research/scientists/
websterbio.htm).and (http://pathcuric1.
swmed.edu/Research/haglerEMLab.
htm>http://pathcuric1.swmed.edu/Res-
earch/haglerEMLab.htm)
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Keywords

Cryoelectron Microscopy
Imaging of unfixed, unstained biomolecules in a hydrated state after rapid freezing to
low temperature (−160 ◦C).

Heavy-metal Shadowing
Evaporation of a film of heavy metal (e.g. platinum–palladium or tungsten–tantalum)
onto a dehydrated preparation. The deposit of metal particles around the biomolecules
improves contrast and gives a shadowed, three-dimensional appearance.

High-resolution Autoradiography (EM ARG)
Detection of radiolabeled molecules by coating a stained or shadowed preparation with
a film of photographic emulsion. Radioactive emissions hit silver halide crystals in the
emulsion, which can be developed into silver grains.

Immunoelectron Microscopy
The application of antibodies to map specific sites on biomolecules. The antibody
molecules may be visible after shadowing or negative staining, although detection can
be improved by binding of a secondary antibody linked to an electron-dense tag (e.g.
ferritin or colloidal gold particles).

Miller Spread
Deposition of dispersed chromatin onto a carbon-coated grid by centrifugation through
a denser phase containing sucrose and formaldehyde.

Negative Staining
Instead of staining the biomolecules themselves (positive staining), a solution of
heavy-metal salt (e.g. uranyl acetate or sodium phosphotungstic acid) is deposited in
the hydrated spaces around and within the molecules.

Replica Casting
Adsorption of biomolecules to a mica surface followed by heavy-metal shadowing and
coating of the preparation with a film of carbon. The carbon–metal replica (minus the
biomolecules) is then removed from the mica and is mounted on an electron
microscope grid for viewing.

Support Film
A thin film of plastic or carbon that is attached to an EM grid and provides a substrate
onto which biomolecules can be adsorbed.
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� Electron microscopy (EM) is a method appropriate for examining details of the
sizes and shapes of biological macromolecules and is particularly useful in studying
isolated or reconstituted macromolecular assemblies. Small amounts of material
(often <1 µg) can be used and prepared in a state suitable for viewing in as short a
time as several minutes. The basic procedure involves adsorption of the biomolecules
onto a support film, followed by staining or shadowing of the preparation and viewing
of the dehydrated molecules in vacuo in an electron beam. A resolution of 1 to 2 nm
is routine with conventional microscopes. The basic procedure can be adapted to
give information about sites of specific epitopes, location of newly synthesized
components, internal structures, and atomic composition.

Structures most suitable for EM analysis are nucleoprotein complexes, including
ribosomes, spliceosomes, nucleosomes, and virus particles. DNA and RNA
molecules are also suitable, and their lengths can be directly related to the number of
base pairs or nucleotide residues determined biochemically. In general, it is difficult
to visualize small proteins (<50 000 Da), but good detail can be obtained if they are
isolated as multimeric complexes or if they can be induced to form filaments or
crystalline arrays.

A wide range of applications are available using EM techniques, including
virus identification, mapping of hybridized regions in heteroduplexes, detailing
of macromolecular interaction, and analysis of the organization of molecular
components in replication, transcription, splicing, and translation complexes.

1
Principles

The transmission electron microscope
(TEM) consists of a metal column from
which air is evacuated and through which a
linear beam of electrons is accelerated and
focused by electromagnetic lenses. The
biomolecules are adsorbed onto a support
film, stained and dehydrated (or frozen
in an aqueous film on the grid), and in-
troduced into the electron beam through
an air lock. Whereas some of the elec-
trons collide with atoms in the specimen,
lose energy, and are scattered, the remain-
ing electrons pass through the preparation
and are focused to form an image on a
phosphorescent screen (for direct view-
ing) or on a photographic plate (for later
examination). Under ideal conditions, a
resolution of 0.1 to 0.2 nm can be obtained;

however, limitations are imposed by the
naturally low masses of atoms (primarily
hydrogen, carbon, and oxygen) contained
in biomolecules, by distortions and arti-
facts created during sample preparation,
and by radiation damage. Techniques are
designed with the following objectives:

1. To minimize distortion by immobiliza-
tion of the molecules, in their native
state, onto an appropriate support.

2. To stabilize molecular complexes by
suitable chemical fixation.

3. To improve contrast by staining the
preparation with heavy-metal salt or by
shadowing with heavy metal.

Irrespective of the method adopted, data
derived from the electron microscopic
examination of biomolecules should be
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entirely consistent with the known bio-
chemical and biophysical properties of
the particles. Whenever possible, appar-
ent sizes should be checked by indepen-
dent measurement of sedimentation rate,
electrophoretic mobility, or gel filtration
elution. Also, features revealed by EM of
isolated molecules should be compared
with observations made on them in situ,
by EM of cell or tissue sections.

2
Techniques

2.1
General

Similar principles of sample preparation
(Fig. 1) apply for nucleic acids, proteins,
and nucleoprotein complexes, since most
of these are less than 20 nm thick and can
be adsorbed directly from solution onto
the support matrix. The concentration of
molecules must be high enough to permit
several examples to be viewed together in
one field. The efficiency of uptake onto
the support is not always predictable,
and a range of initial concentrations
should be tried. It is important that

the biomolecules be held in a solution
known to maintain the proper structural
features directly prior to applying to the
support.

The grid consists of a fine mesh-
work, usually of copper, which must
be coated with a thin support film of
plastic (e.g. collodion, parlodion) or car-
bon. Carbon films are preferable be-
cause they are thin (down to 2 nm)
and contribute little to the image. How-
ever, they are frequently hydrophobic and
should be subjected to ionizing gases
(by ‘‘glow discharging’’) or should be
treated chemically (e.g. with Alcian blue
8GX) to render them hydrophilic be-
fore use.

2.2
Nucleic Acids

Nucleic acids are used at a concentra-
tion of 1 to 5 µg/µL, and as little as
0.1 µg is required; detailed procedures for
working with these molecules may be
found in the literature. The molecules
can be native DNA or RNA, cloned DNA,
single-stranded or double-stranded forms,
partially denatured duplexes, or denatured
and hybridized structures (Figs. 2–8). A

Prepare
coated grids

Prepare
aqueous
sample

Make hydrophilic
(carbon grids)

(Fix)
Adsorb

(spread, spray diffuse or centrifuge)

Drain

(Fix)

Stain

Dehydrate

(Metal shadow)

View

Contrast

Fig. 1 Flow diagram of the basic procedure. Steps in parentheses are not
always used.
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key step in their preparation for EM is the
spreading out of the molecules so that they
can be adsorbed in an extended, nonaggre-
gated form onto the support film. The most
successful method of spreading is that de-
vised originally by Kleinschmidt and Zahn
(Table 1). The negatively charged nucleic
acid is mixed with a basic protein (usually
cytochrome c) in a solution appropriate
for maintaining the required conforma-
tion. This spreading mix, or hyperphase,
is spread, via a glass ramp, onto the surface
of a second solution, the hypophase, and
a molecular monolayer of nucleic acid and
protein is formed at the liquid–air inter-
face. Alternatively, the molecular mono-
layer can be formed by diffusion to the
surface of the spreading mix contained in
a small vessel or even in a droplet sitting
on a hydrophobic surface (Table 2). The

nucleic acid–protein complex is adsorbed
through brief contact with the support
film, stained with ethanolic uranyl ac-
etate, rinsed in ethanol, and air-dried.
Protein-free spreading is applied in special
circumstances, for instance, to visualize
very large DNA molecules that have been
stabilized by polyamines (Table 3, Fig. 5).
To improve contrast, spread preparations
are rotary-shadowing, usually with plat-
inum–palladium, at an angle of 6 to 9◦
from the plane of the metal vapor. It
should be noted that although metal shad-
owing greatly exaggerates the thickness of
the molecules, double-stranded and single-
stranded regions can still be differentiated
(Figs. 6 and 7).

Cytochrome c should not be used
in spreading solutions when experimen-
tally bound proteins are being studied

Fig. 2 (a) Simian virus 40 (SV40) DNA
spread in the presence of cytochrome c
down a glass slide and across a water
hypophase. (b) Xenopus laevis ribosomal
DNA–derived plasmid DNA spread by
the cytochrome c microdiffusion droplet
technique. The DNA–protein films were
picked up on parlodion-coated (a) and
carbon-coated (b) copper grids. The use
of carbon-coated grids yields a
significantly higher proportion of
supercoiled molecules and results in a
smoother background than is the case
for parlodion-coated grids. However, the
attachment of molecules to the grid is
significantly higher with parlodion. For
contrast enhancement, the specimens
were rotary-shadowed with
platinum/palladium (80 : 20) at an angle
of 8◦. Note that an additional, very brief,
unidirectional shadowing in (a) leads to
further contrast enhancement. The bars
represent 1 µm.

(a)

(b)
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Fig. 3 Herpes simplex virus (HSV)
DNA as revealed by the cytochrome c
microdiffusion droplet technique,
picked up on a carbon-coated grid and
shadowed as described in Fig. 2a.
Because shearing and stretching forces
are minimal when the droplet technique
is used, it is possible to spread this
extremely large viral genome
(150–160 kbp) to its full length.
Bacteriophage PM2 circular DNA serves
as size markers. The ends of the HSV
genome are denoted by arrowheads. Bar
represents 1 µm.

Fig. 4 The ‘‘unraveling’’ of the HSV
genome out of the viral core as shown
by cytochrome c spreading. Complete
intact virus particles (see Fig. 17d) were
briefly lysed in water and immediately
spread onto a water hypophase. The
white dotlike structure anchoring the
spread DNA represents the unraveled
part of the genome, surrounded by fuzzy
material, most probably remnants of the
viral core. Bar represents 1 µm.

because it obscures fine details of nu-
cleic acid structure. Thus, to permit
detection of proteins bound to specific
regions of nucleic acid molecules, other
protein-free spreading methods have been

devised (Fig. 8e). These methods em-
ploy low–molecular weight inorganic sub-
stances (e.g. benzyldimethylalkylammo-
nium chloride or ethidium bromide) in
place of cytochrome c. In working with
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Tab. 1 Sequence of steps for spreading nucleic acids.

1. Mix nucleic acid,a cytochrome c, and buffer.b

2. Pour hypophase solutionc into a spreading trough.
3. Insert a glass slide in the trough with one end resting on the rim.
4. Apply spreading solution on the glass slide.
5. Wait until solution has run down the ramp and spread out.
6. Touch the film side of a gridd to the surface of the hypophase.
7. Stain the grid.e

8. Dehydrate the specimen.
9. Rotary shadow for contrast enhancement.f

aThis can be dsDNA (Figs. 2a and 4), ssDNA (Fig. 6a), RNA (Fig. 6c), or heteroduplex molecules
(Fig. 7).
bSpreading of ssDNA, RNA, or heteroduplex molecules needs denaturing agents, such as formamide
and/or urea (Figs. 6 and 7).
cUsually, water or ammonium acetate is used; for highly denaturing conditions, formamide can
be included.
dNormally, carbon- or parlodion-coated grids are used (Fig. 2).
eEthanolic uranyl acetate is widely used.
f Usually, platinum/palladium (80 : 20) is used for rotary shadowing at an angle of 6 to 9◦; specimens
can also be viewed without rotary shadowing (Fig. 8c).
Note: These preparation steps are also used with slight modifications for protein-free spreading
procedures (e.g. in the presence of protamines, Fig. 5, or benzyldimethylalkylammonium chloride,
Fig. 8e).

Tab. 2 Sequence of steps for spreading nucleic acids: microdiffusion droplet technique.

1. Mix nucleic acid, cytochrome c, and buffer.a

2. Put a small drop of the solution on a hydrophobic surface.
3. Leave for 10 to 30 min for diffusion.
4. Pick up nucleic acid–protein film by allowing the gridb to touch the surface of the drop.
5. Stain, dehydrate, and shadow.

aThe procedure yields best results with double-stranded nucleic acids (Figs. 2b, 3, and 8a–d). For
spreading single-stranded nucleic acids, denaturing agents, such as formamide and/or urea, have to
be added to the solution.
bCarbon- or parlodion-coated grids may be used (Fig. 2).

protein molecules bound to nucleic acids,
care must be taken to stabilize the com-
plexes before spreading by cross-linking
the molecules, in solution, with glu-
taraldehyde (Fig. 8) or formaldehyde (for
chromatin, see Section 2.3). Good detail
of the association can be obtained by
making a carbon–metal replica of the
molecules bound to the surface of freshly
cleaved mica. The use of platinum–carbon

or tungsten for shadowing reveals finer
detail.

2.3
Chromatin

Chromatin spreading techniques are
mostly adapted from the procedure de-
vised by Miller and coworkers (Table 4).
Large chromatin units are obtained by
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Tab. 3 Sequence of steps for protein-free spreading of long DNA molecules.a

1. Dilute DNA (0.25–1.6 Mbp) to 4 to 10 ng/µL in microinjection buffer.b

2. Apply a 10 µL samplec to a freshly glow-discharged carbon-coated grid.
3. Allow DNA to adsorb for 1 min and remove excess liquid by touching the drop with the edge of a

filter paper.
4. Immediately add a 20 µL drop of 2% (w/v) aqueous uranyl acetate solution and leave to stain for

20 s.
5. Remove staining solution by touching with the edge of the filter paper and air-dry grid.
6. Rotary shadowd and view.

aAppropriate for chromosomal lengths of yeast DNA and artificial chromosomes to check molecular
integrity prior to microinjection (see Fig. 6).
b10 mM Tris-HCl (pH 7.5), 0.1 mM EDTA (pH 8), 100 mM NaCl, 30 mM spermine, 70 mM
spermidine.
cTransfer of DNA can be achieved without shearing by using a plastic pipette tip with the end
cut off.
dFor instance, platinum : palladium (80 : 20) at an angle of 5◦.

Tab. 4 Sequence of steps for spreading large chromatin units: Miller spreading.

1. Incubate cells, isolated nuclei, chromosomes, or chromatin under low ionic strength
conditions for chromatin dispersal.

2. Keep on ice for 15 to 30 min.
3. Glow-discharge carbon-coated grids.
4. Fill the well of the centrifugation chamber with a sucrose solution containing

formaldehyde.
5. Insert the carbon-coated grid, which is now hydrophilic.
6. Layer a small volume of chromatin solution on top of the sucrose cushion.
7. Centrifuge the chamber (speed and time depend on the equipment used).
8. Remove grid and dry in Photoflo detergent.
9. Stain with phosphotungstic acid and dehydrate.

10. Rotary shadow.

Note: For details see Figs. 9, 10, and 11.

Fig. 5 Full-length chromosomal DNA
molecules of approximately 1 Mb
isolated by pulse-field gel
electrophoresis from Saccharomyces
cerevisiae strain AB1380 and spread
from a buffer containing polyamines
and sodium chloride (see Table 3). The
long DNA fibres may be stabilized by a
coating of polyamines in the presence of
sodium chloride and appear to gather
into compact bundles. The two ends of
a single molecule are indicated by
arrows. Bar represents 0.5 µm.
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(a) (b) (c)

Fig. 6 (a) Double-stranded and single-stranded
DNA of bacteriophage fd spread in 40%
formamide, 1 mM EDTA, 10 mM Tris-HCl (pH
8.5) onto a water hypophase. The cytochrome
c–DNA film was picked up on a parlodion-coated
grid and was shadowed as described in Fig. 2b.
The double-stranded DNA molecules are wider
with smoother contours than the single-stranded
molecules. (b) Replicative intermediate of
plasmid pA2Y1, derived from a parvovirus, AAV
(adeno-associated virus), spread by the
microdiffusion technique in the presence of 10%

formamide (parlodion-coated grids, rotary
shadowing). The replication eye is denoted by an
arrowhead. For contrast enhancement, (a) and
(b) are printed in reverse contrast. (c) Tobacco
mosaic virus (TMV) RNA was diluted in a
spreading solution made from 4 M urea
dissolved in ‘‘pure’’ formamide, 1 mM EDTA,
and 10 mM Tris-HCl, (pH 8.5), heated to 80 ◦C
(5 min), and spread on a 60 ◦C water hypophase,
picked up on parlodion-coated grids, and
shadowed. The bars represent 1 µm in (a) and
0.5 µm in (b) and (c).

Tab. 5 Sequence of steps for spreading small chromatin units.

Part A
1. Dilute chromatin for dispersal under conditions of low ionic strength.
2. Place a drop of chromatin solution on a hydrophobic surface.
3. Place a glow-discharged carbon grid on top of the drop.
4. After 15 min, remove the grid and place it on top of a drop of double-distilled water.
5. After 10 min, transfer it to a second drop of water.
6. After 10 min, remove the grid; negative-stain and air-dry the preparation.
7. Rotary shadow for contrast enhancement (see Figs. 12a, b, and d)

Part B
1. Hold a glow-discharged, carbon-coated grid with forceps.
2. Apply a drop of chromatin solution.
3. Allow the chromatin to adsorb onto the film for 1 to 2 min.
4. Stain and air-dry (alternatively shadow) (see Fig. 12c).

lysing cells or nuclei in a low salt
concentration, high pH buffer (often re-
ferred to as ‘‘pH 9 water’’). The chromatin
is left to disperse and is then centrifuged
at low speed, through a denser solu-
tion containing fixative (formaldehyde),
onto the surface of a carbon-coated grid.

The grid is dipped into a solution of
wetting agent (Kodak Photoflo 200) and air-
dried. The preparations can be positively
stained (with ethanolic phosphotungstic
acid), negatively stained (with aqueous
uranyl acetate), or metal-shadowed. Chro-
matin spread from avian erythrocytes
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shows the typical nucleosomal configu-
ration of dispersed chromatin (Fig. 9).
The features of actively transcribing chro-
matin can be seen in nucleolar (pre-rRNA)
units (Fig. 10). In contrast, nonnucleo-
lar transcription units normally contain
more widely spaced nascent transcripts
(Fig. 11b).

For small chromatin units, such as
chromatin fragments and viral chromatin

(minichromosomes), high-speed centrifu-
gation is required to deposit the chromatin
onto the coated grid. Alternatively, small
chromatin units can be adsorbed directly
by floating the grid, carbon film down,
on the surface of a droplet containing
the sample (Table 5). The nucleosomal
configuration of simian virus 40 chro-
matin (the SV40 minichromosome) is
shown in Figs. 12a to c. Supranucleosomal
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particles – for instance, those obtained by
brief nuclease digestion of avian ery-
throcyte chromatin (Fig. 12d) – are also
prepared by direct adsorption.

2.4
Proteins

The most commonly used method for
contrast enhancement of proteins is neg-
ative staining (Table 6). This method
is extremely rapid and involves drying
of an aqueous solution of heavy-metal
salt (e.g. uranyl acetate) with the pro-
tein molecules on the coated grid. The
metal salt occupies hydrated regions in
and around the biomolecules and, upon

drying, forms a dense cast. Since the
biomolecules themselves are not stained,
but the background is stained, a neg-
ative image is created. This technique
has been used extensively for examin-
ing protein filaments. Negatively stained
intermediate filaments, in this example,
glial fibrillary acidic protein (GFAP), are
shown in Fig. 13a. Details of the arrange-
ment of individual collagen molecules
within the collagen fibril can be ob-
tained from preparations like that seen
in Fig. 14.

An alternative to the adsorption of pro-
teins from droplets is to spray them, in
aerosols, onto the surface of carbon-coated
grids. The spraying is most easily achieved

Tab. 6 Sequence of steps for negative staining.

1. Hold a coated grida with forceps.
2. Apply a drop containing biological material to the grid.
3. After 10 to 60 s, drain off excess liquid.
4. Apply a drop of negative stainb for 10 to 60 s.c

5. Remove liquid and air-dry the preparation.

aCarbon, parlodion, or sandwich coats (made from Formvar and carbon) may be used. Glow
discharge increases the amount of biological material adsorbed onto the film; plastic films, however,
are destroyed by glow discharge.
bUranyl acetate and phosphotungstic acid are widely used for negative staining.
cAlternatively, the grid can be transferred through several drops of stain.
Note: For details on the various procedures, see Figs. 13–18.

Fig. 7 (a) A DNA : DNA heteroduplex formed between cloned mouse tyrosine aminotransferase
(TAT) and rat TAT. Heteroduplexes were formed after denaturation in 0.1 M NaOH, 20 mM EDTA at
20 ◦C for 10 min and renaturation in the presence of 50% formamide, 20 mM Tris-HCl (pH 7.2) at
20 ◦C for 90 min. Heteroduplexes were then prepared from a spreading solution containing 4 M urea
dissolved in ‘‘pure’’ formamide, 1 mM EDTA, 10 mM Tris-HCl, (pH 8.5) on water hypophase,
followed by rotary shadowing. (a′) The interpretive drawing of (a): the positions of the cap and of the
3′ end of the last exon are indicated. (b) A heteroduplex formed between poly(A+) RNA from bovine
muscle epidermis and a genomic clone that contains the gene coding for epidermal bovine keratin
(KBla). Heteroduplexes were formed in 70% formamide, 0.3 M NaCl, 1 mM EDTA, 20 mM Tris-HCl
(pH 8.0). The sample was kept for 17 h at 62 ◦C, followed by incubation at 64 ◦C for 2 to 4 h. The
hybrids were prepared for electron microscopy as described in (a). (b′) The interpretative drawing of
(b): DNA is represented by a continuous line, RNA by an interrupted line; the 5′ end of mRNA is
identified by a change in molecular diameter and the 3′ end by a projecting [i.e. nonhybridized,
poly(A) tail]. Exons are denoted by capital letters, introns by arabic numerals. For contrast
enhancement, (a) and (b) have been printed as negatives. Bars represent 100 nm.
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(a)

(c)

(e)

(b)

(d)

Fig. 8 (a, b) Binding of monoclonal Z-DNA antibodies to DNA from
bovine papillomavirus (BPV-1). Antibodies against left-handed Z-DNA
were incubated and cross-linked with 0.1% glutaraldehyde (2 h) to the
pML2d-BPV-1 plasmid DNA (a). To determine the position of the
binding site, the DNA was digested with the single-cutting restriction
enzyme Xba I (b). Arrows indicate the position of Z-DNA antibodies
on the plasmids. (c, d) Localization of large-tumor antigen (T antigen)
on replicative intermediates of SV40 DNA. The molecules were
immunostained with either ferritin-labeled protein A (c) or
ferritin-labeled goat antimouse antibodies (d) after cross-linking with
0.1% glutaraldehyde (20 min, 37 ◦C). To localize T antigen on the
replicated section, the complex was cleaved with the single-cutting
enzyme Bgl I. Arrows indicate the ferritin-labeled T antigen on DNA.
These complexes (a–d) were prepared for electron microscopy
according to the cytochrome c droplet diffusion technique. The
specimens were rotary-shadowed, except the one shown in (c), which
is only stained by ethanolic uranyl acetate. (e) DNA-relaxing enzyme
molecules linked to single-stranded SV40 DNA (arrow). After enzyme
reaction, the complexes were spread from a solution containing
0.25 M NaOH, indicating that the protein dot is stable in alkali and is
therefore linked via a covalent bond to the end of the single-stranded
DNA. Enzyme–DNA complexes were prepared with a protein-free
spreading procedure using benzyldimethylalkylammonium chloride
(BAC) and were shadowed. Bars represent 100 nm.
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Fig. 9 Appearance of the nucleosomal
chromatin configuration of chicken
erythrocytes lysed and swollen in
0.5 mM sodium borate buffer (pH 8.8)
for 5 min, spread by the Miller
technique, positively stained, and
metal-shadowed. The dispersed
chromatin shows the characteristic
nucleosomal ‘‘beads-on-a-string’’
organization. Bar represents 1 µm.

Fig. 10 Organization of nucleolar
chromatin from oocytes of the newt
Pleurodeles waltlii, after spreading using
the Miller technique, positive staining,
and rotary shadowing. The transcribed
chromatin segments are densely packed
with RNA polymerases and nascent
ribonucleoprotein (RNP) fibrils. The
tandemly arranged active pre-rRNA
genes are interspersed by the spacer
regions. The axis of the spacer is
relatively thin and does not show
nucleosome-sized particles. Bar
represents 1 µm.

by touching the tip of a glass capillary
tube, containing both sample and stain,
into a stream of nitrogen. Elongate, or
rod-shaped, proteins can be mixed with
glycerol (and no stain) and sprayed onto

the surface of a piece of freshly cleaved
mica. The deposit is then shadowed finely
and carbon-coated to produce a replica cast
of the protein molecules. (Details are pro-
vided in the literature.) Unidirectionally
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(a)

(b)

Fig. 11 High-resolution
autoradiography of chromatin spread
from mouse P815 cells after labeling for
5 min with [3H]uridine. (a) Radioactivity
(recorded as dense silver grains)
associated with densely transcribing
regions showing the gradient-like
features of pre-rRNA transcription units
(cf. Fig. 10). The background consists of
many strands of nucleosomal
chromatin. (b) Radioactivity associated
with individual RNP fibrils characteristic
of those found in nonnucleolar
transcription units. In sparsely
transcribing units, nucleosomes can be
seen on the chromatin strand between
the nascent transcripts. Both
preparations were stained with
phosphotungstic acid, rotary-shadowed
with platinum, and exposed with Ilford
L4 emulsion. Bars represent 0.5 µm.
(Courtesy of S. Fakan, with permission
from Springer-Verlag.)

Fig. 12 Small chromatin units such as SV40 chromatin complexes (a–c) or supranucleosomal
particles from chicken erythrocyte chromatin (d) are prepared by direct adsorption to freshly
glow-discharged, carbon-coated grids. The chromatin is allowed to adsorb onto the film for 1 to
2 min, stained with 2% uranyl acetate (c), and rotary-shadowed (a, b, d). Under spreading conditions
involving buffers of low ionic strength (2 mM EDTA, 1 mM Tris-HCl, pH 8.4), the SV40 nucleoprotein
complexes (‘‘minichromosomes’’) show the typical ‘‘beads-on-a-string’’ morphology of the circular
nucleosomal chain (a, b). The foreshortening of DNA in the SV40 ‘‘minichromosomes’’ due to
nucleosomal organization is demonstrated by comparison with the viral DNA, which is included in
the preparation (b). This packaging of the SV40 genome, at first-order level into nucleosomes, results
in a foreshortening ratio of about 5.5 : 1. (d) At the second level of packaging, chromatin is organized
into supranucleosomal structures. Fractions of supranucleosomal granular subunits, obtained by
brief digestion of chromatin with micrococcal nuclease at physiological salt concentration, can be
spread after fixation for 15 min at 4 ◦C with glutaraldehyde (final concentration 0.2%). (e)
Nonnucleosomal forms of chromatin beside nucleosomal chains are observed in Miller spread
preparations of African green monkey kidney cells (RC37) after infection with herpes simplex virus
(HSV). The ‘‘bubblelike’’ configurations, thickly coated with a single-strand DNA-binding protein,
alternate with unbranched thin intercepts (staining and shadowing as in Figs. 9 and 10). Bars
represent 500 nm in (a), (d), and (e), 200 nm in (b), and 50 nm in (c).
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shadowed molecules, prepared by the
spray/replica technique and representing
early stages in the assembly of GFAP fila-
ments, are shown in Fig. 13b.

2.5
Macromolecular Assemblies

Multimeric enzyme complexes, ribo-
somes, viruses, and other particles can be

treated in ways similar to those described
for protein filaments or for small chro-
matin units. Particles in the size range of
10 to 200 nm diameter are excellent tar-
gets for negative staining (Figs. 15–18),
which often reveals considerable detail of
surface structure (Fig. 17). Nevertheless,
the size of the particles of dried stain
(or of the metal particles after shadow-
ing) limits the resolution of structural

(a)

(b)

(d)

(e)

(c)
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(a)

(b)

Fig. 13 Intermediate filaments as visualized by
negative staining and partly assembled monomers
as visualized by metal shadowing. (a) GFAP
intermediate-sized filaments spread onto carbon
film and negatively stained with 1% w/v uranyl
acetate. GFAP was prepared from spinal cord and
assembled in vitro by dialysis against the following
buffer: 10 mM Tris-HCl (pH 7.0), 1 mM MgCl2,
50 mM NaCl, and 25 mM 2-mercaptoethanol. Note
that the intermediate filaments are 10 nm in width
and are long with smooth edges. (b) The assembly
of intermediate filaments can be arrested at various
points along the assembly pathway by choosing the
appropriate buffer conditions. In this preparation,
GFAP molecules containing chains of four proteins
were formed in 10 mM Tris-HCl (pH 8.5). A sample
of this was made 50% v/v in glycerol, sprayed onto
freshly cleaved mica, and unidirectionally shadowed
at 10◦ with platinum. The replica was then floated on
water and picked up onto grids. The molecules of
GFAP appear as short rodlets, between 45 and
65 nm long and 2 to 3 nm wide (arrows). Latex
beads demonstrate the direction of shadow and
locate the position of the droplets on the replica
(arrowheads). Both micrographs are shown at the
same magnification; bar represents 100 nm.
(Courtesy of R. Quinlan and A. M. Hutcheson.)

Fig. 14 A collagen fibril, negatively
stained with 4% phosphotungstic acid,
on a glow-discharged, carbon-coated
grid. The staggered arrangement of the
collagen molecules in the fibril results in
the striated appearance after negative
staining. The bars represent 100 nm.

detail. A superior technique cryoelectron
microscopy involves the rapid freezing
of a thin (100 nm) aqueous film con-
taining the specimen particles. Below
−143 ◦C, water can be held in a vit-
rified state, which resembles the liquid
state and avoids formation of ice crys-
tals. In this condition, macromolecules
and macromolecular assemblies can be
viewed free of artifacts from fixation,
dehydration, and staining. Under-focus
phase contrast is used to produce a high-
resolution image.
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3
Applications

3.1
Use of Antibodies

Antibody molecules (IgG and IgM)
are large enough to be resolved in
metal-shadowed or negatively stained
preparations. Monoclonal antibodies can
be used to map sites on nucleic acid or
protein molecules and to identify individ-
ual components within macromolecular
assemblies. Antibodies can also be used to
build up denser structures around small

Fig. 15 Examples of filamentous
bacteriophages and rodlike viruses. The
bacteriophage fd was negatively stained
with either 4% phosphotungstic acid
(a) or 2% uranyl acetate (b). The
tobacco mosaic viruses in (c) are
stained with 4% phosphotungstic acid.
All preparations were made on
carbon-coated, glow-discharged grids.
The bars represent 0.5 µm.

(a)

(b)

(c)

Tab. 7 Sequence of steps for immunogold labeling: identification of individual components in
macromolecular assemblies.

1. Hold a coated grida with forceps.
2. Apply a drop containing biological material to the grid.
3. After 1 min, wash the grid with 20 drops of double-distilled water from a Pasteur pipette and

drain off excess liquid.b

4. Place the grid (film side down) on a dropc of the primary antibody diluted in phosphate-buffered
saline (PBS), 1% bovine serum albumin (BSA).d

5. After 30 min, remove the grid and place it on top of a drop of PBS, 1% BSA.
6. After 5 min, transfer the grid to a fresh drop of PBS, 1% BSA; repeat this washing step a

third time.
7. After 5 min, transfer the grid to a drop of the gold-labeled secondary antibodye diluted in PBS,

1% BSA.
8. After 30 min, place the grid on top of a drop of PBS, 1% BSA and continue as described in step 6.
9. Wash the grid as described in step 3.

10. Stain the specimen with 2% aqueous uranyl acetate for 1 min and air-dry.

aThe procedure yields best results with glow-discharged carbon-coated grids.
bNever drain the grids completely.
cDroplets are placed on a piece of Parafilm.
dPBS, 1% BSA; filtered through a 0.22 µm Millipore filter.
eAlternatively, a protein A–coated colloidal gold probe may be used.
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(a)

(b)

(c)

Fig. 16 Examples of tailed (a, b) and
globular (c) bacteriophages.
Bacteriophage λ (a) and the globular
bacteriophage fr (c) were stained with
4% uranyl acetate. The bacteriophage T5
(b) was stained with 2% uranyl acetate.
Note the empty phage heads in (b). All
preparations were made on freshly
glow-discharged, carbon-coated grids.
The bars represent 200 nm.

proteins, which are themselves difficult to
resolve. Secondary antibodies tagged with
electron-dense markers such as ferritin

(Figs. 8c and d) or colloidal gold particles
are routinely used to improve detection
(Table 7). For instance, gold-conjugated
secondary antibodies can be used to de-
tect a range of epitopes in recombinant
viral coat particles (Fig. 18). A quite dif-
ferent application is the use of anti-biotin
to detect biotinylated nucleic acid probes
that have been hybridized to complemen-
tary sequences in chromatin preparations
or in situ in isolated chromosomes. In the
example shown in Fig. 19, two different
antibody-binding sites are enhanced for
EM detection by addition of a common
secondary antibody tagged with colloidal
gold particles. In this way, specific genes
can be detected within complex chro-
matin masses.

Tab. 8 Sequence of steps for high-resolution autoradiography of biomolecules.

1. Radioactively labela living cells or subcellular fractions in vitro.
2. Isolate molecules or molecular complexes and prepare by direct adsorption on the grid or by

spreading techniques.
3. Stain,b dehydrate, and rotary shadow.
4. Evaporate a thin layer of carbon (4–8 nm) on the specimen.c

5. Coat the specimen with a layer of photographic emulsion.
6. Follow the gold latensification–Elon–ascorbic acid (GEA) procedure.d

7. Transfer to Elon–ascorbic acid developer.
8. Transfer into the fixing bath.
9. Wash and air-dry.

aGenerally, radioactive tritium is used.
bNegative or positive staining; shadowing with platinum/palladium.
cThe fine coat prevents chemical interactions between specimen and emulsion.
dThe GEA development procedure increases the sensitivity and gives rise to silver grains of rather
small size.
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(a) (b)

(c) (d)

Fig. 17 Details of virus structure revealed in negatively stained
preparations on carbon-coated, glow-discharged grids. (a) Hepatitis B
viruses (HBV) were stained with 2% uranyl acetate. (b) Polioviruses
and (c) bovine papilloma viruses (BPV) were stained with 4%
phosphotungstic acid. (d) Herpes simplex virus (HSV) was stained
with 2% uranyl formate. HBV was obtained from a patient’s serum and
reveals, in addition to the mature ‘‘Dane’’ particles, globular and
filamentous forms of the viral S protein (a). Polioviruses show a
fine-textured surface (b), while BPVs reveal a moruloid structure, which
is due to the capsomere architecture (c). This organization is also
visible in the HSV capsid, even when surrounded by the envelope (d).
The micrographs are magnified to the same scale to give an
impression of the size difference between the virus families. Bar
represents 100 nm.

3.2
Detection of Radiolabeled Molecules

Although high-resolution autoradiography
(EM ARG) is applied mostly to the

detection of newly synthesized (radiola-
beled) components in situ at the cellular
level, application is possible with spread
molecules and molecular complexes. How-
ever, EM ARG is limited to the use
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1

2

3

Fig. 18 Detection of different epitopes
in recombinant viral core particles. The
vector cassette pB–CHG–HBc (C,
cytomegalovirus (CMV) promoter; H,
histidine tag; G, green fluorescent
protein; HBc, core protein of hepatitis B
virus) was transfected into HeLa cells.
The recombinant core particles were
isolated by sucrose gradient
centrifugation. Epitopes in the fusion
protein were detected by
immunoelectron microscopy after
adsorption of the particles onto
carbon-coated grids. All incubation and
washing steps were carried out on the
grids. The antibodies used were
(1) rabbit anti-HBc/goat antirabbit
−5 nm gold; (2) mouse
anti-histidine/goat antimouse −5 nm
gold; and (3) rabbit anti-GFP/goat
antirabbit −5 nm gold. After
immunoreactions, the grids were
negatively stained with uranyl acetate.
Bar represents 100 nm.

of radioisotopes emitting soft β-particles,
usually 3H. Molecules that have been ra-
diolabeled either in vivo or in vitro are
prepared for EM by the method most ap-
propriate for that type of sample (Table 8).

After staining, the preparation is covered,
first with a thin protective coat of car-
bon and then with a layer of photographic
emulsion. Ideally, the emulsion should
consist of a homogeneous monolayer of



Electron Microscopy of Biomolecules 109

Fig. 19 Whole-chromosome mount from
Xenopus culture cells after in situ hybridization
with a mixture of biotinylated DNA encoding
tRNA and oocyte-specific 5S RNA. The
chromosomes are partially unfolded, and the
sites of hybridization are detected using
anti-biotin and secondary antibodies tagged with

colloidal gold. The gold particles are seen to
decorate DNA loops containing tRNA genes
(arrows) and 5S RNA genes (arrowheads). The
bar represents 2 µm. (Courtesy of S.
Narayanswami and B. A. Hamkalo, with
permission from Oxford University Press.)

the silver halide crystals. After being kept
in the dark, to allow a sufficient amount
of radioactive decay, the emulsion is devel-
oped, leaving silver grains above the sites
of radiolabeling in the molecules. EM ARG
is subject to two severe limitations:

1. The accuracy with which the devel-
oped silver grain can be located to
the source of radiation in the speci-
men molecule. This depends on the
thickness of the preparation and the
diameter of the silver halide crystal in
the emulsion and results in scattering
of grains with a half distance of about
100 nm.

2. The efficiency in detecting radioactive
disintegrations. Even molecules labeled
to high specific activities require expo-
sure times of generally more than a
few weeks.

In spite of these limitations, EM ARG
has been used successfully in study-
ing sites of replication in isolated DNA
molecules and the location of active

transcription complexes in spread chro-
matin (Fig. 11).

3.3
Electron Spectroscopic Imaging (ESI)

By adapting the electron microscope to in-
clude an imaging electron energy filter,
positional information can be recovered
from electrons that have lost a specific
and characteristic amount of energy in
colliding with atoms in the specimen
molecules. This approach has been used
successfully in the location of phosphorus
atoms, particularly those in the phos-
phodiester bonds of nucleic acids. The
resulting electron spectroscopic imaging
(ESI) has been used to delineate the path of
the sugar–phosphate backbone in nucleo-
somes and the configuration of SRP–RNA
(7SL RNA) within the signal recognition
(ribonucleoprotein) particle. Along with
related techniques in element mapping
within biomolecules and their complexes,
ESI is becoming increasingly sophisticated
and promises many diverse applications.
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3.4
Image Reconstruction

Individual molecules, under optimum
conditions of spreading and staining,
give weak and ill-defined images. To
improve on the amount of structural
detail, information from many molecules
can be combined to smooth out random
variations between images. To do this,
it is necessary to use molecules (e.g.
protein filaments), which contain regular,
repeating arrays of subunits. Alternatively,
the biomolecules can be induced to form
crystalline arrays of regular, tightly packed,
oriented units. Electron micrographs of
arrays of these types can then be used
for image processing to produce enhanced
structural detail.

See also Electron Microscopy in Cell
Biology.
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Bibliography 129
Books and Reviews 129
Primary Literature 130

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Edited by Robert A. Meyers.
Copyright  2004 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
ISBN: 3-527-30546-7



116 Electron Spin Resonance of Biomolecules

Keywords

cwESR
ESR signal detected with radiation turned on continually during recording.

EPR, PMR, EMR
Synonyms, in practice, for ESR: electron paramagnetic resonance, paramagnetic
resonance, and electron magnetic resonance.

EPRI
In vivo imaging based on the ESR signal of a paramagnetic molecule.

ESR
Electron Spin Resonance. Spectroscopy involving unpaired electrons in a magnetic
field.

ENDOR
Electron-Nuclear Double Resonance spectroscopy. Spectroscopy in which NMR signals
are observed as changes in intensity of ESR signals.

ESEEM
Electron Spin Echo Envelope Modulation spectroscopy. A pulsed ESR technique in
which nuclear moments modulate time-dependent electron relaxation.

g-factor
Proportionality constant between ESR frequency applied and the magnetic field where
ESR absorption occurs.

Hyperfine Splitting
An ESR signal of an unpaired electron is split into multiple signals, one for each
dipolar interaction with a unique nuclear spin.

Isotropic or Anisotropic
Uniform or asymmetric, respectively, with regard to coordinates in space.

Pulsed ESR
ESR signal detected as a function of time after a pulse of energy.

Spin Label
Paramagnetic molecule used to provide information about a nonparamagnetic
biomolecule with which it interacts; the same term is used in nuclear magnetic
resonance imaging for manipulations of nuclei in a portion of the sample to amplify
the NMR signal from localized regions.

Spin Trap
A means of capturing information from a radical that has a short lifetime or other
properties rendering it unsuitable for ESR so that, when trapped, useful ESR
signals result.
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� Electron spin resonance (ESR) refers to spectroscopy of unpaired electrons, and
is sometimes called electron paramagnetic resonance (EPR) or electron magnetic
resonance (EMR). The theoretical bases of ESR spectroscopy are similar to those
of nuclear magnetic resonance (NMR), except that an electron spin, rather than a
nuclear spin, is the focus. Unpaired electrons in biological systems are in much
lower abundance than nuclei, so ESR is a technique that focuses on local sites while
NMR is more global.

Two electrons are paired, with antiparallel spins, in a single chemical bond. The
ESR requirement of an unpaired electron spin is met in biology when (1) a chemical
bond is broken homolytically, as in formation of a free-radical enzyme intermediate;
(2) there are unfilled valence orbitals, as there are in oxygen, nitric oxide, or
many metal ions; and (3) one-electron oxidation or reduction of a nonparamagnetic
biomolecule has occurred. Biological subjects for ESR include free-radical enzyme
intermediates, metal ions, nitric oxide and some of its complexes, and redox-active
cofactors such as quinones and flavins. The range of applications of ESR spectroscopy
is not limited to natural sources of unpaired electrons. An ESR probe technique,
site-directed spin labeling (SDSL), is widely applied to examine dynamics and folding
of biomolecules. Other paramagnetic probes can be used to image oxygen or nitric
oxide in biological tissues in vitro and in vivo.

1
Basic ESR Concepts and Spectra

The term ‘‘spin’’ in the designations of
various forms of magnetic resonance spec-
troscopy refers to a property of electrons (or
nuclei). It is the interaction of the spin with
magnetic field that leads to separation of
energy levels between which spectroscopic
transitions occur. Usually, a magnetic field
is required for ESR, as well as a source of
energy to effect transitions, although a few
spin transitions can be detected in the
absence of an applied magnetic field.

ESR signals can be detected during con-
tinuous application of microwave energy of
narrow bandwidth (continuous wave ESR,
cwESR) or after a short, broader-band mi-
crowave pulse (pulsed ESR). In the former
case, the signal is detected by scanning
the external magnetic field through the
resonance condition; in the latter, the field

is fixed for each pulse, but, because of
the breadth of many ESR signals, data
may be collected at multiple steps in mag-
netic field. To filter noise, a cwESR signal
is recorded with an additional magnetic
field modulation and phase-sensitive de-
tection, resulting in an output that is the
derivative of the absorption. Absorption
and derivative ESR signals are illustrated
in Figs. 1(a, b).

Equation (1) gives the resonance condi-
tion for a free electron, where ν is the
microwave frequency; ge is Zeeman split-
ting constant for a free electron; βe, the
Bohr magneton, is proportional to the
charge to mass ratio of the electron; and
B0 is the external magnetic field in which
the sample resides.

Energy = hν = geβeB0 (1)

Internal magnetic fields in molecules al-
ter the simple spectrum shown in Fig. 1(b)
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Fig. 1 Basic ESR spectra concepts are illustrated. (a) An isolated, unpaired electron has an
absorption ESR signal of Lorentzian shape; (b) in cwESR, the signal shown in (a) is
recorded as the derivative of the absorption; (c) when a nuclear spin interacts with the
unpaired electron, the signal is split into multiple lines, one for each nuclear spin state (14N
spin states are −1, 0, and +1); (d) the time-dependent response of an unpaired electron to
a pulse is an oscillating decay; (e) and (f) are spectra with parameters typical of spin labels
recorded at 9.4 GHz (e) and 94 GHz (f). In (e) and (f), the upper spectra are calculated
with only g-factor anisotropy, while the calculations of the lower spectra include anisotropic
terms for both g-factor and hyperfine splitting. The largest hyperfine splitting, Az, is shown.

and thus provide the features that allow
information about structure and dynamics
to be deduced. The local magnetic fields
add terms to Eq. (1), and it is convenient
to refer to the proportionality between the
frequency applied and the magnetic field
at which a characteristic feature is seen in
the ESR spectrum in terms of an ‘‘effective
g-factor,’’ g ′, as given in Eq. (2).

hν = (geβeB0 + other terms) = g ′βeB0

(2)

The ‘‘other terms’’ include, but are
not limited to, those of electron spin
dipolar interactions with spins of nuclei or
other unpaired electrons, spin exchange
due to overlap of the orbitals of two

electron spins, and terms arising from
strong interactions of multiple electrons
residing on the same atom. Different terms
dominate the ESR spectrum in varied
applications. Some terms are described by
expressions including magnetic field and
other terms are independent of magnetic
field. ESR spectra obtained at several
different frequencies, ν, help resolve
contributions of the different terms.

Dipolar interactions of magnetic nuclei
(for instance, hydrogen or nitrogen) with
an unpaired electron render ESR spectra
sensitive to molecular structure. An un-
paired electron residing in a p- or π -orbital
on 14N, such as occurs in a spin label or in
nitric oxide (NO), has dipolar interactions
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of slightly different energies with each of
the nitrogen nuclear spin states (14N nu-
clear spins −1, 0, and +1). As a result,
the simple unpaired electron ESR signal
becomes a spectrum with three lines, each
of one-third the intensity (Fig. 1(c)) of the
single line (Fig. 1(b)). The separation of
the lines is termed the hyperfine splitting of
the electron spin by the nuclear spins. Hy-
perfine splitting by 1H or 15N yields ESR
spectra divided into two lines.

The response of spins to a short pulse
of energy is recorded over time in pulsed
ESR. The time-dependent response may
be converted to the cwESR spectrum by
Fourier transformation. A Fourier trans-
form of the absorption signal (Fig. 1(a)),
which would be detected in the pulsed
experiment, is shown in Fig. 1(d). The
exponential decay is related to the line
width and the oscillations to the offset of
the absorption peak from zero magnetic
field. ESR and NMR are connected in the
variations of pulsed ESR that are termed
electron spin echo envelope modulation
(ESEEM) and electron-nuclear double res-
onance (ENDOR), in which electron tran-
sitions are modulated by nearby nuclei.
After Fourier transformation of the time
response, the characteristic frequencies of
nuclear spins near the electron spin are
displayed in these experiments. Determin-
ing the nature, geometric arrangement,
and distance of nuclei from the unpaired
electron are applications of these pulsed
ESR techniques.

Figures 1(a, b) are based on a fictitious
‘‘free electron.’’ In a molecule, an unpaired
electron responds to an anisotropic (asym-
metric) environment, resulting in energies
for the magnetic interactions that depend
on the orientation of each molecule in
the magnetic field. The g-factor becomes
a matrix (g) relating the vectors of mag-
netic field, B0, and electron spin, S. The

expression of the energy for the hyperfine
interaction is S A I, where electron and nu-
clear spin vectors are S and I, respectively,
and A is the interaction matrix. The diago-
nal elements of the g- and A-matrices are
gx, gy, and gz and Ax, Ay, and Az, respec-
tively. As a result of these interactions, if
a frozen solution is studied, the spectrum
will be the sum of spectra from molecules
at all orientations, and will be broader than
the free electron signal. Figures 1(e, f) il-
lustrate the type of spectra that result from
a frozen solution of nitroxide molecules.
Figure 1(e) is calculated for a frequency
of applied radiation (9.41 GHz) 10 times
lower than that of Fig. 1(f) (94.1 GHz). The
upper spectra show only the contribution
from the anisotropic g-factor. The features
corresponding to gx, gy, and gz can hardly
be seen in Fig. 1(e) (upper curve), but they
are separated as indicated in Fig. 1(f) (up-
per curve). This is because the g-factor
energy term depends on magnetic field.
In contrast, the hyperfine term is con-
stant. The lower curves indicate the Az
component of the hyperfine splitting; it is
centered on gz. Ax and Ay are smaller and
are not indicated on the figures. However,
it can be seen in Fig. 1(f) (lower curve) that
the gx and gy regions are broadened by the
smaller Ax and Ay hyperfine splittings.

2
ESR and the Roles of Naturally Occurring
Paramagnetic Biomolecules

2.1
Free-radical Enzyme Intermediates

Cofactors and amino acid side chains
are known to form radical, or para-
magnetic intermediates in enzymes. Ri-
bonucleotide reductases use a pathway of
electron transfers to carry out reduction of
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Fig. 2 ESR spectra of tyrosine free
radicals of ribonucleotide reductase R2
subunits from different organisms. The
ESR spectra at ∼9 GHz were recorded at
temperatures from 20 to 30 K. The
numbers given on the structure are the
spin density distributions for the
Escherichia coli (Roman letters) and
Salmonella typhimurium (italics)
enzymes. (Reprinted with permission
from Gr

..
aslund, A. and Sahlin, M.

(1996) Ann. Rev. Biophys. Biomol. Struct.
27, 259–286.)

ribonucleotides to deoxyribonucleotides.
In the enzymes from different sources,
the presence of free-radical intermediates
on side chains of the amino acids tyrosine,
tryptophan, cysteine, and even glycine has
been demonstrated by ESR. ESR studies of
tyrosine radicals, in this system and also
in electron-transfer membranes, show that
the unpaired electron density at the vari-
ous carbon atoms of the tyrosine aromatic
ring is fine-tuned by hydrogen bonds to
the phenolic oxygen and by the protein
environment. ESR spectra also provide in-
formation about side-chain torsion angles
of the tyrosines giving rise to radicals.
Figure 2 gives examples of EMR spectra of
tyrosine radicals of ribonucleotide reduc-
tases from several sources.

In other proteins, tyrosine radicals
participate in the mechanisms of cy-
tochrome oxidase (mitochondrial respira-
tory complex IV), cyclooxygenase and other
heme enzymes. In other proteins, glycine

radicals have functional roles in lysine 2,3-
aminomutase, pyruvate formate-lyase, and
benzylsuccinate synthase. Enzyme-bound
substrate and cofactor radical interme-
diates have also been characterized in
enzymes dependent on S-adenosyl methio-
nine, adenosylcobalamin, and arachidonic
acid. It is often useful to use isotopic
labeling with nuclei having magnetic mo-
ments (2H, 13C, 15N, 17O) in the effort
to identify the radical site in an enzyme
intermediate.

2.2
Paramagnetic Metal Ions in Biology

All metal ions containing unpaired elec-
trons (paramagnetic ions) are, in principle,
subjects for study by ESR, but the exper-
imental conditions are quite varied. The
paramagnetic ions in proteins, commonly
studied by ESR, include manganese2+,
copper2+, iron3+, occasionally iron2+,
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nickel3+, vanadyl (V = O2+), and cobalt2+.
The conditions for the spectroscopy dif-
fer drastically depending on which metal
is the subject of study. Manganese ions
are sometimes detected with high sensi-
tivity in solutions at room temperature.
However, detection of 17O-threonine side-
chain ligands to manganese in p21 ras
required both low temperature and high-
frequency ESR to give optimum results.
Copper sites also can be detected at room
temperature, but sensitivity is improved by
conducting the ESR experiments at liquid
nitrogen temperature or lower. Studies of
iron are almost always done at tempera-
tures near that of liquid helium. The two
primary reasons that low temperature is
used in metal ion ESR are that relaxation
times are too fast for room temperature
studies and the signal intensity increases
inversely with temperature. The pulsed
ESR methods ENDOR and ESEEM are
chosen to detect nuclei such as nitrogen
or hydrogen bound to, or near, metal ion
sites.

Quantitative evaluation of the number
of unpaired spins in different sites within
a complex biochemical electron-transfer
system can be made by ESR and asso-
ciated studies. For experiments of this
type, both calculations of the theoretical
spectra and a multifrequency approach in

the experiments are needed for interpre-
tation. Recent advances in high-frequency
ESR provide improved resolution in sam-
ples with multiple ESR-detectable metal
sites. For example, Fig. 3 shows a high-
frequency ESR spectrum of a frozen so-
lution of copper ion in the site normally
occupied by iron in lactoferrin.

The copper spectrum, spread over the
field region from ∼2.9 to 3.3 T, is well
separated from the six-line signal of a
manganese impurity near 3.4 T. At lower
ESR frequencies, the manganese signal
is superimposed on the central portion
of the copper signal. Also notable in
the high-frequency ESR spectrum shown
(Fig. 3) is that the portion (at 2.9–2.95 T)
of the spectrum arising from molecules
with a unique axis aligned close to the
magnetic field direction is well separated
from the portion (at 3.2–3.3 T) arising
from molecules in which this axis is
perpendicular to the field. Additionally, the

Fig. 3 High-frequency ESR spectrum of
dicupric lactoferrin. The spectrum was
recorded at 40 K and 94.1 GHz. The two
regions from which significant
information can be obtained are
amplified in insets on the left. The
feature on the right is the ESR signal
from an impurity of manganese ion in
the sample. (Reprinted with permission
from Gaffney, B.J., Maguire, B.C.,
Weber, R.T., Maresch, G.G. (1999)
Disorder at metal sites in proteins: a
high frequency EMR study, Appl. Magn.
Res. 16, 207–222.)
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splitting of these regions into four features
arises from interaction of the unpaired
electron with the four nuclear spin states
of the copper nucleus. For copper proteins,
very low-frequency EPR is also useful in
revealing how many nitrogen ligands to
the metal there are. This approach, as well
as pulsed ESR, helped elucidate the nature
of multiple copper binding sites in the
prion protein (PrP), for example.

2.3
Protein Complexes with Nitric Oxide (NO)

Nitric oxide (NO) is a paramagnetic gas
and molecular adducts of NO in solu-
tion give ESR signals that are employed
to determine the pathway of nitric oxide
transfers in proteins or the location of
NO in tissues by in vivo ESR imaging.
The characteristic ESR signal of some NO
complexes is three lines, broader but oth-
erwise similar to the spectrum shown in
Fig. 1(c). When the 15N isotope (nuclear
spin states ±1/2) is incorporated in NO,
the ESR spectrum simplifies to two lines.
In an NO complex with iron, copper or
other metals in proteins, broader signals
with no resolved hyperfine splitting may
or may not be observed. Three-line hy-
perfine splitting is seen in NO complexes
with 5-coordinate ferrous heme iron, with
the NO spin traps: ferrous ion chelated
with dithiocarbamate derivatives, and with

310 345
Magnetic field [mT]

Fig. 4 The ESR spectrum of
deoxymyoglobin to which nitric oxide
(NO) gas was added. The spectrum was
recorded at 77 K and a frequency of
9.1 GHz. (Reprinted with permission
from Singel, D. J., Lancaster, J. R. Jr.,
(1996) Methods in Nitric Oxide Research,
Feelisch, M., Stamler, J. S. (Eds.) John
Wiley & Sons Ltd Ch. 23, pp. 341–356.)

diverse iron-sulfur-dinitrosyl species in
vivo.

NO is often used biochemically as an
oxygen mimic, but it binds more tightly to
metal centers than O2 does and may alter
other ligand geometries. When a single
NO combines with ferrous iron, an ESR-
detectable complex is formed. The spin 1/2
of NO combines with the even spin (spin =
0 or 2) of ferrous iron to give half-integer
spin for the complex (spin = 1/2 or 3/2).
Generally, half-integer spins yield well-
resolved ESR spectra, whereas spin = 0
is not paramagnetic, and spin = 2 usually
does not give resolved signals.

The strength of the Fe–NO interaction
with iron in hemoglobin is demonstrated
under conditions in which hemoglobin
binds NO preferentially at the α-subunits;
here, NO acts transaxially to cleave the
proximal iron-His bond. ESR spectra of
the resulting five-coordinate α-subunit
heme have three resolved peaks from 14N-
hyperfine interactions. A similar spectrum
of the five-coordinate NO complex with
heme in myoglobin is shown in Fig. 4.

In contrast, when NO is in a six-
coordinate complex with ferrous heme,
a broad ESR signal, without hyperfine,
is observed. NO activation at heme in
guanyl cyclases also involves breaking an
Fe-His bond, and the NO-Fe complex
is ESR detectable. Interaction of NO
or nitrite with oxyhemoglobin, or with
methemoglobin, leads to a third species,
S-nitrosyl hemoglobin. NO also reacts with
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the iron in iron-sulfur proteins. In the case
of aconitase, one iron of the 4Fe-4S is lost
upon reaction with NO and ESR signals
of a protein-bound iron-(NO)2 complex
can be seen. This complex is likely an
intermediate in the conversion to 3Fe-4S
apoaconitase.

2.4
Factors Directing Electron Flow in Energetic
Membranes

Mitochondrial and photosynthetic mem-
branes are rich in species giving ESR
signals during electron transfer. The full
range of recent chemical bonding theory
and ESR instrumentation is brought to
bear in determining the electron-transfer
pathways through the multiple interme-
diates. ESR studies provide electronic
structures of intermediates in electron-
transfer pathways, including electron spin
density around the ring of an aromatic
radical and the overlap of electron orbitals
between two paramagnetic intermediates.
This information is essential for determin-
ing how the surrounding protein matrix
influences the path that electrons fol-
low from one paramagnetic intermediate

to another. Key electron-transfer species
that are observed by ESR methods are
summarized in Table 1. The list is not
comprehensive. ESR examines the species
listed either individually, or in pairs.

2.4.1 ESR Studies of Photosynthesis
The components of photosynthetic
electron-transfer pathways, chlorophylls,
quinones, and metal ions, are selected for
ESR studies by preparations that include
optical excitation, selective depletion of
some components, and molecular biology.
Because electron transfer can be primed
by optical excitation in the preparations,
it is possible to trap very short-lived
intermediates by optical excitation of
low-temperature glasses. High-frequency
ESR is applied in some cases to
improve resolution of ESR spectral
components, much as higher frequency
NMR gives better resolution of different
nuclei (see also Sect. 2.2). In bacterial
reaction centers, electrons flow from
an excited bacteriochlorophyll dimer to
bacteriopheophytin, to quinone A (QA),
and to quinone B (QB). The electronic
interactions between these sites are
influenced by a 2+Fe ion on the pathway.

Tab. 1 Some Components of Energetic Membranes Detected by ESR.

Component Abbreviation Membrane

Donor cation (a chlorophyll) BChl2, P700
+• chlorophyll b, P680

+• RC, PS I, PS II
Reduced quinones QA

−•, QB
−•, Q−• RC, PS I, PS II

Iron-sulfur clusters [2Fe2S]−1, [4Fe4S]−1, or [4Fe4S]+3 PS I, Fd, Cplx III
Manganese clusters Mn(III) + 3 Mn(IV) PS II-S2
Tyr radical Tyr+• PS II
Ferric heme heme-Fe3+ Cplx IV
Copper Cu2+ Cplx IV

Notes: RC: reaction center of purple bacteria; PS I: photosystem I of plants, cyanobacteria,
green sulfur bacteria, and algae; PS II: photosystem II of plants, cyanobacteria, and algae; Fd:
ferrodoxin; Cplx: one of the electron-transfer complexes of mitochondria; PS II-S2: the S2
intermediate of PS II photocycle.
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Distances between electron sites on the
intermediates, and the term describing
electron exchange interactions between
them, have now been tabulated for the
bacterial system. Good agreement between
these ESR measurements and electron-
transfer theory is observed.

In plant photosynthetic membranes,
ESR is used to examine the manner in
which electrons flow ultimately into the
photosynthetic oxygen-evolving complex
that contains varied numbers of unpaired
electrons associated with a cluster of
four manganese atoms. A tyrosine radical
abstracts an electron and a proton from
the manganese cluster and water in steps,
leading to oxygen evolution. Determining
how the protein environment influences
the electronic structure of the tyrosine
radical and its coupling to the manganese
cluster are subjects of study by the pulsed
ESR techniques ESEEM and ENDOR.

2.4.2 ESR Studies of Respiratory Enzymes
In the synthesis of ATP, the mitochon-
drial respiratory chain employs many
of the same cofactors as photosynthetic
membranes, although the electron/proton
transfers are not photochemically initiated.
Instead, reductants or oxidants are used
to isolate states with unpaired electrons.
ESR contributes to understanding the elec-
tronic structure of the oxidized or reduced
cofactors. In one example, ESR studies
reveal an asymmetric hydrogen-bonding
environment for a ubisemiquinone (Q−•)
bound to bacterial quinol oxidase (QOX),
bo3. QOX is structurally and functionally
related to mammalian cytochrome oxi-
dases. In these experiments, quinones,
13C-labeled individually at the carbonyl
carbons, were substituted for the nat-
ural ubiquinone in QOX by detergent
extraction and reconstitution. Control ESR
experiments (14N-ESEEM) demonstrated

that the reconstituted, labeled quinones
had the same hydrogen-bonding environ-
ment as native quinones. The line widths
of the high-frequency ESR spectra from
13C-labeled quinones differed, depend-
ing on whether the label was located on
carbonyl-1 or -4. This shows that the un-
paired electron spin distribution is asym-
metric in the ubiquinone radical when the
radical is bound to its cognate protein.
The spin distribution is, in turn, related
to an asymmetric hydrogen-bonding envi-
ronment for the protein-bound Q−•.

3
ESR Probes of Biological Structure
and Function

3.1
Spin Labeling

Nature does not always provide a free-
radical ESR subject at a site of inter-
est. Spin labels are stable, paramagnetic
molecules that can be easily tailor-made by
organic synthesis to provide selective struc-
tural and dynamical information via ESR
spectroscopy. Most spin labels are nitrox-
ide molecules. An advantage of spin label
ESR studies is that they can be carried
out at physiologically relevant tempera-
tures and they are therefore sensitive to
molecular motion. Nitroxide labeled nu-
cleic acids, lipids, and enzyme cofactors are
among the variations of spin label analogs
that have been made. The largest area of
applications to proteins is a molecular bi-
ology–based approach called site-directed
spin labeling (SDSL) for studying the dy-
namics, folding, and structure of proteins.

3.1.1 Dynamics of Proteins, DNA,
and Membranes
The effects of motion of a spin labeled
macromolecule can be observed indirectly,



Electron Spin Resonance of Biomolecules 125

as averaging of features in the ESR spec-
trum or directly, by time domain ESR
experiments. Effects of motion on a spin
label ESR spectrum arise because the un-
paired electron in the nitroxide molecule
is in an asymmetric environment that
renders the magnetic interactions sensi-
tive to the orientation of the spin label
in the field. When the spin label is
rigidly attached to a larger molecule, ESR
spectra reflect the motion of the macro-
molecule. The frequency of the particular
ESR spectrometer used and the details
of the detection scheme determine the
timescale of motions that can be de-
tected using spin label ESR. Motions
occurring on timescales from millisec-
onds to fractions of a nanosecond have
been measured. Applications in the area
of dynamics include resolving spectra from
distinct motional states of muscle, de-
tecting time-dependent structural changes
in bacteriorhodopsin, studies of the per-
sistence length for DNA bending and
measurements of anisotropic motion of
lipids in membranes.

Figure 5 illustrates the sensitivity of ESR
to spin label motion in an isotropic paraffin
liquid and in a lipid membrane. The nitrox-
ide molecules pictured have shapes that are
roughly a sphere, a rectangular prism, and
a long cylinder. The three peaks of equal
intensity in ESR spectra of the spherical
molecule, TEMPO (2,2,6,6-tetramethyl-4-
ketopiperidine-1-oxygl), rotating in paraf-
fin are characteristic of isotropic motion.
The other spin labels move in paraffin
with only slightly different rates about x, y,
and z molecular axes (slight broadening
of the third peak results). In contrast,
motion of the larger spin labels is quite
restricted in a lipid bilayer, as indicated by
the broader ESR spectra. ESR of the fatty
acid spin label reveals that the molecule
rotates about the bilayer normal and

has some internal flexibility. The lower
spectrum from TEMPO in membranes
was obtained from a more dilute lipid
preparation than the upper one. The addi-
tional peak results from some TEMPO in
water.

3.1.2 Site-directed Spin Labeling (SDSL)
In SDSL, a reactive nitroxide (e.g. a
methanethiosulfonate) reacts with a cys-
teine side chain that has been placed
at one or more selected sites in a pro-
tein by site-directed mutagenesis. Figure 6
shows the reaction scheme most often
used in the SDSL approach. Secondary
structure determination is one application
of SDSL, and the approach involves step-
wise substitution of nitroxides on a protein
structural element. The surface exposure
of the SDSL sites is determined through
magnetic effects of oxygen or paramag-
netic ions on ESR spectra. Interresidue
distances between two spin label sites
can also be determined as illustrated in
Fig. 7 for phage T4 lysozyme. The over-
all structure of the protein shown in (a)
indicates the close proximity of the two
spin label side chains at residues 3 and
71. The inset (b) shows ESR spectra of
folded, di-spin labeled phage lysozyme
(bottom) and the same protein unfolded
in urea (top). Spin labels separated by
10 to 25 Å give broadened spectra from
which the interresidue distance can be
determined. Once a protein derivative
has been prepared with two interacting
spin labels, spectral changes may be em-
ployed to determine refolding kinetics as
illustrated in Fig. 7(c). Interresidue dis-
tances in membrane proteins, such as
rhodopsin, are estimated by the comple-
mentary techniques of cysteine-scanning
mutagenesis and paired site-directed spin
labeling.
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Fig. 5 The effects of restricted motion on the ESR spectra of molecules of different
shapes and sizes. The spectra in the left column were obtained using a liquid paraffin
solvent (isotropic) and those in the right column were with lipid bilayers (anisotropic
fluid), both at 37 ◦C. Two concentrations of lipid were used for the upper right pair of
spectra, a higher concentration in the top and a lower one below. (Redrawn with
permission from Gaffney, B.J., Chen, S.C. (1977) Methods in Membrane Biology, Korn,
E.D. (Ed.) Plenum Press, New York, Vol. 7, pp. 291–353.)
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Fig. 6 Introduction of a site-directed spin label. A methanethiosulfonate
spin label reacts with the natural, or genetically engineered thiol side chain
of a protein to give a site-directed, spin-labeled protein. (Redrawn with
permission from Hubbell, W.L., Mchaourab, H.S., Altenbach, C.,
Lietzow, M.A. (1996) Watching proteins move using site-directed spin
labeling, Structure 4, 779–783, Fig. 1.)
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Fig. 7 Spin labeling of phage T4 lysozyme. The structure of a mutant T4
lysozyme in which two free cysteine residues were introduced (I3C and
V71C) after reaction with spin labels is shown after reaction with spin
labels, as in the scheme of Fig. 6. The proximity of the spin labels leads
to the broad ESR spectrum shown in red in the inset (b, lower). The ESR
spectrum of the same sample unfolded in urea is sharp and shows little
interaction between spin labels (b, upper). The time-resolved rate of
refolding can be followed by ESR (c). (Reproduced with permission from
Hubbell, W.L., Mchaourab, H.S., Altenbach, C., Lietzow, M.A. (1996)
Watching proteins move using site-directed spin labeling, Structure 4,
779–783, Fig. 5.)

3.2
Spin Trapping

Detection of free radicals that occur
transiently in cells places perhaps the most

challenging demand on ESR, because
the radicals have short lifetimes and
are of low abundance. Free radicals can
be detected indirectly by trapping them
to give a longer-lived, secondary radical



128 Electron Spin Resonance of Biomolecules

in the technique called spin trapping.
This technique usually employs nitroxide
synthetic precursors to trap unstable
free radicals such as xenobiotic radicals,
superoxide, and hydroxyl radical. When
there is one hydrogen on the carbon
next to the nitrogen of a spin trap, the
hyperfine splittings in ESR signals of the
trapped radical are sensitive to whether
an oxygen- or carbon-centered radical was
trapped. The scheme below gives the
chemistry of a spin trap nitrone reacting
with trichloromethyl radical, derived from
carbon tetrachloride. This approach has
been used to trap similar radicals from
halothane in vivo.

(CH3)3C N CR  +  CCl3

O−

•

H

(CH3)3C N CR

O H

CCl3

+

•

Spin traps can exhibit therapeutic ef-
fects in vivo, for instance, by inhibition
of lipoprotein oxidation. Immunological
methods are also used to detect spin-
trapped sites on biomolecules.

3.3
ESR Imaging

Relaxation of spins is a dominant theme
in ESR because the lifetimes of spins ex-
cited to upper energy levels are typically of
the order of microseconds. A window on
biological rates from 109 to about 100 s−1

results from the effects of magnetic relax-
ation on ESR spectra. Collision frequencies
of molecules in solution, at biological con-
centrations, are in the range suitable for
ESR relaxation responses. Relaxation of a
spin probe depends on the frequency of

collisions with paramagnetic oxygen. The
simplest manifestation of relaxation is a
change in line width of the ESR signal.
This interaction is exploited to create im-
ages of oxygen levels in tissues. Spin traps
selective for NO provide another basis for
ESR imaging.

3.3.1 ESR Imaging of Oxygen in Tissues
The ESR spectrum of dissolved oxygen
is not suitable for sensitive detection, but
the ESR line width of a spin probe does
respond to physiological concentrations
of oxygen. EPR imaging, a technique
under development, relies on spin probe
relaxation to provide information about
spatial distribution of oxygen in tissues,
for instance, in tumors. In a sense,
ESR imaging of oxygen concentration in
tissues is a spin trap experiment in which
the magnetism of oxygen is ‘‘trapped’’
through its magnetic, but not chemical,
interactions with a stable spin probe. The
degree of broadening of the ESR signal is
transformed into an image.

A direct comparison of images of the
same mouse tumor obtained by ESR imag-
ing (EPRI) and by MRI has been made. In
the experimental design, the leg bearing
the tumor is centered in an ESR resonator
or an MRI coil for the two imaging modal-
ities. Paramagnetic reagents are applied
intravenously in the ESR experiment, at a
level similar to that used for MRI contrast
agents. Both stable trityl (triphenylmethyl)
radicals and nitroxides are used in EPRI,
but the extremely narrow signal from trityl
probes provides spatial resolution of about
1 mm in a tumor of 7 × 7 × 10 mm. An
ESR spectrum of the reagent in each pixel
is obtained (spectral-spatial imaging). Sep-
arate calibration experiments demonstrate
linear response of the ESR line width to
oxygen concentration in the range 0 to
75 torr ± ∼3 torr. ESR and MRI obtain
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comparable images of regions of the spa-
tial distribution of oxygen, but the ESR
experiment has the advantage that the
oxygen concentrations are measured quan-
titatively. ESR imaging is performed at low
frequency because the higher frequencies
used in most ESR spectroscopy cannot
penetrate far into wet tissues.

3.3.2 ESR Imaging of NO
A focus of ESR imaging has been to ex-
amine formation of NO from nitrite in
ischemic rat hearts. With increasing du-
rations of ischemia, the myocardial pH
drops and this facilitates reduction of ni-
trite to NO. For example, both ex vivo
and in vivo experiments are conducted
in hearts loaded with ∼1 mM nitrite and
the NO spin trap, ferrous (N-methyl-D-
glucamine dithiocarbamate)2. By compar-
ing pH measurements from 13P-NMR
with the quantity of trapped NO in the
heart, significant NO formation from ni-
trite is demonstrated. Control experiments
with inhibitors of nitric oxide synthase
(NOS) and cytochrome oxidase augment
these experiments.

3.4
Long-range Distance (6–60 Å)
Measurements by ESR

The influence by one spin on the relaxation
of another can also extend over a distance.
In practice, this makes it possible to
measure, by ESR, the distance between
two paramagnetic centers, separated by up
to 60 Å, in a biomolecule.

The advantages of using ESR methods to
measure selected nonbonding distances in
biomolecules are that the measurements
are usually free of paramagnetic sites
other than those involved in the measure-
ment, and the sample can be opaque or

semisolid. Recently, methods for ESR dis-
tance measurement have been tested and
refined. The choice of a method depends
on the relative relaxation rates of the two
paramagnets between which a distance is
sought. Generally, organic radicals such
as spin labels and tyrosine radicals have
spins with slow relaxation rates, whereas
metal ion spins relax faster. Thus, specific
methods are chosen for cases in which a
slow relaxer is paired with either a second
slow, or second fast relaxing paramagnetic
species. The range 6 to 60 Å is a conser-
vative estimate of distances that can be
determined by ESR studies of two interact-
ing paramagnets.

See also Bioorganic Chemistry;
Free Radicals in Biochemistry and
Medicine.
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Electroporation
Same as electropermeabilization.

Electrofusion
Using a pulsed electric field to fuse two adjacent cells.

� Electroporation is a phenomenon in which the cell membrane is temporarily
permeabilized by exposure to an intense electric field. This phenomenon can be
used to introduce a variety of exogenous molecules, particularly DNA, into living cells.
Electrofusion is a related phenomenon by which neighboring cells can be induced
to fuse by applying a pulse of electric field. Both electroporation and electrofusion
are related to the electrical breakdown of the cell membrane. Electroporation is
now a principal method of gene transfer, for both prokaryotic and eukaryotic cells.
Electrofusion is found to be the most efficient method of cell fusion and has
important uses in agriculture and in the production of hybridomas.

1
Principles

1.1
Electric Field–induced Membrane
Breakdown

The phenomenon of electroporation has
been known for some time; studies can
be traced back to the early sixties. The
application of electroporation in molecular
biology, however, is relatively recent. The
first report of using electroporation for
gene transfer appeared only in 1982.

Electroporation is the result of mem-
brane breakdown induced by an applied
electric field. Suppose a spherical cell
with diameter r is exposed to an exter-
nal electric field for a time period t. The
cell membrane will develop an induced
membrane potential Vm according to the
following equation:

Vm = 1.5Er cos θ{1 − exp(−t/ττc)} (1)

where E is the field strength, θ is the angle
between the field and the normal of the
membrane, and τc is the relaxation time of
the cell. For a typical biological cell, τc is
approximately equal to

τc = rCm(ρi + 0.5ρo) (2)

where Cm is the unit capacitance of the cell
membrane and ρi and ρo are the resistivity
of the cytoplasm and the external medium
respectively. For small cells, such as red
blood cells, τc is on the order of 1 µs.
Then, when the external electric field is
applied for a sufficiently long time period,
say 20 µs, the induced membrane potential
will reach the steady value

Vm = 1.5Er cos θ (3)

From this equation, it is apparent that the
induced membrane potential is not uni-
form across the entire cell membrane. The
induced membrane potential is highest at
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Fig. 1 Schematic diagram
showing a spherical cell exposed
to an external electric field, E.

r

E

q

places where the membrane faces the poles
of the electric field (Fig. 1).

The above analysis holds true so long
as the cell membrane remains intact and
its electrical properties do not change.
When the external field strength is so
high that the induced membrane potential
exceeds a threshold potential, Vth, the
bilayer membrane will experience an
electrical breakdown; the cell membrane
can no longer maintain its structural
integrity and becomes permeable. This
phenomenon is called electroporation or
electropermeabilization. For most cells, the
threshold potential is typically on the order
of 0.5 to 1 V, which is about 10 times
larger than the normal resting potential
of an animal cell. The occurrence of
electrical breakdown is related to the
fact that the cell membrane is a very
thin structure. The insulating property of
the cell membrane depends on its lipid
bilayer, which is only 5 nm thick. When
the potential across the cell membrane is
increased to 1 V, the electric field within
the bilayer reaches 2 × 106 V cm−1. The
membrane cannot withstand an electric

field of such magnitude and it undergoes
a dielectric breakdown.

When the cell membrane is permeabi-
lized by an applied field, molecules that
normally could not penetrate the mem-
brane can now pass through easily. These
molecules include ions, metabolites, car-
bohydrates, proteins, nucleic acids, and
others. Some of the molecules that enter
the cell during the electropermeabilized
state could be very large. It has been re-
ported that DNA molecules of sizes up
to 150 kbp can be taken up by electro-
permeabilized cells. The uptake of these
very large molecules, however, may involve
some complex processes. As for small
molecules, such as small carbohydrates
or proteins of low molecular weight, it is
evident that they can enter the cell by sim-
ple diffusion through the permeabilized
cell membrane.

If the external electric field is not
excessively high, the electropermeabilized
cell can recover by resealing its membrane
after the external field is removed. Using
a model membrane, such as a lipid
bilayer, the processes of electroporation
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and recovery can be studied by monitoring
the changes in the electrical properties
of the membrane in response to the
application of the external field. For the
lipid bilayer, the electroporation process
involves three distinct stages:

1. Nonpermeabilized state. This is the state
of the membrane before the external
field is applied. The conductance of the
membrane is extremely low.

2. Permeabilized state. When the external
field is applied, the induced membrane
potential (Vm) builds up exponentially.
When Vm approaches the threshold
potential (Vth), the conductance of
the membrane increases drastically,
indicating that the membrane has
become permeabilized to certain ions.

3. Recovery state. If the external field is
applied only for a brief period and
the field strength is not too high, the
bilayer will recover by gradually reseal-
ing itself after the external electric field
is turned off. In this case, the bilayer
membrane is said to experience a re-
versible breakdown. The recovery process
can be monitored by observing an ex-
ponential decrease in the membrane
conductance following the termination
of the applied field. This recovery pro-
cess appears to be very rapid; the time
constant is generally on the order of
submilliseconds. If the external field
is applied for too long or if the field
strength is too high, the bilayer will
not be able to recover and it will rup-
ture even after the applied field is
removed. In this situation, the mem-
brane is said to undergo a process called
irreversible breakdown.

In electroporation of real cell mem-
branes, the situation is more complicated.
There is evidence suggesting that the elec-
troporation process may involve several

substages. Furthermore, the membrane
may undergo secondary structural changes
following the removal of the external field.
Thus, when an electric field is applied
to electroporate cells, the cell membrane
may undergo at least four different stages
of change:

1. Nonpermeabilized state. Before the ex-
ternal field is turned on, the cell mem-
brane is in its normal intact state.

2. Permeabilized state due to primary struc-
tural changes. After the external field
is applied, the induced membrane po-
tential quickly reaches the threshold
potential. As a result, the membrane
experiences an electrical breakdown
and undergoes a structural change to
become permeabilized. This electric
field–mediated membrane breakdown
is commonly referred to as primary
structural changes.

3. Permeabilized state due to secondary struc-
tural changes. Once the cell membrane
becomes permeabilized, molecules can
pass through the membrane to enter
or leave the cell. Such flow of material
can induce further structural changes
in the membrane, making it even more
permeable to other molecules. Further-
more, breakdown of the membrane
structure in a local region may affect
the stability of the membrane structures
in neighboring regions and thus could
further enlarge the membrane pores.
These secondary structural changes can
continue even after the removal of the
external electric field.

4. Recovery state. After the external field
has been turned off and the forces caus-
ing the pores to expand have subsided,
the membrane will repair itself and start
to reseal. The mechanism of membrane
healing is not yet well understood.
However, it is well known that a cell
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can repair its own membrane following
puncture or scratch. This recovery pro-
cess takes considerably longer than in
the case of a lipid bilayer model mem-
brane. Moreover, the resealing process
itself is believed to involve several sub-
stages. The larger membrane pores may
reseal first, with a time constant on the
order of seconds. They, however, do
not reseal completely but reduce into
residual pores that may linger for con-
siderably longer times. Depending on
the cell type, the resealing process may
take several minutes to half an hour
at room temperature. At lower tem-
peratures, such as at 4 ◦C, it will take
even longer.

The structure and properties of the
electric field–induced pores have been in-
vestigated actively in the last two decades.
The results are still far from complete.
There have been different suggestions
about the structures of these membrane

pores. Some thought that these pores
might appear in the form of cracks in
the membrane. A few others proposed
that they are craterlike round pores. There
are also conflicting estimates of the size
of the pores. One study concluded that,
on the basis of examination of transport
properties of the electropermeabilized cell
membrane to carbohydrate molecules of
different sizes, the membrane pores are
very small, with diameters on the or-
der of 1 nm. Another group examined
the size of labeled molecules that can
be loaded into red cell ghosts and con-
cluded that the size of the membrane
pores could reach 10 nm. However, in
view of the fact that large macromolecules
such as DNA can pass through the cell
membrane during the electropermeabi-
lized state, it is suspected that the electric
field–induced pores may be significantly
larger. We recently used a rapid-freezing
electron microscopy (EM) technique to ex-
amine the dynamic changes in membrane

Fig. 2 External membrane face (labeled ‘‘E’’) of an electro
permeabilized human red blood cell frozen at 40 ms after the application
of an electrical pulse. The frozen extracellular medium is labeled ‘‘S.’’
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structure during the electropermeabilized
state (Fig. 2). Large volcano-shaped pore-
like structures with diameters up to
100 nm were observed in the freeze-
fractured membrane. Thus, the size of
‘‘electropores’’ could be much larger than
that indicated earlier.

When we examined the membrane
structure of cells frozen at different times
after application of the electric pulse, we
found that the membrane pores induced
by the electric field underwent significant
changes with time. The structure of the
red cell membrane frozen at t = 1 ms
appeared to be smooth and without any
unusual structural changes, just like the
control membrane. (Here ‘‘t’’ is the time
delay between the electric pulse and the
time when the specimen was frozen).
These observations suggest that, if electro-
pores were formed in the first millisecond
following application of the electric field,
the diameter of these early pores must
be very small (less than the resolution
of the freeze-fracture EM, about 2 nm).
The earliest time at which we could de-
tect any significant structural changes in
the cell membrane was at t = 2.5 ms,
where deep porelike membrane openings
(20–40 nm in diameter) were found in
a few E-face membranes of the electrop-
ermeabilized red cells. At a later time

(t = 20 ms), circular membrane openings
became more abundant, and the size of
the openings appeared to increase. At
t = 40 ms, porelike membrane openings
could be observed in almost all cell mem-
branes examined, and their diameters had
expanded to the range of 20 to 120 nm
(Fig. 2). At t = 0.2 to 1.7 s, circular mem-
brane openings similar to those observed
at t = 40 ms could be found in most red
cells. At t = 5 s, the deep porelike struc-
tures had almost disappeared and were
replaced by numerous pitlike indentations
in the membrane, which may be rem-
nants of previous membrane evaginations.
These pits might still have an opening in
their centers, but such an opening must
be very small. Since it was not possible to
resolve the shape of such openings with
freeze-fracture EM, their diameter had to
be less than 3 nm.

On the basis of the time-dependent
study of membrane structure using rapid-
freezing EM, we believed that the mem-
brane pore induced by the electric field was
a dynamic structure whose shape and di-
ameter underwent rapid change with time.
The dynamic change in electropores at var-
ious stages is conceptually summarized in
Table 1.

Thus, the different estimates of pore
size reported in the literature may be

Tab. 1 Dynamic change in membrane pores in red blood cells during electroporation.

Time after pulsing State of the cell membrane Estimated pore size

<0 s Intact membrane <0.2 nm
0.001–0.01 s Pore creation due to electrical breakdown 1–10 nm
0.01–1 s Pore expansion due to material flow 10–100 nm
1–10 s Membrane starts to reseal; pore

shrinking
1–10 nm

0.1–30 min Membrane continues to reseal; existence
of long-lasting residual pores

1 nm

>30 min Membrane fully recovered <0.2 nm
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partially due to the differences in mea-
surement techniques and partially related
to the dynamic nature of the pores, which
can appear differently at different stages.
The large porelike structures observed in
the rapid-freezing EM study may represent
transient membrane pores through which
DNA molecules can enter the cell. The
small pores found in the transport study of
carbohydrates, on the other hand, may rep-
resent the long-lasting residue pores at the
recovery stage. Since the measurements of
carbohydrate transport require minutes,
most of the large membrane pores would
have undergone partial resealing during
the measurement period.

1.2
Uptake of Exogenous Molecules during
Electroporation

Molecules with a variety of shapes and
molecular weights can be taken up by
cells during the electropermeabilized state.
These molecules include DNA, RNA, pro-
teins, drugs, metabolites, ions, molecular
probes, and so on. Depending on the size
and charge of the transported molecules,
the process of molecular uptake can be
different. For small molecules, they could
enter cells by simple diffusion during the
electropermeabilized state. In studies us-
ing either lipid vesicles or red cell ghosts,
it has been demonstrated that loading of
small molecules, including ions, carbohy-
drates of low molecular weight, or dyes,
during electroporation can be explained
simply on the basis of a diffusion model.
The uptake of larger molecules such as
DNA is more complicated; the process is
believed to involve a number of sequential
steps. At this point, the exact mechanism
of DNA uptake during electroporation is
not yet clearly understood, but there is

evidence suggesting that the following pro-
cesses are involved:

1. Before application of the external elec-
tric field, a certain fraction of DNA
molecules may have already been
bound to the cell surface. Such bind-
ing could be a required intermediate
step for DNA to enter the cell when the
cell membrane is electropermeabilized.

2. Application of an external field creates
pores on the cell membrane. Some
of these pores may have a transient
opening that is large enough to allow
DNA molecules to pass through.

3. Through an electrophoretic process,
the negatively charged DNA molecules
may be driven toward these pores,
and they enter the cell by the applied
electric field.

4. Alternatively, the entire DNA molecule
may not actually enter the cell during
the electropermeabilized state. Instead,
the applied electric field may disrupt
the membrane structure to create a
phospholipid/DNA complex that would
then stimulate the internalization of
DNA by endocytosis.

The processes discussed above have been
examined in a number of studies and are
supported by some of the experimental
results. For example, in some systems,
the concentration of magnesium ions was
found to have a significant effect on gene
transfer efficiency. Such a finding may be
explained on the basis of DNA binding
to the cell surface. Several laboratories,
including our own, found that, in order
to have an effective gene transfer, DNA
must be first added to the cell mixture
before applying the electric field. This
finding suggests that either the large tran-
sient pores have a very short life or DNA
must be driven into the cell by the applied
field. Using cultured cells grown on a filter
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membrane, it was possible to examine the
effect of the polarity of the electric field on
gene uptake. We found that when DNA
was applied on the cathode side, the gene
transfection efficiency was much higher.
Recently, it was reported that in a single-
cell visualization study, fluorescent-labeled
plasmids were observed to enter the elec-
tropermeabilized cell on the side facing
the cathode. This finding suggests that
DNA entry may involve an electrophoretic
process. At present, however, the existing
evidence cannot exclude the involvement
of other processes, such as endocytosis.

1.3
Electric Field–induced Cell Fusion

One can apply a pulsed electric field not
only to electropermeabilize cells but also to
induce cells to fuse. When two neighbor-
ing cells are placed very close to each other,
applying a pulsed electric field similar to
that used in the electroporation process
will induce these cells to fuse. This process
is called electrofusion. The development of
electrofusion has a slightly shorter his-
tory in comparison with electroporation.
Induction of fusion of plant cells by electri-
cal stimulation was first reported in 1979.
Electrofusion of several other cell types was
reported in the following years. Because of
its many important applications, includ-
ing cell hybridization, animal cloning, and
generation of antibody-producing hybrido-
mas, electrofusion quickly became a pop-
ular subject of study in the early eighties.

In order to induce cells to fuse, the cells
must first be brought in contact with each
other. There are a number of methods to
achieve this.

1. By mechanical means. One can use a
specially designed container so that
cells are forced to aggregate in close

proximity. Or, attached cells can be
cultured side by side.

2. By chemical means. Cells can be coated
with certain chemicals that bring the
cells together. For example, one cell
type can be coated with biotin while
the other with avidin. Or, one cell
type may express an antibody against
a surface protein of its fusion partner.
The immunoreaction would bring the
proper pair of cells together.

3. By dielectrophoresis. This is probably the
most elegant way to bring cells together
for electrofusion. When a suspended
cell is exposed to an external electric
field, it develops an induced dipole mo-
ment in parallel to the field. Thus, under
a weak electric field, suspended cells
would tend to attract each other through
the induced dipole–dipole interaction.
They often form a long chain of cells
(commonly referred to as a pearl chain).
This process is called dielectrophoresis
(Fig. 3). The external field used to pro-
duce dielectrophoresis is not limited
only to a DC field but it can also be
an oscillating field. For technical rea-
sons, the dielectrophoresis field used
in electrofusion is a continuous oscil-
lating field with a frequency on the
order of megahertz; the field strength is
usually quite low, in the range of 10 to
20 V cm−1. Such a low field is sufficient
to bring about dielectrophoresis while
not causing electropermeabilization.

It has been demonstrated in studies us-
ing red blood cells that, in electrofusion,
two kinds of fusion can occur: ‘‘mem-
brane fusion’’ and ‘‘lumen fusion.’’ In
membrane fusion, only the membranes
of the neighboring cells fuse, while the
cytoplasm of the cells remain separate.
In lumen fusion, the fusing cells truly
fuse their cytoplasm to form a syncytium.
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Fig. 3 Formation of pearl chains of human red blood cells, induced by applying a
low-intensity AC field (200 V cm−1, 60 kHz). (Reproduced from Chang, D.C., et al.
‘‘Electroporation and Electrofusion Using a Pulsed Radio-Frequency Electric Field’’. In
Chang, D.C., Chassy, B.M., Saunders, J.A. and Sowers, A.E. (Eds.): Guide to
Electroporation and Electrofusion. Academic Press, Inc. San Diego, CA (1992), p. 319.)

Membrane fusion can be observed using
a hydrophobic dye such as DiI, which is
selectively distributed in the membrane.
If one mixes cells labeled with DiI with
unlabeled cells, the dye will be seen to
transfer from a labeled cell to an unlabeled
cell when the membranes of the two cells
fuse. Lumen fusion can be monitored by
preloading one of the fusing partners with
a fluorescent dye, such as FITC-conjugated
dextran. It was discovered that, even after
the cell membranes fuse, the lumens of
the two cells may or may not fuse. In cell
types other than red blood cells, most of
the fusion products of electrofusion are of
the lumen fusion type.

The time required to fuse two cells using
electrofusion varies with the cell type.
The electric field is usually applied for
a very brief period, about a millisecond.
In a few minutes after the application
of the electrical pulse, fusion between
neighboring cells can be seen. In red blood
cells, the fusion process may be completed

in about five minutes. For attached
mammalian cultured cells, however, the
fusion process may take many hours.

The mechanism of electrofusion is
not fully understood at present. It is
generally believed that the phenomenon
of electrofusion is closely related to that
of electroporation. In order to induce cells
to fuse, the membrane structure of the
two neighboring cells must be disrupted
so that they can merge together. This
electric field–induced disruption of the
membrane structure could be very similar
to that of the electropermeabilization
process. In the literature, several models
have been proposed to explain how the
electric field may bring about cell fusion.

1. Joining of electropores in the apposing
membranes. In the early model of elec-
trofusion, it was suggested that when
two cells are in close contact during the
electroporation state, electropores on
the apposing cell membranes may line
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up with each other. During the mem-
brane resealing process, the pores may
merge to become a continuous intercel-
lular channel; the apposing membranes
now fuse at the rim of the merged pore.
Such a membrane structure is unstable
due to its sharp curvature. As a re-
sult, the merged pore expands quickly.
This expansion will gradually lead to
the fusion of the two cells.

2. Electric field–induced compaction. When
cells are lined up to form a pearl
chain, application of an intense elec-
trical pulse would produce two major
effects on the cell membranes. Besides
breaking down the membranes, the ap-
plied electric field also induces a strong
dipolar interaction between the adja-
cent cells. Such an interaction generates
a strong attractive force between the
apposing cells and forces the adjacent
membranes to come together to make
physical contact, which eventually leads
to fusion.

3. Weakening of the hydration force. In this
model, it is argued that there exists a
strong repulsive force when two cells
are brought into close proximity. This
force is originated from the ordering
of several water layers at the cell
surface. When cells are brought into
contact, their respective water layers
repel each other. This repulsive force,
called hydration force, is the major
force that prevents spontaneous cell
fusion. When an intense electric field
is applied, it will disrupt part of the
membrane structure and will partially
destroy the orderly organization of the
cell membrane. As a result, the ordering
of the surrounding hydration layer will
also be destroyed. The strength of the
hydration force is greatly reduced, and
the adjacent membranes of the two

cells can now come into contact and
subsequently fuse.

In the early studies of electrofusion, it
was thought that, in order to fuse cells,
cells must be first brought into contact
before application of the intense electric
field. Later experiments demonstrated that
application of an intense electric field
can induce fusogenic properties even in
isolated cells. When cells are first exposed
to an intense electric field and then
brought together in the absence of the
field, some of them can still fuse with
each other. Such an electric field–induced
fusogenic property was cited as supporting
evidence for model #3 discussed above.

2
Techniques

2.1
Waveforms Used for Electroporation and
Electrofusion

The external field used in electroporation
or electrofusion is always applied in the
form of a pulse. Such a pulse can have
different shapes, or waveforms, which in-
clude (1) rectangular pulse; (2) exponential
decay pulse; and (3) oscillating pulse
(Fig. 4). In the early stage of development
of electroporation and electrofusion, most
of the studies used only rectangular pulses.
The pulse width, or τ , was usually very
short. The major requirement for the pulse
width is that it must be longer than the re-
laxation time of the cell, which is typically
on the order of microseconds. Another re-
quirement is that the field must be applied
long enough to allow the membrane to
undergo an electrical breakdown. There is
also a limitation on how long that τ is. In
a study using EM to examine structural
changes in electropermeabilized cells, it
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(a) (b) (c)

Fig. 4 Major types of waveforms used in electroporation and
electrofusion: (a) rectangular pulse, (b) CD pulse generated by discharging
a capacitor, and (c) DC-shifted RF pulse.

was shown that, when the pulse width was
shorter than 20 µs, cells were more or less
intact over a very wide range of applied field
strength. If τ is much longer than 20 µs,
however, the same field strength caused ex-
cessive cell damage. Thus, in most of the
early works, the pulse width is usually very
short, and the intensity of the applied elec-
tric field is relatively high, typically several
kilovolts per centimeter for mammalian
cells. To electroporate smaller cells, such
as bacteria, the required field strength may
be as high as 20 kV cm−1.

Recently, the exponential decay pulse
has become a more popular waveform
for use in electroporation or electrofu-
sion. This pulse is usually generated
by discharging a large capacitor that is
precharged to a high voltage, and it is thus
frequently referred to as a capacitor dis-
charge (CD) pulse. The advantage of using
the CD pulse is that it requires only simple
equipment to generate such a pulse. The
disadvantage is that it is difficult to de-
liver multiple pulses because it takes time
to repeat the process of discharging and
recharging the capacitor.

Besides being simple in equipment re-
quirements, the CD pulse actually has
another important advantage over the rect-
angular pulse. In 1987, a team of scientists
from Stanford University conducted a
comparative study in which mammalian
cells were transfected with reporter genes

using both short CD pulses with high field
strength and long CD pulses of low field
strength. It was found that the long CD
pulse of low field strength gives a much
higher transfection efficiency. Results of
this work suggest that CD pulses with
a large pulse width may be more effi-
cient than narrow rectangular pulses in
transfecting mammalian cells. Since then,
the CD pulse has become a more popular
choice for electroporation use.

More recently, a new type of waveform
that utilizes an oscillating field has been
developed. It is called a DC-shifted radio-
frequency (RF) pulse. This RF pulse is found
to have several advantages. First, this wave-
form is more effective in electroporating
(or electrofusing) cells of heterogeneous
size. As indicated in Eq. (3), the induced
membrane potential is proportional to the
radius of the cell. Thus, with a given ap-
plied electric field, the induced membrane
potential will vary depending on the cell
size. This can lead to a situation in which
large cells may have too high a Vm and
suffer excessive damage, while small cells
may have too low a Vm such that their
membranes do not breakdown. This prob-
lem can be solved using the RF pulses.
Under an oscillating field, Vm is given by
the following equation:

Vm = 3Er cos θ

2[1 + (ωτc)2]1/2 (4)
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where ω is the angular frequency of
the applied electric field; τm and other
symbols have been previously defined. At
a reasonably high frequency, Vm is almost
inversely proportional to τc, which is in
turn roughly proportional to the cell radius,
r. Therefore, under an oscillating field, Vm

is not very sensitive to r. As a result, both
large and small cells will have a similar
Vm under the same field and will both be
efficiently electroporated without excessive
cell damage.

Secondly, the RF pulse is more effective
in inducing membrane breakdown. The
oscillating field not only can cause a
compression in the cell membrane, as
the DC field can, but it can also drive
the charged membrane lipids and proteins
to undergo an oscillating motion. This
motion in turn will create structural fatigue
in the membrane and make it more
susceptible to electrical breakdown.

Starting from 1990, we have demon-
strated in a series of experiments in
mammalian cells (including CV-1 cells,
COS-M6 cells, and human red blood cells)
that the RF waveform was able to provide

a significantly higher efficiency in elec-
troporation and electrofusion than the
rectangular pulse or the CD pulse. Re-
cently, another study was conducted to
compare the RF electroporation with the
conventional electroporation method. It
was reported that the RF pulses were far
more efficient in transfecting the GFP
gene into a human embryonic kidney
cell line.

2.2
Basic Procedures of Electroporation and
Electrofusion

The equipment required for electro-
porating cells is relatively simple, mainly
consisting of an electrical pulse genera-
tor and a cell chamber (Fig. 5). The major
function of the pulse generator is to pro-
vide a high-voltage pulse with a large
current output. This is necessary because
the cell sample may have a very low re-
sistance. The sample chamber not only
contains the cell sample but also provides
a pair of electrodes for applying the elec-
tric field. The electrodes are usually two
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Fig. 5 A schematic diagram showing the basic device required for electroporation. Here,
exogenous genes are introduced into cells by applying a pulsed electric field.
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parallel metal plates made of platinum,
stainless steel, or aluminum, with a typical
distance of 0.1 to 0.4 cm.

The procedure of electroporation is
also very simple. Suppose one wants to
use electroporation to introduce certain
recombinant DNA into a cultured cell line.
The basic procedures are as follows:

1. When the cells are growing in the
mid-log phase, harvest them using the
standard cell-detach treatment.

2. Wash the cells at least once with a pora-
tion medium (PM) and resuspend them
in PM. The composition of PM varies
greatly between studies; it is basically
an isotonic buffer with the majority of
salt replaced by nonelectrolytes, such as
sucrose or mannitol. DNA can be added
to the cell sample at this time.

3. Load the cell sample into the chamber.
4. Apply the electrical pulse (or pulses) to

the sample.
5. Transfer the cells from the sample

chamber into the culture plate (or
flask) and culture them in their nor-
mal conditions.

6. After the cells have been cultured
for a sufficient length of time, they
can be assayed for expression of the
transfected gene or can be put under a
selection process.

The procedures of electrofusion are
similar to those of electroporation, except
that cells must be placed in contact with
their fusion partners before applying the
intense electric field. Depending on the
objective of the fusion, cells can be brought
together using various methods, including
mechanical, chemical, or electrical means.
(See Section 1.3). The buffer used in
electrofusion [called fusion medium (FM)]
is also similar to the PM used in
electroporation, except that FM must
contain very little salt. This is particularly

important when electrophoresis is used to
bring cells together. The conductivity of the
FM must be kept low to avoid generating
excessive current in the cell sample.

2.3
In situ Electroporation of Attached Cultured
Cells

In biomedical research, there is often a
need to introduce exogenous molecules
other than DNA (such as drugs, enzymes,
antibodies, inhibitors, etc.) into living cells.
The common method to achieve this aim
is microinjection using a glass pipette.
This method, however, is technically rather
complicated. We have developed a unique
method called in situ electroporation. Unlike
the conventional electroporation method,
which works mainly on suspended cells,
this method allows us to introduce
exogenous molecules into cultured cells
in their attached state. This method does
not require special sample preparation;
cells can be grown on glass coverslips,
just like those used for conventional
microinjection. A special chamber was
made in which an array of parallel
Pt wires (with a constant gap) can be
laid on top of the coverslip, so that a
pulsed electric field can be passed across
the cultured cells. (See Fig. 6). Using
fluorescent-labeled molecular probes and
reporter genes, it was demonstrated
that this electroinjection method was
highly efficient for a variety of cultured
cells, including COS-M6, CV-1, 3T6, and
C3H cells. This method is particularly
useful for loading Ca2+ indicators (e.g.
Calcium Green conjugated with dextran)
for physiological studies. A fluorescent
dye, such a rhodamine-dextran, can be
coinjected as a marker. Recently, we
have used this in situ electroporation
method to inject cell-impermeable
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Fig. 6 (a) Schematic diagram showing the basic
apparatus of in situ electroporation. Only cells
between the two electrodes were electroporated
and loaded with BAPTA. (b) DIC (differential
interference contrast) image of cells at 5 h after
UV treatment. Only cells undergoing apoptosis
would round up. The dotted line shows the
boundary between the EP and control regions.
(c) Fluorescence image of nuclei (stained with

Hoechst 33342) in the same field. Only apoptotic
cells contained condensed chromatin, which
appeared as bright spots under this
magnification. (d) Fluorescence image of cells in
the same field observed with a rhodamine filter,
showing that only cells in the EP region were
loaded with rhodamine-dextran and BAPTA. Bar,
20 µm.

calcium signal blockers, including
BAPTA 1,2-bis-(o-aminophenoxy)-ethane-
N,N,N′,N′-tetra-acetic acid and heparin,
into attached HeLa cells for studying
the effects of calcium signaling in UV-
induced apoptosis. Other groups have also
successfully used a different design of in
situ electroporation to study cell signaling.

This in situ electroporation technique
has several advantages. First, the ex-
perimental procedure was simple. There
was no need to trypsinize the cultured
cells and wait for the cells to reattach.
Second, cell viability was improved ow-
ing to the abolishment of the trypsiniz-
ing procedure. Third, the gene transfer
efficiency was found to be higher us-
ing the in situ electroporation method
in comparison with the conventional
electroporation method.

2.4
Factors Affecting the Efficiency of
Electroporation and Electrofusion

There are many factors that can affect the
efficiency of electroporation. The major
ones include the following:

1. Field strength. This is probably the most
important factor that can affect the
efficiency of electroporation and cell
viability. In order to electroporate cells,
the induced membrane potential (Vm)

must be large enough to approach the
threshold potential, Vth. As indicated in
Eq. (3), Vm is directly proportional to
the applied field. If the applied electric
field is too low, Vm will be much
smaller than the threshold potential,
and electrical breakdown of the cell
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membrane will not occur. Under this
situation, cells will not be properly
electroporated or will fail to fuse. On
the other hand, if the applied field
strength is too high, Vm will be much
greater than the threshold potential
and will lead to irreversible membrane
breakdown. The membrane will fail
to reseal and the cells will no longer
be viable. Thus, selecting a proper
field strength is a critical step in
both electroporation and electrofusion
experiments.
As can be seen in Eq. (3), to generate
a fixed Vm, the field strength required
is inversely proportional to the radius
of the cell. Thus, the field strength
used to porate small cells, such as the
Escherichia coli bacteria, is very high,
typically on the order of 10 kV cm−1.
For larger animal cells, such as mam-
malian cultured cells, the applied field
strength is typically about 1 kV cm−1.

2. Pulse width. The second most important
parameter is the pulse width, τ . When
τ is too short, there will not be enough
time for the membrane to develop an
electrical breakdown. Too long a τ ,
however, will cause excessive damage
to the membrane and the cell will not
survive. When the rectangular pulse is
used, the typical pulse width is less
than 1/10th of a millisecond. For CD
pulse or RF pulse, the pulse width may
be significantly longer, on the order of
milliseconds.
The parameters of field strength and
pulse width are found to complement
each other. For a given cell type, the
optimal value of E will shift upward
when the pulse width is reduced.

3. Number of pulses. For some cells, a single
pulse is sufficient for effective induction
of electroporation or electrofusion. In
most cell types, however, application of

multiple pulses can greatly improve the
efficiency of gene transfer.

4. Growth condition of the cells. To achieve
high efficiency of gene transfer, cells
must be harvested during the active
growth phase prior to electroporation.
If the cultured cells are grown for too
long, the transfection efficiency will
usually be low. It is recommended to
replate the cells one or two days prior to
electroporation.

5. Other factors. There are other relevant
and influential factors, including tem-
perature and the presence of divalent
ions in the cell culture medium. For ex-
ample, the concentration of Mg2+ may
be critical to the efficiency of electro-
poration in some cell types. In some
studies, it is recommended to add car-
rier DNA to enhance the efficiency of
gene uptake during the electropora-
tion process.

Most of the factors affecting the effi-
ciency of electroporation can also affect the
efficiency of electrofusion. There are also
other factors that are uniquely important
to electrofusion. For example, the align-
ment of cells can greatly influence fusion
efficiency. To fuse cells, one must first
bring the cells together before applying
the high-intensity pulse. As discussed in
Section 1.3, there are different methods of
bringing cells together. Among them, the
most elegant one is to use a low-amplitude
oscillating field, which can induce cells to
form a pearl chain by the process of dielec-
trophoresis. The optimal frequency and
amplitude of the applied dielectrophoretic
field for pearl chain formation depends
on the diameter and the surface-charge
properties of each individual cell. Thus, in
order to maximize the efficiency of elec-
trofusion, one needs to optimize the pearl
chain formation process.
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It has been suggested in some stud-
ies that certain chemical treatments of
the cell surface can considerably increase
electrofusion efficiency. For example, it
was reported that pretreating red blood
cells with pronase can greatly enhance the
efficiency of electrofusion. Such an en-
hancement may be the result of removing
some of the glycoproteins at the cell sur-
face and thus allowing the neighboring
cells to be closer to each other.

Another factor that can affect fusion ef-
ficiency is the osmolarity of the fusion
medium. The cell membrane can be ex-
panded using a partial osmotic shock to
increase cell volume. Recently, this tech-
nique has been applied in the generation
of human hybridomas. In this work, cells
were treated with a hypoosmotic medium
before the intense electric field was ap-
plied. It was reported that, with this
treatment, the efficiency of electrofusion
was greatly enhanced.

In our experience, the waveform of
the electric pulse can also significantly
affect fusion efficiency. We found that,
by using a train of RF pulses, the
electrofusion efficiency can be greatly
increased as compared to protocols using
rectangular pulses.

3
Applications

3.1
Applications of Electroporation in Gene
Transfer

The most important application of elec-
troporation is to introduce recombinant
DNA into biological cells. Electroporation
has been used for introducing genes into
many different cell types, both eukaryotic
and prokaryotic, including animal cells,

plant cells, unicellular organisms such as
algae or yeast, parasites, and bacteria. In
fact, electroporation is now the method
of choice for introducing genes into E.
coli; the resulting transfection efficiency
can be as high as 109 colonies per µg of
DNA, which is almost thousandfold higher
than that normally obtained by conven-
tional methods.

Electroporation can be used for both
transient and stable gene transfection
in mammalian cells. In 1982, it was
first demonstrated by T.K. Wong and E.
Neumann that, using electrical pulses,
a plasmid DNA containing the simplex
virus thymidine kinase (TK) gene was suc-
cessfully introduced into mouse L cells
deficient of the TK gene. Stable transfor-
mants were obtained in this experiment.
Later, electroporation was applied to trans-
fect myeloma cells and a neuronal cell line.
Within a few years, electroporation was
used to introduce exogenous DNA into
a variety of cells, including lymphocytes,
neuronal cells, fibroblasts, endocrine cells,
primary animal cultures, hepatoma cells,
hematopoietic stem cells, and so on.

Today, electroporation is widely used in
many studies of molecular biology for in-
troducing genes into all sorts of cell types
and for a wide variety of purposes. One
common application of electroporation-
mediated gene transfer is the study of gene
regulation. Usually, a reporter gene is in-
serted into a plasmid vector with specific
transcription promoter and enhancer se-
quences. By comparing the efficiency of
gene expression under various conditions,
such as the availability of certain transcrip-
tional factors, one can gain knowledge
about how the gene of interest is regu-
lated. Alternatively, one may mutate the
upstream sequences of a certain gene,
fuse it with the reporter gene, and then
introduce it into cells by electroporation.
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By comparing the resulting level of gene
expression under various mutation condi-
tions, one can identify the major promoter
or enhancer sequences.

In addition, functional genes can be
introduced into mammalian cells by stable
transfection using electroporation. This
can be done by coinserting a drug-
resistance gene with the gene of interest
into the cell genome and then subjecting
the cell to a selection media containing
the specific drug (such as G418). Using
this method, a large number of different
types of DNA have been transfected into a
variety of mammalian cells. For example,
the complete human immunoglobulin κ

(Igκ) gene was stably transfected into
mouse L cells and mouse pre-B-cells by
electroporation. Northern blot analysis of
RNA indicated that the expression of the
Igκ gene is highly tissue-specific.

Not only can electroporation be used
for introducing genes into cells to pro-
duce stably transfected cell lines but also
a similar method can be used to introduce
genes directly into eggs or stem cells for
the generation of transgenic animals. For
example, it has been reported that trans-
genic zebrafish can be produced using
electroporation. Electroporation has also
been used to introduce genes into plant
cells. For example, using electroporation,
genes have been successfully introduced
into protoplasts of a number of plants,
including carrot, maize, and tobacco leaf
mesophyll cells. In addition, this tech-
nique can be applied to make transgenic
plants. It has been reported that electro-
poration can be used for the generation of
transgenic cereal plants such as rice and
sorghum.

In comparison with other methods of
gene transfer, such as those using calcium
phosphate or retroviruses, electroporation
has several distinctive advantages. First,

it is a simple method. The procedure
takes only minutes, and there is no
need for prior treatment of the DNA to
be inserted. Secondly, electroporation is
efficient. In comparison with the chemical
methods using calcium phosphate or
DEAE dextran, electroporation usually
offers much higher transfection efficiency.
Thirdly, since electroporation is a physical
method, it is widely applicable to many
cell types. Unlike the chemical method
or the virus vector, electroporation is less
dependent on the surface properties of the
cell membrane, and hence, electroporation
can be used to introduce genes into
a very wide spectrum of different cell
types. Finally, electroporation is a relatively
‘‘clean’’ method because it involves little
chemical or biological hazard compared
with the chemical and retroviral methods.

3.2
Electroinjection of Other Molecules

Besides genes, electroporation can be ap-
plied to introduce many other types of
molecules into living cells. In fact, the
early usage of electroporation was to in-
troduce ions, such as calcium, and small
molecules, such as ethyleneglycol-bis-
(β-aminoethyl)-N,N,N′,N′-tetra-acetic acid
(EGTA) and ATP, into cells. Lately, electro-
poration has also been used to introduce
fluorescent-labeled dextran and molecular
probes such as Calcium Green-1. Electro-
poration can also be used to introduce large
molecules such as antibodies into cells.
For example, using electroporation, mon-
oclonal antibodies have been introduced
into HeLa cells and murine lymphoma
cells. Furthermore, electroporation has
been used for the introduction of a number
of active biological compounds, including
restriction enzymes, Epstein–Barr virus
episomal replicons, substrates of enzymes,



152 Electroporation and Electrofusion

and drugs that block certain signal trans-
duction pathways.

One particular interesting example of
using the electroporation technique for
studying cell signaling is our recent in-
vestigation of the involvement of Ca2+
signals in UV-induced programmed cell
death. In the last few years, several
groups had reported that application of
a membrane-permeant form of a Ca2+
chelator (BAPTA/AM) failed to prevent
cells from entering apoptosis. These
findings raised a serious question on
whether the Ca2+ signal is truly in-
volved in regulating the progression of
programmed cell death. To resolve this
question, we examined the differential
effects of three different Ca2+ signal block-
ers (membrane-permeant BAPTA/AM,
membrane-impermeant BAPTA, and hep-
arin) on UV-induced apoptosis in HeLa
cells. We found that although BAPTA/AM
could not inhibit cell death, the membrane-
impermeant form of BAPTA, loaded into
the cytosol by electroporation, clearly
protected cells from entering apoptosis
(Fig. 6). Furthermore, when we injected
heparin to block Ca2+ release from the
endoplasmic reticulum (ER) to the cy-
tosol, apoptosis was greatly suppressed.
These findings strongly suggest that el-
evation of cytosolic Ca2+ is part of the
signal that drives the progression of apop-
tosis. The negative result of BAPTA/AM
is probably due to its dual effect on
subcellular Ca2+ distribution; besides sup-
pressing the Ca2+ elevation in cytosol,
BAPTA/AM can also enter into the ER
to reduce the free Ca2+ level there. The
depletion of Ca2+ in ER is believed
to stimulate apoptosis and thus would
counterbalance the protective effect of
BAPTA/AM in suppressing the cytosolic
Ca2+ elevation.

3.3
Study of the Mechanism of Membrane and
Cell Fusion

Electrofusion has been used for studying
the mechanism of membrane fusion. Most
of these works were done using either a
model membrane such as lipid vesicles or
cells with simplified membrane structure,
such as red blood cells or red cell ghosts.
More recently, electrofusion has been
used for the study of cytoplasmic fusion.
Cytoplasmic fusion is more difficult to
study than membrane fusion because the
process involved takes a much longer time.
The fusing cells must be maintained in
their normal physiological state for a long
period for observation. Such a requirement
excludes some of the common fusogens,
like polyethylene glycol (PEG) or a virus,
that may have toxic effects. Furthermore,
in order to study the dynamic changes in
cytoplasmic structures, cell fusion must be
induced by a treatment that requires very
little time, and the fusion process must be
relatively synchronized.

These requirements can be satisfied by
using the electrofusion technique. The fu-
sion event can be induced by applying a
short pulse of electric field; the fusion effi-
ciency is very high, about 70%. The fusion
of all cells exposed to the same electrical
pulse would occur almost in synchrony.
Because of these advantages, the electro-
fusion method has been used to study
the reorganization of various cytoplasmic
components, including cytoskeletons and
organelles, during the fusion of mam-
malian cells.

3.4
Production of Hybridomas and Antibodies

An important application of electrofusion
is to make hybridomas for the production
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of monoclonal antibodies. For example,
mouse myeloma cells can be fused with
mouse lymphocytes and then selected
for clones producing a specific antibody.
Traditional methods using a chemical fu-
sogen, such as PEG, are not as efficient as
electrofusion. Several comparative studies
have shown that electric field–induced cell
fusion can be 1000-fold more efficient than
fusion events initiated by chemical means.
Lately, there has been a strong interest in
making human hybridomas for producing
human antibodies, which would obviously
be much more useful than animal antibod-
ies for medical purposes. The production
of human hybridomas is particularly diffi-
cult because, with the conventional fusion
methods, the fusion between antibody-
producing cells and human plasma cells
usually has very low yield. Recently, by
using the electrofusion technique, sev-
eral groups were able to develop new
protocols to produce human hybridomas
successfully.

4
Perspectives

4.1
Future Applications of Electroporation in
Molecular Biology

One of the most important applications
of electroporation as a gene transfer tech-
nique in molecular biology is gene tar-
geting. At this time, it is difficult to use
other methods of gene transfer to con-
duct homologous DNA recombination.
For example, in the retroviral method,
the inserted gene is flanked by long
terminal repeat (LTR) sequences, which
have a tendency to insert the recom-
binant gene into random sites on the
genome. This will defeat the purpose

of homologous recombination. Chemical
methods, such as those using calcium
phosphate, have the disadvantage of in-
serting multiple copies of the recombinant
gene into the genome; the number of
copies is uncontrollable. These problems
can be avoided by using electroporation
as the gene transfer method. With this
method, one can control the copy num-
ber of recombinant DNA to be inserted
into the genome. Also, by linking with
proper flanking sequences, the gene intro-
duced by electroporation can be directed
to integrate into the proper site of the
genome. Hence, electroporation has be-
come a very important tool for gene
targeting work.

Another advantage of the electroporation
method is that it is less cell-type depen-
dent. Both the chemical methods and the
retrovirus method depend on the surface
properties of the target cells, and thus, cer-
tain cell types are resistant to transfection
mediated by chemicals or viruses. It hap-
pens that some of the cell types that are
highly important for gene therapy, such as
lymphocytes and stem cells, are generally
resistant to the common retrovirus vectors.
Since electroporation is a physical method,
it is not particularly sensitive to the com-
position of the membrane proteins, and,
thus, is less cell-type dependent. So, in
principle, once the electroporation method
is properly optimized, it can be applied for
introducing genes into most target cells.

4.2
Electroporation as an Important Tool for
Studying Cell Signaling

At present, electroporation has been
mainly used in molecular biology. With
time, this technique will have the potential
to become an important tool in the study of
cell biology. Electroporation can be used as
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a massive microinjection technique. Cur-
rently, microinjection is done by means of
a glass pipette, which is tedious, requiring
expensive equipment and extensive train-
ing. It is also difficult to inject a large
number of cells at one time. With electro-
poration, one can inject thousands or even
millions of cells, within a few minutes.
Thus, electroporation can become a very
efficient injection method.

One of the major uses of electropo-
ration is to introduce molecular probes,
such as ion indicators (e.g. for Ca2+ or
H+) or cell-labeling dyes. At present, most
of the calcium indicators, such as fura-
2 or fluo-3, are introduced into the cell
either by direct injection or by modify-
ing the indicators into triacetoxymethyl
ester (AM) forms that can permeate to
the cell membrane. However, by the lat-
ter methods, the amount of molecules
introduced is difficult to control. Cer-
tain portions of the AM-form indicator
could also be taken up by the intracel-
lular organelles, thus making it more
difficult to interpret the experimental re-
sults. These problems can be avoided by
using electroporation to introduce non-
AM-form indicators. Electroporation has
been demonstrated to be efficient in in-
jecting several different molecular probes
into a wide variety of cells, including
animal, plant, and unicellular cells. The
amount of molecules injected usually can
be controlled by varying the electropora-
tion conditions.

In the future, the most potentially useful
application of electroporation is probably
the introduction of various substances into
cells to study the processes of signal trans-
duction. For example, one can introduce
kinases or phosphatases, their substrates,
activators, or inhibitors into cells to study a
hypothetical signal transduction pathway.
It is well known that many of the cell

functions are regulated by the phospho-
rylation and dephosphorylation of certain
proteins. The signal pathway usually in-
volves multiple components and a cascade
of kinase/phosphatase activities. It is very
difficult to study such a pathway. With
the electroporation technique, one can in-
troduce reagents into the living cell to
specifically inhibit or activate a selected
step of the signaling process and then ob-
serve the resultant cellular responses. In
this way, one can examine the functional
role of a specific signaling molecule and
can eventually gain a better overall under-
standing of the entire signal transduction
pathway under study.

Similarly, one can use electroporation
to introduce many other factors that are
important for biological regulations, such
as transcription factors, gene products
of oncogene or tumor suppressor genes,
small G proteins, intracellular receptors of
hormones or other signaling molecules,
and so on. The ability to introduce these
factors into a large number of living
cells will open up new opportunities for
examining the molecular mechanism of
many important cellular functions.

4.3
Use of Electroporation for Gene Therapy

The electroporation method can be applied
in many areas of biomedical science.
One important use of this method is
for gene therapy. Since the target cells
in this case are normally obtained from
the patient, the quantity of cells available
for gene insertion is usually limited. Also,
no side effects can be tolerated in such
a transfer procedure. At present, most
gene therapy studies use virus vectors
to insert the recombinant gene. This
method creates a high risk for patients
because the virus could be reactivated
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under certain circumstances (such as
infecting by a wild-type virus of similar
strain). Being a physical method, the
electroporation technique does not have
such a risk. By improving the efficiency of
gene transfer, electroporation can become
the method of choice for gene therapy. It is
particularly useful in the explant approach.
For example, electroporation can be used
to introduce therapeutic genes into bone
marrow cells isolated from a patient.
After the introduced genes are expressed
successfully, cells can be retransplanted
into the same patient.

In recent years, a new use of electro-
poration for medical purpose has been
developed; it is the in vivo application of
electrical pulses for the delivery of drugs
or DNA into cells or tissues. In vivo elec-
tropermeabilization can be achieved by
using either invasive electrodes (e.g. nee-
dles) or surface electrodes (metal plates).
Such electrodes could be used to perme-
abilize cells in the skin or the skeletal
muscle. One important application of this
in vivo electroporation method is for elec-
trochemotherapy, in which a cell nonper-
meant antitumor drug (such as bleomycin)
can be introduced directly into the patient’s
cells in a local region. In the future, besides
chemotherapy drugs, one can also use
this method to introduce active oligonu-
cleotides directed to specific genes of the
patient. A second important application of
in vivo electroporation is to introduce ther-
apeutic genes directly into the patient’s
cells. Using electrical pulses of different
waveforms, several groups had reported
various degrees of success in transferring
plasmids into skin cells, liver tissue, skele-
tal muscle, and tumors during the last
several years. Although there are still many
technical problems to be overcome, the in
vivo electroporation technique has already

been recognized as an important future
tool for gene therapy.

See also Genetic Engineering of
Vaccines; Medicinal Chemistry.
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Keywords

Adaptor
A small molecule consisting only of binding domains (e.g. SH2 domains, which bind
phosphotyrosine, and SH3 domains, which bind polyproline helices) and used to
associate proteins.

G-protein
A GTP-binding protein with intrinsic GTPase activity; it acts as a molecular switch with
a built-in timer; it is ‘‘on’’ when bound to GTP and ‘‘off’’ when bound to GDP.

Hormone
A chemical, nonnutrient, intercellular messenger that is effective at very low
concentrations.

Hormone Response Element (HRE)
A DNA sequence recognized by a transcription factor that is primarily regulated
by hormones.

Oncogene
A gene that usually encodes a component of the growth factor pathway and that has
undergone a mutation resulting in constitutive activity and tumor formation.

� Endocrinology is the study of hormones, chemicals that cells use to communicate
with each other. Traditionally, endocrinology was studied at the organismal level:
the effects of hormones on tissue or animal growth, reproduction, or metabolism.
Molecular endocrinology seeks to determine the molecular mechanisms for these
gross effects: the actions of hormones, direct or through mediators, on enzymes,
transport processes, the cytoskeleton, and transcription factors. Such information
is vital to understanding how complex metazoans coordinate cellular functions. In
addition, this knowledge can be useful in the evaluation and treatment of various
endocrine diseases that have genetic bases. Furthermore, many tumors arise when
the genes for various growth-promoting hormones or for components of their
signaling pathway undergo mutations that render them constitutively active.
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1
Introduction

Multicellular organisms have two major
coordinating systems: the nervous and the
endocrine systems. Both utilize chemical
messengers: in the endocrine system,
these molecules are called hormones and
are usually secreted into the circulatory
system for general distribution. In the
nervous system, the molecules are called
neurotransmitters and are released into
synapses for more precise effects. The
distinction is not always this clear; many
of the chemicals used by each system and
their mechanisms of action are identical.
In addition, some hormones are made and
act locally in a very defined area, while
some neurotransmitters can leak out into
the general circulation. Thus, there is a
general tendency to consider all chemical
messengers as a single functional group.

2
Hormones

Structurally, hormones are extremely di-
verse; nearly every organic group is rep-
resented. Proteins and peptides are the
largest group. In addition, there are hor-
mones that are derivatives of amino acids,
sterols, fatty acids, phospholipids, nu-
cleotides, and carbohydrates. There are
even several gaseous hormones, such as
ethylene and nitric oxide.

However, one property divides all hor-
mones into two major groups and will
determine their mechanisms of action: wa-
ter solubility. Hydrophobic ligands have no
problem crossing the plasma membrane;
as such, these hormones have a direct
mechanism of action. In particular, they
migrate to the nucleus where they inter-
act with transcription factors. Since their

mechanism is primarily genomic, their
effects tend to be delayed and long term;
they are often involved in developmen-
tal processes and long-term adaptation.
Hydrophilic hormones cannot cross the
plasma membrane and must interact with
binding proteins, the receptors. Since
these receptors are integral membrane
proteins, they must generate another sig-
nal on the cytosolic side; if the hormone
is the primary messenger, then this subse-
quent factor becomes a second messenger.
These latter messengers often activate
kinases that can have acute effects on
metabolism and cell structure or phos-
phorylate transcription factors for more
long-term effects.

3
Receptors

3.1
Nuclear Receptors

As noted in Section 2, the receptors for
lipophilic hormones are ligand-regulated
transcription factors. These receptors are
all homologous: the amino terminus pos-
sesses a transcription activation domain
(TAD), and the center has a DNA binding
region. The carboxy terminus binds the
hormone, heat shock proteins (hsps), and
immunophilins; it also contains a dimer-
ization domain and a second TAD. The
hsps are necessary to maintain the recep-
tors in a conformation required for ligand
binding, and the immunophilins may be
involved in nuclear transport; once the
hormone binds, these proteins dissociate
(Fig. 1). Ligand binding also induces recep-
tor dimerization, phosphorylation, nuclear
translocation (although some receptors are
constitutively located in the nucleus), DNA
binding, and transcription activation. After
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the hormone dissociates, the receptor is
dephosphorylated and recycled.

The nuclear receptors can be divided into
three families on the basis of their struc-
tures and the DNA sequences to which
they bind. The glucocorticoid family is the
most recently evolved group and contains
the cortisol, aldosterone, androgen, and
progesterone receptors. The members of
this family are basically homodimers, re-
quire hsp 90, and bind inverted repeats
of the hormone response element (HRE)
TGTTCT. The thyroid hormone family is
the oldest and most diverse group and
includes receptors for the thyroid hor-
mone, vitamins A and D, ecdysone, and
arachidonic acid. They are most active as
heterodimers, do not require hsp 90, and
can bind either direct or inverted repeats
of TGACC. The estrogen family contains
only the estrogen receptor and a few related
receptors whose ligands are still uniden-
tified. Its properties lie between the two

other groups: it binds the thyroid hormone
HRE, but only as inverted repeats; in ad-
dition, it forms homodimers and requires
hsp 90 like the glucocorticoid family.

3.2
Membrane Receptors

Membrane receptors are considerably
more diverse. Four basic superfamilies
are recognized: the enzyme-linked recep-
tors, cytokine receptors, G-protein cou-
pled receptors, and ion channel receptors
(Fig. 2). The enzyme-linked are the sim-
plest: the basic structure consists of a
single protein that traverses the plas-
malemma once via an α-helix. The amino-
terminal extracellular domain binds the
hormone, while the carboxy-terminal cy-
tosolic domain possesses a catalytic site.
Ligand binding induces oligomerization
and enzyme activation. Three types of
enzymatic activity have been identified:



Endocrinology, Molecular 163

Hormone Membrane

Hormone

kinase kinaseP P EnzymeAdaptor
Tyrosine
kinase

Tyrosine
kinase

Membrane

G-protein

Hormone

Hormone

Ion

(a) (b)

(c) (d)

Fig. 2 Schematic representation of several classes of membrane receptors:
(a) receptor tyrosine kinase, (b) cytokine receptor, (c) G-protein coupled receptor,
and (d) ligand-gated ion channel.

first, the tyrosine kinases are represented
by six families (the epidermal growth fac-
tor, insulin, platelet-derived growth factor,
nerve growth factor, ephrin, and collagen
groups); the serine–threonine kinases are
found only in the transforming growth
factor β family; and the guanylate cyclases
generate cyclic GMP (cGMP) in response
to atrial natriuretic peptides.

In the case of the receptor tyrosine
kinases (RTKs), they serve as the major

substrates themselves. Phosphorylated ty-
rosines are recognized by SH2 domains
that are found in many enzymes and
adaptors; these latter proteins will bind
the autophosphorylated receptors and then
mediate many of the biological activities of
RTKs (see Section 4).

The cytokine receptors have the same
structure as the enzyme-linked binding
proteins except that there is no recogniz-
able catalytic site in the cytosolic domain.
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The extracellular region is composed of
two modified units first identified in fi-
bronectin, a matrix protein. In the class
1 receptors, these units form two seven-
stranded β sheets that join at right angles
to create a ligand-binding pocket (Fig. 2b).
This core may be further embellished by
immunoglobulin loops and/or additional
fibronectin domains. The class 2 receptors
form repeats of five-stranded β sheets that
extend over the hormone like fingers.

In the cytosolic juxtamembrane re-
gion of the cytokine receptors is a con-
served proline-rich region that constitu-
tively binds soluble tyrosine kinases. Like
RTKs, these kinases are activated by recep-
tor aggregation induced by ligand binding.
As such, the cytokine receptors can be con-
sidered RTKs whose catalytic site is located
on a separate subunit.

The next superfamily has many names:
G-protein coupled receptors (GPCR),
seven transmembrane segment receptors,
heptahelical receptors, and serpentine re-
ceptors. This chapter will use the first
term because of its wide usage. The
GPCRs are probably the oldest and most
diverse of the membrane receptors and
mediate both sensory and endocrine trans-
duction. The protein traverses the plasma
membrane seven times; several of these
transmembrane α helices have conserved
prolines that kink the helices, resulting in
the formation of a ligand-binding pocket
(Fig. 2c). As such, most of the hormones
using these receptors are small: for ex-
ample, the catecholamines, histamines,
prostaglandins, and so on. Receptors with
larger ligands often have extended amino
termini to aid in hormone binding. Sev-
eral of the intracellular loops bind and
activate G-proteins (see Section 4.1), espe-
cially the third loop and the juxtamem-
brane portion of the carboxy terminus.
The latter also forms a loop because its

midsection is held to the plasma mem-
brane by a palmitic acid that is covalently
bound to a conserved cysteine in the car-
boxy terminus.

The last superfamily includes the ligand-
gated ion channels that comprise three
families. The cysteine-loop family is a
pentamer of homologous subunits; each
subunit contributes an α-helix toward
forming the wall of the channel. This helix
is kinked with the elbow directed toward
the center of the channel; furthermore,
the bend is populated by hydrophobic
amino acids that obstruct the channel in
the closed state. Hormone binding causes
the helix to rotate; the hydrophobic side
chains are moved laterally, and the channel
opens. Acetylcholine activates sodium
channels; glycine and γ -aminoisobutyric
acid, chloride channels; and serotonin,
calcium channels.

The voltage-gated channels are the pro-
totype for the P (or H5) family. They
are homotetramers; each subunit has
six transmembrane helices. The pore is
formed by a loop between the last two
helices. Two subfamilies from this group
are regulated by second messengers: first,
the cyclic nucleotide–gated channels are
cation pores opened by cAMP or cGMP.
The second family gates channels that
release internal stores of calcium; they
include the inositol 1,4,5-trisphosphate
(IP3) and the cyclic ADP–ribose recep-
tors (see Section 4.2). The glutamate re-
ceptors are another subgroup of the P
family. They have only three transmem-
brane helices, and the pore-lining loop is
between the first two helices. They are
calcium channels.

The structure of the last superfam-
ily, the epithelial sodium channels, is
still controversial. They include the P2X

purinergic receptor and the FMRF amide-
gated channel.
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4
Second Messengers

4.1
G-proteins and Cyclic Nucleotides

G-proteins are molecular switches: they
are active when GTP is bound to them and
inactive when GDP is bound. In addition,
they have intrinsic, although weak, GTPase
activity; as such, they eventually turn
themselves off when they hydrolyze the
bound GTP to GDP. In the active state,
they can stimulate enzymes, ion channels,
and affect the cytoskeleton and vesicular
trafficking (Table 1).

For a hormone to ‘‘flip’’ this switch on,
it must facilitate the exchange of GDP
for GTP. For example, the conversion
of Ras•GDP to Ras•GTP is accomplished
by a Ras GNP exchange facilitator (Ras-
GEF), which is under hormone regulation
(Fig. 3). In fact, there are several different
types of RasGEFs, each with its own mech-
anism of control. In neurons, one RasGEF

(called RasGRF1) is directly activated by
calcium and a calcium-binding protein,
called calmodulin (see Section 4.2); on the
other hand, phosphorylation by a cAMP-
dependent protein kinase will inhibit this
GNP exchange facilitator (GEF). Another
GEF, CNrasGEF, directly binds cyclic nu-
cleotides and is stimulated by them. A
third RasGEF (called mammalian SOS) is
activated indirectly: receptor or soluble ty-
rosine kinases either phosphorylate them-
selves or some docking protein. An adaptor
(Grb2) binds to the phosphotyrosine via its
SH2 domain; Grb2 also has an SH3 do-
main that binds polyproline helices. Such
a helix is present in RasGEF so that a
complex among a tyrosine phosphorylated
protein, Grb2, and RasGEF is formed. This
complex activates RasGEF, which then
stimulates nucleotide exchange on Ras.
Once formed, Ras•GTP binds to Raf, a ser-
ine–threonine kinase, and brings it to the
plasmalemma where it is stimulated by a
still unknown process. Finally, Raf initiates
a protein kinase cascade that eventually

Tab. 1 Some G-protein families and their functions.

Group Members Function

Ras superfamily
Ras Ras Mitogenesis

Ral Endocytosis, vesicular trafficking
Rap Cell adhesion
Rad, Gem, Kir Cytoskeletal organization, secretion, Rho kinase

inhibition
Rho family Rho, Rac, Cdc42 Cytoskeletal organization, NADPH oxidase activation
Rab family Rab Vesicular trafficking
Ran family Ran Chromosomal condensation, nucleocytoplasmic

transport, microtubule assembly (spindle)
Arf family Arf Endoplasmic reticulum–Golgi vesicle interactions
G-protein trimer Gs, Gi, Gq, G12, G13 Hormone signal transduction
Elongation factor EF-Tu Translation proofreading
Signal recognition

particle
SRP54 Transfer of proteins across the endoplasmic reticulum

Dynamin Dynamin Assembly of clathrin-coated vesicles vesicular neck
constriction
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Fig. 3 Activation/inactivation cycle for Ras, a small G-protein: GAP, GTPase
activating protein; GDI, GDP dissociation inhibitor; GEF, GNP exchange
facilitator; GIP, GTPase-inhibiting protein; Grb2, an adaptor.

activates mitogen-activated protein (MAP)
kinase, a critical kinase in transcription
regulation (see Section 5.2). Other small
G-proteins can directly bind and stimulate
protein kinases (Table 2): for example, Rho
activation of protein kinase N (PKN) and
Rho-associated, coiled-coil forming pro-
tein kinase (ROCK); or Rac activation of
the p21-activated kinase (Pak).

The GTPase activity of small G-proteins
is so weak that they require accessory pro-
teins, the GTPase activating proteins or
GAPs. This is another potential site for
hormone input: RasGAP can be inhib-
ited by phosphoinositide binding, thereby

prolonging the activated state of Ras•GTP.
Interestingly, RasGAP, in addition to ter-
minating the Ras signal, may also mediate
some of the effects of Ras prior to GTP
hydrolysis. Other potential control points
include the GDP dissociation inhibitor
(GDI), which opposes the GEF, and the
GTPase-inhibiting protein (GIP), which
opposes the GAP.

The large G-proteins occur as het-
erotrimers: the α-subunit is the GTPase,
while the βγ dimer is involved with
membrane localization and protein asso-
ciation. Although the GTPase activity of
α is not as slow as that in the small
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Tab. 2 Some multifunctional serine–threonine kinases involved with hormone action.

Kinase Abbreviation Structure Activator(s)

Protein kinase A PKA Tetramer cAMP
Protein kinase B PKB Dimer PI(3)Pn
Protein kinase C PKC Monomer Calcium and diacylglycerol
Protein kinase G PKG Homodimer cGMP
Calmodulin-dependent

protein kinase II
CaMKII Dodecamer Calmodulin

Rho-associated coiled-coil
forming protein kinase

ROCK Monomer Rho, inhibited by Rad

p21-activated kinase Pak Monomer Rac
Casein kinase 2 CK2 αβ dimer Polyamines and phosphorylation
Glycogen synthase kinase 3 GSK3 Monomer Inhibited by PKB or PKC phosphorylation
Mitogen-activated protein

kinase
MAPK Monomer Ras and PKC via a kinase cascade

G-proteins, it still has a GAP, called
negative regulator of G-protein signaling
(RGS). There are four large G-protein fam-
ilies: Gs stimulates adenylate cyclase, Gi

inhibits adenylate cyclase, Gq stimulates
phospholipase Cβ (PLCβ), and G12/13

activates phospholipase ε, protein phos-
phatase (PP) 5, and a RhoGEF. These
G-proteins also directly stimulate several
soluble tyrosine kinases and ion channels.
The hormone–receptor complex directly
accelerates nucleotide exchange, resulting

GDPGTP
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bg bg
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Hs + Rs
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HiRi

HiRi

Hi + Ri
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Fig. 4 Regulation of adenylate cyclase by several G-protein trimers. Inhibitory
effects are depicted by dashed lines: HiRi, adenylate cyclase inhibiting hormone
and its receptor; HsRs, adenylate cyclase stimulating hormone and its receptor;
R2C2, PKA tetramer containing two regulatory (R) and two catalytic subunits (C);
RGS, negative regulator of G-protein signaling.
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in the activation of αs and the dissociation
of βγ (Fig. 4). As long as GTP remains
bound to αs, adenylate cyclase will be
stimulated. However, αs will eventually
hydrolyze GTP and reassociate with βγ .
Gi represents a counterregulatory mech-
anism that operates in a parallel manner
except that both αi and βγ participate in
the inhibition of adenylate cyclase.

The ultimate output to this pathway is
cAMP, which can activate several enzymes
and ion channels; however, the major
effector for cAMP is a serine–threonine
kinase (protein kinase A or PKA). This
tetramer has two catalytic subunits and
two inhibitory subunits (Table 2). cAMP
binds to the regulatory subunits and causes
them to dissociate, thereby removing
the inhibition.

cGMP is another cyclic nucleotide used
as a mediator of hormone action; it may be
generated by two different pathways. The
first pathway, discussed in Section 3.2, in-
volves a hormone that directly binds and
activates a membrane-bound guanylate cy-
clase. cGMP may also be synthesized by
a soluble cyclase; this enzyme is activated
by nitric oxide whose synthesis is stim-
ulated by hormones that elevate calcium
(see Section 4.2). Like cAMP, cGMP stimu-
lates both ion channels and a homologous
kinase, protein kinase G or PKG. In this ki-
nase, the regulatory and catalytic subunits
are fused into a single protein.

4.2
Calcium, Calmodulin, and Phospholipids

Calcium is an abundant cation in extracel-
lular fluids; in addition, it is concentrated
within several cellular organelles, such as
mitochondria and elements of the smooth
endoplasmic reticulum. However, cytoso-
lic levels are kept extremely low, because
many cellular processes are dramatically

affected by calcium. As such, hormones
can regulate these cellular functions by
controlling the cytoplasmic calcium con-
centrations. The most direct mechanism
for elevating calcium would be for hor-
mones to activate ligand-gated calcium
channels, such as the glutamate receptor;
by merely opening these channels, hor-
mones would cause external calcium to
flood the cytoplasm.

However, a major source of hormonally
released calcium is internal (Fig. 5, mid-
dle). Briefly, hormones stimulate a PLC
to hydrolyze a phospholipid (polyphospho-
inositide) to diacylglycerol (DG) and the
former head group (IP3). There are sev-
eral PLC groups distinguished by both
their structure and their hormone regu-
lation. PLCγ possesses two SH2 domains
through which it binds to autophospho-
rylated RTKs; this association brings the
enzyme into close proximity with its sub-
strate and allows RTKs to phosphorylate
and stimulate the PLCγ . On the other
hand, PLCβ is allosterically activated by αq

or βγ ; PLCδ, by calcium; and PLCε, by
Ras, Rap, or G12.

Once released, IP3 diffuses through the
cytosol to its receptor, a calcium chan-
nel on the endoplasmic reticulum. IP3

binding opens the channel and allows the
internally stored calcium to enter the cy-
toplasm. The DG remains in the plasma
membrane where it stimulates a calcium-
activated, phospholipid-dependent protein
kinase, protein kinase C (PKC). Actually,
there are three PKC groups that differ in
their calcium and DG requirements: the
conventional PKCs require both calcium
and DG; the novel PKCs require only DG;
and the atypical PKCs are activated by alter-
nate second messengers, such as arachi-
donic acid. DG can also have other effects,
including the activation of an acid sphin-
gomyelinase and GEFs for Ras and Rap.
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Fig. 5 Brief summary of several phospholipid pathways: IP3, inositol
1,4,5-trisphosphate; PDK, phosphoinositide-dependent kinase; PKB,
protein kinase B; PKC, protein kinase C.

Once elevated, calcium alone can directly
affect many enzymes, the cytoskeleton,
and other biological processes. However, it
frequently acts through a calcium-binding
protein, calmodulin (CaM). CaM is a
small dumbbell-shaped peptide with the
two globular ends separated by an α-
helix. Calcium binding to the globular
ends allows the groove found in each
end to wrap around an α-helix in the
target protein. The central α-helix of CaM
helps determine binding selectively: it
has an acidic and a hydrophobic end
and is attracted to target proteins having

an exposed α-helix with a basic and a
lipophilic end. Such amphipathic helices
often inhibit the proteins that possess
them, and their masking by CaM prevents
this autoinhibition. For example, the CaM-
dependent protein kinase II, a general-
purpose serine–threonine kinase, has a
CaM binding site that blocks both the ATP
binding and catalytic sites. In the presence
of calcium, CaM binds to this site, prevents
it from interfering with ATP and substrate
binding, and activates the kinase. There
are many other enzymes and channels
that operate on the same principle.
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Phospholipids may give rise to many
other second messengers: for example,
almost all growth factors stimulate a
phosphatidylinositol-3 kinase, which gen-
erates a phospholipid that cannot be
hydrolyzed by any known PLC. Rather,
the intact molecule is a second messen-
ger that activates several protein kinases,
such as the phosphoinositide-dependent
kinase (PDK) and protein kinase B (PKB);
stimulation of the latter requires both the
phospholipid and phosphorylation by PDK
(Fig. 5, bottom). PKB is a major antiapop-
totic signal.

Phospholipase A2 can also generate sig-
naling molecules, and it can be stimulated
by hormones via MAP kinase phospho-
rylation and calcium. It liberates the fatty
acid in the second position of phosphoglyc-
erides; this is usually arachidonic acid. The
free arachidonate may stimulate enzymes
or other effectors, or it may be converted
to prostaglandins or other eicosanoids
(Fig. 5, top). These latter fatty acid deriva-
tives are hormones in their own right: they
are secreted, bind to specific membrane
receptors, and stimulate various second
messenger pathways. However, they usu-
ally act locally; such molecules are called
parahormones and they may adjust a cell’s
response to other hormones or to local
conditions. A lysophospholipid is what re-
mains after the arachidonic acid has been
removed, and it is also biologically active.

Finally, another membrane lipid, sphin-
gomyelin, can be the source of several me-
diators of hormone action. Sphingomyelin
is structurally similar to phosphatidyl-
choline except that it has a serine rather
than a glycerol backbone. Acid sphin-
gomyelinase is activated by DG, while
the neutral sphingomyelinase is stimu-
lated by an adaptor to the tumor necrosis
factor receptor. These enzymes generate
ceramide, which can then be converted to

sphingosine-1-phosphate by phosphoryla-
tion. The former mediates apoptosis, while
the latter stimulates proliferation.

4.3
Miscellaneous Mediators

Several other second messenger systems
have been postulated, but they have
not yet been sufficiently explored to
determine their physiological relevance to
hormone action. Polyamines are small
basic molecules that are required for
transcription and translation. They can
also activate a protein kinase, casein kinase
2. Hormonal regulation is achieved by the
induction of the enzymes for polyamine
synthesis; hormones can also stimulate
polyamine transport into cells from the
surrounding medium.

The hydrogen ion concentration repre-
sents another potential mediator of hor-
mone action. All mitogenic stimulation is
accompanied by a slight rise in cellular
pH. This alkanization has been shown to
be necessary, but not sufficient, for subse-
quent cell division. It is not clear what the
output for this signal is; although many cel-
lular reactions are pH sensitive, pH optima
are rarely so sharp that a few tenths of a pH
unit would make a significant difference
in overall activity. Growth factors raise the
pH by activating the sodium–hydrogen
exchanger 1 (NHE1) by PKC phosphory-
lation, G-proteins, or calcium–calmodulin
binding to an autoinhibitory site.

5
Biological Effects

5.1
Nongenomic

There are two major mechanisms by which
hormones can affect cellular processes:
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allosterism and phosphorylation. For ex-
ample, G-proteins can directly bind and
alter the activity of both enzymes (e.g.
adenylate cyclase, phospholipases, and sev-
eral kinases) and transporters (e.g. ion
and glucose channels and the NHE1).
Similarly, cyclic nucleotides can stimulate
nucleotide-gated channels and protein ki-
nases. Lipophilic hormones, which have
direct access to the cellular interior, have
also been shown to bind directly several
enzymes, but the physiological relevance
of these observations is still controversial.

However, the broadest effects are gener-
ally achieved by phosphorylation. Indeed,
virtually every known second messenger
pathway activates at least one protein ki-
nase and several also affect PPs (Tables 2
and 3); the extent of this modification is
controlled by a balance between these two
enzyme groups. Phosphorylation is a ma-
jor regulatory mechanism in metabolism;
glycogen metabolism is one of the best-
known examples. Hormones that stim-
ulate glycogen breakdown activate PKA,

which initiates a protein kinase cascade
leading to the phosphorylation and stim-
ulation of glycogen phosphorylase. In
addition, PKA and other kinases mod-
ify and inhibit glycogen synthase; that is,
glycogen breakdown is activated, while its
synthesis is blocked. On the other hand,
insulin favors glycogen synthesis; it does
so by activating the phosphatases that re-
verse these phosphorylations. Many other
metabolic cycles are also regulated by this
modification.

In addition, phosphorylation can affect
other cellular processes: it can alter
the function of various channels and
transporters and trigger the breakdown of
the cytoskeleton.

5.2
Genomic

Hormones and their mediators can also
affect gene expression by the same
mechanisms described in the previous
section (Table 4). For example, nuclear

Tab. 3 The hormone regulation of several protein phosphatases.

Protein phosphatase (PP) Regulation

Serine–threonine phosphatases
PP1 Subunit composition affects localization

Phosphorylation, direct or on inhibitory proteins (± depending
upon the kinase)

PP2A Polyamines, ceramide, phosphorylation, and carboxymethylation
(+)

ATP and several oncogene products can shift PP2A from a
serine–threonine to a tyrosine phosphatase

PP2B (calcineurin) Calcium–calmodulin (+)
Phosphorylation and several immunosuppressants (−)

PP2C Unknown

Protein tyrosine phosphatases
(PTPs)

SHP Allosteric activation when its SH2 domain binds a
phosphotyrosine

PTP-1B Direct phosphorylation by RTKs (+)
PEST-PTP PKA and PKC phosphorylation (−)
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Tab. 4 Some transcription factors mediating hormone action.

Transcription factor Abbreviation Primary activator(s)

cAMP response element
binding protein

CREB PKA phosphorylation

Jun-Fos AP-1 PKC phosphorylation (indirect)
Myc-Max CK2 and MAPK phosphorylation
Myocyte enhancer factor 2 MEF2 CaM displaces inhibitor
Nuclear factor of activated

T-lymphocytes
NFAT Dephosphorylation by PP2B, a CaM-regulated

phosphatase
Nuclear factor for κ genes of

B-lymphocytes
NF-κB PKC phosphorylation of inhibitor protein

(indirect)
Nuclear receptors GR, ER, TR, etc. Ligand binding by steroids, retinoids, thyroid

hormones, etc.
Serum response factor SRF CK2 and MAPK phosphorylation
Signal transducers and

activators of transcription
Stat Direct phosphorylation by receptor or soluble

tyrosine kinases
Tubby Sequestered by polyphosphoinositides at

plasma membrane until PLC hydrolysis

receptors are actually transcription factors
that are allosterically regulated by their lig-
ands, usually hormones but also second
messengers like arachidonic acid. Many
other transcription factors are controlled
by phosphorylation. The simplest mecha-
nism would be for an RTK or a cytokine
receptor with associated soluble tyrosine
kinase to phosphorylate directly a tran-
scription factor that would then migrate
to the nucleus and activate gene expres-
sion. The Stat family is activated by such a
mechanism (Fig. 6a).

However, most transcription factors
are phosphorylated via second messenger
pathways. For example, hormones whose
activities are mediated by cAMP first ac-
tivate Gs; the α subunit then stimulates
adenylate cyclase, and the resulting accu-
mulation of cAMP activates PKA. Finally,
PKA modifies a cAMP response element
binding protein (CREB); in particular, the
phosphorylation occurs in a TAD that can
then recruit a critical transcription coacti-
vator (Fig. 6b).

Phosphorylation can also occur on
accessory proteins: NF-κB is a transcrip-
tion factor frequently associated with de-
fense genes. It is held in the cytoplasm
by an inhibitory subunit, IκB. After be-
ing modified by PKC-activated kinase, IκB
dissociates, allowing NF-κB to translocate
to the nucleus, bind its HRE, and activate
transcription (Fig. 6c, right). Phosphory-
lation is not always stimulatory: NFAT,
another transcription factor associated
with defense genes, is tonically inhib-
ited by phosphorylation. Activation occurs
when hormones elevate calcium concen-
trations that stimulate PP2B (Table 3),
leading to the dephosphorylation of NFAT
(Fig. 6c, left).

Many second messengers can directly
bind transcription factors (Fig. 6c, left).
Calcium binds and inhibits a repres-
sor known as downstream regulator el-
ement antagonist modulator (DREAM).
CaM displaces Cain, an inhibitor, from
the myocyte enhancer factor 2 (MEF2).
Tubby is sequestered at the plasma
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Fig. 6 Activation of several transcription factors by various second messenger pathways:
CaM, calmodulin; DG, diacylglycerol; DREAM, downstream regulator element antagonist
modulator; HRE, hormone response element; MEF2, myocyte enhancer factor 2; PLC,
phospholipase C; RTK, receptor tyrosine kinase. See Tables 2 and 4 for other abbreviations.

membrane by binding to polyphospho-
inositide. Hormonal stimulation of PLC
hydrolyzes the phospholipid and releases
Tubby to migrate to the nucleus and acti-
vate transcription.

The reader should be warned that the
above discussion is an oversimplification.
In fact, many transcription factors may
be modified by several different kinases.
This cross talk allows for the integration
of multiple signals, although it may at

times appear confusing. Therefore, this
general overview has concentrated only
on the dominant regulators of several
major pathways.

Finally, hormones can also affect gene
expression at posttranscriptional sites.
They can induce enzymes that process
RNA, binding proteins that stabilize or
destabilize mRNA, and activate kinases
that can phosphorylate components of the
translational machinery.
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6
Clinical Applications

Nowhere have the benefits of molecular
biology been more obvious than in the
diagnosis and management of endocrine
diseases. Hormones are so active that their
serum concentrations are in the nanomo-
lar range or less, and their receptors rarely
exceed more than a few thousand per cell.
With such small numbers, conventional
protein purification and characterization
techniques are inadequate. Most defects
in hormones, receptors, and transducers
are identified by nucleotide sequencing af-
ter amplification by the polymerase chain
reaction. Such techniques have been so
successful that a review of this size can-
not begin to cover all the endocrinopathies
whose molecular bases have been deter-
mined; however, mention will be made
of all the general categories, and a single
example of each will be given.

6.1
Endocrine Deficiencies

6.1.1 Hormones
A peptide hormone deficiency can most
simply arise from a deletion or mutation
in the gene for that hormone. The former
occurs with the growth hormone (GH)
gene in isolated GH deficiency, type IA, and
the latter has been reported in the insulin
gene in some forms of diabetes mellitus.
Other mutations may affect the processing
of hormones. For example, mutations in
the cleavage sites for the signal sequence
of parathormone (PTH) or between the
different chains of insulin are responsible
for familial isolated hypoparathyroidism and
hyperproinsulinemia respectively. Antidi-
uretic hormone (ADH) concentrates the
urine and is synthesized as a polyprotein:
the amino terminus forms this hormone,

while the carboxy terminus is a transport
protein for ADH. Mutations in the trans-
port protein region impair ADH packaging
and transport, leading to ADH deficiency
(called familial neurohypophyseal diabetes in-
sipidus) even though ADH itself is normal.
A final processing defect is represented by
mutations in the protease responsible for
cleaving polyproteins. Adrenocorticotropic
hormone (ACTH) is a pituitary hormone
that stimulates the adrenal glands to
produce steroids; it is synthesized as a
polyprotein containing ACTH and several
other hormones. The enzyme that cuts
out these hormones is defective in isolated
congenital ACTH deficiency.

Steroids are not coded for by genes; they
are synthesized by enzymes. Therefore,
steroid deficiencies are actually deficien-
cies in steroid synthetic enzymes. Defects
in virtually every enzyme have been re-
ported and are grouped under the umbrella
of congenital adrenal hyperplasia. A similar
situation exists for the thyroid hormones;
defects have been noted both in thyroid
peroxidase and its substrate, thyroglobu-
lin, in several forms of goiter.

Finally hormones may be deficient be-
cause of regulatory defects. Pit-1 is a tran-
scription factor found exclusively in the
anterior pituitary gland, and it stimulates
transcription of the GH gene; mutations
in Pit-1 lead to familial human dwarfism.
Glucokinase represents another regulatory
site; this metabolic enzyme phosphory-
lates glucose as soon as it is transported
into the cell. In the insulin-secreting β-
cells of the pancreas, it doubles as a glucose
sensor; elevated glucose levels stimulate
the secretion of insulin, which then ac-
tivates metabolic pathways that store the
glucose. Mutations in glucokinase prevent
the β-cell from detecting glucose, and in-
sulin fails to be secreted; this form of
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diabetes is called maturity onset diabetes of
the young.

6.1.2 Receptors
In many endocrinopathies, the hormone
is normal in structure and concentration,
but the target tissue is unresponsive. The
first cellular component that the hormone
encounters is its receptor, and many de-
fects in this element have been reported.
Mutations for almost every nuclear recep-
tor have been described, but those for the
androgen receptor are the most numer-
ous, probably because androgen function
is not essential for survival. The default
body plan for mammals is female; males
are created when the testes produce an-
drogens that masculinize the embryo.
Partially active androgen receptors leave
this process incomplete, producing a male
pseudohermaphrodite. Totally inactive mu-
tants result in a phenotypic female; this
condition is called testicular feminization.

Membrane receptors can also be defec-
tive. Mutations in the insulin receptor,
an RTK, lead to severe forms of diabetes
mellitus; those in the GH receptor, a cy-
tokine receptor, result in Laron dwarfism;
and defects in the ADH receptor, a GPCR,
produce hereditary nephrogenic diabetes in-
sipidus. Even mutations in ligand-gated ion
channels have been identified: the glycine
receptor is a chloride channel whose activa-
tion hyperpolarizes, and therefore inhibits,
neurons. Defects in this receptor leave
stimulatory signals unchecked and are re-
sponsible for hereditary hyperekplexia, a
disease characterized by overstimulation
of the muscles and an exaggerated star-
tle response.

6.1.3 Transduction
Examples of defective transduction path-
ways are much rarer. Many different

hormones activate the same mediators;
therefore, mutations in these second mes-
senger pathways would have much greater
effects than the absence of a single
hormone or its receptor. Most reported
defects have been in special isoforms re-
stricted to certain tissues or organs so that
their effects would be limited. For example,
the eye possesses several unique isoen-
zymes of the phosphoinositide pathway;
mutations in any of these components
would only result in blindness. Another
example is found in the kidneys where
ADH stimulates the translocation of a wa-
ter channel, aquaporin-2, from the cellular
interior to the plasmalemma. This allows
the kidney tubule to resorb water and con-
centrate urine. In one form of nephrogenic
diabetes insipidus, this water channel is mu-
tationally inactivated. ADH and its receptor
are normal, but the kidney cannot respond
to ADH because the water channel is no
longer operational.

One of the few examples of a generalized
defect is pseudohypoparathyroidism, type IA,
where Gs is inactive or absent. Although
this defect would affect any hormone
utilizing cAMP as a second messenger,
the actions of PTH appear to be most
severely impacted. PTH maintains serum
calcium levels by resorbing this mineral
from bone and recovering it from urine.
The loss of responsiveness to PTH leads
to skeletal abnormalities.

6.2
Endocrine Excesses

Perhaps, more fascinating than loss-of-
function mutations are those that actu-
ally lead to overactivity. No mutations
that increase the intrinsic activity of a
hormone have been reported, but muta-
tions affecting hormone processing are
known. A mutant preproneuropeptide Y
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exhibits enhanced cleavage from its pre-
cursor, resulting in higher levels, endothe-
lial proliferation, and an increased risk
of atherosclerosis. A mutant fibroblast
growth factor 23 is resistant to proteol-
ysis, and its accumulation leads to auto-
somal dominant hypophosphatemic rickets.
Altered catabolism also forms the ba-
sis for one form of hyperaldosteronism.
Aldosterone is a steroid that regulates
sodium metabolism; excess aldosterone
activity causes sodium to be retained and
blood pressure to rise. The aldosterone
receptor cannot distinguish between al-
dosterone and cortisol; since cortisol is
present in serum at concentrations much
higher than aldosterone, cortisol should
flood the aldosterone receptor and keep
it continuously stimulated. This does not
happen because in target tissues, 11β-
hydroxysteroid dehydrogenase rapidly me-
tabolizes cortisol before it can reach the
receptor. However, a deficiency of this en-
zyme leads to the overstimulation of the
aldosterone receptor by cortisol.

Another form of hyperaldosteronism is
caused by a regulatory mutation. The
enzymes that synthesize cortisol and
aldosterone are very homologous and their
genes are contiguous on the chromosome;
ACTH stimulates the former via elements
in the 5′ end of the gene. Because of
the similarity between the genes, they
can accidentally pair up during meiosis,
resulting in a nonreciprocal crossing-over.
In this way, the gene for aldosterone
synthase acquires the regulatory region
from the other gene and the latter is
lost. Because there is no cortisol, ACTH
is elevated; but instead of stimulating
cortisol synthesis, it stimulates aldosterone
synthase. The patient is treated with
cortisol, which feeds back to inhibit ACTH
secretion; the aldosterone synthase gene,
in turn, is shut off. For this reason, the

disease is called glucocorticoid remediable
aldosteronism.

Finally, hormone secretion can be ele-
vated by faulty negative feedback. As noted
above, PTH restores serum calcium con-
centrations by resorbing it from bones and
recovering it from urine. As calcium levels
rise, PTH secretion shuts off. A mutant cal-
cium sensor blocks this negative feedback
and results in the persistent secretion of
PTH, which in turn elevates calcium. The
heterozygous state, called familial hypocal-
ciuric hypercalcemia, manifests only mild
symptoms, but the homozygous condition,
called neonatal severe hyperparathyroidism,
produces a more grave disease.

Mutations can also render receptors
constitutively active in the absence of
their natural ligand. Those in RTKs of-
ten produce tumors, since these receptors
usually serve growth factors; they are
discussed in this context in Section 6.3.
An activating mutation in the erythro-
poietin receptor eliminates the binding
site for the phosphatase that normally
deactivates it. The hyperactive receptor
overstimulates red blood cell production
and elevates the hematocrit; this disease
is called primary familial polycythemia. Sev-
eral activating mutations have also been
reported in GPCRs; they usually occur in
either the transmembrane helices or the
cytosolic loops. The former are thought
to mimic the ligand-occupied state, while
the latter improve coupling to G-proteins.
Luteinizing hormone (LH) is a pituitary
hormone that stimulates the gonads to
produce sex steroids. Activating mutations
in its receptor can stimulate steroidogene-
sis prematurely, giving rise to familial male
precocious puberty. Because women require
a second hormone for estrogen produc-
tion, mutations in the LH receptor alone
do not lead to any symptoms.
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Finally, activating mutations have been
identified in a transducer. Gs inactivates
itself when it hydrolyzes GTP to GDP (see
Section 4.1); mutations that adversely af-
fect its GTPase activity without altering its
ability to interact with its effectors would
result in the constitutive activation of Gs.
Because Gs is integral to so many path-
ways, this type of mutation would be lethal
if it were genomic; however, somatic mu-
tations would produce a genetic mosaic in
which only some cells would possess the
defective gene. Individuals with this type
of Gs mosaicism have McCune–Albright
syndrome and have symptoms reflective
of overstimulation of all the hormones
that utilize cAMP as a second mes-
senger. These hormones include those
that stimulate pigment cells (café au lait
spots), the gonads (precocious puberty),
the thyroid gland (hyperthyroidism), the
adrenal glands (adrenal hyperplasia), and
bone (dysplasias).

6.3
Oncogenesis

Cancer diagnosis and treatment is another
area where molecular endocrinology has
made substantial contributions.

6.3.1 Oncogenes
Before defining an oncogene, it would be
advantageous to define a protooncogene.
A protooncogene is a normal cellular gene
that is usually involved in cell growth. If
this gene is mutated so that its product is
constitutively active, then cell growth may
proceed unchecked and tumor formation
may occur. Such a modified gene is
now called an oncogene. Oncogenes may
arise spontaneously within the organism’s
genome or they may be introduced by
oncogenic viruses. In the latter case, it
is believed that these viruses originally

acquired protooncogenes from their hosts
and later converted them to oncogenes
because they conferred some reproductive
advantage on the virus. For example,
a rapidly dividing cell may have an
abundance of replicative machinery that
the virus can then commandeer for itself.

Since most viruses have small genomes,
it would be more efficient for the virus to
plug into a preexisting proliferative path-
way than to control all the processes of
cell division itself. As such, most onco-
genes are components of the growth factor
pathway. Some are GHs, like the platelet-
derived growth factor and the fibroblast
growth factor. Others are receptors for
growth factors; the most abundant groups
are the RTKs and the cytokine recep-
tors with their associated tyrosine kinases.
Many mutations involve deletions of the
extracellular domain and other changes
that favor aggregation. Remember, the
only function of the ligand in these recep-
tors is to induce oligomerization, which
then activates the intrinsic or associated
tyrosine kinases. Other mutations may
incapacitate autoinhibitory sites within
the kinases.

Second messengers are also well rep-
resented, especially the small G-proteins
such as Ras and various adaptors. In the
case of G-proteins, mutations often oc-
cur in the GAP binding region; without
the ability to interact with GAP, GTP
cannot be hydrolyzed and the G-proteins
remain permanently active. Finally, sev-
eral oncogenes are transcription factors.
Although most of these factors are con-
stitutively active like the receptors and
G-proteins, a few are dominant inhibitors.
The active factors are involved with cell
proliferation, while the inhibitory ones are
involved with either differentiation or de-
fense responses. Because a cell has limited
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resources, growth and differentiation of-
ten compete with each other; therefore,
tumor formation requires both the induc-
tion of cell proliferation and the inhibition
of differentiation. Examples of factors in
the latter group include a mutated thyroid
hormone receptor and a mosaic retinoic
acid receptor.

6.3.2 Tumor Resistance to Therapy
When hormone target tissues become ma-
lignant, they often retain their endocrine
sensitivity. Such tumors can be initially
treated by hormone therapy: breast can-
cer may respond to antiestrogens; prostate
cancer, to antiandrogens; and leukemias
and lymphomas, to glucocorticoids. Hor-
mone therapy is not only effective but
also among the most easily tolerated treat-
ments, because of its relative lack of
undesirable side effects. Unfortunately,
the effectiveness of this therapy is too
often short lived as the tumor eventu-
ally develops resistance. Quantitative and
structural studies of nuclear receptors can
help determine which of these tumors will
initially respond to hormone therapy and
can also explain why many of them later
become resistant.

Many resistant tumors have been found
to have inactive receptors. The simplest
case is seen in leukemias and lymphomas,
which undergo apoptosis in response to
glucocorticoids. Resistant tumors either
lack glucocorticoid receptors or possess
defective receptors and, therefore, can no
longer respond to these steroids. It is felt
that these deletions and mutations arise
spontaneously; those that inactivate the
receptor offer a selective advantage by
allowing the cells that have them to evade
the cytotoxic effects of glucocorticoids.
Such cells survive and reproduce to create
a cancer resistant to these steroids.

On the other hand, breast and prostate
cancers are dependent upon sex steroids
for survival; as such, they are treated
by hormone ablation or antagonists.
Therefore, simple deletion or inactivation
of the receptor would prove detrimental
to the survival of the cancer. Two types
of mutations are observed in these cases.
First, some mutations render the recep-
tor constitutively active regardless of the
presence or absence of hormone agonists
or antagonists. Second, mutations in the
ligand-binding domain may reduce the
binding specificity of the receptor so as
to allow other steroids, or even steroid an-
tagonists, to activate the receptor. In either
instance, the tumors have either reduced
or eliminated hormone dependence.

7
Perspectives

Single cells require careful regulation of
metabolism, growth, and reproduction in
order to survive in a competitive and dan-
gerous environment. The development of
multicellularity introduced the additional
problem of intercellular communications
to coordinate these processes. Nature’s fru-
gal solution was to simply couple external
chemical signals to these preexisting in-
tracellular regulators, which then became
second messengers. As such, knowledge
about molecular endocrinology is knowl-
edge about the very essence of how cells
control all their internal functions. In ad-
dition, this information provides valuable
insights into ourselves via the various dis-
ease states that can now be explained
by molecular biology. Therefore, molec-
ular endocrinology affords a critical un-
derstanding of many basic physiological
processes of life.
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See also Phospholipids.
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Keywords
Endocytosis
The process by which cells move extracellular molecules and portions of their own
plasma membrane into the cell interior (cytosol). This occurs through formation of a
small invagination of the plasma membrane into a bud, which ultimately separates to
form an endocytic vesicle in the cytoplasm.
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Clathrin
A large protein complex composed of three heavy and three light chains; it provides a
coat for a class of endocytic vesicles.

Caveolae
Small flask-shaped invaginations on the plasma membrane that are rich in cholesterol,
sphingolipids, and the protein caveolin. These structures are presumed to be relatively
static and comprise a major clathrin-independent endocytic pathway.

Adaptor Protein
A class of protein that plays a critical role in connecting the plasma membrane and
specific membrane proteins with components of the endocytic machinery and clathrin
to ensure efficient endocytosis of particular molecules.

Endosome
An intermediate compartment of the endocytic pathway that is the destination of
endocytic vesicles. Sorting events occur at endosomes that dictate the next destination
of each protein or molecule that has been internalized.

Multivesicular Body
A late endosome in which sorting events have occurred, which result in the formation
of small vesicles within the endosome; these vesicles generally contain membrane
proteins that will be degraded upon delivery to the lumen of the lysosome.

Lysosome
An organelle highly enriched in hydrolases that degrade lipids, proteins, carbohydrates,
and nucleic acids into their monomer components for reuse in the cell. Lysosomes are
frequently the final destination of endocytosed material.

� Interaction with the environment is crucial for the survival of cells, through
communication with one another via signaling molecules (e.g. hormones) and
nutrient acquisition. One major problem a cell must overcome is how to selectively
carry out exchanges with the external environment and still maintain an internal
composition that is chemically distinct. The plasma membrane (PM) makes this
selectivity possible. While water and small molecules can cross the lipid bilayer
by diffusion or transport through the lipid bilayer, larger macromolecules enter
a cell by a different mechanism. Endocytosis is the process by which cells in-
ternalize extracellular material by forming intracellular membrane-bound vesicles
originating from the PM, and subsequently sort the vesicle contents to the appro-
priate destination. Internalized material includes membrane proteins, PM lipids,
and extracellular fluid, and may also include other cells or apoptotic cell fragments,
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parasites, viruses, nutrients, or activated PM signaling complexes. The critical
importance of endocytosis to such a wide variety of physiological processes has
made it a focus of intensive investigation by scientists with diverse backgrounds
and interests. Indeed, studies of the endocytic pathway are among the most highly
interdisciplinary and methodologically innovative in all of modern biology, and the
field is currently in a state of exciting and rapid advance. In this chapter, we attempt to
summarize our current understanding of the endocytic pathway, focusing on recent
progress in elucidating fundamental mechanisms of endocytic membrane trafficking
and highlighting selected examples of their diverse physiological functions.

1
Overview of Endocytosis: Common Themes

A generic overview of the endocytic path-
way is depicted in Fig. 1. Endocytosis
begins at the cell surface with the deforma-
tion and vesiculation of a region of the PM
into which various membrane constituents
(cargo) are sequestered.

The newly formed vesicle is then
transported to and fuses with a network
of organelles called early endosomes (EE),
where cargo destined for degradation is
sorted out from material to be recycled.
Recycling of material to the PM can occur
from either the sorting endosome or the
recycling endosome. Cargo destined for
degradation is delivered to late endosomes
(LE) (which intersect with the biosynthetic
pathway) and then to lysosomes where they
are degraded.

The endocytic pathway comprises a
complex network of membrane traffick-
ing events consisting of repeated cycles
of membrane deformation, coat assembly
and disassembly, vesicular transport, and
membrane fusion (Fig. 2). Each of these
events requires a tightly regulated interplay
among numerous protein components.
From the recent structural and func-
tional characterization of various proteins
involved in endocytosis have emerged

several common themes in endocytic traffi-
cking.

One major theme is that many endo-
cytic proteins are multimodular; that is,
they contain multiple binding sites – many
of which are of low affinity – for other
proteins or lipids, thus coordinating com-
plex cross-linking events that stabilize a
network or web of protein interactions.
Among the many binding domains identi-
fied, lipid binding modules have received
a great deal of recent attention, especially
those that bind phosphoinositides local-
ized at the PM, endosomes, lysosome,
and Golgi. These proteins include both
lipid modifying enzymes and proteins that
serve as linkers between membranes and
coat constituents.

A second theme in endocytosis is the
compartmentalization of endocytic or-
ganelles into specific, biochemically dis-
tinct domains that underlie the selective
sorting of proteins and lipids. Compart-
mentalization is provided by differential
lipid sorting into tubules and large or
small vesicles, and by specific localiza-
tion of members of a group of regulatory
molecules known as Rab GTPases, which
temporally and spatially coordinate vesicu-
lar transport and docking/fusion events
throughout the secretory and endocytic
pathways. To date, 12 Rab proteins have
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Fig. 1 The endocytic pathway. Endocytosis
begins at the PM where membrane invaginations
containing cargo give rise to vesicles, which fuse
with a network of organelles called early
endosomes. Here, cargo destined for degradation
is sorted out from material to be recycled.

Recycling of material to the PM can occur from
either the sorting endosome or the recycling
endosome. Cargo destined for degradation is
delivered to late endosomes (which intersect with
the biosynthetic pathway) and then to lysosomes
where they are degraded.

been localized to the endocytic pathway;
some of these are depicted in Fig. 1 (see
also Table 1). Rab GTPase activity and
membrane localization are tightly regu-
lated by various accessory proteins.

Ubiquitylation modifications have re-
cently been implicated in facilitating var-
ious events in the endocytic pathway and
thus represent a third theme. At the early
steps of endocytosis, monoubiquitylation
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Fig. 2 Membrane trafficking themes in endocytosis. The endocytic pathway comprises a
complex network of membrane trafficking events consisting of repeated cycles of cargo
selection/membrane deformation, coat assembly and disassembly, vesicular transport,
and membrane fusion (based on a figure from Mellman, I., Warren, G. (2000). The road
taken: past and future foundations of membrane traffic, Cell. 100, 99–112).

of the cytosolic tail of certain membrane
receptors allows them to be recognized
by and bind endocytic machinery compo-
nents. Later in the pathway, ubiquitylation
targets certain membrane proteins to the
luminal vesicles of LEs. Recent studies
have shown that some endocytic machin-
ery components themselves receive cova-
lent ubiquitin modifications, though the
function of this remains to be elucidated.

A fourth and final common theme
in endocytosis is its relationship to the
cytoskeleton. The actin cytoskeleton plays
a fundamental role in coordinating the
internalization step of endocytosis, as well
as in vesicular transport from the PM
to EE. The precise role(s) for actin in
these events remains to be determined;
however, it is clear that a dynamic cycle of
polymerization/depolymerization of actin
filaments is essential. Microtubules also
play important roles, especially at later
stages of the endocytic pathway and

in polarized epithelial cells, although
the microtubule-based motor proteins
involved in many of these pathways are
not yet known.

This chapter will summarize our current
understanding of the cellular and molec-
ular mechanisms of endocytosis, with
primary focus on mammalian and yeast
systems, and will highlight selected exam-
ples illustrating the diverse physiological
functions of endocytosis.

2
Internalization

2.1
Clathrin-mediated Endocytosis

The best characterized mechanism of en-
docytosis is mediated by clathrin-coated
pits and vesicles. These structures were
first identified by their characteristic
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Tab. 1 Proteins involved in endocytosis.

Protein Binding properties/function

I. Cargo recruitment/coat assembly
Clathrin Coat protein; driving force for vesicle formation
AP-2 Binds lipids, clathrin, cytosolic tails of certain receptors, accessory factors (e.g.

epsin, Eps15); an adaptor protein
Epsin Binds lipids, clathrin, AP-2, ubiquitin, and Eps15; an accessory protein
Eps15 Binds Epsin, AP-2, ubiquitin, SH3-domain proteins; an accessory protein
AP180/CALM Binds lipids, clathrin; promotes assembly of clathrin cages
Synaptotagmin Membrane protein, interacts with SNARE machinery; may serve as ‘‘docking site’’

for clathrin-coat formation

II. Membrane curvature and fission
Amphiphysin Binds lipids, clathrin, AP-2, endophilin, dynamin, and synaptojanin; recruits and

coassembles with dynamin at bud neck
Endophilin Binds lipids, synaptojanin, and dynamin; a lysophosphatidic acid acyl transferase

that induces membrane curvature
Dynamin Binds lipids, endophilin, amphiphysin; GTPase that mediates fission of vesicles

from the PM

III. Coat disassembly and vesicular transport
Hsc70 Molecular chaperone; disrupts clathrin–clathrin interactions, disassembles

triskelia
Auxilin DnaJ domain family member; binds clathrin and AP-2; recruits and stimulates

Hsc70
Synaptojanin Binds lipids, amphiphysin, Eps15, and endophilin; a phosphoinositide-5

phosphatase
Dynamin Interacts with actin cytoskeleton components to mediate vesicular propulsion

from the PM
Arp2/3 Stimulates actin nucleation; involved in vesicular movement

IV. Rabs in endosomal sorting

Protein Organelle Function

Rab4 EE and RE Recycling from EE and RE
Rab5 PM, vesicles, EE, PM to EE
Rab7 LE/lysosomes LE to lysosome (?)
Rab9 LE LE to TGN
Rab11 RE RE to PM
Rab15 EE and RE EE to lysosome; RE to PM
Rab17 ARE Apical recycling in epithelial cells
Rab25 ARE Apical recycling in epithelial cells

Note: PM: plasma membrane; EE: early endosome; RE: recycling endosome; LE: late endosome;
TGN: trans-Golgi network; ARE: apical recycling endosome.
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appearance, observed in transmission
electron micrographs of osmium-stained
tissue sections, and were subsequently
isolated from tissue homogenates using
subcellular fractionation techniques. The
identification of clathrin heavy chain as
the major protein component of the dense
membrane coat associated with these
endocytic vesicles laid the groundwork
for increasingly sophisticated biochemical
and structural studies, which continue to
this day.

Clathrin-coated vesicles (CCVs) are
short-lived intermediates (t1/2 < 2 min)
that are produced in a complex pro-
cess involving the formation of clathrin-
coated invaginations (or coated pits) in the
PM, scission of these invaginations from
the PM to form endocytic vesicles, and
subsequent dissociation of the clathrin-
containing coat structure. The ‘‘primary’’
endocytic vesicles thus formed fuse rapidly
with other uncoated endocytic vesicles and
with the limiting membrane of a hetero-
geneous population of larger membrane
structures, called early endosomes, which
are located in the peripheral cytoplasm.
The coat components liberated into the cy-
toplasm during the uncoating process are
thought to recycle to the PM, where they
can participate in subsequent rounds of
endocytosis (see Fig. 2).

2.2
Structure of the Clathrin Coat

The structural backbone of the clathrin
coat is a ‘‘triskelion’’ composed of three
radially arranged spokes composed of
clathrin heavy chains (∼190 kDa) and
three associated light chains (20–25 kDa)
(Fig. 3). The aminoterminal domain of
clathrin heavy chain forms a globular
region at the periphery of each spoke. The
carboxyterminal region of each clathrin

heavy chain self-assembles to form the
central hub of the triskelion structure.
One light chain polypeptide binds to
the middle portion of each heavy chain.
The heavy chains contribute to the major
structural integrity of the triskelion. The
light chains are thought to serve primarily
a regulatory function in the process of
clathrin assembly and disassembly. The
characteristic hexagonal and pentagonal
lattice structure of the clathrin coat, which
is elegantly revealed by rapid freeze-
etch electron microscopy, is composed
of assemblies of interlocking triskelia.
Under certain conditions, purified clathrin
can form similar latticelike structures
spontaneously in vitro, suggesting that
the clathrin assembly might contribute to
the energetics of endocytosis and that the
clathrin assembly process must be highly
regulated in vivo.

2.3
Other Protein Components of the Clathrin
Coat

There is a long and growing list of
proteins known to associate with the
clathrin-coat structure (Table 1). The first
such proteins to be identified were the
assembly proteins, so-named for their
ability to promote the assembly of purified
clathrin into lattices in vitro, suggesting
that they regulate coat formation in vivo.
Assembly protein complexes termed AP-
1 and AP-2 are present in stoichiometric
amounts relative to clathrin in purified
coated vesicles, but these proteins are
segregated in functionally distinct subsets
of coated vesicles. AP-2 is associated
with endocytic coated vesicles formed at
the PM. In contrast, AP-1 is associated
with coated vesicles formed at the Golgi
apparatus, which mediate transport to the
endolysosomal system. AP-1 and AP-2
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Fig. 3 Clathrin-coat components. (a) Structure
of a clathrin triskelion. The clathrin triskelion is
composed of three radially arranged spokes
composed of clathrin heavy chains (∼190 kDa)
and three associated light chains (20–25 kDa).
The aminoterminal domain of clathrin heavy
chain forms a globular region at the periphery of
each spoke. The carboxyterminal region of each
clathrin heavy chain self-assembles to form the
central ‘‘hub’’ of the triskelion structure. One
light chain polypeptide binds to a central portion
of each heavy chain. (b) Structure of AP-2. AP-2
is a heterotetrameric complex consisting of two
large subunits (α and β2; ∼100 kDa), one

medium subunit (µ2; ∼50 kDa) and one small
subunit (σ2; ∼25 kDa). The N-termini of the α

and β2 subunits fold into a compact core
structure, and the C-termini form an exposed
appendage (or ‘‘ear’’) domain, separated from
the core by a flexible hinge region. (c) Simplified
diagram of a clathrin-coated pit. Studies indicate
that AP-2 is located in a layer between the coated
vesicle membrane and the surrounding lattice of
assembled clathrin triskelia, suggesting that
AP-2 physically links the clathrin lattice to the
endocytic membrane. Dynamin localizes to the
bud neck to promote fission. Various other
accessory factors are depicted.
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share a similar heterotetrameric structure,
with two large subunits (∼100 kDa), one
medium subunit (∼50 kDa), and one small
subunit (∼25 kDa).

The subunits of AP-2 are termed α and
β2 (large), µ2 (medium), and σ2 (small).
Structural and biochemical studies indi-
cate that the aminoterminal portions of
the α, β2, and µ2 subunits and all of
the σ2 subunits are folded into a compact
core (or ‘‘brick’’) structure; the carboxyer-
minal portion of the α- and β2-subunits
forms an exposed appendage (or ear do-
main) separated from the core by a flexible
hinge region, while the carboxyerminal
portion of the µ2 subunit presents a
cargo-binding interface (Fig. 3). The hinge
region of the β2-subunit interacts with
clathrin. The core regions are thought
to interact with proteins that control the
subcellular localization (i.e. PM or Golgi)
of APs, and the appendage regions are
thought to interact with a number of other
proteins that regulate coat formation or
function (see Sect. 2.4). Structural stud-
ies indicate that AP-2 is located between
the coated vesicle membrane and the sur-
rounding lattice of assembled clathrin
triskelia, suggesting that AP-2 physically
links the clathrin lattice to the endo-
cytic membrane. The AP-2 α-subunit is
thought to bind phosphoinositides in the
lipid bilayer involved in controlling the dy-
namics of coated pit assembly at specific
sites on the plasma membrane. Recent
structural studies suggest that assembled
AP-2 contains two phosphoinositide bind-
ing sites.

Two other protein complexes, termed
AP-3 and AP-4, share sequence homology
and a similar heterotetrameric organiza-
tion with AP-1 and AP-2. However, AP-3
and AP-4 promote clathrin lattice forma-
tion weakly or not at all in vitro, and
whether or not they interact with clathrin

coats in vivo is controversial. A group of
proteins called GGAs (Golgi localized, γ -
ear-containing Arf-binding proteins) have
sequence homology to classical APs, but
exist as monomers and associate with
CCVs much less stably than AP-1 or AP-2.
A variety of additional proteins associ-
ated with varying affinities to clathrin-
coated membranes, including dynamin,
amphiphysin, synaptojanin, endophilin,
intersectin, Eps15, epsin, AP180/CALM,
and nonvisual (β-) arrestins. These pro-
teins are proposed to serving a variety of
regulatory functions in endocytic coat as-
sembly, membrane dynamics, and cargo
selection. In many cases, these proteins
associate with several other protein com-
ponents of the clathrin coat via multi-
ple, low-affinity interactions. A number
of coat-associated proteins, in addition
to AP-2, also bind to phosphoinositides.
The complexity of protein–protein and
protein–lipid interactions makes it chal-
lenging to define the precise role played
by any particular protein interaction and
suggests that certain coat-associated pro-
teins may serve multiple functions, and
some functions may be performed by
multiple proteins. In vitro reconstitution
experiments and studies in genetically
tractable systems like yeast, Drosophila,
and Caenorhabitis elegans will be needed
to dissect the physiological role for many
of these factors.

2.4
Mechanism of Endocytic Cargo Selection

Clathrin-coated pits exhibit considerable
selectivity in their endocytosis of specific
membrane cargo. Early insight into the
biochemical basis of endocytic cargo se-
lection came from studies of patients suf-
fering from familial hypercholesterolemia
(discussed in Sect. 12.1). A severe form
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of this disease was associated with a mu-
tation of a tyrosine-containing sequence
present in the cytoplasmic tail of the
low-density lipoprotein (LDL) particle re-
ceptor. Mutation of this tyrosine residue
both impaired LDL uptake and changed
the distribution of the LDL receptors
(LDLRs) from coated pit localization to
a uniform distribution in the PM. Sim-
ilar tyrosine-containing endocytic signals
have been identified in a number of
other rapidly endocytosing membrane pro-
teins. Additional endocytic signals, such
as the dileucine motif, are biochemically
distinct from tyrosine-containing sorting
signals but also promote the concentra-
tion of specific proteins in clathrin-coated
membranes. Many endocytic signals, in-
cluding tyrosine and dileucine-containing
sequences, function by binding to the AP-
2 assembly protein. Analogous sequences
bind to AP-1, and thereby promote pack-
aging of specific membrane cargo into
Golgi-derived coated vesicles. For this rea-
son AP-1 and AP-2, named initially for
their ability to promote clathrin assembly,
are also commonly called adaptor proteins,
because they link specific cargo to the
forming clathrin coat. Phosphorylation of
the µ2-subunit of AP-2 by the adaptor-
associated kinase AAK1, enhances binding
of tyrosine-based endocytosis signals, in-
dicating that the interaction of adaptor
proteins with specific membrane cargo can
be regulated.

A number of other clathrin-associated
proteins, in addition to AP-2, can serve as
endocytic adaptors for recruiting specific
membrane cargo into CCVs. For example,
nonvisual (β-) arrestins, which bind to G-
protein-coupled signaling receptors after
ligand-induced activation and phosphory-
lation, promote endocytosis of receptors
via clathrin-coated pits by also binding to

clathrin or AP-2 as well as to phospho-
inositides. Another clathrin-binding pro-
tein, epsin, contains ubiquitin-interacting
motifs (UIMs), which may recognize ubiq-
uitylated cargo, as well as Asn-Pro-Pre
(NPF) containing sequences that bind to
Eps15 homology (EH) domains present
in various coat-associated proteins such
as Eps15. The currently favored models
suggest that epsins function as endocytic
adaptors for certain membrane cargo.

2.5
Mechanism of Endocytic Coat Formation

The ability of purified clathrin and AP-2
to self-assemble into extended lattices in
vitro suggested that clathrin-coat forma-
tion in vivo is driven by polymerization.
However, the initiation of clathrin-coat as-
sembly appears to be highly regulated in
vivo, as a large fraction of clathrin exists
at steady state as ‘‘free’’ triskelions in the
cytoplasm, while clathrin coats transiently
form and dissociate in specific regions of
the PM. The factors controlling the tempo-
ral and spatial specificity of clathrin-coat
formation are not well understood but
are generally believed to involve the initia-
tion of clathrin polymerization at defined
‘‘docking sites’’ in the PM. Synaptotag-
min I/II are integral membrane synaptic
vesicle proteins that bind to AP-2 via
a lipid and Ca2+-binding C2b domain,
and are proposed to function as docking
sites for clathrin/AP-2 coat formation in
neurons to facilitate synaptic vesicle mem-
brane recycling. However, synaptotagmin
I/II expression is restricted to neural cell
types, and it is not known if a ubiq-
uitously expressed synaptotagmin (many
candidates exist) provides an analogous
docking site for clathrin-coat initiation in
nonneural cells. Another possible type of
docking site may involve membrane lipids
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such as PtdIns(4,5)P2, which may be gen-
erated in restricted regions of the PM;
this phosphoinositide binds a number of
coat-associated proteins, including AP-2,
dynamin, and epsin.

Although they bind to AP-2, classi-
cal endocytic signals present in cargo
proteins are not likely to act as dock-
ing sites as a primary mechanism for
localizing clathrin-coat formation. Overex-
pressing cargo proteins typically does not
affect the density of clathrin-coated pits in
the PM; the localization of these integral
membrane proteins appears to be deter-
mined by the localization of clathrin-coat
formation and not vice versa. Nevertheless,
membrane cargo that presents tyrosine-
containing endocytic signals can promote
the association of synaptotagmin with AP-
2, suggesting that cargo proteins may
contribute to a more complex mechanism
regulating coat formation involving multi-
ple protein interactions.

Arf-family GTPases regulate the for-
mation of Golgi-derived (clathrin/AP-1-
associated) coated vesicles by a mechanism
that may involve Arf-dependent activation
of phospholipase D and/or recruitment of
GGA proteins, which have been proposed
as functioning both in coat formation
as well as in cargo recruitment at the
Golgi. An analogous GTPase regulating
endocytic clathrin/AP-2 coat formation in
vivo has not been identified, although re-
cent data suggest that Arf6 stimulates the
PtdIns(4,5)P2-synthesizing PI5-kinase en-
zyme that in turn leads to recruitment
of AP-2. Endocytic coat formation also
appears to be regulated by the phos-
phorylation state of AP-2. Unassembled
AP-2 in the cytosol is phosphorylated on
the β2-subunit. Dephosphorylation of this
subunit is thought to occur specifically
at the PM and promotes AP-2 assembly
with clathrin.

2.6
Mechanism of Membrane Curvature and
Fission

Endocytosis via clathrin-coated pits in-
volves the formation of deep membrane
invaginations followed by scission of the
bilayer to form the nascent clathrin-coated
vesicle. These processes of membrane in-
vagination and scission represent distinct
steps in a multistep endocytic mechanism.
Positive curvature (bulging inward toward
the cytoplasm) of invaginated membranes
is generally thought to be promoted
by self-assembly of the clathrin lattice
itself.

A mechanism for generating endocytic
membrane curvature was proposed re-
cently on the basis of structural studies of
the clathrin coat-associated protein epsin.
An aminoterminal portion of epsin was
observed to fold into an amphipathic
alpha-helix specifically when bound by
phosphoinositide. This helical structure
inserts into the lipid bilayer and can medi-
ate membrane tubulation in vitro. In this
case, however, epsin has been suggested to
play a role in inducing phosphoinositide-
regulated positive curvature to initiate
formation of coated pits.

A number of models have been pro-
posed for the mechanism mediating the
negative membrane curvature present at
the edges of invaginated coated pits,
where dynamin, amphiphysin, and en-
dophilin are concentrated. It is suggested
that these proteins induce negative cur-
vature by mechanically constricting the
membrane in this region. This hypoth-
esis is supported by the ability of these
proteins to self-assemble and cause tubu-
lation of liposome membranes in vitro and
the requirement of endophilin for endo-
cytic membrane invagination in vivo. Ad-
ditionally, purified endophilin possesses
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lysophosphatidic acid acyl transferase ac-
tivity, suggesting that endophilin induces
membrane curvature by modifying phos-
pholipids at the site of neck constriction.
The extent to which the bilayer-deforming
properties of endophilin depend on this
enzymatic activity has been debated.

Studies of shibire mutant Drosophila re-
vealed that they had a mutation in the
large GTPase dynamin, which is required
for the reuptake of PM from the nerve
terminal. Subsequent studies established
an essential role of dynamin in endocytic
membrane scission in various mammalian
cell types. Dynamin self-assembles into
rings around the neck of a clathrin-coated
pit, suggesting that dynamin may func-
tion as a GTP-regulated force-generator to
mechanically constrict and perhaps shear
the invaginated, coated pit from the PM.
Whether dynamin functions as a direct
force-generator or instead functions to reg-
ulate a distinct mechanochemical effector
remains unresolved. It is also not known
if a dynamin-related GTPase is involved
in endocytosis in yeast, although actin is
essential for fission of endocytic mem-
branes in yeast. Various roles have been
proposed for actin in clathrin-mediated en-
docytosis occurring in mammalian cells,
but whether or not actin is essential for
endocytosis in mammals has remained
controversial. A recent study using evanes-
cent field microscopy to image coated pit
formation in living mammalian fibroblasts
revealed a transient accumulation of poly-
merized actin around the coated pit just
after dynamin recruitment and just prior
to vesicle excision from the PM. These data
suggest that dynamin coordinates local
actin polymerization to provide the me-
chanical force necessary to propel nascent
coated vesicles away from the PM into
the cytoplasm.

3
Clathrin-independent Endocytosis

The existence of clathrin-independent en-
docytic processes was first indicated by
morphological observations of endocytic
structures not associated with a character-
istic electron-dense membrane coat, and
has been confirmed using a variety of
manipulations that differentially inhibit
clathrin-dependent and -independent en-
docytic mechanisms with varying degrees
of specificity. Interestingly, there appears
to be regulatory communication between
distinct pathways that allow adaptation and
upregulation of one pathway when the
other is blocked. To further complicate
matters, there is evidence of the existence
of multiple clathrin-independent endocytic
pathways. While none of these mecha-
nisms is understood as well as clathrin-
mediated endocytosis, macropinocytosis
and endocytosis of caveolae have been
characterized in some detail.

3.1
Macropinocytosis

Macropinocytosis is a prominent endocytic
pathway in macrophages and can also be
induced by growth factors or infectious
agents in other cell types. Macropinocyto-
sis is so-named because it is characterized
by the uptake of endocytosed cargo in
vesicular structures that are typically much
larger (up to 5 µm in diameter) than CCVs
(<100 nm). Macropinosomes generally
form from actin-rich ruffled regions of the
PM and, like phagocytosis, macropinocy-
tosis is strongly inhibited by agents such
as cytochalasin that disrupt actin polymer-
ization. This is in contrast to the limited
or variable effects of such agents on en-
docytosis involving clathrin-coated pits or
caveolae. Macropinocytosis is not inhibited
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by overexpression of dominant-negative
mutant versions of proteins (dynamin,
clathrin, and Eps15) involved in clathrin-
mediated endocytosis. The small GTPase
Arf6, which modulates actin dynamics at
the cell cortex, also appears to regulate the
formation of macropinosomes. This activ-
ity of Arf6 appears to further distinguish
the mechanism of macropinocytosis from
clathrin-mediated endocytosis, although
Arf6 can also modulate clathrin-mediated
endocytosis in some cases.

3.2
Caveolae

Caveolae is a term used to describe small
(50–80-nm diameter) invaginations of the
PM that were observed initially in elec-
tron microscopic studies of endothelial
cells and have since been recognized
in several other cell types. These struc-
tures are enriched in glycosphingolipids
and cholesterol and possess a proteina-
ceous membrane coat that is composed
primarily of the cholesterol-binding pro-
tein caveolin. Caveolin is an integral
membrane protein, unlike clathrin-coat
components, which are peripherally asso-
ciated with the membrane, and is required
for the formation and structural integrity
of caveolae. While caveolae were initially
proposed not to undergo classical endo-
cytosis, but rather to serve as a conduit
across closely opposed endothelial mem-
branes, there is increasing evidence that
caveolae can indeed undergo dynamin-
dependent fission from the PM. How-
ever, recent Fluorescence Recovery Af-
ter Photobleaching (FRAP) analysis using
GFP-tagged caveolin indicates that cave-
olae are highly immobile structures and
are thus not likely to play a significant
role in constitutive endocytosis. Endocy-
tosis via caveolae appears to be primarily

ligand/signal-induced and is a major in-
ternalization pathway for certain toxins
and viruses. Interestingly, during inter-
nalization of the SV40 virus, caveolae may
mediate an alternative endocytic pathway
leading directly to the ER (endoplasmic
reticulum) and bypassing conventional
endosomes.

4
Vesicular Trafficking

4.1
Uncoating of CCVs

The events occurring after the initial in-
ternalization step have been characterized
most thoroughly for endocytosis mediated
by CCVs. CCVs must be uncoated to ex-
pose proteins important for fusion with
EEs, and to allow for recycling of coat
components for further rounds of internal-
ization (Fig. 2). Extensive in vitro studies
have demonstrated that uncoating of CCVs
is mediated primarily by two proteins:
the molecular chaperone, ATPase Hsc70,
and auxilin, a clathrin-binding protein be-
longing to the Dna J family. Auxilin 1 is
neuron specific, while auxilin 2 (aka GAK,
or Cyclin G-associated Kinase), a ubiqui-
tously expressed isoform discovered later,
contains an AAK1-related protein kinase
domain of unknown function. Yeast and
C. elegans homologs of auxilin have also
been identified. In the general mechanism
for Hsc70/Auxilin-mediated CCV uncoat-
ing, auxilin binds assembled clathrin (and
AP-2 in some cases), recruits Hsc70 via its
J domain, then stimulates Hsc70’s ATPase
activity. Hsc70 disrupts clathrin–clathrin
interactions to uncoat CCVs, and remains
bound to disassembled clathrin, possi-
bly to initiate reassembly, while auxilin
is released and recycled. In vitro studies
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using dominant-negative forms of Hsc70
suggest that it assists in other clathrin-
dependent functions including endoso-
mal trafficking. The phosphoinositide-5
phosphatase, synaptojanin 1, also plays
a role in CCV uncoating; its enzymatic
activity (degrading PtdIns(4,5)P2 to Pt-
dIns4P) helps disrupt membrane-clathrin
coat interactions.

4.2
PM to Cytosol

Clathrin-coated vesicles, after undergoing
rapid, chaperone-dependent uncoating in
the peripheral cytoplasm, become highly
fusogenic. These ‘‘nascent’’ endocytic vesi-
cles fuse rapidly with a pleiomorphic
set of endomembranes called early en-
dosomes (EEs). EEs are highly dynamic
structures in which continuous mem-
brane fusion and fission events can be
observed using live-cell microscopy. A
large volume of membrane traffic passes
through EEs, and cargo molecules are
efficiently sorted between divergent mem-
brane pathways after entry into the EEs.
Thus, it is believed that the membrane
dynamics that occur in the early en-
docytic pathway are highly specific and
regulated.

Shortly after a nascent endocytic vesi-
cle is formed, it moves from the PM
to the EEs through a thin region of pe-
ripheral cytoplasm that contains a dense
network of actin, which may contribute
to endocytic vesicle motility in the corti-
cal cytoplasm via actin-based motors, such
as myosin I and other myosins, as well
as motility driven directly by asymmet-
ric actin polymerization on the endosome
membrane. Dynamin may also provide a
link between scission of nascent vesicles
and the asymmetric stimulation of Arp2/3-
dependent actin polymerization for vesicle

propulsion. Recent evidence also suggests
roles for unconventional myosin VI in
endocytosis.

4.3
Cytosol to Early Endosome

Once a nascent endocytic vesicle is in
close physical proximity to the EE mem-
brane, a number of mechanisms con-
trolling the specificity and efficiency of
the membrane fusion follow. Purified
early endocytic membranes fuse efficiently
with EEs in vitro (‘‘homotypic’’ fusion),
but fusion with later endocytic struc-
tures occurs with much lower efficiency
(‘‘heterotypic’’ fusion). A variety of ex-
perimental approaches, notably genetic
studies of membrane trafficking in yeast
and in vitro reconstitution of endocytic fu-
sion in extracts prepared from mammalian
cells and yeast, have revealed important
roles in EE fusion played by tethers,
Rab-family GTPases, SNAREs, and phos-
phoinositides.

N-ethylmaleimide sensitive factor (NSF)
(Sec18p), the AAA-family ATPase-mediat-
ing disassembly of SNARE complexes is
required for membrane transport from
early to late endosomes. A number
of SNARE proteins are localized selec-
tively to specific populations of endo-
some membranes, suggesting an impor-
tant role for SNAREs in controlling the
specificity of endocytic membrane fu-
sion. However, to date, the degree to
which specific SNARE complex forma-
tion determines the selectivity of endocytic
membrane fusion in vivo has not been
determined. Moreover, there is consid-
erable evidence that additional factors
contribute to the specificity of endocytic
membrane fusion, particularly the Rab
family of small GTPases and their asso-
ciated proteins.
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The Rab5 GTPase is selectively local-
ized to EEs and is thought to control the
recruitment of a number of other impor-
tant proteins to the endosome membrane.
Mutations that impair GTP hydrolysis
on Rab5 (and thus render the protein
constitutively active) enhance endocytosis
and produce enlarged endosomes. Inac-
tive Rab5 inhibits homotypic fusion of
EEs, whereas activated Rab5 promotes this
process. Interaction cloning and affinity
chromatography methods have identified
multiple putative Rab5 effectors. Intrigu-
ingly, roles have also been observed for a
complex of Rab5-GDI (guanine-nucleotide
dissociation inhibitor) in the initial forma-
tion of CCVs in vivo.

The Rab5 effector, Rabaptin-5, binds to
Rab5-GTP in solution and binds to en-
dosomes in a Rab5- and GTP-dependent
manner. Rabaptin-5 also binds to the
Rab5 GEF Rabex-5, suggesting a synergis-
tic mechanism by which Rab5 activation
may be amplified on the endosome mem-
brane. The Rabaptin/Rabex complex can
also interact with GGA proteins in a
bipartite manner that occludes GGA in-
teraction with clathrin, suggesting that
GGAs provide a link between cargo se-
lection in Golgi-derived CCVs and teth-
ering/fusion with endosomes after un-
coating. Rabaptin-5 also binds to Rab4,
a homologous GTPase that modulates re-
cycling of membrane cargo from EEs to
the PM (see Sect. 5); thus, Rabaptin-5 may
define functionally distinct endosomal mi-
crodomains and coordinate distinct Rab-
dependent membrane events involving
communication between them. Another
cytoplasmic protein that binds preferen-
tially to Rab5-GTP is the early endosome
antigen-1 (EEA1), a protein identified as
an autoantigen in lupus patients and
later shown to regulate endosomal traf-
fic. EEA1 is recruited to the endosome

membrane by Rab5-GTP, is essential for
efficient fusion of EEs in vitro and can
promote endosome fusion even in the
absence of Rab5 or other cytoplasmic pro-
teins when added to endosomes in high
concentration. EEA1 is not detectably as-
sociated with nascent endocytic vesicles,
yet it is required for efficient fusion of
these vesicles with EEs in vitro, sug-
gesting a role for EEA1 in determining
the directionality of endocytic membrane
transport.

Genetic studies of Vps34p in yeast
identified a critical role for phospho-
inositide 3-kinase in membrane traffick-
ing to the vacuole. Pharmacological in-
hibitors of type I PI3K activity have
profound effects on endocytic trafficking
in mammalian cells. EEA1 contains an
‘‘FYVE’’-type zinc-finger domain (named
for homology to Fab1, YOTB, Vac1,
and EEA1) that binds with high affinity
to 3-phosphoinositides that are enriched
in the EE membrane. Efficient recruit-
ment of EEA1 to EEs in vivo requires
both FYVE domain-mediated binding 3-
phosphoinositides and binding of Rab5-
GTP via a distinct pair of protein binding
domains, leading to synergistic regulation
of endosome fusion.

Another binding partner of EEA1 is
the endosome-enriched t-SNARE (or Q-
SNARE) syntaxin-13. EEA1 can be de-
tected together with syntaxin-13 in a
large complex that also contains Rab5
(and several other Rab5-binding proteins).
Interestingly, a synthetic peptide that in-
terferes with EEA1/syntaxin-13 binding
inhibits EE fusion in vitro. These ob-
servations suggest that EEA1 may medi-
ate Rab5 and phosphoinositide-dependent
membrane fusion by influencing SNARE
complex formation on the endosome
membrane.
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5
The Early Endosomal System

The endosomal system consists of memb-
rane-bound compartments that receive,
sort, and release cargo-containing vesicles
throughout the endocytic pathway. Early
endosomes are the single entry point
and first sorting station in the endocytic
pathway, and cargo reaches them within 2
to 5 min following internalization. These
endosomes are so far known to comprise
two subcompartments: sorting endosomes
and recycling endosomes.

5.1
Sorting Endosomes

Internalized material is first delivered
to the sorting endosome, also referred
to as the tubulovesicular endosome or
the compartment of uncoupling receptor
from ligand (CURL). This compartment
exhibits a high degree of homotypic
fusion capacity and is tubulovesicular in
morphology, consisting of thin tubules
(50–60-nm diameter) that emanate from
large vesicles (200–400-nm diameter).
The mildly acidic lumen (pH 6.0) of
the sorting endosomes promotes the
dissociation of many ligands from their
recycling receptors. Immediately following
dissociation, recycling receptors are sorted
away (t1/2 = 2.5 min) from their ligands
and transported through the recycling
pathway, while ligands and downregulated
receptors are transported through the
degradation pathway.

The membranes of sorting endosomes
are organized into morphologically and
biochemically distinct compartments that
are believed to be essential for their
sorting functions. For example, recycling
receptors are often segregated into tubu-
lar regions, while their soluble ligands

remain in the lumen of globular/vesicular
regions. Regulation of this compartmen-
talization is thought to depend on the
localization of specific molecular machin-
ery. As described above, the Rab family of
GTPases comprises a group of regulatory
molecules that differentially localize to dis-
tinct subdomains of the organelles within
the endocytic and exocytic pathways, re-
cruiting specific effector molecules to each
membrane domain they inhabit.

Sorting endosomes contain two other
Rab GTPases: Rab15 and Rab4. Elferink
and colleagues revealed a role for Rab15 in
EE function. This GTPase colocalizes with
Rab5 on sorting endosomes, and also local-
izes to recycling endosomes (see Sect. 5.2).
Interestingly, the effects on endocytosis
caused by overexpression of wild type
and mutant forms of Rab15 are in direct
contrast to those caused by Rab5 overex-
pression. Overexpression of constitutively
active Rab15 (GTP bound) inhibits inter-
nalization of fluid phase marker, while
overexpression of constitutively inactive
Rab15 mutants (N12I, T22N) increases
rates of both internalization and recycling
pathways. At sorting endosomes, Rab15
may be an inhibitory GTPase, possibly by
negatively regulating Rab5 function. How
this regulation occurs has yet to be deter-
mined, since interactions between Rab15
and known Rab5 effectors have not yet
been identified. Rab4 localizes to the tubu-
lar regions of sorting endosomes, which
receive cargo within 5 min of internal-
ization. Rab4 mediates ‘‘rapid’’ or direct
recycling from the sorting endosome to the
PM, which is distinct from the ‘‘slower’’
recycling route taken through the recy-
cling endosomes. Since Rabaptin5 binds
both Rab5 and Rab4, it has been suggested
as coordinating the directing of cargo be-
tween the distinct sorting domains of the
sorting endosome.
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Differential sorting of lipids between
EE subcompartments can occur indepen-
dently of Rab GTPases. Elegant studies
by Maxfield and colleagues showed that
different lipid analogs, varying solely in
the length and/or saturation of their
hydrophobic tails, sorted to distinct en-
dosomal compartments. Specifically, lipid
analogs with longer (16-carbon) satu-
rated tails were delivered to LEs, while
those with shorter (12-carbon) satu-
rated tails were mainly found in recy-
cling compartments. This type of sorting
would provide an energetically econom-
ical mechanism for sorting of certain
types of molecules; however, as men-
tioned, protein–protein/protein–lipid in-
teractions most likely provide additional
modulation of these events.

5.2
Recycling Endosomes

In addition to membrane lipids, certain
membrane receptors are also recycled,
which allows for their reuse in further cy-
cles of ligand binding and endocytosis. In
fact, while the lysosomal targeting pathway
is better characterized, more than 90% of
endocytosed material is recycled to the PM.
A classic example of a recycling membrane
protein is the transferrin receptor (TfR).
This receptor binds iron-bound transfer-
rin at the cell surface, and following the
release of iron in the mildly acidic sorting
endosome, the iron-free TfR-transferrin
complex is transported back to the PM.
Owing to clustering in clathrin-coated pits,
approximately 50% of TfR molecules on
the cell surface can be internalized in less
than 5 min, after which TfR is recycled.

Two recycling pathways have been iden-
tified: one in which the majority of en-
docytosed transferrin is returned to the
PM directly from the sorting endosome

through a ‘‘rapid’’ recycling pathway, and
another in which the remaining transfer-
rin accumulates in tubulovesicular struc-
tures located near the microtubule orga-
nizing center, prior to its return to the
surface. These pericentriolar structures
receive cargo within 2 to 5 min of in-
ternalization. They are labeled only with
recycling receptors and not with lysosome-
targeted receptors (or fluid phase markers)
and are slightly more basic than the sort-
ing endosome (pH 6.4–6.5), and were thus
distinguished from the sorting endosome
as recycling endosomes – also known as
the endocytic recycling compartment (ERC).

In contrast to Rab4 (described above),
Rab11 plays an important role in the
‘‘slower’’ recycling pathway to the PM
and colocalizes with Tfn at pericentriolar
recycling endosomes. A novel family of
Rab11-interacting proteins called FIPs
was identified recently, which share little
homology outside of a conserved Rab11
binding domain, and appear to form
mutually exclusive complexes with Rab11
in vivo. Unlike typical Rab effector proteins,
FIPs do not rely on Rab11 for membrane
binding, and it is proposed that these
proteins function to recruit Rab11 to
specific subdomains of the ERC.

5.2.1 Other Proteins Implicated in
Recycling

RME1 A genetic screen in C. elegans
identified Ce-Rme1 as an EH domain
protein required for endocytosis and nor-
mal ERC morphology. Chinese hamster
ovary (CHO) cells, GFP-tagged Ce-Rme1,
and the mouse homolog m-Rme1 (also
called EHD-1) each localize to the PM and
transferrin-positive vesicles, but primarily
concentrate at the perinuclear ERC. m-
Rme1 with a mutation in the N-terminal
nucleotide binding domain (G65R) no
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longer localizes to the ERC, and instead
is cytoplasmic, whereas a mutation near
the EH domain (G429R) not only local-
izes to, but also alters, the morphology of
the ERC. The G429R mutant also retards
both transferrin recycling and recycling of
the protein TGN38, which travels to the
trans-Golgi network (TGN) from the PM
through the ERC.

Rcy1 A visual screen of the viable deletion
strains of Saccharomyces cerevisiae iden-
tified the protein Rcy1, which, through
a fluorescence assay used to measure
real-time recycling in yeast, was demon-
strated to be required for recycling of PM
lipids and proteins. Interestingly, Rcy1
contains an F-box motif, which is impli-
cated in facilitating an interaction between
target proteins and the ubiquitin ligase,
SKP1/cullin/F-box (SCF). The precise con-
nection between Rcy1, SCF, and recycling
remains to be determined, but it is a com-
pelling prediction given the multiple roles
for ubiquitin in regulating endocytosis at
many levels.

5.3
Transport from Early Endosomes

Transport of material along the endoso-
mal pathway occurs in two ways. During
vesicular transport, material is exchanged
between relatively stable endosomal or-
ganelles in the form of intermediate
vesicles. There is evidence to suggest that
membrane protein transport from sorting
endosomes to recycling endosomes occurs
simply by default, following bulk lipid
flow. However, numerous studies also
provide convincing evidence to support
tubulovesicular-mediated transport mech-
anisms. A recent study identified a sizeable
pool of vesicles called endocytic small vesi-
cles (ESVs) that derive from the EEs and

are involved in recycling. At steady state,
these vesicles labeled neither with sorting
endosomal markers like Rab5 and EEA1,
nor with the recycling endosome marker
Rab11, contained Rab4, the v-SNARE cel-
lubrevin, and recycling membrane pro-
teins (e.g. TfR). The presence of Rab4
in ESVs is intriguing, since Sönnichsen
et al. found that this GTPase preferentially
localizes to tubular regions of the sorting
endosome, where recycling material is pro-
posed to segregate. A role for coat proteins
in the formation of the ESVs has not been
clear, and preliminary data suggested that
ESV formation also may not involve Arf
GTPase-mediated coat recruitment. ESVs
may serve as transport vesicles for recy-
cling material from the sorting endosome
to either the recycling endosome or directly
to the PM.

In contrast to distinct carriers such as
ESVs that traffic from sorting to recycling
endosomes, EE to LE traffic occurs via
maturation, in which lysosomally targeted
ligands remain associated with sorting en-
dosomes, which eventually mature into
later compartments through acidification
and removal of material that is recycled
to earlier compartments. In vitro stud-
ies by Gruenberg and colleagues showed
a requirement for the coatomer protein
complex (COPI) in the maturation of early
to late endosomes via intermediate com-
partments (or perhaps, distinct transport
intermediates) called endocytic carrier vesi-
cles (ECVs). COPI, which is recruited by
ARF1 GTPase, is better known for its
functions in the early secretory pathway.
COPI consists of seven proteins (α, β,
β ′, γ , δ, ε, and ζ ), and most but not
all of these components are required for
ECV formation. ECV biogenesis also ap-
pears to require endosomal acidification,
and COPI/ARF1 association with EEs is
pH dependent. Endosomal acidification
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is mediated by a vacuolar H+-ATPase.
It is proposed that acidification controls
EE functions by stimulating assembly of
COPI coats, possibly through a special-
ized transmembrane pH sensor protein.
The physiological consequences of defec-
tive endosomal acidification are discussed
in Sect 12.

Other studies suggest that EEs may con-
tain two distinct populations of clathrin
coats: one involved in budding from tubu-
lar structures to form recycling vesicles,
and the other, a flat clathrin coat in-
volved in sorting cargo for lysosomal
targeting. This finding illustrates the mul-
tiple roles a single protein can play
in the endocytic pathway and the com-
plexity of cargo sorting and transport
mechanisms.

6
Endocytosis in Polarized Epithelial Cells

Polarized epithelial cells have biochemi-
cally distinct PM domains at their apical
and basolateral surfaces that are separated
by tight junctions that form a diffusion
barrier between the surfaces. Since ap-
proximately 50% of a typical epithelial cell
surface is endocytosed per hour, correct
polarized sorting in the endocytic path-
way is crucial for maintenance of cell
polarity. Studies with Madin–Darby ca-
nine kidney (MDCK) cells confirmed that
epithelial cells are able to internalize ma-
terial from both apical and basolateral
PM domains, which is directed to distinct
sets of endosomal organelles. Endosomes
found in polarized cells include apical
early endosomes (AEE) and basolateral
early endosomes (BEE), apical recycling
endosomes (ARE), a distinct subapical
compartment (SAC) in hepatocytes, and
a common endosome (CE).

6.1
Trafficking Pathways

A current model for endocytic trafficking
in polarized epithelial cells is depicted
in Fig. 4, where specific Rab GTPases
known to be associated with each compart-
ment are noted. Basolaterally internalized
material, including membrane and fluid,
first enters the BEE (pH 5.8). Both recy-
cling (e.g. TfR-Tf) and transcytosing (e.g.
pIgR-IgA; see Sect. 6.3) materials are then
transported to the CE, while material des-
tined for degradation (e.g. fluid phase
markers, LDL, and EGF (epidermal growth
factor)) is transported to the LEs. The CE,
also known as the common recycling endo-
some, has a tubular morphology and serves
as a nexus between apical and basolateral
membrane traffic. A role for clathrin and
a class of epithelial cell-specific adaptor
proteins has been demonstrated for the
exit of basolateral recycling material from
the CE.

Apically internalized material is first
delivered to the AEE. From the AEE,
material can travel to the ARE for recycling,
to the CE for transcytosis, or to the
LE/lysosome for degradation. Rab11 and
its effector Rip11 have been implicated
in apical recycling. Studies with MDCK
cells show that the majority of apically
internalized fluid phase markers is either
recycled or transcytosed, which may be
a reflection of the dependence of apical
endocytosis on the GTPase ARF6 and its
exchange factor, ARNO (ARF nucleotide
binding site opener). In contrast, the
majority of basolaterally internalized fluid
phase marker accumulates in LEs and
lysosomes. These differences in endocytic
trafficking pathways among the apical and
basolateral surfaces are essential for the
maintenance of function and polarity in
epithelial cells.
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Fig. 4 Endocytic traffic in polarized epithelial cells. Internalization can
occur either from the apical or basolateral surface. Internalized material
is first delivered to either the AEE or BEE. From the AEE, material can
recycle (via the ARE), transcytose (via the CE), or be delivered to the
LEs and lysosomes. At the BEE, recycling, transcytosing, and
lysosome-directed material are sorted from one another. Recycling
from the BEE occurs via the CE. Transcytosing material is delivered
from the BEE to the CE, then to the ARE, while lysosome-directed cargo
can enter the LE directly from the BEE. Roles for the cytoskeleton (actin
or microtubule) are depicted for each step wherever possible, as are
resident Rab GTPases.
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6.2
Regulation of Endocytosis in Polarized
Epithelia

Clathrin-mediated endocytosis (CME) oc-
curs at both apical and basolateral surfaces;
however, there are some differences ob-
served between the two subdomains, as
already noted above. Studies have also
demonstrated differential roles for dy-
namin in endocytosis at either surface.
Two isoforms of dynamin, dyn1 (primarily
neuronal) and dyn2 (ubiquitous), differen-
tially localize when expressed in MDCK
cells; dyn1 functions at the apical surface,
while dyn2 functions at the basolateral
surface.

The cytoskeleton plays an important
role in endocytic traffic at both mem-
brane domains of polarized epithelial cells.
Microtubules, which allow rapid (∼1 µm
s−1) movement over long distances, have
been implicated in vesicular transport be-
tween AEEs and AREs, between AEE/BEEs
and LEs, between BEEs and the CE, and
during basolateral to apical transcytosis.
Actin filaments, which are shorter and
support slower movements (0.1 µm s−1),
also play an important role in endocy-
tosis. Studies with the actin-perturbing
drug cytochalasin D show that apical en-
docytosis is inhibited, while basolateral
endocytosis is unaffected. Interestingly,
the actin filament stabilizer, jasplakino-
lide, stimulated basolateral endocytosis,
but did not affect apical endocytosis; this
may reflect a difference between the dy-
namic properties of apical and basolateral
actin pools. Differential cytoskeletal de-
pendencies may also underlie differences
in internalization rates between the two
domains; CME at the apical surface oc-
curs at 20% of the rate (per unit surface
area) of that found at the basolateral
surface.

6.3
Transcytosis: the IgA Example

The movement of material between the
apical and basolateral membrane domains
is called transcytosis. This process was
first shown to transport immunoglobu-
lins (IgG, IgA, and IgM) across epithelial
sheets, moving them from the blood into
the lumen of the gut to prevent pathogenic
invasion of mucosae. Transcytosis is also
used to deliver maternal IgG in milk from
the gut epithelium to the circulatory sys-
tem of newborns, and is now known to be
a major mechanism by which a variety of
macromolecules are delivered to apical sur-
faces. The transcytotic pathway of the poly-
meric Ig receptor-dimeric IgA (pIgR-dIgA)
complex has been extensively studied and
is presented here as an example.

Dimeric IgA (dIgA) is the major im-
munoglobulin found in mucosal secre-
tions; it is synthesized and secreted by B
lymphocytes and then transcytosed across
the epithelial cell layer for incorporation
into mucus. dIgA first binds the pIgR, lo-
cated on the basolateral surface (in contact
with the blood) of mucosal epithelia. The
complex is then endocytosed via clathrin-
coated pits, followed by delivery to the
BEE. From here, pIgR-dIgA travels to the
CE; however, it is presently unclear from
this point whether the complex is delivered
directly from the CE to the apical surface,
or whether it must first enter the ARE. At
the apical surface, pIgR is proteolytically
cleaved by a thiol-dependent protease, re-
leasing the extracellular portion of the pIgR
still bound to dIgA into secretions.

7
MVBs and the Late Endosomal System

For material destined for degradation,
processing, or further sorting, the next
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step in the endocytic pathway is the late
endosomal system, which comprises jux-
tanuclear, prelysosomal organelles that
typically receive cargo within 5 to 30 min
following endocytosis. Late endosomes
are the major intersection of the biosyn-
thetic and endocytic pathways. As for
EEs, LEs are a network of subcompart-
ments consisting of spherical organelles,
0.4 to 0.7 µm in diameter, often contain-
ing small luminal vesicles. Though the
majority of degradation occurs in lyso-
somes, evidence suggests that a significant
amount of degradation can occur in LEs.
LE organelles are variously referred to as
endocytic carrier vesicles, late endosomes,
multivesicular endosomes and multivesic-
ular bodies (MVBs), and multilamellar
bodies. There is still debate about the
temporal relationship and defining char-
acteristics of each of these compartments.
General characteristics of MVBs/LE are de-
picted in Fig. 5(a). Like MVBs, LEs contain
luminal vesicles; the limiting membrane
is relatively depleted of cholesterol and
sphingomyelin, while the internal vesicle
membranes are highly enriched in lysobis-
phosphatidic acid (LBPA). Its hydropho-
bicity and propensity to bend membranes
implicates LBPA in the formation of LEs.
PI3P is also found on the inner mem-
branes of LEs, mainly in regions poor
in LBPA.

7.1
Late Endosomes

In addition to endocytosed cargo, LEs
also receive traffic from the TGN con-
sisting of an assortment of newly syn-
thesized lysosomal acid hydrolases and in-
tegral membrane glycoproteins. Mannose-
6-phosphate Receptors (MPR) sequester
mannose-6-phosphate-tagged, soluble ly-
sosomal hydrolases at the TGN, and

mediate their sorting into CCVs. GGAs
interact with the cytosolic tails of MPRs
to coordinate this sorting. It is likely that
these TGN-derived vesicles first travel to
EEs before entering LEs. Consistent with
this, the GGAs were shown recently to
interact with a Rababtin-5/Rabex-5 com-
plex on EEs. Thus, GGAs may not only
be important for cargo selection but also
for proper targeting. In contrast, newly
synthesized lysosomal integral membrane
proteins (LAMPs, LIMPs, and Igps) may
travel directly to LEs through association
with AP-3 complex at the TGN.

7.2
Sorting into MVBs

A defining feature of the MVBs is their
luminal vesicles. These vesicles form by
selective incorporation of a subset of pro-
teins on the limiting membrane of the
MVB into small vesicles that invaginate
into the lumen, forming luminal vesicles
(see Fig. 5(b)). The MVB pathway is re-
quired for delivery of both biosynthetic and
endocytic membrane proteins to the yeast
vacuole. The sorting of specific membrane
proteins into luminal vesicles is an impor-
tant pathway for proteolytic processing and
degradation of membrane proteins, but
also delivers certain vacuolar hydrolases
that become active only after being sorted
and processed by this pathway. Genetic
studies in yeast have provided significant
insight into the mechanisms underlying
MVB formation, through the identifica-
tion of a subset of vacuolar protein sorting
(vps) mutants that accumulate an exagger-
ated LE termed the ‘‘class E compartment.’’
Recently, members of the class E vps fam-
ily have been implicated in mediating
vesicular sorting into the MVB. Vps23,
Vps28, and Vps37 form a 350-kDa com-
plex, termed the endosomal sorting complex
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Fig. 5 Structure and sorting of MVB/late endosomes. (a) MVB/late endosomes
comprise a network of membrane-bound, spherical structures. These organelles are
dynamic and at any point may be involved in fusion with traffic from the early endosome
(via Rab7) and the TGN (via Rab9), involution of their limiting membranes to form
luminal vesicles, or recycling of limiting membrane components. PI3P localizes to
limiting membranes, while LBPA localizes to luminal membranes. (b) Sorting into MVB
luminal vesicles is mediated by the ESCRT complexes (I, II, and III). Sorting cargo may
include PM receptors or biosynthetic material (e.g. CPS). Ubiquitylation serves as a
signal for recognition of cargo by ESCRTs; however, deubiquitylation occurs prior to
actual internalization into luminal vesicles.

required for transport (ESCRT-I). Vps23
contains a ubiquitin conjugating (UBC)-
like domain that is required for its function
and is proposed to bind to ubiquity-
lated proteins. Studies have confirmed that
ubiquitylation of cargo is important for its

sorting into MVB luminal vesicles in yeast.
The mammalian homolog of Vps23 is en-
coded by the tumor susceptibility gene 101
(tsg101), which also contains a UBC-like
domain. tsg101 mutants recycle the epider-
mal growth factor receptor (EGFR) rather
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than targeting it to lysosomes, resulting in
excessive growth factor signaling, which
may explain why these mutant mice are
prone to developing tumors (see Sect. 12.4
below).

Two more yeast ESCRT complexes
(ESCRT-II and ESCRT-III) were iden-
tified through analysis of physical and
genetic interactions among the remain-
ing uncharacterized class E Vps proteins.
ESCRT-II is a stable 155-kDa complex
formed by Vps22, Vps25, and Vps36,
while the ESCRT-III complex forms only
upon membrane recruitment and con-
sists of two subcomplexes: Snf7/Vps20
and Vps2/Vps24. In the current model
for sorting into and formation of luminal
vesicles, Vps27 associates with PI3P and
ubiquitylated cargo. This in turn is thought
to promote the sequential recruitment and
activation of the ESCRT-I and ESCRT-II
complexes, which interact with and pro-
mote the assembly of a large oligomer of
ESCRT-III on the membrane. The activity
of the ESCRT complexes together results
in concentration of cargo into membrane
invaginations on the MVB limiting mem-
brane that buds inwardly to form luminal
vesicles. Interestingly, in some cell types,
HIV virus recruits ESCRT-I during a late
stage in its budding from the cell surface.
Consistent with this, each of the Class E
VPS genes has a homolog in mammalian
cells.

A model for sorting biosynthetic and en-
docytic cargo into the MVB is depicted in
Fig. 5(b). Carboxypeptidase S (CPS) is a
biosynthetic cargo of the yeast MVB path-
way. It is first synthesized as a type II
integral membrane protein, termed pre-
cursor CPS (pCPS), and is sorted into
MVB luminal vesicles. Following fusion of
the limiting membrane of the MVB with
the vacuole and delivery of pCPS vesicles
into the vacuolar lumen, pCPS is cleaved

from its transmembrane anchor to yield
a mature, soluble enzyme (mCPS). Ubiq-
uitylation of the cytosolic tail is thought
to be the signal responsible for determin-
ing that a transmembrane protein will be
sorted into an MVB luminal vesicle. As
mentioned earlier, ubiquitylation of cer-
tain membrane receptors at the cell surface
precedes their internalization, and they
are believed to remain ubiquitylated un-
til their sorting into MVBs. In yeast, this
ubiquitylation is mediated by the ubiqui-
tin ligase, Rsp5 (homolog of mammalian
Nedd4). It was recently demonstrated that
the ubiquitin ligase, Tul1, ubiquitylates
CPS and other biosynthetic cargos for
MVB sorting. Interestingly, membrane
proteins that contain polar residues in
their transmembrane domains are also
favored for sorting into MVBs. Prior to
their inclusion into MVB luminal vesicles,
biosynthetic and endocytic cargo are deu-
biquitylated by the ubiquitin isopeptidase,
Doa4, thereby recycling ubiquitin into the
cytoplasm.

8
Last Stop: the Lysosome

Lysosomes – spherical, electron-dense or-
ganelles of ∼0.5 µm diameter – are the
major degradative compartment in the
cell, and represent the final destination
for endocytosed material. These organelles
were discovered about 50 years ago, be-
fore the early endosomal compartments
of the clathrin-dependent endocytic path-
way were recognized. A major distinction
that defines the difference between lyso-
somes and LEs is that lysosomes lack
the MPR, which cycles between the TGN
and LEs. However, some studies suggest
that LEs and lysosomes are in dynamic
equilibrium.
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8.1
The Lysosome Biogenesis Controversy

The mechanism underlying lysosome for-
mation has been a controversial issue for
many cell biologists. Early studies pro-
posed that lysosomes formed from the

Golgi; however, it is now believed that
these organelles derive from endosomal
compartments. The three main hypothe-
ses proposed for lysosome biogenesis are
depicted in Fig. 6. The vesicular transport
model is based on membrane trafficking
events used in other steps of the endocytic

I. Vesicular transport

II. “Kiss and run”

III. Formation of hybrid organelle via direct fusion

Endosome Lysosome

Endosome Lysosome

Hybrid organelle

Endosome Lysosome

Lysosome

Fig. 6 Models for late endosome–lysosome fusion. Three models
exist for late endosome–lysome fusion. (a) Vesicular transport:
proposes that late endosomes and lysosomes are stable
compartments that receive cargo via fusion with small transport
vesicles. There is no experimental evidence to support this model.
(b) Kiss and run: transfer of luminal cargo occurs via repeated
fusion and fission cycles between LEs and lysosomes. LEs and
lysosomes are stable structures, and fusion occurs through
transient fusion pores. (c) Direct fusion with formation of a hybrid
organelle: fusion between LEs and lysosomes forms a stable hybrid
organelle exhibiting intermediate characteristics. There is
experimental evidence to support this model.
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and secretory pathways and proposes that
LEs and lysosomes are stable compart-
ments that receive cargo via fusion with
small transport vesicles. While this most
likely occurs earlier in the endocytic path-
way, there is still no evidence to support
this model at later stages.

Another model called kiss and run in-
volves repeated fusion and fission cycles
between LEs and lysosomes to allow trans-
fer of luminal cargo. This mechanism,
proposed by Storrie and Desjardins, was
used to explain the differences observed
for soluble versus membrane cargo in the
rates of delivery between LEs and lyso-
somes. The third model, formation of a
hybrid organelle via direct fusion, is best sup-
ported by cell-free, in vitro fusion assays.
When direct fusion was allowed between
LEs and lysosomes, a large diameter,
membrane-bound organelle was formed
with intermediate characteristics between
the two compartments and that con-
tained markers for both LE and lysosomes.
These studies also provided evidence of
LE–lysosome fusion in vivo through elec-
tron microscopic studies in cultured cells.
Also, existence of an LE–lysosome hybrid
organelle was observed in vivo in nor-
mal rat kidney (NRK) cells at steady state,
in which approximately 15% of lysosome
fusion with LEs formed a hybrid compart-
ment. Thus, LE–lysosome fusion may be
the most likely mechanism to occur in vivo.

8.2
Rab7 and Endosome–Lysosome Fusion

Work by Bucci and colleagues has demon-
strated that the Rab7 GTPase plays a key
role in controlling late endocytic traffic.
Rab7 localizes to LE–lysosome structures,
and overexpression of wild type or GTPase-
deficient Rab7 (Rab7Q67L) causes aggre-
gation of lysosomes, while expression of

dominant-negative Rab7T22N causes their
dispersal. A Rab7–GTP binding protein,
Rab-interacting lysosomal protein (RILP),
which colocalizes with lysosomal mark-
ers, was recently identified and is pro-
posed to be an effector protein. Inter-
estingly, in 2001, Jordens et al. showed
that RILP expression induces recruitment
of dynein–dynactin motor complexes to
Rab7-containing LE–lysosome organelles.
As other Rab proteins have been shown
to interact with motor proteins (e.g. Rab5,
Rab6, and Rab27), there may be a general
role for Rabs in regulating motor protein
recruitment to ensure proper directionality
of vesicle transport and fusion.

Formation of LE–lysosome hybrid or-
ganelles in vitro is ATP, cytosol, and
temperature dependent. Cytosol require-
ments include typical fusion machinery
components, including NSF, soluble NSF
attachment proteins (SNAP), and a small
Rab GTPase. On the basis of EE homo-
typic fusion studies, a role for SNAREs
has also been proposed, though specific
SNAREs have yet to be identified. The
proteolipid v0 subunit of the vacuolar H+-
ATPase has also been suggested to form a
fusion pore necessary for homotypic vac-
uole fusion. As mentioned earlier, yeast
genetics have identifed several proteins in-
volved in vacuolar fusion. Class B and C
Vps proteins have been implicated in endo-
some–vacuole fusion, including t-SNARE
machinery (Vam3/Vam7), the Rab GTPase
Ypt7, and various Vps proteins that may
provide tethering activity.

8.3
Hydrolases, Lamps, and Transporters

There are more than 50 endolysoso-
mal hydrolases including proteases, nu-
cleases, glycosidases, lipases, and phos-
phatases. Most of these enzymes, like
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the yeast vacuolar CPS, are synthesized
as precursors that are glycosylated in
the ER/Golgi – which may protect them
from destruction – followed by removal
of a prodomain upon delivery to the
lysosome, which generates the mature en-
zyme. These enzymes are also active only
at acidic pHs, and the lysosome lumen
is maintained at ∼pH 5.0 by vacuolar
H+-ATPase and a redox chain that uses
cytoplasmic NADH as an electron donor
and oxygen as the final electron acceptor.

LAMPs (lysosomal-associated memb-
rane protein) are the major integral mem-
brane protein constituents of the lysoso-
mal membrane, making up ∼50% of the
total membrane protein in this organelle.
LAMP-1 and LAMP-2 are evolutionarily re-
lated type I membrane proteins that have
long luminal domains and short cytoplas-
mic tails which contain lysosome sorting
signals. One role of these proteins may be
to protect lysosomes from self-hydrolysis
and/or prevent escape of hydrolases into
the cytoplasm.

Export of proteolysis products, which
are recycled for use in anabolic reactions,
occurs mainly via transporters. In addi-
tion to amino acid transporters, those for
carbohydrate monomers, ions, and nucleo-
sides have also been reported. The cysteine
transporter is an interesting example. This
transporter regulates the flux of cysteine
into, rather than out of lysosomes, and its
activity may be pH dependent. Cysteine is
proposed to serve in regulating the redox
potential of lysosomes, as certain enzymes
require reducing conditions to be active.

8.4
Secretory Lysosomes

While regulated secretion has long been re-
garded as unique to specific cell types, the
recent finding that conventional lysosomes

can fuse with the PM has changed the
traditional view of these organelles. Lyso-
somes that act as Ca2+-dependent se-
cretory granules have been observed in
hematopoietic cells such as platelets, neu-
trophils, macrophages, and cytotoxic T
lymphocytes (CTLs). Ca2+-regulated secre-
tion of conventional lysosomes has now
been observed in a number of cells, and
may serve, in part, to expel undigested lyso-
somal contents to prevent accumulation of
cellular debris.

9
Parasites and the Endocytic Pathway

The endocytic pathway presents several
hurdles that parasites must overcome in
order to invade and survive successfully
in their hosts. First, intracellular parasites
must penetrate the PM of the cell,
then avoid destruction by the hydrolytic
lysosome, and finally, the parasite must
employ strategies to evade the immune
system. The diversity of intracellular
parasites is paralleled by the wide array
of solutions to these challenges.

Most commonly, the parasite chooses a
professional phagocytic cell as a host, and
uses phagocytosis for internalization. For
example, the bacterial pathogen Salmonella
induces robust phagocytosis upon contact-
ing the surface of a macrophage. Other
bacteria such as Listeria bind to the PM and
‘‘zipper up’’ a membrane compartment
around themselves as they dive into the
cytoplasm. In contrast, much larger proto-
zoan parasites have resorted to strategies
that involve the recruitment of intracellular
membranes, ranging from granules, ER,
recycling endosomes, or lysosomes, each
of which can contribute membranes to the
forming parasitiphorous vacuole through
fusion with the PM at the point of entry.
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Exciting recent evidence suggests that the
ER plays a more generally utilized role in
phagocytosis, and this finding provides sat-
isfactory explanations for many previously
puzzling questions. In this new model
for the mechanism of pathogen internal-
ization, the ER provides the bulk of the
membrane that envelops the pathogen.
Under circumstances in which the PM
area is insufficient, the ER is an abundant
membrane-rich organelle that can supple-
ment the PM for the purpose of covering
the pathogen with a lipid bilayer. This also
explains how many pathogens can escape
degradation by the endolysosomal path-
way; the ER is on the biosynthetic pathway
and thus the precursor forms of degrada-
tive hydrolases are inactive in this com-
partment. Finally, an ER-dependent com-
ponent to phagocytosis potentially explains
the source of the ER-resident protein cal-
reticulin at the surface of many cells, and
also suggests a mechanism for MHC (ma-
jor histocompatibility complex) Class I pre-
sentation of exogenously derived peptides.

In other cell types such as neutrophils,
an ER-independent mode of pathogen up-
take via phagocytosis predominates. In this
case, some pathogens have devised various
clever strategies to avoid being destroyed
upon delivery to the hydrolytic lysosome.
For instance, some pathogens synthesize
factors that prevent the maturation of the
endosomal compartment they occupy, oth-
ers convert their compartment to one of a
completely novel identity, and still oth-
ers escape the membranous compartment
entirely and spend their lives swimming
naked in the cytosol. Access to nutrients
is a concern, and some parasites often
introduce transporters or pores into the
membrane of the parasitiphorous vacuole
to allow for diffusion of small molecules
such as sugars, nucleotides, and amino
acids from the host cytoplasm.

The protozoan parasite, Trypanosoma
cruzi, has adopted an alternative strategy
that allows it to use nearly any cell type as
a host, not just professional phagocytes.
Upon interaction with the PM of the
host cell, T. cruzi recruits lysosomes to
the cell periphery and induces a Ca2+
signal that triggers local fusion of the
lysosomes with the PM (see Sect. 8),
followed by entry of T. cruzi into the
cell. This mechanism of internalization
explains how T. cruzi internalization can
occur in cells treated with the actin-
disrupting agent, cytochalasin D, which
blocks phagocytosis. Once inside the cell,
a brief exposure to the acidic pH within the
lumen of the lysosome-like compartment
induces T. cruzi to proceed through its
developmental cycle, culminating in its
entry into the cytoplasm where it divides
and spreads to other cells.

10
Exosomes

Lysosomes are not the only organelles of
the later endocytic pathway that can fuse
with the PM; MVBs can also undergo exo-
cytosis. When an MVB containing luminal
vesicle fuses with the PM, the ‘‘secreted’’
luminal vesicles are referred to as exo-
somes. While detailed studies of these small
membrane vesicles are still in their in-
fancy, exosomes have generated a great
deal of excitement in recent years, primar-
ily due to their potential therapeutic roles
in stimulating immune responses. Exo-
somes were first identified in maturing
reticulocytes, which are anucleate and de-
void of most intracellular organelles. The
release of exosomes provides a mechanism
for removing extraneous membrane and
transmembrane proteins, such as TfR, to
form a mature red blood cell.
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It is known that many cell types secrete
exosomes, but the physiological role is not
yet understood in most cases. In contrast,
the role for the exosomes secreted by CTLs
is better characterized. It appears that CTLs
package perforin and granzymes into ex-
osome membranes for secretion into the
immunological synapse formed between
the CTL and the target cell it will kill. Many
questions persist about exosomes, includ-
ing their in vivo function, and the circum-
stances under which the MVB-containing
exosomes fuse with the PM rather than
the lysosome. One recent study suggests
that as immature dendritic cells become
activated, a pathway is stimulated that de-
livers MHC II-containing organelles (likely
exosomes) to the immune synapses.

The greatest degree of excitement sur-
rounding exosomes is derived from their
potential use as an antitumorigenic ther-
apy – exosomes purified from B cells or
dendritic cells can stimulate CTLs, and
clinical trials suggest that they may be
an effective adjuvant for antitumor immu-
nizations. On a different note, exosomes
have also been proposed to play impor-
tant roles in developmental events in
Drosophila, including establishing mor-
phogen gradients and in proteolytic pro-
cessing and activation of complicated lig-
and/receptor partners like Delta/Notch, in
which each participant is a transmem-
brane protein.

11
Endocytosis and Signaling

11.1
Regulated Endocytosis of Signaling
Receptors

Many signaling receptors are rapidly en-
docytosed after ligand-induced activation,

such as the EGF receptor tyrosine ki-
nase (EGFR) and the beta-2 adrenergic
G-protein-coupled receptor (β2AR), which
are endocytosed by clathrin-coated pits.
There is also evidence for regulated en-
docytosis of certain signaling receptors
via clathrin and/or dynamin-independent
mechanisms. Coated pits and vesicles can
contain a mixture of signaling receptors,
endocytosed in a ligand-regulated manner,
and constitutively endocytosed receptors,
such as LDL and the TfRs. This led to the
proposal that a major mechanism by which
endocytosis of signaling receptors is reg-
ulated is by ligand-dependent association
with constitutively formed clathrin-coated
pits. This hypothesis is consistent with
many observations and with the pro-
posed biochemical mechanism of β2AR
endocytosis, in which nonvisual (β-) ar-
restins function as adaptor proteins link-
ing ligand-activated and phosphorylated
receptors with the clathrin-coat structure.
However, there are some data suggest-
ing that signaling receptors endocytose
via a subpopulation of clathrin-coated pits,
modify the properties of the coated pits in
which they are concentrated, or, in some
cases, actually promote the formation of
new coated pits de novo. Therefore, the de-
gree to which signaling receptors function
as ‘‘inert’’ endocytic cargo or regulate the
endocytic machinery in some way remains
a controversial issue.

11.2
Functional Consequences of Signaling
Receptor Endocytosis

11.2.1 Receptor Downregulation
One function served by regulated endocy-
tosis of signaling receptors is to rapidly
reduce the number of surface recep-
tors accessible to extracellular ligands. In
this way, ligand-induced endocytosis is



Endocytosis 211

proposed to serve as a negative feedback
mechanism to attenuate (or ‘‘downregu-
late’’) cellular responsiveness. Downreg-
ulation EGFR signaling involves ligand-
induced endocytosis of receptors followed
by sorting in MVBs and subsequent de-
livery to lysosomes. Sorting of internal-
ized EGFR in MVBs is mediated by a
ubiquitin-dependent mechanism involv-
ing mammalian homologs of the yeast
class E Vps proteins. Experimental manip-
ulations and naturally occurring mutations
that disrupt EGFR sorting by this mech-
anism result in enhanced growth factor
signaling and contribute to tumorigenesis
(see Sect. 12.4).

11.2.2 Receptor Resensitization
The functional activity of certain G-
protein-coupled receptors, such as the
β2AR, can be attenuated rapidly by recep-
tor phosphorylation occurring in the PM,
without requiring endocytosis. Ligand-
induced endocytosis of the β2AR is
proposed to promote the recovery (or
‘‘resensitization’’) of receptor signaling
activity, in contrast to the prolonged at-
tenuation of the cell signaling charac-
teristic of downregulation, by delivering
phosphorylated receptors to an endosome-
associated phosphatase and then to a
rapid recycling pathway through which
dephosphorylated receptors are returned
to the PM in a fully functional state.
Nevertheless, ligand-induced endocytosis
of many G-protein-coupled receptors (in-
cluding the β2AR under some conditions)
can also lead to receptor trafficking to
lysosomes and a more prolonged down-
regulation of cell signaling. Thus, the
degree to which ligand-induced endocy-
tosis via CCVs mediates the function-
ally opposite processes of resensitization
or downregulation depends critically on

the sorting of internalized receptors be-
tween divergent downstream membrane
pathways.

11.2.3 Signaling from Endosomes
In addition to modulating the number or
functional activity of signaling receptors
in the PM, there is accumulating evidence
that certain receptors actually signal from
the endosome membrane. Early support
for this hypothesis came from biochemical
studies suggesting that endocytic vesicles
containing internalized receptor tyrosine
kinases (such as insulin and EGF re-
ceptors) are associated with cytoplasmic
proteins that mediate downstream signal
transduction from these receptors (such as
Grb2 and Src), and more recent studies us-
ing fluorescence resonance energy transfer
(FRET) imaging indicate that these pro-
teins interact on the endosome membrane.
Functional support for this idea comes
from studies of neurotrophin signaling via
the TrkA receptor tyrosine kinase, which
suggest that ‘‘signaling endosomes’’ con-
taining activated receptors and associated
signaling molecules carry the receptor-
mediated signal for long distances (up
to 1 m in certain sensory neurons) from
the site of initial receptor activation (in
distal axons) to the site of specific ef-
fectors (in the cell body) that regulate
the expression of genes controlling cell
survival.

12
Some Diseases of the Endocytic Pathway

As described earlier, pathogens can exploit
the endocytic machinery to gain access
into host cells, causing disease. However,
a number of genetic diseases result in
defects along the endocytic pathway. A few
of these diseases are described below.
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12.1
Hypercholesterolemia

The majority of the cholesterol required for
PM synthesis is acquired through receptor-
mediated endocytic uptake. Sixty-five to
seventy-five percent of plasma cholesterol
is bound to protein in the form of LDL
particles for transport through the blood
stream, and cells then take up cholesterol
via LDLRs. Once in the endosomes, the
acidic pH dissociates LDL from its recep-
tor. LDLRs are sorted for recycling, while
LDL particles are sorted into the degra-
dation pathway. In lysosomes, cholesteryl
esters in the LDL particles are hydrolyzed
to free cholesterol, which exits the lyso-
somes and is available to the cell for new
membrane synthesis. Disruption of LDLR-
mediated endocytic uptake of cholesterol
leads to accumulation of elevated blood
cholesterol levels, which can cause forma-
tion of atherosclerotic plaques in blood
vessels and can lead to strokes and heart
attacks. One in 300 to 500 individuals
suffers from heterozygous familial hyper-
cholesterolemia (FH), which is associated
with mutations in the LDLR gene, as
was described earlier. FH patients exhibit
abnormally high blood cholesterol levels
from birth, throughout adulthood, and of-
ten suffer from coronary artery disease and
atherosclerosis. A rare autosomal reces-
sive form of hypocholesterolemia (ARH)
phenotypically resembles FH, but is not
due to mutations in LDLR. Recently, the
ARH gene was mapped and identified as
a putative adaptor protein that contains
a phosphotyrosine binding domain (PTB)
and interacts directly with the clathrin en-
docytic machinery. Similar to AP-2, ARH
binds to phosphoinositides and clathrin;
however, unlike AP-2, ARH can also rec-
ognize the LDLR internalization signal,
Asn-Pro-X-Tyr (NPXY), through its PTB

domain. It is proposed that ARH per-
forms an adaptor function similar to AP-2
for LDLR, and its malfunction disrupts
LDL-cholesterol traffic, leading to hyperc-
holesterolemia.

12.2
Defects in Endosomal Acidification and
Proximal Tubulopathies

A major function of the proximal tubules
of the kidney is filtering hundreds of mil-
ligrams of plasma proteins (e.g. albumin
and low molecular weight (LMW) pro-
teins), which enter the filtrate via the
glomeruli. Since human urine is normally
devoid of significant amounts of protein,
the reabsorption of proteins by receptor-
mediated endocytosis plays an essential
role in protein, vitamin, and hormone
homeostasis, as well as in the recovery
of amino acids. Lignac-de Toni-Debre-
Fanconi syndromes (Fanconi syndromes)
are disorders that result from the pri-
mary dysfunction of the proximal tubule
with varying etiologies, but all exhibit de-
fective renal tubular protein reabsorption
and tubular proteinuria. These defects are
thought to be due primarily to defects
in receptor-mediated endocytic pathway in
proximal tubules. The apical endocytic ap-
paratus of proximal tubule epithelial cells
plays a vital role in the reabsorption and
degradation of material from the filtrate.
Critical to this endocytic process is endo-
somal acidification, perturbation of which
leads to pathophysiological dysfunction,
often resulting in urinary wasting of LMW
proteins, electrolytes, and solutes.

The two apical receptors, megalin and
cubulin, have been implicated in receptor-
mediated endocytosis of ligands such as in-
sulin, HDL, albumin, and vitamin-binding
proteins. Indeed, megalin and cubulin
knockout mice are defective in tubular



Endocytosis 213

reabsorption, excrete LMW proteins and
vitamins in their urine, and are used as
animal models for Fanconi syndromes.
Proper recycling of megalin and cubulin
requires endosomal acidification machin-
ery including the vacuolar H+-ATPase
and CLC-5 chloride ion channels, since
dissociation of receptor from ligand in en-
dosomes occurs at low pHs, and is required
for receptor recycling. Recently, a con-
nection between endosomal acidification
and the Arf6 GTPase/ARNO coat protein
factors was identified. Though the pre-
cise correlations remain to be determined,
Arf6 and ARNO colocalize with vacuolar
H+-ATPase in the apical endosomes of
proximal tubules in a pH-dependent man-
ner, a localization that overlaps with that
of megalin, Rab5, and Rab11.

12.3
Lysosomal Dysfunction

Numerous diseases occur as a result of
lysosomal abnormalities. In fact, muta-
tions causing lysosomal enzyme deficien-
cies account for approximately 40 different
disorders collectively called Lysosomal Stor-
age Diseases (LSDs). In many cases, lyso-
somal defects lead to an increase in the
size and number of lysosomes, eventually
causing malfunction of the affected organ
or organs. All LSDs are serious conditions,
and most are fatal, resulting in death in
infancy or early childhood. Many LSDs are
associated with neurodegeneration, and
lead to severe clinical manifestations such
as mental retardation, progressive cogni-
tive decline, and inappropriate behaviors.
Interestingly, these conditions are also
phenotypic of common age-related neuro-
logical disorders such as Alzheimer’s and
Parkinson’s disease. In fact, it is believed
that, since total cellular lysosomal capacity

is reduced with brain aging, lysosomal ab-
normalities may contribute to age-related
neuropathogenesis.

12.4
The Cancer Link

The importance of endocytosis in the
downregulation of signaling complexes
implies, perhaps, obvious connections to
cancer. The ErbB family of receptor ty-
rosine kinases (RTKs) consists of trans-
membrane receptors including EGFR,
Neu/ErbB-2, ErbB-3/HER3, and ErbB-
4/HER4. These signaling receptors are
involved in epithelial development, re-
newal, and remodeling, and thus, are
major regulators of cell proliferation. c-
Cbl is a large, multimodular cytoplasmic
protein involved in endocytosis that binds
phosphorylated EGFR via an N-terminal
tyrosine kinase binding domain. c-Cbl is
also an E3 ubiquitin ligase, and ubiqui-
tylates EGFR prior to clathrin-coated pit
formation; however, it also colocalizes with
EGFR in MVB luminal vesicles. Inter-
estingly, c-Cbl was originally identified
as the cellular form (hence the ‘‘c’’) of
viral-Cbl (v-Cbl), a transforming protein
of the Cas NS-1 retrovirus. v-Cbl con-
tains only the N-terminal region of c-Cbl,
which binds to but does not ubiquitylate
EGFR; this causes EGFR to be constitu-
tively recycled rather than degraded, and
leads to enhanced signaling and oncogenic
transformation.

A link to cancer is found in several
other endocytic proteins. Chromosomal
translocations leading to fusions between
three different endocytic proteins and
ALL1/HRX-related gene products have
been linked to hematopoietic cancers. A
fusion between the C-terminal EH domain
of AF-1p (the human ortholog of murine
Eps15) with the N-terminus of ALL1/HRX
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is implicated in two myeloid leukemias. A
similar fusion between the N-terminus of
ALL1/HRX and the C-terminal domain
of SH3p8 (endophilin) occurs in an
acute myeloid leukemia. Finally, a fusion
containing the full-length CALM protein
(ubiquitously expressed AP180 homolog)
with its last four amino acids replaced by
amino acids 87–1027 of the AF10 gene
product (a putative transcription factor)
was identified in a lymphoma cell line.

13
Conclusion

The complexity of the endocytic pathway
includes requirements for many protein
components and numerous membrane
compartments, the selection and sorting
of cargo that occurs at each step along
the pathway, and the intricate regulation
of these events that ultimately determines
cellular physiology and responses to envi-
ronmental changes. Many of the lessons
learned from molecular cell biological
studies of endocytosis also apply to other
membrane trafficking pathways, and in
fact may foreshadow a greater complexity
in these other pathways than was previ-
ously appreciated. For example, a similar
multiplicity of adaptors and cytosolic fac-
tors necessary for the formation of CCVs
at the plasma membrane is beginning to
be uncovered in studies of CCV formation
at the TGN.

In this chapter, we strove to present
the current understanding of the molec-
ular mechanisms of endocytosis and to
highlight a few of the physiological func-
tions served by these mechanisms; how-
ever, there are many important ques-
tions that remain controversial and critical
breakthroughs that are imminent. Per-
haps the most debated area continues to

be on the issue of individual compart-
ment identity and whether compartments
arise through maturation as opposed to
somewhat ‘‘static’’ compartments through
which cargo moves via vesicular-mediated
transport; recent experimental approaches
are yielding fresh insight into this funda-
mental and long-debated question. It may
be informative to consider the endocytic
pathway analogously to the biosynthetic
pathway: endocytic ‘‘hot spots’’ could cor-
respond to transitional ER exit sites, EEs
to the ER–Golgi intermediate compart-
ment, and LEs may mature from one
type into another akin to maturation of
sequential Golgi cisternae. In this view,
the endocytic pathway would utilize both
vesicular transport and maturation mecha-
nisms and might rely upon distinct protein
coats that direct forward traffic versus re-
trieval/recycling pathways.

How flow through the endocytic pathway
is regulated is another area with many out-
standing questions. This will undoubtedly
entail studies of protein kinases and phos-
phatases, lipid modifying enzymes and
enzymes that govern protein ubiquityla-
tion, and perhaps other posttranslational
modifications not yet anticipated. To un-
derstand fully the roles of these regulatory
enzymes will require knowledge of how
these factors themselves are regulated and
what dictates their subcellular localization
and substrate specificity.

A final emerging area of great interest
for studies of endocytosis is defining the
role(s) for the cytoskeleton, particularly the
actin cytoskeleton. Many connections be-
tween the cytoplasmic endocytic machin-
ery and actin have been uncovered through
biochemical and genetic approaches, but
the function of the dynamic polymeriza-
tion/depolymerization cycle in endocytosis
remains elusive. Finding the answers will
be complicated by the pleiotropic roles
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played by actin, and the way in which
cells adapt to perturbations of one specific
membrane trafficking step by spilling over
into alternate pathways.

Our current understanding of endocy-
tosis has been achieved through a wide
variety of experimental approaches, and
the field of endocytosis continues to be
one in which novel and interdisciplinary
approaches to cell biological mechanisms
are pioneered. Great advances have been
made using the tools of structural biology,
beginning with seminal studies describ-
ing the clathrin lattice, and we anticipate
that the pace with which endocytic mech-
anisms are elucidated at the atomic level
will continue to increase. We also antici-
pate that exciting advances will continue
to emerge as live-cell imaging methods
facilitating sophisticated four dimensional
(simultaneous spatial and temporal) anal-
yses of endocytic proteins in action in
the intact cell are developed and applied,
along with in vitro reconstitution as-
says that accurately recapitulate individual
stages of endocytosis. These approaches,
together with increased use of genetic anal-
yses – including newer methods (such as
interfering RNA and tissue-specific homol-
ogous recombination) that increase the
range of organisms in which detailed ge-
netic studies are possible – will eventually
lead us to a full and complete apprecia-
tion of the inner workings of endocytosis,
in particular, and of membrane trafficking
processes in general.
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Keywords

Biological Markers (Biomarkers)
Biochemical, molecular, genetic, immunologic, or physiologic signals of events in
biological systems.

Biologic Markers of Effect
A measurable cellular, biochemical, or molecular alteration within an organism that,
depending on magnitude, can be recognized as an established or potential health
impairment or disease.

Biologic Markers of Exposure
A xenobiotic chemical or its metabolite, or the product of an interaction between a
chemical, physical, or biologic agent and some target cell or biomolecule.

Biologic Markers of Susceptibility
An inherited or acquired indicator of the response of an individual or a population to a
specific xenobiotic agent.

� Molecular epidemiology is the use of molecular biological techniques to identify
exposures, effects, or susceptibility factors in studies of human populations.
Molecular epidemiology and traditional epidemiology utilize the same paradigm.
However, the former presents the opportunity to use the enhanced resolving power
of molecular biology in the assessment of exposure–disease relationships.

The resolving power, to elucidate a continuum of events between xenobiotic
exposure and disease, can provide stronger approaches to research, prevention,
and intervention. One particular aspect of the new resolving power of molecular
epidemiology is the application of the products of genomic research to epidemiology
to assess the genetic components of disease and the interaction between genetic and
environmental factors in disease causation. Conversely, the molecular epidemiologic
approach may contribute to genomics research by emphasizing the importance of
populations and a population perspective. Genetic biomarkers reflect population
dynamics and represent useful tools in uncovering complicated interrelationships
between environment, culture, and genetics in human history.

1
Principles

The use of molecular biological techniques
in epidemiology provides a potentially
powerful tool for medical and public health

researchers. These techniques allow for the
identification of biological markers (Fig. 1)
that can indicate exposure to a xenobiotic
agent, reveal a biological effect early in
the natural history of disease, or represent
unique disease subtypes or susceptibility
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Traditional epidemiology

Molecular epidemiology

• • • • • • • •
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Fig. 1 Enhancement of the traditional epidemiologic paradigm by the use of biological markers
resulting in a molecular epidemiologic approach. In traditional epidemiology, the mechanism of
action is often a ‘‘black box,’’ and associations between an exposure and disease are made by
inference. In molecular epidemiology, a continuum between an exposure and a disease is
defined, and various markers are identified.

to the development of disease. Although
the use of biological markers in epidemi-
ology is not new, the current generation
of molecular biological markers enhances
past approaches. Epidemiology is an ob-
servational science: one makes inferences
about disease and health on the basis of
comparing groups of people in terms of
disease incidence and mortality. Ideally,
the groups being compared should be sim-
ilar in all respects except for the risk factor
in question. A benefit of molecular epi-
demiology is that instead of comparing
two groups on the basis of environmen-
tal exposure, investigators can compare
populations with respect to dose of an
environmental agent as measured in crit-
ical macromolecules, such as DNA or
surrogate proteins for DNA under some
conditions, this is presumably a more accu-
rate means of classifying the subjects’ true
exposure. At the other end of the exposure-
disease continuum, instead of using frank
disease as an outcome variable in an epi-
demiologic study, it is possible to use a
validated biologic marker of effect.

1.1
Biological Markers of Exposure

The utility of a biological marker of ex-
posure depends, in part, on its half-life,
the pattern of the exposure it is measuring
(e.g. regular daily exposure vs infrequent
episodic exposure), and whether secular
trends have occurred in that exposure (e.g.
smoking cessation). In addition, the infor-
mation it provides must be compared with
the availability and quality of other sources
of data (e.g. questionnaires, environmental
monitoring, medical records). Essentially,
all exposure measures misclassify some
subjects – it is the relative ability of dif-
ferent sources of data to correctly place
individuals into exposure categories that
must be considered. For example, sub-
jects can generally report average smoking
habits and smoking duration in an accu-
rate manner, permitting the calculation of
cumulative exposure. Since internal dose
markers associated with tobacco smoke
have relatively short half-lives, and thus
reflect only recent exposure (e.g. cotinine,
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a metabolite of nicotine), they have limited
utility by themselves to directly assess a
smoking–cancer relationship.

In contrast, it is difficult to obtain accu-
rate information about dietary exposure to
aflatoxin by using a questionnaire because
exposure is sporadic and is present in a
spectrum of different food types. In this
instance, even a short-term internal dose
marker might classify the long-term ex-
posure status of subjects more accurately
than questionnaire data. For example, a
nested case–control study conducted in
Shanghai, China, demonstrated that afla-
toxin exposure assessed by measuring
several aflatoxin metabolites (and an N7-
guanine aflatoxin adduct) in banked urine
samples was associated with an increased
risk of hepatocellular carcinoma, while
aflatoxin exposure assessed by question-
naire was not associated with elevated risk.

1.2
Biologic Markers of Effect

In terms of disease, techniques are avail-
able for identifying biological changes
earlier in the continuum between home-
ostatic response to pathological agents or
conditions and development of frank dis-
ease. This advance has implications for
identifying opportunities for prevention.
Biologic markers intermediate between ex-
posure and disease, if validated for disease
or risk of disease, can be used to screen
people or to allow for early disease de-
tection. These markers can also be used
in intervention trials as outcome indica-
tors rather than waiting for subjects to
develop disease. There is a popular no-
tion that molecular epidemiology has the
potential to contribute to assessment of
risk of an individual. However, that point
needs clarification. Historically, it has been
possible to use an epidemiologic data set,

that is, data on a group consisting of sick
and healthy people, with and without cer-
tain risk factors, to develop risk functions
that provide for an estimate of individ-
ual risk. This was accomplished in the
1960s using data from the Framingham
Longitudinal Study of cardiovascular dis-
ease. On the basis of the knowledge of
the risk for people with a certain aggrega-
tion of characteristics, it was possible to
predict the risk for an individual. Molec-
ular epidemiologic approaches provide a
means for more confident estimation be-
cause more mechanistic information can
be utilized. Still, the resultant assessment
is only probabilistic determination, not de-
terministic. While the prediction is that a
certain individual is likely to develop dis-
ease in the future, there is no guarantee
that he or she will develop it. A biomarker
may have the utility to screen populations
at high risk of disease as part of a primary
or secondary prevention effort. However,
a substantial amount of information is re-
quired before a biomarker can be used for
this purpose. In particular, the cumulative
probability that an individual will develop
disease over a defined period, given a con-
stellation of biologic and nonbiologic risk
factors, must be estimated along with a
calculation of its uncertainty.

1.3
Biologic Markers of Susceptibility

One of the greatest contributions of molec-
ular epidemiology is the ability to discern
the role of host factors, particularly ge-
netic factors, in accounting for variation
in response. Why similarly exposed people
do not get the same diseases is a tar-
get question for molecular epidemiology.
In most disease systems, susceptibility
markers are being identified and evalu-
ated. These markers can be incorporated



Epidemiology, Molecular 229

into epidemiologic models as modifiers
of the relationship between an exposure
and an effect (see Sect. 2.1.3). Traditional
epidemiologic approaches can also be
enhanced by using molecular genetic tech-
niques to identify host factors that could ac-
count for differences in disease risk. Thus,
for example, a metabolic polymorphism
can be detected from peripheral blood lym-
phocyte DNA, and groups at potentially
greater and lesser risk of disease can be
distinguished. The category of markers of
susceptibility includes polymorphisms in
genes responsible for chemical activation
or detoxification, DNA repair, and genomic
stability. Susceptibility genes of some types
may interact with chemical exposures of
very specific types (e.g. cytochrome P450
enzyme subtypes and phase II conjugating
enzymes), while others may confer more
general susceptibility (e.g. p53 mutations
in Li–Fraumeni syndrome). Markers can
be measured at the DNA level, if the ge-
netic basis of a polymorphic phenotype has
been identified, or at the phenotypic level
(e.g. drug probes of hepatic enzyme ac-
tivity, DNA repair measured in peripheral
lymphocytes).

1.4
Utility of Molecular Epidemiology

Molecular epidemiology is a useful tempo-
rary blanket term that reflects the reality
that increasingly disease, causal exposures,
and risk factors are being defined at the
molecular level. The utility of this term is
that it serves as a signpost for epidemiol-
ogists to consider using independent (risk
factor) and dependent (outcome) variables
that are derived from molecular biological
techniques and assays. So, for example,
DNA adducts may be used in addition to
breathing-zone measurement of a carcino-
gen, gene mutational patterns may be used

as an indicator of disease rather than a
nosological death certificate, and genotyp-
ing based on the polymerase chain reaction
can be used in addition to race and sex
to stratify populations for comparisons. In
summary, molecular epidemiology has the
potential to contribute the following oppor-
tunities and capabilities to public health:

• Delineation of a continuum of events
between an exposure and a resul-
tant disease

• Identification of exposures to smaller
amounts of xenobiotics and enhanced
dose reconstruction

• Identification of events earlier in the
natural history of clinical diseases and
on a smaller scale

• Reduction of misclassification of depen-
dent and independent variables

• Indication of mechanisms by which an
exposure and a disease are related

• Better accounting for variability and
effect modification

• Enhanced individual and group risk
assessments

2
Techniques

If molecular biological markers in epi-
demiology and public health can be used
in the ways described in Sect. 1, they must
be demonstrated to be valid in terms of
both the assay and the marker. An assay
will be valid if it measures what it is ex-
pected to measure. A marker will be valid
for epidemiologic purposes in two ways.
First, it will be valid to the extent that it
represents exposure, disease, or suscepti-
bility. Second, it will be valid insofar as the
extent of variation in groups with differ-
ent demographic, behavioral, or medical
characteristics is known. A key question
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is the prevalence of a particular biomarker
(e.g. a mutation) in different ethnic or
racial groups, in smokers or drinkers, or
in people with various hereditary and ac-
quired diseases. Molecular epidemiologic
approaches can be useful in the validation
of molecular biological markers in these
two ways.

2.1
Representational Validity of Molecular
Biological Markers

2.1.1 Validation of the Relationship
between Exposure and Dose

Exposure → Internal dose

→ Biologically effective dose

Molecular markers of exposure may be
validated by assessing the relation of
an exogenous exposure to an internal
dose or a biologically effective dose. Crit-
ical in validation studies is the need to
have an effective exposure assessment. It
may be necessary to use a combination
of personal and environmental monitor-
ing and questionnaires, record review,
and modeling to reconstruct exposure
history. The approach also requires an
understanding of the pharmacokinetics as-
sociated with the particular xenobiotics.
Related to this is the need to under-
stand the natural history of the marker
and to use it in the validation study.
For example, in a study of hydroxyethyl
hemoglobin adducts in workers exposed to
ethylene oxide, the life span of the erythro-
cyte, hence the constituent hemoglobin
molecule (∼4 months), was used as a
dosimeter of cumulative exposure. There is
also a need to account for factors that might
influence the appearance of a molecular
biological marker. In the aforementioned
studies, when mean values were adjusted
for important covariants such as age,

cigarette smoking, and education, an ex-
posure–response relationship was found
at levels below the permissible exposure
level.

2.1.2 Validation of the Relationship
between Biological Effects and Disease
Early biologic effect → Altered structure/

function → Clinical disease

Validation information in the biologi-
cal effects–disease category is limited.
The often-repeated question is, ‘‘What do
the data concerning health and disease
mean?’’ Validation studies of these types
are difficult to accomplish because of the
temporal factor. Identification of an early
effect – that is, an effect in pathogenesis or
an effect predictive of disease – generally
requires a prospective study design, al-
though cross-sectional clinical studies of
diseased and heavily exposed individuals
can be used to great advantage. When a
prospective design is not used, however,
care must be taken to avoid biased as-
sociations. This is often difficult; hence
prospective studies are the best approach
for validation. Prospective studies are ex-
pensive and time-consuming, and few are
conducted. For example, despite the large
number of studies on most of the cytoge-
netic markers, there is little consensus
on their predictive value because most
of the studies have been cross-sectional
and markers were not linked to disease.
Specifically, in epidemiologic terms, pre-
dictive value is evaluated in terms of
the percentage of those who test posi-
tive for a marker and actually develop
the disease. Performing the appropriate
prospective studies of sister-chromatid ex-
changes would take a large population and
a relatively long time. The best example
of such a study is the Nordic prospec-
tive study on the relationship between
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peripheral lymphocyte chromosome dam-
age and cancer morbidity in occupational
groups. Ten laboratories in four Nordic
countries participated in a study of a com-
bined cohort of persons (mostly from
occupational groups) who had been cy-
togenetically tested. The cohort is being
followed prospectively for cancer morbid-
ity. The cohort comprises 3190 subjects,
of whom 1986 subjects (62%) have been
scored for chromosome aberrations and
2024 subjects (63%) scored for sister-
chromatid exchanges. Preliminary analy-
sis indicates that chromosomal aberrations
are associated with cancer. These biologic
markers in peripheral lymphocytes rep-
resent carcinogenic changes elsewhere in
the body. This is the critical criterion of
a useful biologic marker. To serve as a
valid outcome measure, an intermediate
marker must be correlated with disease
risk. The criteria for validating interme-
diate biomarkers have been extensively
discussed and include the sensitivity of
the marker (i.e. the proportion of subjects
who develop cancer and who are posi-
tive for the biomarker), the relative risk
(a measure of the strength) of the asso-
ciation between the marker and disease,
and a judgment about the extent to which
the exposure–disease relationship is me-
diated through a process reflected directly
or indirectly by the marker.

2.1.3 Validation of Markers of
Susceptibility

Exposure → Susceptibility → Disease

The tools of molecular biology and analyt-
ical chemistry have allowed researchers
to identify a degree of interindividual
variability not previously imagined. Vali-
dated biological markers of susceptibility
can serve as effect modifiers in epidemi-
ologic studies. Effect modification is a

term with statistical and biological as-
pects. Statistically, the examination of the
joint effects of two or more reactors is
often discussed in the context of effect
modification. It depends on the statisti-
cal method (e.g. multiplicative or additive)
used to model interaction. From the bi-
ological perspective, effect modification
contributes to answering the question of
why all similarly exposed individuals do
not develop a disease. The answer, in part,
lies in individual variability in metabolic
and detoxification capabilities, their abil-
ity to repair genetic damage, or other host
factors.

To validate a susceptibility marker, it is
important to minimize misclassification,
which can occur as a result of laboratory
or epidemiologic factors that affect pheno-
typing or genotyping. Next, it is necessary
to demonstrate that the marker increases
the risk of disease. The issue of the correla-
tion of acetylation phenotype and bladder
cancer from aromatic amines illustrates
the concept of susceptibility. Some aro-
matic amines are detoxified by the enzyme
N-acetyltransferase, and the slow pheno-
type of this enzyme has been associated
with bladder cancer in exposed individ-
uals. Despite a plethora of studies, the
scientific literature is not conclusive on
the extent to which being a slow acetyla-
tor modifies the risk for bladder cancer in
people exposed to aromatic amines. Gen-
erally, most studies have been too small,
have had weak exposure characterization,
and were not designed to allow proper
determination of whether exposure or sus-
ceptibility was the key factor. An example
of how partial validation of a susceptibility
marker might occur without using disease
as the outcome involved the formation
of hemoglobin adducts (which are doc-
umented surrogates for DNA adducts
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believed to be involved in carcinogen-
esis) in slow and fast acetylators who
had been exposed to 4-aminobiphenyl.
Slow acetylators had an average of 1.5-
fold greater frequency of adducts than
the fast acetylators. Despite these encour-
aging efforts at validation, few markers
of susceptibility have been validated and
none are ready for use in population
screening.

2.2
Validation of the Behavior of Molecular
Biological Markers

Before biomarkers can be used for etiolog-
ical and prevention research, they need to
be validated in populations. This calls for
the development of analytical methods for
use in large-scale populations. Currently,
there is inadequate research support for
scaling-up efforts needed for population
studies. The validation and scaling efforts
discussed here require close collaboration
between laboratory scientists and popula-
tion scientists (clinicians, epidemiologists,
industrial hygienists, and exposure as-
sessors). Transitional studies bridge the
gap between the development of molec-
ular markers in the laboratory and their
application in population-based studies.
These studies generally involve the initial
evaluation and application of biomarkers
in healthy human populations. Their ob-
jective is to address issues in sample
processing, evaluate assay accuracy and
precision, collect information about poten-
tial confounders and effect modifiers, and
study early biologic effects of selected ex-
posure. Transitional studies can be divided
into three broad categories to clarify their
distinctive research goals: developmental,
characterization, and applied studies. In
practice, however, elements of all three

types of study are often incorporated into
a single field investigation.

2.2.1 Developmental/Characterization
Studies
Identification of a promising new molec-
ular biomarker in the laboratory does not
mean that the biomarker is ready for use
in an epidemiologic study. Other basic
issues need to be resolved before its appli-
cation in human studies can be considered.
First, the reliability (i.e. the repeatability
of the assay) of a marker must be deter-
mined. As long as an assay is reliable, the
ordering of subjects by the measure is pre-
served. Since this is all that is required
for studying a marker–disease relation-
ship, reliability, and not accuracy, is of
initial importance. Reliability of laboratory
assays may be assessed by the analysis of
blind replicate samples representative of
the range of values likely to be found in
human populations. After the assay relia-
bility and accuracy has been determined,
it is important to define the optimal condi-
tions for collecting, processing, and storing
biological specimens for eventual assay,
since, not uncommonly, small variations
in these conditions determine the sub-
sequent analyzability of samples. These
studies are generally designed to address
questions about the presence or the levels
of a newly developed marker in the general
population. In addition, they serve to iden-
tify factors that are confounders or effect
modifiers of a marker (e.g. age, gender,
medications) that need to be measured
and taken into account when applying the
marker in subsequent studies.

2.2.2 Applied Studies
Applied studies are investigations per-
formed on subjects with particular pat-
terns of exposure to xenobiotics (e.g.
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occupational exposures, smokers) or on
patients receiving chemotherapy. In these
studies, the biomarker is treated as the
outcome variable. At this stage of research,
the biomarker has not been shown to pre-
dict an increase in risk of disease. The
marker, however, can often be used to pro-
vide insight into the association between
external exposure and biologic processes
early in the exposure–disease relationship.
Applied studies can help establish the bio-
logic plausibility of associations detected in
etiologic studies. Applied studies generally
cannot establish a causal relationship be-
tween a given exposure, or a given level of
exposure, and the risk for developing dis-
ease. The results of applied studies using
the biomarker as outcome are suggestive
only until a marker is shown to predict
disease risk, which can be established only
by comparing risk of disease in individu-
als with and without the marker. In these
studies, the biomarker may be overly sen-
sitive (i.e. it may respond to low levels of
chemical exposures without biological rel-
evance), it may be insensitive, or it may
reflect phenomena that are irrelevant to
the disease process. Until these relation-
ships have been sorted out, the findings
are merely suggestive.

2.3
Etiologic Studies

The major objective of molecular epidemi-
ology is to conduct etiologic and applied
research. Etiologic studies [i.e. ecologic,
case–control, case–case (also referred to
as a case series), prospective cohort, fam-
ily, twin, and intervention studies] can be
distinguished from transitional studies in
that the former involve either clinically
ill subjects, asymptomatic subjects with
early disease, or subjects positive for an

intermediate process known to be associ-
ated with increased risk of disease (e.g.
colon adenomas and risk of colon cancer).
Case–control, case–case, and prospective
etiologic studies can effectively utilize
molecular epidemiologic approaches.

2.3.1 Case–control Studies
A case–control study involves the com-
parison of cases (people with a particular
disease) with controls (people without that
disease) for various risk factors. The risk
factors could be an exposure, a trait, or
a biomarker. Traditionally, case–control
studies have involved patients with clini-
cally confirmed disease, identified either
through the presence of symptoms or as
a result of incidental findings on rou-
tine clinical examinations. Increasingly,
cases are being defined as asymptomatic
subjects whose early preclinical disease
has been ascertained by screening (e.g.
early breast disease, colon polyps, cer-
vical dysplasia). The case–control study
design is used far more frequently than
the prospective cohort study design be-
cause of its relatively greater efficiency and
lower cost. Therefore, maximizing oppor-
tunities to creatively integrate biomarkers
into case–control studies is important. Be-
cause some markers are affected by disease
itself, which raises complications of re-
verse causality, it is important to define
which biomarker categories can most ef-
fectively be used in this study design.

2.3.2 Case–case Studies
A case–case study involves a series of cases
of the same type that are compared on
the basis of a particular exposure and a
particular biologic characteristic. The ac-
cumulation of a spectrum of ras oncogene
mutations in leukemia cases with ben-
zene exposure compared with those in
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leukemia cases without benzene exposure
is an example of a case–case study. Such
studies have the potential of identifying an
exposure-specific effect at the molecular
level. Case–case studies, however, cannot
be used to estimate the relative risk of
disease from a specific exposure. A nondis-
ease control group is required for this
purpose. Case–case studies offer great pre-
cision in investigating gene–environment
interactions when the disease outcome of
interest is rare.

2.3.3 Prospective Cohort Studies
Prospective studies involve healthy people,
characterized by the presence or the
absence of a risk factor, who are followed
forward to determine the risk of disease. In
prospective studies, the biological samples
may be collected from subjects at various
times. These samples are either analyzed
at the time of collection or banked for
later analysis. One way to utilize biologic
markers in a prospective study is to
follow the groups of subjects forward in
time: subjects who develop disease are
identified, and premorbid biomarker levels
in the group with disease are compared
with those without disease. Often, a
nested case–control approach is used.
Samples from cases and only a sample
of the controls (noncases) are analyzed,
which considerably reduces the laboratory
requirements and costs. Although the
prospective study design is by far the
most time-consuming and expensive type
of observational epidemiologic study, it
is the only method available to test the
association of biomarkers with disease
risk when the markers are transient or
may be directly or indirectly affected by
disease. Prospective studies may yield
banks of biological specimens that are
useful for future studies. Large cohort
studies initiated in the 1980s and 1990s

are, in general, banking most or all
fractions of the peripheral blood sample to
allow a far wider range of biologic assays
to be performed, particularly those that
require DNA.

2.4
Molecular Epidemiology and Genomics

Molecular epidemiology and genomics uti-
lize the products of genomic research
to identify variation in any gene con-
sidered relevant to disease as well as
the ‘‘genome-wide’’ genotype for ev-
ery participant in a study. Additionally,
products of genomics research will al-
low classification of diseases in new
ways, possibly leading to new interven-
tions. Evaluation of gene–environment
interaction is becoming an increasingly
important topic that will be compli-
cated by large numbers of gene–gene
and gene–environment interaction can-
didates. Larger-sized study populations
(in thousands) will be required to study
more than a few genes and environment
factors.

Molecular epidemiology can contribute
to addressing the issue of massive
amounts of data that result from genomics
research. The reduction, summarization,
analysis, and interpretation of data from
a population perspective are necessary
to distinguish homeostatic profiles from
pathologic profiles. Molecularly defined
subsets may be the bases for new clas-
sification or definitions of disease.

2.5
Public Health Applications

Public health practice incorporates the
end use of validated biomarkers for risk
assessment by government agencies, for
population screening (both active and
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passive), and for clinical and preventive
medical practice. The use of molecular
biomarkers in public health practice is
still in its infancy, although several very
promising markers may soon find their
way into the public health arena. The
standard principles of biological monitor-
ing and medical screening are applicable
to the use of any biomarker, however.
These include assay reliability and cost,
strength of the association between a
marker and disease risk, prevalence of the
marker in the population, availability of
effective, preventive strategies that can be
employed in subjects who are positive for
the marker, and a host of ethical consider-
ations, such as informing subjects of test
results.

See also Genetics, Molecular Basis
of.
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Keywords

Epigenetics: epi- Gr.
On or above; in addition to; near; or after. The patterns of inheritance that are not
produced by changes in DNA sequence or follow the Laws of Mendel. Most actively
studied in the context of DNA methylation and histone posttranslational modifications.

Histones
A family of related basic proteins consisting of H1, H2A, H2B, H3, and H4 and several
variants that are organized to provide essential scaffolding for DNA. Histones undergo
a variety of posttranslational modifications including acetylation, methylation,
phosphorylation, and ubiquitination all of which may influence chromatin structure
and function.

Nucleosome
Approximately 146 bases of DNA are wrapped 1.8 times around a core octamer that is
formed from a tetramer of histones H3 and H4, and two dimers of histones H2A and
H2B. The histone H1 is bound to DNA in between each nucleosome and functions to
further compact the nucleosomes into higher ordered chromatin structure.

Euchromatin
The gene-rich region of genomes characterized by more open chromatin structure,
gene transcription, and poor staining with basic dyes.

Heterochromatin
The gene-poor region of the genome characterized by dense chromatin structure, little
gene transcription, and strong staining with basic dyes.

Loss of Heterozygosity
LOH: A genetic event caused by nonhomologous recombination in diploid genomes
resulting in three possible outcomes; (1) the structural deletion of a normal allele or
loss of the chromosome carrying a normal allele; (2) mitotic recombination between a
normal and mutant allele resulting in the formation of a daughter cell homozygous for
deleted or inactivated allele; or (3) duplication of chromosome with deleted or
inactivated allele accompanied by the loss of the normal chromosome.
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� There is convincing evidence that tumorigenesis results from mutations in DNA
that lead to critical changes in cell metabolism and are inherited as a cell divides
itself. However, the process of tumorigenesis can also be strongly influenced by
epigenetic factors. Epigenetic inheritance is defined as inheritance that does not
follow normal Mendelian patterns and may involve nuclear components in addition
to DNA. We now have significant information about the molecular mechanisms
that influence epigenetic inheritance. Most of these mechanisms include direct
modifications of either DNA itself or the collection of proteins, called histones, which
intimately associate with DNA. Unlike DNA mutations, epigenetic events are often
reversible, making them exciting new targets for therapy. This understanding is
leading to the development of specific drugs that target epigenetic events and thus
may complement existing cancer treatments.

1
Introduction: The Chromatin–Cancer
Connection

The formation of clonally expanding tu-
mors in multicellular organisms is due
to complex changes in cellular physiology,
which results in failure of cell-growth con-
trol. In 1971 it was hypothesized that two
molecular events are required to predis-
pose a cell type to become tumorigenic.
Since then, our understanding of tumor-
related molecular events has expanded
tremendously owing to the advent of
molecular biology techniques to clone and
functionally characterize individual genes.
This collective work has broadly defined
genes related to tumor formation into
two major classes: protooncogenes that
stimulate proliferation and inhibit termi-
nal differentiation and tumor suppressor
genes that tend to inhibit proliferation
and promote terminal differentiation. The
classical two-hit hypothesis affecting a tu-
mor suppressor gene is diagrammed in
Fig. 1(a). In this scenario, a mutation
occurs that inactivates one allele of the
tumor suppressor gene leaving only one
fully functional allele. If there is a growth
advantage from losing the other allele,

most often loss of heterozygosity (LOH)
occurs leaving only one nonfunctioning
allele in the tumor cell.

It is very clear, however, that mutation is
but one way to effectively influence gene
expression. Aberrant changes in the local
chromatin structure surrounding start-
sites of expressed genes can also dramat-
ically alter expression levels and patterns.
Interestingly, in tumors this so-called ‘‘epi-
genetic’’ influence on gene expression is
also inherited in daughter cells of clonally
expanding tumors even when no muta-
tion can be detected. Several mechanisms
through which the cell machinery gener-
ates epigenetic ‘‘marks’’ that communicate
structural changes in the chromatin archi-
tecture are now becoming clear. The best
characterized is the methylation of DNA
at cytosine residues located in the context
of CpG dyads found in expression control
regions. However, more recent research
has focused on histone modifications as
a part of a ‘‘code’’ that communicates to
chromatin remodeling factors, thereby af-
fecting rates and levels of transcriptional
activation. Indeed, emerging evidence sug-
gests that changes in histone modifications
may precede or even trigger DNA methyla-
tion. While not yet proven to be heritable,
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(a) Genetic (b) Epigenetic

LOH LOH

Hypermethylation

Mutation

First

Second

Fig. 1 Genetic and epigenetic two-hit models as the means of silencing a tumor suppressor
allele. (a) Classical genetic model of the two-hit hypothesis at a tumor suppressor allele. First hit
involves a genetic mutation (marked with an X) of one allele resulting in a single functional
allele. Second hit may be the loss of heterozygosity (LOH) or mutation of the second allele
resulting in complete loss-of-function protein. (b) Epigenetic model of the two-hit hypothesis at
a tumor suppressor allele. The CpG island within the promoter region is unmethylated (◦)
allowing expression. The first hit results from methylation (•) of CpGs in one allele abrogating
its expression leaving only one allele making functional protein. The second hit can be mutation
of the unmethylated allele (left), methylation of the second allele (center), or LOH (right).

linkage of histone modifications to DNA
methylation renders both to be important
in the epigenetic inheritance.

A greater understanding of the im-
portance of epigenetic events in gene
expression has allowed a reinterpreta-
tion of the two-hit hypothesis to include
aberrant epigenetic marks functioning as
one or both of the hits. Thus, as dia-
grammed in Fig. 1(b), a scenario arises
in which an epigenetic mark, in this case
DNA methylation at a tumor suppres-
sor promoter, silences expression of one
allele of a tumor suppressor gene without

altering its primary sequence. Again, if
there is selective growth advantage by
this process, LOH, mutation, or additional
hypermethylation occurs at the other al-
lele. Therefore, tumorigenesis can result
from any number of combinations of ge-
netic and epigenetic alterations, many of
which are discussed below. Because epi-
genetic marks are often reversible, and
most often an epigenetically silenced al-
lele does not also harbor mutations, they
are exciting new targets for tumor therapy
strategies aimed at reactivating silenced
tumor suppressors.
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An increasing number of loci that are
important in cancer are being determined
to be inactivated both by mutation and by
silencing through epigenetic means. The
focus of this chapter is to outline cur-
rent knowledge of epigenetic influences
on gene expression and the role of these
modifications in tumor formation. We will
discuss in depth the role of DNA methyla-
tion and chromatin modifications in tumor
formation and progression; however, we
will also briefly discuss another epigenetic
modifier of gene expression brought about
through RNA-mediated silencing. We first
discuss the mechanisms of generating and
maintaining epigenetic marks followed by
the evidence that epigenetics is intimately
linked to tumorigenesis. Finally, we dis-
cuss how epigenetic marks can be detected
in tumor cells, and current and potential
therapies that are directed at cancers influ-
enced by epigenetic events.

2
Epigenetic Modifiers

Epigenetic regulation of gene transcription
occurs in at least three layers of the
structural hierarchy of the genome. They

are on DNA itself, through DNA methy-
lation; at the level of the nucleosome,
through histone modifications; and at the
level of the chromosome, through chro-
matin binding structural and remodeling
proteins. These ‘‘marks’’ and the proteins
responsible for making them can influ-
ence gene expression on a global level by
compacting or relaxing large segments of
the genome or on the local level as coac-
tivators and repressors of inducible gene
expression. The formation of these epige-
netic marks is enzyme-dependent and is
highly regulated. Table 1 notes broadly the
types of modifications that occur on DNA,
and the individual histone proteins, and
the types of cellular enzymes that catalyze
the process. Following is a discussion of
those processes that play known roles in
tumor formation.

2.1
DNA Methylation

The 5′ carbon of cytosines that are
found in the context of the CpG or Cp-
NpG nucleotide sequences throughout the
genome can be methylated. This produces
5-methylcytosine, often referred to as the
fifth base. The methylation of DNA has

Tab. 1 Types of epigenetic modifications in chromatin.

Substrate Epigenetic marks Residue target Chromatin target Enzyme types

DNA Methylation Cytosines in
CpG dyads

DNA DNA
methyltransferase
(DNMT)

Histones Methylation Lysine and
arginine

H3, H4 Histone
methyltransferase
(HMT)

Acetylation Lysine H3, H4, H2A,
H2B

Histone
acetyltransferase
(HAT)

Phosphorylation Serine and
threonine

H3, H4, H1 Kinase

Ubiquitination Lysine H2A, H2B Ubiquitin ligase
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been shown to serve at least two major
purposes. First, it serves as something
akin to a genetic immune system target-
ing foreign DNAs such as viruses that
become incorporated into the genome
nonhomologously and silencing their ex-
pression. Second, because methylation
occurs postreplication, it may serve to
mark the parental strand in replication
and direct DNA excision repair enzymes
to recognize the base in a mismatch that is
incorrect. A more recently uncovered role
for DNA methylation is a direct influence
on both temporal and spatial control of
gene expression. It is estimated that 60
to 90% of the CpG dinucleotides in the
genome are methylated. The promoters of
many highly expressed genes contain CpG
islands, where many copies of the CpG
dinucleotide are found in a relatively small
area near the transcriptional start site. Un-
like most genomic CpGs, the CpGs within
these islands are mostly nonmethylated.

Normal DNA-methylation patterns are
established during embryonic develop-
ment. DNA in the ovary and sperm
is highly methylated. Upon fertiliza-
tion, the zygotic DNA undergoes rapid
demethylation and new methylation pat-
terns are subsequently established near
implantation. These patterns continue to
be altered throughout differentiation and
development. A hallmark of the tumor
genome is a decrease in overall DNA
methylation. Because DNA methylation is
so often associated with repression, this
decrease was initially thought to result
in aberrant upregulation of viral and so-
matic protooncogenes or embryonic alleles
normally silenced. However, concomitant
with this decrease in global methylation
is an increase in localized methylation at
certain promoter-associated CpG islands.
Thus, gene promoters not normally methy-
lated, become methylated and silenced in

many tumors. The differentially methy-
lated regions of the genome also occur
in coding regions and other intronic re-
gions of genes that can also correlate to
expression changes of those genes.

Unlike mutations that are static and ir-
reversible, DNA-methylation patterns are
heterogeneous and dynamic throughout
tumor formation and growth. Some evi-
dence suggests that methylation spreads to
CpG islands as DNA replicates and that the
degree of gene silencing is therefore pro-
gressive as a tumor ages. The juxtaposition
of euchromatic DNA to heterochromatic
DNA is maintained by strict boundary
elements to prevent spreading of one con-
formation into the domain of the other.
In some cases, specific proteins that bind
to these boundary elements to act as bar-
riers are methylation-sensitive. In normal
cells, unmethylated CpG islands in eu-
chromatin are often found in the context
of less-CpG-dense DNA regions that are
highly methylated and compacted. Dur-
ing tumor formation, methylation of CpGs
slowly advances into CpG islands from
the surrounding compacted chromatin.
Recent evidence indicates that specific
histone modifications such as acetylation
and methylation may differentially mark
the regions; however, much remains to
be determined regarding the mechanisms
that maintain this separation.

Methylation of CpGs occurs by either
de novo methylation, where unmethylated
CpGs become methylated, or by main-
tenance methylation in newly replicated
DNA, where methylation patterns on the
parental strand is recognized as a signal
to similarly methylate the newly formed
daughter strand. Both types of methyla-
tion, de novo and maintenance, are cat-
alyzed by a group of proteins called DNA
methyltransferases (DNMTs). The first of
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these to be cloned, DNMT1 is more impor-
tant in maintenance, methylation having
preference for hemimethylated DNA as a
substrate. Indeed, DNMT1 is recruited to
the hemimethylated template within repli-
cation forks implicating its role in reading
methylation patterns in parent DNA and
copying these patterns to the newly formed
daughter DNA strand. That DNMT1 is
not required for de novo methylation came
from introducing proviral DNA sequences
into cells that lack DNMT1. These se-
quences were rapidly methylated similar
to wild-type cells and was the first proof
that additional DNMTs existed. Subse-
quently, DNMT2, DNMT3a, and DNMT3b
genes were cloned by virtue of sequence
homology to DNMT1. In vitro analysis
indicated that DNMT3a and 3b proteins
preferred unmethylated DNA as a sub-
strate, suggesting these may be critical
for the de novo DNA-methylation activity
seen in DNMT1-null cells. Humans hav-
ing specific mutations in DNMT3b have
a syndrome known as immunodeficiency
centromeric instability and facial anomalies
(ICF). At the DNA level, this disease is
characterized by decreases in methylation
at pericentric chromatin. The fourth family
member DNMT2, while having significant
homology to the other DNMTs has no
known role in DNA methylation.

While the exact role of DNMTs in hu-
man tumor formation is unclear, several
clues can be derived from analysis of an-
imal models generated that lack various
DNMTs. There are a total of five reported
DNMT1 mutant alleles in mice generated
in different laboratories by gene target-
ing. Most of these that were completely
or nearly completely deficient in DNMT1
activity died in early embryogenesis. How-
ever, one of these was only moderately
deficient in DNMT1 function and mice
were viable as a homozygous adult. This

particular animal yielded significant in-
sight into the role of methylation in tumor
susceptibility when used in crosses to mice
with mutations in alleles that are targets for
tumor specific methylation (see Sect. 3).

Animal models generated to lack ei-
ther DNMT3a or DNMT3b also result
in inviable animals, although death oc-
curs at different life stages. DNMT3a null
animals survive embryogenesis, but are
growth-stunted during the postnatal pe-
riod and most die by about four weeks of
age. DNMT3b null animals do not survive
embryogenesis and die between E9.5 and
E16.5 of multiple developmental defects.
Embryonic stem (ES) cells derived from
these animals lacking either DNMT3a or
3b revealed no significant differences in
de novo methylation targeted at proviral
sequence. However, when both were ab-
sent, no methylation of these sequences
occurred despite expression of normal lev-
els of DNMT1. Finally, ES cells specifically
lacking DNMT3b also are hypomethylated
at centromeric repeat sequences. It is im-
portant to note that these results do not
rule out the role of DNMT1 in de novo
methylation and also do not rule out the
role of DNMT3s or other as-yet-unknown
DNMTs in maintenance methylation.

There are several proposed ways in
which DNA methylation can lead to
gene repression or silencing (Fig. 2). One
occurs when the methylated cytosine
blocks recognition of DNA sequence by
sequence-dependent transcriptional fac-
tors (Fig. 2(b)). For example, it has been
shown that a differentially methylated CpG
in the breast cancer associated-1 (BRCA1)
gene promoter can prevent binding of a
critical transcription factor necessary for
full BRCA1 gene activation. Alternatively,
proteins with methyl-CpG binding do-
mains (MBDs) specifically recognize and
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Constitutive expression

Unmethylated

AC

RC

(a) Normal activation

Transcriptional suppression

Methylated

(b) Transcription factor blocking

Transcriptional suppression

Methylated

(c) Recruitment of repressor complex

Fig. 2 Potential mechanisms of DNA methylation-induced silencing. (a) Normal
transcriptional activation occurs when transcription factors (TF) bind to specific
unmethylated (◦) sequences in DNA and recruit transcriptional activation complexes
(AC) to permit constitutive or inducible gene expression. (b) Methylation causes
blocking of TF binding. Aberrant methylation (•) at select CpGs within the same
region in tumor subclones (as indicated by XX at the TF binding site) alters the
binding of TF and subsequent failure to recruit the AC to the promoter. (c) Aberrant
methylation at select CpGs causes recruitment of a methyl binding domain protein
(MBD) which then recruits a repression complex (RC) to the promoter inhibiting
transcription.

bind to methylated Cs (Fig. 2(c)). Pro-
teins identified that have MBDs include
MeCp1, MeCp2, and MBD1, 2, 3, and 4.
MeCp1 and 2 also contain transcriptional
repression domains that recruit repres-
sion complexes (RC) such as Sin3 and
Mi-2/NuRD that in turn recruit histone
deacetylases (HDACs). These complexes
also contain members of the SWI/SNF
complexes that may serve to reposition nu-
cleosomes into repressive conformations

(see Sect. 2.2). The failure of any one of
these complex recruitment pathways could
alter the transcriptional context of a signif-
icant fraction of the genome.

Methylation of CpGs in certain con-
texts may lead to mutation in coding
regions of genes. The spontaneous deam-
ination of 5-methylcytosine changes the
base to a thymine and in the absence
of DNA repair causes a heritable se-
quence change. This accounts for the
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significant underrepresentation of CpGs
in the context of dinucleotides in mam-
malian genomes. Occurrence of this
change in coding regions of genes can
lead to amino acid changes and often trun-
cations. For example, nearly half of all
mutations that occur in p53 in conjunc-
tion with tumor formation occur at or are
near methylated cytosines within the cod-
ing region. Methylations of CpGs within
p53 are the basis for its increased muta-
tion rate when exposed to UV light due
to methylation-based changes in the UV
absorption spectrum. Furthermore, G to
T transversions in p53 caused by certain
carcinogens are more common when Gs
are next to a methylated C. Thus, it can be
postulated that genes that contain methy-
lated CpGs within their coding regions are
potentially more susceptible to mutations
caused by environmental factors such as
UV light and carcinogens.

Another environmental factor, nutrition,
plays a significant role in DNA methyla-
tion. Low levels of folate and choline in
diet are associated with global DNA hy-
pomethylation and liver cancer in rats.
Furthermore, higher folate intake in hu-
mans is associated with lower levels of
colon cancer and smoking-related lung
cancer. One of the potential connections
of folate-to-cancer incidence is depen-
dence on folate and folate metabolites to
maintain a cellular balance of S-adenosyl
methionine (SAM), a cofactor for methyl-
transferases. DNMTs use SAM as a methyl
donor group in its enzymatic reaction.
Dietary methionine and choline are the
building blocks for SAM synthesis and
folate functions to prevent accumulation
of S-adenosyl homocysteine (SAH), the
demethylated form of SAM and a potent
methyltransferase inhibitor. In the ab-
sence of dietary methionine, methionine
can be generated from homocysteine using

methyl groups derived from either folate
or choline. The effect of global changes
in the SAM/SAH ratio impacts levels of
DNA, RNA, and protein methylation.

2.2
Chromatin Architecture and Modifications

Before discussion on how chromatin is
modified to affect gene expression and tu-
mor formation, it is necessary to describe
the nature of chromatin itself. In eukary-
otes, DNA is compacted into a higher
order chromatin structure by association
with the family of highly conserved his-
tone proteins. The fundamental unit of
chromatin is the nucleosome consisting
of ∼146 bases of DNA wrapped 1.75
turns around an octomer of histone pro-
teins. The octomer itself consists of two
H2A/H2B dimers, and an H3/H4 tetramer
that form a tight spool-like structure as
determined by NMR and crystallographic
studies (Fig. 3(a)). Each nucleosome is
linked to the next via a variable length
of DNA to which the linker histone H1 is
bound (Fig. 3(b)). This histone is thought
to be critical for the folding of the chro-
matin fiber and establishment of the
higher order structure. Each of the core
histone proteins consists of a globular do-
main and a tail. The position of the tail
domains could not be assigned in nucle-
osome crystallographic studies, implying
that the tail domains do not form an or-
dered structure. While the minor groove
of the double helical DNA faces the nucle-
osome core, it is thought that these tails
may protrude into the major groove of the
helical DNA, the surface involved in most
protein–DNA interactions. These interac-
tions, influenced by the type and position
of modifications of the histone tails, form
the basis of the ‘‘histone code’’ hypothesis.
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Fig. 3 Chromatin structure and modifications.
(a) The nucleosome core particle structure
consists of four subunit histones H3, H4, H2A,
and H2B. DNA (bold lines) is wrapped around an
octomer of these histones approximately twice.
Histone tail domains are shown to protrude
from the nucleosome and are available for
protein–protein interactions with transcriptional
and chromatin regulators. (b) Euchromatic DNA
forms an open conformation available for
binding of transcription factors. Histones in
these regions are most often acetylated (Ac), but
also methylated (Me) at certain positions.

Histone H1, the linker histone, resides in regions
of DNA between nucleosomes. H1 makes
contact with each nucleosome and may also
form protein–protein interactions with
transcriptional and chromatin regulators. H1 can
be phosphorylated (P) at multiple residues.
(c) Heterochromatin forms a closed
conformation inhibiting access of transcriptional
regulators to DNA. Histones in heterochromatin
are most often methylated (Me). DNA
methylation is also increased in
heterochromatin.

Chromatin structure may be viewed
as being organized into two functional
modules called heterochromatin and eu-
chromatin. DNA, modeled into heterochro-
matin, represents the majority of the
genome and consists mainly of repet-
itive DNA sequences, centromeric, and
telomeric chromosome regions, and also
includes genes that are differentially

expressed depending on any number of
other factors. The chromatin structure in
heterochromatin is tightly compacted and
densely associated with nucleosomes and
histone H1 (Fig. 2(c)). The formation of
heterochromatin, broadly speaking, pre-
vents expression of unwanted proteins
and is heterogeneous from one cell-
population to the next. Actively transcribed
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or ready-to-be transcribed genes reside
in euchromatin. The structure of eu-
chromatin is not compacted, and has
fewer nucleosomes that are phased or
unevenly spaced to allow a permissive en-
vironment for transcription factor binding
and transcriptional initiation (Fig. 2(b)).
Nucleosomes in euchromatin are more
highly acetylated than in heterochromatin.
Boundary elements in chromosomes have
been found to separate heterochromatin
from euchromatin implying that hete-
rochromatin has the potential to spread.
Typically, if a normally euchromatic, ac-
tively expressed gene is transposed to a
region of heterochromatin, the gene will
adopt a heterochromatin formation and
become silenced.

While heterochromatin is a relatively
stable structure, highly methylated and
compacted, the structure of euchromatin
is constantly being remodeled in response
to cellular signaling. Factors that influence
this remodeling fall into two classes. The
first of these includes a number of large
multiprotein chromatin remodeling com-
plexes, the most well characterized being
the SWI/SNF complexes; the name de-
rived according to homology with similarly
functioning yeast proteins. These com-
plexes regulate accessibility of DNA within
nucleosomes to transcription factors by
loosening or tightening DNA–histone
contacts and shifting histone octomers
along DNA. The SWI/SNF complexes can
interact with both transcriptional repres-
sors and activators; however, the specificity
of such interactions and their role in
tumor formation is only just becoming
clear. At the core of these complexes is
an ATP-dependent DNA helicase that is
essential for remodeling activity. In mam-
mals, there are two main remodeling
complexes that contain one of two ATP-
dependent helicases called Brahma (Brm)

and Brahma-related-gene-1 (Brg1). Both
Brg1 and Brm may participate in growth
control via interactions with either Rb or
BRCA1, as has been demonstrated in tu-
mor cell lines. Moreover, mice deficient for
one allele of Brg1 have increased incidence
of leukemia. Furthermore, a component
of the SWI/SNF complex called SNF5 is
linked to rhabdoid tumors in humans and
animal models, a rare but highly aggressive
pediatric tumor condition affecting brain,
liver, and kidney tissues.

The second class of chromatin modifiers
includes proteins that recognize and cova-
lently modify histone tails within nucleo-
somes. The fact that histones are modified
by acetylation, methylation, phosphoryla-
tion, and ubiquitination has been known
for decades. However, the discovery that
histone-modifying enzymes are critical
players in the activation of transcription
highlighted the dynamic role of histones
in the regulation of gene expression. Fur-
ther insight into these roles of histones
in chromatin metabolism came with the
advent of immunochemicals that allow vi-
sualization of modified histones within the
chromatin context. This work has revealed
that histones in euchromatin display a
distinct range of histone modifications
from the ones located in heterochromatin.
More important is the yet emerging role
of histone modifications in heterochro-
matin assembly and maintenance of DNA
methylation; two events strongly linked to
tumorigenesis. The location of most mod-
ified residues in the core histones and the
linker histone H1 are known (Fig. 4). How-
ever, the function of each in modulating
gene expression is only beginning to be re-
alized. Interestingly, more and more genes
that can modify histones are being linked
to tumor formation. The subsections be-
low discuss the role of several key histone
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modifications and the enzymes that cat-
alyze their formation in mediating epige-
netic regulation of gene transcription.

2.2.1 Histone Acetylation
Histone acetylation is known to be as-
sociated with, although not exclusively,
transcriptionally active genes. Two classes
of enzymes, histone acetyltransferases
(HATs) and histone deacetylases (HDACs)
are responsible for modifying the acetyla-
tion status of histones. These enzymes are
often a part of larger protein complexes
associated with transcriptional activation
and repression respectively. Acetylation of
the N-terminal tail of histones is thought
to relax the DNA structure on the histone
octamer and allow access to transcriptional
machinery. Conversely, deacetylation of hi-
stones stabilizes a repressive chromatin
structure. Acetylation of lysine residues

has been documented in all core histones
and at the N-terminus of linker histone,
H1. Many of these enzymes are highly con-
served in all eukaryotes including yeast,
neurospora, and drosophila.

The first functional role of a HAT pro-
tein in gene transcription was identified
in the yeast homolog of the Gcn5 tran-
scriptional coactivator. Since then, several
other proteins identified as transcriptional
coactivators, many of which are included in
Table 2, also have HAT activity. Currently,
it is thought that histone acetyltransferases
are recruited to chromatin through in-
teractions with DNA sequence–specific
transcription factors. However, acetylation
activity can be targeted to specific DNA
sequences when HATs also have DNA
binding domains, as is the case for acti-
vating transcription factor-2 (ATF2). It is
important to note that some HATs such
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Tab. 2 Acetyltransferase modifiers.

HAT gene Histone target Function location Cancer/disease
connection

PCAF H3, H4 Transcriptional
cointegrator

3p22

CREBBP All Transcriptional
cointegrator

16p13.3 Leukemia,
Rubenstein-Taybi
syndrome

P300 All Transcriptional
cointegrator

22q13.2 Leukemia

Tip60 H4, H3, H2A DNA repair, apoptosis 17p11.2
MOZ/ZNF220 Transcriptional

cointegrator
8p11 Fused to Crebbp in AML

HBO1/MYST2 H3, H4 Binds origin of
replication complex

17q21.32

SRC1/NCOA1 H3, H4 Nuclear receptor
coactivator

2p23

AIB1/NCOA3 H3, H4 Nuclear receptor
coactivator

20q12 Multiple tumors,
amplified

GRIP1/NCOA2 Nuclear receptor
coactivator

8q13.1

TAFII250 H3, H2A Transcription, cell-cycle
progression

Xq13.1

MYST1 H3, H4, H2A Unknown 16p11.1
ATF2 H4, H2B Growth factor activated 2q32
GCN5L2 H3, H2B Transcriptional

cointegrator
17q21

HAT1 H4, H2A Newly synthesized H4,
H2A

2q31.2–33.1

MORF H4, H3 Unknown 10q22.2 Fused to Crebbp in AML

Note: AML: acute myelogenous leukemia.

as CBP, P300, PCAF, and TAFII250 func-
tion to modify both histones as well as
other members of transcriptional activa-
tion complex (Table 2). In the case of CBP
and P300, other cellular targets for acetyla-
tion such as P53 have been identified and
may be equally important in modifying
gene expression.

While the acetylation of the core his-
tones is most often studied in the context
of transcriptional activation, acetylation
plays many roles in chromatin biology.
For instance, Lys5 and Lys12 residues of

histone H4 are acetylated prior to chro-
matin assembly and are an important mod-
ification for facilitating assembly of newly
replicated DNA into chromatin. Once
replication completes, this acetylation pat-
tern is erased and new acetylation pattern
is established most likely in response to ge-
netic positional information. Histones in
transcriptionally active genes are most of-
ten acetylated at H3(Lys9) and H3(Lys14).
Conversely, acetylation of H4(Lys12) in
yeast and flies is found predominantly in
heterochromatin or repressed chromatin.
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Moreover, as discussed below, acetylation
of histones can facilitate and/or repress
methylation or phosphorylation of other
histone residues and vice versa. Among
these interactions emerges the critical
importance assigned to H3(Lys9), that can
be either acetylated or methylated, but not
both at the same time, providing what
may be a molecular switch point for re-
cruitment of activation versus repression
complexes to gene promoters.

Histone acetylation is a dynamic equi-
librium resulting from the opposing ac-
tivities of HATs and histone deacetylases
(HDACs). HDACs are defined by genetics
into subclasses based on homology to three
yeast HDACs, Rpd3 (Class I: HDAC1, 2, 3,
and 8), Hda1 (Class II: HDAC4, 5, 6, 7, and
9) and Sir2 (Class III: hSIRT1-7). There
are two well-characterized class I HDAC
containing complexes, Sin3/HDAC and
NuRD/Mi2/NRD that play known roles
in transcriptional repression that is
dependent on HDAC activity. While the

class I HDACs localization in cells is pre-
dominantly nuclear, the class II HDACs
appear to be shuttled between the nucleus
and cytoplasm. Class II enzymes are not
found as part of the same complexes as
class I enzymes, but do interact with core-
pressors of certain transcription factors.

How might acetylation status of histones
be conveyed to transcriptional machin-
ery? One way could be that acetylation
of histones loosens the DNA–histone con-
tact points providing greater accessibility
of transcription factors to critical regula-
tory sequences. Alternatively, regulatory
proteins that directly recognize and bind
to acetylated lysines may be recruited
to acetylated histones. The protein mo-
tif that is known to recognize and bind
acetylated lysines is called the bromod-
omain. A large family of bromodomain-
containing proteins has been identi-
fied both functionally and through se-
quence homology and is included in
Table 3. Many HATs themselves contain

Tab. 3 Bromodomain-containing proteins.

Gene Description/Function Location

BAZ1A Nucleosome remodeling 14q13.2
BAZ1B Nucleosome remodeling 7q11.23
BS69 Corepressor 10p15.3
CREBBP Histone acetylation, transcriptional integrator, P53 acetylation 16p13.3
EP300 Histone acetylation, transcriptional integrator, P53 acetylation 22q13.2
GCN5L2 Histone acetylation 17q21.2
PCAF Histone acetylation 3p24.3
PHIP Insulin receptor substrate interacting protein 6q14.1
SMAP Nuclear receptor coactivator 5q31.2
Brg1/SMARCA4 ATP-dependent DNA helicase, nucelosome remodeling 19p13.2
Brm/SMARCA2 ATP-dependent DNA helicase, nucelosome remodeling 9p24.3
SP100 Nuclear body protein 2q37.1
SP110 Localized to the nucleolus 2q36.3
SP140 Nuclear body protein 2q37.1
TAFII250 Transcription complex Xq13.1
TIF1A Nuclear receptor coactivator 7q34
TRIM33 Related to TIF1 1p13.2
WDR9 WD-repeat protein 21q22.2
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bromodomains, including CREBBP, P300,
PCAF, GCN5, and TAFII250. Several
bromodomain proteins have unknown
functions, but many others are known
to play specific roles in chromatin re-
modeling such as Brg1 and Brm, the
catalytic engines of ATP-dependent chro-
matin remodeling complexes. It is impor-
tant to note that at least one bromod-
omain protein, BS69, has known roles
in repressor complexes providing fur-
ther evidence that acetylation may have
multiple and diverse functions. One can
clearly imagine that through bromod-
omains, the status of acetylation as a
promoter can determine the presence or
absence of many key factors in transcrip-
tional control.

2.2.2 Histone Methylation
While methylation of histones was discov-
ered more than three decades ago, its im-
portance in gene regulation and chromatin
condensation was not be realized until
the late 1990s when researchers began
to clone histone methyltransferases func-
tionally from yeast and mammalian cell
extracts. Unlike histone acetylation that is
subject to the dynamic interplay of HAT
and HDAC activity, histone methylation
appears relatively static and to date no bona
fide histone lysine demethylases have been
identified. Methylation can occur on either
arginine residues or lysine residues and is
catalyzed by several different protein fam-
ilies (Table 4). Many of the lysine directed
Histone methyltransferases (HMTs) con-
tain SET domains named for the founding
three members in Drosophila, Suppressor
of variegation effect-39H1 (Su(Var)3–9),
Enhancer of zeste (EZH) and trithorax
(TRX ). These original members of the
SET-domain family were cloned by virtue
of their influence on Drosophila Hox gene
regulation (EZH and TRX), or position

effect variegation, the concept that the
physical nature of surrounding chromatin
can dictate whether a gene is expressed
or not (Su(Var)3–9). Eventually, the gene
products derived from the human ho-
mologs of these alleles Suv39H1, EZH2,
and MLL were found to possess his-
tone methyltransferase activity. Families
of arginine methyltransferases contain-
ing SAM binding domains are known to
have many cellular targets in addition to
histones. The arginine methyltransferase
CARM1 was identified by its association
with the histone acetyltransferase GRIP1
and preferentially methylates H3(Arg2),
H3(Arg17), and H3(Arg36). Finally, the
protein DOT1 that does not contain a SET
domain or an apparent SAM binding do-
main methylates H3(Lys79) in the globular
domain and may affect telomeric silencing
specifically. Because most arginine and
lysine methyltransferases utilize SAM as
methyl donor, they are possibly subject
to the same dietary influences of folate
outlined above for DNA methylation (see
Sect. 2.1).

Methylation of lysine residues in H3
and H4 tail domains has been associ-
ated with either transcriptional activation
or repression depending on the residue
modified. Methylation of H3(Lys4) is often
associated with transcribed genes, whereas
methylation of H3(Lys9) is almost invari-
ably associated with heterochromatin. The
SET-domain proteins SET7 and MLL both
specifically target H3(Lys4) for methyla-
tion and this modification is associated
with their ability to coactivate transcrip-
tion. Several lines of evidence point to
H3(Lys9) as an epigenetic mark that dra-
matically alters heterochromatin structure
in vivo. First, methyltransferases that show
specificity for H3(Lys9), such as Suv39H1,
are often found in complexes containing
HDACs and heterochromatin-associated
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Tab. 5 Chromodomain containing proteins.

Gene Description/Function Location

CBX6 Chromobox protein 6 22q13.1
CBX7 Chromobox protein 7 22q13.1
CDY1 Testis specific chromodomain Y protein 1 q11.2
CDY2 Testis specific chromodomain Y protein 2. q11.2
CDYL Chromodomain protein Y-like 6p25.1
CHD1 Helicase, remodeling 5q15
CHD5 Chromodomain helicase DNA binding protein 5 1p36.31
HP1-alpha Heterochromatin formation, transcriptional repression. 12q13.13
HP1-beta Heterochromatin 17q21.32
HP1-gamma Unknown 7p15.2
Mi2-alpha Deacetylation complex 17p12
Mi2-beta Deacetylation complex 12p13.31
PC2 Polycomb homolog 2 17q25.3
PC3 Polycomb homolog 3 (CHD8) 17q25.3
Q9BTP1 M-phase phosphoprotein 8 13q12.11
SUV39H1 Suppressor of variegation Xp11.23
SuV39H2 Suppressor of variegation 10p13
RBP1 Retinoblastoma binding protein 14q22.3

proteins such as HP1. Additionally, cells
derived from mice that lack Suv39H1 show
decreased heterochromatin assembly and
conversely, overexpression of Suv39H1 in-
creases overall heterochromatin in cells.
Using Tetrahymena, it has also been
shown that mutations in the Suv39H1 ho-
molog or mutation of H3(Lys9) can abolish
all histone methylation in this organism.

Similar to acetylation, conveyance of
histone methylation marks to the tran-
scriptional machinery may occur through
proteins that specifically recognize and
bind methylated lysines. The chromod-
omain (Chromatin organization modifier)
of HP1 protein specifically recognizes and
binds to methylated K9 indicating this
mark may recruit and/or maintain HP1
in heterochromatin regions. By sequence
homology, many other proteins exist that
contain chromodomains and it awaits to
be seen if the chromodomain is a general
motif for binding of methylated lysine
residues in histone tails (Table 5).

The dynamic link between histone
methylation and DNA methylation is sup-
ported by already mentioned correlations
of H3(Lys4) and H3(Lys9) with under-
methylated and hypermethylated genome
regions respectively. Several scenarios
arise through which there could be com-
munication between histone modifica-
tions and DNA methylation via interac-
tions with the respective enzymes (Fig. 5).
First, proteins that recognize methylated
cytosines, such as MeCp1, can recruit hi-
stone deacetylases to promoter regions
(Fig 5(a)). A second possibility is that the
methyl binding domains within or in con-
junction with histone methyltransferases
recognize methylated cytosines and ini-
tiate histone methylation (Fig. 5(b)). A
third possibility is that chromodomain
containing proteins such as HP1 can
recognize methylated lysines within nu-
cleosomes and subsequently recruit DNA
methyltransferases to CpGs in promot-
ers (Fig. 5(c)). It is important to note
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MBD
Me

Me

(b) DNA methylation        Histone methylation

HMT

HDAC

MBD
Me

(a) DNA methylation        Histone de-acetylation

Ac

Me

Me

(c) Histone methylation        DNA methylation

DNMTch

romodom
ain

Fig. 5 Relationship between DNA
methylation and histone modifications
in transcriptional silencing. (a) Proteins
with methyl binding domains (MBD; e.g.
MeCp2) recognize methylated cytosines
in DNA and recruit HDACs that catalyze
histone deacetylation. (b) An MBD
protein can also function to recruit
histone methyltransferases, many of
which function to repress transcription
through methylation of histones (e.g
Suv39H1 and Ezh2 resp). (c) Proteins
with chromodomains (e.g. HP-1)
recognize methylated lysines in histones
and recruit DNAmethyltransferases
(DNMT) to chromatin

that these scenarios are not mutually
exclusive and that all may exist in a par-
ticular cell type or be specific for selected
promoters.

2.2.3 Histone Phosphorylation
Phosphorylation of histones H3 and
H1 is associated with chromosome
condensation during mitosis. However,
more recently, the phosphorylation of
H3(Ser10) has been associated with acti-
vation of immediate-early-response genes
such as c-jun, c-fos and c-myc. One H3 di-
rected kinase Rsk-2 is mutated in human
Coffin–Lowry syndrome. Phosphorylation
of H3 is also catalyzed by MSK1, a kinase
that is activated in response to growth fac-
tors in vitro. As shown in Fig. 4, the linker
histone H1 contains up to seven residues
that are targets for phosphorylation. The
phosphorylation status of H1 undergoes

distinct pattern changes throughout the
cell cycle that may be regulated in part
by the activity of CDK2, a protein ki-
nase often hyperactivated in tumors. In-
terestingly, recent evidence suggests that
phosphorylation status of H1 may influ-
ence SWI/SNF remodeling activity and
gene activation of certain hormone re-
sponsive promoters such as the mouse
mammary tumor virus (MMTV) promoter.
Many phosphorylation events in histones
act cooperatively with acetylation and an-
tagonize methylation. For instance, in
vitro H3(Ser10) phosphorylation facilitates
acetylation of H3(Lys14), but antagonizes
methylation of H3(Lys9). This role of
H3(Ser10) in gene activation is counter-
intuitive to the role of phosphorylation in
chromatin condensation and it may be
that combinatorial changes in other his-
tone modifications may also participate in
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this process. Furthermore, sites and levels
of phosphorylation in H1 do not appear
to be equivalent and the presence of sev-
eral isoforms of H1 may play specific and
contrasting roles in gene activation rather
than condensation.

2.3
RNA and Posttranscriptional Silencing

We must also consider another emerging
player in epigenetic regulation. Over the
past several years, the role of RNA and
specifically short RNAs in critical biolog-
ical processes has become increasingly
clear. In plants, Caenorhabditis elegans,
and neurospora, double-stranded RNAs
(dsRNA) sliced into shorter products were
shown to target homologous RNA for
cleavage and degradation. Researchers im-
mediately recognized the utility of such
an endogenous system to allow functional
knockouts in these organisms without al-
tering genomic DNA sequence. Called
RNA-interference, or RNAi, this technol-
ogy can now be performed in mammalian
cells with moderate success using short
recombinant RNA. The concept of using
small interfering RNAs to knockdown
gene expression has tremendous trans-
lational value as these RNAs may be
easier to deliver than typical viral or DNA
based gene therapies without as many side
effects.

RNA is also an important endogenous
modifier of gene expression in mam-
malian cells. The regulation of two loci,
the H19 and Xist-Tsix loci provided the
first indication that RNA may play a signif-
icant role in epigenetic gene regulation.
Both loci code for untranslated RNAs.
The Xist RNA is required for initiation
of X chromosome inactivation and is reg-
ulated by balanced expression of Tsix.
Through gene knockout studies in mice,

H19 RNA is shown to be required for the
maintenance of imprinting at several so-
matic loci. It stands to reason that RNAs
such as those generated from H19 or Xist
may in fact be structural parts of chro-
matin. Indeed, in plants, double-stranded
RNA functions to mark homologous DNA
sequences for methylation and subsequent
silencing. Furthermore, in mammalian
cells, it is known that the heterochromatin
around centromeres is more stable and
requires more prolonged treatment with
HDAC inhibitors to remove HP1 and relax
the chromatin in this region. In a remark-
able discovery in 2002, this phenomenon
was shown to be dependent on an as-yet-
unidentified nuclear RNA since cells that
were treated with RNAse rapidly lost HP1
from pericentric chromatin. This result
will inevitably lead to a better mechanis-
tic understanding of previous unexplained
roles of RNA in epigenetic regulation. This
structural role of RNA in chromatin and
its impact in tumor development will be a
new area of intense research in the years
to come.

3
Epigenetics and Tumorigenesis

3.1
Methylation-mediated Silencing in
Tumorigenesis

DNA methylation impacts tumor forma-
tion by both silencing of methylation-
sensitive genes and increasing mutation
rates in genes due to spontaneous deam-
ination of methylated residues. For an
example of the latter, CpG dyads in P53 are
often methylated in normal human tissues
and a small number of these CpG dyads
account for or are adjacent to the majority
of P53-inactivating mutations. While the
spontaneous deamination mechanism is
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hypothesized to be the most likely cause
of CpG mutations, alternative explana-
tions include carcinogen sensitivity and
enzyme directed methods of mutating
methylated genes (see Sect. 2.1). Alle-
les that are targets for hypermethylated-
mediated silencing in tumors include
many genes involved in cell-cycle pro-
gression (P16INK4a, Rb, P14ARF, P73, ER),
DNA repair, (MLH1, B4RCA1), carcinogen
metabolism, (GSTP1), cell adhesion and
metastasis (CDH1, CDH13) and apoptosis
(DAPK, TMS1). Promoter hypermethyla-
tion of some of these tumor suppressor
alleles appears to be specific for certain
tumor types, as is the case of p73 in lym-
phoma and BRCA1 in breast cancer. Many
targets of methylation associated silencing
have clear ties to tumor progression and
are included in Table 6.

Many initial studies that mechanisti-
cally link methylation to cell growth are
the result of analyzing tumor suppres-
sor promoter methylation in tumor cell
lines. The evidence that tumor suppressor
CpG–island hypermethylation may be an
early event in tumor formation is derived
from studies on pre-neoplastic and tumor
biopsies and resections. The number of al-
leles associated with methylation-induced
silencing continues to grow. For the pur-
pose of this article we have chosen, as
archetypes, alleles for which significant
progress has been made in determining
tumor suppressive mechanism in cells and
tumors and which we feel are particularly
good examples of the many roles of DNA
methylation in tumor formation. Table 6
lists additional known tumor-related genes
influenced by methylation and includes
information for accessing a database main-
tained by the National Library of Medicine
where additional information for each
gene can be found.

3.1.1 Methylation of Genes Involved in
Cell-cycle Control
The cyclin dependent kinase inhibitor,
CDKN2 or P16INK4a, protein functions
by inhibiting cyclin dependent kinases 4
and 6 (Cdk4 and Cdk6) thus inhibiting
the phosphorylation of pRB and progres-
sion of the cell cycle. The P16INK4a gene
in tumors is subject to point mutations,
deletions, and methylation, and the array
of alterations varies by tumor type. The
first observation of hypermethylation of
the P16INK4a CpG island in tumors was
made in 1995. Work that followed has
identified P16INK4a promoter methylation
in all tumor types examined. Recent work
published in 2003 examined silencing of
the P16INK4a promoter in a colon tumor
cell line and found that DNA methyla-
tion is required to maintain silencing of
P16INK4a. However, de novo methylation
associated with the silencing of P16INK4a

promoter was actually preceded by histone
methylation. This work provided an inter-
esting new logic behind both the interplay
as well as independent actions of these two
epigenetic marks.

Familial adenomatous polyposis (FAP)
is a familial condition resulting in multi-
ple polyp formation in the lower GI tract
and a predisposition of these polyps to de-
velop into carcinoma. The adenomatous
polyposis coli (APC) gene is located at
chromosome 5p21 and mutations can re-
sult in the autosomal dominant familial
FAP as well as sporadic cancers. How-
ever, not in all FAP cases could mutation
be detected and in 18% of those that are
not mutated, aberrant hypermethylation
of the 5′CpG island occurs in associa-
tion with reduced expression. Loss of APC
function results in loss of degradation
of the transcriptional activator and on-
coprotein β-catenin, leading to increased
cell cycle and growth. While the study of
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APCs involvement in colon polyp and tu-
mor formation led to the identification
of methylation as a potential factor, the
role for methylation in the progression
of polyps to tumors may have been best
shown using a mouse model of APC. The
APC−min allele in mice is a functional null
allele discovered in a mutagenesis screen
for colon polyp formation. These animals
produce multiple polyps that progress to
tumors similar to humans. The DNMT1
status is a determinant in polyp-formation
susceptibility in the APC−min animals.
When animals deficient in one copy of
APC (APCmin/+) were mated to mice de-
ficient in DNMT1 activity, the resulting
animals had reduced intestinal adeno-
mas compared to APCmin/+ animals with
normal DNMT1 activity. This result is
concomitant with decreased CpG-island
methylation indicating that this decrease
in methylation may be the protective mech-
anism against polyp formation. Therefore,
it is possible that treatments to decrease
methylation in colon cells may be effec-
tive against tumors associated with loss
of APC.

The estrogen receptor (ER) is a hor-
mone activated transcription factor that
plays a necessary role in cell prolifera-
tion of estrogen-responsive tissues such
as the uterus and mammary epithelium.
In cell lines that have lost ER, readdition
of ER protein results in growth inhibition
indicating that loss of ER expression in pre-
neoplastic tissues may provide a growth
advantage. Estrogen receptor gene has two
promoters associated with CpG islands
and age-related methylation. Increases in
CpG-island methylation at ER is linear
with age, increasing in human colon tissue
from 2 to 20% through the second to the
ninth decades of life. Moreover, the degree
of methylation is progressive in prostate

and colon tumor formation and is con-
sistent with a selective advantage for this
modification. Thus, silencing of ER is one
example of several alleles, also including
MYOD1, N33, and Pax6, that undergo both
age-related methylation and selection for
methylation-induced silencing in tumors.
The status of ER in tumors is an important
factor in tumor treatment strategies. The
loss of ER in breast tumors is often as-
sociated with more aggressive cancers and
negative clinical outcomes. ER-negative tu-
mors are not responsive to tamoxifen, an
anti-estrogen drug found to be a highly
effective treatment in ER-positive breast
tumors. Furthermore, tumors that escape
doxorubicin treatment have often lost ER
expression indicating that this particular
treatment for ER sensitive tumors may
predispose the tumor to become more ag-
gressive. Therefore, the ability to reactivate
a silenced ER in tumor cells could be an
important advantage in treatment strategy.

The P73 protein is similar in sequence
and secondary structure to P53, a known
regulator of cell-cycle progression and
DNA-damage induced apoptosis. How-
ever, the role of P73 may be different and
its mechanism of action is not entirely
understood. Interestingly, P73-promoter
hypermethylation is predominant in B-cell
and Burkitt’s lymphoma; more prominent
than mutation or LOH. Among many tu-
mor types, lymphomas and leukemias are
the only ones in which P73 methylation
has been detected. It remains to be seen
whether methylation of P73 is causative or
correlative in tumor progression in these
tissues and why methylation is a more
prominent form of P73 inactivation in
blood tumors versus solid tumors. One
possible reason for this tissue specificity
is that normal lymphocytes are imprinted
at P73, so loss of only the expressed copy
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would be necessary to eliminate P73 pro-
tein in these cells.

3.1.2 Methylation of Metastasis-related
Genes
The E-cadherin protein (CDH1) functions
in calcium-dependent cell–cell adhesion
and loss of CDH1 in tumors is highly cor-
related with tumor metastasis, especially
in epithelial-derived tumors. While mu-
tations in E-cadherin are found in a few
subsets of tumor types, most often, in-
activation of E-cadherin occurs through
promoter methylation. Methylation fre-
quency is very high in all sporadic tumors
examined, including breast, leukemia,
and esophageal, at an incidence often
greater than 40%. Interestingly, methy-
lation of CDH1 is inversely correlated
with LOH in epithelial tumors and of-
ten E-cadherin expression is reactivated
in the metastasis indicating that reversal
of the CDH1 silencing is an impor-
tant part of epithelial tumor progression.
Other genes involved in metastasis that
are associated with methylation-induced
silencing include tissue inhibitor of met-
alloproteinases (TIMP3) and H-cadherin
(CDH13) (Table 6).

3.1.3 Methylation of DNA Repair Genes
Virtually all cases of hereditary non-
polyposis colon carcinoma (HNPCC) and
13% of sporadic colon carcinomas display
genomic microsatellite instability (MSI).
The hallmark of MSI are changes in
the length of individual single and din-
ucleotide repeat sequences throughout the
genome due to slippage of the replica-
tion complex, and failure of the mismatch
repair system. When such a repetitive se-
quence occurs in the coding sequence of a
gene, this slippage often results in frame-
shift mutations. The human homologs of
Escherichia coli mutL gene, MLH1 and

MLH2, are major factors in mismatch
repair and hypermethylation-induced si-
lencing of the MLH1 promoter is found in
a majority of colorectal cancers with MSI.
Because MLH1 protein is critical in DNA
repair, when mutation or silencing occurs,
the effect can be genome-wide. Given these
associations, it is suspected that a defi-
ciency in methylation activity would be
protective against formation of these tu-
mors. When MLH1 deficient mouse mod-
els were made to be deficient in DNMT1 by
mating to a hypomorphic DNMT-1 mouse,
two opposing results were obtained. First,
the incidence of intestinal cancers was
decreased consistent with data obtained
in human patients interlinking increased
DNA methylation concurrent with MSI.
However, in these same animals there is a
dramatic increase in the incidence of lym-
phoid tumors. These results indicate that
the role of DNA methylation in intestinal
cancers is distinct from that involved in
lymphoid tumor formation.

BRCA1 is mutated in almost half of fa-
milial linked breast cancer cases, although
few mutations have been described in
sporadic breast cancer. However, recent
data indicate that a significant portion
of sporadic ovarian and breast tumors
are methylated rather than mutated for
BRCA1 and this modification is often
associated with LOH. Similar to P73,
BRCA1 inactivation by methylation is
highly tissue-specific with no methylation
reported to be associated with BRCA1 in
colon, leukemia or liver tumors. While the
role of BRCA1 protein in either normal
cells or progression to tumor cells is poorly
understood, BRCA1 protein has been re-
ported to interact with several proteins
involved in DNA repair and recombi-
nation, implicating a role in mediating
this process. Importantly, a recent and
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particularly interesting observation indi-
cates a role for BRCA1 in targeting the
Xist RNA to the X chromosome. In this
study, cells that lack BRCA1 were shown
to have abnormal X-inactivation and loss
of focal H3(Lys9) methylation along the
inactivated X chromosome. It will be of
interest to determine if BRCA1 plays a
more global role in RNA-mediated alter-
ations of chromatin structure such as the
recent discovery of RNA-mediated pericen-
tric heterochromatin formation.

BRCA1 represents an example of the
impact of promoter methylation on gene
activation by interference with specific
transcription factor binding (see Fig. 3(b)).
In this case, the screening of a series of
randomly sampled breast carcinomas re-
vealed the presence of CpG methylation
adjacent to the BRCA1 transcription start
site, whereas in control normal tissues
these same regions were unmethylated.
One such methylated CpG occurs at a
CREB (cAMP-responsive element bind-
ing) transcription factor binding site in the
BRCA1 promoter. Methylation prevents
binding of CREB and the recruitment of
transcription factors leading to downreg-
ulation of BRCA1 in a breast tumor cell
line. Thus, one possible mechanism of
transcriptional inactivation of the BRCA1
gene within breast tumors may be inter-
ference due to methylation of this specific
sequence rather than CpG-island hyper-
methylation and subsequent heterochro-
matin formation.

3.1.4 Methylated DNA Binding Proteins
The MBD4 protein interacts in vitro with
MLH and is thought to participate in DNA
mismatch repair by removing thymine
or uracil from mismatched CpG sites.
Mutations in MBD4 are found in colorectal
carcinomas, tumors with microsatellite
instability, endometrial, and pancreatic

tumors with 20 to 25% incidence. A
microsatellite ‘‘hotspot’’ in a polyadenine
tract in the MBD coding region is often
the site where mutations are found. A
mouse model deficient in MBD4 had a
threefold increase in C to T transitions
in CpG dinucleotides throughout the
genome. When crossed to APCmin allele,
MBD4 deficiency increased rate of tumor
formation and mutability of APC gene.
Together these results indicate that MBD4
is required to suppress C to T transitions
presumably by recognizing methylated Cs
in the parent strand during mismatch
repair.

3.2
Histone Modifications in Tumorigenesis

Evidence of the importance of histone-
modifying proteins as epigenetic regula-
tors of transcription, chromatin structure,
and tumor formation is increasing. In-
deed, as mentioned above, silencing of
the cell-cycle control protein P16INK4a may
be initiated through histone modifications
prior to DNA methylation. Here we outline
specific examples of known roles that these
proteins play in human disease and some
of the mouse models generated in attempts
to gain more insight into the functions of
these proteins. Proteins that modify hi-
stones can be inactivated in tumors by
point mutation, deletion, translocation,
and in some cases methylation. Interest-
ingly, some translocations involving HATs
and HMTs result in proteins that gain new
functions leading to tumors.

3.2.1 Histone Methyltransferases
By a microarray approach the overexpres-
sion of the SET-domain histone methyl-
transferase EZH2 was recently found
to be highly correlated with metastatic
prostate tumor tissues as compared with
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benign prostate or localized prostate tu-
mors. EZH2 has a SET domain and has
recently been shown to have bona fide hi-
stone methyltransferase activity targeting
H3(Lys27) in nucleosomal DNA. EZH2 as-
sociates with HDACs in a complex that also
contains the WD-repeat protein EED that
is important in maintenance of imprinted
X-inactivation. Negative regulation of gene
expression in prostate tumor cell lines by
EZH2 is dependent on an intact SET do-
main and HDAC activity. Furthermore,
repression of EZH2 in prostate tumor cell
lines reduced their cell growth.

Another histone methyltransferase,
Suv39H1, is implicated in tumorigenesis
by virtue of interaction with Rb in the
progression of the cell cycle. The ability
of Rb to block E2F transcription of
the cyclin E promoter is mediated in
part by HP1 and Suv39H1. Suv39H1
exhibits cell-cycle dependent changes in
activity, such that it is active in G1, but
becomes inactive during G1–S-transition
and is reactivated late in S-phase. Although
a definitive role of this allele or its
homolog Suv39H2 in human primary
tumors has not been demonstrated,
results from gene targeting in mice
implicates one. Null alleles of Suv39H1
and Suv39H2 as well as transgenic animals
that overexpress Suv39H1 have been
characterized. The results from phenotypic
and chromatin analysis of these models
is consistent with a role for Suv39H
proteins in heterochromatin formation
and uncovered a role for Suv39H in
chromosomal segregation during mitosis.
Individually, Suv39H1 and Suv39H2 null
mice do not display abnormal phenotypes
and are fertile. However, Suv39H1/H2
double-knockout mice develop late onset
B-cell lymphomas that resemble non-
Hodgkin’s lymphoma in humans. Primary
fibroblast cells lacking Suv39H1 and H2

quickly become aneuploid and are prone
to aberrant mitosis and chromosomal
segregation. Furthermore, mitotic profiles
of H3(Lys9) methylation are severely
altered or diminished in both fibroblast
and bone marrow cells. Overexpression of
Suv39H1 in transgenic animals impairs
differentiation but, remarkably, can also
lead to spontaneous immortalization
without crisis in fetal hepatocytes and
erythrocytes. The SET domain is also
known to be a protein–protein interaction
motif and in some cases this may be
the primary function of this domain. It
remains to be seen if chromatin targets or
other cellular targets may be responsible in
increasing tumor transformation in these
animals.

RIZ1 is a zinc-finger and SET-domain
containing tumor suppressor gene identi-
fied by virtue of its interaction with Rb. The
location of RIZ1 in the human genome is
1p36, a region often deleted in human
cancers. RIZ1 frame-shift mutations are
found in 37% of microsatellite-instable
tumors and the RIZ1 promoter is also
a target for hypermethylation-mediated
repression. The RIZ1 locus codes for
two protein products, RIZ1 and RIZ2
that are controlled by separate promot-
ers. RIZ2 is smaller than RIZ1 and lacks
the SET-domain. Importantly, RIZ1, but
not RIZ2 expression is lost in breast can-
cer, lung cancer, osteosarcoma, hepatoma,
neuroblastoma, and colon cancer indicat-
ing that the SET-domain portion of RIZ1 is
important in its tumor suppressor role. Al-
though RIZ1 contains a SET domain and
interacts with several transcription factors
including Rb, ER, and GATA3, an HMT
activity has not yet been demonstrated. The
generation of a null allele of Riz1 in mice
provided perhaps the best evidence of its
role as a tumor suppressor. Homozygous
Riz1-null animals are viable and fertile, but
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have increased incidence of multiple tu-
mors especially diffuse B-cell lymphoma,
one of the most common non-Hodgkin’s
lymphomas found in humans. Investiga-
tors showed that in cell lines that lack RIZ1,
exogenous addition of RIZ1 significantly
slowed growth both in cell culture and in
the capacity of cells to form tumors when
injected subcutaneously into mice. Gene
therapy attempts in mice that target MSI+
tumors using RIZ1 expression vectors are
encouraging.

The gene for another SET-domain con-
taining protein, MDS-EVI1 is located in
a region of chromosome 3 often involved
in translocations in myeloid leukemias.
Similar to RIZ1 and RIZ2, the EVI1 and
MDS1 protein products are also derived
from the same locus under different pro-
moter control. In this case, MDS1-EVI1
contains a SET domain and zinc-finger do-
main, whereas EVI1 lacks the SET domain.
EVI1 acts as an oncogene when found in
translocation products acting to increase
growth rates in tumor cell lines. How-
ever, expression of the MDS1-EVI1 gene
product represses growth. A transgenic
mouse model was generated to express
the translocation produced MDS1-EVI1-
AML fusion only in the blood cells. These
mice die quickly of acute myelogenous
leukemia and can serve as a model system
to understand progression and treatment
options for this type of leukemia. As with
RIZ1, the presence of the SET-domain
has not yet been associated with histone
modifications.

Many SET-domain proteins are in-
volved in translocation events in tumors.
Mixed lineage leukemia (MLL) suscepti-
bility mapped in humans at chromosome
11q23 was subsequently shown to code
for the homolog of Drosophila TRX pro-
tein, a SET-domain containing protein (see
Sect. 2.2.2). MLL may present an example

of the cross-talk between histone modifi-
cations and the SWI/SNF complexes. MLL
is a transcriptional effector that targets
H3(Lys4) for methylation and has been
shown to directly interact with SNF5 and
Brg1. The human MLL allele is involved
in as many as 30 different transloca-
tions found in 80% of infant leukemias.
These translocations are thought to result
in a gain of function for MLL because
of the activity of the fusion. Consistent
among these translocations is that the new
product retains the amino-terminal 1300
amino acids, but loses the plant home-
obox domain (PHD), transactivation, and
SET domains of MLL. The exact role of
many of the fusions in tumorigenesis is yet
to be determined, but one recent sugges-
tion noted from experiments using mouse
Mll-null cells is that the mutant fusions
involving MLL may cause cells to bypass
cellular differentiation–induced downreg-
ulation of MLL-targets such as Hox genes.

3.2.2 Histone Acetyltransferases
Misdirection of HAT activity occurs as a
result of several chromosomal transloca-
tions involving HATs. Among the HATs
most commonly associated with tumori-
genesis is the CREB binding protein
(CBP). CBP is a large protein with many
functional domains including three pu-
tative zinc-finger interaction motifs, an
acetyltransferase domain, a plant home-
obox domain, and a bromodomain. The lo-
cus that codes for CBP, Crebbp, is involved
in several translocation events. Among
these are translocations that create fusions
with either MOZ (monocytic leukemia
zinc-finger protein, t(8;16)(p11;p13)) or
MLL (t(11;16) (q23;p13.3)) associated with
leukemia. Translocations of Crebbp in-
volving either MOZ or MLL result in
fusion proteins that gain novel func-
tions that may result in aberrant histone
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acetylation. Loss-of-function mutations in
Crebbp result in the multisymptom Ruben-
stein–Taybi syndrome associated with an
increase in tumor incidence, especially
leukemias. Mice that lack CBP also display
many of these same symptoms including
a predisposition to leukemias. Further-
more, truncations and LOH associated
with P300, an acetyltransferase and close
homolog of CBP, is implicated in gastric
cancers and glioblastomas. It is important
to note that both CBP and P300 are known
to acetylate many proteins in addition to hi-
stones including P53 and other members
of the general transcriptional machinery.
Thus, the exact role of histone substrates
in mediating tumor formation associated
with these proteins is unclear.

The ‘‘amplified in breast protein’’, AIB1,
(ACTR/pCIP/TRAM1/RAC-3/SRC-3) is a
member of the P160 subfamily of histone
acetyltransferases and was found during
a search for genes amplified in breast tu-
mors. AIB1 overexpression is found in
more than 60% of breast tumors analyzed
and enhances steroid receptor activity
by interaction with the steroid receptors
themselves. In some cases, amplification
of AIB1 is associated with loss of steroid re-
ceptor expression or function, which could
be a factor in treatment outcomes when
using antiestrogens, such as tamoxifen. It
is also overexpressed in prostate tumors,
ovarian, pancreatic, endometrial cancers,
and primary gastric tumors, and is associ-
ated with metastases and poorer prognosis.
A Drosophila homolog of AIB1 was shown
to affect cell–cell contact and focal adhe-
sion, but its role in mammalian biology is
not completely understood.

The role of HDACs in tumor forma-
tion derives from the aberrant targeting
of HDACs to promoters as a result of
fusions between unrelated transcriptional
activators and transcriptional repressors.

For example, a transcription factor such
as retinoic acid receptor alpha (RARA)
when fused to promyelocytic leukemia,
(PML) [t(15;17)(q22;q21)] is no longer hor-
mone responsive, and recruits HDACs to
retinoic acid response elements in DNA
leading to repression of retinoic acid medi-
ated gene expression and acute promyelo-
cytic leukemia. Conversely, other fusions
of AML (Acute myelogenous leukemia)
with the transcriptional regulators TEL1
[t(1;12)(q21;p13)] or ETO [t(8;21)(q22;q22)]
convert AML from activator to repressor
via a gain of HDAC recruitment in the
fusion proteins. The role of HDACs in the
consequences of these fusions identifies
these types of tumor events as good targets
for HDAC inhibitor–based treatments.

3.3
Imprinting and Tumorigenesis

Expression of the Wilms’ tumor gene, WT,
located on human chromosome 11p, is
lost in most cases of sporadic and famil-
ial Wilms’ tumor, a common embryonal
tumor that affects the kidney. Within this
region of 11p is a cluster of imprinted al-
leles. In Wilms’ tumor-associated LOH on
chromosome 11p, there is significant bias
for loss of the maternal allele. This implies
a growth advantage for the loss of a mater-
nally expressed allele near the WT allele.
Candidate alleles include the maternally
expressed H19 RNA. The paternally ex-
pressed insulin-like growth factor 2 (IGF2)
and H19 are coordinately regulated in part
by differential DNA methylation in a com-
mon promoter region. Failure to maintain
imprinting at a region of chromosome 11p
also leads to biallelic expression of the nor-
mally maternally silenced IGF2. This effect
is tightly linked to the loss of maternally
expressed, growth-inhibitory H19 allele in
Wilms’ tumor. While early investigations
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focused mainly on embryonal and child-
hood tumors, more recent studies have
found that loss of imprinting of IGF2 is
associated with most other tumors includ-
ing hepatocellular, colorectal, brain, and
testicular cancers.

3.4
Mouse Models

The ability to manipulate the genome
of the common house mouse by gene
targeting and transgenesis has propelled
the mouse to the forefront in genetic
modeling of human disease. Mice are
not particularly susceptible to tumor
formation and are particularly resistant
to tumor metastasis, presumably because
of a shorter life span. Therefore, small
increases in tumor incidence in mice can
be a strong indicator of the importance of
a particular process in tumor formation.
Conversely, lack of tumor growth can
lead to an underestimation of a particular
gene’s importance. Furthermore, often the
spectrum of tumor types resulting from a
given mutation in mice is different from
those in humans. Therefore, it is critical
that results from animals be accepted only
in the context of supporting human data
from actual tumor biopsies. Nonetheless,
the fact that mice get spontaneous tumors
at any frequency warrants the development
of the mouse as a tool in the war on cancer.
Increasing use of methods such as viral
oncogene delivery and transgenesis are
beginning to ‘‘humanize’’ the mouse in
tumor processes. Further development of
humanized tumors in mice should have a
significant impact on our understanding of
tumor progression and treatment research
in the future.

In addition to the animal models dis-
cussed in the above sections, null alleles
have been generated for genes that are

affected by methylation such as in p16,
p73, BRCA1, MLH, MLL, ERα, and CDH1,
all revealing their importance in develop-
ment and tumor suppression. Models have
also been generated at alleles for proteins
responsible for modification of histones
such as CBP, P300, GCN5, PCAF, and G9a
and remodeling proteins such as Brg1 and
Snf5. In many mouse models, a heterozy-
gous genotype is not enough to change
tumor incidence and often homozygous
null genotypes are embryonic lethal. While
embryonic lethal phenotypes underscore
the importance of a gene in developmental
biology, this phenotype prevents the ability
of researchers to determine roles of alleles
in tumor formation. Many creative ways
to circumvent embryonic lethality have
been employed including conditional mu-
tagenesis using the Cre-LoxP system of
recombination to direct a null genotype to
only a single tissue type. In order to deter-
mine whether the lack of tumors indicates
a protective role, comparisons of pheno-
types on tumor-model backgrounds, as
done in the case of Dnmt1 and the crosses
to the APCmin and Mlh1 mutant animals,
is required (see Sect. 3.1.1 and 3.1.2).

Derivation of homozygous null ES cells
and primary embryonic fibroblasts from
mice carrying mutations important in
establishing and maintaining epigenetic
marks can give insight into cell au-
tonomous functions in culture. The use of
ES cells in studies of effects of mutations
on growth and differentiation has become
a welcome trend. ES cells maintain prop-
erties of tumor cells such as the ability for
continual growth in an undifferentiated
state. However, ES cells are stably diploid
and lack the plethora of mutations found
in most tumor cell lines. Additionally, the
capacity of ES to be differentiated into
many different cell types will allow defini-
tion of a specific role for a mutated gene in
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a differentiation-mediated process, not the
least important of which includes growth
inhibition. For example, the roles of either
DNMT1 or the histone methyltransferase
G9a in growth only became apparent in
differentiated (neuralized) ES, rather than
in undifferentiated ES cells indicating a
more important role for these proteins
in differentiated cells. Furthermore, cell
culture models, derived from mutant an-
imals, offer an excellent environment to
test the role of epigenetics in foreign DNA
recognition and genomic incorporation.

4
Clinical Considerations

4.1
Detections

Methylation of certain promoter regions
appears to be an early mark in tumorige-
nesis. For instance, promoter methylation
of P16INK4a is detected in some colorectal
adenomas and other precancerous lesions
prior to development of the carcinoma.
Therefore, it becomes of great importance
to further our knowledge of genes, that
when methylated can be termed mark-
ers of pre-neoplastic tissue, and methods
of rapidly determining these changes in
small amounts of tissue or body fluids.
There are advantages of using methyla-
tion rather than classical mutation as a
marker for pre-neoplasia. In this regard,
mutations occur in many different forms
and locations throughout a gene sequence,
whereas methylation is specific to CpG
dyads and is localized to a relatively small
area of a locus. However, hypermethyla-
tion is not a ubiquitous characteristic in
all tumors, and therefore must be used
in conjunction with other neoplastic de-
tection strategies including P53 status. On

the other hand, in MSI + tumors where
P53 is often normal, methylation status
may have the best association with tumor
potential.

Many experimental methods have been
developed to detect either regional or
genome-wide CpG methylation patterns.
Excellent and detailed protocols regarding
many aspects of methylated DNA were
published recently as part of the Methods
in Molecular Biology series (see Bibliog-
raphy). Perhaps the simplest method to
detect methylated cytosines in the genome
is to take advantage of a reaction between
bisulphite and unmethylated cytosines
that causes conversion of the cytosine to
uracil. Cytosines that are methylated are
insensitive to bisulphite. Following treat-
ment of DNA with bisulphite, DNA is
amplified by PCR incorporating thymidine
in place of the converted uracil. Currently,
there are two widely used ways to de-
tect the conversion events. One way that
is becoming more popular as reagents
become less expensive, is to subclone PCR-
products and derive the DNA sequence
to look for changes of C’s to T’s versus
a control reaction. This provides a snap-
shot of all methylated changes within the
region amplified and allows quantitation
of the number of alleles in a population
that are methylated. Another method to
detect methylated cytosines is to use spe-
cific PCR primers that distinguish between
unmethylated cytosines and the bisulphite
mediated change. The advantages of this
method are cost-effectiveness and rapid
results, although the disadvantage is its
ability to only detect a single change per re-
action. There are additional ways to detect
methylated cytosines without bisulphite
including the use of methylation-sensitive
restriction enzymes directed at specific
sites in a promoter followed by Southern
blot or ligation-mediated PCR.
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In order to gain insight into different
methylation patterns of specific tumor
types, many researchers use these meth-
ods in the candidate gene approach to
examine methylation of specific tumor
suppressors. Because of the large body
of work that had identified tumor sup-
pressors subject to methylation and the
sites of these aberrant methylations, this
approach has yielded significant insights,
for example, into designing new markers
for MSI(+) tumors. While the candidate
gene approach has yielded many promis-
ing leads, it can only render an incomplete
picture. The availability of drugs to block
promoter methylation, and the availability
of cDNA microarrays has allowed more
broadly based approaches that provide in-
formation not necessarily about promoter
methylation, but the downstream effects
methylation has on physiology. Such ap-
proaches have led to important discoveries
in finding additional methylation-sensitive
marker alleles, such as those noted above,
linking increased EZH2 expression and
progression of prostate cancer. Analysis
such as these will yield potential PCR-
based diagnostics easily adapted to the
clinical lab. In addition to gene expres-
sion pattern changes, it is also possi-
ble to use large-scale methods such as
DNA microarrays to detect the presence
of methylation at specific promoters. To
accomplish this, microarrays of CpG-
island sequences derived from the genome
database can be hybridized with tumor
DNA digested with methylation-sensitive
enzymes. The results can detect changes
between methylation status in normal and
tumor tissues at thousands of CpG islands
that may be included in the array.

While the methods outlined above re-
quire prior knowledge of sequences of
interest, there are also several ways to
isolate unknown differentially methylated

regions or obtain a global picture of
the methylation status in cells. So-called
genome-wide approaches include restric-
tion landmark genome scanning in which
total genomic DNA is first digested with
a methylation-sensitive enzyme, then di-
gested with methylation-insensitive en-
zymes, and separated in two dimensions.
Fragments that differentially migrate can
be isolated from the gels and subcloned for
identification. A significant advantage of
this approach is that it can be adapted to de-
tect LOH in addition to methylation within
the same tumors. Restriction landmark
genome scanning in combination with
computer-aided mapping of the recently
completed human genome sequence has
been used to successfully identify differen-
tially methylated and deleted genes specific
for brain tumors. Moreover, using such
genomic approaches, as well as the candi-
date gene approach, the resulting profile
of genes aberrantly methylated in a given
tumor may provide a window into the bi-
ology of the tumor and allow tailoring of
treatment strategies.

Methods for determining histone modi-
fication status pose a different set of prob-
lems. Possibly the most promising method
for detection of global levels of certain hi-
stone marks is through the development
of antibodies to histone tail domains that
contain specific modifications. Antibodies
have been developed that specifically rec-
ognize methylation, phosphorylation, and
acetylation on the individual core histones.
The correlation between global levels of
these marks and neoplastic status of cells
is yet to be determined. Methods that can
detect marks on specific loci include chro-
matin immunoprecipitation where these
same antibodies are used to precipitate
chromatin followed by gene-specific PCR
to determine the quantity of a region
that is immunoprecipitated. While they
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are promising, the current methods re-
quire more material than most standard
biopsies provide and are time-consuming.
The use of mass spectrometry to detect
the phosphorylation status of histone H1
has successfully been used to look at the
global dephosphorylation of H1 in cells in
response to drug treatments such as dex-
amethasone. Given the differences in mass
of acetyl, methyl, and phospho groups, it
is likely that a mass spectrometry method
could be adapted to detect the status of
these marks on all histones. For histone
modifications to be utilized in diagnos-
tics, however, will require that researchers
crack the ‘‘histone code’’ and be able find
histone modifications that are relatively
stable and clonal in tumor populations
similar to DNA methylation.

4.2
Treatments

4.2.1 DNA Methyltransferase Inhibitors
The drug 5-Azacytidine (5-Aza) was first
discovered to have antimetabolic activi-
ties and to be an effective therapeutic
agent for acute myelogenous leukemia
in the late 1960s and early 1970s. Incor-
poration of 5-Aza and an analog 5-Aza-
2′deoxycytidine (5Aza2d) into DNA in the
place of methylated cytosines results in
an irreversible binding and inhibition of
DNMTs. Unfortunately, this irreversible
binding of DNMTs leads to DNA damage.
In tumors that have lost the DNA-damage
response mechanisms, many more muta-
tions can be clonally introduced into the tu-
mor genome following 5-Aza treatments.
Because of the role of P53 protein in initiat-
ing cell-death in response to DNA damage,
it is not surprising that it was discovered
in leukemias, since p53 positive tumors
are the most responsive to 5-Aza treat-
ments. Another phenomenon observed

following 5-Aza treatment is that cells tend
to remethylate DNA over time. Recently,
analysis of resilencing of the P16INK4a pro-
moter following demethylation in a colon
tumor cell line indicates that histone mod-
ifications may initiate this process.

Using DNA microarray technology and
differential display, it is known that only
a 1–2% change in genome transcription
occurs with treatment of tumor cells with
5-Aza indicating that not all hypermethy-
lated alleles are reactivated. However, the
modest increases that occur following 5-
Aza can be further induced by cotreatment
with HDAC inhibitors. While HDAC in-
hibition alone is not enough to overcome
DNA-methylation induced silencing, these
results may have greater meaning when
evaluating the efficacy of HDAC inhibitors
in the future in combination with 5-Aza
(see below).

Besides 5-Aza, other agents are being re-
searched for more specific downregulation
of DNMTs including targeted antisense
RNAs and bended oligonucleotides. These,
however, do not appear to be as effective
as 5-Aza or 5-Aza2d. Another promising
and as-yet-unrealized approach is to tar-
get methyl binding proteins. These are
often found in larger complexes and may
invoke the spreading of methylation from
one locus to the next and transmission of
methylated status from mother to daugh-
ter cells. By designing small-molecule
inhibitors to methyl binding proteins,
one may be able to prevent recognition
and spread of methylated cytosines across
replication.

4.2.2 HDAC Inhibitors
The recognition that heterochromatin is
profoundly hypoacetylated led to the hy-
pothesis that deacetylase inhibitors may
be used to reactivate silenced genes. His-
torically, HDAC inhibitors were identified
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in screens for chemicals that induce dif-
ferentiation or inhibit cell cycle in tumor
cells. These chemicals such as Trichostatin
A (TSA) and sodium-N-butyrate (butyrate)
induce hyperacetylation in cells concomi-
tant with effects on cell-cycle progression.
Trichostatin A causes cell-cycle arrest in
either G1 or G2 and inhibits differen-
tiation of the neuronal cell line PC12.
Furthermore, butyrate also causes cell-
cycle inhibition in culture and has been
shown to suppress colon tumors in mice.
Conversely, HDAC activity can be impor-
tant in mediating cell-cycle inhibition as
in the case of Rb that requires HDACs to
inhibit E2F mediation of cell-cycle entry
into S-phase.

Inhibiting HDAC activity can relieve
repression on certain tumor suppressor
promoters in cell culture model systems.
Suberoylanilide hydroxyamic acid (SAHA)
is in the same class of TSA and in-
hibits HDAC activity by blocking substrate
access to the catalytic domain. Other
hydroxiamic acids include m-carboxy cin-
namic bishydroxamic acid (CBHA) and
oxamflatin can be used at submicromo-
lar concentrations and have longer half-
lives than SAHA. Trapoxin A, apicidin,
and depsipeptide (FR901228) are fungal
metabolites that are tetrapeptides and irre-
versibly bind the catalytic site of HDACs.
The cyclic hydroxyamic-acid containing
peptide (CHAP) is a synthetic hybrid of
tetrapeptides and hydroxyamic acids. Sev-
eral analogs of CHAP have been tested for
activity and have reversible inhibition at
nanomolar concentrations. Interestingly,
CHAP molecules also have specificity to-
ward HDAC1 and HDAC4 more so than
HDAC6. Preclinical studies using mice
have proved exciting for butyrates, SAHA,
and valproic acid and several HDAC in-
hibitor drugs such as phenylbutyrate and
despeptide have proceeded to clinical trials

with encouraging results. Because many
DNA methyltransferase complexes also
contain HDACs, HDAC inhibitors in com-
bination with methyltransferase inhibitors
have been or are being developed as one po-
tential method of preventing the spreading
of hypermethylated DNA in tumor cells.

Gene expression analysis following
HDAC inhibitor treatments in cell lines
indicated less than 10% change in gene
expression profile. Although almost all
HDAC inhibitors induce p21 and down-
regulate cyclins A and D and hypophos-
phorylation of Rb, it may be that HDAC
inhibitors work as antitumor agents by
their ability to block the cell cycle and
induce apoptosis independently of chro-
matin modification and gene expression.
It is possible that there is a critical
role for HDACs in other posttranslational
modifications of critical proteins in the
cell cycle. There are approximately 17
members of the HDAC family with pu-
tative HDAC activity; however, only the
class 1 HDACs are found in known pro-
tein complexes related to transcriptional
repression. Because of the broad speci-
ficity of HDAC inhibitors in mediating
cell-cycle inhibition and apoptosis, it re-
mains to be seen whether individual
HDACs are more involved than others.
Development of HDAC inhibitors with
subtype specificity will allow research to
narrow the scope of inhibitor targets im-
portant in antitumor effects and from
this knowledge produce better and better
drugs.

5
Conclusions

In 2003, 50 years after the discovery of the
double helix and 2 years after the success-
ful sequencing on the human genome,
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it is clear that DNA represents but the
initial layer of genetic information. Super-
imposed on this beautiful structure are the
instructions for its packaging into chro-
matin and specific epigenetic marks on
the resultant DNA and histones. The im-
portance of epigenetic changes in cancer
are now well accepted on the basis of a
broad spectrum of studies utilizing hu-
man and animal cell lines, animal models,
and human tumors. The application of
mechanistic principles to the functions of
the RNA and protein factors so far iden-
tified represent a significant avenue for
research on therapeutic interventions in
cancer.

See also Cancer Stem Cells; Genet-
ics, Molecular Basis of.
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Keywords

Drosophila melanogaster
The vinegar fly (commonly referred to by the misnomer, fruit fly) first systematically
studied in 1910 by Morgan and coworkers and arguably still the best-understood
multicellular animal from both a genetic and molecular biological perspective.

Epithelium
A layer of polarized cells that are held together by cell-to-cell adhesions and are
bounded basally by extracellular matrix.

Extracellular Matrix (ECM)
A network of macromolecules that resides outside of cells and is comprised largely of
proteins and polysaccharides that are organized into a meshwork. The ECM interacts
with nearby cells via specific transmembrane proteins present in the plasma
membrane of these cells.

Metazoa
Animals whose bodies consist of many cells and that pass through embryonic stages of
development. Distinct from protozoa, which are unicellular. Sponges, although
multicellular, are sometimes classified separately as parazoa, since they contain no
mesoderm and have no true organ systems.

Morphogenesis
During development, regeneration, or wound healing, the establishment of form and
structure from simple, relatively undifferentiated cells, through cell movement, shape
change, migration, differentiation, and programmed cell death.

� An epithelium is a layer of polarized cells that are tightly bound together by a
variety of junctional complexes and are connected to the extracellular matrix (ECM).
Transmembrane proteins link the junctional complexes and the basal ECM to the
cytoplasmic signal transduction machinery and the cytoskeleton of the epithelial
cells. During development, epithelia are converted from simple two-dimensional
sheets into complex, three-dimensional configurations in order to form tissues and
organs. These morphogenetic changes are regulated in time and in space and are
accompanied by differentiation of the cells within the epithelia into distinct identities.
Epithelial morphogenesis is orchestrated by a variety of signaling molecules
and transcription factors that coordinate cell shape changes, rearrangement, and
migration. Much of the initial understanding of epithelial organization was derived
from studies carried out on cultured vertebrate cells or tissues. More recently, genetic
analyses in Drosophila melanogaster have complemented cell biological approaches
and have provided insights into the spatial and temporal regulation of epithelial
morphogenesis during development.
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1
Epithelial Architecture

Epithelial cells have well-organized con-
nections with neighboring cells and with
the ECM. Cell adhesion proteins play a
role in the maintenance of cell–cell and
cell–ECM contacts as well as in trans-
duction of extracellular signals into and
out of epithelial cells. Cell adhesion com-
plexes are made up of three classes of
proteins – cell adhesion receptors, ECM
proteins, and the cytoplasmic plaque pro-
teins – many of which are conserved in all
metazoa. The cell adhesion receptors are
usually transmembrane glycoproteins that
determine the specificity of cell–cell or
cell–ECM interactions by interacting with
proteins of the ECM or with other adhesion
receptors in nearby cells. Several super-
families of proteins fall into this category,
including cadherins and integrins. ECM
proteins are large glycoproteins includ-
ing collagens, laminins, and fibronectins.
These assemble into complex fibrils or
other arrays that interact with cell ad-
hesion receptors and thus with the cell
surface. The cytoplasmic plaque proteins,
such as catenins, are a link between adhe-
sion receptors and the cytoplasmic signal
transduction machinery as well as the
cytoskeleton. The plaque proteins thus
function to transduce signals from the
adhesion complexes into the cell.

1.1
Cell–cell Junctions

While many of the molecular players are
conserved, the ultrastructure of vertebrate
and invertebrate junctional complexes
and their location relative to the apico-
basal cellular axis differ to some extent.
Invertebrate epithelia have two types
of junctions – adherens junctions and

septate junctions – while three types of
vertebrate junctional complexes have been
described – tight junctions, desmosomes,
and adherens junctions (Fig. 1).

Both vertebrate and invertebrate ad-
herens junctions have cadherins as their
major adhesion receptors. In epithelia,
the adhesion receptor, E-cadherin, binds
β-catenin. In turn, β-catenin binds α-
catenin and α-catenin associates with the
F-actin cytoskeleton (Fig. 2). In Drosophila,
the most studied adherens junction is
the zonula adherens, a beltlike structure
localized at the apico-lateral region of ep-
ithelial cells, which contains DE-cadherin,
the Drosophila homolog of E-cadherin, as
well as α- and β-catenin. Adherens junc-
tions are particularly prevalent in epithelia
that experience strong contractile forces
at their apices, as during invagination
of sheets during normal development or
wound healing.

Desmosomes are comprised of desmo-
gleins and desmocollins, members of the
cadherin superfamily that are linked to the
cytoplasm by desmoplakins, plakoglobin
(γ -catenin), and other cytoplasmic plaque
proteins. Plakoglobin is a close homolog
of β-catenin and fulfils some of the same
functions. Desmosomes are linked to the
intermediate filaments of the cytoskeleton
(Fig. 1), creating a network that strength-
ens the cell. The desmosomal intermediate
filament complex is particularly important
in tissues that have to absorb high levels
of mechanical stress. No intermediate fila-
ments or desmosomes have been found in
Drosophila or other invertebrates.

Tight or ‘‘occluding’’ junctions are found
at the boundary between apical and baso-
lateral cell surfaces (Fig. 1). They function
to form a permeability barrier between
the apical and basal sides of an epithe-
lium, thus creating separate physiological
compartments within a tissue or organ.
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Invertebrate
ApicalApical 
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Basal lamina

Adherens junction

Septate junction

Apical 
membrane

Fig. 1 Comparison of vertebrate and
invertebrate cell junctions. (a) Vertebrates have
three types of morphologically distinguishable
junctions (from apical to basal: tight junctions,
adherens junctions, and desmosomes) while
Drosophila and other invertebrates (b) have two
morphologically distinguishable junctions (from
apical to basal: adherens junctions and septate
junctions). At the molecular level, the adherens
junctions of vertebrates and invertebrates are
homologous. Homologs of vertebrate tight
junction proteins are found in the Drosophila
marginal zone. In invertebrates, septate

junctions fulfil the role of tight junctions in
controlling paracellular transport and gating
functions. Desmosomes are unique to
vertebrates both morphologically and in terms of
molecular components. The fibers shown
attached to the adherens junctions are F-actin
while the fibers attached to the desmosomes are
intermediate filaments. Figure based on Muller,
H.A. (2000) Genetic control of epithelial cell
polarity: lessons from Drosophila, Dev. Dyn. 218,
52–67.

A major component of tight junctions
is occludin, a transmembrane protein
that contacts cytoplasmic plaque proteins
such as zonula occludens protein-1 (ZO-1)
and ZO-2, and the ECM. No convinc-
ing Drosophila occludin homologs have
been found. However, Drosophila has two
genes that encode proteins similar to
mammalian claudin – another component
of the tight junctions – as well as a ho-
molog of mammalian ZO-1, known as
Polychaetoid. Furthermore, the homologs
of several tight junction proteins (e.g. Poly-
chaetoid, Bazooka) localize to the marginal
zone in Drosophila, suggesting that the in-
vertebrate marginal zone may share some
functions with vertebrate tight junctions.
Functionally, but not locationally, tight
junctions are similar to Drosophila septate

junctions in that both control paracellular
transport or gating functions.

1.2
Cell–ECM Contacts

Most cell–ECM adhesions share two fea-
tures: they are mediated by integrins and
they interact with the actin cytoskeleton
inside the cell. The extracellular ligands
that anchor these adhesions include fi-
bronectin, vibronectin, and various colla-
gens. The cells are attached to the collagen-
rich interstitial matrix or to the basement
membrane, a specialized structure that
covers the basal surface of all epithelia.
The basement membrane is formed from
two layers: the basal lamina and the retic-
ular lamina. The former is closer to the
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Plasma membranes

E-cadherin

b-catenin

F-actin

a-catenin

ZO-1

Fig. 2 A simplified adherens junction. The
extracellular domain of E-cadherin dimerizes and
interacts in a calcium-dependent manner with
E-cadherin on neighboring cells. The distalmost
segment of the cytoplasmic tail of E-cadherin
interacts with β-catenin. α-catenin binds directly
to F-actin and to β-catenin, thus linking the
transmembrane adhesion receptor to the
cytoskeleton. Additionally, α-catenin can bind to

proteins such as ZO-1, which are components of
tight junctions in vertebrates but are localized to
the marginal zone in invertebrates such as
Drosophila. Figure based on Vasioukhin, V.,
Fuchs, E. (2001) Actin dynamics and cell–cell
adhesion in epithelia, Curr. Opin. Cell Biol. 13,
76–84.

cell and is comprised of glycoproteins
such as collagen type IV, laminin, and fi-
bronectin, as well as proteoglycans. The
reticular lamina is produced by fibrob-
lasts and contains fibrillar collagens. The
molecules that compose the basal lam-
ina are well conserved among metazoa.
Drosophila has two type IV collagens and
four laminins as well as homologs of the
glycoprotein nidogen/entactin and the pro-
teoglycan perlecan.

Integrins are heterodimeric transmem-
brane proteins, composed of α- and
β-subunits, whose extracellular domains
interact with the ECM while their cytoplas-
mic tails interact with plaque proteins. The
adhesiveness of the extracellular domains
of integrin heterodimers is controlled by

binding events in the cytoplasmic tails that
trigger conformational changes across the
plasma membrane (signaling ‘‘from the
inside to the outside’’). Reciprocally, lig-
and binding to the extracellular domains
can trigger an intracellular signal (signal-
ing ‘‘from the outside to the inside’’). αβ

heterodimeric integrin receptors are found
from sponges to mammals. Drosophila has
two β- and five α-integrin subunits, includ-
ing αPS1 and αPS2.

Focal adhesions are flat and elongated
structures, usually found in the periph-
eral cytoplasm of cells, which are bound
to integrin tails on the one hand and actin
filaments on the other (Fig. 3). Focal ad-
hesions comprise a multiprotein plaque
that contains vinculin, talin, and paxillin,
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RAS signaling

Talin

F-actin

FAK

Paxilin

ILK

PI(3) kinase signaling

SRC
PI(3)K

SRC signaling

ECM

F-actin

Integrins

Plasma membrane

Fig. 3 Signaling and cytoskeletal complexes in focal adhesions. Integrins interact with
the extracellular matrix as well as with signaling proteins in the cytoplasm. These include
ILK, talin, and SRC – which interact directly with the cytoplasmic tail of integrin – as well
as FAK, PI(3) kinase, and paxillin, which interact indirectly. The signaling complexes
interact with and regulate the F actin–based cytoskeleton. Figure based on Miranti, C.K.,
Brugge, J.S. (2002) Sensing the environment: a historical perspective on integrin signal
transduction, Nat. Cell Biol. 4, 83–90.

among other proteins. Integrin-associated
molecules, such as focal adhesion kinase
(FAK), integrin-linked kinase (ILK), or pax-
illin may bind indirectly to the cytoskeleton
through other components of the sub-
membrane plaque, thus regulating the
formation or function of focal adhesions.
The constituents of focal adhesions are
conserved in Drosophila, which has genes
encoding talin, vinculin, tensin, paxillin,
FAK, and ILK.

Fibrillar adhesions are found further
from the plasma membrane than fo-
cal adhesions. They are elongated dot-
like structures that are associated with
ECM fibrils, and are typically composed
of fibronectin (ECM component), α5β1

integrin (transmembrane receptor), and
tensin (cytoplasmic component). In the

presence of fibronectin, α5β1 integrin
translocates out of the focal adhesion,
forming a fibrillar adhesion that promotes
fibronectin fibrillogenesis. Drosophila does
not have fibrillar collagens, any long fib-
rinogen or fibronectin, and thus lacks
fibrillar adhesions.

1.3
Cell Polarity

Epithelial cells have a well-defined api-
cal–basal polarity (Fig. 1). Different do-
mains along the apical–basal axis of
an epithelial cell have distinct ECM,
membrane, and submembrane cytoskele-
tal components. Many of these molecules
(e.g. cadherins, catenins, and integrins)
were first identified in biochemical or
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cell biological studies in vertebrates and
were subsequently shown to be con-
served in metazoa. Along with their
role in forming cell–cell and cell–ECM
junctions, these proteins are crucial for
cell polarity. For example, mutations in
Drosophila genes such as armadillo (β-
catenin), shotgun (DE-cadherin), and karst
(βHeavy- or βH-spectrin) lead to defects
in the establishment or maintenance of
the adherens junctions and of epithelial
polarity. Cell–ECM attachments are also
important in defining the structural and
functional apical–basal polarity of epithe-
lial cells. For example, the E3 and E8
domains of laminin-1 can polarize mam-
mary gland luminal epithelial cells in an
α6 integrin-dependent manner and recon-
stituted basement membrane can direct
cultured mouse pre-Sertoli cells to develop
into a polarized epithelium.

Several proteins that play a role in ep-
ithelial polarity were first identified on the
basis of epithelial defects in Drosophila
mutants. For example, Crumbs (CRB) is
an apically localized transmembrane pro-
tein that regulates epithelial polarity in
Drosophila. Recruitment of Stardust (SDT)
and Discs lost (DLT, a PDZ domain-
containing protein) – two proteins that are
essential for epithelial polarity – to the api-
cal membrane of epithelial cells depends
on interactions with the cytoplasmic tail
of CRB while, in turn, apical localiza-
tion of CRB depends on the SDT and
DLT proteins.

PDZ domain-containing proteins, in-
cluding the LAP (Leucine-rich- and PDZ
domain-containing) subfamily, are in-
volved in the determination and mainte-
nance of apical–basal epithelial polarity.
LAP proteins are thought to form a barrier
that keeps apical determinants in the api-
cal domain of epithelial cells. In addition,
LAP proteins create and maintain polarity

by transporting and anchoring binding
partners to particular membrane domains.
For example, the human homolog of
Drosophila discs large (DLG), hDLG, binds
kinesin-like motors that interact with the
microtubule cytoskeleton to transport and
localize binding partners to the mem-
brane. Mutations in the Caenorhabditis
elegans let-413 LAP protein-encoding gene
lead to abnormal epithelia with defective
adherens junctions, which are mislocal-
ized to more basolateral positions, and
a disorganized actin cytoskeleton. Ab-
sence of the Drosophila LAP proteins
Scribble and DLG leads to defects in api-
cal–basal epithelial polarity and defective
morphogenesis.

Members of the RHO family of small
GTPases (CDC42, RAC1, and RHO),
molecular switches that regulate cell
signaling pathways and the organization
of the actin cytoskeleton, have been
implicated in maintaining polarity of
epithelial cells. CDC42’s role in epithelial
apical–basal polarity is in the regulation
of polarized transport of secretory vesicles
as well as in the stabilization of adherens
junctions. RAC1 is involved in the proper
formation of tight junctions in epithelial
cells. RHO plays an important role in
adherens junction formation, intracellular
targeting of proteins, and phosphorylation
of catenins.

Maintenance of epithelial polarity is
crucial for many aspects of epithelial
function. For example, transmembrane
adhesion molecules and receptors in the
basolateral domain facilitate communica-
tion with other cells and with the ECM.
The apical domain, in contrast, is not
in permanent contact with other cells
and, typically, faces either the body cav-
ity or the lumen in the case of epithelial
tubes. Tight junctions separate the apical
and basal domains and are responsible
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for lateral cell–cell adhesions as well as
for creating a barrier that restricts diffu-
sion of fluids and molecules through the
epithelium. Thus, the different sides of
an epithelium implement distinct cellu-
lar functions while interacting with and
maintaining different extracellular envi-
ronments. If apical–basal polarity fails,
cell–cell and cell–ECM connections are
affected and epithelial function and/or in-
tegrity is therefore compromised.

Interestingly, there is a close link
between apical–basal polarity and growth
control. Mutations in genes such as
Drosophila scribble, discs large, and lethal
giant larvae, which affect epithelial polarity
as described above, have also been found
to cause uncontrolled cell proliferation.
Defects in apical–basal polarity probably
cause these cells to lose cell–cell or
cell–ECM connections, which in turn
allows them to divide.

2
Cellular Basis of Epithelial Morphogenesis

2.1
Cell Adhesions and Signal Transduction

The epithelial shape changes and move-
ments that occur during morphogene-
sis – as well as the functions of mature,
differentiated epithelia – need to be coor-
dinated in time and space. As described
in Sect. 1 above, cell–cell and cell–ECM
junctions include transmembrane recep-
tors that are linked to the intracellular
signaling apparatus. These junctions par-
ticipate in signal transduction events that
regulate cell adhesion, cell motility, and
cell shape and thus are crucial for epithelial
morphogenesis.

Adherens junctions (described in
Sect. 1.1; see Fig. 1 and 2) play a key role in

signal transduction within epithelia. The
adherens junction component, β-catenin,
has roles in cell adhesion, signal trans-
duction, and transcriptional activation.
For example, when the WG/WNT sig-
naling pathway is inactive, free β-catenin
is phosphorylated by glycogen synthase
kinase (GSK) and axin, leading to ubiq-
uitination and degradation of β-catenin.
When WG/WNT binds to its receptor, Friz-
zled (FZ), the Dishevelled (DSH) protein
inhibits phosphorylation of β-catenin by
GSK. Unphosphorylated β-catenin is sta-
ble and accumulates in the nucleus where,
together with TCF, it transactivates target
genes such as cyclin D1 and myc.

Integrins mediate signal transduction
into epithelial cells via focal adhesions,
giant membrane–associated protein com-
plexes that contain dozens of stably
or transiently associated proteins (see
Sect. 1.3 above). Ligand binding, inte-
grin aggregation, and actin polymeriza-
tion affect the recruitment of different
proteins to focal adhesions. These adhe-
sions are linked to webs of intracellular
proteins, simultaneously affecting several
signal transduction pathways (Fig. 3). For
example, the EGFR (epidermal growth
factor receptor), PDGFR (platelet-derived
GFR), and VEGFR (vascular endothelial
GFR) can be activated by focal adhesions,
specifically by integrins, thus triggering a
RAS-RAF-MAP kinase (MAPK) cytoplas-
mic signal transduction cascade.

2.2
The Actin-based Cytoskeleton

The assembly and disassembly of fila-
mentous actin (F-actin), a major con-
stituent of the cytoskeleton of all eukaryotic
cells, is highly regulated (Fig. 4). For
example, proteins function to sequester
actin monomers to prevent polymerization
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Fig. 4 Actin dynamics. The actin network in the
leading edge of cells can promote formation of
lamellipodia (shown here) or filopodia via
regulated polymerization and depolymerization
of F-actin by actin-binding proteins. (1) The
Arp2/3 complex is activated upon binding to
WASP, which is activated by the small GTPase,
CDC42. (2) The active Arp2/3-WASP complex
nucleates actin filaments at the free (pointed)
end or (3) binds to the side of the filament and
nucleates a branch. Reduced dissociation rates
of ADP-Pi from actin result in growth of
filaments. (4) Capping of the barbed ends of the
actin filaments prevents further elongation.
(5) ADF/cofilin enhances depolymerization of
ADP-actin from the free filament end. (6) The

ADF/cofilin/ADP-actin complex that dissociates
from the filament is in equilibrium with
ADF/cofilin and ADP-actin monomers.
(7) Nucleotide exchange on actin monomers is a
slow process that is enhanced by profilin and
inhibited by ADF/cofilin. (8) ATP-actin
monomers are sequestered by β-thymosins to
prevent spontaneous nucleation, while
simultaneously providing a pool of ATP-actin for
filament assembly. Figure redrawn from Chen,
H., Bernstein, B.W., Bamburg, J.R. (2000)
Regulating actin-filament dynamics in vivo,
Trends Biochem. Sci. 25, 19–23, with permission
from Dr. J. Bamburg.

(β-thymosins), to enhance nucleotide ex-
change (profilin), to split F-actin to gen-
erate more ends (gelsolin, ADF/cofilin
also known as the AC family of pro-
teins), or to create a cap at the end
of the filament, resulting either in fil-
ament growth (Arp2/3 complex) or in
enhanced subunit dissociation (gelsolin).

Signals that regulate actin dynamics
are transmitted through receptor tyro-
sine kinases, the RHO-family GTPases,
and G protein–coupled receptors. These
molecules receive and transmit signals
that lead the WASP (Wiskott-Aldrich
Syndrome protein)-Arp2/3 complex to
nucleate F-actin assembly. Both the
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molecular components and the regulatory
processes of actin dynamics are conserved
between Drosophila and mammals.

Dynamic changes in F-actin control
cell–cell adhesion in epithelia. For ex-
ample, as described above (Sect. 1.1), in
epithelial cells, the adherens junction pro-
teins E-cadherin and β-catenin are linked
to the actin cytoskeleton via α-catenin.
If the actin cytoskeleton is disrupted
or catenin function is lost, intercellu-
lar adhesions are not formed or are not
maintained. Moreover, the small GTPases,
RHO and RAC, function as F-actin or-
ganizers and are required for adherens
junction formation.

Many morphogenetic processes during
development of diverse organisms utilize
actin-dependent cytoskeletal extensions to
sense the extracellular environment and
to transmit signals over long distances.
For example, neurons extend filopodia for
axon-guidance while, during embryonic
dorsal closure, the leading edge cells of
the epidermis extend filopodia that contact
the extra-embryonic amnioserosa as well
as the leading edge cells on the opposite
side of the embryo (see Sect. 3.1 below
for details).

In cultured epithelial cells, prior to
cell–cell contact, actin forms marginal dy-
namic bundles that undergo rearward flow
in a myosin II-dependent manner. Actin
polymerization at the free, leading edge of
the cell drives lamellipodial protrusions,
resulting in the establishment of contacts
with neighboring cells. Once the cells con-
tact each other, the rearward actin flow
ceases and adherens junction components,
such as E-cadherin, accumulate at the site
of contact. Actin arcs then form at the
edges of the region of cell–cell contact.
Subsequently, during the lateral expan-
sion of the initial contact, old marginal
actin bundles disassemble and new ones

are formed, thus strengthening cell–cell
adhesions. If cell–cell contacts are broken
in vitro, then F-actin is reduced in adherens
junctions, and proteins such as α- and β-
catenin are lost from the junctions. Thus,
establishment and maintenance of epithe-
lial cell–cell contacts in culture requires
the coordinated function of actin-filament
bundles, myosin II, microtubules, and cell
adhesion proteins.

As discussed in Sect. 2.1, proper cy-
toskeletal organization is necessary for
signal transduction into epithelial cells
as well as for ECM-to-cell communica-
tion. For example, integrin β-subunits
regulate the structure of the actin cy-
toskeleton as well as the activities of the
small GTPases, RHO, and RAC. Integrin
attachment to the ECM is sufficient for
the induction of lamellipodia, filopodia,
and focal adhesions through RHO acti-
vation. Overexpression of β3 integrin in
hamster ovary cells enhances RHO activ-
ity and stress fiber formation (stress fibers
are F-actin bundles in which the fibers
are loosely cross-linked), whereas overex-
pression of β1 integrin increases RAC and
Jun N-terminal kinase (JNK) activity and
formation of lamellipodia in which the F-
actin fibers form a gel-like network. These
results suggest that distinct integrins reg-
ulate different processes in epithelial cells
by differentially regulating molecules such
as RHO and RAC.

Cells also use integrin/actin complexes
as mechanosensors to probe the rigid-
ity of the extracellular environment, thus
modulating cell–ECM adhesion and trig-
gering signaling events. For example, a
local mechanical force induces cluster-
ing of integrin molecules, thus leading
to the formation of a focal complex at
the site of plasma membrane deforma-
tion (focal complexes are ∼1 µm dotlike
adhesions found at the cell periphery,
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which are enriched in actin filaments and
initiate specific signals). Focal complexes
can evolve into stable focal adhesions; both
internal and external forces enhance such
a conversion. The molecular regulation
of cell–ECM contacts and mechanosensa-
tion mechanisms are poorly understood.
Insights will derive from cell culture on
three-dimensional ECM, rather than the
more traditional two-dimensional culture
methods. In vivo studies using high-
resolution microscopy in live organisms
such as Drosophila will also shed light on
the molecular regulation of cell–ECM in-
teractions and the transduction of external
cues into changes in cytoskeletal structure
and function.

Among the cytoskeletal proteins that
play a role in epithelial structure and func-
tion, spectrin plays a particularly crucial
role. The spectrin protein, composed of
two α- and two β-subunits, cross-links
F-actin. Different spectrin isoforms are
found associated with the basolateral ver-
sus the apical region of epithelial cells.
For example, Drosophila has three spectrin
subunits, α, β, and βH. Each of the two β-
subunits heterodimerizes with α-spectrin,
and the αβ and αβH heterodimers show
nonoverlapping distributions in epithelial
cells; αβ-spectrin localizes to the basolat-
eral membrane whereas αβH-spectrin is
apically enriched in the marginal zone.
Mutational analyses have shown that, dur-
ing Drosophila development, αβH-spectrin
is required for the differentiation of the
apical membrane, and that β-spectrin
functions independent of α-spectrin in dif-
ferentiation of the basolateral membrane
domain. When βH-spectrin is absent or
nonfunctional, in karst mutant embryos,
the adherens junctions of the ovarian fol-
licle epithelial cells are fragmented, and
the cells fail to constrict apically, sug-
gesting a requirement for βH-spectrin

in regulation and maintenance of the ad-
herens junctions.

3
Regulation of Epithelial Morphogenesis:
Lessons from Drosophila

During epithelial morphogenesis, the di-
verse cellular processes described above
have to be coordinated. This is accom-
plished by exploiting the ability of epithe-
lial cells to respond to extracellular cues
and to transduce such signals into changes
in cell shape and behavior. Here we con-
sider specific morphogenetic processes in
Drosophila and describe how genetic and
molecular analyses have led to insights
into how epithelial morphogenesis is co-
ordinated in the context of a complex,
developing organism.

3.1
Epithelial Sheet Movement and Fusion:
Dorsal Closure

Following germ-band retraction of the
Drosophila embryo, a hole is left on the
dorsal side of the embryo, where epider-
mis is absent (Fig. 5). This hole is covered
by the amnioserosa, an extraembryonic
epithelium. Dorsal closure involves the
dorsalward migration of lateral epider-
mis on both sides of the embryo such
that the leading edges of the left and
right epidermal epithelia meet and fuse
at the dorsal midline, completely covering
the amnioserosa and sealing the epider-
mis around the embryo (Fig. 5). There is
little or no cell division or cell rearrange-
ment in the epidermal epithelium during
dorsal closure. Almost all of the mor-
phogenetic process is thus accomplished
through coordinated cell shape changes
within the epithelium; cells lengthen along
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Fig. 5 Dorsal closure in Drosophila. Three stages of dorsal closure are
shown: (top) initiation, (middle) spreading, and (bottom) suturing.
Initiation is first visible in stage 13 embryos (9 to 10 h after fertilization,
AF) as the rim of the dorsalmost epidermal cells, the leading edge cells,
undergoes dorsoventral elongation. Subsequently, the more lateral
epidermal cells also undergo progressive elongation, thus promoting
spreading of the lateral epidermal epithelial sheets dorsally.
Concomitant with this spreading, the amnioserosa cells (gray) contract
across the dorsoventral axis of the embryo. This spreading phase lasts
about 2 h, during embryonic stages 13 to 15. When the leading edges of
the lateral epidermal sheets reach the dorsal midline, cells have
elongated three- to fourfold. During suturing, the sheets meet at the
dorsal midline and fuse in register, thus, completely enclosing the
embryo within the epidermis. Figure based on Hartenstein, V. (1993)
Atlas of Drosophila Development, Cold Spring Harbor Laboratory Press,
Cold Spring Harbor and Noselli, S. (1998) JNK signaling and
morphogenesis in Drosophila, Trends Genet. 14, 33–38.

the dorsoventral and shorten along the
anteroposterior axis of the embryo. Recip-
rocally, the amnioserosal epithelial cells
shorten along the dorsoventral axis as
the epidermal epithelium extends dorsally.
Dorsal closure thus exemplifies how co-
ordinated cell shape changes throughout
epithelial sheets can drive morphogenesis.

The forces that drive the process
of dorsal closure come from both the

amnioserosa and the lateral epidermis.
This was demonstrated by performing
laser ablations of cells in the amnioserosa
and/or of cells in the lateral epidermis;
neither of these types of ablations inhibits
dorsal closure but a combination of both
does. A crucial component of the force-
generation system is the F-actin/myosin-
based ‘‘purse string’’ that is assembled at
the apico-dorsal region of the epidermal



Epithelial Morphogenesis 289

leading edge cells adjacent to the am-
nioserosa. Contraction of this purse string
drives dorsalward movement of the epi-
dermal sheet and eventual fusion at the
dorsal midline. In myosin II (zipper) mu-
tants, dorsal closure fails because the purse
string is unable to contract.

Pivotal to the reorganization and con-
traction of the F actin–based cytoskeleton
are RHO, RAC, and CDC42 (discussed in
Sects. 1.3 and 2.2 above). Mutants or trans-
genic flies that express dominant negative
versions of these small GTPases show
defects in dorsal closure and in F-actin
distribution.

Cell shape changes in the leading edge
and more lateral epidermal cells are
crucial for dorsal closure. These shape
changes are coordinated through activity
of the BMP/TGFβ-family ligand, DPP,
WG/WNT, and JNK signaling. These
signals direct the more lateral epidermal
cells to change their shape and extend
dorsally, in an F actin–dependent process.

Essential for dorsal closure is definition
of the boundary between the epidermal
leading edge cells and the amnioserosa
since the purse string is assembled at
this boundary. Recent data suggest that
modulation of JNK signaling plays a cru-
cial role in establishing or implementing
this boundary. Initially, JNK signaling is
present in both the amnioserosa and the
epidermal leading edge cells. Prior to dor-
sal closure, however, JNK signaling is
downregulated in the amnioserosa lead-
ing to a low/high JNK signaling boundary
that coincides with where the purse string
assembles. If JNK signaling is not down-
regulated in the amnioserosa, a high/high
JNK signaling situation persists, no purse
string is assembled and dorsal closure
fails. Reciprocally, if JNK signaling is
downregulated in both the amnioserosa
and the leading edge cells, then a low/low

situation pertains and, again, the purse
string is disrupted and dorsal closure fails.
Mutant situations in which the high/high
situation is converted to a low/high one,
lead to rescue of both the purse string and
dorsal closure.

The actual zipping up or suturing at
the dorsal midline (Fig. 5) is achieved by
actin-based mechanisms. During dorsal
closure, actin and nonmuscle myosin II
accumulate at the leading edge where
long and active filopodia form. Leading
edge filopodia formation is dependent on
the activity of small GTPases and JNK
signaling. In order to stop epidermal
sheet movement and allow in-register
left–right leading edge fusion, filopodia
must discriminate between the different
segments of the embryo and JNK signaling
must be downregulated. During suturing
of the epithelial sheets at the dorsal
midline, the filopodial contacts lead to
the production of precursors of mature
adherens junctions.

The low/high JNK signaling boundary
may be required to trigger formation
of filopodia by the leading edge cells
as described above. Reciprocally, it has
been proposed that contact of high JNK
signaling cells (as when the filopodia
from the left and right leading edge
cells meet) serves as a ‘‘stop’’ signal
that prevents further epithelial sheet
movement. In mutants in which JNK
signaling is not downregulated in the
amnioserosa, a premature stop signal
may be received and thus epithelial sheet
movement never initiates.

It should be noted that actin-binding
molecules such as profilin (see Sect. 2.2
above), encoded by chickadee, have been
implicated in dorsal closure. Mutant chick-
adee embryos show disrupted actin filopo-
dia similar to those found in embryos lack-
ing JNK activity. This suggests that in the
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leading edge cells, the JNK cascade drives
the synthesis and/or activation of profilin,
which is involved in the production of the
filopodia required for dorsal closure.

There are extensive similarities between
the epithelial sheet movements that oc-
cur during dorsal closure and those that
occur during C. elegans ventral enclo-
sure and mammalian wound healing. The
mechanisms that have been identified as
coordinating and directing epithelial sheet
movement during dorsal closure are also
likely to underlie epithelial sheet move-
ment in these systems. For example,
time lapse analysis of live C. elegans em-
bryos during ventral enclosure has shown
that ‘‘leader’’ cells have active filopodia,
that α-catenin accumulates where oppos-
ing filopodia make contact, and that this
is followed by the formation of mature

adherens junctions between the cells that
achieve contact. Similar filopodia and F
actin–based purse strings have been seen
in epithelial cells in culture and during
wound healing.

3.2
Branching Morphogenesis and Epithelial
Tube Formation: the Tracheal system

During morphogenesis of the Drosophila
embryonic tracheal system, clusters of
epithelial cells invaginate, branch, and
migrate in the absence of cell division
and cell death. The tracheal system
develops from 20 clusters of epidermal
cells, 10 each on the left and right
surfaces of the embryo, each of which
contain ∼80 cells (Fig. 6). These clusters
invaginate internally and then branch in
a stereotypical manner, each giving rise

5
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15
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Fig. 6 Tracheal branching morphogenesis in Drosophila. The tracheal
system develops from 20 placodes, 10 on the surface of each side of the
embryo, that are conferred tracheal fate by stage 5 of embryogenesis (2 to
3 h AF). These clusters of cells divide twice to give rise to about 80 cells per
placode. Invagination begins at stage 11 (5 to 7 h AF), followed by
stereotypic primary branching at stage 12 (7 to 9 h AF). Fusion of specific
branches occurs at stages 14 and 15 (10 to 13 h AF), giving a complex
tubular system. Secondary and tertiary branching takes place respectively at
stages 15 (11 to 13 h AF) and 17 (16 to 20 h AF). Figure modified from
Hartenstein, V. (1993) Atlas of Drosophila Development, Cold Spring Harbor
Laboratory Press, Cold Spring Harbor with permission from the publisher.
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to five primary tracheal branches at stage
12 of embryogenesis. Specific tracheal
cells elongate and then fuse to create
continuous tubes whose lumen allows the
passage of oxygen to all the tissues of
the organism via secondary and tertiary
(‘‘terminal’’) branches that form a complex
tubular network by embryonic stage 17.
The apical side of the tracheal epithelium
faces the lumen while the basal side is
bounded by a collagen IV- and laminin-
rich basal lamina. A detailed description
of the cellular and molecular mechanisms
of tracheal development is available.

Tracheal cell fate is conferred by the
basic-HLH transcription factor, Trachea-
less (TRH), and its binding-partner Tango.
The POU-domain protein encoded by
drifter interacts with TRH to induce tra-
cheal fates. The tracheal clusters are then
subpatterned through FGF and DPP sig-
naling; dorsal and lateral branches depend
on DPP while ventral branches are deter-
mined by FGF.

Primary branching morphogenesis is
controlled by one of the two Drosophila
FGF receptor homologs, breathless (BTL)
and its ligand, branchless (BNL). Just be-
fore a trachea branches, patches of BNL
expression occur in specific clusters of epi-
dermal cells near the tracheal sac. Binding
of BNL to BTL induces a RAS-RAF-MAPK
signal transduction cascade, resulting in
cytoskeletal changes that direct the for-
mation of buds that will, in due course,
become branches. Recent work utilizing
in vivo imaging has shown that DPP and
FGF regulate different cellular events in
tracheal branching morphogenesis. FGF
signaling is required for the formation
of filopodia while DPP is important for
branch outgrowth. The FGF pathway acts
together with cell surface proteins that con-
trol cell–cell and cell–ECM interactions
during tracheal branching. For example,

expression of PS1 integrin (αPS1βPS)
specifically in the middle part of the devel-
oping tracheal placodes, and PS2 integrin
(αPS2βPS) in the visceral mesoderm, is
necessary for visceral branch migration.
FGF signaling also induces secondary
branching genes, including pointed, which
encodes an ETS domain transcription
factor, and sprouty, which encodes an in-
hibitor of branching. Interestingly, the
FGF and BMP/TGFβ pathways also func-
tion in branching morphogenesis during
mammalian lung development.

Specific genes such as escargot, which
encodes a zinc-finger transcription factor,
control fusion of the tracheal tubes by
regulating cell shape changes and DE-
cadherin production. Before fusion takes
place, BTL is activated in a group of
‘‘leading’’ cells at the tip of the branch. The
Notch–Delta pathway functions via lateral
inhibition to distinguish the ‘‘fusion’’ cells
from ‘‘nonfusion’’ cells within the leading
cell group. In fusion cells, RHOA and the
plakin, Short stop, are required for DE
cadherin–dependent apical localization of
the cytoskeletal structures that participate
in the fusion event.

Terminal branches are long, thin cyto-
plasmic extensions, that form at the end
of embryogenesis and later ramify non-
stereotypically in response to low oxygen
levels. Cell fate is determined by Notch
(N), which is expressed in terminal cells
and inhibits other cells from adopting a ter-
minal fate. Terminal branching is guided
by levels of oxygen, and by the BNL path-
way together with Blistered (also known
as Pruned), the serum-response factor ho-
molog in Drosophila. Terminal extensions
resemble F actin–based filopodia observed
in other tissues during morphogenesis and
serve to sense the environment as well as to
transmit signals to nonneighboring cells.
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As epithelia undergo morphogenesis,
cell–cell and cell–ECM interactions must
be modulated to allow shape changes and
rearrangements relative to their neighbors
without loss of epithelial integrity. Recent
analyses have shown that the Hindsight
(HNT) zinc-finger nuclear protein regu-
lates tracheal epithelial integrity during
the later stages of branching morphogen-
esis. In hindsight mutants, while primary
and secondary branching occurs normally
and fusion events initiate, the tracheal ep-
ithelium subsequently loses its integrity
resulting in epithelial sacs. In hindsight
mutants, the basal lamina that surrounds
the tracheal tubes is abnormal, with an

irregular distribution of both collagen IV
and laminin, implicating the basal lam-
ina in maintenance of epithelial integrity
during branching morphogenesis.

3.3
Epithelial Patterning and Morphogenesis at
Single-cell Resolution: the Retina

In Drosophila, the adult compound eye
comprises an array of approximately 800
unit eyes or ommatidia (Fig. 7). The
precise external hexagonal arrangement of
these facets reflects a repetitive underlying
cellular lattice. Each ommatidium is a
stereotypical 19-cell assembly of eight
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Fig. 7 The adult retina of Drosophila. The eye is
comprised of about 800 small unit eyes or
ommatidia packed in a hexagonal array, with
mechanosensory bristles at alternate
interommatidial vertices (a scanning electron
micrograph is shown on the left). A single
ommatidium is shown in longitudinal profile
(middle) and cross-sectional views (right).
Apically, the cornea is secreted by the cone cells,
which extend dorsally and close over the top of
the photoreceptor (R) cells during the pupal
period. Primary and secondary pigment cells
surround the cone and R-cells. At the base of the
ommatidium, the cone and pigment cell feet

meet to form a cone cell plate and fenestrated
basement membrane through which the axons
pass. The rhabdomeres of the outer R-cells (R1
to 6) are arranged in a stereotypical trapezoidal
pattern around the inner R-cell (R7; the R8 cell is
not visible in this plane of section) (lower right).
Pigment cells are omitted from the lower
cross-section for clarity. Figure based on Wolff,
T., Ready, D. F. (1993) Pattern Formation in the
Drosophila Retina, in: The Development of
Drosophila melanogaster, Cold Spring Harbor
Laboratory Press, Cold Spring Harbor,
pp. 1277–1325.
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photoreceptors (R-cells) and 11 accessory
cells. R-cells are of three distinct classes:
the R1–R6 class that surrounds two
central photoreceptors; the distally located
central R7 cell and, below it, the more
proximally positioned central R8 cell. Each
R-cell may be identified by virtue of its
photosensitive rhabdomere, which is a
dense microvillar extension that extends
along the entire length of the ommatidial
column. Above the R-cells are four cone
cells surrounded by two primary pigment
cells. Additional pigment cells form a
mesh that encases the core of R-cells,
cone cells, and primary pigment cells, and
creates a honeycomb-like matrix. Small
mechanosensory bristles project from
alternate vertices of each ommatidium.
At the base of the retina, the cone cells
meet to form the cone cell plate; below this
plate the feet of some of the pigment cells
create the fenestrated membrane, which is
a specialized basement membrane. Actin
stress fibers anchor the pigment cell feet
to specialized rings of ECM material.

The Drosophila eye is one of the most in-
tensively studied of all developing organs,
in part because its repetitive structure and
external location facilitate identification of
mutant phenotypes and in part because
analyses of mutant versus wild-type tissue
in genetic chimeras (‘‘mosaics’’) is possi-
ble at single-cell resolution. Thus, cell fate
specification and morphogenesis within
the retinal epithelium are understood in re-
markable detail. The description of retinal
morphogenesis presented here will, thus,
be more detailed than that presented above
for dorsal closure and tracheal branch-
ing, to emphasize how individual cell
types behave.

Cells giving rise to the fly eye are first
set aside in the embryo when an ecto-
dermal invagination forms the specialized
retinal epithelium known as the eye disc.

By the third instar larval stage, the disc
has become a two-layered sac composed
of columnar epithelium on one side (the
disc proper) and a squamous epithelium
on the other (the peripodial epithelium).
Beginning in the mid-third instar larva,
a dorsoventral groove known as the mor-
phogenetic furrow sweeps across the eye
disc from the posterior to the anterior side
leaving organized clusters of R-precursor
cells in its wake. Initiation of the furrow
at the posterior margin of the disc is un-
der the concerted control of the secreted
morphogens Hedgehog (HH), DPP, and
WG/WNT and also requires the EGFR
and N-receptor mediated signaling cas-
cades. The developing clusters posterior
to the furrow produce HH, which signals
to more anterior cells and pushes the fur-
row across the disc. Morphogenetic events
in the furrow are a prelude to subsequent
R-cell precursor specification posterior to
the furrow. Anterior to the furrow, the un-
patterned cells are dividing randomly and
they have large apical profiles. Within the
furrow, cells stop dividing and synchronize
in G1 of the cell cycle. DPP is expressed
in the furrow and it coordinates this cell
cycle transition with the movement of
the furrow across the disc. Changes in
cell shape – a 15-fold reduction in the api-
cal profile and significant cell shortening
along the apical–basal axis – are accompa-
nied by the basal migration of the nuclei
and cell bodies. This cell shape transfor-
mation is caused by the constriction of
apical actin cytoskeletal rings and it results
in the concentration of apically localized
receptors and ligands involved in pattern
formation in the furrow. The proteins Act
up and Chickadee/profilin regulate the
actin polymerization necessary for this cell
shape change. Cell shape changes, but not
nuclear movement, appear to be coordi-
nated with the timing of photoreceptor
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differentiation as act up and chickadee mu-
tants display premature differentiation.

In the middle of the furrow, cells
aggregate to form equidistant clusters of 20
or so cells. These stereotypical ‘‘rosettes’’
are the rudiments of future ommatidia and
they probably overlap with the so-called
intermediate clusters, which express the
bHLH transcription factors Atonal (ATO)
and Daughterless (DA). The EGFR, the
secreted fibrinogen-like Scabrous (SCA)
protein, and the receptor/ligand pair
N/Delta have all been implicated in a
lateral inhibition process whereby rosette
cells emit an inhibitory signal, preventing
their near-neighbor cells from becoming
part of the intermediate group of cells,
and an inductive signal to determine the
R8 precursor cell. This signal is thought
to give rise to the periodic spacing of
the rosettes and to whittle the ATO/DA
expression down to just one cell, which
will later become the R8 cell.

Every two hours, a new row of R
precursor–cell clusters emerges from the
furrow (Fig. 8). Each rosette transforms
into a rearward-pointing curve of 7 to 9
cells – called an arc – and then, typically,
seven of these cells zipper shut expelling all
excess cells anteriorly. The definitive five-
cell precluster containing the R8, R2, R5,
R3, and R4 precursor cells forms as the R3
and R4 cells come to contact one another.
In a mature larval eye disc, there are about
25 rows that exhibit progressive stages of
ommatidial morphogenesis between the
furrow and the posterior of the disc.
Photoreceptor precursor cell subtype is
specified sequentially; first R8 followed by
R2/R5, then R3/R4, and then R1/R6. R7
is the final photoreceptor precursor cell to
express neural antigens and the last one to
differentiate. A series of cell-autonomously
acting transcription factors together with
secreted growth factors is responsible for

establishing the unique identity of each
photoreceptor cell.

The array of ommatidia is organized
into two mirror-image fields divided by
a dorsoventral midline, called the equa-
tor. This pattern requires a 90◦ rotation
of the ommatidial clusters behind the
furrow in the larval eye disc (Fig. 8).
Two vectorial signals are necessary to
regulate the direction and extent of ro-
tation as well as a rearrangement of
the cells in the early symmetric cluster
to create the mature asymmetric clus-
ter. One signal is emitted by cells in
the morphogenetic furrow and includes
the vesicular transport of SCA to more
posterior cells using an actin-mediated
mechanism. The other signal involves
molecules important for tissue polarity
in other epithelia. These include compo-
nents of the WNT/FZ signaling pathway,
namely, the interacting cytoplasmic pro-
teins DSH and Prickle-Spiny Legs; the
atypical cadherin, Flamingo/Starry night;
the RHOA GTPase, and its kinase dROK,
the kinase Misshapen; and a JNK cas-
cade that sets up the distinction between
R3 and R4 fates by regulating the level
of the Puckered phosphatase and Delta
in these cells. Other factors that regulate
polarity include the zinc-finger transcrip-
tion factor, HNT, which may do so by
downregulating JNK signaling, and the
novel four-pass transmembrane protein,
Strabismus/van Gogh. It is not yet clear
how the output of these signals controls
planar polarity in the eye, but the rota-
tion itself requires the serine/threonine
protein kinase Nemo and the uncharac-
terized Roulette protein. It is likely that
the cluster movements and changes in
cell shape involve modifications of the
cytoskeleton and the ECM, but so far,
the only concrete link with these compo-
nents is a requirement for the cadherins,
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Fig. 8 Ommatidial cluster formation and
rotation during Drosophila retinal
morphogenesis. The diagram shows the apical
profiles of the photoreceptor cell precursors (R2,
3, 4, 5, and 8) on the dorsal side of a third instar
larval eye disc. Every two hours, another column
of clusters is added anteriorly (on the right). In
the furrow, clusters of 20 or so cells become
‘‘rosettes’’ (R). These open up anteriorly to form
‘‘arcs’’ (A). The arcs then zipper shut and expel
cells on their anterior side to form the ‘‘five-cell
precluster’’ (PC) The box on the left is a
schematic (compressed over many columns)
showing how ommatidial planar polarity is
established in the eye disc. Initially, the
symmetrical five-cell precluster is arranged so

that the R3 precursor is closer to the equator
than the R4 precursor. Subsequently, the cluster
rotates 90◦ toward the equator. In its mature
form (not shown here), mirror-image symmetry
is broken to form a chiral ommatidium as the R4
cell loses contact with the R8 cell and moves to a
more equatorial position to give the trapezoidal
arrangement of the rhabdomeres seen in the
adult ommatidium shown in Fig. 7. Figure based
on Wolff, T., Ready, D. F. (1993) Pattern
Formation in the Drosophila Retina, in: The
Development of Drosophila melanogaster, Cold
Spring Harbor Laboratory Press, Cold Spring
Harbor, pp. 1277–1325.

Dachsous, and Fat, upstream of FZ for
correct polarity.

During pupal development, order emer-
ges in the retinal epithelium as specific
contacts are made between retinal cells.
Most of the remaining cell types, in-
cluding the bristles and the pigment
cells, are recruited during pupal stages
in a process involving the N-receptor.
Cell fate determination depends on each

cell’s position and contacts. For exam-
ple, a cell that contacts the anterior or
the posterior cone cell becomes a pri-
mary pigment cell, whereas a cell that
contacts primaries from two distinct om-
matidia becomes a secondary pigment
cell. A combination of these kinds of
cell–cell interactions together with two
waves of programmed cell death trans-
forms a nonpatterned epithelium into a
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precise array of functional ommatidial
units.

Recent data suggest that photoreceptors
develop in a two-step process and that
each step requires discrete genetic regula-
tion. In the first step, during larval stages,
the cells adopt a particular neuronal fate.
During the second step, in pupal stages,
these neurons execute their differentia-
tion program and acquire final mature
properties including rhodopsin gene ex-
pression. Once the cone cells have closed
above the R-cells, the apical surfaces of the
photoreceptors involute into the retinal ep-
ithelium to form the adult photosensitive
rhabdomeres. During subsequent rhab-
domere morphogenesis, the prominent
adherens junctions between the R-cells
are maintained and drive the longitudi-
nal extension of the apical surfaces down
to the retinal floor. Recent work has shown
that Drosophila CRB is essential for rhab-
domere elongation and stalk membrane
biogenesis. CRB is a central component
of a molecular scaffold (also involving βH-
spectrin, moesin, and FERM, a protein
4.1 superfamily member) that controls ad-
herens junction assembly as described in
Sect. 1.3 above. Other molecules associ-
ated with adherens junctions have also
been implicated in rhabdomere elonga-
tion. These include Eyes Closed (EYC), the
fly homolog of p47, involved in membrane
fusion, and the Canoe protein, which is
known to bind F-actin. In eyc mutants, β-
catenin and E-cadherin fail to concentrate
into the adherens junctions during pupal
stages and this results in fragmented rhab-
domeres with inappropriate contacts in
the adult. The Canoe gene product directs
straight elongation of the rhabdomere,
since mutants possess twisted and fused
rhabdomeres.

In general, cell–cell and cell–ECM con-
tacts that are established early in eye

development persist into adulthood. Rhab-
domeres become aligned via cell–cell
and cell–ECM adhesions to the retinal
floor at the cone cell plate. It has been
shown that the integrins play an im-
portant role in the development of the
three-dimensional structure of the mature
retina. Integrin mutants show several eye
phenotypes that originate in the struc-
tural failure of the cone cell plate. The
integrity of the retinal epithelium is inti-
mately linked to its cellular architecture
since many of the components necessary
for its development and function – such
as the integrins, CRB, HNT, and the pho-
topigment, rhodopsin – are also necessary
to prevent photoreceptor degeneration. For
this reason, the Drosophila eye epithe-
lium provides an excellent model for a
genetic dissection of the causes under-
lying progressive human neurodegenera-
tive diseases.

4
Concluding Remarks

The combination of genetic and molec-
ular analyses in model organisms such
as Drosophila, with biochemical and cell
biological analyses on vertebrate cells in
culture, has led to a significant under-
standing of both the structure of epithelia
and the mechanisms by which simple,
undifferentiated epithelia are converted
into complex, differentiated tissues and
organs. Since most of the components of
epithelia are evolutionarily conserved, re-
sults obtained in one organism or cell type
have generalized to others. Three areas
of research are likely to predominate and
synergize in the future. First, novel meth-
ods of cell culture, particularly in three
dimensions, will lead to increasingly ‘‘in
vivo–like’’ models of cell behavior, thus
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benefiting cell biological and biochemi-
cal strategies. Second, the ability to image
epithelial shape changes in living tissues
or organisms at very high spatial and
temporal resolution, and using specific
molecular markers, will lead to increased
understanding of dynamic changes during
epithelial morphogenesis in vivo. Finally,
the availability of complete genome se-
quences, together with mutational and
phenotypic analysis of evolutionarily con-
served components in invertebrate models
(e.g. Drosophila, C. elegans) as well as in
vertebrates (e.g. zebra fish, mouse), will
lead to a comprehensive understanding of
the structural and regulatory mechanisms
of epithelial morphogenesis during animal
development.

See also Developmental Cell Biol-
ogy.
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Keywords

Ca2+ Sensor
Protein that detects changes in intracellular Ca2+ concentration and controls
regulated exocytosis.

Constitutive Exocytosis
Exocytosis involving fusion of new secretory vesicles with the plasma membrane
immediately after their synthesis.

Fusion Pore
Aqueous connection between the cell exterior and the inside of a secretory vesicle
formed when membrane fusion occurs between the vesicle and plasma membranes.

Regulated Exocytosis
A form of exocytosis in which secretory vesicles are stored within the cells until the
appropriate stimulus is generated to trigger their fusion with the plasma membrane.

Secretory Vesicle
Membrane-bounded vesicle containing secretory products or newly synthesized
plasma membrane components.

SNARE Proteins
Proteins of the family of α-SNAP receptors that assemble to form a SNARE complex
and function in vesicle docking and/or fusion.

Synapse
Junction between the axonal ending of a neuron and another neuron or target cell.

Synaptic Vesicle
Specialized neurotransmitter containing vesicle found in a nerve terminal.

� Exocytosis is the process by which secretory vesicles fuse with the plasma membrane
of cells to allow release of their contents and insertion of new membrane components.
It is a mechanism that is essential for cell growth but also underlies the release
of many different extracellularly-acting substances. All cells possess a pathway for
constitutive exocytosis and many cell types also possess a pathway for regulated
exocytosis that occurs only in response to an intracellular signal such as a rise in
cytosolic calcium concentration. Regulated exocytosis is involved in the release of
hormones and neurotransmitters and even in events involved in the fusion of the
sperm and the egg. In all cases a common conserved machinery is resposible for
membrane fusion during exocytosis.
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1
Constitutive and Regulated Exocytosis

Exocytosis, the fusion of secretory vesi-
cles with the plasma membrane, occurs
in virtually all cells. This is required for
the insertion of new plasma membrane
lipids and integral membrane proteins
such as receptors and ion channels. In
addition, exocytosis is the major mecha-
nism by which extracellular proteins are
secreted from cells, important examples
being antibodies and serum albumin.
Such proteins are synthesized on the
rough endoplasmic reticulum and deliv-
ered to the plasma membrane via the
secretory pathway. This comprises a se-
ries of sequential membrane trafficking
steps, each mediated by the selective tar-
geting and fusion of membrane-bound
carriers with appropriate organelle mem-
branes (Fig. 1). As with membrane fusion
events earlier in the secretory pathway,
exocytosis can follow vesicle formation,
without obvious delay or regulation. This
ubiquitous process is known as constitutive
exocytosis. In many cell types, however, a
second pathway also exists in which ex-
ocytosis is tightly regulated to allow for
the controlled release of vesicle contents,
or triggered insertion of new membrane
components, from preformed secretory
vesicles. This process, known as regulated
exocytosis, occurs only in response to a
physiological signal, which in many cell
types is a rise in cytosolic Ca2+ concen-
tration. Various proteins are secreted by
cells via regulated exocytosis, for example,
digestive enzymes from exocrine cells and
proteinaceous hormones from endocrine
cells. In addition, small molecules can be
secreted by regulated exocytosis; indeed,
this is the mechanism by which neuro-
transmitters are released at the synapse
(Fig. 2). Regulated exocytosis has other

fundamental roles such as in the acro-
some reaction in the sperm, which is
essential for fertilization. The exocytosis
of cortical granules in the egg forms the
fertilization envelope and prevents further
sperm fusion with the egg. The path-
way for regulated exocytosis has been
extensively studied in many different cell
types from various organisms. For con-
stitutive exocytosis, however, the bulk of
current knowledge stems from the genetic
analysis of this process in the yeast Sac-
charomyces cerevisiae.

Over the past 10 years or so, the use of
biochemical, molecular biological, and ge-
netic approaches has identified many of
the proteins involved in constitutive ex-
ocytosis and in neurotransmission and
other forms of regulated exocytosis. The
interactions between these proteins and
their relationship to membrane fusion
have been studied in detail, although the
full details of the exocytotic process still
remain to be resolved. Similar molecu-
lar events appear to underlie all forms
of exocytosis and use conserved compo-
nents of a core vesicle docking/fusion
machinery with specialized additions for
Ca2+-dependent regulation. We will de-
scribe current views on the mechanistic
aspects of exocytosis and its triggering
and regulation.

2
Stages in the Exocytotic Pathway

For the determination of the distinct stages
of exocytosis, Ca2+-regulated exocytosis
has been studied in most detail as this
most readily lends itself to analysis of the
sequential steps involved. It has been dis-
sected into a number of stages (Fig. 2).
Regulated exocytosis involves fusion with
the plasma membrane of a premade pool
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Fig. 1 Schematic representation of membrane trafficking pathways
within mammalian cells. Proteins destined for the cell surface are
inserted into the ER lumen and then transported forwards by
vesicular traffic to the Golgi complex via the intermediate
compartment. After sorting in the trans-Golgi network (TGN),
proteins enter the secretory vesicle, which can then be directly
transported to the cell surface for constitutive exocytosis.
Alternatively, proteins are sorted into vesicles or secretory granules
and stored until a Ca2+ signal triggers regulated exocytosis.

of vesicles. The pool of secretory vesicles
may be fully releasable (as in mast cells, for
example) but in many cell types (such as
neuroendocrine, endocrine, and exocrine
cells), a large reserve pool exists and only
a small portion of the vesicles is initially
releasable. In many cells, a so-called ready-
releasable pool can undergo exocytosis
within tens of milliseconds. These pools
have been defined and studied through
the use of permeabilized cell assays of

exocytosis, single-cell electrophysiological
approaches using patch-clamp capacitance
measurement of cell surface area, amper-
ometric measurement of the release of
single vesicle contents, or by imaging ex-
ocytosis through the use of evanescent
wave microscopy. The majority of work
on synaptic vesicle exocytosis has relied
on overall measurement of synaptic trans-
mission based on a simultaneous pre-
and postsynaptic recording. Alternatively,
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Fig. 2 Neurotransmitter release by exocytosis at the synapse.
Voltage-gated Ca2+ channels are opened as an action
potential reaches the presynaptic nerve terminal leading to
Ca2+ entry. Synaptic vesicles docked in close proximity to the
Ca2+ channels then undergo exocytosis within a
submillisecond time course to release the stored
neurotransmitter.

the synaptic vesicle cycle within synaptic
terminals has been studied using uptake
and release of the lipophilic FM dyes that
report on plasma membrane area and
changes following exocytosis and mem-
brane retrieval.

The sequential stages within the exocy-
totic pathway have been shown to involve
ATP-dependent priming steps, movement
of vesicles to the vicinity of the plasma
membrane, tethering, and then docking
at release sites on the plasma mem-
brane, conversion to a fully releasable
state, triggered membrane fusion, release
of vesicle contents, and finally, retrieval of
the vesicle membrane (Fig. 3). In the case
of Ca2+-triggered exocytosis, Ca2+ may

stimulate multiple early stages as well as
fusion itself.

2.1
Priming Before Membrane Fusion

The term priming was used to describe
an ATP-dependent process, demonstrated
in permeabilized adrenal chromaffin cells
that preceded Ca2+-triggered fusion and
increased the extent of exocytosis due to a
Ca2+ trigger. Priming and membrane fu-
sion were subsequently shown to be stim-
ulated by distinct cytosolic proteins. ATP-
dependent priming encompasses multiple
events including reorganization of the
actin cytoskeleton to allow recruitment
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Fig. 3 Stages in the exocytotic pathway.
Secretory vesicles are recruited to the plasma
membrane where they undergo sequential
tethering and then docking so that they become
ready for exocytosis. Increased Ca2+

concentration can trigger this vesicle recruitment
and also fusion of docked vesicles. After
exocytosis and release of vesicle contents,
vesicles are retrieved back into the cell.

of vesicles to the plasma membrane and
modification of the so-called SNARE pro-
teins by α-SNAP and the ATPase NSF.
In addition, ATP is also required in a
housekeeping role to maintain the lev-
els of polyphosphoinositides required for
continued exocytosis. It is well established
that membrane fusion itself does not re-
quire ATP hydrolysis. The term priming
has also been applied to an ill-defined step
in synaptic vesicle maturation that may
not be ATP-dependent. Within synapses,
a pool of synaptic vesicles are described
as docked as they seem to be very close
to the presynaptic plasma membrane by
electron microscopical examination. Only
a small proportion (around 1–10%) of
these vesicles are able to undergo ex-
ocytosis in response to Ca2+ elevation
following a single action potential. This
pool of docked vesicles can, however,
be completely released through an un-
known mechanism, by treatment with
hypertonic sucrose. It has been suggested
that the so-called docked vesicles have to
undergo a maturation process to become
releasable. This maturation step is not un-
derstood in molecular terms but is likely
to involve the assembly of the fusion ma-
chinery and appears to involve the protein
Munc-13.

2.2
Fusion Pores

It has been established through biophysi-
cal measurements, that membrane fusion
proceeds through the formation of a fusion
pore that can open transiently. Patch-
clamp measurements of plasma mem-
brane capacitance in mast cells were the
first to allow the detection of changes
in cell surface area due to single gran-
ule fusion events and also demonstrated a
phenomenon known as capacitance flicker,
which suggested that reversible fusion
events were occurring. In these cells, Ca2+
is not the trigger for exocytosis, which
instead can be activated by introduction
of nonhydrolyzable GTP analogs. Later,
electrophysiological measurements char-
acterized the transient fusion events in
mast cells and determined the current
flow through the initial fusion pore. The
fusion pore can subsequently reclose or
alternatively lead to a phase of fusion pore
expansion and thereby full exocytosis. The
rate of fusion pore expansion was found
to be a regulated phenomenon and was
increased by elevating intracellular Ca2+
concentration in rat mast cells or by ac-
tivating protein kinase C in eosinophils.
The concept of the fusion pore has been
validated using carbon-fiber amperometry,
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which detected low levels of release of con-
tents from mast cell granules during the
initial phase after fusion (during capaci-
tance flickering) and before the postulated
fusion pore expansion had occurred.

2.3
Full Fusion Versus Kiss-and-run Exocytosis

Classical electron microscopical studies
by Heuser and Reese established a path-
way in which synaptic vesicles fused
with the presynaptic membrane, moved
away from the site of fusion, and were
then recycled into the nerve terminal by
clathrin-mediated endocytosis. An alter-
native pathway, later termed kiss-and-run
fusion, was originally suggested for synap-
tic vesicle exocytosis and may be related to
fusion pore formation and its reversibility.
It was postulated that neurotransmitter re-
lease from a synaptic vesicle could occur
very rapidly without the need for full fusion
and flattening of the vesicle membrane
into the plasma membrane, but instead
by a reversible process that would rapidly
retrieve the vesicle membrane for reuse
after a transient fusion event. It has been
predicted that the contents of a synaptic
vesicle could be released on a submillisec-
ond timescale through the type of fusion
pore detected in mast cells and described
subsequently in other secretory cell types
including chromaffin cells, eosinophils,
and neutrophils. It has become possible
to resolve individual fusion events due
to synaptic vesicle exocytosis in a nerve
terminal by averaging many thousands
of single vesicle fusion events. The data
obtained showed that at low stimulus lev-
els, exo/endocytosis was completed on a
very short timescale with retrieval having
an average time constant of 56 ms con-
sistent with the existence of kiss-and-run

exocytosis occurring under these condi-
tions. The significance of kiss-and-run
exocytosis for the regulation of neuro-
transmitter release is a controversial issue.
Catecholamine release by kiss-and-run has
been directly shown to occur in chromaf-
fin cells using combined capacitance and
amperometric recording and based on the
trapping of extracellular markers in vesi-
cles after exocytosis.

There is accumulating evidence to sug-
gest that fusion pore closure may be a
regulated process that would allow exocy-
tosis to be switched from full fusion to
a predominance of kiss-and-run fusion.
While kiss-and-run fusion is likely to be
sufficient for complete emptying of the
synaptic vesicle, large secretory granules
may be only partially emptied through a
transient fusion process allowing regula-
tion of the amount of release per fusion
event. A variety of conditions were found
to modify the amount released per gran-
ule from chromaffin cells and result in
changes in the kinetics of single secretory
events consistent with alterations in fu-
sion pore dynamics. These changes could
be a consequence of opening and rapid re-
closure of a fusion pore, or more likely,
reclosure after a period of fusion pore
expansion to allow release of secretory
vesicle contents. These effects have been
seen after phobol ester treatment to ac-
tivate protein kinase C, modification of
intracellular Ca2+ levels, nitric oxide ap-
plication, or following elevation of cAMP
levels. Effects on exocytosis kinetics have
also been observed in cells overexpressing
cysteine string protein (Csp), synaptotag-
min, a Munc18 mutant (R39C), a SNAP-25
mutant, or after introduction of anti-CAPS
antibodies. In addition, changes in release
kinetics, consistent with premature clo-
sure of the expanded fusion pore, have
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been seen in cells overexpressing com-
plexin, a protein that interacts only with
the assembled SNARE complex. A mu-
tation of a residue in complexin that is
involved in this interaction prevented the
effects on release kinetics. Further work
will be needed to explain in detail how fu-
sion pore dynamics are controlled during
membrane fusion. A major mechanistic
issue for fusion pore reversibility, and
thereby, kiss-and-run exocytosis is how fu-
sion pore closure occurs. There are two
extreme possibilities. In the first model,
the exocytotic machinery that produces fu-
sion acts in a fully reversible fashion. In the
second model, the fission machinery re-
sponsible for pinching off clathrin-coated
endocytotic vesicles on the basis of the ac-
tion of mechanoenzyme dynamin would
be capable of functioning on a millisecond
timescale to pinch off fused vesicles. It is
also possible that both mechanisms could
be operative.

3
The Protein Machinery for Exocytosis

A combination of experimental appro-
aches has resulted in the identification
of the protein machinery for exocytosis.
From a convergence of biochemical assays
and yeast genetics, it became apparent
that exocytosis involves a core machin-
ery that functions in both constitutive
and regulated exocytosis and that this is
highly conserved throughout evolution.
The first protein identified using a bio-
chemical approach was N-ethylmaleimide-
sensitive fusion protein (NSF), which
was purified on the basis of its ability
to reconstitute intra-Golgi transport af-
ter blockade by N-ethylmaleimide (NEM).
Sequencing revealed that NSF is a ho-
molog of the yeast protein Sec18, which

was already known to be essential for
membrane traffic. NSF was subsequently
found to be involved in regulated exo-
cytosis. Knowledge of the mechanisms
involved in exocytosis were advanced by
the revelation that NSF and its cofac-
tor, α-soluble NSF attachment protein
(α-SNAP), interact with brain membranes
via a SNAP receptor (SNARE) complex
shown to comprise VAMP/synaptobrevin,
syntaxin1, and SNAP-25 with homologs of
these proteins being required for secretion
in yeast. Genetic approaches have shown
the essential nature of the homologs of
these proteins in constitutive exocytosis
in yeast. The synaptic SNARE proteins
are proteolytic substrates for the clostridial
neurotoxins, which are potent inhibitors of
neurotransmission, thus suggesting that
regulated exocytosis at the synapse occurs
by the same basic process as constitutive
membrane fusion. The idea of a univer-
sal fusion machinery is now generally
accepted, although the functions of the in-
dividual components of the conserved core
machinery and the precise mechanism of
membrane fusion are still controversial.

3.1
SNARE Proteins and Membrane Fusion

The conserved core vesicle docking/fusion
machinery consists of the SNARE pro-
teins, which assemble to form the so-
called SNARE complex (Fig. 4) between
the vesicle and plasma membrane. Al-
though originally defined biochemically
as SNAP receptors, most SNAREs have
been identified by possession of a char-
acteristic sequence known as the SNARE
motif. Searching for similar motifs in the
human genome revealed 35 SNAREs, as
compared to 22 in the yeast genome. De-
spite the large number of SNARE proteins,
the synaptic SNARE complex remains the
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SNAP-25-C SNAP-25-N

Fig. 4 The structure of the SNARE complex. The structure of the
neuronal SNARE complex consisting of the cytoplasmic domains of
syntaxin 1A, VAMP2, and SNAP-25 was determined by X-ray
crystallography.

most intensively studied and most cur-
rent ideas of SNARE function are based
on this particular complex. It comprises
three proteins: the integral membrane pro-
teins, VAMP/synaptobrevin and syntaxin
1, and the membrane associated protein,
SNAP-25. VAMP is a synaptic vesicle pro-
tein, whereas syntaxin and SNAP-25 are
most enriched in the presynaptic plasma
membrane. These localizations led to the
classification of SNAREs as vesicle- (v-)
or target- (t-)SNAREs, and the SNARE
hypothesis suggested that the fidelity of
vesicle docking and fusion is determined
by the specificity of v-SNARE : t-SNARE
interactions. More recently, a rival classi-
fication system has been proposed based
on whether a conserved glutamine (Q) or
arginine (R) is present in the SNARE mo-
tif in the so-called zero layer observed in
the structure of the neuronal SNARE com-
plex. The Q and R residues themselves,
however, are not essential for membrane
fusion but instead for the later disas-
sembly of the SNARE complex by NSF
and SNAPs.

The idea that SNARE complexes are es-
sential for membrane fusion in living cells
is well supported by genetic studies in
yeast and higher organisms. Genetic ab-
lation of synaptic SNAREs in Drosophila
melanogaster, Caenorhabditis elegans, and
Mus musculus abolishes evoked neuro-
transmission. It is interesting to note,

however, that the effect of inactivating sy-
ntaxins tends to be more dramatic than
when other SNAREs are blocked. The use
of clostridial neurotoxins has also provided
important evidence for an essential role of
SNAREs in exocytosis in various cell types.
The key discovery in this regard was that
tetanus and botulinum-B neurotoxin are
metalloendoproteases that block neuro-
transmission presynaptically by selectively
cleaving VAMP. It was then established
that the remaining six botulinum neuro-
toxins cleaved either VAMP, syntaxin 1,
or SNAP-25. Clostridial neurotoxins have
been applied to many permeabilized se-
cretory cells. Not all forms of exocytosis
are blocked by clostridial neurotoxins but
the most likely explanation for this is that
exocytosis in such cells proceeds via toxin-
resistant SNARE isoforms.

Several lines of evidence suggest that
SNAREs participate in and may directly
drive membrane fusion. First, tetanus
toxin application results in the accumu-
lation of docked vesicles at the synapse,
suggesting that SNAREs function after
morphological vesicle docking. Second,
formation of the SNARE complex is en-
ergetically favorable (assembled SNARE
complexes have extremely high thermal
stability and require NSF and α-SNAP for
disassembly). Third, the structure of the
synaptic SNARE complex is such that for-
mation of its coiled-coil bundle (Fig. 4)
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would bring the transmembrane anchors
of VAMP and syntaxin (and hence the
vesicle and plasma membrane) into close
apposition. Fourth, membrane fusion be-
tween artificial liposomes has been recon-
stituted using only recombinant SNAREs.
These data have been taken as suggesting
that the SNAREs form the core fusion ma-
chinery. This model, although popular, is
not without its critics, however, as SNARE-
mediated fusion is many orders of time
slower than exocytosis. In addition, one
controversial theory, based on studies of
yeast vacuole fusion, contends that SNARE
complex formation is an early event that
acts as a signal to initiate an entirely differ-
ent fusion mechanism that is ultimately
mediated by vacuolar ATPase proteolipids.
Clearly, further work is required for a full
understanding of the events that lead to
membrane fusion.

3.2
SNARE Regulators

3.2.1 NSF and α-SNAP
NSF and α-SNAP are soluble proteins
that act to disassemble SNARE complexes.
Due to the high stability of the SNARE
complex, disassembly requires significant
energy input in the form of ATP hydrolysis.
This is provided by the ATPase NSF,
and SNAP stimulation of the ATPase
activity of NSF is essential for SNARE
complex disassembly. It is thought that the
conformational changes in NSF induced
by ATP hydrolysis are transduced through
α-SNAP to unwind the four helices of the
SNARE complex.

The first evidence for a requirement of
NSF and SNAPs in membrane fusion in
vivo came from the yeast Sec17 and Sec18
mutants, which encode α-SNAP and NSF
respectively, and are essential for all mem-
brane trafficking steps. A role for NSF in

regulated exocytosis in vivo was revealed
by studies of the comatose (NSF) mutants
in D. melanogaster. These mutants show a
temperature-sensitive block in presynaptic
neurotransmission. The mutant organ-
isms accumulate SNARE complexes at the
restrictive temperature, confirming that
NSF is required to disassemble SNAREs in
living cells. Questions remained, however,
over the precise point in the membrane fu-
sion process at which NSF and α-SNAP act.
The use of stage-specific exocytosis assays
in permeabilized secretory cells and high-
resolution electrophysiological approaches
have established that α-SNAP/NSF act in
an early ATP-dependent priming reaction
that precedes the later Ca2+-dependent
fusion step. Furthermore, this priming
reaction is likely to be the disassembly
of SNARE complexes, since mutant α-
SNAPs unable to stimulate NSF ATPase
activity and consequent SNARE disassem-
bly cannot support exocytosis. It seems
that α-SNAP/NSF act as molecular chap-
erones, continually disassembling SNARE
complexes in order to release SNARE pro-
teins to engage and function in further
membrane fusion events.

3.2.2 Sec1 Proteins
Much attention has been focused on NSF,
SNAPs, and SNAREs, but these are not the
only evolutionarily conserved proteins re-
quired for intracellular membrane traffic.
The first yeast secretory mutant to be iden-
tified harbored a mutation in Sec1. Genetic
studies have established a general require-
ment for Sec1-related proteins in vesicle
fusion in a wide variety of organisms.
Sec1 family members have been shown to
interact with syntaxin homologs, suggest-
ing that the conserved function of Sec1
proteins in membrane fusion may be me-
diated via syntaxins. Indeed, the inhibition
of neurotransmitter release in Drosophila
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caused by overexpression of ROP is re-
lieved by co-overexpression of syntaxin.
Neuronal Sec1 (also known as Munc18)
binds to syntaxin1a with high affinity in
vitro to form a complex that precludes
syntaxin binding to synaptic SNAREs.
These observations have led to the sug-
gestion that Sec1 proteins act as syntaxin
chaperones, preventing SNARE complex
assembly until signaled to release syn-
taxin. Although the precise nature of this
signal is unknown, various observations
suggest that it is linked to the completion
of Rab-dependent vesicle tethering.

The proposed role of Sec1 proteins as
negative regulators of syntaxin function
is too simplistic as loss of Sec1 family
members results in a complete block in
membrane traffic, indicating an essential
positive role. Studies of nSec1/Munc18 in
PC12 cells suggest that, rather than merely
preventing syntaxin entry into the core
complex, the syntaxin–Sec1 interaction
is an essential intermediate that enables
activation of syntaxin for efficient incor-
poration into the SNARE complex. This
notion is consistent with recent studies in
chromaffin cells on the effects of a mu-
tant form of nSec1/Munc18 (R39C) with
a reduced affinity for syntaxin. Here, it
was found that the mutant resulted in an
increased rate of fusion pore expansion,
which could result from the increased re-
lease of activated syntaxin into the fusion
machinery. In contrast to neuronal Sec1,
yeast Sec1will not bind efficiently to its
cognate syntaxin (Sso1/2) in isolation, but
only when it is assembled into a SNARE
complex. This finding suggests that Sec1
functions during the membrane fusion
process, acting at or after SNARE assem-
bly consistent with a second effect of the
Munc18 mutant to cause rapid closure
of the fusion pore. In contrast to these
models, studies of chromaffin cells from

Munc18-1 knockout mice have revealed a
major defect in granule docking, suggest-
ing a much earlier role for this protein.
Clearly, Sec1 proteins have essential and
possibly multiple functions in physiologi-
cal membrane fusion.

3.3
Rab GTPases and Their Effectors

Rab proteins comprise a large family of
small GTPases. Individual Rab proteins
are localized to distinct organelles, sug-
gesting that each regulates a particular
membrane traffic step. Rabs are thought
to act as molecular switches determin-
ing how long vesicles remain competent
for docking/fusion, before GTP hydroly-
sis. The initial findings implicating these
GTPases in membrane traffic came from
the identification of the Sec4 mutation
which blocks constitutive exocytosis in
yeast. The general consensus is that Rabs
are major determinants of the specificity of
membrane transport, and achieve this by
selective interactions with distinct effec-
tor proteins. The best-characterized Rab
effectors are involved in the initial teth-
ering of vesicles to target membranes
(Fig. 5). These include the exocyst com-
plex (Sec4 effector in exocytosis in yeast)
and EEA1 (Rab5 effector in endocytosis).
Another class of Rab effectors is the mo-
tor proteins that act to control organelle
movement within cells. For example, Rab5
controls movement of endosomes on mi-
crotubules and Rab6 binds to the kinesin-
like protein, rabkinesin-6. In addition to
microtubule-based motors, Rabs have also
been implicated in actin-based motility by
virtue of functional interactions with class
V myosins. Finally, genetic (and in some
cases, physical) interactions between vari-
ous Sec1 homologs and Rabs suggest that
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Fig. 5 Localization of proteins involved in
exocytosis and role of Rab3 in tethering. The
diagram shows the distribution of synaptic
proteins on synaptic vesicles and the presynaptic

membrane. When Rab3 becomes GTP-loaded
(a), it recruits effectors that allow tethering of
vesicles, (b) prior to engagement of the
SNARE proteins.

the Sec1 family may represent a third dis-
tinct class of Rab effectors. However, a
variety of other proteins that do not clearly
segregate into these classes have also been
proposed as Rab effectors, emphasizing
the potential complexity of Rab function(s)
in the cell.

Rab3 exists as four isoforms A–D in
mammals and is the major Rab implicated
in exocytosis in neurons and neuroen-
docrine cells. Rab3A is not an essential
protein in mammals but may regulate neu-
rosecretion by limiting the recruitment
of synaptic vesicles into the releasable
pool at the plasma membrane for sub-
sequent fusion events. Rab3 mutants in
C. elegans are also viable but have less
synaptic vesicles close to the presynaptic
membrane. Surprisingly, overexpression
of active forms of Rab3A or other Rab3
isoforms has been found to inhibit ex-
ocytosis in various cell types. Several
Rab3A effector proteins including RIM

and Rabphilin 3A are involved in secre-
tory vesicle exocytosis. Analysis of specific
mutations that disrupt interaction of Rab3
with these effectors has excluded them,
however, as the inhibitory effectors of
Rab3. The inhibitory effects of Rab3 may
instead be exerted via the effector Noc2,
a protein expressed predominantly, if not
exclusively, in neuroendocrine cells. Other
studies have suggested that certain Rab3
isoforms may, in contrast, exert positive
effects on exocytosis in some cell types.
It is possible that Rab3 has multiple
roles in exocytosis. Despite the sugges-
tions that different Rab3 isoforms have
distinct functions, a direct test of this
possibility shows that the four Rab3A–D
isoforms all had the same inhibitory effect
after overexpression in PC12, chromaffin,
and insulin-secreting cell lines. In addi-
tion, more recent work has established
an important role for Rab27 in exocy-
tosis in melanocytes and in cytotoxic T
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lymphocytes and also in dense-core gran-
ule exocytosis in endocrine cells.

3.4
A Model for the Events Leading to
Membrane Fusion

Figure 6 shows a model that has developed
from the studies described above on the in-
teractions of the SNARE proteins and their
regulatory proteins. In this scheme, syn-
taxin is held in its closed conformation by
Munc18. In some ill-defined way, possibly
due to the action of a Rab/Rab effector,
Munc18 is dissociated from syntaxin. Syn-
taxin then adopts its open confirmation,
although Munc18 may remain present
due to alternative interactions with the
N-terminus of syntaxin. The SNARE helix
of syntaxin, which is now exposed, acts as

a nucleation site for interaction with the
VAMP SNARE domain and the two helices
of SNAP-25. Formation of the full complex
then proceeds down its energy gradient,
potentially releasing sufficient energy to
overcome the hydration barrier and initiate
bilayer fusion. Munc18 appears to be able
to exert effects on the kinetics of the fusion
process. After fusion, the SNARE complex
is disassembled by α-SNAP and NSF, and
Munc18 reforms its tight complex with the
closed form of syntaxin.

4
Calcium Signals and Exocytosis

A number of different intracellular signals
are involved in triggering regulated
exocytosis. The most widespread and most

Munc18 Munc18

SNAP-25

Syntaxin

VAMP
Rab/Rab effector

Membrane
fusion

a-SNAP

NSF

ATPADP + Pi

Munc18 Munc18

Munc18 Munc18

Munc18 Munc18
Munc18 Munc18

Munc18 Munc18

(a) (b) (c)
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Fig. 6 Model of the protein–protein
interactions to lead to and follow exocytosis.
(a) Syntaxin is initially held in a closed
conformation by Munc18, which prevents
SNARE complex assembly. (b) Tethering due to
the action of Rab/Rab effector leads to release of
syntaxin by Munc18 into its open conformation
and SNARE complex assembly begins. (c) Full
assembly of the SNARE complex pulls the vesicle

into proximity with the plasma membrane and
(d) leads to membrane fusion. (e) After fusion,
SNARE complexes bind α-SNAP and NSF and
(f) these are disassembled following ATP
hydrolysis by NSF. Munc18 can then interact
with syntaxin to reform its closed conformation.
Munc18 exerts additional effects during
membrane fusion through as-yet
uncharacterized interactions.
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intensively studied is cytosolic Ca2+ con-
centration. In many cell types, regulated
exocytosis is triggered by an elevation of cy-
tosolic Ca2+ concentration from a resting
level of 100 nM to micromolar concen-
trations due to Ca2+ entry at the plasma
membrane or mobilization from intracel-
lular stores. The limited diffusion of Ca2+
due to high levels of Ca2+ buffering within
cells limits the distance over which Ca2+
can diffuse and exert its effects. Spatial
distribution may result in only particular
types of Ca2+ channels being associated
with exocytosis and this may be enhanced
by physical association of vesicles with
Ca2+ channel proteins, as is believed to
occur for P/Q- and N-type channels in
synapses. The increased importance of
Ca2+ stores in pancreatic exocrine cells
and pituitary gonadotrophs appears to be
determined by the spatial localization of
ER Ca2+ stores in these cell types.

4.1
Calcium-dependency of Regulated
Exocytosis

Considerable effort has been expended in
the determination of the Ca2+ sensitivity
of the exocytotic machinery in a wide
range of cell types. Two major techni-
cal approaches have been used. Firstly,
cell population measurements of gran-
ule release following cell permeabilization
with direct addition of Ca2+, and sec-
ondly, single-cell patch-clamp capacitance
recording to follow the kinetics of exo-
cytosis. Katz and Miledi established the
importance of Ca2+ by showing a require-
ment for external Ca2+ for the release
process at the neuromuscular junction.
This was subsequently extended by Bill
Douglas to chromaffin cells and poste-
rior pituitary neurosecretory terminals.
Assessment of the Ca2+-dependency of

exocytosis required, however, the means
to control the internal Ca2+ concentra-
tion. This was first achieved by the use
of electropermeabilization of sea urchin
eggs and adrenal chromaffin cells and ap-
plication of buffered Ca2+ solutions to the
leaky cells. This revealed that granule ex-
ocytosis in these cells was half-maximally
activated at 1 µM free Ca2+. The similar
Ca2+-dependency of fusion in these two
cell types suggested the possible existence
of a common Ca2+ sensor mechanism in
exocytosis. In the majority of cases, the
use of permeabilized cells has shown a
Ca2+ requirement for triggering of exocy-
tosis in the low micromolar range. It later
became apparent, however, that multiple
Ca2+-dependent steps exist in the exocy-
totic pathway.

A value for the Ca2+-dependency of the
final fusion step in regulated exocytosis
in endocrine and other secretory cells was
subsequently determined by patch-clamp
measurement of plasma membrane capac-
itance. Membrane capacitance is directly
proportional to the area of the lipid bilayer
and so this technique allows quantitative
assay of membrane insertion (exocytosis)
or membrane removal (endocytosis) from
the cell surface. In early studies, exocy-
tosis was triggered by depolarization to
open voltage-gated Ca2+ channels or by
infusion of Ca2+-buffers from the record-
ing micropipette by intracellular dialysis.
Accurate determination of the Ca2+ re-
quirement of the final fusion step was
achieved by using flash photolysis to break
downcaged Ca2+ compounds and to give
a homogenous elevation of free Ca2+
coupled with capacitance recording. This
approach allowed an assessment of the
relationship between free Ca2+ concen-
tration and the initial rate of exocytosis
from the ready-releasable pool. Such exper-
iments, carried out in a range of endocrine
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cell types, demonstrated rapid exocyto-
sis with a Ca2+-dependency in the 2 to
30 µM range.

4.2
Calcium-dependency of Synaptic Vesicle
Exocytosis

Use of the flash photolysis/capacitance
method on a specialized neuron, the reti-
nal bipolar neuron, suggested that synaptic
vesicle exocytosis involved a distinct low-
affinity Ca2+ sensor. In this giant synapse,
exocytosis was not detected until the Ca2+
concentration was >10–20 µM and was
half-maximal at 190 µM free Ca2+, a 10-
fold higher Ca2+ concentration than for
endocrine cell exocytosis. More recently,
measurement of neurotransmission at a
central mammalian synapse (the calyx of
Held) has determined a Ca2+-dependency
in the low micromolar range (2–5 µM)
comparable to that for endocrine cell exo-
cytosis. These findings were interpreted as
suggesting that the earlier value found in
retinal bipolar neurons might not reflect
the general situation in mammalian CNS
synapses. Earlier data in support of a low-
affinity receptor for synaptic vesicle exocy-
tosis in the squid giant synapse included
the demonstration of microdomains of
very high Ca2+ during neurotransmitter
release. In addition, exocytosis in this
synapse was inhibited by the fast Ca2+
chelator BAPTA but not by the slower
Ca2+ chelator EGTA suggesting that the
sensing of Ca2+ by the fusion machinery
must occur close to the Ca2+ channels. It is
possible that the Held synaptic terminals
are unusual in their Ca2+ requirements
but blockade of transmission by the slow
Ca2+ chelator EGTA in cortical synapses
favors more widespread use of a low-
affinity process.

4.3
Spatial Relationship of Channels and
Vesicles

A further issue in understanding the
relationship between Ca2+ and regulated
exocytosis is the spatial distribution of
secretory vesicles and the source of Ca2+.
In addition, much attention has been
given to the question of how close
fusion occurs to Ca2+ channels and the
degree of coupling between Ca2+ entry
and exocytosis. For synaptic vesicles, it
is generally agreed that the rapid speed
of neurotransmission, which can be as
fast as 60 µs in central synapses, must
mean that the vesicles that undergo
fusion sense Ca2+ that has diffused no
further than a few nanometers from
the mouth of the open Ca2+ channel.
This must also be the case if synaptic
vesicle exocytosis involves a low-affinity
Ca2+-sensor. Molecular interactions that
have been demonstrated between proteins
of the exocytosis machinery and Ca2+
channel subunits suggest that synaptic
voltage-gated Ca2+ channels involved in
neurotransmission are physically part of
the exocytotic site. The extent of coupling
to Ca2+ channels has been examined for
endocrine granule exocytosis in adrenal
chromaffin cells and it has been suggested
that a tight physical coupling between
Ca2+ channels and secretory granules is
unlikely to occur in these cells.

4.4
Calcium and Exocytosis in Nonsecretory
Cells

The application of flash photolysis of
caged Ca2+ compounds and patch-clamp
capacitance recording to cultured fibrob-
lastoid cell lines surprisingly showed that
a Ca2+-regulated pathway for exocytosis
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existed even in these cells. Coupled with
the demonstration that muscle myoblasts
could take up and release acetylcholine
in response to stimulation, this suggests
that all cell types might possess a regu-
lated exocytotic pathway. One possibility is
that this pathway involves Ca2+-dependent
exocytosis of lysosomes as it has been
demonstrated that even in nonsecretory
cells, conventional lysosomes can be trig-
gered to undergo exocytosis.

5
The Calcium Sensor for Regulated
Exocytosis

The major role of Ca2+ as the trigger for
regulated exocytosis predicts the existence
of a conserved protein(s) capable of activat-
ing the SNARE-related fusion machinery
upon binding Ca2+. Several different can-
didate proteins have been put forward, but
it now seems clear that synaptotagmin is
the major Ca2+ sensor for regulated exocy-
tosis. Originally discovered over 20 years
ago as a synaptic vesicle membrane pro-
tein, termed p65, interest in this protein
increased dramatically with the demon-
stration that it was a Ca2+-dependent
phospholipid-binding protein. This prop-
erty of synaptotagmin is due to its two C2
domains, C2A and C2B (Fig. 7), which are
homologous to the C2 domain in protein
kinase C. Considerable variation in the
Ca2+ dependence of phospholipid bind-
ing is exhibited by different synaptotagmin
isoforms, with the plasma membrane
synaptotagmins 3 and 7 displaying much
higher Ca2+ affinity (EC50 of 1–2 µM)
than the vesicular synaptotagmins 1 and
2 (EC50 of 10–20 µM). In addition, synap-
totagmins have been shown to interact
with a variety of proteins implicated
in exocytosis, including Ca2+ channels,

syntaxin 1, the SNARE complex, and β-
SNAP. Synaptotagmin I can accelerate
liposome fusion mediated by SNAREs but
in a Ca2+-independent manner. As with
phospholipid binding, individual synap-
totagmins display marked differences in
the Ca2+-dependency of syntaxin binding,
with >200 µM Ca2+ required for maximal
binding by synaptotagmins 1 and 2, in
contrast with <10 µM Ca2+ for synapto-
tagmins 3 and 7. Recent work suggests
that the key Ca2+-dependent interaction
for exocytosis involving synaptotagmin is
with phospholipids.

Synaptotagmins may be the ubiquitous
exocytotic Ca2+ sensors. Evidence to sup-
port this view comes from genetic studies
in Drosophila, C. elegans, and mice, where
synaptotagmin mutants display impaired
synaptic transmission. In addition, mice
with a point mutation (R233Q) reducing
the affinity of synaptotagmin 1 for Ca2+-
dependent phospholipid binding display a
decrease in the Ca2+ affinity of synaptic
vesicle exocytosis. This strongly suggests
that synaptotagmin 1 is a major Ca2+
sensor for synaptic vesicle exocytosis. A
further aspect of synaptotagmin that has
emerged is its ability to influence the ki-
netics of single granule release events in
PC12 cells, suggesting that it may function
during membrane fusion at the level of
the fusion pore. The significance of Ca2+
sensing by either the C2A or C2B domains
of synaptotagmin has been controversial.
As noted above, the knock-in study on
the R233Q mutant in mice suggested the
importance of the C2A domain for the
Ca2+ sensitivity of exocytosis. Detailed ge-
netic analyses in Drosophila have shown,
however, that Ca2+-binding to the C2A
domain is dispensable for neurotransmis-
sion and survival but that Ca2+-binding
to the C2B domain is crucial. Whilst it is
clear that synaptotagmin plays a major role
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Fig. 7 Structure of synaptotagmins. (a) Domain organization of the synaptotagmins.
(b) Structure of the cytoplasmic domain of synaptotagmin III. Synaptotagmin contains two
C2 domains with divalent cation binding sites occupied in the crystal by three (C2A, left) or
one (C2B, right) Mg2+ ions. The side of the molecule that binds Ca2+ or Mg2+ also interacts
with phospholipids.

in regulated exocytosis, how it contributes
and when it acts during the steps lead-
ing to membrane fusion are unknown. In
some models, synaptotagmin has a neg-
ative role in preventing SNARE-mediated
fusion until the Ca2+ signal appears. In
others, synaptotagmin has been proposed
to play an active part in membrane fusion.
Clearly, much is still to be learnt about this
already extensively studied protein.

Other Ca2+ sensors may also contribute
to the regulation of exocytosis. The C2 do-
mains present in synaptotagmin are also
shared by protein kinase C, rabphilin 3A,
Doc2, RIM, and munc13, all of which

have been suggested to play a role in exo-
cytosis. Ca2+ binding proteins that lack
C2 domains have also been implicated
in granule exocytosis. Calmodulin binds
Ca2+ via its four EF-hand domains and was
one of the first proteins suggested to be in-
volved in exocytosis. More recently, Ca2+-
calmodulin has been invoked as a universal
requirement for the membrane fusion
process, based on observations from sev-
eral constitutive membrane fusion events.
However, in some cell types, exocytosis is
not blocked by calmodulin antagonists and
so a regulatory rather than an essential role
for this protein in exocytosis is likely.
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6
Conclusions

The study of exocytosis for many years in
a wide range of cell types has resulted in
extensive characterization of the physiolog-
ical regulation of secretion. For a long time,
it was suspected that the mechanisms
underlying regulated exocytosis would be
different from cell to cell and, in particular,
would be distinct in synapses where exocy-
tosis is very rapid. The last few decades or
so have seen an incredible explosion in our
knowledge of the many proteins that form
the machinery for vesicle docking and fu-
sion in exocytosis and that regulate the
process. One of the most striking aspects
has been the discovery in the early 1990s
that very similar proteins play the same
roles in synaptic exocytosis and in consti-
tutive exocytosis in yeast and thus form
part of a highly conserved machinery. The
expression of SNARE isoforms and their
regulators has now been cataloged exten-
sively in many types of secretory cells.
It is apparent, therefore, that essentially
the same core machinery with identical
proteins (or closely related isoforms of
them) functions in exocytosis in all cell
types that have been examined and that
these are universally essential proteins. A
similar core machinery also functions in
all other intracellular fusion events un-
derlying membrane traffic within the cell.
The universality of mechanisms underly-
ing exocytosis has greatly simplified our
thinking and resulted in a concentrated
analysis of favored model secretory cells.
A number of issues remain to be resolved
for a full understanding of exocytosis. It
is not yet completely clear whether the
SNAREs are the proteins that drive mem-
brane fusion or whether other proteins do
this job alone or in conjunction with the

SNAREs. The behavior of the lipid bilay-
ers during membrane fusion, fusion pore
formation, and pore expansion is an area
about which little is known. The way in
which synaptotagmin controls regulated
exocytosis and the extent to which it par-
ticipates in membrane fusion is unclear.
After more than a decade of considerable
advances in the study of exocytosis, we
are now poised, however, to answer these
final questions regarding the exact mecha-
nisms involved in the important biological
process of exocytosis.

See also Phospholipids.
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Keywords

Complementation
The functional replacement of a mutated or deleted endogenous gene in a given
organism by a gene introduced and expressed in that organism.

Enhancer Screen
A genetic screen to identify mutants that exhibit a more severely altered phenotype.

Epistasis
A situation in which a mutation in one gene (the epistatic gene) masks the phenotype
of a mutation in another gene (the hypostatic gene); epistasis analysis refers to a
genetic technique used to determine whether two proteins function in the same
pathway, and if so, to order the proteins in the pathway.

High-throughput Screening
Screening of large numbers (100 000 to 1 000 000) of compounds (small molecules,
natural products) using a format (biophysical, biochemical or functional assay) and a
process (robotics, automation, miniaturization) that allow screening to be completed in
a few days.

Lead Optimization
Chemistry devoted to improving the quality of a compound obtained from
high-throughput screening, through optimization of the potency, efficacy, specificity,
safety, pharmacokinetic and drug metabolism profiles.

Suppressor Screen
A genetic screen to identify mutants that result in reversion of an altered phenotype to
a wild-type phenotype.

Synthetic Lethality
A situation in which two mutations (typically in different genes) cause lethality when
present in combination, but do not give rise to a lethal phenotype when present
individually.

� Model organisms provide highly relevant and convenient platforms for characterizing
novel protein functions and elucidating complex biological systems, including
defining the roles of these proteins and systems in disease processes. This chapter
describes various practical uses of model organisms (yeast, fly, worm, fish, and
mouse) that contribute to the identification and validation of human therapeutic
targets as well as impact on early drug development.
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1
Exploiting Model Organisms for Disease
Intervention

A major challenge in biomedical and
pharmaceutical research is to under-
stand the biological functions of pro-
teins as they relate to human diseases,
and to select the most promising tar-
gets for therapeutic intervention. A gen-
eral roadmap of the drug discovery
and development process is shown in
Fig. 1.

The initial step of target identification
is followed by target validation, which
involves detailed studies to correlate a pro-
tein and its function with disease onset
or progression. Once sufficient biological
validation is available for a given target,
a biophysical, biochemical or biological
assay is developed and high-throughput
screening is conducted to identify lead
compounds (inhibitors, agonists, antag-
onists). This is followed by successive
rounds of medicinal chemistry to opti-
mize the lead compound, with the goal
of improving its potency, efficacy, speci-
ficity, safety, pharmacokinetic and drug
metabolism properties. Optimized com-
pounds are then tested for safety and
efficacy in animals and subsequently in
human subjects in a series of clinical
trials typically involving healthy volun-
teers (phase I) and patients (phases II
and III).

The entire process of drug discovery
and development requires an enormous
expenditure of time and resources with-
out the guarantee of bringing a drug to
market, and only a small percentage of
compounds successfully progress through
preclinical and clinical testing and make it
to the marketplace as new drugs. Hence, in
an effort to reduce attrition of compounds
during the late and costly phases of drug
development, and to increase the overall
probability of success, novel approaches
are implemented upfront to significantly
increase the biological validation of the
therapeutic targets. The human genome
sequence is actively being mined for new
genes that play a central role in the on-
set or progression of pathophysiologies.
The selection of successful therapeutic
targets depends largely on the genera-
tion and integration of high-quality data
from a variety of applied genomic, ge-
netic, and biological technologies. A key
element of genomics-based drug discovery
today involves comparative and functional
genomic studies in model organisms, in-
cluding yeasts (Saccharomyces cerevisiae
and Schizosaccharomyces pombe), inverte-
brates (the soil nematode, Caenorhabdi-
tis elegans, and the fruit fly, Drosophila
melanogaster), lower vertebrates (zebrafish,
Danio rerio), and rodents (the mouse, Mus
musculus, and the rat, Rattus norvegicus),
with the aim of delineating gene func-
tions in the context of a whole organism

Discovery

Target
identification

Target
validation

Preclinical
studies Phase I LaunchPhase II/III

Lead
generation

&
optimization

Development

Fig. 1 Schematic representation of the typical drug discovery and development process.
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that can be easily, rapidly and inexpen-
sively manipulated. Gene-driven biology
in these model organisms has dramat-
ically advanced the understanding and
exploitation of human proteins as thera-
peutic targets, and is contributing to the
development of new medicines and new
strategies for therapeutic intervention. The
most important element for success with
these highly diverse model organisms is
knowing how to exploit their respective
distinct advantages, and asking the right
biological questions in the case of each
right organism.

2
Model Organism Biology

The completion of the human genome se-
quence has served as a springboard for
studying the functions of novel genes
in in vivo systems, with special interest
in model organisms that afford a high-
throughput format and whose biology is
as close to human biology as possible.
Since the time and resources needed to
generate transgenic rodents do not allow
high-throughput studies in these organ-
isms, scientists turned to simpler model
organisms in which gene inactivation,
pathway analysis and compound testing
can be more easily performed, and in
which results can be more easily inter-
preted. The data are then translated back
to mammalian or, ideally, human systems
where the proposed functions and pro-
cesses can be verified. There are many ad-
vantages of working with nonmammalian
model systems. The experiments are rel-
atively fast, inexpensive, in some cases
amenable to automation, and quite often
highly informative, thereby contributing
to our overall understanding of protein
functions.

2.1
Yeast and Invertebrate Organisms

Many biological pathways relevant to
humans are not only conserved, but were
actually first uncovered in nonmammalian
systems. The Nobel prize-winning work of
Lee Hartwell, Paul Nurse, and Timothy
Hunt to identify and analyze cell division
cycle (CDC) mutants in yeast led to the
current understanding of the human cell
cycle and DNA repair and, ultimately, to
a better understanding of cancer biology.
Similarly, much of what we know about the
critical players in Alzheimer’s (presenilins,
amyloid precursor protein (APP) and tau),
Parkinson’s (parkin) and Huntington’s
diseases were elucidated in the fly and
in the worm.

In fact, a great deal of functional
knowledge about mammalian proteins
in general has been deduced through
comparative bioinformatics and experi-
mentally derived functions of orthologous
proteins in yeast, worm, and fly. All
of these species offer complete genome
sequences with fully annotated core pro-
teomes. Although there is considerable
protein sequence conservation in many
disease genes and protein classes, the
key from a therapeutic perspective is to
find disease relevance for members of
protein families proven to be tractable
(‘‘druggable’’), including G-protein cou-
pled receptors (GPCRs), nuclear hormone
receptors (NHRs), enzymes, and ion chan-
nels. These protein classes are collectively
represented in the lower model organisms
(Table 1). Much of the difference in the
number of genes in each model organism
as compared to humans, and therefore the
number of orthologous relationships be-
tween humans and relatively simple model
organisms can be attributed to the fact that
the function of a single gene in a model
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Tab. 1 Model organism orthologsa for major traditional drug target protein classes.

C. elegans D. melanogaster S. cerevisiae S. pombe

GPCRs 28 38 – –
NRs 13 12 – –
Kinases 143 150 48 57
Proteasesb 110 121 50 59
Channels 54 60 6 6

a Strict orthologs were reciprocal-BLAST validated. They were obtained by BLAST
analysis of each human target class protein to all proteins in each organism. The top
model organism hit was then used for BLAST analysis versus a human protein
database. If the top human hit from this second BLAST was the same as the human
protein used in the first BLAST analysis, then a strict orthologous relationship was
said to exist.
b Proteasome subunits were not included in the analysis.
Notes: GPCR: G-protein coupled receptor; NR: Nuclear Hormone Receptor.

organism is often fulfilled by two or three
genes in humans, where each human gene
has a highly specialized function. An exam-
ple of this is provided by the aurora gene,
a key mitotic regulator. In yeast, there is
one gene (IPL), in C. elegans there are
two genes (air-1 and air-2), in Drosophila
there are two genes (aurora and ia1), and
in mammals there are three genes (Aurora
A, B, and C).

Comparative genome sequence analyses
have revealed that the Drosophila proteome
(as compared to that of yeast and worm)
is more similar to mammalian proteomes.
For instance, although the fly has consid-
erably fewer GPCRs than the worm (∼160
and ∼1100 GPCRs in the fly and worm
respectively), the fly has a greater number
of orthologous relationships with human
GPCRs than the worm. In addition, de-
spite the lesser number of NHRs in the fly
compared to the worm, there are the same
number of orthologous relationships be-
tween human and fly NHRs as there are
between human and worm NHRs, and
there is greater sequence conservation be-
tween fly and human NHRs than between

human and worm NHRs. Also, it has been
established that 60 to 80% of disease-linked
human genes have fly orthologs while only
42 to 50% and ∼30% of human disease-
linked genes have orthologs in worms and
yeast respectively. The high degree of se-
quence conservation between human and
fly genes, the complex nature of the or-
ganism, and the availability of thousands
of mutants has made Drosophila the most
widely used invertebrate multicellular or-
ganism for genetic studies. However, the
inability in maintaining frozen stocks,
the difficulty in establishing truly high-
throughput assays and the difficulty in
treating flies with compounds are making
this organism less attractive for focused
drug discovery studies.

The soil nematode, C. elegans, was not
used as a model organism until the mid
1960s when Sydney Brenner recognized
its potential as a model system to study
animal development. His pioneering work
along with that of Robert Horvitz and John
Sulston was recognized in 2002 with their
receiving the Nobel Prize for Medicine.
The success of C. elegans as a model
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organism can be attributed to its ease of
cultivation in the lab. This free-living soil
nematode, approximately 1 mm in length,
has a rapid life cycle (3 days), feeds on
Escherichia coli, and can be grown in 96-
and 384-well formats. Its transparent body
allows one to readily observe physiological
defects in live worms. In addition, the
use of transgenic worm lines expressing
transcriptional or translational fusions to
green fluorescent protein (GFP) allows
gene and protein expression patterns to be
easily visualized in a live animal. Although
the worm has a small number of cells
(959 somatic cells in the adult), many cell
types found in mammals are conserved in
the worm, including nerve (302 neurons),
muscle, excretory, and gut cells.

Two significant events occurred in
1998 that propelled C. elegans as a
frontline model organism to impact drug
discovery research: C. elegans became the
first multicellular organism with a fully
sequenced genome, and a phenomenon
known as RNA interference (RNAi) was
shown to work very efficiently in the worm.
Indeed, Andy Fire’s laboratory discovered
that injection of double-stranded (ds)
RNA molecules can block gene function
via degradation of the targeted mRNA.
With the entire worm genome sequence
in hand and the ability to selectively
inactivate any gene of interest by RNAi,
rapid reverse genetic experiments became
feasible. RNAi initially utilized injection
of dsRNA into the worm gonad, but
it was quickly discovered that worms
can take up dsRNA via soaking or by
feeding on E. coli engineered to express
the dsRNA molecules. RNAi by feeding
became a relatively inexpensive way to
inactivate a gene of interest and, more
importantly, opened the way for rapidly
inactivating numerous genes (individually
or simultaneously) for loss-of-function

studies. Researchers have since created
reusable RNAi libraries of bacterial strains.
One such library currently covers ∼86% of
the entire worm genome and has been
used in genome-wide RNAi screens to
identify genes involved in fat metabolism,
embryonic development, and aging.

As in C. elegans, RNAi has been an
effective way to speed up functional anal-
ysis in Drosophila. While the primary
method is to inject dsRNA into the em-
bryo or to transfect Drosophila S2 cells
in culture, researchers have developed
methods combining P-element insertions
and GAL4/UAS (upstream activating se-
quence) driver lines (see Sect. 3 on ‘‘Devel-
opment of Disease Models’’ for a descrip-
tion of these lines) to generate flies that
express dsRNA in a spatial or temporal
manner. Thus, the impact of inactivating a
developmentally essential gene in the adult
or inactivating a gene in an individual tis-
sue can now be studied. This technique
opens the door for systematic RNAi anal-
ysis in Drosophila, although the need to
maintain fly stocks and the difficulty in de-
vising high-throughput screens currently
prevent the same rapid whole-genome
analyses that are possible with C. elegans.

The real power of working with lower
model organisms is in combining the
facile methods for reverse genetics (gene
KOs, RNAi) and transgenics (genetic
complementation, humanization), with
classical genetics (suppressor/enhancer
screens, epistasis analysis, synthetic lethal-
ity) and cell and whole-organism biology,
as will be illustrated later in this chapter.

2.2
Lower Vertebrates

While yeast and invertebrates together
share many of the features that are cen-
tral to human biology (morphogenesis,
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cell cycle, apoptosis, sexual reproduc-
tion, neurobiology, muscle development,
metabolism, behavior, aging), zebrafish
(D. rerio) expands the human connection
to encompass vertebrate organogenesis,
bone, heart, and blood development and
physiology. Genome sequencing efforts
are still ongoing for zebrafish, but it is
already evident that large chromosomal
regions are syntenic between zebrafish
and humans, and it is projected that
nearly all human proteins will have or-
thologs in zebrafish with 85% average
protein homology.

Zebrafish has been used as a model or-
ganism since the 1970s when researchers
at the University of Oregon began using
it as a neuronal model. Before that time,
it was primarily used in toxicology stud-
ies and in studies of development with
little focus on it as an exploitable genetic
system. However, unlike many fish, ze-
brafish exists as a diploid rather than as
a triploid or tetraploid, and is therefore
more readily amenable to genetic ma-
nipulation. Zebrafish are small (3 cm) in
size, develop rapidly (freely swimming,
fully formed fish in 4 days), and are fer-
tilized externally, allowing synchronized
studies. Like C. elegans, zebrafish embryos
can grow in a 96-well format and are
transparent, allowing the use of transcrip-
tional/translational fluorescent reporters.
However, unlike C. elegans, zebrafish are
much more permeable to small molecules.
They are also amenable to transient gene
overexpression and gene knockdown stud-
ies in the embryo via injection of mRNA or
antisense morpholino oligonucleotides re-
spectively making reverse genetic studies
very straightforward and avoiding the need
to maintain actively growing stocks. While
zebrafish offer many advantages for drug
discovery research, there are some disad-
vantages: the generation time (3 months)

is no shorter than that of the mouse, and
gene targeting via homologous recombi-
nation is not possible at the moment.
However, researchers have shown that
cultured embryonic cells can undergo ho-
mologous recombination in vitro, hence,
gene knockouts (KOs) should theoretically
be possible.

2.3
Rodents

Moving up the evolutionary tree brings
us to the mouse (M. musculus), which is
regarded as the premier model organism
for human therapeutic studies. It is, of
course, a mammal with physiological pro-
cesses (major organs, skeletal structure,
and mode of reproduction) very similar
to humans. The mouse genome shares
high similarity with that of humans in
terms of size and gene content, with a
significant degree of gene synteny. In
addition, it features a well-understood ge-
netic system with many inbred mutant
strains available and with facile genetic
manipulation techniques. Biomedical and
pharmaceutical researchers have relied on
the mouse for many years as the workhorse
for studying gene functions and for vali-
dating therapeutic targets in vivo. Gene
deletion (also known as gene targeting)
and gene addition technologies have been
used extensively in the mouse to corre-
late a particular gene with the underlying
pathophysiology of a disease. These types
of techniques also allow one to predict
whether modulation of a specific protein
in vivo provides a desired therapeutic ef-
fect, and, consequently, to anticipate the
effect of an agonist or antagonist com-
pound, and recognize potential on-target
or off-target side effects of such agents.
In addition, transgenic mouse models (in
addition to transgenic rats) are often used
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to support the development of compounds
in terms of understanding or predicting
efficacy, toxicity, and drug metabolism.

The types of mouse models utilized in
biomedical and drug discovery research
include conventional gene KOs (complete
loss of mouse gene function), knockins
(KIs; replacement of the mouse gene
with human cDNA or variant under con-
trol of the endogenous mouse promoter),
transgenic overexpressors (expression of
human cDNA or variant in a specific
spatiotemporal manner, typically with a
tissue-specific promoter; amenable to both
mouse and rat models), and conditional
KOs or conditional transgenics (offering
complete spatiotemporal control of gene
expression in the adult animal). Each has
unique advantages and disadvantages, and
the choice of model depends largely on
the intended application and the ques-
tions being addressed. Another important
factor is to engineer mice with the appro-
priate genetic background for phenotypic
analysis. A few examples of how these
different types of models can be used to
impact various stages of drug discovery
and development will be discussed later in
this chapter.

While in recent years there has been
a major focus on generating large num-
bers of conventional mouse KOs targeting
genes of interest for understanding vari-
ous diseases, it has become clear that there
is a growing need for more sophisticated
types of models. The ideal model is one
that employs some form of gene switch
technology, that is, a model in which one
can control where and when a gene is
switched on or off by administering a
small-molecule inducer. These so-called
‘‘conditional KOs’’ and ‘‘inducible trans-
genic overexpressors’’ provide several dis-
tinct advantages over more conventional

models: (1) they are more relevant to dis-
ease manifestation, offering inducibility
and the potential for reversibility of a
phenotype; (2) they allow one to assess
gene function in an adult mouse, often in
combination with other disease states (e.g.
diet-induced obesity); (3) they are better
models of drug action (i.e. a KO from the
start of development may not simulate the
effect of an antagonist administered to the
adult); (4) they can overcome situations of
embryonic or postnatal lethality (in which
case a conventional model cannot be easily
obtained); and (5) they can overcome the
potential issue of functional compensa-
tion during development, in which case
misleading phenotypic information can
be generated.

A number of conditional methods are
available. These include methods based on
the tetracycline promoter/inducer (Tet-ON
and Tet-OFF) system for regulated trans-
gene expression, and methods that utilize
recombinogenic loxP repeat sequences
and regulated cre recombinase (cre–lox
system) for conditional gene KOs. The
cre–lox system has been used successfully
to create null mutations in specific tissues
and cell types. In this system, mice con-
taining ‘‘floxed’’ alleles (i.e. alleles flanked
with loxP sites) are crossed with mice con-
taining cre expressed in the desired cell or
tissue type, and the resulting gene KO re-
flects the expression characteristics of the
promoter used to drive cre expression. Al-
ternatively, cre can be expressed under the
control of a promoter that is inactive in the
absence of a small-molecule inducer, and
a KO is induced wherever and whenever
the inducer is administered. In addition to
controlling cre expression at the transcrip-
tional level, some systems involve the use
of a ubiquitously expressed fusion protein,
consisting of cre linked to a mutant form
of the ligand (tamoxifen) binding domain
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of the estrogen receptor (cre-ER). In the
absence of tamoxifen, the cre-ER protein
is sequestered in an inactive form bound
to a heat shock protein, but it is activated
posttranslationally by association with ta-
moxifen. Given the great advantages of
conditional KO and inducible transgenic
systems, many other variations on these
basic themes are under development in
several laboratories.

A potentially powerful approach for gene
targeting in rodents is to exploit RNA
interference. Gene knockdown has been
achieved in adult mice utilizing vector-
mediated or transgenically supplied siR-
NAs (short interfering RNAs) and shRNAs
(short hairpin RNAs). Also, transgenically
expressed siRNA has been used for gene
silencing in rats, where embryonic stem
(ES) cell technology has not yet been estab-
lished to produce KO animals. While there
are still considerable caveats and technical
hurdles to overcome before adopting such
methods for routine mouse model gen-
eration, RNAi combined with inducible
transgenic technology has the potential
to radically change the way rodents (and
possibly other mammals) are exploited to
understand gene function in vivo.

Another very powerful technique is
to replace the targeted gene with a
reporter gene (e.g. lacZ or luciferase)
under control of the endogenous mouse
promoter, allowing one to deduce the
native expression of the targeted gene.
Similarly, the reporter gene can be linked
to an overexpressed transgene allowing
one to confirm its appropriate expression
in the desired cell type or tissue.

The impact of transgenic mice on target
selection and validation is limited by the
time and resources required to engineer,
breed, and phenotypically evaluate large
numbers of recombinant strains. There
is the constant pressure of timeliness of

delivering phenotypic data to support a
decision about whether or not to launch
a compound screen against a particu-
lar target. Certain advances in technology
have helped to streamline and acceler-
ate the rate limiting steps. These include
(1) construction of gene targeting vec-
tors by recombination (in some cases
based on bacterial artificial chromosomes),
(2) automated analysis of recombinant ES
cells to identify clones containing targeted
alleles, and (3) the use of tetraploid embryo
complementation to generate mice fully
derived from targeted ES cells eliminating
the subsequent breeding steps required
to obtain chimeras, and to screen for
germ-line transmission of targeted alleles.
However, each of these advances comes
with factors that may limit their practical
application to the drug discovery process,
such as sacrificing a preferred genetic
background for speed. The bottom line is
that transgenic mouse model generation,
genotyping, breeding and phenotyping re-
quire a major investment in specialized
personnel, time, and money. However,
the impact of these models is so significant
that transgenic rodents play a major role in
therapeutic target identification, drug can-
didate selection, and product development.

We will now concentrate on various
aspects of drug discovery and development
where model organisms are providing an
impact, and cite a few interesting examples
along the way.

3
Development of Disease Models

Genetic manipulation of model organisms
is fundamental to the creation of many
types of disease models that are used
extensively in drug discovery. Transgenic
technology in the mouse has given rise
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to several models that recapitulate human
diseases, and have been used to advance
our understanding of pathophysiologies
and to enable new methods of drug
treatment to be explored.

One of the first models to be developed
was a transgenic mouse expressing an ac-
tivated v-Ha-ras oncogene under control
of the mouse mammary tumor virus pro-
moter (the famous ‘‘OncoMouse’’), which
is prone to develop tumors. Since then,
more sophisticated applications of trans-
genic technology have contributed to our
understanding of the functions of onco-
genes and tumor suppressor genes, as
well as the mechanisms of metastasis, an-
giogenesis, and tumor maintenance and
regression. For example, inducible expres-
sion of oncogenic Ras (an H-RasV12G
transgene) in a mouse lacking the INK4a
tumor suppressor gene results in an
inducible melanoma model, providing ge-
netic evidence that this allele plays a critical
role in tumorigenesis and maintenance of
solid tumors.

In the field of cardiovascular diseases,
there are transgenic mouse models for
hypertension, obesity, insulin resistance,
lipoprotein regulation, and atherosclero-
sis. An example is the ApoE homozy-
gous KO (−/−) mouse, which develops
atherosclerotic lesions histologically sim-
ilar to the lesions observed in humans.
Further, ApoE −/− in combination with
homozygous mutations in the low-density
lipoprotein (LDL) receptor gene enhances
the atherosclerotic phenotype.

Transgenic mouse models have been
developed for Alzheimer’s disease (AD),
for example, mice engineered to overex-
press human APP. These mice display
AD-like neuropathologies (beta-amyloid
peptide deposits, neuritic plaques, synaptic
loss, neurodegeneration) and behavioral
phenotypes (memory loss). They have been

used to investigate new therapeutic ap-
proaches that would be impossible to
pursue in humans due to the extreme dif-
ficulty in obtaining normal and diseased
brain tissue during the course of disease
progression. In addition, a PDAPP trans-
genic mouse model was created which
expresses a disease-linked mutant form
of human APP (which in humans results
in increased production of the Abeta42
peptide found in amyloid plaques) and
develops neuropathological signs of AD
over time. Young PDAPP mice immu-
nized with Abeta42 fail to develop signs
of disease, whereas mice immunized at an
older age show reduced disease progres-
sion, opening up the intriguing possibility
of a vaccine approach for preventing or
treating AD.

While transgenic technologies in the
mouse allow one to closely incarnate the
human condition, lower model organisms
also play an important role in disease
model development. However, drawing
meaningful parallels with human biology
can often be a challenge in these sys-
tems. Successfully recapitulating specific
physiological aspects of human diseases
in worm, fly, or fish has some clear advan-
tages in terms of speed; plus these models
are amenable to powerful platform genetic
screens for further target identification and
pathway analysis. Phenotypic suppression
in specific disease models in worm, fly, or
fish that are relevant to human biology,
can reveal proteins whose human counter-
parts may turn out to be excellent targets
for therapeutic intervention.

Advances in Drosophila genetics have
enabled parallels between humans and
flies to be exploited more effectively and
more rapidly. One approach to generate
disease models in the fly is to use
the GAL4-UAS system, which allows the
selective activation of any cloned gene
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in a variety of tissue- and cell-specific
patterns. This system utilizes a panel of
‘‘driver’’ fly lines, each of which expresses
the yeast GAL4 transcriptional activator
under a different tissue- or cell-specific
promoter. A second transgenic fly line is
generated in which the gene of interest
is placed downstream of multiple DNA
binding sites for GAL4-UAS. Using simple
genetic crosses, transgenic flies can then
express the target gene in the desired
pattern by mating with driver fly stocks
covering a range of tissues. This method
has now been adapted to zebrafish, so
one can easily engineer disease models in
which overexpression of a gene induces
disease in fly or fish (e.g. tumorigenesis,
neurological defects).

The ‘‘FLP-out technique’’ in Drosophila
(involving the FLP/FRT system of yeast)
is another powerful way to achieve herita-
ble loss of function in target tissues. The
FLP/FRT system also provides a way to
screen conditionally in target tissues for
mutations that would normally be lethal
or yield complex phenotypes. For exam-
ple, the FLP/FRT system can be used
to make the eye of the fly homozygous
for a given mutation, while the rest of
the animal has wild-type gene function.
This technique allows genetic screens (e.g.
mosaic screens) for mutations in genes
involved in essential pathways, such as
synaptic transmission or tumorigenesis.
This approach is particularly useful when
conducting suppressor/enhancer or gain-
of-function screens involving phenotypes
produced by tissue-specific overexpression
of a human gene of interest. A tetracycline-
inducible expression system has also been
developed for transgenic research in the
fly. Using tetracycline-inducible transac-
tivators (Tet-ON), inclusion of low levels
of the inducer drug doxycycline in nor-
mal fly food leads to rapid induction

of target transgenes in adults, larvae,
and embryos. Combining this with the
GAL4-UAS system produces robust, spa-
tially and temporally regulated transgene
induction.

Drosophila is proving to be an excellent
model for cancer research, with over
30 fly genes identified, which, when
mutated, cause tumor growth or over-
proliferation; several have mammalian
counterparts and functional conservation
in mammals. One such gene, Lats/Warts,
was identified using the FLP/FRT system
in a screen for tumor suppressors in the
fly, where somatic cell mutations result
in tumor outgrowths. The phenotype of
mutant lats flies can be rescued by the
human LATS1 gene indicating functional
conservation. Lats1-deficient mice were
shown to develop soft tissue sarcomas
and ovarian tumors, and are sensitive
to carcinogens. In addition, adenovirus-
mediated overexpression of human LATS
causes a decrease in proliferation in a
variety of tumor cell lines. Subsequent
work identified the lats gene product as
a novel cell cycle mediator that inhibits
CDK1 activity leading to G2/M arrest and
promotes apoptosis through induction of
Bax. Given that Lats is a tumor suppressor,
it is not a drug target; however, lats
mutants could be used in suppressor
screens to identify targets that, when
inactivated, prevent tumor outgrowth in
the fly.

Given the critical need to identify more
effective treatments for Alzheimer’s (AD)
and Parkinson’s (PD) diseases, numerous
laboratories have created models for these
diseases. Mice, worms, flies, and zebrafish
have been used to overexpress human
tau, a protein that forms neurofibrillary
tangles in the brains of AD patients and
others with neurodegenerative diseases.
In each organism, a clear phenotype
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was observed that was consistent with
what is known about tauopathies. For
instance, in Drosophila and C. elegans,
neuronal loss was observed, and tau
accumulated in aggregates in the C.
elegans model. In zebrafish, cytoskeletal
disruptions that resembled neurofibrillary
tangles were observed.

A Parkinson’s disease model has been
established in mice, Drosophila and C. ele-
gans in which α-synuclein is overexpressed
from a dopanergic promoter. In all three
organisms, motor deficits and neuronal
and dendritic loss are observed, similar
to those observed in patients with PD,
thus faithfully recapitulating the essential
features of the human disorder. Genetic
screens in worms or flies and microar-
ray experiments with the mouse, fly, or
worm models should be useful to better
understand the disease and identify novel
therapeutic targets for PD.

The ability to create sophisticated mod-
els in a simple vertebrate like zebrafish
offers great potential. These models will
in most cases mimic human diseases
better than the worm or fly models
will, and the ability to conduct genetic
screens offers a clear advantage for ze-
brafish over the mouse. Besides the AD
model mentioned above, cardiomyopathy,
muscular dystrophy, bacterial pathogen-
esis, and cancer models have been cre-
ated in zebrafish. One cardiomyopathy
model utilizes a loss-of-function muta-
tion in the TNNT2 gene which, when
mutated in humans, causes familial car-
diomyopathy. While cancer in zebrafish
has been studied for many years, the
first cancer model was recently estab-
lished in zebrafish in which the mouse
c-Myc transgene was expressed from a
lymphocyte-specific promoter (Rag2) re-
sulting in T-cell acute lymphoblastic
leukemia.

4
Identification of Therapeutic Targets

Genetic screens in model organisms are
often used to identify new therapeutic
targets. Nonmammalian models are the
systems mainly exploited for this purpose,
although forward genetic screens in mice
(via ENU [ethylnitrosourea] mutagenesis)
or in ES cells have been successful
in revealing genes/proteins of potential
therapeutic interest. We will focus here
on genetic screens in lower species. To
be successful with this type of approach,
one needs to begin with either a good
disease model or initial knowledge that the
molecular pathway underlying the disease
is conserved in the organism of choice.

Forward genetic screens require no a
priori knowledge of the genes involved and
will identify genes coding for proteins of
any class. In this approach, the model or-
ganism is subjected to chemical or physical
mutagenesis (or P-element insertion in
Drosophila) followed by a screen to identify
mutants with the desired phenotype. Once
identified, the mutations are mapped and
the genes isolated. While forward genetic
approaches are very powerful, consider-
able time and resources are needed to
map the mutations and identify the genes
in multicellular organisms despite recent
advances in Single Nucleotide Polymor-
phism (SNP) mapping.

One recent phenotype-driven approach
in the fly revealed an interesting protein,
the product of a gene called Indy, whose
human counterpart may be of interest
as a drug target. Analysis of a collec-
tion of mutant Drosophila obtained by
P-element insertions, identified five lines
with >50% increase in life span. All P-
element insertions were found to be in
the same gene designated Indy, for ‘‘I’m
Not Dead Yet.’’ The maximum effect was
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seen in heterozygous P/+ flies, less in
homozygous P/P flies, and an opposite
effect (shortened life span) was seen in
P/deletion flies, suggesting that the level
of Indy protein is critical for life span ex-
tension. Indy encodes a sodium-coupled
citrate transporter (11 transmembrane
protein) expressed in the Drosophila fat
body that is involved in storage of fat,
glycogen, and protein, equivalent to the
mammalian liver. There are two human or-
thologs of Indy, and orthologs from mouse,
rat, and worm have also been cloned. The
hypothesis is that Indy mutations create
a metabolic state that mimics moderate
caloric restriction; therefore, modulation
of the human protein(s) may be an effective
therapeutic approach for tackling obesity.

Until fairly recently, the only approach
to a genetic screen was through forward
genetics. However, with gene sequences
in hand, reverse genetic techniques can be
used where the gene of interest is selec-
tively inactivated by deletion in the genome
(yeast, fly, and mouse), RNAi (worm
and fly) or antisense oligonucleotides (ze-
brafish). Today, reverse genetics can be
applied on a whole-genome scale in yeast
using a library of yeast strains, each with a
single gene deleted, or in C. elegans using a
whole-genome RNAi library expressed in
E. coli. The power of this approach is that
once the screen is completed, the identity
of the gene is known. This does not mean
that traditional forward genetic approaches
are no longer useful as gene inactivation
methods cannot be used to identify gain-
of-function mutations, and in the worm,
the nervous system is somewhat refractory
to RNAi even when RNAi-hypersensitive
mutants are utilized.

A recent genome-wide RNAi analysis in
C. elegans aimed at identifying fat regula-
tory genes, illustrates how the worm can be
used to identify novel targets for tackling

obesity. In this screen, the vital dye Nile
Red was used to stain fat after RNAi of
each C. elegans gene. Numerous genes
were identified that increased or decreased
fat storage, including genes in the insulin,
serotonin, or tubby signaling pathways. By
simply identifying the human orthologs of
these genes, and selecting those that en-
code tractable drug targets (e.g. enzymes,
transporters, ion channels, GPCRs, and
nuclear receptors), a fairly short list of
potential drug targets can be obtained. Lit-
erature searches with the human ortholog
and all model organism orthologs to this
protein can help to narrow the candidates
further. Additional target validation stud-
ies can then be carried out with selected
targets. A process for using genomic-scale
RNAi in C. elegans to identify human pro-
teins as potential drug targets is shown in
Fig. 2.

Given that yeast is a single-cell organism,
much of its application to target identifi-
cation has focused on the cell cycle and
conserved cellular pathways. S. cerevisiae
clearly has its place in drug discovery, for
example, as a platform for heterologous
protein expression, functional cell-based
assays, structure-function analysis of hu-
man proteins, and two-hybrid screening
for protein–protein interactions. How-
ever, the fact that yeast lacks many of the
biological processes involved in complex
human diseases that require multicellular-
ity as well as highly differentiated cell types
(such as AD, schizophrenia, asthma, and
osteoarthritis), limits its use in the identifi-
cation and validation of most drug targets.
Notwithstanding this, given that many
molecular pathways are conserved from
yeast to man, the sophisticated and ul-
trarapid molecular and genetic techniques
available in yeast can be utilized to facil-
itate pathway dissection of those targets
that have orthologs in yeast.
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Disease model

Identify suppressors

Identify human orthologs

No further studies

Druggable?
Yes No

Electronic analysis
• identify other M.O. orthologs
• literature searches 

Potential drug targets

Target validation studies 
• mRNA and protein expression levels
• cellular assays using RNAi or AS
• additional M.O. studies

- mouse KO/KI model 
- functional assays
- pathway expansion
- expression analysis

Genome-wide RNAi screen

Fig. 2 Target identification process in C. elegans using genomic-scale RNAi. AS, antisense
oligonucleotides; MO, model organism; KO, knockout; KI, knockin.

Another strategy for novel target discov-
ery is to identify the molecular target of
an existing drug or compound that has a
desired physiological effect in animals or
humans, but whose mechanism of action
(MOA) is unknown (i.e. ‘‘orphan’’ com-
pounds). Knowledge of the target of any
compound is likely to accelerate the discov-
ery of new medicines with a similar or re-
lated MOA. The purpose of a genetic-based
MOA screen, typically implemented in
yeast or worm is not just to understand the
physiological effects of drug treatment in
a worm or yeast cell, but rather, to use the
model organisms as a platform for gener-
ating drug-resistant or drug-hypersensitive
mutants that, through genetic characteri-
zation, may reveal proteins involved in
mediating drug sensitivity. This approach

offers the possibility of identifying the di-
rect molecular target(s) of the drug, other
proteins in the pathway leading to drug
sensitivity, as well as proteins that medi-
ate drug uptake, efflux, and metabolism.
The first step, of course, is to determine
whether the compound of interest induces
a scorable phenotype (such as death) that
can be used as the basis for screening or
selecting mutants. In one such published
example, fluoxetine (Prozac)-resistant mu-
tants of C. elegans were isolated. The
mutants define seven genes, two of which
were genetically characterized and found
to encode members of a family of novel
12-transmembrane proteins of unknown
function. The functions of the orthologous
human proteins may offer some insight
into the MOA of fluoxetine.
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Perhaps the best example of successful
MOA studies that revealed proteins di-
rectly involved in drug binding and drug
action, and in which the data obtained
in a model organism were quickly trans-
lated to humans, are the studies conducted
in yeast in the early 1990s that identified
the direct targets and downstream signal-
ing pathways for the immunosuppressive
drugs rapamycin, FK506, and cyclosporin
A. These drugs had been used to prevent
organ rejection in transplant recipients,
and the MOA studies in yeast took ad-
vantage of the fact that these drugs were
originally isolated as natural products with
antifungal activity. The hypothesis was that
understanding the mechanism by which
these compounds kill a yeast cell might
reveal something about how they affected
T-cell function in humans. Yeast mutants
resistant to each drug were isolated, and
the mutated genes were found to encode
the proteins cyclophilin (shown to be a
cyclosporin-binding protein) and FKBP12
(an FK506-binding protein that also binds
rapamycin), collectively referred to as im-
munophilins. These proteins are enzymes
that catalyze the folding of other proteins,
and although drug binding specifically
inhibits their enzymatic activity in vitro,
this loss of function does not account
for the cellular action of the drugs. In-
stead, the pharmacological effects of these
drugs are derived from the formation of
specific cyclophilin or FKBP12-drug com-
plexes that interact with other downstream
cellular proteins, namely, calcineurins and
TORs, (targets of rapamycin). Thus, the
immunophilins act as molecular chaper-
ones for these drugs, delivering them to
other sites of action in the cell, target
proteins whose functions have now been
well characterized. For example, the mam-
malian TORs are conserved PI-3-kinases
that act as central regulators of cell growth,

and because of this, the human counter-
parts are being investigated as targets for
cancer. In all cases, the key proteins in the
signaling pathways that govern the MOA of
these drugs are highly conserved between
yeast and man, and our current under-
standing of how these drugs work owes a
great deal to some elegant genetic studies
that originated in the simple baker’s yeast.

These types of studies are now greatly
facilitated by the availability of genomic-
scale gene inactivation technologies. Hav-
ing a library of >6000 yeast KO strains,
and an RNAi library arrayed in E. coli
covering all C. elegans genes, enables au-
tomated screening for drug-resistant or
drug-hypersensitive mutants, and to then
instantly know the identity of the gene,
which, when inactivated, gives rise to
the phenotype.

5
Functional Validation of Targets

Transgenic mouse models (i.e. gene KOs
and overexpression transgenics) offer the
greatest prospect for correlating a molec-
ular target with underlying disease patho-
physiology, and thus play an important role
in therapeutic target selection and early
validation. These models provide biologi-
cal evidence in a mammal for or against
the causal relationship between specific
genes and disease. Having evidence of a
link to disease, or to a phenotype (e.g. blood
pressure), which, if modulated, could re-
sult in alleviation of disease symptoms,
is usually a prerequisite to launching a
high-throughput screening or subsequent
optimization phase of a compound that
involves a major investment in chem-
istry resources.

There are many examples in the lit-
erature, too many to list here, where
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transgenic mouse models have been used
to validate a particular human protein as a
target for drug discovery. Recent published
examples from our GlaxoSmithKline team
include vanilloid receptor-1 (validated as
a target for pain associated with inflam-
mation), uncoupling protein-3 (validated
as a target for obesity), the GABAB1
receptor subtype (validated as a target
for psychiatric and neurological disor-
ders including epilepsy), and urotensin-II
receptor (validated as a target for hyper-
tension). There are also other excellent
recent reviews on the subject that provide
numerous examples.

Since a major challenge currently fac-
ing biomedical and pharmaceutical re-
searchers is to extract from the human
genome those targets with the greatest po-
tential for therapeutic intervention, there
are large-scale efforts underway to sys-
tematically KO the druggable genome
in the mouse. This is being combined
with comprehensive platform phenotyp-
ing (histopathology, serum biochemistry,
clinical pathology, behavior, etc.) to reveal
unexpected phenotypes relevant to human
disease. A recent survey of the literature in-
dicated that among those GPCRs that have
been knocked out in the mouse, more than
50% had phenotypes that contributed (or
would have contributed) to target selection
and validation. This percentage increases
significantly upon provocative challenge in
these models. The next major hurdle is to
interpret the avalanche of available in vivo
biological data from hundreds of mouse
KOs, and to focus screening and chemistry
resources appropriately around newly val-
idated and previously unexploited targets.

In support of this approach, a recent
retrospective analysis of the targets for
the top-selling one hundred drugs re-
vealed that there is a strong correlation
between mutant phenotypes in the mouse

and known drug efficacy in man, that
is, many mutant phenotypes have been
informative in terms of understanding
protein function and deciding pharma-
ceutical utility, and looking back, were
predictive of the therapeutic effect of drugs
developed against those particular targets.
However, prospectively, not all conven-
tional KOs were equally informative. Thus,
validating a protein’s role in disease of-
ten requires the generation and analysis
of more advanced types of mouse models
(e.g. tissue-specific conditional KOs and in-
ducible transgenic overexpressors) as well
as the use of other genomic approaches
(e.g. microarray and proteomic platform
technologies).

6
Identification of Pathways

Oftentimes, disease or disease suscepti-
bility genes identified in human genetic
studies encode proteins that are not chem-
ically tractable, and/or the disease state
is due to a loss-of-function mutation that
cannot be reversed with a drug (e.g. ApoE,
parkin, huntingtin, polycystic kidney dis-
ease (PKD1/2)). In these instances, exper-
iments need to be undertaken to uncover
the pathway in which the gene/protein
functions with the goal of identifying a
suitable drug target and obtaining a better
understanding of the underlying cause and
progression of the disease. Typically, yeast
two-hybrid, proteomic, and transcriptomic
studies are undertaken with the human
gene to identify binding partners or genes
that are up- or downregulated in the dis-
ease state. However, if an orthologous gene
exists in a simple model organism, genetic
studies can be undertaken to identify other
genes, which, when inactivated, reverse a



Exploiting Model Organisms for Disease Intervention 345

particular phenotype observed in that or-
ganism. This type of pathway analysis can
also be useful when the target is tractable,
but there is poor understanding of the
pathway. This may identify substrates or
upstream activators, thus supporting high-
throughput assay development.

Initially, experiments are conducted to
determine if there is a phenotype asso-
ciated with inactivating or overexpressing
the disease gene. If a phenotype is ob-
served, a genetic suppressor screen can
be conducted to identify suppressors of
the phenotype. The advantage of this ap-
proach is that a gene is identified that
is able to reverse the disease state when
inactivated. If a suppressor screen is not
feasible, one can couple other genomic
technologies (such as the yeast two-hybrid
method or proteomic and transcriptomic
expression analysis) with studies in model
organisms, whereby genes identified by
the genomic approaches are inactivated or
activated in the disease model to identify
those genes that are able to suppress the
disease state.

Polycystic kidney disease, a common
heritable disease affecting 1 in 1000 in-
dividuals, provides a good example. Muta-
tions in either the PKD1 or PKD2 genes
cause PKD in humans, but the function
of these genes is largely unknown. Stud-
ies in C. elegans demonstrated that the
two C. elegans orthologs, lov-1 and pkd-2,
are required for proper male sensory be-
havior, and are localized to male sensory
neurons. This information led researchers
to examine the colocalization of the worm
and mammalian PKD1 and PKD2 proteins
in renal epithelial cells where they found
that each localizes to focal adhesions indi-
cating a common sensory function. Given
that mutations in both lov-1 and pkd-2 ex-
ist, researchers are now poised to elucidate
the pathway through the identification of

suppressors of the male sensory behavioral
phenotype in C. elegans.

7
Development of Functional Assays

The ability to complement a defect in
a model organism gene through expres-
sion of a human gene (as cDNA), can
often form the basis of a functional assay
that can serve multiple purposes in drug
discovery, including target validation, com-
pound screening, and structure-function
analyses. In the mouse, replacing a gene
with its human counterpart is particularly
useful when compounds have pronounced
selectivity for the human protein. By gen-
erating such a ‘‘humanized’’ (KI) mouse
model, one can use the model for target
validation and for compound progression
(see below in Sect. 8).

The advantages of creating ‘‘human-
ized’’ models in other model organisms
are primarily speed and throughput. It
takes a considerable amount of time
to generate a humanized mouse model
(12–18 months), but in a simpler organ-
ism, a similar model can take as little as
2 to 3 weeks in yeast, or 2 to 3 months in
worm, fly, or zebrafish. Once the model
is established, it can be used to test thou-
sands of compounds compared to only a
handful in the mouse.

The ease with which one can delete an
entire gene using homologous recombi-
nation in yeast, makes yeast especially
useful for complementation studies with
human genes. Many human genes have
been successfully studied in these types
of experiments including several cell cy-
cle genes (CDKs, PLK, CDC14, ATM
and survivin), numerous members of the
MAPK cascade (JNK1, p38, and PAK1),
and various enzymes (LAG1, PDE4, PDE7,
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FKBPs and cyclophilins, to name but a
few). Yeast is also extremely useful for
structure-function analyses, wherein indi-
vidual codons in the human cDNA are
altered and the ability of the mutants to
functionally complement the yeast gene is
readily determined.

The speed with which one can gener-
ate the mutants, obtain stably transformed
yeast, and perform the cellular assays
represents a very significant advantage
compared to the use of mammalian cells
and other model organisms. The human
cDNA can be expressed at virtually any
level in yeast using a variety of promoters
and expression vectors, or via targeted in-
tegration of the human cDNA in the yeast
genome (as a gene replacement) using ho-
mologous recombination. Coupled with a
selective compound, mutagenesis studies
can facilitate structure-activity relationship
(SAR) studies particularly where a crystal
structure is not available.

8
Compound Identification and Progression

With the exception of functional cell-
based assays engineered in yeast cells,
models organisms are not typically used
as a platform for high-throughput drug
screens. However, they can be particularly
useful for secondary and tertiary screens to
confirm that compounds function in vivo,
as well as to reveal off-target side effects
or toxicities.

Yeast has been successfully used in
screening compounds with GPCRs where
the integral membrane nature of the re-
ceptor makes purification impossible and
where overexpression in mammalian cells
sometimes causes endogenous GPCR sig-
naling. In this system, the yeast mating
pathway has been used to identify agonists

or antagonists of human GPCRs. Het-
erothallic haploid S. cerevisiae cells exist
as mitotically stable MATa or MATα cells,
where MATa cells express a factor and
the α-factor receptor (Ste2p), and MATα

cells express α-factor and the a factor re-
ceptor (Ste3p). Upon appropriate mating
factor binding, the receptor activates the
heterotrimeric G-protein that in turn acti-
vates an MAPK signaling cascade, thereby
leading to transcriptional activation of a
variety of genes and to cell cycle arrest.
When STE2 or STE3 are replaced with a
human GPCR expressed from a plasmid,
the pathway can be activated by an exoge-
nously added ligand. Such assays also rely
on deletion of the FAR1 gene to prevent
cell cycle arrest upon receptor activation,
and utilization of an FUS1-HIS3 reporter
for growth selection in the absence of histi-
dine when the mating pathway is activated.
The existence of only two GPCRs control-
ling the mating pathway in yeast is a major
advantage since deletion of STE2 or STE3
in a haploid cell results in a null receptor
background, facilitating the assay readout.
Besides serving as a platform to identify
antagonists of a ligand-receptor interac-
tion, this elegant system can also be used
to screen for agonists (or surrogate ag-
onists) of an orphan receptor when no
ligand is available. While yeast has been a
very effective tool to facilitate such GPCR
drug discovery programs, the yeast cell wall
renders the cells impermeable to some
compounds. For this reason, yeast-based
assays for intracellular targets are used
only when no other option is available,
and must then involve the use of hyper-
permeable mutants deficient in ergosterol
biosynthesis.

On the other hand, zebrafish holds the
most promise for use in medium through-
put compound screening. Zebrafish are
relatively easy to grow in a 96-well format,
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tolerate dimethyl sulphoxide (DMSO), and
are highly permeable to compounds. In ad-
dition, the higher degree of conservation
between zebrafish and human proteins
may avoid the need to create human-
ized strains of zebrafish. In a recent
paper, zebrafish were treated with 100
small molecules to assess whether they
could be used to predict long QT syn-
drome, a serious cardiac clinical side effect.
Zebrafish contain HERG-related K+ chan-
nels, which, in mammals are known to
mediate such cardiac liabilities. Using a
simple optical videoimaging of the beating
heart in young embryos to measure car-
diotoxic effects, most of the compounds
(22/23) that cause QT prolongation in hu-
mans were found to cause bradycardia and
atrial ventricular block in zebrafish, indi-
cating that zebrafish can be used to predict
QT prolongation. These data suggest that
if a suitable assay can be devised, zebrafish
can be used for testing drugs for other
toxic effects and thereby support the devel-
opment of compounds.

Humanized mice have also been ex-
ploited as tools to support early stages of
development of compounds, specifically
in cases in which lead compounds dis-
play significant species selectivity toward
the human target; that is, they exhibit a
higher affinity for the human target than
for the murine counterpart. A good ex-
ample is the targeted replacement of the
mouse chemokine receptor (CCR2) with
its human ortholog (CCR2B). CCR2B has
been considered a target for atherosclero-
sis supported by the phenotype of KO mice
lacking either the receptor or its ligand (i.e.
impaired monocyte recruitment and pro-
tection against development of atheroscle-
rotic plaques). Humanized CCR2B KI
mice are viable, appear normal, and can
elicit a normal inflammatory response to
intraperitoneal injection of thioglycollate

(peritonitis model). Macrophages from the
KI mice respond to the human MCP-1 lig-
and (monocyte chemoattractant protein-1)
and to its murine counterpart (JE) in in
vitro chemotaxis assays in a manner simi-
lar to human peripheral blood monocytes.
Furthermore, human-selective CCR2B an-
tagonists show an enhanced potency for
blocking the cellular response to human
MCP-1 versus the response to murine
JE. The KI mouse provides the ability
to test hCCR2B antagonists in a series
of inflammatory disease models induced
experimentally (such as the peritonitis
model) or created genetically (such as an
atherosclerosis model created by crossing
onto an ApoE – /–background).

Mouse KOs, Kis, and transgenic overex-
pressors are also useful for investigating
drug safety, revealing mechanisms of toxi-
city, and measuring drug metabolism and
pharmacokinetic parameters. Compounds
displaying toxicity in other animals can
be tested in KO mice lacking the target
(as well as in wild-type controls) to de-
termine whether the observed toxicity is
target-mediated or is due to lack of selec-
tivity (‘‘off-target’’ effects). Further, mice
expressing reporter genes that are respon-
sive to toxic insult or are part of known
stress-induced pathways are useful in iden-
tifying mechanisms of toxicity. Mouse
models sensitized to respond rapidly to
carcinogens (e.g. p53 +/− mice) have
also been extremely valuable in the as-
sessment of the toxicity of compounds
under development. Lastly, human drug
metabolism genes have been introduced
into mice in order to create models
that more closely mimic the human
drug response (e.g. human cytochrome
P450 4B1, CYP4B1), and mutants lack-
ing endogenous P450s have been used to
study the role of these proteins in drug
metabolism.
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9
Summary and Future Perspective

The perfect model organism to support
biomedical and pharmaceutical research
would be a mammal with exquisite genet-
ics and a completely sequenced genome,
be amenable to genome-scale gene inac-
tivation, have a rapid generation time, be
transparent, grow in a 96-well format, and
be drug permeable. However, since no
model organism possesses all of these
qualities, we must therefore continue to
employ a repertoire of different organisms,
each with specific advantages, and choose
the most appropriate organism in which
to investigate the key biological questions.

In the case of yeast, rapid growth
and homologous recombination make it
particularly useful for functional assay de-
velopment to support pathway dissection
and structure-function studies. While not
a focus of this chapter, the rapid doubling
time and the ability to scale up cultures us-
ing fermentors, has led to yeast being used
extensively to overexpress human proteins
for subsequent use as protein therapeutics
or in biochemical assays and structural
studies following protein purification. In
addition, yeast has served as a workhorse
to identify protein–protein interactions us-
ing the yeast two-hybrid assay.

In Drosophila, sophisticated genetic tech-
niques like the GAL4-UAS and the
FLP/FRT systems have made it particu-
larly useful for establishing disease models
to support target identification and path-
way analysis using forward genetics. RNAi
coupled to the GAL4-UAS system allows
spatial and temporal gene inactivation
studies in whole flies to support target
validation studies.

Whole-genome RNAi, the ability to
grow in a high-throughput format and
the transparent nature of C. elegans,

make it an excellent organism for disease
model generation followed by rapid target
identification or pathway expansion via
reverse genetics.

Together, yeast, worms, and flies contain
many of the fundamental genes and
pathways relevant to human biology, but
they lack the complex physiology inherent
to higher mammals.

Zebrafish bridges the gap between
invertebrates and mammals. Complex
disease models coupled with both forward
and reverse genetic techniques can be
utilized to identify and validate targets, and
elucidate pathways in fish. Transparent
embryos, high drug permeability, and
the ability to grow and treat embryos in
microtiter plates allow this organism to be
used for identification of compounds and
for progression as well.

More relevant in vivo biological data
in support of target validation typically
come from studies in transgenic mice.
Utilization of mouse disease models
to determine lead compound efficacy
provides additional target validation and
can reveal toxicity issues or off-target
effects. The key to successfully using
simple model organisms (yeast, worm, fly,
fish) to support target identification and
validation is to have reliable mammalian
cellular assays and, more importantly,
predictive mammalian models to follow
up on the findings. Hence, mouse models
will continue to play a central role in
biomedical and pharmaceutical research.

Future developments in model organ-
ism studies will inevitably evolve from
additional technology advances leading to
faster, cheaper, better, or novel methods
to manipulate the organisms discussed
in this chapter. As the genomes from
more and more species are being fully
sequenced, comparative sequence analy-
sis will undergo dramatic progress in the
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area of gene function prediction. For the
most part, these organisms will not lend
themselves to the types of genetic and ge-
nomic studies described herein, and will
only contribute their genome sequences
to furthering biological knowledge. This
has been the case for the Japanese puffer-
fish Fugu rubripes whose compact genome
has been completely sequenced and shown
to comprise large regions of conserved
synteny with the human genome. Fugu’s
genome is being actively analyzed to iden-
tify disease-causing genes, to refine gene
families into their subfamilies, such as
the NHR family and its subgroups, and
to validate in silico gene predictions from
the human genome. However, it is un-
likely that Fugu will be amenable to the
types of manipulations currently possible
with zebrafish.

Some organisms exploited during the
pregenomic era may resurface as attractive
models for gene function understanding,
disease modeling or compound profiling.
One such example might be the cellu-
lar slime mold, Dictyostelium discoideum,
which has been used extensively to study
cell differentiation, signal transduction,
cell motility, and other unicellular or
multicellular processes. The ongoing se-
quencing of Dictyostelium’s genome by an
international consortium and the obser-
vation that RNAi gene silencing works
in this organism are expected to revi-
talize its experimental attractiveness. In
the meantime, scientists continue to use
Dictyostelium for specific studies, such as
in the recent identification of a gene re-
sponsible for lithium resistance that led to
uncovering a role for inositol metabolism
in bipolar affective disorder.

New biological knowledge and technol-
ogy breakthroughs may lead to additional
organisms joining the ranks of yeast,
worm, fruit fly, zebrafish, and mouse

as workhorses for the biomedical or
pharmaceutical scientists. This is highly
anticipated for the rat. Whereas certain ge-
netic manipulations, such as gene KOs via
homologous recombination in ES cells,
are not currently possible, methods for
production of KO rats using ENU mutage-
nesis have been developed. Rat KO models
would be most useful since the rat is a fun-
damental model for pharmacological and
toxicological research.

Finally, many new potential drug tar-
gets and pathways are predicted to come
from genetic studies in man. Identifi-
cation of disease-associated polymorphic
variants in human genes will reveal many
unexploitable proteins, and proteins of
unknown function. Once again, it will
be important to turn to the relatively
simple model organisms to investigate
protein functions, to reveal the physio-
logical consequences of polymorphisms
in vivo, to expand pathways, and ulti-
mately to identify and help validate the
most appropriate targets for pharmaceuti-
cal intervention.
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Keywords

Antibiotic Resistance
The ability of the cell to grow in the presence of a chemical (antibiotic) that normally
inhibits an essential cell function.

Bacteriophage
A virus that infects bacteria.

Coding Region
The nucleic acid segment that contains the linear arrangement of codons specifying
the order of amino acids in the encoded protein.

Codon
A three-nucleotide unit in a molecule of mRNA, which specifies the particular amino
acid or stop signal in the mRNA as it undergoes translation.

Fusion Protein
A genetic construct that attaches a coding region of a protein or a portion of a protein to
another coding sequence such that the protein formed during translation is a linear
combination of the two proteins.

Inducible Promoter
A promoter in which the initiation of transcription by RNA polymerase is controlled by
a regulatory protein, which can be activated or inactivated by a chemical or
environmental stimulus.

Partition
The usual segregation of the genetic material of the cell into the two daughter cells.

Posttranslational Processing
Changes to a protein made after it is formed by translation, which add other chemical
groups (e.g. phosphate, sugar) or cleave the chain to generate the mature native protein.

Promoter
The DNA site at which the RNA polymerase specifically binds to initiate transcription.

Protease
An enzyme that cleaves a peptide bond between amino acids comprising the protein.

Ribosome Binding Site
The region of the mRNA near the site of translation initiation that is important for
ribosome recognition.
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RNA Secondary Structure
A structure formed within an RNA molecule by bending the molecule such that a series
of specific base pairs can form between nearby complementary nucleotides, forming a
region that has double-stranded character.

Secretion
The process of controlled release of a protein through the cell membrane.

Virus
An agent naturally able to infect a host cell and bearing genes that allow its complete
reproduction within a specific host cell.

� The production of a specific protein by recombinant DNA technology entails cloning
the gene that encodes the protein from the desired organism, forming a suitable
genetic construct such that the gene can be expressed in a host organism, and
introduction and maintenance of the construct in the host to allow the production
of an adequate yield of functional protein. The ability to take a gene from any
organism and express it in adequate quantity in a system permitting the analysis of
the structure and function of the protein encoded by the gene has great importance
in the research laboratory. Physical and enzymatic features of the protein encoded by
a newly discovered gene can be studied, and its functional location in cells or tissues
can be determined, in an effort to better define its biological function. Industrial
applications include the production of therapeutic and diagnostic proteins having
great impact in the field of medicine, and the production of stable bulk enzymes for
the food and specialty chemical industries.

1
Introduction to Host–Vector Systems

To produce a specific RNA or protein
product in a particular host cell, a suit-
able DNA construct must be prepared.
This section discusses the essential fea-
tures of expression systems that are widely
used for overproduction of proteins for a
variety of purposes. The expression sys-
tem is composed of an expression vector
and a specific host cell. Not only is the
selection of the ideal expression vector im-
portant but the choice of the appropriate

host also can affect production efficiency
considerably. First, the expression vectors
are considered, and then the important
attributes of the host are discussed. A
number of organisms have been used as
hosts for expression of foreign proteins.
Since, however, the most complete picture
is available for Escherichia coli, this prokary-
otic organism serves as an example and is
discussed in more detail.

Expression vectors usually consist of
small, circular plasmids specifically de-
signed with several key features that allow
a foreign gene inserted into the plasmid to
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be expressed in the host cell. Important
elements of the plasmid include (1) an
origin of replication, which allows the plas-
mid to be replicated in the host, (2) a
selectable genetic marker, which allows
cells bearing the plasmid to preferentially
grow on a specifically composed medium,
(3) transcription and translation signals
recognized by the host cell, and (4) a suit-
able unique restriction or recombination
site located appropriately with regard to
the transcription and translation signals,
at which the foreign DNA can be intro-
duced. In Sections 2 and 3, the generalized
structure typical of many expression vec-
tors is illustrated, and the variation and
importance of each of these features in the
overall expression system is explained.

2
Components of Plasmid Vectors

2.1
Origin of Replication

The origin of replication of the plasmid
is a specific DNA sequence that defines
the beginning of the replication of the
circular plasmid DNA molecule. Because
of its essential function in this event, its
structure also limits the frequency with
which replication is initiated. Replication
frequency defines the copy number of the
plasmid (i.e. the number of individual
plasmid molecules present in each cell).
This parameter, in turn, is important
because of the gene dosage effect. If
each plasmid carries a copy of the gene,
and each copy can give rise to a certain
maximal amount of product per unit
time, the more copies of the plasmid
present in the cell, the greater will be the
level of production that can be attained
per cell. Of course, there is a limit to

this effect, and above a certain level
the cell machinery becomes saturated
and the increased metabolic burden of
maintaining the plasmid overcomes the
advantage of gene dosage in the production
process.

The most widely used expression vectors
for E. coli are derived from the origin of
replication of the ColEl plasmid and have
copy numbers between 10 and 500. The
properties of high gene dosage have been
used advantageously for the construction
of temperature-sensitive copy number
control systems in which the copy number
can be raised dramatically by increasing
the temperature. A typical prokaryotic
expression vector is represented in Fig. 1.

Another feature specified by the origin
of replication is the compatibility of the
plasmid. Since it is sometimes desirable
to maintain two distinct plasmids within
the same cell, two different origins of
replication types would be employed on
the two different plasmids. If the two
plasmids bear the same type of origin, one
eventually will dominate without special
selection and the other will be lost from
a portion of the cells as the cells grow
and divide. This phenomenon is called
incompatibility, and plasmids with the
same origin type are defined as being in
the same incompatibility group.

Although, strictly speaking, not part of
the origin of replication but often located
nearby, elements on some plasmids spec-
ify a stability function known as a partition
locus. The exploitation of naturally occur-
ring partition systems that maintain copy
number and select against plasmid loss
has been a successful approach to plas-
mid maintenance in long-term cultures.
An example is the incorporation of the
parB locus on vectors. This locus selects
strongly against plasmid loss by killing
the daughter cells that no longer carry the
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Fig. 1 A typical prokaryotic
expression plasmid.

Regulated promoter

A B

C

Drug resistance gene

D
E

Prokaryotic
expression

vector

ori

A = strong translation initiation signal
B = restriction sites for cloning
C = coding region of protein of interest
D = translation termination signal
E = strong transcription terminator
ori = origin of replication active in bacterial host

parB locus. This system does not require
any specially constructed host strain.

2.2
Selectable Markers

The ability to select the vector and main-
tain the plasmid in the host cell is an
important aspect of the expression sys-
tem, especially in production regimens
that involve a longer time course or con-
tinuous culture fermentations. The most
common type of selectable marker incor-
porated on the plasmid is an antibiotic
resistance element that allows selection
with ampicillin, kanamycin, or tetracy-
cline. Metabolic markers can also be used,
for example, those allowing the cell to
grow on a certain carbon source (e.g.
sucrose) or those allowing the cell to
grow without addition of an amino acid
if the host usually requires it (e.g. a tryp-
tophan requiring cell and a tryptophan
marker).

Other approaches place an essential
gene on the vector and use a special host
strain in which that gene is deleted from
the chromosome (e.g. the valine tRNA
synthetase valS or the single-stranded
DNA-binding protein ssb). If the plasmid
is lost from the cell, the host cell alone is
unable to grow. In such a system, addition
of an antibiotic is not needed to select for
the plasmid. This type of selection strategy
is advantageous in reducing the cost of the
media for large-scale production.

2.3
Transcription and Translation Signals

The transcription and translation signals
allow the coding region of the gene
to be efficiently recognized by the host
cell machinery (i.e. RNA polymerase and
ribosomes) that decodes the nucleotide
sequence of the DNA of the gene into
the appropriate sequence of amino acids
in the protein. The signal specifying where
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transcription starts is called the promoter.
The more efficient the promoter, the
greater the synthesis of messenger RNA
of the gene under its control. Certain
expression vectors employ a relatively
strong promoter that is unregulated and
is called a constitutive promoter. This
approach is feasible if the protein to be
made is very stable in the cell and does not
cause any toxic effects or retard growth.
More generally, however, a regulated
promoter that can allow production of the
desired protein at a suitable time in the
production culture is used. This approach
has two advantages: a short period of
protein synthesis, and induction during
the growth of the batch culture at the most
opportune time (i.e. the period during
which the optimal combination of cell
density and specific protein production can
be achieved).

The most widely used control systems
for transcription initiation are those regu-
lated by temperature or by the addition of a
chemical agent or metabolite. A strong pro-
moter from the bacteriophage lambda is
normally prevented from binding to RNA
polymerase by a repressor. If an altered
form of the repressor is used, which is
unstable at high temperature, an increase
in temperature will release this negative
control of the promoter, allowing large
quantities of the desired messenger RNA
to be synthesized. This promoter system
can also be released from the control of the
repressor by addition of DNA-damaging
agents. This method is sometimes used
instead of an increase in temperature.

Another widely used system is based on
the repressor control of the lactose pro-
moter. The DNA sequence bound by the
lactose repressor can be combined with a
variety of other stronger promoters (e.g.
the tryptophan operon or lipoprotein gene
promoters) by introducing the repressor

binding site next to the promoter. In the
new hybrid, the binding of the lac repressor
blocks transcription, and the modified pro-
moter then becomes controlled by the lac-
tose repressor. The addition of an analogue
of lactose, isopropylthiogalactoside, is
most commonly used to induce the system.

A number of other regulation systems
have been advocated for process control.
Among these are phosphate, oxygen, acid,
and arabinose. Each of these controlled
systems can yield high expression under
induced conditions, and particular condi-
tions have been developed for each. Some
are more appropriate for controlled lev-
els of induction in smaller-scale laboratory
experiments, and some have been specif-
ically developed with the economics of
large-scale culture in mind (e.g. oxygen).
Some examples of regulatable promoters
can incorporate a measure of feedback con-
trol into the host–vector circuit to balance
expression to suit metabolic purposes.
More elaborate combinations of regulatory
genes controlled by different promoters
can give rise to special responses or espe-
cially tight control of expression.

Some promoters are regulated by spe-
cific activators that stimulate transcription
rather than by a negatively acting repres-
sor system. An extension of the idea of
regulating transcription initiation is the
production of the desired messenger RNA
through the use of a special RNA poly-
merase, not normally found in the cell,
in combination with its unique promoter
sequence. A system based on the bac-
teriophage T7 RNA polymerase and the
T7 promoter it recognizes can yield very
high specific production of the desired
product. In this case, the T7 promoter
would be located on the expression vec-
tor, and the T7 RNA polymerase gene is
usually located on the chromosome un-
der the control of a regulated system,
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typically of the type just mentioned. Thus,
induction in this system (e.g. by isopropyl-
thiogalactoside addition to induce the lac
repressor–controlled promoter) first pro-
duces the T7 RNA polymerase, which in
turn synthesizes the specific messenger
RNA corresponding to the gene of inter-
est. Many variations of the T7 promoter
expression system have been made and
are commercially available.

Once a suitable means of producing
the messenger RNA encoding the protein
of interest has been defined, the next
consideration is to translate the messenger
RNA with optimal efficiency. Several
factors affect this efficiency. One is the
stability of the message. If the messenger
RNA has a longer half-life in the cell,
it can be translated proportionally more
often before it is degraded. The presence of
hairpin secondary structures, in which the
nucleotide sequence allows intramolecular
base pairing, particularly near the end
of the message, seems to help stabilize
the messenger RNA from degradation.
Hairpin sequences act as part of the
transcription termination signal and are
normally included in the vector construct
at the 3′ end of the message beyond the
protein-coding sequence.

The major factor usually limiting trans-
lation is the ability of the ribosome to
initiate translation on the messenger RNA.
The ability of the ribosome to bind ef-
fectively to the messenger RNA can be
impeded by secondary structures in the
message, which block access to the trans-
lation initiation codon. The binding of the
ribosome to the messenger RNA requires
interaction between the ribosome, specifi-
cally including a segment of the ribosomal
RNA, and the region of the messenger
RNA about 10 nucleotides 5′ from the
translation initiation codon. Optimal se-
quences for this ribosome binding region

have been analyzed for a number of genes,
and sequences corresponding to a highly
efficient ribosome binding site are often in-
cluded in the vector just preceding the posi-
tion at which the protein-coding sequence
is to be placed. Nucleotide sequences fre-
quently placed in vectors for their efficient
ribosome sites include chemically synthe-
sized optimal consensus sequences, the
T7 g10-L region, or those of other highly
translated genes. While these standard
translation initiation systems are suitable
for adequate expression of most proteins,
the sequence in this area often needs to be
optimized to gain the highest level of pro-
duction of a specific protein. Translational
limitations can also occur as a result of
the specific nature of the protein-coding
region (e.g. unusual base composition,
unique codon usage, or special secondary
structures). These problems cannot be ad-
dressed at the expression vector level but
sometimes can be addressed by selection
of the host strain or by being optimized
individually for that specific gene.

2.4
Restriction Sites for Cloning

Careful selection of the location of the
restriction endonuclease cleavage site at
which the protein-coding sequence is to
be introduced into the plasmid can allow
the expression of the protein in its most
useful form. In many cases, it is desired
to produce the complete intact natural
protein, beginning with its N-terminal
amino acid and ending with the native
C-terminal amino acid. This is frequently
the case when the exact structure of a
mature, natural, pharmaceutically active
protein is needed. To position the coding
sequence correctly with respect to the
ribosome binding site, a specific restriction
endonuclease site incorporating an ATG
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sequence can be used to place the
translation initiation codon specifying
methionine appropriately in the vector.
Two commonly used restriction enzyme
sites that contain an ATG and rarely exist
in any given DNA sequence are Nco I
and Nde I. A second unique restriction
site is often used at which the C-terminal
end of the gene is joined to the vector to
orient the protein-coding segment during
cloning. Such a construct would then
enable translation of the complete cloned
protein-coding region.

Although not all mature proteins have
an N-terminal methionine, this is the pri-
mary product formed in bacterial systems.
An extra N-terminal amino acid can be re-
moved from the protein after synthesis by
in vitro methods, or the desired protein can
initially be made as part of a longer peptide
chain with subsequent cleavage by a spe-
cific protease to generate the N-terminus
of the mature protein product. A vari-
ety of N-terminal protein carrier elements
have been used to make protein-fusion
products (Fig. 2). In the formation of a

fusion protein, the vector carries the ap-
propriate signals for translation initiation
as well as a coding region of the N-terminal
component of the protein and a restric-
tion endonuclease cleavage site at which
the DNA fragment bearing the foreign
gene can be placed in the proper reading
frame. The properties of the N-terminal
component of the protein fusion can be
used to assist in purification of the fusion
protein. For example, if this segment en-
codes an easily purified protein such as the
maltose-binding protein or glutathione S-
transferase, the combined fusion product
can be readily isolated using affinity chro-
matography, which takes advantage of the
binding properties of the attached protein
component. The addition of traces of basic,
acidic, or metal-binding amino acids (his-
tag) in the carrier protein can also be used
to aid in purification. This protein fusion
concept can be utilized to allow for pro-
tein processing in vivo. For example, if the
N-terminal segment encodes a localization
signal, the protein can be directed to the
periplasmic space of E. coli or, in some

A B C
D

Protein fusion vector

ori

Drug resistance gene

A = promoter
B = fusion tag for N-terminal fusion (e.g. glutathione S-transferase or
oligohistidine tag)
C = encodes amino acid sequence for a cleavage site for a specific protease
D = restriction sites for placement of coding region of interest
ori = origin of replication

Fig. 2 A typical protein fusion vector.
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cases, into the extracellular medium. This
type of export can aid in the purification
and stabilization of the protein. A vector
employing protein A as the carrier por-
tion is one of this type. C-terminal fusions
can also be made where the added pro-
tein function is located at the 3′ end of
the gene-coding sequence. There are also
fusion-protein modules that can form a
protease and cleave themselves out of the
fusion protein to generate the proper linear
protein product.

In some applications, the expression of
the entire protein is not necessary. For
raising antibodies or for the detection of
an antigen by antibodies, only a short
recognizable epitope is necessary; so in
these cases, expression of only a short
protein segment is sufficient. The cloned
segment comprising the antigenic site or
functional domain can be attached to a
protein carrier segment that will allow ef-
fective exposure or activity of the foreign
peptide. Placement of the foreign segment
at the C-terminal end of the carrier protein
has been used effectively for this purpose.
In some cases, a suitable cell-surface pro-
tein can be used as the carrier portion to
ensure that the foreign protein segment
is localized to the surface of a cell or bac-
teriophage particle (phage display), thus
presenting an immunologically active anti-
gen or antibody species in a way that allows
detection, isolation, or use of the living cell
or virus particle. Such constructs are very
useful for identifying protein segments
that effectively bind specific molecules.

3
Choice of Expression System

Even considering the limited area of
expression systems for E. coli, there is
a wide choice of expression host–vector

combinations. The system that is generally
appropriate for a particular use is men-
tioned here. A few examples of specialized
uses include the use of lambda vectors
for ease in screening for expressed anti-
gens in recombinant clones, phage-display
vectors to look for specific epitopes or
binding peptides, and vectors with simpli-
fied cloning systems for high-throughput
analyses of many ORFs from genomic
sequences. Specialized systems for exam-
ining protein–protein interactions in yeast
or bacteria have been developed to iden-
tify protein domains that can bind to each
other in functional complexes in vivo. In
vitro expression systems can also be used,
and these systems have improved and are
available commercially to enable expres-
sion of protein from DNA in a small scale
suitable for screening of a desired property
of the protein if a suitably sensitive assay
is available.

Families of related vectors are also avail-
able, which use a simplified recombination
system to transfer the expressed gene
among a variety of vectors suitable for dif-
ferent hosts or applications. This modular
approach can allow a variety of hosts to be
examined for protein production or to test
the biological properties of the protein in
different cells. These systems offered by
various suppliers allow versatility in sub-
sequent expression experiments without
separate recloning steps.

3.1
Escherichia coli

The use of the correct host can have a
significant impact on the final yield and
quality of the desired protein product. In
addition to the special genetic features
that may be required for functioning
of the plasmid vector system, there are
other host features that are of general
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importance. Factors generally useful for
the host include the ability to grow
rapidly and to a high density, the ability
to be transformed in a manner that
facilitates the introduction of the DNA
construct, and the possession of a low
recombination and mutagenic rate to
ensure that the plasmid is not frequently
lost, damaged, or otherwise inactivated.
Stability to degradation is a major problem
in the production of certain proteins.
Therefore, host cells with reduced protease
levels have been used to enhance the in vivo
stability of the foreign protein of interest.
Commonly used mutations in E. coli that
have reduced protein degradation rates
because of the inactivation of proteases
are lon, rpoH, and clp. In some cases, the
protein stability can be addressed at the
expression vector level by using a fusion-
protein construct. The presence of the
longer carrier protein often will effectively
stabilize a small foreign peptide segment.
Other fusions (Nus) can be used to help
solubilize the protein. Translation of large
proteins may also be a limitation in many
strains, but certain large proteins (e.g.
polyketide synthases) have been produced
in E. coli. The formation of insoluble
inclusion bodies that contain an inactive
form of the overexpressed protein has been
a problem for some proteins. Strains with
increased levels of chaperone proteins to
help stabilize foreign proteins have been
employed to attenuate these problems.
Other efforts have included the use of
thioredoxin, a redox protein, to improve
proper folding of the protein via its use as
a protein-fusion component.

3.2
Other Hosts

While E. coli continues to be the most
widespread expression system, other

host–vector systems have certain advan-
tages. The strengths of the E. coli system
are the variety of vectors and specifically al-
tered hosts available, and the well-studied
methods for genetically manipulating this
organism. High levels of production can
be attained. However, protease problems,
formation of inactive inclusion bodies con-
taining the product, and the lack of a
eukaryotic glycosylation system limit pro-
duction of a number of proteins from
mammalian sources. Other bacteria have
received some attention owing to their abil-
ity to grow on particular compounds, their
potential for secretion of the protein, or
their industrial potential.

Yeasts are a suitable production system
for a number of processes. Not only
are they well studied like E. coli, and
amenable to scale-up, but also they are
able to carry out some posttranslational
processing of eukaryotic proteins such as
specific cleavage or modification. Certain
organisms used in the food industry are
generally regarded as safe, and so less
stringently purified material from such
sources can be used in products for human
consumption.

Several fungi are used to produce high
yields of commercial proteins and are
reasonably capable of glycosylation and
secretion of proteins into the medium.
Methods have not been so completely
developed, however, and organisms of this
class have not yet been as widely applied.

Viruses that infect insect cells (bac-
uloviruses) have gained attention as a
system for producing glycosylated proteins
at reasonably high levels, but at less ex-
pense than is incurred using mammalian
cells. While studies of the modification of
proteins in various systems and the engi-
neering of these posttranslational process-
ing steps have made progress, this is still
an area where significant improvement
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can be made. The vaccinia virus has been
used to express foreign antigens in whole
animals, demonstrating its potential for
use as a vaccine vector system. Although
mammalian cell lines have been stud-
ied extensively and have the advantage
of producing a truly identical processed
mammalian protein, the costly, difficult
scale-up acts as a limitation for commercial
production with this system.

Finally, transgenic plants or animals can
be used for protein production, and since
the development time is long for these sys-
tems, they are suited for situations where
long-term bulk production of a specific
well-characterized product is warranted.

3.2.1 Bacillus subtilis
Bacillus subtilis has been considered to
be a suitable host on the basis of sev-
eral potentially advantageous properties.
Considerable information is available con-
cerning its molecular biology, physiology,
and genetics. The details of translation,
transcription, and plasmid systems are
well studied. The employment of B. subtilis
and related Bacillus species in other indus-
trial production situations also has stim-
ulated the development of B. subtilis for
the production of recombinant proteins.
Perhaps the most commercially interest-
ing reason for using B. subtilis is the ability
of this microorganism to secrete proteins
into the medium. A simple system that
would allow isolation of the protein from
the supernatant broth directly, without
the requirement for cell disruption, would
simplify the downstream processing por-
tion of the production process.

The expectation that B. subtilis would
play a major role in the commercial pro-
duction of recombinant proteins has been
unrealized largely as a result of techni-
cal factors. Although regulated expression
systems are available for B. subtilis, and

secretion systems based on α-amylase,
alkaline protease, or levansucrase have
been reported, their use has been lim-
ited. The secretion system can be made
to release some heterologous proteins into
the medium, but not all of them are pro-
cessed well. Another problem has been
the presence of proteases that act to de-
grade the desired protein. This difficulty
has been approached through the develop-
ment of strains in which genes for several
of the proteases are inactivated. Early ob-
servation of plasmid instability led to the
development of integrated expression sys-
tems, in which the promoter and the gene
to be expressed were recombined onto the
bacterial chromosome. This strategy takes
advantage of the active recombination sys-
tem of B. subtilis to integrate the construct
and thereby stabilize it. This approach to
the formation of a stable overproducing
strain may become more generally used in
other organisms.

3.2.2 Yeast
Yeasts have many of the advantages of bac-
teria, for example, they are fast growing,
high cell density is achieved, industrial-
scale processes are established, and molec-
ular biology and genetics are well de-
veloped; however, as eukaryotes they are
capable of more sophisticated posttransla-
tional protein processing than that found
in bacteria. Yeasts have the transcription
regulatory features and processing system
of a eukaryotic cell. A general diagram of
eukaryotic signals found in many expres-
sion vectors is presented in Fig. 3. The
most commonly used yeast in laboratory
research is Saccharomyces cerevisiae, an
organism that can be cultured in the
haploid state. Most industrial strains, how-
ever, have more than one copy of each
chromosome per cell, which makes them
more difficult to manipulate genetically.
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P1 = prokaryotic promoter
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C = poly A feature
D = drug resistance element with expression features for
selection in eukaryotic systems

Prokaryotic ori

Fig. 3 A typical eukaryotic
expression vector.

Other yeasts, such as Pichia pastoris and
Hansenula polymorpha, have also been in-
vestigated and may offer an advantage in
the production of glycosylated proteins.
S. cerevisiae vectors of either the plasmid
or integrating type are available. The most
common plasmid-based system derives
from the 2 µm plasmid found in the nu-
clei at about 60 to 100 copies per cell.
A large number of vectors have been de-
rived from this plasmid, with the copy
number varying depending on the size
of the insert, the selective marker, and the
growth conditions. Vectors employing pro-
moters affected by the carbon source have
been used to give high-level expression of
heterologous proteins. Examples include
various GAL4-regulated promoters, the
alcohol dehydrogenase ADH2 promoter,
the phosphoglycerate kinase promoter, the
glyceraldehyde 3-phosphate dehydroge-
nase promoter, and temperature-regulated
or copper-regulated systems.

The secretion and glycosylation abilities
of yeast have received attention. The α-
mating-factor secretion signal has been
one of the most used, with the desired
protein-coding sequence placed just after
the α-factor segment specifying the sig-
nal for secretion and cleavage by protease.
Yeast is capable of glycosylation, but the ad-
dition of sugar modifications to expressed
human proteins is somewhat different
from that found in the natural protein. For
example, the protein produced in yeast
often bears additional sugar residues at
asparagine glycosylation sites. To reduce
overglycosylation, mnn (mannan defective)
or alg (asparagine-linked glycosylation)
mutants of yeast have been studied and
used as hosts for protein production. In
efforts to improve the stability of proteins
degraded by the vacuole proteinases, mu-
tations that disrupt these protease genes
have been introduced. The use of these spe-
cial yeast strains has enhanced the ability
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to isolate a number of proteins. Studies of
the ubiquitin-mediated protein degrada-
tion process and the N-terminus removal
or acetylation systems have led to the use
of special strains or growth conditions to
allow the desired N-terminus on the ma-
ture protein to be obtained. A major use of
the yeast two-hybrid system for identifying
interacting protein domains in functional
genomics has been found, which can help
elucidate possible functions for unknown
proteins.

3.2.3 Mammalian Cells
Expression of proteins in mammalian
systems affords production of the identical
animal protein and thus eliminates any
question regarding the effectiveness or
natural character of the protein. Such
factors as the expense of mammalian
cell culture, low cell density, and low
productivity have limited the use of this
system to investigations in which the
synthesis, processing, or role of the protein
is being explored, or the protein cannot

be satisfactorily expressed in a more
amenable system.

While COS monkey cells are often
used in combination with viral vectors for
transient expression purposes for research
experiments (Fig. 4), the development of a
cell line capable of sustained production
in a serum-free suspension culture is
desired for long-term production. Suitable
lines have been established in COS, CHO,
mouse L cells, or other lines by linking
the expression construct for the desired
gene to a readily selected marker and
integrating the entire DNA into a random
chromosomal location (Fig. 5).

The expression construct usually con-
tains an enhancer element, which al-
lows the production of high-level expres-
sion (e.g. SV40, polyoma, or adenovirus
enhancers; the heavy-metal-responsive
metallothionein enhancer; glucocorticoid-
responsive enhancers). An active promoter
(e.g. the SV40 early promoter, the Rous
sarcoma virus (RSV) promoter, aden-
ovirus major late promoter) is commonly
used, and appropriate efficient splicing

Fig. 4 A transient expression
vector for mammalian cells.

Transient mammalian
expression vector

A = CMV enhancer/promoter
B = intron
C = restriction sites for cloning
D = poly (A) addition feature
E = SV40 enhancer/early promoter
F = poly (A) addition feature
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E

A

B

C

Retrovector

D

5′ LTR

3′ LTR

5′ LTR = long terminal repeat sequence which enables
recombination for stable expression
A = retroviral packaging signal
B = drug resistance gene and associated expression
features for selection in mammalian cells
C = inducible eukaryotic promoter element
D = restriction sites for placement of gene to be
expressed
3′ LTR = long terminal repeat sequence which enables
recombination for stable expression
E = drug resistance gene for selection in bacterial cells

Fig. 5 A typical retrovector.

signals derived from SV40, adenovirus,
or immunoglobulin genes are also posi-
tioned on the expression vector along with
polyadenylation signals.

To select for the presence of the inte-
grated construct in the recipient cell line,
a readily selectable gene is linked to the
expression construct. A selectable marker
that is frequently used is that specified by
dihydrofolate reductase, which allows the
cells to grow in the presence of methotrex-
ate. Other selectable genes that can be used
in a similar way are those for adenosine
deaminase, ornithine decarboxylase, or as-
paragine synthetase, although in some
cases a specific mutant cell line is re-
quired for selection. After the construct
has been introduced into the appropriate
cell line by calcium phosphate, DEAE-
dextran, liposome-mediated transfection,
or electroporation, the cells are grown un-
der selection and with increasing levels

of the selecting agent (e.g. methotrexate
for dihydrofolate reductase gene amplifica-
tion), and the genomic region at which the
construct is integrated becomes amplified.
This amplification provides a high gene
dose in the genome of the host cell and in-
creases the level of synthesis of the protein
ten- to several hundredfold. Once formed,
such cell lines can be stably maintained
if care is taken to monitor for deletions.
Improvements in the production level at-
tained by single-copy integrated vectors
and their adaptation to growth in serum-
free suspension culture have simplified
the use and prospects for mammalian cell
production without modification.

For expression of a mutant form of
a protein in a mammalian host, there
are methods for homologous recombi-
nation, and these can be used to an-
alyze the role of the protein in cell
physiology.
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3.2.4 Insect Virus
Insect virus expression systems for the
production of proteins, particularly gly-
cosylated mammalian proteins, have re-
ceived attention because of the high level
of expression (up to 50% of total cell
protein) available with this technology.
The baculovirus system employs strong
transcription signals for expressing the
polyhedron protein of the virus. These
viruses replicate in the nucleus and form
inclusion bodies, which are surrounded
by a protective matrix containing a large
amount of the polyhedron protein. The
virus commonly used is Autographa cali-
fornica nuclear polyhedrosis virus, and it is
cultured on the cells of the fall armyworm,
Spodoperta frugiperda. Silkworms can also
be used as the host, providing a simple,
low cost route for production.

This virus is so large (130 kb) that
direct manipulation of the viral DNA is
difficult, and the desired gene is usually
introduced through in vivo recombination
between the foreign gene construct and the
viral genome. Newer methods for making
the recombinant baculovirus at higher
efficiency by incorporating a positive
selection for the recombinants coupled
with the introduction of reporter or
detection systems have simplified the task
of generating and identifying the desired
viral expression constructs. Insect viruses
have also been shown to infect a number
of other cell types in the laboratory.

3.2.5 Vaccinia Virus
Vaccinia virus vectors have been used in
the preparation of vaccines for animal dis-
eases. The virus is a large poxvirus, which
replicates in the cytoplasm of the host cell.
While the virus is not a health hazard
to humans, it is quite immunogenic and
thus serves as a suitable carrier for the anti-
genic surface proteins of other viruses. The

recombinant vaccinia virus is prepared by
recombination in vivo, as is the case for the
baculovirus system. A variety of markers
are available for identification or selec-
tion of the recombinant viruses. These
include β-galactosidase, thymidine kinase,
neomycin resistance, and mycophenolic
acid resistance. The introduced gene is
placed under the control of a vaccinia virus
promoter with appropriate signals, as in
the case for expression in mammalian
cells, and the host cells (e.g. CV-l cells)
are coinfected with the vaccinia virus and
the above-described construct bearing the
desired gene, the expression signals, and
the selective marker. After characteriza-
tion, the recombinant vaccinia virus can
be propagated on any suitable host. The
antigenic components of several important
disease-causing agents have been placed
on the virus in this way (e.g. hepatitis B;
rabies and herpes viruses). The recombi-
nant vaccinia viruses seem to be able to
produce an effective immune response to
the foreign protein in whole animals.

3.2.6 Transgenic Plants and Animals
Whole plants or animals have been used as
production systems. This strategy entails
the preparation of the expression construct
as for expression in mammalian cells
and then introducing it into a cell that
can be reproductively transmitted in a
whole organism rather than into cultured
cells. The integration event allows the
altered chromosomal segment to exist
in germ line cells. In this situation,
the construct can then be transmitted
to all the cells of the progeny of the
original transgenic animal and on through
succeeding generations.

The most widely used system for the
production of a specific protein from
transgenic animals takes advantage of
the large amount of concentrated protein
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secreted into milk by the mammary
gland. The desired gene is attached to
the synthesis and secretion signals used
for natural production of the abundant
milk protein, casein. This approach has
been taken with sheep, goats, or cows,
which are then able to secrete human
interferon, α1-antitrypsin, or human factor
IX in their milk. High levels of the
protein can be produced (e.g. >10 g L−1

per liter of milk in some animals).
The strategy enables long-term production
and facilitates isolation of the protein
in quantity without harming the animal.
Once prepared and characterized, a herd
of such animals would have a very low
continuing production cost.

Transgenic plants can be created by
the introduction of genes via infection
by Agrobacterium tumefaciens, a bacterium
that can pass the DNA of its Ti plasmid
into plant cells, where this segment inte-
grates into the plant genome. In nature,
this transformation of plants by the bac-
terium generates a gall or tumorous callus
on the plant at the site of the wound at
which the infection occurred. By geneti-
cally engineering the Ti plasmid to remove
the tumor-causing genes while retaining
the DNA-transfer capability, useful vectors
have been prepared. To effectively express
a gene in the plant, suitable transcription
and translation signals need to be incorpo-
rated surrounding the gene. Signals that
have been used for this purpose are the
nopaline synthetase promoter, the pro-
moter from the gene for the small subunit
of the carbon dioxide–fixing enzyme, ribu-
lose bisphosphate carboxylase, and those
derived from the cauliflower mosaic virus.
In some instances, the gene can be ex-
pressed in specific locations in the plant
where the metabolic consequences of the
protein may be most desired.

The generation of a transgenic plant calls
for the use of cells that are susceptible to
infection and are competent in regenerat-
ing a plant through culturing techniques.
These two criteria have limited the system
for some plants. Agrobacterium tumefaciens
infects dicotyledonous plants, a group that
does not include most cereal plants. For the
cereals and many other plants, DNA can be
introduced into the cells by coating it onto
an inert projectile and firing it into plant
leaves or embryogenic calluses. Recombi-
nation followed by propagation from single
cells under appropriate selection (usu-
ally kanamycin or phosphinothricin) can
generate the transgenic plant. Fertile trans-
genic rice, corn, soybean and wheat plants
have been formed. So far, the genes in-
troduced into plants have been mainly in-
tended to increase resistance to herbicides,
insects, or viruses, and these are in wide
commercial use (e.g. corn and cotton).
Such properties as ripening, taste, or nu-
tritional characteristics can also be altered.

The expression of industrially useful
proteins in bulk in the seeds of plants
has also been possible. This could have
advantages for large-scale production of
stable proteins and has been proposed as
a method for generating antigens suitable
as vaccines.

Viral vectors can also be used with
certain plant species (e.g. cowpea mosaic
virus), and they have been used to express
animal virus surface antigens in whole
plants. This approach is attractive in that
the virus is easily isolated and stored and is
very immunogenic but cannot harmfully
infect animals.

4
Process Considerations

The synthesis of protein from cloned genes
relies solely on the metabolic machinery
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of the host cell. Consequently, any pro-
cess factors that affect the host cell
physiology will have a significant impact
on the ultimate expression level. Factors
such as temperature, impeller agitation
speed, and medium formulation or feed-
ing strategy in the case of a fed-batch
fermentation are important variables to
be considered in arriving at a production
process. In industrial processes, where
high volumetric productivity is the de-
sired goal, extensive optimization studies
are performed with these variables to
achieve maximal overproduction of the
specific protein in the shortest practi-
cal time.

Several general themes from the vast
experimental observations of process con-
ditions on E. coli protein production are
mentioned here. The composition of the
growth medium can affect both cell growth
and recombinant protein yield. A com-
plex medium generally yields a higher
productivity. This is due to the presence
of biosynthetic intermediates and cofac-
tors, which the cell does not then need to
synthesize, thus decreasing the metabolic
burden. A balanced carbon-to-nitrogen ra-
tio in the medium is also critical in achiev-
ing a high yield of recombinant protein.
The temperature has a significant effect
on cell growth and the waste products
accumulated. The formation of acetate, a
harmful waste product, is increased at high
temperature. Lower temperature generally
favors the formation of soluble protein,
while higher temperature encourages the
accumulation of the protein in inclusion
bodies.

Another challenging task is to provide
an adequate supply of oxygen to the
culture, especially for dense cultures.
The transfer of oxygen from the air
stream can be increased, to a certain
extent, by increasing the agitation speed.

Oxygen supplementation is required in
some cases, and genetic manipulation of
the host by introduction of an oxygen-
binding protein has also given positive
results.

Waste product accumulation has a
detrimental effect on recombinant protein
production. Strategies to limit the effects
of waste products have included lowering
the temperature of the culture, carefully
controlling the nutrient supply in a fed-
batch system, and the use of genetically
altered hosts that exhibit reduced levels of
harmful metabolic products.

5
Perspectives

The ability to clone and express high levels
of specific proteins in other organisms
has led to great advances in the speed
and detail with which biological systems
can be analyzed. With the expansion of
this technology to other organisms and
the construction of more complicated
and sophisticated derivatives of currently
studied systems, the impact of this area will
increase. Recombinant protein production
has now become widely applicable with
industrial microorganisms, the formation
and use of transgenic plants and animals,
and the analysis of unknown proteins
associated with genetic disorders. The area
of proteomics and the efforts to decipher
the function of the coding regions of
sequenced genomes will lead to an even
greater use of expression systems and the
development of more efficient specialized
systems.

See also DNA Replication and
Transcription; Gene Targeting.
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Betaglycan
A membrane, proteoglycan, originally discovered to be an accessory receptor for
TGF-β2 (hence, also called TGF-β type III receptor), but now shown to bind inhibin
with high affinity in a complex with activin type II receptor, thereby antagonizing
activin actions.

BMPs
Bone morphogenetic proteins are bone-growth regulatory factors that belong to the
TGF-β superfamily. They are synthesized as large precursor molecules, that are cleaved
by proteolytic enzymes. The active form can consist of a dimer of two identical proteins
or a heterodimer of two related bone morphogenetic proteins.

Endocrine Regulation
Regulation by a hormone made by an organ and secreted into the bloodstream, where
it circulates and influences specific target organs.

Endothelins
Peptides of 21 amino acids with potent vasoconstrictor as well as mitogenic and
hormone-releasing properties, made by a variety of epithelial and vascular smooth
muscle cells.

Folliculogenesis
A developmental process in which follicles undergo a coordinated progression of
recruitment, development (or atresia), selection, and ovulation.

FSH Isoforms
Forms of follicle-stimulating hormone that differ in the degree of glycosylation of the
mature protein leading to differences in their biochemical properties and circulating
half-lives in the blood.

G-Proteins
Coupling proteins, so-called because they bind GTP, which link receptors to effector
molecules. They regulate a variety of enzymes and ion channels. The G-proteins form a
heterotrimeric complex of α, β, and γ subunits. There are multiple members of each
family of subunits, giving rise to a complexity of responses.
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Gonadotropin-releasing Hormone
A decapeptide synthesized in hypothalamic neurones; it is released in a pulsatile
fashion into the hypothalamic–pituitary portal blood system, and stimulates synthesis
and release of gonadotropins by the pituitary gland.

Gonadotropins
Glycoprotein hormones, called follicle-stimulating hormone, luteinizing hormone, and
chorionic gonadotropin, consisting of a common α subunit linked to a hormone-speci-
fic β subunit, which stimulate ovarian and placental cells.

GDF
Growth and differentiation factor, originally discovered in a search for extracellular
factors essential for mammalian embryonic development. There are now numerous
family members, some of which are also called BMPs due to their sequence
homologies.

IGF
Originally called somatomedins, these are insulin-like polypeptides made by the liver
and released into the blood when stimulated by somatotropin. Now known as
insulin-like growth factors, of which there are IGF-I and IGF-II, they cause sulfate
incorporation into collagen, RNA, and DNA synthesis, and are important for cell
growth and differentiation.

IGFBP
A family of six of soluble proteins (termed IGFBP-1 through to -6) that bind
insulin-like growth factors and modulate their biological actions at the cellular level.

Leukemia Inhibitory Factor
A pluripotent cytokine that inhibits differentiation of embryonic stem cells, is
expressed in endometrial epithelial cells, and has been shown to be essential for
implantation in mice.

Local Regulation
Autocrine or paracrine regulation of cells by factors made locally within a tissue.

Oxytocin
A nonapeptide with uterotonic, prostaglandin-releasing, and milk-letdown activities,
made by hypothalamic neurones and ovarian cells.

Receptors
Membrane or intracellular polypeptides that bind hormones or other factors with a
high degree of specificity and transduce the signal to the cell either as transcription
factors regulating genes or via a second-messenger system.

Second-messenger Systems
Small cytoplasmic molecules, which, when activated, amplify the signal they receive
(e.g. cyclic AMP and inositol phosphate).
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Signal Transduction
The process by which a signal received at the cell surface is passed from one carrier to
another to achieve a cellular response.

Steroidogenic Enzymes
A family of enzymes, many of which belong to the P450 gene family, that catalyze the
synthesis and metabolism of steroid hormones such as estrogens, progestogens, and
androgens.

Tissue Remodeling Enzymes
Enzymes belonging particularly to the matrix metalloproteinase family, such as MMPs
1, 2, 3, 7, and 9, and their associated tissue inhibitors, the TIMPS, which are
responsible for remodeling the constituents of basement membranes and the
extracellular matrix during growth, angiogenesis, tissue breakdown, and wound
healing.

Transforming Growth Factor β-Superfamily
A family of pleiotropic factors that have high homology at the level of the gene and in
their tertiary protein structure. Examples include TGF-β, inhibins, activins, and
Müllerian-inhibiting substance.

Transmembrane Helices
G-protein-linked receptors are a family of receptors characterized by a structural motif
of seven hydrophobic regions that span the cell membrane, forming a helical structure
within the membrane.

Zona Pellucida Proteins
A family of highly glycosylated proteins unique to the surface coat of the oocyte, several
of which serve as primary and secondary sperm binding proteins on the egg at the time
of fertilization.

� The female reproductive system consists of the hypothalamus, pituitary, ovaries,
breasts, and uterus. These organs make up a finely tuned system that controls
puberty, the menstrual cycle, pregnancy and birth, lactation, and menopause. With
the tools available through molecular biological approaches, we are able to come
to a greater understanding of the complex interactions that operate in this system.
The hormones, growth factors, and enzymes that are able to exert unique and
specific effects in this system do so either locally or via endocrine mechanisms.
The elucidation of the molecules involved in this regulation and their mechanisms
of action leads to a better understanding of the physiology and pathophysiology of
reproduction, and provides the potential means for developing better methods to
control fertility and infertility.

Outlined below are some of the major hormonal regulatory systems that are
important in the female reproductive processes.
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1
Principles: Regulation of Reproductive
Processes in the Female

1.1
The Hypothalamic-pituitary-ovarian-uterine
Axis

The regulation and coordination of all
facets of the reproductive process in
the female are controlled by the hypo-
thalamic–pituitary–ovarian–uterine axis
(Fig. 1). The activities of numerous hor-
mones, growth factors, and cytokines, and
their receptors and binding proteins, as
well as enzymes, structural proteins, and
other factors within this axis control the

development of the reproductive system
in fetal life and during puberty, as well
as the cyclic production of hormones and
eggs during reproductive life, the estab-
lishment and maintenance of pregnancy,
the birth process, lactation, menopause,
and the secondary sex characteristics.

An important process in female repro-
duction is ovarian folliculogenesis. This
is a complex and dynamic process in
which the follicles undergo a coordinated
progression of recruitment, development
or atresia, selection, and finally ovulation
(Fig. 2). Peripheral endocrine hormones
and local paracrine and autocrine factors
contribute to this process.

GnRH
Hypothalamus

Anterior pituitary Posterior pituitary

LH
FSH

P

E2

Inhibin

Ovaries

Vagina

Fig. 1 Hormonal feedback control of the
hypothalamic–pituitary–ovarian–uterine axis.
Positive feedback is indicated by the blue lines,
negative feedback by the red lines, and arrows
indicate the direction of the controlling

pathways. Estrogen has both positive and
negative control on the hypothalamus,
depending on the stages of follicular
development. (See color plate p. xxi.)
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Ovulation

Atresia

Preovulatory
(Late antral)

Secondary
(Early antral)

Primary
(Preantral) Primordial

Developing
follicles

Corpus luteum Corpus albicans

The ovary

Atretic follicle

Ovum

Granulosa

Theca
Stroma

Oocyte

Fig. 2 Schematic representation of
folliculogenesis. Follicles can be quiescent (i.e.
primordial), committed to growth (preantral and
antral), ovulatory, or atretic. Follicles are believed
to leave the primordial pool in an ordered

sequence, but at an unknown rate and become
irreversibly committed to growth. The
mechanisms responsible for the reinitiation of
growth of primordial follicles remain unknown.

1.2
Levels of Regulation

The hypothalamic–pituitary–gonadal axis
was characterized originally by the pos-
itive and negative feedback relationships
of the endocrine hormones that had been
shown to regulate the reproductive sys-
tem (Fig. 1). For example, gonadotropin-
releasing hormone (GnRH) released by the
hypothalamus into the hypophyseal portal
circulation stimulates both the synthesis
and secretion of the luteinizing hormone
(LH) and the follicle-stimulating hormone
(FSH) by the gonadotropes in the anterior
pituitary. FSH then stimulates production

of estradiol-17β (E2) by the ovarian follicle;
E2 in turn has a negative feedback effect
to limit the production of FSH, and so an
equilibrium is established that ultimately
determines the extent of stimulation of egg
and hormone production by the ovary.

In addition to the endocrine regulation
of this axis, there is regulation at the or-
gan and cellular level by locally produced
growth factors and cytokines. Some of the
endocrine hormones also act locally. For
example, E2 is produced by the ovary and
acts directly on the follicles; prostaglandins
produced by the endometrium act within
the uterus. The growth factors, cytokines,
enzymes, and other factors identified more
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recently within the reproductive axis are
structurally identical to those produced in
other organ systems. Nevertheless, they
can be differentially regulated and can
perform functions specific to the repro-
ductive axis. Examples are the cyclic tissue
remodeling by matrix metalloproteinases
(MMPs) and angiogenic factors in the
ovary and uterus, the role of activin in the
functions of the pituitary, ovary, and pla-
centa, and the actions of the insulin-like
growth factors (IGFs) and their binding
proteins in the ovary and endometrium.

1.3
Specificities of Actions

It has already been said that many
of the hormones and other regulatory
factors are not unique to the female
reproductive system even though they
perform specific functions. Regulation of
hormones and cytokines occurs at their
sites of production and at their sites of
action by cell-specific expression of their
receptors; the presence of binding proteins
and metabolizing enzymes determines the
extent and specificity of their actions.

The few substances that are unique
to the reproductive system can generally
be found in both the female and the
male; they include GnRH and its recep-
tor, FSH and its receptor, LH and its
receptor, Müllerian-inhibiting substance
(MIS) and its receptor, oxytocin, and re-
laxin. Substances unique to the female are
the placental proteins such as the chorionic
gonadotropins and lactogens (and a special
class of interferons, φ, in ruminants), and
the zona pellucida proteins (ZP1, 2 and 3),
which coat the oocyte.

It is not possible, in the space available,
to give a full account of the expression and
actions of all the factors involved in reg-
ulating the female reproductive system.

Therefore, we have briefly summarized
selected examples of a number of hor-
monal regulatory systems to provide some
insights into the subject. The reader is
referred to the bibliography and to other
references therein.

2
Examples of Regulatory Systems

2.1
The Steroidogenic System

2.1.1 Estrogen and its Receptors
Estrogens, androgens, and progestogens
are the sex steroids regulating the female
reproductive axis. They originate primar-
ily from the ovary and the placenta, with
important contributions by the uterus,
adrenal gland, and other peripheral or-
gans such as fat cells and skin. During
the ovarian cycle and pregnancy, steroid
secretion by the ovary and placenta occurs
in a highly regulated and episodic fashion
that is determined in part by the pituitary
and placental gonadotropins. Changes in
the levels and activities of the steroidogenic
enzymes are major mechanisms determin-
ing these changes.

The synthesis of the steroids involves
successive elimination of carbon atoms
from the precursor, cholesterol, catalyzed
by members of the cytochrome P450
gene family, namely, cholesterol side-
chain cleavage cytochrome P450 (P450scc),
17α-hydroxylase (P450c17), and aromatase
(P450arom) (Fig. 3). There are also 3α- and
β-, 17α-, and 20α-hydroxysteroid oxidore-
ductases, which catalyze the interconver-
sion of some of the steroids as well as
isomerization reactions. Not only the cel-
lular expression of these enzymes but also
their electron donors have been extensively
investigated in the female reproductive



386 Female Reproduction System, Molecular Biology of

Cholesterol

Pregnenolone

17a-OH-Pregnenolone

DHEA

Androstenediol

P450c17
(17a-hydroxylase)

P450scc

P450c17
(17,20 desmolase)

17b-HSD

Progesterone

17a-OH-Progesterone

Androstenedione

Testosterone

Dihydrotestosterone

Estrone

Estradiol

P450arom

P450arom

17b-HSD

5a-reductase

17b-HSD

Mineralcorticoids

Glucocorticoids

3b-HSD

3b-HSD

3b-HSD

3b-HSD

P450c17
(17a-hydroxylase)

P450c17
(17,20 desmolase)

Fig. 3 Pathways involved in steroid hormone biosynthesis from cholesterol. Key enzymes
involved are shown in boxes. P450c17 possesses both 17α-hydroxylase and C17–20 lyase (also
known as 17,20 desmolase) activities. 3β-HSD is 3β-hydroxysteroid dehydrogenase, P450arom
is aromatase, and 17β-HSD is also known as 17-ketoreductase.

system; studies have focused on gene
expression, protein synthesis, and activ-
ity assays. The chromosomal localization
of some steroidogenic enzymes is shown
in Table 1.

Estrogen receptors (ERs) are ligand-
inducible transcription factors. They are
members of a superfamily of DNA-
binding transcription factors that are di-
vided according to their DNA-binding
domains into steroid receptors, thyroid
and retinoic acid receptors, and orphan
receptors (lacking known ligands). The
intracellular steroid receptors are gen-
erally associated with heat shock pro-
teins, and in the presence of ligand,
they dissociate from the heat shock

Tab. 1 Chromosomal localization of
human genes for estrogen receptors and
some steroidogenic enzymes.

Components Chromosomal
localization

Erα 6q25.1
Erβ 14q
P450scc 15q23–24
P450c17 10q24.3
P450arom 15q21.1
5α-reductase type I 5p15
5α-reductase type II 2p23

proteins, become phosphorylated, un-
dergo dimerization, and translocate to the
nucleus.
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ERs are of major importance in the fe-
male reproductive system. There are two
types of ERs, called ERα and ERβ, each
of which have six functional domains
(Fig. 4). The N-terminal A/B domains
contain the cell-specific and constitutive
transactivation (TAF-1) functions and the
isoform-specific sequences. The C do-
main or DNA-binding domain is the most
conserved region, containing invariant cys-
teine repeats that form two ‘‘zinc fingers,’’
which are crucial for the binding of the
receptor to the DNA. The constitutive nu-
clear localization signal is found in the
C to D region, which, together with the
hormone binding E domain, is the site of
interaction with the heat shock proteins.
The E domain is also involved in hor-
mone binding, nuclear translocalization,
hormone-dependent transactivation, and
dimerization. The F domain is found only
in ER. ERα and ERβ have similar affini-
ties for estradiol-17β, but exhibit differing
affinities for other natural and synthetic es-
trogens, which may be important for their
respective roles. The two types of ERs can
form homo- or heterodimers, although the
ERβ form may have an inhibitory influ-
ence on the ERα in a dimer.

As would be expected from the central
role and multiple actions of estrogen in
the female reproductive system, ERs have
been localized in cells in the hypothala-
mus, pituitary, ovary, mammary gland,
and uterus. ERα was found to be the pre-
dominate type in the uterus and mammary
gland, whereas ERβ is more abundant in
the ovary. The type of cell containing ER
has been found to change according to the
stage of differentiation or function, and
in some cases such cells can be proximal
to the cells eliciting the final response.
For example, in the endometrium, epithe-
lial–mesenchymal interactions involve an
action of E2 on ER on the stromal cells,
which then have a paracrine influence on
the epithelial cells. Expression of ER is
constitutive in some cases and can be up-
and downregulated by estrogen itself, and
by FSH in the ovary.

The classical genomic pathway for ER
signaling involves binding of the ER dimer
to estrogen response elements (ERE) in the
promoter region of the target gene. Bind-
ing induces a conformational change in the
ER that allows interactions with coactiva-
tors, leading to transcriptional stimulation
of the target gene. These genes include

A/B C D

D

E F

C E FA/B

NH--

NH--

-- COOH

-- COOH

DNA binding

Transactivation
(Ligand-dependent, AF-2)

Transactivation
 (Ligand-independent, AF-1)

Nuclear localization

Dimerization

ER a

ER b

Fig. 4 The structural and functional domains of human ERα and ERβ. Structural domains are
indicated as letters, and functional domains responsible for transactivation, DNA-binding,
nuclear localization, and dimerization are indicated by horizontal bold lines.
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some essential for reproduction such as
prolactin and the progesterone receptor.
ER can also alter gene transcription by a
mechanism that does not involve binding
of ER to the ERE. Instead, the ER inter-
acts with other transcription factors such
as Sp1, Jun, or nuclear factor kappa B, by a
protein–protein interaction. Examples of
genes regulated by this nonclassical path-
way include collagenase and heat shock
protein 27. There is evidence that this
nonclassical pathway is of physiological
relevance, and that it may subserve the ag-
onist actions of selective estrogen receptor
modulators or SERMs. There is also evi-
dence for a nongenomic action of estrogen
via membrane-bound receptors. This path-
way is thought to mediate the fast actions
of estrogen such as those associated with
ion transport.

2.1.2 Roles of Estrogen in Ovarian
Functions
Estrogens are essential for fertility in
both males and females, but they are
not necessary for survival after birth or
for formation of the reproductive tract.
The absence of estrogen or its actions
in female rodents eventually leads to the
appearance of testicular cells in the ovaries
of mice with targeted disruption of the two
ER genes and the P450arom gene. This
supports a role for estrogen in somatic
cell differentiation and shows that it is
required for maintenance of the female
somatic cell phenotype. It also underlines
the plasticity of the ovary in terms of its
hormonal milieu.

Estrogen has intrafollicular actions that
are intimately related to the actions of
FSH, the key driver of folliculogenesis. The
capacity of follicles to make estrogen is lim-
ited by the thecal production of androgen,
the substrate for estrogen, and the expres-
sion of P450arom in the granulosa cells,

which is FSH-dependent. Although pri-
mary follicles express ER, they have little or
no capacity to produce significant quanti-
ties of E2 because thecal androgen produc-
tion is very low and the P450arom expres-
sion is low. FSH, together with insulin-like
growth factor-1 (IGF-1) and activin, upreg-
ulates P450arom expression in the mural
granulosa cells of secondary follicles. This
combination of hormones, together with
E2, itself stimulates proliferation and dif-
ferentiation of the granulosa cells. As
follicles grow, they produce more E2, the
hallmark of a healthy follicle. Those tertiary
or Graafian follicles selected for ovulation
contain granulosa cells with the capacity to
respond to LH and produce more E2.

The necessity of estrogen for normal fol-
liculogenesis has been well established in
rodent models, particularly those in which
the ER and P450arom genes in mice have
been targeted for disruption. However, it
has been suggested that the ovarian roles
for estrogen in polyovular species may
not apply to monovular species, includ-
ing women. Nevertheless, in those rare
cases that document mutations in the hu-
man P450arom gene, folliculogenesis is
not normal, and there is evidence that
the follicles that are present in the ovaries
are unhealthy. Further work is needed to
resolve this question.

2.2
Gonadotropin System

2.2.1 Gonadotropins and their Receptors
LH and FSH are members of the glycopro-
tein hormone family, which also includes
thyroid-stimulating hormone (TSH) and,
in humans and horses, chorionic go-
nadotropin (CG). Each of these hormones
consists of two different subunits, α and
β, which are glycosylated, contain multiple
disulfide linkages, and are noncovalently
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linked to each other to form the active
molecule. The α-subunit apoproteins are
the same for all the glycoprotein hormones
within a species and are encoded by a
single gene comprising 4 exons, which,
in the human is located on chromosome
6q12.21. The α-subunit protein contains
10 cysteines, which are involved in intra-
subunit disulfide bridges and 2 N-linked
glycosylation sites. The β-subunits are dif-
ferent for each hormone and determine
the biological specificity of each hormone.
The LHβ and FSHβ genes show similar
genomic arrangements, suggesting a com-
mon ancestral origin. The human LHβ

gene cluster is located on human chro-
mosome 19q13.32; this cluster includes at
least one LHβ gene and 6 hCGβ genes and
pseudogenes. The FSHβ gene is located
on human chromosome 11p13. The ma-
ture β-subunit protein contains 12 cysteine
pairs that form 6 intrasubunit bridges, 2 N-
linked glycosylation sites (one in LHβ) and
a variable length from 111 to 145 amino
acids. Addition of the carbohydrate moi-
eties to the apoproteins is important for
correct synthesis of bioactive gonadotropin
dimers, and for achieving appropriate bio-
logical activity of the molecule. Regulatory
mechanisms may operate through modi-
fying the sugars on these hormones. The
hCGβ protein has a C-terminal extension
of 29 amino acids with 4 additional O-
linked glycosylation sites that increases the
half-life and biopotency of hCG over LH.
It is of interest that the crystal structure
of both gonadotropin subunits reveals the
cystine knot structure, also seen in mem-
bers of the transforming growth factor-β
(TGF-β) family, nerve growth factor, and
platelet derived–growth factor.

The anterior pituitary gland in a mature
animal has several different types of
endocrine cells, each of which secretes
particular hormones. LH and FSH are

synthesized in the gonadotrope cells of
the anterior pituitary, with populations of
cells synthesizing either LH or FSH, or
both. This ability of some gonadotropes
to produce more than one hormone
makes them unusual in relation to the
other endocrine cell types in the pituitary
such as the corticotropes, thyrotropes,
lactotropes, and somatotropes, each of
which synthesizes and secretes largely
a single tropic hormone in the adult.
During development, however, it is likely
that the different pituitary cell types arise
from a common cell type under the
control of cell-specific transcription factors
that determine the temporal expression
patterns of the hormonal genes in the
pituitary.

LH and FSH are secreted in different pat-
terns under different physiological circum-
stances, and the expression of the genes
that encode them is also regulated differ-
ently under different conditions. GnRH
provides the major stimulatory drive for
expression of the β-subunit genes, and
the steroid hormones, in general, have
negative regulatory effects. The peptides,
inhibin and follistatin, negatively regulate
the expression of FSHβ, and activin stim-
ulates expression of the FSHβ gene.

The LH/CG (LHR) and FSH recep-
tors (FSHR) are members of the seven
membrane–spanning domain, G-protein-
linked receptor family. LH and hCG bind
to the same receptor. Many of the receptors
in this family have very short, extracellular
amino termini, but the LHR and FSHR
are unusual in that they have very long
amino termini for hormone binding. The
genes for LHR and FSHR are located on
human chromosome 2p21 and 2p21-16,
respectively. The LHR and FSHR genes
are encoded by 11 and 10 exons respec-
tively, with the last exon encoding the
seven membrane–spanning domains and
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the carboxy-terminal intracellular region.
Exon 1 encodes the signal peptide to direct
the newly synthesized protein to the lumi-
nal side of the endoplasmic reticulum and
eventually to the cell membrane. Exons
2–9 of the FSHR and 2–10 of the LHR con-
fer the hormone specificity and binding.
These extracellular domains have a num-
ber of copies of an imperfectly repeated
sequence of approximately 25 amino acids
known as leucine-rich repeats. The func-
tional significance of this structure is not
known, but it may be involved in cell–cell
or protein–protein interactions. There are
also a number of potential N-linked glyco-
sylation sites in the extracellular domains
of these receptors but their role has not
been elucidated. It has been suggested but
not proven that to transmit its signal, the
hormone bound to the extracellular do-
main interacts with the extracellular loops
of the transmembrane segment. It is clear,
however, that the third intracellular loop
and the cytoplasmic tail are involved in
G-protein coupling.

Relatively little is known about the
transcriptional control of the gonadotropin
receptor genes. For example, the FSHR
gene of the rat and human has no TATA
or CCAAT elements, no GC box motifs,
and no CRE, AP-2, or methylation sites
in its 5′-flanking region. A consensus
E box sequence has been identified that
binds upstream regulatory factors (USFs),
members of a helix–loop–helix family that
controls growth and differentiation. There
is evidence that a site in the 3′-region
for the E2F transcription factor may be
important for promoter activity.

Both receptors are coupled to the Gs-
protein that activates adenylyl cyclase
leading to an increase in intracellular
cAMP. However, there is accumulating
evidence that both receptors can interact
with G-proteins other than Gs such as

Gq/11, G13, and Gi. Both receptors can
also activate other signal transduction
pathways that involve phophoinositide
turnover, intracellular calcium levels, and
mitogen-activated kinases (MAPK).

After hormonal stimulation, the LHR
and FSHR desensitize such that the effi-
ciency of hormonal signaling is decreased.
This occurs because of uncoupling of the
receptor from the Gs-protein, internaliza-
tion of the receptor resulting in a decrease
in receptor number on the cell surface, and
a decrease in receptor synthesis. Part of the
mechanism of uncoupling involves bind-
ing of the receptor to inhibitory proteins
called arrestins and targeting to clathrin-
coated pits, but the details of this process
are still under investigation.

2.2.2 Roles of Gonadotropins in Ovarian
Functions
Both gonadotropin receptors are expressed
in the ovary, and both can be detected as
multiple transcripts that may arise as a
result of the use of multiple transcription
start sites or alternate polyadenylation
signals. Both receptors have been shown
to exhibit alternate splicing of the first 9
or 10 exons, and some of these transcripts
would give rise to truncated peptides. It is
not clear if these truncated forms of the
receptor are translated, or if they have any
functional significance, particularly during
different phases of folliculogenesis.

FSHR are confined to the cell mem-
branes of granulosa cells in the ovary,
whereas LHR are found on the theca in-
terna cells, the granulosa cells, and the
luteal cells. In the case of granulosa cells,
expression of the LHR occurs only at the
late stages of follicular development during
the antral/tertiary period, and is the result
of stimulation of the cells by FSH, E2, and
IGF-1. This cellular compartmentalization
of gonadotropin receptors underlines the
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‘‘two cell, two gonadotropin’’ model of es-
trogen synthesis by the ovarian follicle. The
follicle consists of an inner avascular gran-
ulosa cell layer within a basement mem-
brane, surrounded by an outer vascular
thecal cell layer. LH stimulates production
of the precursor androgen by stimulating
P450c17 in the theca interna. The granu-
losa cells, which lack the P450c17, do have
the P450arom, which, under the influence
of FSH, converts the thecal androgen to
estrogen. Thus, both cell types and both
gonadotropins are crucial for estrogen pro-
duction during early folliculogenesis. Later
in folliculogenesis, at the antral or tertiary
stage, the granulosa cells acquire the capac-
ity to respond to LH, which also regulates
P450arom expression.

Both gonadotropins are essential for
complete folliculogenesis, but in different
ways and at different times. Neither go-
nadotropin is essential for the initiation
of growth of resting primordial follicles
into the follicular growth trajectory. FSH
is not essential but may be facilitatory in
the growth of primary and secondary pre-
antral follicles. FSH is essential for the
formation of healthy antral follicles, their
selection as preovulatory follicles, and their
survival from atresia. The mechanism by
which FSH influences folliculogenesis in-
cludes stimulation of estrogen production,
proliferation of granulosa cells by action
on cyclin D2, and interacting with estrogen
and IGF-1 to facilitate differentiation (see
below). LH is necessary to stimulate the
theca cells to produce androgen substrate
for estrogen production, subsequently to
drive the estrogen production in granu-
losa cells of selected antral follicles, and to
cause ovulation and luteinization.

The mechanisms by which E2 and IGF-1
interact with FSH to enhance folliculoge-
nesis are not clear, but probably involve
an influence of FSH on the IGF-1 signal

transduction pathway. The classic action
of FSH is via the cAMP/protein kinase-A
pathway to stimulate gene transcription.
More recently, it has been shown that FSH
can influence the MAPK pathway used
by IGF-1 in granulosa cells by an action
of cAMP through cAMP exchange pro-
teins or GEFs on PI-3-kinase. Members
of the forkhead (FOX) family of tran-
scription factors are downstream targets
of the IGF-1 pathway, and both FSH and
E2 enhance expression of the gene for
forkhead homolog of rhabdomyosarcoma
(FKHR) and its protein in granulosa cells
of developing follicles. Furthermore, E2
enhances expression of components of
the IGF-1/PI3K/PDK1 pathway and ex-
pression of ERβ, indicating that E2 and
IGF-1 may form an autocrine regulatory
network in conjunction with FSH in de-
veloping follicles. FKHR has been linked
to proliferation of granulosa cells, but the
targets of FKHR are not known. The IGF-
1/PDK1 pathway has been linked with cell
survival. This may be the mechanism that
FSH enhanced by E2, influences gran-
ulosa cell survival and thereby prevents
atresia, whereas the action of FSH via the
cAMP/PKA pathway facilitates differentia-
tion of granulosa cells.

2.3
The Transforming Growth Factor β (TGF-β)
Superfamily System

2.3.1 TGF-β Superfamily
TGF-β was described originally as a factor
that induced normal rat kidney fibrob-
lasts to form colonies in soft agar in
the presence of epidermal growth fac-
tor (EGF). Subsequently it was found
to belong to a family of multifunctional
growth factors with diverse biological ac-
tivities including cell growth, cell death
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or apoptosis, cell differentiation, and ex-
tracellular matrix (ECM) synthesis. They
play important actions in embryonic de-
velopment, tissue remodeling, and wound
healing, and the peptide and its recep-
tors can be found in almost all cell types.
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Fig. 5 TGF-β superfamily members.
Mature peptide amino acid sequences
of various human TGF-β superfamily
members were aligned using
GeneWorks program (IntelliGenetics,
Inc.). Mouse GDF-6 and GDF-7 were
also included in the analysis, as human
GDF-6/7 was similar to GDF-5, also
called cartilage-derived morphogenetic
protein-1. Alternative names for some
GDFs or BMPs were shown in
parenthesis. Numbers on the
hierarchical tree indicate the decreasing
order of protein homologies.

Five forms of TGF-β have been cloned,
though only TGF-β1, TGF-β2, and TGF-
β3 have been found in the mammalian
ovary. Each is a disulfide-linked homod-
imer with a molecular weight of 25 kDa
in the unreduced form. Each monomer
is 112 to 114 amino acids long and oc-
cupies the carboxy-terminal sequence of
its precursor. There is a 70 to 80% se-
quence homology between the monomers,
and there is complete conservation of the
nine cysteine residues in each monomer.
TGF-β generally is secreted in a biolog-
ically inactive, latent form, noncovalently
associated with a dimer of the pro region
of the precursor. The TGF-β superfamily
of peptides is now used to describe a large
group of extracellular, apparently disparate
growth factors by virtue of their 30 to 40%
amino acid homologies to TGF-βs (Fig. 5).
They include the inhibins and activins,
Müllerian-inhibiting substance, bone mor-
phogenetic proteins, growth differentia-
tion factors (GDFs), the decapentaplegic
complex of Drosophila, nodal and dorsalin-1
in mice, and ceg-1 in Caenorhabditis elegans
and Drosophila. Members of this super-
family share a number of similarities,
including their synthesis as prepropep-
tide precursors with an N-terminal signal
peptide, a middle prodomain followed
by a mature peptide domain, as well as
the formation of homo- or heterodimers
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through intermolecular disulfide bonds
between conserved cysteine residues. Vari-
ous members of each subfamily have been
identified as having a regulatory role in the
female reproductive system (Table 2).

In the ovary, TGF-β is expressed in fol-
licular cells and has both proliferative and
cytodifferentiation actions on granulosa
cells. TGF-β can stimulate production of
inhibin A and B by dispersed ovarian cells
of postnatal rats, and like activin, TGF-β
actions may be age-dependent.

The inhibin/activin family Inhibin was
identified originally as a water-soluble
testicular extract that prevented the hy-
pertrophy of pituitary cells in response
to castration. This definition was subse-
quently refined to designate an activity
capable of selective suppression of FSH
secretion, and on this basis, inhibin was
isolated from ovarian follicular fluid and
identified as a glycosylated heterodimer
consisting of an α- and a β-chain joined by
disulfide bonds. Like TGF-β, the mature
dimer consists of the C-terminal se-
quences of a larger precursor of each

Tab. 2 Members of the TGF-β superfamily
that are involved in folliculogenesis.

TGF-β family: TGF-β1
TGF-β2
TGF-β3

Inhibin/Activin family: Inhibin A
Inhibin B
Activin A
Activin B
Activin AB

BMPs/GDFs family: BMP-4
BMP-5
BMP-6
BMP-7
BMP-8b
GDF-9
GDF-9B (BMP-15)

Others: MIS

chain, having a molecular weight of 31
to 32 kDa, although larger (e.g. 51, 58,
64, 105 kDa) biologically active forms ex-
ist. The α-chain precursor of 366 amino
acids in the human is encoded by a sin-
gle gene with only one intron, and the
homology of the mature peptide (133
amino acids) is between 85 and 96%
for human, bovine, ovine, and porcine
specimens. The seven cysteine residues
are totally conserved between species, but
the human α-chain contains two poten-
tial N-linked glycosylation sites compared
to one in the animal species. There are
also other molecules such as αN, derived
from the N-terminal end of the precursor
of the α-chain, which do not have prop-
erly defined biological roles. There are five
distinct forms of the β-chain (βA, βB, βC,
and βE in mammals, and βD in Xeno-
pus sp.), and the β-chains in human are
each coded by a single gene containing
one intron. Only the βA- and βB-chains
have been shown to dimerize with the α-
chain, thereby giving rise to two isoforms
of inhibin – inhibin A and inhibin B re-
spectively. The human precursor peptides
for βA and βB are 426 and 407 amino
acids, respectively. The homologies of the
mature β-chains (116 and 115 amino acids
respectively) exceed 95%, and the nine
cysteines are conserved. Indeed, the dis-
tribution of the cysteine residues in the
α-, βA-, and βB-chains are very similar
among the three peptides and other fam-
ily members. Both inhibin A(αβA) and
inhibin B (αβB) have FSH-suppressing
activity.

At the time when inhibin was being
isolated from ovarian follicular fluid, an
activity was found that stimulated FSH se-
cretion. This activity, called activin, was
identified as a nonglycosylated dimer of
the β-chains with a molecular weight of
25 kDa. Activin exists as three isoforms,
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activin A (βAβA), activin AB (βAβB), and
activin B (βBβB), all of which appear to have
similar FSH-stimulating activity. It is now
known that activin is a pleiotropic regulator
in many tissues including the develop-
ing embryo, where it acts as an inducer
of the mesoderm, and in the bone mar-
row, where it is an erythroid-differentiating
factor. Transgenic mice deficient for the in-
hibin βB-subunit produced offspring, but
the animals had developmental and re-
productive disorders. There was a failure
of eyelid fusion, and whereas the male
offspring bred normally, the offspring of
the females had high perinatal mortality.
Furthermore, expression of the βA-subunit
was upregulated in the ovaries of the fe-
males. These data suggest that activin βB

plays a role in fetal development and is
critical for female fecundity, but is not es-
sential for mesoderm formation. In the
ovary, activin is produced by the granu-
losa cells, and the pattern of expression
of the activin subunits mRNA changes
during folliculogenesis. Numerous func-
tional studies support a role for activin in
folliculogenesis. Activin can promote gran-
ulosa cell proliferation, potentiate FSH
actions by increasing the FSH receptor
expression on granulosa cells, and modu-
late steroidogenesis in both granulosa and
theca cells. The actual function of activin
in folliculogenesis is sometimes obscured
by its age-specific effects. For example,
it was shown that activin A stimulates
growth of follicles from immature ani-
mals but blocks the FSH-induced growth
of preantral follicles from adult animals.
Nevertheless, a recent study suggested
that activin from secondary follicles may
cause small preantral follicles to remain
dormant.

Follistatin or FSH-suppressing activity
was also isolated from ovarian follicu-
lar fluid but was found to be unrelated

structurally to inhibin. It exists in up to
six isoforms (31–42 kDa), which arise as a
result of a combination of alternate splic-
ing of its mRNA and variable glycosylation
of the mature peptide. It is encoded by a
single gene, consisting of six exons, with
the alternate splice site located in exon 5.
All the follistatin genes and cDNAs from
different mammalian species sequenced
to date are more than 95% homologous
at the amino acid level, with a homolog
in Xenopus having 85% homology. The
mature follistatin proteins consist of four
contiguous domains, each encoded by a
different exon; the last three domains are
52% homologous with each other and are
also structurally related to EGF and to a
pancreatic secretory inhibitor. Follistatin
derives its FSH-suppressing activity from
its ability to bind activin; it is expressed
in the germ cells, embryo, pituitary, ovary,
and placenta, as well as the brain, adrenal,
bone marrow, and spleen, although not
always coincidently with activin. It is also
highly expressed in the kidney and pan-
creas, where the inhibin β-subunit mRNA
has not been detected. Neither follistatin
nor inhibin β-subunit is expressed in the
liver. In the ovary, follistatin is expressed
by the granulosa cells, and its basal expres-
sion increases with increased granulosa
cell differentiation. Follistatin production
can be upregulated by FSH and activin, but
only in partially or totally undifferentiated
granulosa cells, and not in fully differen-
tiated cells. Since follistatin counteracts
activin activities, its pattern of expression
is consistent with the suggested hypothe-
sis that there is a decreasing activin ‘‘tone’’
within follicles as they develop owing to
higher levels of follistatin. This could have
implications for activin access to its recep-
tor signal transduction system as follicles
mature, despite the presence of all the sig-
naling system components. An analysis
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of the activin and follistatin contents of
individual follicles at defined stages of
development is needed to support this
hypothesis.

The BMP/GDF family BMPs were orig-
inally isolated by their ability to induce
ectopic bone and cartilage formation in
vivo, but it is now evident that BMPs are
also multifunctional regulators of morpho-
genesis during development in vertebrates
and invertebrates. GDF-1 was cloned ini-
tially from an 8.5-day mouse embryo in
a search for extracellular factors essential
for mammalian embryonic development.
Subsequently, numerous family mem-
bers have been discovered and have been
classified into various subgroups on the
basis of their sequence homologies. The
BMPs/GDFs family now constitutes the
single largest family within the TGF-β
superfamily, and also includes BMP-like
molecules from Drosophila sp. and C. ele-
gans and Xenopus sp.

Recent studies on naturally occurring
BMP/GDF mutations in sheep, as well as
the creation of knockout mouse models
have indicated the important role these
factors play both in folliculogenesis and
in embryonic development. BMP-4 and
BMP-8b produced by the extraembryonic
ectoderm appear to be essential for the
generation of primordial germ cells in
the mouse. BMP-4 mRNA, together with
BMP-7 mRNA, is also expressed in the
adult ovary, especially in thecal cells of
healthy Graafian follicles. Both BMP-4
and BMP-7 increase the FSH-induced
estradiol production by granulosa cells,
whereas the FSH-induced progesterone
production is decreased, leading to the
possibility that these factors may function
as luteinization inhibitors in the Graafian
follicle. Genetic deletion in the mouse,
of BMP-2, BMP-4, or BMP-7 caused

embryonic (BMP-2, BMP-4) or perinatal
(BMP-7) lethality.

GDF-9 is produced by the oocytes and
targeted deletion of the GDF-9 gene
resulted in female infertility due to the
failure of the theca cells to organize
abnormal oocyte growth and decreased
granulosa cell proliferation, which resulted
in a block of folliculogenesis at the primary
follicle stage. In vitro studies have shown
that oocyte-derived GDF-9 stimulates the
proliferation and suppresses the FSH-
induced differentiation of rat granulosa
cells in vitro.

BMP-15 (also called GDF-9b) is an
oocyte-derived factor, which is expressed
from the primary follicle phases onward.
A natural X-linked mutation in sheep
identified BMP-15 as an essential factor
for female fertility. Intriguingly, BMP-
15 has a dose-dependent effect since
homozygous mutants have their follicular
development arrested at the primary
stage, whereas heterozygous animals have
increased ovulation rates resulting in
multiple pregnancies. Although the exact
function of BMP-15 is still unknown, it
has been shown to modulate FSH action
in rat granulosa cells by suppressing FSH
receptor expression.

BMP-6 is another TGF-β member ex-
pressed in the oocyte. Until recently, no
information was available on its puta-
tive biological function in the ovary. In
vitro studies using rat granulosa cells have
demonstrated that BMP-6 has no effect
on their proliferation, but inhibits FSH-
induced progesterone production without
affecting FSH-induced estradiol synthesis,
which is reminiscent of a BMP-15 activity.
However, in contrast to BMP-15, BMP-
6 does not modulate the expression of
the FSH receptor leading to the sugges-
tion that, in addition to the theca-derived
BMP-4 and BMP-7, the oocyte-derived



396 Female Reproduction System, Molecular Biology of

BMP-6 and BMP-15 could also function as
inhibitors of luteinization. BMP-6 knock-
out mice, however, remain viable and are
fertile.

MIS MIS, also called anti-Müllerian hor-
mone (AMH) or Müllerian-inhibiting fac-
tor (MIF), is the testicular factor re-
sponsible for regression of the Müllerian
primordia, the first step of male somatic
differentiation. Native MIS is a high molec-
ular weight (140–144 or 280–290 kDa)
glycoprotein, formed by the assembly of
dimers or tetramers of a 70 or a 72 kDa
monomer. Like other members of the
TGF-β superfamily, the MIS monomer is
derived from a larger 546 amino acid pre-
cursor in which the mature form is at the
C-terminal end of the molecule. The 140-
kDa homodimer is further processed to a
noncovalent complex of 110 and 25 kDa
dimers, although it is not known whether
this step is required for activation of the
biological activity of MIS. The MIS gene,
located on human chromosome 19, p13.3,
is only 2.7 kb and is encoded by 5 exons.
There are multiple transcription initiation
sites, perhaps because the human MIS pro-
moter lacks consensus TATA and CAAT
boxes, similar to many so-called house-
keeping genes.

In males, MIS is produced by the
testicular Sertoli cells from the time of fetal
sex differentiation to puberty, whereas in
females, it is produced by the granulosa
cells from the antral follicles of the ovary
from the time of birth to the end of ovarian
activity. Synthesis of MIS by granulosa
cells is low compared with the Sertoli
cell of the testis. In rodents, expression
of MIS is highest in the granulosa cells
of the follicles during the preantral and
small antral stage, with atretic follicles
having decreased or with no expression
of MIS. It is completely absent in the

corpus lutea, and is never found in the
primordial follicles, theca cells, oocytes,
and the interstitium. The physiological
significance of expression of MIS in the
female gonads, especially in the adult,
is unclear, although the specific patterns
of MIS expression suggest that MIS
might play a role in follicle development
and function. There is data to suggest
that MIS might affect development of
the fetal ovary. For example, transgenic
female mice chronically overexpressing
MIS undergo total Müllerian regression,
and most lack ovaries; where there is
ovarian tissue, it is severely depleted
of germ cells and contains structures
resembling seminiferous tubules. MIS has
also been shown to inhibit aromatase
activity in fetal ovaries. Further insights
on the role of MIS in the ovary came
from MIS-knockout mice. Female MIS-
deficient animals are fertile and although
they showed no obvious gross ovarian
abnormalities, the ovaries of adult females
showed premature loss of primordial
follicles compared to that of wild-type
animals. Further in vitro studies indicated
that MIS acts as an inhibitory growth
factor in early folliculogenesis to block
the initiation of primordial follicle growth,
probably through the paracrine influence
of granulosa cells on the primordial
follicles.

2.3.2 TGF-β Superfamily Receptors
Almost all of the TGF-β superfamily of lig-
ands uses a conserved signaling pathway
involving a family of structurally similar
group of receptors, the TGF-β superfamily
receptors. These cell surface, single-pass
transmembrane receptors contain intra-
cellular kinase domains that phosphorylate
serine and threonine residues. There are
two distinct receptor subtypes (type I and
type II), which need to interact with one
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another to produce a cellular response.
Ligand binding induces type I and type
II receptors in the cellular membrane
to associate, and causes the type II to
phosphorylate the type I receptor, thereby
activating its kinase domain. The acti-
vated type I receptor then phosphorylates
the SMAD family of intracellular me-
diators, of which there are 8 members
(Smad 1–8) divided into 3 distinct classes
based on their functional properties. The
receptor-regulated SMADs (or R-Smads)
comprising of Smad-1, -2, -3, -5 and -8 are
anchored to the cell membrane through
association with membrane-bound pro-
teins, including SARA (SMAD anchor for
receptor activation). R-Smads, when di-
rectly phosphorylated on two conserved
serine residues at the C-terminus by the
activated type I receptor kinase, then dis-
sociate from the receptor complexes and
SARA to form oligomeric complexes with
a second class of SMADs called copart-
ner SMADs (Co-Smads) of which Smad-4
is the only member. These heteromeric
complexes translocate and accumulate in
the nucleus where they associate with one

of many DNA-binding proteins including
various transcriptional coactivators and
corepressors to regulated target gene tran-
scriptions. A third class of SMADs, the in-
hibitory SMADs (I-Smads) of which Smad-
6 and -7 are the two members, inhibit the
signals from the serine/threonine kinase
receptors to antagonize signal transduc-
tion. I-Smads constitute an autoinhibitory
signaling pathway as their expression is
induced by TGF-β superfamily members
themselves.

There are 5 type II receptors in verte-
brates, each of which can pair up with one
of 7 type I receptors (also known as activin-
like receptor kinases, or ALKs) to mediate
signaling (Table 3). Recent studies have
indicated that the active signaling recep-
tor complex is made up of two type I and
two type II receptors, forming a heterote-
trameric complex binding two molecules
of the ligand. While ligand-binding speci-
ficity is determined largely by the type II
receptors (and sometimes in combination
with the type I receptors), intracellular sig-
naling to SMADs is entirely determined
by the type I receptor. There are two

Tab. 3 Signaling components of the TGF-β superfamily members that are important
in the female reproductive system. Receptor subtypes and R-SMADs utilized by each
ligand are shown. Alternate names for some ALKs are shown in parenthesis.

Ligands Type II receptor Type I receptor R-SMADs

TGF-β Tβ RII ALK-1 Smad-2, Smad-3
ALK-5 (Tβ RI)

Activin Act RIIA ALK-4 (Act RIB) Smad-2, Smad-3
Act RIIB

Nodal Act RIIB ALK-4 (Act RIB) Smad-2, Smad-3
ALK-7

BMPs BMP RII ALK-2 (Act RIA) Smad-1, Smad-5, Smad-8
Act RIIA ALK-3 (BMP RIA)
Act RIIB ALK-6 (BMP RIB)

MIS MIS RII ALK-2 (Act RIA) Smad-1, Smad-5, Smad-8
ALK-3 (BMP RIA)
ALK-6 (BMP RIB)
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intracellular signaling pathways leading
to SMADs activation; the ALK-4, -5 and
-7 type I receptors phosphorylate Smad-2
and -3 which transduce TGF-β-like signals
(like TGF-β, activin and nodal), and the
ALK-1, -2, -3, -6 type I receptors phosphory-
late Smad-1, -5 and -8 to mediate BMP-like
signals (BMP-2, -4, -6, -7, and MIS).

The role of TGF-β receptors in the
ovary has not been extensively studied.
In the human ovary, receptors TβRI and
TβRII were located in the granulosa,
theca, and interstitial cells, with patterns
of expression significantly different from
each other.

Similarly, information on BMP signal-
ing in the ovary is only now beginning to
emerge. BMP receptor mRNAs are present
in the ovary, with the strongest expression
in granulosa cells and oocytes, and this is
consistent with the observed BMP actions
on granulosa cells. The importance of BMP
signaling in the ovary is demonstrated
by natural mutations and loss-of-function
studies of the BMP receptors. BMPRIB
(ALK-6) deficient mice showed that the
absence of BMPRIB signaling causes in-
fertility with several reproductive defects,
including decreased levels of P450arom
expression in granulosa cells. Studies on
the Booroola sheep revealed a naturally

occurring point mutation in the BmprIB
gene, which is associated with increased
ovulation rate; however, the consequence
of this mutation on BMPRIB activity is cur-
rently unknown. This is especially relevant
since the phenotype of the BMPRIB de-
ficient mice is opposite to the phenotype
of the Booroola sheep, and may suggest
that the sheep model carries an activating
mutation of the BMPRIB.

In the adult rat ovary, MISRII mRNA
is found mainly in granulosa cells from
preantral and small antral follicles, but
primordial follicles seem to be deprived of
MISRII, which is not consistent with the
proposed role of MIS on the regulation
of primordial follicle recruitment. This
suggests that either MIS has a secondary
effect on primordial follicles or that
MIS signals through alternative pathways
where MISRII is not involved.

In the ovary, activin is probably the
most studied member of the TGF-β
superfamily. Studies with radiolabeled
activin revealed binding sites on rat
granulosa cells during all phases of the
ovarian cycle, as well as theca cells in
developing follicles. Consistent with this,
the expression of activin receptor mRNAs
has been detected in the ovaries at various
developmental stages (Table 4).

Tab. 4 Expression of activin receptor transcripts in the ovary.

Activin receptors Localization Species

Act RII Oocytes Rat, mouse
Granulosa cells Rat
Granulosa-luteal cells Human

Act RIIB Oocytes Mouse
Granulosa cells Human, rat

Act RIA (ALK-2) Oocytes Rat
Antral and preantral follicles Rat
Granulosa-luteal cells Human

Act RIB (ALK-4) Oocytes and cumulus cells Human, mouse
Granulosa-luteal cells Human
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Although inhibin is a potent regula-
tor of activin signaling, the presence
of inhibin-specific receptors capable of
activin-independent signaling has not
been identified. Recent studies, how-
ever, have indicated that betaglycan, a
membrane-bound proteoglycan originally
identified as the type III receptor for TGF-
β, can bind inhibin with high affinity
and can mediate inhibin functional an-
tagonism of activin signaling. Consistent
with this, expression of betaglycan and
its transcripts has been localized to differ-
ent regions of the rat reproductive axis,
in particular, to all cell types of the pitu-
itary, being greatest in the gonadotropes,
the target sites of inhibin in the endocrine
control of FSH. Moderate levels of betagly-
can mRNA were also detected in ovarian
granulosa cells with lower expression in
the thecal layer and the oocyte. In the
testes, betaglycan mRNA was observed in
the Leydig and tubule-specific germ cells.

2.4
Insulin-like Growth Factor (IGF) System

2.4.1 IGFs, IGF-binding Proteins (IGFBPs)
and IGF-receptors
IGF-I and IGF-II are single-chain polypep-
tides, which are structurally related to
insulin and play an important role in
growth and development. Both IGFs play
essential roles in developmental growth,
as demonstrated by gene knockout ex-
periments in mice. Deletion of the IGF-I
gene caused growth retardation, and most
animals died after birth. Those that sur-
vived are severely growth retarded with
developmental defects including impaired
ovarian follicular growth, suggesting that
IGF-I is critical for prenatal and postnatal
growth and development. In contrast, IGF-
II null mice were born small but showed
normal postnatal growth suggesting that

IGF-II might be primarily responsible for
intrauterine growth. IGF-I is synthesized
by a variety of cell types, and plays a role
in ovarian folliculogenesis by potentiat-
ing FSH-stimulated cAMP production (see
Sect. 2.2.2), aromatase activity, and LH re-
ceptor expression by granulosa cells.

The IGF system is composed of three dif-
ferent component systems – the two IGF
ligands (IGF-I and IGF-II), two receptors
(IGF-I or type I receptor, and IGF-II or
type II receptor), and six IGF-binding pro-
teins (IGFBP-1 to -6). In addition, there are
specific IGFBP proteases as well as IGFBP-
related proteins (IGFBPrP). Altogether,
these IGF system components determine
and modulate the net actions of IGFs in
target tissues.

2.4.2 Gene Structure and Expression in
the Ovary

IGF-1 and IGF-II The human IGF-1 gene
is located in chromosome 12 (Table 5),
and has six exons spanning 80 kb. Owing
to two alternative translation start sites in
exons 1 and 2, different mRNA species

Tab. 5 Chromosomal localization of
the human genes for the various IGF
components.

IGF components Chromosomal
localization

IGF-I 12q22-q23
IGF-II 11p15.5
IGF-R1 15q25-q26
IGF-RII 6q26
IGFBP-1 7p13-p12
IGFBP-2 2q33-q34
IGFBP-3 7p13-p12
IGFBP-4 17q12-q21.1
IGFBP-5 2q33-q36
IGFBP-6 12q13
ALS 16p13.3
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of 7.6, 1.3, and 1.1 kb are present in
different proportions in different tissues.
Although protein-coding sequences are
found in exons 3 and 4, alternative splicing
of exon 5 and 6 give rise to preproIGF-
IA and IGF-IB respectively. IGF-I mRNA
showed low and stage-specific expression
in the ovary, being detectable only in
the thecal cells of small antral follicles
but not in the dominant follicle. IGF-I
mRNA is absent is the granulosa cells
of both antral and dominant follicles.
Immunoreactive IGF-I, however, has been
found in follicular fluids, but at levels lower
than that present in peripheral plasma.
It is likely that the follicular fluid IGF-
I may be derived from the circulation
suggesting that circulating IGF-I may
regulate folliculogenesis in an endocrine
manner, rather than intraovarian IGF-I
acting locally.

The IGF-II gene is located in chromo-
some 11 contiguous to the insulin gene.
It has a complex structure comprising of
4 promoters, 9 exons, and 2 polyadeny-
lation sites, resulting in the expression
of multiple IGF-II mRNA transcripts of
6, 5.3, 5, 4.8, 2.2, and 1.8 kb. In addi-
tion, expression of the IGF-II gene also
showed transcriptional repression of the
maternal allele due to genomic imprinting.
Unlike IGF-I, IGF-II is the principal IGF
in human ovarian follicles. IGF-II mRNA
is expressed in the thecal cells of small
antral but not dominant follicles. Granu-
losa cells from dominant but not small
antral follicles expressed IGF-II mRNA.
This indicated that as the follicles devel-
oped, the source of IGF-II was switched
from thecal to granulosa cells. Expression
of the IGF-II mRNA in the granulosa
cells is regulated by gonadotropins and
cAMP analogs. Follicular fluid contains
immunoreactive IGF-II, at levels higher
than that present in peripheral plasma,

indicating the intraovarian source of IGF-
II. Since there appears to be a coordinate
regulation of IGF-II mRNA and the choles-
terol side chain cleavage enzyme, P450scc,
in human steroidogenic tissues, locally
produced IGF-II may regulate steroidoge-
nesis and the subsequent development of
the dominant follicles.

IGF-receptors Although most of the bio-
logical functions of IGF-I and IGF-II are
mediated by the type I IGF receptor, both
type I and type II receptors are expressed in
the ovary. The IGF-I receptor (type I) shows
ligand-dependent tyrosine kinase activity
and autophosphorylation, and has consid-
erable structural and functional similarity
to the insulin receptor but has higher affin-
ity for IGF-I and IGF-II than for insulin.
The signaling receptor is a heterotetramer
comprising two α- and two β-subunits,
and shows considerable overlap in signal
transduction events to that of the insulin
receptor including tyrosine phosphoryla-
tion of the β-subunits, interactions with
docking proteins like IRS and Shc, and
activation of PI-3 kinase and MAPK. Mice
lacking the IGF-I receptor gene are small
at birth and die shortly afterwards. Patients
with an allelic deficiency in the type I IGF
receptor gene show intrauterine and post-
natal growth restriction, indicating that
IGF-I is essential for embryonic growth.
In the ovary, type I receptor mRNA is ex-
pressed in the granulosa cells of both small
antral and dominant follicles, and is absent
in thecal cells.

In contrast, the type II receptor
(also known as the cation-independent
mannose-6-phosphate receptor) is a sin-
gle integral membrane protein, which can
interact with a diverse group of ligands
including peptide growth factors and lyso-
somal enzymes. It has a higher affinity
for IGF-II than IGF-I and does not bind
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insulin. Binding of IGF-II to the recep-
tor results in the rapid internalization of
IGF-II and its subsequent degradation by
the lysosomes. This degradative process
appears to be an important regulator of
IGF-II activity, since mice deficient in the
type II receptor show elevated IGF-II levels
and die in utero due to somatic overgrowth
and organ abnormalities suggestive of
overstimulation from the type I receptor.
Besides degrading IGF-II, recent studies
have indicated that the type II receptor may
have IGF-II-dependent signaling func-
tion through G protein–coupled receptor
pathways.

Unlike the type I receptor mRNA whose
expression is limited to the granulosa cells,
the type II receptor mRNA is expressed in
both the thecal and the granulosa cells
from both antral and dominant follicles.
The differential presence of both ligand
and receptor in the same cells suggested
that in small antral follicles, IGF-II could
act in an autocrine manner in thecal
cells, but not in granulosa cells. In the
dominant follicles, granulosa-derived IGF-
II can also act in an autocrine manner in
granulosa cells.

IGFBPs In plasma, almost all of the
IGFs circulate as high molecular weight
complexes. The majority of the IGFs are
present in a 150 kDa ternary complex
comprising one molecule each of IGF,
IGFBP-3 (the predominant IGFBP in
serum) or IGFBP-5, and an 85 kDa
glycoprotein, the acid-labile subunit (ALS).
Plasma also contains lower molecular
weight complexes of ∼50 kDa, which
are made up of several other IGFBP
species (IGFBP-1, -2, -4 and -6) that are
incompletely saturated with IGFs leaving
virtually no free IGFs in circulation. This
circulating source of IGFs, which has been
regarded as contributing to the endocrine

effects of IGFs, are largely determined by
growth hormone status.

In extravascular biological fluids, how-
ever, most IGFs are bound to the IGFBPs
as binary complexes since the ternary com-
plex is unable to cross the endothelial
barrier. IGFBPs function to determine the
bioavailability of the IGFs, and therefore
modulate its actions locally. The family of 6
IGFBPs (IGFBP-1 to -6) are structurally re-
lated to each other, and bind IGF-I and
IGF-II with high affinity but share no
homology with the IGF-receptors. These
proteins are encoded by different genes,
and have different biochemical and bio-
logical characteristics, which are due to
differences in their primary structure.

All IGFBPs except IGFBP-6 have been
found in the granulosa and thecal cells of
the ovary (Table 6). Levels of IGFBPs in
the follicular fluids vary depending on the
developmental stage of the follicle.

IGFBP-1: Though found at very low con-
centrations in adult serum, it is the
predominant IGFBP present in human
amniotic fluid. It has equal affinity for
both IGF-I and IGF-II, and is known to be
serine-phosphorylated to varying extents
depending on the tissue source. Dephos-
phorylated forms have a lower affinity for
IGF-I and are thought to potentiate IGF ac-
tions, whereas phosphorylated forms may
inhibit the mitogenic actions of IGFs.

The IGFBP-1 gene is located on human
chromosome 7p14-p12 where it is con-
tiguous in a tail-to-tail configuration with
that of IGFBP-3. The gene spans 5.2 kb
and has 4 exons which contain all the cod-
ing regions of the gene. In the human
ovary, IGFBP-1 is found only in the gran-
ulosa cells of dominant follicles, and is
not present in the theca or small antral
follicles. IGFBP-1 is also expressed in the
corpus luteum.
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Tab. 6 Expression of the various IGF components in the human female reproductive system. +
indicates detectables as mRNA transcripts, − indicates no mRNA transcripts were detected.

IGF components Endometrial cells Small anthral follicles Dominant follicles

Proliferative Secretory Thecal Granulosa Thecal Granulosa

IGF-I + + + − − −
IGF-II + + + − − +
IGF-R1 + + − + − +
IGF-RII + + + + + +
IGFBP-1 − + − − − +
IGFBP-2 + + + + + −
IGFBP-3 + + + − + +
IGFBP-4 + + + + + +
IGFBP-5 + + + + + +
IGFBP-6 + + − − − −

IGFBP-2: This is the most abundant
IGFBP in human fetal serum during mid-
gestation. The human IGFBP-2 gene con-
tains 4 exons, and maps to chromosome
2q33-q34. It spans ∼32 kb of chromoso-
mal DNA, with the first intron covering
about 27 kb in size. IGFBP-2 is expressed
in both the granulosa and thecal cells of
small antral follicles. In dominant follicles,
IGFBP-2 is expressed only in the thecal
cells, suggesting a developmental loss of
IGFBP-2 expression in the granulosa cells
as the follicles become dominant.

IGFBP-3: IGFBP-3 is the most abundant
circulating IGFBP in the postnatal animal.
Serum levels increase with postnatal age
to peak at puberty, reaching as high
as 4 µg mL−1. Most of the IGFBP-3
in circulation, when occupied by IGF-
I or IGF-II, are complexed with ALS to
form a 150 kDa ternary complex. IGFBP-
3 expression is transcriptionally regulated
by the growth hormone, and serum levels
of IGFBP-3 are dependent on the growth
hormone status. In the ovary, IGFBP-
3 expression is found in the theca of
all follicles, and the granulosa cells of
dominant follicles. The gene for IGFBP-3

maps to chromosome 7p12-p14, about
20 kb from the IGFBP-1 gene. The gene
spans 8.9 kb and contains 4 coding exons.

IGFBP-4: IGFBP-4 is predominantly ex-
pressed in the liver, which represents
the single largest source of IGFBP-4 in
the adult rat. It is one of the most
abundant IGFBP transcripts in the mid-
and late-gestational embryo, particularly in
mesodermally derived tissues like smooth
and striated muscles, lungs, liver, and to
a lesser extent, the heart. In the ovary,
IGFBP-4 is expressed in both the the-
cal and granulosa cells of all follicles,
and is a potent inhibitor of IGF-II and
FSH-stimulated steroidogenesis in granu-
losa cells.

IGFBP-5: In humans, IGFBP-5 circulates
at ∼15% of IGFBP-3 levels, and like
IGFBP-3, can also form ternary complexes
with ALS when bound to IGF-I or IGF-II.
IGFBP-5 is characterized by the presence
of the 18 cysteine residues conserved
among IGFBP-1 to -4, and lacks N-
glycosylation site or RGD sequence. It
contains a stretch of mostly basic amino
acid residues that may mediate the binding
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of IGFBP-5 to extracellular matrix and
glycosaminoglycans. The human IGFBP-
5 gene maps to region 2q33–34 of
chromosome 2, 20–40 kb from the IGFBP-
2 gene in a tail-to-tail orientation. Like
IGFBP-4, IGFBP-5 is expressed in the
theca and granulosa cells of all follicles.

IGFBP-6: In the endometrium, IGF-I ex-
pression is elevated during the estrogen-
dominated proliferative phase, whereas
IGF-II expression is elevated in secretory
endometrium. Type I and type II IGF
receptor mRNAs are both present in en-
dometrial stroma, but are relatively more
abundant in endometrial epithelium; nei-
ther show distinctive cyclical changes.

2.4.3 Roles of IGFs in Ovarian Function
IGF is an important growth factor that
plays both an endocrine and a paracrine
role in mammalian ovarian follicular de-
velopment, growth of dominant follicles,
and follicular atresia. IGF-I amplifies go-
nadotropin hormone actions through in-
creasing steroidogenesis by granulosa cells
and granulosa cell proliferation. Although
in humans, IGF-II is the predominant
endogenous IGF produced locally in the
ovary, its actions appear to be similar to
that of IGF-I. In granulosa cells, IGFs
promote basal estrogen secretion through
stimulation of aromatase activity and aro-
matase mRNA expression. IGFs can also
augment the FSH-stimulated estrogen and
progesterone secretion. In thecal cells,
IGFs also stimulate DNA synthesis and
can promote testosterone and androstene-
dione production.

The actions of IGFBP in the human
ovary appear to be similar to that seen
from studies using experimental animal
models. These actions of IGFBPs are
largely antagonistic toward IGFs, suggest-
ing that the predominant role of IGFBPs

is to sequester locally produced IGFs from
binding to the IGF-receptors. In this way,
IGFBPs can antagonize gonadotropin ac-
tions, and high intracellular IGFBP levels
can lead to follicle atresia.

2.5
Other Peptides/Enzymes

2.5.1 Endothelins
Endothelin was described originally as a
product of endothelial cells that had a
potent vasoconstrictor effect on vessels by
means of an action on the smooth muscle
cells. Subsequently, its sites of production
have expanded considerably to include
many epithelial cells in the pituitary,
ovary, endometrium, myometrium, and
placenta. The endothelins are a family
of three peptides (ET-1, ET-2, ET-3),
encoded by three separate mammalian
genes that are related to the gene for
sarafotoxin in snakes. Each isoform is
a 21-amino acid peptide, derived by
posttranslational processing from a larger
precursor peptide of around 200 amino
acids. The endothelin-converting enzymes
(designated ECE-1 and -2) that perform
these cleavages have been cloned, but
their specificities are still unclear. They
may, together with neutral endopeptidase,
be responsible for degradation of the
ETs. The ETs act through one of three
receptors (ETA, ETB, ETC), each of which
has been cloned. Each receptor has a
different affinity profile for the ETs, with
ETA binding preferentially to ET-1 and
predominating on smooth muscle cells of
blood vessels, whereas ETB binds both
ET-1 and ET-2 and has a wider cellular
distribution. It has been suggested that
the different receptor subtypes are coupled
to different transduction systems, since
such a relationship could explain the
pluripotent actions of ETs, which now
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include mitogenic and hormone-releasing
activities as well as vasoconstriction.

2.5.2 Oxytocin
The uterotonic and milk-ejecting activities
of the posterior pituitary and corpus lu-
teum of the ovary were first described at
the beginning of this century, but it was not
until the early 1950s that the activity was
identified as oxytocin, a cyclic nonapeptide.
It was discovered that oxytocin is released
by exocytosis of secretory granules, which
also contain a carrier protein called neu-
rophysin 1, which, with oxytocin forms
part of a larger precursor molecule. The
single-copy genes in all species are simi-
lar in structure and contain three exons,
with exon A encoding the signal peptide,
oxytocin and the amino-terminal region of
neurophysin (amino acids 1–9) and exons
B (amino acids 10–76) and C (amino acids
77–93) encoding the remainder of the
neurophysin. Complex posttranslational
processing of the precursor molecule by
exo- and endopeptidases, a carboxypep-
tidase B-like enzyme, and an amidation
enzyme gives rise to neurophysin and sev-
eral pre forms of oxytocin, which associate
with the neurophysin in the secretory gran-
ule before release from the cell.

The oxytocin gene is expressed in the
cell bodies of the supraoptic and paraven-
tricular nuclei of the hypothalamus of all
species, and the precursor is processed en
route along the axons of the median em-
inence and pituitary stalk to the storage
granules of the posterior pituitary. Oxy-
tocin released from this source is involved
in the milk ejection reflex and the stimula-
tion of uterine contractions.

The pregnant uterus is highly sensitive
to the uterotonic effects of oxytocin, and is
clinically used to induce labor. Expression
of oxytocin is found in the human amnion,
chorion, and decidua. Although there

appears to be no apparent increase in
oxytocin levels in the maternal plasma
or intrauterine tissues during the onset
of labor, there is a dramatic increase
in oxytocin receptor expression in the
myometrium, indicating that increased
uterine sensitivity to oxytocin at this stage
is due to changes in receptor levels.

Expression of the oxytocin gene in the
ovary, particularly the corpus luteum, is
well documented in ruminants, where it
is believed to play a role in inducing
the release of the uterine luteolysin
prostaglandin F2α, which is responsible
for regression of the corpus luteum of
an infertile cycle. Clear understanding is
lacking, however, of the level of expression
and production of oxytocin in the ovary of
other species, particularly humans, and its
physiological role.

A single class of receptor sites for
oxytocin has been characterized on the
principal target cells, smooth muscle of
the reproductive tract and myoepithelial
cells of the mammary gland, as well as
on the endometrium of sheep and hu-
mans. The human oxytocin receptor gene
cDNA has been cloned. It encodes a
388 amino acid–polypeptide with seven-
transmembrane domains typical of G pro-
tein–coupled receptors and is a member of
the arginine–vasopressin/oxytocin family
of receptors. The mRNA was found in two
sizes, 3.6 kb in breast and 4.4 kb in ovary,
uterine endometrium, and myometrium.
The levels of oxytocin receptor mRNA are
high in the myometrium, the maternally
derived decidual cells, and the chorionic
trophoblast cells at term, consistent with
its role in human labor. The oxytocin recep-
tor mRNA is also expressed in the sheep
uterus, particularly in the endometrium,
where oxytocin is responsible for releasing
prostaglandin F2α. In all these cases, ex-
pression of the oxytocin receptor mRNA is
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coincident with detection of the receptor
protein and binding activity.

2.5.3 Zona Pellucida Proteins
The zona pellucida or egg surface coat is a
transparent extracellular matrix surround-
ing mammalian oocytes, and is important
for successful folliculogenesis, to ensure
proper fertilization by the sperm, and to
protect the embryo as it moves along the
oviduct to the uterus before implantation.
The zona pellucida consists almost en-
tirely of three glycoproteins called ZP1,
-2, and -3. Mouse ZP2 (120 kDa) and ZP3
(83 kDa) are present as heterodimers along
the filaments that make up the extracellu-
lar coat of the egg, and the filaments are
interconnected by ZP1 (200 kDa), a dimer
of identical polypeptides held together by
disulfide bonds. ZP3 has been identified as
the primary sperm receptor on the mouse
egg. There is a 22 amino acid–signal se-
quence, and the mature protein contains
402 amino acids rich in proline, serine, and
threonine residues, as well as N- and O-
linked glycosylation sites that make up the
final molecular weight. ZP3 is encoded by
a single-copy 8.6 kb gene containing eight
exons; it yields a 1.5 kb mRNA, which is
expressed only in the oocyte. Maximum ex-
pression occurs during oocyte growth, with
levels falling and becoming undetectable
after fertilization.

Sperm binding to mouse eggs is an
example of carbohydrate-mediated cellu-
lar adhesion. Once bound, the sperm
undergoes the acrosome reaction, which
removes their egg-binding proteins; to
remain bound, the inner acrosomal mem-
brane of the sperm binds to ZP2, which
acts as a secondary receptor and allows
the sperm to penetrate the zona pellucida
and fuse with the egg plasma membrane.
Once fertilization has occurred, structural
changes in the zona pellucida ensure that

no more sperm bind and penetrate the
matrix, thereby preventing polyspermic
fertilization of the oocyte. The fertilized
embryo, prior to implantation, continues
to be surrounded by the zona pellucida,
which is critical for their survival and de-
velopment. Gene deletion studies in mice
confirmed the importance of the zona pel-
lucida proteins in folliculogenesis. ZP-1
deficient mice are fertile but showed re-
duced litter sizes due to early embryonic
lethality. ZP-2 and ZP-3 deficient mice are
infertile as early follicle development was
impaired.

2.5.4 Leukemia Inhibitory Factor
Leukemia inhibitory factor (LIF) is a
pleiotropic cytokine of the interleukin-6
family, and was initially identified by its
ability to inhibit the proliferation of a
myeloid leukemic cell line by inducing dif-
ferentiation. It is now known that the 45 to
56 kDa glycoprotein has multiple activities
including causing acute phase response
in hepatocytes; regulation of differenti-
ation and proliferation of hematopoietic
cell lines; remodeling bone; and regulat-
ing growth; and inhibiting differentiation
of embryonic stem cells, primordial germ
cells, adipocytes, and endothelial cells. In
adult mice, the highest expression of LIF
mRNA is found in the endometrial epithe-
lial cells, with the glandular expression of
LIF being regulated throughout the repro-
ductive cycle. Its expression is independent
of the presence of a blastocyst and occurs
transiently in response to a rise in E2 on
day 4 of pregnancy, just prior to implanta-
tion. This transient expression of LIF was
shown to be essential for implantation as
shown by transgenic mice lacking LIF ex-
pression. These animals conceive, but the
blastocysts fail to implant and develop, al-
though the blastocysts remain viable and
will develop to term if transferred to a
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wild-type female. In human and primates,
LIF is expressed in the endometrium in a
menstrual cycle-dependent manner, with
maximal expression observed at the time
of implantation. Expression of LIF is local-
ized to the glandular and luminal epithelial
cells. LIF mRNA is absent or occurs at low
levels during the proliferative or preovu-
latory phase. LIF is also expressed by the
endothelial cells of the fallopian tube.

2.5.5 Tissue Remodeling Enzymes
The ovary and the uterus are unique
among organs in having regular cyclic
remodeling of the tissues. In the ovary,
this involves the processes of ovulation
(development of the follicles progress-
ing through to oocyte extrusion), and the
formation and regression of the corpus
luteum (Fig. 2). In the uterus, there is
the sloughing and regeneration of the
endometrium at menstruation, tissue re-
modeling at implantation, preparation of
the uterus and cervix for birth, and their
reconstruction after birth. A major part of
this process involves degradation of the
extracellular matrix (ECM) by matrix met-
alloproteinases, which together with their
associated inhibitors (serum macroglobu-
lins, and TIMPS, tissue inhibitors of metal-
loproteinases) act coordinately to regulate
the site and extent of connective tissue
remodeling. The ECM is a protein net-
work that consists of either an interstitial,
collagen-rich, ground substance housing
the stromal–interstitial cells, or the base-
ment membrane underlying epithelial and
stromal cells. Each has a characteristic
composition that determines the type of
MMP responsible for its degradation. For
example, MMP-1, previously known as
tissue collagenase, breaks down intersti-
tial ECM, whereas MMP-2 and -9, which
are gelatinases, are specific for the base-
ment membrane ECM, which contains

collagen IV, laminin, and fibronectin. The
MMPs are neutral zinc proteinases that
are secreted as latent zymogens requir-
ing proteolysis for activation. The in vivo
mechanisms of activation are not known
but are thought to involve specific pro-
teases, including plasmin and some of
the MMPs themselves and an interaction
with growth factors and cytokines such as
tumor necrosis factor α (TNF-α), EGF, ba-
sic fibroblast growth factor (bFGF), TGF-β
and interleukin-1 (IL-1), which are often
found in association with the ECM.

The MMPs required for degrading in-
terstitial and basement membrane ECM,
and their inhibitors, can be found in
the uterus and the ovary. Potential func-
tions of MMPs in the uterus include
angiogenesis, implantation, endometrial
remodeling and menstruation, activation
of growth factors such as FGF and the
colony-stimulating factors (CSF) by releas-
ing them from the ECM, preparation of the
cervix for birth, and collagenolysis in the
myometrium after birth. In the ovary, the
process of ovulation requires breakdown
by MMPs of both interstitial (by MMP-1)
and basement membrane ECM (by MMP-
2 and MMP-9) to allow release of the egg
from the follicle. MMPs are also likely to
be involved in the extensive angiogenesis
and tissue remodeling that accompanies
the formation of the corpus luteum from
the recently ruptured follicle.

3
Pathophysiological Considerations

3.1
Genetic Defects

A number of genetic defects have been
identified, which have helped to define the
role of several hormones and pathways
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in the female reproductive system. Some
examples are given in this section.

Pulsatile GnRH from the hypothalamus
acts on the GnRH receptor on the pituitary
gonadotropes to regulate gonadotropin
gene synthesis, hormone synthesis, and
secretion. Any mutations that affect the
proper functioning of this hypothalamic-
pituitary axis will therefore impinge upon
the reproductive physiology of the indi-
viduals concerned. Two known genetic
diseases have the phenotype of loss of
GnRH gene expression. The hpg mouse is
infertile as a result of a lack of GnRH se-
cretion from the hypothalamus due to the
deletion of the GnRH gene. Transgenic in-
sertion of a normal GnRH gene can restore
reproductive function in these mice. In
humans, however, individuals exhibiting a
similar phenotype, hypogonadotropic hy-
pogonadism, have impaired GnRH secre-
tion despite having a normal GnRH gene.
These individuals possess mutations that
affect other genes that are important in the
various levels of GnRH expression, synthe-
sis, and actions. For example, individuals
with Kallman’s syndrome have infertility,
which is associated with anosmia. The
defect in Kallman’s patients is due to an X-
linked defect that arrests the migration of
GnRH neurons from the olfactory placode
to the hypothalamus during fetal develop-
ment, such that in the adult there are no
GnRH neurons in the hypothalamus. The
KAL gene is located at Xp22.3 and encodes
a neural adhesion molecule with struc-
tural similarities to neural cell adhesion
molecule (NCAM). Mutations in the genes
that are important for transcription factors
(such as SF-1, Dax) and for gonadotrope
development, GnRH biosynthesis (PC-1
mutations causing abnormal processing of
GnRH), or function (GnRHR mutation af-
fecting GnRH action at the receptor level),
cause varying degrees of hypogonadotropic

hypogonadism. Interestingly, specific mu-
tations of the human GnRH gene have not
been found.

The gonadotropins, LH and FSH, are
heterodimeric hormones containing a
common α-subunit noncovalently bound
to a hormone-specific β-subunit. Women
with either homozygous or heterozygous
mutations in the FSHβ gene have de-
layed puberty and primary amenorrhea.
Although serum FSH was not detectable,
serum LH was elevated, and treatment
with exogenous FSH restores folliculogen-
esis, ovulation, and fertility, confirming the
importance of FSH in antral development
and granulosa cell steroidogenesis.

In familial male precocious puberty,
an autosomal dominant, male-limited,
gonadotropin-independent disorder, af-
fected males begin puberty as young as
age 4. The genetic defect leading to this
syndrome has been shown to be due to a
single base change in the LH receptor that
results in an amino acid substitution in
the sixth transmembrane domain, which
in turn leads to constitutive activation of
the receptor. Thus, cyclic AMP production
is increased in the absence of LH, trig-
gering Leydig cell activity and testosterone
production. A similar syndrome is testo-
toxicosis, which also results in precocious
puberty. The defect in this case is in the
LH receptor linked G-protein Gsα, which
activates adenylyl cyclase. A single base
mutation again results in an amino acid
substitution, causing constitutively acti-
vated Gsα, which elevates adenylyl cyclase
and thus cAMP in the testis. This muta-
tion, however, also results in resistance to
hormones that activate cAMP (parathyroid
hormone and TSH), and these two dis-
parate effects are attributed to the mutated
Gsα protein, which is unstable at 37 ◦C
but retains function at the lower temper-
ature of the testis. Both these syndromes
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show a male-limited pattern of inheritance,
probably because LH is sufficient to trig-
ger production of testosterone in males,
but both LH and FSH are necessary to
trigger steroidogenesis in the ovary. Thus,
constitutive activation of the LH receptor
alone would not be sufficient to trigger
precocious puberty in females.

McCune–Albright syndrome is charac-
terized by polyostotic fibrous dysplasia,
café au lait pigmentation of the skin, and
multiple endocrinopathies, including pre-
cocious sexual development. The genetic
defect in this syndrome is an activating
mutation in the Gsα protein. This syn-
drome exhibits sporadic occurrence and is
believed to be due to a dominant somatic
mutation that occurs early in development,
resulting in precocious puberty in both
males and females, with females having
luteinized follicular cells in the ovary at a
very young age.

The importance of estrogen for normal
development has been demonstrated in
patients with genetic defects in the gene
for P450arom, the key enzyme that cat-
alyzes the conversion of testosterone to
estradiol, androstenedione to estrone, and
16α-hydroxylated dehydroepiandrosterone
to estriol. In females, absence of estro-
gen gives rise to ambiguous genitalia,
and patients have hypergonadotropic hy-
pogonadism at puberty, fail to develop
secondary sexual characteristics, and ex-
hibit progressive virilization. This demon-
strates that estrogen is essential in the
female for normal development of sec-
ondary sexual characteristics, including
a pubertal growth spurt. Affected males
have normal male sexual differentiation
and pubertal maturation, but are tall with
eunuchoid proportions. They exhibit con-
tinued linear growth into adulthood, and
have unfused epiphysis, and osteoporo-
sis due to estrogen deficiency. Although

estrogen was shown to be essential for
normal sperm production and function in
mice, its role in fertility is not clear in
men. These cases demonstrate that estro-
gen is important in both sexes for normal
skeletal growth and development, and are
supported by studies of transgenic mice
lacking the P450arom gene.

3.2
FSH Isoforms and Infertility

There is now substantial data showing that
pituitary and serum LH and FSH exist as
structurally heterogeneous isoforms, and
not as uniform structures. Variation in
carbohydrate structure, particularly sialic
acid content, accounts for most of this
heterogeneity. Other factors (e.g. sulfation,
phosphorylation, other modifications to
the carbohydrate structure) are possible.

The population of isoforms can change
according to the sex and endocrine status
of the animal, involving mechanisms that
are not understood. For example, human
pituitary FSH isoforms are either larger
and/or more acidic, with a longer half-
life in the male than in the female. The
physiological significance of changes in
the relative proportions of FSH isoforms
is more readily understood in terms of
their differences in clearance rates than
any difference in their intrinsic (in vitro)
biological activity. It is not clear whether
differences in the isoform profiles of
gonadotropins in individuals are reflected
in the subjects’ fertility or infertility.

3.3
Reproductive Tumors and Inhibin

After the isolation and characterization
of inhibin and development of radioim-
munoassays, there have been several
reports of elevated levels of inhibin
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immunoactivity in the serum of patients
with granulosa cell tumors of the ovary.
Because inhibin is normally undetectable
in the serum of postmenopausal women,
the potential value of the peptide as a
tumor marker is particularly significant
in women without endogenous ovarian
function. A number of studies have now
indicated that in women with granulosa
cell tumors, all forms of inhibin are in-
creased, with the increase in either total
serum inhibins or inhibin B being the
most consistently elevated. While total
serum immunoreactive inhibin is elevated
in 100% of patients with granulosa cell
tumors, inhibin B is elevated only in 89 to
100% of cases, and pro α-C in 90%, with
inhibin A showing the greatest variability
in their predictive value. Total serum im-
munoreactive inhibin is elevated in more
than 80% of postmenopausal patients with
mucinous carcinomas of the ovary, in 17%
of patients with serous carcinomas, and in
17% of patients with clear cell carcinomas
of the ovary. The nature of the inhibin
product appears to vary with the type of tu-
mor. Serum FSH levels vary inversely with
inhibin levels in granulosa tumors, consis-
tent with production of biologically active,
dimeric inhibin. In mucinous tumors, on
the other hand, FSH levels were gener-
ally high despite elevated inhibin, raising
the possibility that in these tumors, the
biologically inactive inhibin α-subunit pre-
cursor is the major product. Alternatively,
the mucinous tumors may overproduce ac-
tivin, a dimer of the β-subunits, which has
FSH-stimulating activity. These data also
suggest that expression of the three inhibin
genes, α, βA, and βB, and the subsequent
posttranslational processing and assembly
of the subunits are regulated differently in
the different tumors.

It is of interest in this regard that 70
of 71 transgenic mice with a deletion

of the α-inhibin gene developed gonadal
tumors, leading the authors to conclude
that the inhibin α may be a tumor
suppressor gene. An alternative hypothesis
is that in the absence of inhibin α,
activin is over-expressed and could be the
agent responsible for tumor development.
Whatever the explanation, the data are
difficult to reconcile with the reports of
elevated inhibin levels in patients with
ovarian cancer, necessitating new concepts
regarding the pathogenesis of ovarian
tumors and their treatment.

Inhibin is also a product of the pla-
centa, leading to the suggestion that it may
be a useful marker of trophoblastic dis-
eases, particularly hydatidiform mole, as
an adjunct to the measurement of intact
chorionic gonadotropin. Preliminary data
support the potential of inhibin measure-
ments for detecting molar pregnancies,
where levels are elevated in comparison to
those at the appropriate stage of normal
pregnancy, but more data are needed.

4
Perspectives

Significant advances have been made in
our understanding of the regulation of
the female reproductive system in recent
years, primarily in the areas of autocrine
and paracrine regulation, and in the
receptor and second-messenger systems,
which subserve the actions of hormones
and local regulators. Nevertheless, caution
should be exercised in interpreting the
available information. The existence of
some of the putative local regulators is
based on the detection of expression of
the mRNA and protein in situ or in vitro.
Their production and physiological role
in vivo is less certain in many cases.
Attempts to rectify this deficiency (e.g.
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by using mice with gene deletions) have
not always provided a clear indication
of physiological roles, partly because of
the possible substitution or compensation
of one regulator for another in these
circumstances.

The second-messenger systems that
serve the pleiotropic actions of many
of the hormones and regulators are not
well understood, particularly where one
hormone can have multiple effects on
the same cell. There is still much to be
learned about the transcription factors
that link the hormone action to the
gene and the mechanisms by which
these factors regulate the genes. We now
know from the example of the TGF-
β receptors that association of different
receptor subtypes can lead to different
affinities for the ligands, which is another
point at which regulation could occur.
Until recently, there has been a tendency
to overlook the importance of binding
proteins and metabolizing enzymes in
determining the local concentrations of
biologically active hormones or factors;
the molecular mechanisms controlling
these substances are now under active
investigation.

In addition to the reservations just noted,
there are a number of key processes in
the female reproductive system that we
still do not understand. They include the
following:

• The nature and regulation of the GnRH
pulse generator

• The balance between endocrine and
paracrine regulation of cells

• Control of reinitiation of growth and
atresia of ovarian follicles

• Mechanisms controlling menstruation
and implantation

• Immune responses to pregnancy.

Molecular approaches will play a major
part in solving these inadequacies.

See also Genetics, Molecular Basis
of; Male Reproductive System.
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� A flow cytometer measures between one and thirteen or more parameters on single
cells. The flow system is used to deliver cells to the point of measurement. In most
instruments, the cells are interrogated by laser light. Measurements are made of
scattered light and of fluorescence, either from the cells or, more commonly, from
labelled probes. Sub-populations of cells may also be physically sorted for further
study. The article briefly describes the main attributes of the technology and its
applications in clinical areas and in mammalian biology.
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1
Introduction

Flow cytometry is widely used in fields as
diverse as immunology, hematology, cell
biology, marine biology, and microbiology.
As its name implies, it is a technique
for measuring cells in a flow system.
Its most important features are that it
makes measurements on single cells, it
records between 2 and 13 parameters
per cell depending on the instrument,
and it can measure thousands of cells
a second. These features enable the
analysis of subpopulations, in particular,
subsets with a frequency as low as 1
in 104 can be enumerated. Additionally,
some instruments are capable of sorting
subpopulations of cells with a purity of
99%. In addition to cells, other particles,
such as nuclei, chromosomes or small
beads, can also be studied.

The disadvantage of the technique is
that it requires a suspension of single
cells, which can be difficult to obtain from
solid tissues, and, while the flow cytometer
can measure the amount of an entity in
a cell, it cannot measure its intracellular
distribution.

I have previously published a succinct
description of flow cytometry and its
applications. Other, longer, introductory
books as well as books that describe
protocols for many applications of flow
cytometry are also available.

2
The Instrument

2.1
The Flow Chamber

The flow chamber lies at the heart of the
instrument. In it, cells are injected into a

stream of either water or saline solution
(called the sheath fluid). The sample stream
is thereby hydrodynamically focused so
that single cells are delivered to a defined
point at which a light beam is focused
(Fig. 1). The light source is usually a laser,
although some, mainly older instruments,
use an arc lamp. As cells pass through
the laser beam, they will scatter light
and may also fluoresce. While strong
autofluorescence may be observed in some
cells, particularly marine algae, cells are
usually labeled with one or more of a
variety of fluorescent markers.

Most instruments will collect light scat-
tered by the cells in a narrow angle in a
forward direction (forward scattered light,
FS) and also light scattered at right angles
to the laser beam (side scatter, SS). Flu-
orescences are collected and separated by
optical filters into different wavelengths.
Typically, four fluorescent parameters can
be acquired, although in some instru-
ments, this can be as many as eleven.

There are two basic designs of flow
chamber in general use; the cuvette flow
chamber and the ‘‘jet-in-air’’ or ‘‘stream-in-
air.’’ The latter is only used in instruments
that can physically sort cells (see Sect. 3.4
below).

In the cuvette chamber, the interroga-
tion point, at which the laser beam is
focused on the sample, is inside the cham-
ber (Fig. 1). In an analyzer, the sheath
and sample streams are taken to waste
in a fully enclosed system; in a cell
sorter, the stream emerges into the open
air. In a ‘‘stream-in-air’’ chamber, the
interrogation point is immediately out-
side the chamber. While this system has
advantages for cell sorting, it has in-
ferior optical properties. The airstream
interface scatters light, which has to be
partially blocked by an additional obscura-
tion bar fitted in front of the lens used
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Fig. 1 Diagrammatic representation of a flow chamber. (See color plate p. xxiv.)

to collect fluorescent light at right an-
gles to the laser beam. Because it is
less efficient, it requires a laser of higher
power.

2.2
Fluidics

The sheath fluid is normally forced
through the flow chamber under pressure.
The sample is usually injected into the
sheath stream by applying a difference in
pressure between sample and sheath fluid
containers. The difference will control
the volume flow rate of the sample.
Alternatively, it may be injected into the
stream using a motor connected to the
piston of a syringe. The flow rate of the
sample is then controlled by changing the
speed of the motor. With this arrangement,
a predefined volume of sample can be
used, which enables absolute cell counting.

2.3
Light Source

Lasers are the preferred light source
because they produce a single wavelength
of high intensity. Nearly all instruments
are fitted with an argon-ion laser, which
gives blue light at 488 nm – a convenient
wavelength for exciting the commonly
used fluorochrome, fluorescein. Bench-
top instruments are usually fitted with an
air-cooled laser producing about 15-mW
power. ‘‘Stream-in-air’’ sorters need more
powerful lasers, frequently water-cooled,
which have the advantage that they can, if
required, be tuned to other wavelengths.

A second or third laser may be fitted so
that cells can be excited at more than one
wavelength. The choice depends on the
applications; often a He–Ne laser giving
red light at 630 nm is installed. A third
laser will be selected to give UV, for
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example, a He−Cd laser with an output
at 325 nm. A wide range of solid state
lasers are now available giving light at, for
example, 405, 488, 530, or 635 nm.

2.4
Optics

The optical layout of typical flow cytometer
is shown in Fig. 2.

Laser light is focused onto the point of
measurement by a lens or lenses generally
designed to give an elliptical laser spot.
A blocker, or an obscuration bar is fitted
behind the flow cell to block the laser beam.
A light detector (such as a PIN diode) is
positioned behind the obscuration bar to
detect light scattered over a narrow angle
in the forward direction.

Fluorescent and scattered light is col-
lected at right angles to the laser beam and
focused onto a series of photomultipliers
(PMTs). Light of different wavelengths is
selected using a series of dichroic and
barrier (bandpass) optical filters. In the ar-
rangement shown in Fig. 2, the dichroic
filters are long pass filters, that is, they

reflect light below a certain wavelength
and pass light above that wavelength.

2.5
Signal Processing

Until recently, the signals from the PMTs
were amplified and processed electroni-
cally before passing through analog-to-
digital (ADC) converters, the digital signals
being passed to a computer for data analy-
sis. The trend now is to convert at an early
stage and to manipulate the signals digi-
tally. Using analog electronics, the signal
is amplified in either a linear or logarith-
mic amplifier; using digital electronics, the
amplified signal is presented on either a
linear or a logarithmic scale. The signal
may also be processed to output the width
of the signal generated on the PMT, its
height or the total integrated signal (area).

A threshold is set on the output voltage
of one (or possibly two) of the measured
parameters so that only signals above
a certain limit are processed; this is
sometimes referred to as the discriminator
setting. The threshold, which is set by

Laser

Dichroic mirror

Lens

Barrier filter

Photomultiplier

FS detector

Obscuration bar Flow cell

1

2

3

4

Fig. 2 The optical layout of a typical flow cytometer. Using an argon-
ion laser emitting light at 488 nm, the optical components could be
as follows: (1) Dichroic selecting light <500 nm; blue bandpass
(488 nm). (2) Dichroic selecting light <540 nm; green bandpass
(520 nm). (3) Dichroic selecting light <595 nm; orange bandpass
(575 nm). (4) Dichroic selecting light <640 nm; red bandpass
(620 nm) Final filter: long pass >650 nm. (See color plate p. xxiv.)
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the operator, ensures that the instrument
processes signals from cells (or other
particles under study) and not from small
debris or noise in the system.

3
Measurement

3.1
Light Scatter

Light scattered by particles as they pass
through the laser beam is measured over
a narrow angle in a forward direction
(forward angle light scatter, FS) and also
at right angles to the laser beam (side
scatter, SS). The intensity of scatter is
proportional to the size, shape and optical
homogeneity of cells (or other particles); it
is strongly dependent on the angle over
which it is measured. Forward scatter
may show variation between different
flow cytometers reflecting the different
geometry of the instruments.

Forward scatter tends to be more
sensitive to the size and surface properties
and can be used to distinguish live from
dead cells while side scatter tends to be
more sensitive to inclusions within cells
and can be used to distinguish granulated
from nongranulated cells.

3.2
Fluorescence

In instruments fitted with a laser giving
blue light at 488 nm, the filter set will
usually be selected to observe fluorescence
from fluorescein (512 nm), phycoerythrin
(PE) (560 nm) and either phycoerythrin-
cyanine5 (PC5, 670 nm) or peridinin-
chlorophyll (PerCP, 675 nm), these be-
ing the fluorochromes most frequently
used for immunofluorescence work. In
instruments with more than one laser and

more detectors, up to 11 different fluores-
cences can be measured. There is a wide
range of other fluorescent probes available
(see, for example, the Molecular Probes
catalogue). They are usually selected for
use with one of the standard optical filters;
for certain probes, specific filter sets may
be required.

Most fluorochromes emit light over a
wide spectral range. Consequently, light
from one fluorochrome will be detected
on more than one PMT. For example, light
from fluorescein is selected using a green
filter and from PE using an orange filter.
However, the emission from fluorescein
has an orange component, which will give
a signal on the PE detector. This spectral
overlap can confuse the interpretation of
the data and has to be corrected. The
compensation parameters can either be set
up in the instrument, so that compensated
data is recorded, or the data can be
compensated post-analysis using software.
While electronic compensation is adequate
if up to four fluorescent parameters are
being measured, compensation for larger
numbers of fluorescent parameters is best
handled digitally, either in real time or
off-line.

3.3
Data Processing

Because of the large number of parameters
collected on, perhaps, 20 000 cells, it is
difficult to visualize correlations between
the parameters. The strategy adopted for
the analysis of multiparameter data is
to use ‘‘gating.’’ Two parameters are
displayed in a correlated dot plot (often
called a cytogram). A region is generated
around a cluster of cells of interest; this
region acts as a ‘‘gate.’’ Another cytogram
is generated from two other parameters
and the computer is instructed to display
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only those events that fall in the gate set
on the first cytogram (see Fig. 3).

3.4
Cell Sorting

Some flow cytometers are able to sort
selected subsets of cells. There are two

types of cell sorters, piezo-electric and
charged droplet.

The piezo-electric sorters separate cells
mechanically. When a desired cell is
detected, voltage is applied to a piezo-
electric device, which deflects the cell into
a collecting chamber. These sorters are
relatively inexpensive, simple to operate
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Fig. 3 Display of typical flow cytometric data.
Peripheral blood leucocytes were labeled with
antibodies to the cell surface antigens, CD3
(labeled with PE-cyanine5), CD4 (PE), CD8
(PE-Texas Red) and CD45 (fluorescein).
(a) Initially, a cytogram of side scatter versus the
pan leucocyte marker, CD45, was generated.
Four clusters of cells are evident, cluster G is
from granulocytes, M from monocytes, L from
lymphocytes and R from residual red cells. A

region (R1) was drawn around the lymphocytes.
This was used as a gate set on subsequent
cytograms. (b) Shows a cytogram of CD3 versus
CD19 fluorescence of the lymphocytes only,
identifying the T cells and B cells respectively.
(c) Cytogram C has been gated on R1 and R2
and shows the T-cell subsets identified by CD4
and CD8. Data recorded on a Beckman Coulter
XL using an argon-ion laser at 488 nm.
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and slow (maximum sort rate is 300
cells s−1). The sorted sample is always
highly diluted, being mixed with a large
amount of sheath fluid.

In charged droplet cell sorting, the
stream from the flow cell emerges into

the open air. The sheath fluid contains
saline so that it is conductive. The flow
cell is vibrated by a piezo-electric device,
typically at 30 Hz, breaking the stream
into well-defined droplets. When a cell
to be sorted is in the next droplet to
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Waste

+ 5000 V

Interrogation
point (laser)

Sorter
control

Droplet
break-off
point

+
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−
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−
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Fig. 4 A droplet deflection cell
sorter.
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be formed, the flow cell and stream is
momentarily charged, thereby charging
that droplet. The droplets pass through
a pair of high voltage plates, charged
droplets being deflected into the collecting
vessels (Fig. 4).

The sorter has to be calibrated so that de-
lay time between the cell passing through
the laser beam (and being analyzed) and
a droplet being formed is known to the
computer, which will trigger the charge
pulse at the appropriate moment. The con-
ditions must be stable throughout the sort
so that droplet delay time does not change.
On modern machines, the instrument can
monitor the position of the droplet break-
off and automatically correct any minor
variation.

The original charged droplet cell
sorters could sort cells at speeds up to
5000 cells s−1. The modern instruments
sort at, at least, 15 000 cells s−1; some
machines can run at 50 000 cells s−1.
Despite the increase in speed, flow
cytometric cell sorters give a low
yield compared to bulk methods, such
as immunomagnetic separation. If the
concentration of the subpopulation to
be sorted is 10%, at a flow rate of
10 000 cells s−1 and allowing for some
losses through rejection of coincidences,
the maximum number of cells collected
will be about 3.106 h−1. The major
advantage is that the purity is high (>98%)
and the sort decision can be based on
a multiparametric analysis so that small
subpopulations can be purified.

4
General Applications of Flow Cytometry

There are a wide variety of applications
of flow cytometry in most aspects of cell
biology. Table 1 lists the most important.

Tab. 1 Applications of flow cytometry.

Basic analysis
Immunofluorescence analysis
Cell surface markers
Intracellular and nuclear proteins
DNA content
Cell cycle analysis
Ploidy analysis
RNA content
Protein content

Measurement of functional parameters
Intracellular calcium ions
Intracellular pH
Intracellular glutathione
Membrane permeability
Membrane potential

including mitochondrial membrane potential
Measuring oxidative burst

Specific topics
Cell sorting
Immunophenotyping
Analysis of cell proliferation
Analysis of cell death
Monitoring fusion of cells
Measurement of drug uptake
Analyzing and sorting chromosomes
Kinetic analysis of intracellular enzymes
Tracking cells in vivo
Observing binding and endocytosis of ligands
Monitoring electropermeabilization
Gene tracking using fluorescent proteins
Microbead assays

4.1
Immunofluorescence

This is the most widespread application
of the technology. Any protein associated
with a cell can be measured if a suitable
antibody is available and if there are
sufficient molecules present. The most
commonly measured proteins, particularly
in clinical laboratories, are those associated
with leucocyte differentiation, the so-
called, CD antigens, most of which are
found on the surface of cells.

After fixing or permeabilizing cells, in-
tracellular proteins can also be measured.
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A variety of companies supply antibodies
to most of the antigens of interest in rou-
tine clinical applications and for clinical
and biological research. These antibodies
are supplied labeled with different fluo-
rochromes so that combinations can be
selected to allow the simultaneous mea-
surement of several proteins. Multicolor
immunophenotypic analysis can reveal
new, previously unrecognized, subsets of
cells giving new insights into immunology
and into the pathogenesis of diseases of
the immune system, including cancer.

Fluorescence resonance energy transfer
(FRET) is used in several applications
in flow cytometry. If two fluorophores
are sufficiently close to one another,
energy may be transferred from one
to the other. New fluorochromes for
immunofluorescence have been made
utilizing this principle. For example, if a
conjugate of cyanine 5 and phycoerythrin
(PE) is exposed to blue light, the PE
will absorb the light, pass its energy
to the cyanine, which fluoresces. The
fluorescence is shifted from orange (PE
alone) to red (cyanine 5). The principle
can be applied to observe the interaction
of two proteins on the surface of cells.
Antibody to one protein is labeled with

a donor dye, antibody to the other with
an acceptor dye. When the proteins come
into close contact, the fluorescence of the
donor decreases while that of the acceptor
increases.

4.2
Measurement of DNA

Measurement of the DNA content of cells
gives information about the DNA ploidy
and the cell cycle. There are several com-
pounds whose fluorescence increases on
binding to DNA and which bind stoichio-
metrically. The most commonly used of
these is propidium iodide (PI), which is
excited by blue light and fluoresces red.

Examples of DNA histograms are shown
in Fig. 5. In order to estimate the percent-
age of cells in the G0/G1, S, and G2/M
phases of the cell cycle, the overlap be-
tween G1 and early S and between G2 and
late S has to be resolved. This is generally
accomplished by a computer program that
attempts to model the DNA histogram.

DNA measurement can be combined
with immunofluorescence measurements
(Fig. 6). If several immunofluorescent pa-
rameters are to be measured, PI may
cause a problem because its fluorescence
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Fig. 5 DNA histograms. (a) Murine leukemic cell line. Cells were fixed in 70% ethanol,
suspended in phosphate-buffered saline and stained with PI. The phases of the cell cycle are
labeled. (b) Nuclei extracted from a formalin-fixed, paraffin-embedded biopsy of a breast
carcinoma. D, diploid cells; A, aneuploid tumor cells, with the phases of the cell cycle labeled.
Data recorded on a Beckman Coulter Elite using an argon-ion laser at 488 nm.
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Fig. 6 Immunofluorescence and DNA measurement combined. Ascitic cells from a
patient with ovarian carcinoma. The cells were labeled with anti-folate receptor-FITC,
anti-vimentin-PE and PI. Note that there are both diploid and aneuploid cells present.
(a) The diploid cells are leucocytes, which express vimentin (b) while the
vimentin-negative ovarian carcinoma cells express folate receptor. Data, supplied by
Willem Corver, University of Leiden, was recorded on a BD FACScan using an argon-ion
laser at 488 nm.

spectrum overlaps strongly with com-
monly used fluorochromes, such as phy-
coerythrin and phycoerythrin-cyanine 5.
Depending on which lasers are available,
alternative dyes are often used; for exam-
ple, a bis-benzimadazole, such as Hoechst
33342, which is excited by UV to give
blue fluorescence, or the anthraquinone,
DRAQ5, which fluoresces a deep red
(700 nm).

4.3
Other Flow Cytometric Methods

4.3.1 Measuring Enzyme Kinetics
An enzyme substrate can be linked to a
fluorescent molecule to give a nonfluores-
cent compound. The action of the enzyme
will release the substrate leaving a fluores-
cent compound. Fluorophores, which have
been used in this application, include flu-
orescein and rhodamine 110. Generally,
this method will only give a crude esti-
mate of enzyme activity since the kinetics
of the reaction can be affected by the rate

of diffusion of the complex into the cell,
the rate of diffusion of the fluorophore out
the cell and the released substrate out of
the cell, and compartmentalization within
the cell.

This approach has been adapted to en-
able charged compounds to be loaded into
cells. For example, the calcium indicator,
indo-1, is loaded into the cell by incubation
with the acetoxymethyl ester. In the cell, es-
terases remove the acetoxymethyl groups
leaving the fluorescent indo-1, which, be-
ing charged, remains trapped in the cell.

4.3.2 Following Changes in Membrane
Potential
There are several lipophilic dyes that parti-
tion between the cell and the surrounding
medium according to the plasma mem-
brane potential. Of particular use are a
series of oxonol dyes which, depending
on their substituents, have different wave-
lengths of excitation and emission.

Many cyanine dyes, such as dicya-
nine, 3′,3′-dihexyloxacarbocyanine have a
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positive charge and are taken up by the
mitochondria and the strength of their
fluorescence within the cell reflects the
mitochondrial membrane potential. One
of the cyanine dyes, abbreviated to JC-1,
exists as a green fluorescent monomer
at low concentrations and at low mem-
brane potential. At high concentrations
or higher membrane potential, it forms
red-fluorescent aggregates. The dye can
be excited at 488 nm and changes in mi-
tochondrial membrane potential can be
followed by measuring the ratio between
green and red fluorescence.

4.3.3 Intracellular Calcium Ions
Ca2+ has an important role in cell signal-
ing. The calcium indicator, indo-1, which
is excited by UV, has a fluorescence emis-
sion maximum of about 490 nm in the
absence of Ca2+; in the presence of 1 mM
Ca2+, the emission maximum is about
410 nm. Changes in the concentration of
intracellular Ca2+ are recorded by observ-
ing fluorescence at 400 and 520 nm and
measuring the ratio between the two fluo-
rescences.

Other dyes, which are sensitive to Ca2+
and can be excited by blue light, are fluo-3
and Fura Red. Ca2+ concentration does
not affect the emission wavelength, just
the intensity of emission so that these
indicators cannot be used to measure
changes in Ca2+ on a cell-by-cell basis;
only the overall changes in a population
of cells.

4.3.4 Intracellular pH
There are several compounds that
can be used to measure intracellular
pH; the most useful is SemiNaph-
thoFluorescein (SNARF-1), usually used
as the carboxy-derivative. Under acidic
conditions, carboxy-SNARF-1 fluoresces

yellow-orange (580 nm), under alkaline
conditions, it fluoresces red (640 nm). The
pKa is about 7.5 at room temperature and
the pH is measured by recording the ra-
tio between the fluorescences at 580 and
640 nm.

4.3.5 Intracellular Glutathione
Glutathione has an important role in the
cell in reacting with potential damag-
ing oxidative species. Increased levels of
glutathione may also be associated with
resistance to some cytotoxic drugs.

One assay for glutathione is based on
the activity of the enzyme, glutathione-S-
transferase. Cells are incubated with the
dye, monochlorobimane (MClB), which
crosses the plasma membrane. In the cy-
toplasm, the enzyme catalyzes the reaction
with glutathione yielding a fluorescent
conjugate, which is trapped in the cell.
MClB-glutathione fluoresces blue when
excited by UV. MClB gives excellent re-
sults with rodent cells. It is less effective
in human cells, which lack the necessary
variant of glutathione-S-transferase. As an
alternative, monobromobimane, which re-
acts directly with sulphydryl groups, can
be used.

4.3.6 Measuring Oxidative Species
There are several compounds which,
in their reduced form, are nonflu-
orescent but which generate a flu-
orescent compound upon oxidation.
Such compounds include dihydrorho-
damine 123, dihydroethidium, and 2′,7′-
dihydrodichlorofluorescein (dichlorofluo-
rescin, DCFH). Dihydrorhodamine 123
and dihydroethidium diffuse freely into
cells. Upon oxidation, rhodamine 123 is
concentrated in the mitochondria and flu-
oresces green, while ethidium binds to
DNA and fluoresces red.
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DCFH can be loaded into cells as an es-
ter. After conversion to DCFH by intracel-
lular esterases, oxidation will yield a fluo-
rescent product, 2′,7′-dichlorofluorescein.

These compounds have been used to
observe oxidative burst in neutrophils,
changes in the concentration of oxidative
products during apoptosis and the produc-
tion of intracellular oxidative species by
ionizing radiation.

5
Specific Fields of Application

5.1
Clinical

Flow cytometry is universally used to
classify leukemias. Immunophenotyping
in combination with flow cytometry is
also used to measure minimal resid-
ual disease in leukemias (Fig. 7), for
stem cell enumeration in bone marrow
transplant patients, monitoring HIV in-
fection, quantifying feto-maternal hemor-
rhage, characterizing immunodeficiency
diseases, analyzing paroxysmal noctur-
nal hemoglobinuria, in transplantation
medicine, and for counting platelets
and measuring platelet activation. Other
routine clinical applications include the
detection of auto-antibodies and the
enumeration of reticulocytes in blood
(Fig. 8).

Applications in the field of clini-
cal research include the measurement
of intracellular cytokines, the study of
phagocyte biology and function (includ-
ing phagocytosis and oxidative burst dur-
ing activation), measurement of cell–cell
interactions, the measurement of cell-
mediated cytotoxicity and the study of viral
infection.

5.2
Long Term Labels for Cells

There are some fluorescent labels that will
survive in cells for days, if not weeks. If the
cells divide, the label will be carried over
into the daughter cells. One of the several
compounds used is carboxyfluorescein
diacetate, succinimidyl ester (CFDA SE).
The compound will diffuse into cells
where the diacetate groups are cleaved,
generating a fluorescent compound; the
succinimidyl groups react with thiols in
the cytoplasm, retaining the dye in the cell.

Applications include studying cell fu-
sion or clustering, tracking cells in vivo,
identifying one partner in the interaction
between two types of cell (for, example,
a cytotoxicity reaction), and following cell
division.

Genes for naturally fluorescent proteins
(such as green fluorescent protein, GFP)
have been introduced onto the DNA
of cultured cells, thereby rendering the
cells fluorescent. The GFP gene can be
introduced into a plasmid for use as
a reported molecule after transfection.
Transfected cells can be purified by cell
sorting on the flow cytometer.

5.3
Measurement of Cell Proliferation

The study of cell proliferation is an
important and powerful application of
flow cytometry. One can, for example,
derive information about the proliferative
status of tumors, observe the effects of
cytotoxic drugs on the cell cycle or study
the proliferation of subsets of lymphocytes
undergoing immune stimulation.

There are several different approaches
that can be used. One can measure the
cell cycle phases, the rate of movement of
cells through the cell cycle, the division of
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Fig. 7 Bone marrow sample obtained from a
child with acute lymphoblastic leukemia
undergoing treatment and considered to be in
clinical and morphological remission.
Mononucleated cells were separated on a density
gradient and labeled with three antibodies
associated with the phenotype of the leukemia -
CD19/CD34/CD13. (a) Cytogram of light scatter
with a region, R1, set on the lymphocytes and
lymphoblastic cells. (b) Cytogram of CD19

versus CD34 expression, gated on R1. A region
has been drawn around the positive cells.
(c) Cytogram of CD13 versus forward scatter.
Region, R3, has been drawn around the CD13
positive, tumor cells. There were 199 events in
R3 out of a total of 10 000 events recorded. Data,
supplied by Dario Campana, St. Jude’s Hospital,
Memphis, was recorded on a BD FACScan using
an argon-ion laser at 488 nm.

label between daughter cells or observe the
distribution of cell cycle–related proteins.

5.3.1 The DNA Histogram
A measurement of the DNA histogram
should always form the basis of any study
of changes in the proliferative state of

cells. Some effects of chemotherapeutic
drugs on the cell cycle are shown in
Fig. 9.

5.3.2 Using BrdUrd/Anti-BrdUrd
If cells are pulse-labeled with 5-bromode-
oxyuridine (BrdUrd), only cells in S-phase



Flow Cytometry 429

Fig. 8 Reticulocyte analysis. Histogram
of green fluorescence from blood
incubated with thiazole orange, which
stains RNA and DNA. M, mature
erythrocytes; R, reticulocytes; N,
nucleated red cells. Data, supplied by
Terry Hoy, University of Wales, Cardiff,
was recorded on a BD FACScan using
an argon-ion laser at 488 nm.
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Fig. 9 DNA histograms showing the effects of drugs on the cell cycle.
(a) L1210 murine leukemic cell line, no drug; the stages of the cell cycle
are marked. (b) 5 h after a 2-h incubation with a Pt(IV) dicarboxylate at
3 × IC50. There was an accumulation of cells in S-phase (arrowed)
caused by a slowdown in the movement of cells through S-phase. (c) As
(b) but recorded after 24 h. The drug has caused a block in G2 and cells
have accumulated in that phase of the cell cycle (arrowed). (d) HL60
cells 4 h after the addition of 10 µM camptothecin. S-phase was
completely blocked; cells originally in G2 have divided and, as there was
no movement of cells from S to G2, there is an absence of cells in G2
(arrowed). Other details as in Fig. 5.

will contain BrdUrd. During subsequent
incubation of the cells, the BrdUrd-labeled
cells will progress around the cell cycle.
The progression can be followed by fixing
the cells at different time intervals and
visualizing the BrdUrd with an anti-
BrdUrd antibody; PI is added to show the
phases of the cell cycle (Fig. 10). If cells

are incubated with a drug, irradiated or
a growth factor is withdrawn immediately
after labeling, the effects of the treatment
on progression around the cell cycle
can be followed. Alternatively, pulse-
labeling after treatment of the cells would
reveal the state of the S-phase cells (see
Fig. 10).
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Fig. 10 Cytograms of green versus red (PI/DNA) fluorescence from cultured
cells pulse-labeled with BrdUrd, fixed and labeled with anti-BrdUrd-FITC and PI.
(a) & (b) Chinese hamster V79 cells, 0 (a) and 5 h (b) after pulse-labeling. At
5 h, the labeled cells had moved about halfway through the cell cycle. Cells in
late S-phase at time 0 had divided and were in G1 (arrowed). Data supplied by
George Wilson, Karmanos Cancer Institute, Detroit. (c) & (d) Neuroblastoma
cell line 0 h after pulse-labeling. (c): no drug; (d): 24 h after a 2 h incubation
with cisplatin. Note that in (d), there was a population of S-phase cells that
were not synthesizing DNA. A further population were accumulated in
early/mid S-phase and were synthesizing less DNA than the control (arrowed).
All data recorded on BD FACScans using an argon-ion laser at 488 nm. Noted
that a linear amplifier was used in (a) & (b) to record green fluorescence and a
logarithmic amplifier for (c) & (d).

This method can be applied in vivo. Br-
dUrd has a half-life of about 20 min in
an animal; a single incubation of BrdUrd
is equivalent to a pulse label. Figure 11
shows nuclei from a rat mammary tu-
mor. The rat was killed and the tumor
removed 4 h after the injection of the
BrdUrd. From the observed movement
of the cells through S-phase during this
time, the S-phase transit time can be
calculated.

5.3.3 The BrdUrd-Hoechst/PI Method
The fluorescence of bis-benzimidazole
dyes (Hoechst 33258 and Hoechst 33342)
bound to DNA is quenched by BrdUrd.
Consequently, continuous labeling with
BrdUrd and subsequent staining of DNA
with Hoechst 33258 separates cells accord-
ing to the number of replications they
underwent during the period of labeling.
Addition of a DNA label unaffected by
BrdUrd, such as PI, resolves the cell
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Fig. 11 Cytogram of green
(anti-BrdUrd) fluorescence versus
PI/DNA of a rat mammary tumor. The
rat was injected with BrdUrd 4 h before
the tumor was excised. The diploid cells
are marked, D; the tumor was
aneuploid. From the length of the
‘‘window’’ (arrowed) between G1 and
the S-phase label, the time of S-phase
can be calculated. Cells prepared by Tim
Smith, Royal Marsden NHS Trust,
Sutton, and the sample analyzed on a
Coulter Elite by Jenny Titley with an
argon-ion laser giving 200 mW at
488 nm.
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cycle into the G0/G1, S and G2/M com-
partments. Hoechst 333258 is excited by
UV, and the small number of machines
equipped with a UV laser has limited the
use of this technique. Now that two and
three laser instruments with UV lasers
are becoming more common, this method
may find more widespread use.

5.3.4 Measuring Cell Proliferation through
the Division of Label between Daughter
Cells
Some labels will persist in cells for
many days, if not weeks. Two compounds
have been used for this application: car-
boxyfluorescein diacetate, succinimidyl es-
ter (CFDA SE), and PKH26, an analog of
acridine orange with an N-linked 26 car-
bon alkyl chain. CFDA SE diffuses into
cells wherein it is converted to carboxyflu-
orescein, succinimidyl ester (CFSE); its
reaction with amines stabilizes the flu-
orescent product in the cell. Because of
its long alkyl side chain, PKH26 becomes
anchored in the plasma membrane of
cells.

To measure proliferation, the cells are
labeled and their fluorescence recorded.
After incubation under the appropriate

experimental conditions, the fluorescence
is rerecorded. The fluorescence from the
cells that have divided once, twice, and so
on, will have half, quarter the fluorescence
of the undivided cells. Figure 12 shows
data from murine T-cells in culture. After
two days in the stimulated cultures, there
are six peaks in the histogram of CFSE
fluorescence; some of the cells had divided
five times in 48 h, while other cells had not
divided once.

5.4
Studying Cell Death

5.4.1 Necrosis
Assays for necrosis measure the in-
tegrity of the plasma membrane. There
are several dyes that fluoresce on bind-
ing to DNA but are excluded from
the cell by the plasma membrane, the
most commonly used being PI. On
addition of the dye, those cells with
a damaged membrane show positive
fluorescence.

An alternative approach is to load
the cells with a fluorescent dye, for
example, by incubation with carboxyflu-
orescein diacetate. When the plasma
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Fig. 12 Murine CD4+ cells in culture labeled with CFSE. The
unstimulated cells (a) gave a single peak on the fluorescence histogram
while the histograms from stimulated cells (b) exhibited multiple peaks
due to dilution of the label during cell division. The numbers of cell
divisions are marked on histogram (b). The cells were stimulated by
incubating with antigen-presenting cells and an appropriate peptide. Data
supplied by Maria Daly, GlaxoSmith Kline, and recorded on a Beckman
Coulter XL with an argon-ion laser.

membrane is damaged, the dye is lost
from the cell. The two assays can be
combined.

5.4.2 Apoptosis
The application of flow cytometry in fol-
lowing the apoptotic cascade has been
reviewed. The features that can be mea-
sured using flow cytometry include

expression of proteins involved in the
apoptotic cascade, including pro-
teins generated during the cas-
cade, such as activated caspases
and cleaved poly (ADP-ribose) poly-
merase (PARP);

activation of caspases;
changes in the mitochondrial mem-

brane potential;
changes in other functional parame-

ters, such as intracellular pH, cal-
cium ions, glutathione, and oxidative
species;

changes in the plasma membrane;
cell shrinkage;
DNA degradation.

5.4.2.1 Activation of Caspases There are
antibodies available, which are specific for
the activated form of many caspases. Cas-
pase activity may be observed directly by
incubating cells with a compound made
of a peptide, specific for one of the
caspases, connected to a potentially flu-
orescent group. An active enzyme will
release the fluorescent group. Typically,
a compound such as DEVD-rhodamine
110 is used. An alternative form of the
assay uses a fluorescently labeled en-
zyme inhibitor, which will be concen-
trated in those cells containing active
enzyme.

5.4.2.2 Mitochondrial Membrane Potential
(MMP) The collapse of the MMP is a
central feature of the apoptotic cascade
and flow cytometry is the main method
used for monitoring the MMP. Several
dyes, including rhodamine 123, 3,3′-
dihexyloxacarbocyanine iodide and 5,
5′,6,6′-tetrachloro-1,1′,3,3′-tetraethylbenz-
imidazolylcarbocyanine iodide (JC-1), are
concentrated in mitochondria due to dif-
ference in the membrane potential of the
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mitochondria in relation to the cytoplasm.
When the mitochondrial membrane po-
tential collapses, the overall fluorescence
is reduced. In the case of JC-1, this is ac-
companied by a shift in the fluorescence
from red to green.

5.4.2.3 Changes in the Plasma Membrane
During apoptosis, the distribution and
packing of the lipids in the plasma mem-
brane changes. The permeability of the
plasma membrane is also increased. Phos-
phatidyl serine (PS), which is normally
exposed on the internal face of the plasma
membrane, moves to the exterior of the
cell during apoptosis. This change can
be detected using the recombinant pro-
tein, annexin V, which binds to PS.
Annexin V is labeled with one of the com-
mon fluorochromes, such as fluorescein
or PE. Annexin V staining can be com-
bined with one or more immunofluores-
cence stains to determine the phenotype
of the apoptotic cells. Frequently, PI is
added to distinguish cells in secondary
necrosis.

There are several DNA binding dyes that
are excluded by normal cells but are taken
up by apoptotic cells; these include the bis-
benzimidazole, Hoechst 33342, ethidium
bromide, 7-aminoactinomycin D (7-AAD)

and the dicyanine, YO-PRO-1. Figure 13
shows an example using 7-AAD.

5.4.2.4 DNA Degradation Cleavage of
DNA at the linkers between the nucleo-
somes is a late event in apoptosis, resulting
in DNA oligomers of about 200 bp. There
are two methods by which this effect may
be used to visualize apoptotic cells.

If apoptotic cells are fixed in ethanol
and then resuspended in buffer, the small
fragments of DNA are extracted from
the cell. Consequently, the apoptotic cells
will have a lower DNA content than
normal cells. This manifests itself as a
‘‘sub-G1’’ peak in the DNA histogram
(Fig. 14).

For the Tdt-mediated dUTP nick end-
labeling (TUNEL) assay, the cells are fixed
in paraformaldehyde followed by ethanol.
All the fragments of DNA are retained
within the cell and are available for labeling
by the enzyme, terminal deoxynucleotidyl
transferase (Tdt). A variety of labels may
be incorporated into the DNA at the
sites of the strand breaks, such as FITC-
dUrd, biotin-dUrd, BrdUrd, by adding the
triphosphate derivative to the incubation
mix. Biotin-dUrd is visualized by the
addition of streptavidin-FITC and BrdUrd
by anti-BrdUrd-FITC. PI is finally added to
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Fig. 13 Immature human thymocytes incubated
with(a) dexamethasone for 0 h and (b) 24 h and
then incubated with 7-AAD. The normal (N),
apoptotic (Ap) and cells that had undergone

secondary necrosis (D) are marked. Data,
supplied by Ingrid Schmid, UCLA School of
Medicine, was recorded on a BD FACScan using
an argon-ion laser.
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Fig. 14 Murine hemopoietic cell line that requires interleukin-3 (IL-3) for growth. (a) & (c):
grown in the presence of IL-3; (b) & (d): after 16 h in the absence of IL-3. (a) & (b): DNA
histograms. The sub-G1 peak from apoptotic cells is marked ‘‘Ap’’. (c) & (d): Cells labeled using
the TUNEL assay. The cytograms of green fluorescence versus red (DNA/PI) fluorescence show
the phases of the cell cycle and the negative, normal (N) and the positive, apoptotic cells (Ap).
Simone Detre, Royal Marsden NHS Trust, London labeled cells for the TUNEL assay, Data
recorded on a Beckman Coulter Elite using an argon-ion laser at 488 nm.

label the DNA. The position in the cell cycle
from which apoptosis occurred is revealed
as well as the percentage of apoptotic cells
(Fig. 14).

5.5
Analyzing and Sorting Chromosomes

Sorting chromosomes requires a flow cy-
tometer equipped with two large (5 W)
argon-ion lasers and considerable exper-
tise. A DNA stain of a suspension of chro-
mosomes with a single dye (for example,
PI) does not give enough resolution be-
tween the individual chromosomes. Two
DNA stains are used – a bis-benzimidazole

(Hoechst 33258) and chromomycin A3,
each dye being excited by a separate
laser. Hoechst 33258, excited by UV giv-
ing blue fluorescence, binds preferentially
to AT-rich regions on the DNA; chro-
momycin A3, excited at 457 nm giving
green fluorescence, binds preferentially
to the GC-rich regions. The chromo-
somes can then be resolved on the basis
of their total DNA content and their
AT/GC ratio. All the individual chromo-
somes can be resolved with the excep-
tion of chromosomes 9–12, whose size
and AT/GC ratios are not sufficiently
separated.
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5.6
Microbead Technology

Fluorescent microspheres (beads) offer a
new emerging technology involving flow
cytometry. A biomolecule can be attached
to a bead and its interaction with other
molecules studied; for example, the bind-
ing of two proteins; hybridization of DNA
molecules; or the interaction of an en-
zyme with its substrate. Fluorescently
labeled reporter molecules, such as anti-
bodies, antigens, or nucleic acid probes
can be used.

A particularly powerful application is
the use of multiplexed arrays, for exam-
ple, using two fluorescent dyes at eight
different concentrations to give a set of
64 different beads. Each bead could carry a
specific capture antibody; if the beads were
fluorescent in the orange/red range, the
detector antibodies might be labeled with
fluorescein. Sixty-four assays could be car-
ried out in the same tube simultaneously.
The molecules measured might include
hormones, cardiac markers, therapeutic
drugs, drugs of abuse, and blood-borne
viruses.

The same technology is being used for
hybridization-based analyses for the detec-
tion of specific nucleic acid sequences.

Specific machines are being produced
for these assays (for example, by Luminex
Corporation).

6
Applications Other Than Mammalian Cell
Biology

6.1
Microbiology

Generally, viruses are too small to be
detected directly by flow cytometry but
bacteria and other microorganizms, such

as bacteria and yeasts, can be mea-
sured. Flow cytometric assays have been
developed to determine features such
as size, DNA content, surface receptors,
membrane potential and intracellular pH.

One of the major applications has been
in the study of antibiotic susceptibility.
Flow cytometry is also being used to
monitor water quality.

6.2
Marine Biology

The use of flow cytometry in monitoring
the organisms in seawater is rapidly
increasing. Many marine organizms are
fluorescent and a combined measurement
of light scatter and fluorescence at several
wavelengths can yield a unique fingerprint
for many organisms, such as the large
variety of phytoplankton.

Instruments have been built to moni-
tor seawater onboard a marine vessel and
at fixed positions below sea level. Con-
tinuous monitoring has been achieved by
mounting a small cytometer on a buoy and
sending data to the mainland base by radio
link (for example, Cytobuoy).
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Keywords

Fluorescence Correlation Spectroscopy (FCS)
Monitoring of thermodynamic fluctuations of molecules via ultrasensitive detection of
their emitted fluorescence.

Brownian Motion
The spatial consequence of thermodynamic fluctuations of particles in a macroscopic
system, regarded as the origin of diffusion.

Single Molecule Detection
The ultrasensitivity of an instrument, allowing a detection of a single molecule.

Molecular Interactions
Interactions between compounds such as protein–protein, protein–DNA,
ligand–receptor, and DNA–DNA, here studied by FCS.

Drug Screening
Search for new substances with therapeutic activity with the aim to develop them into
new drugs.

� In Fluorescence Correlation Spectroscopy (FCS), fluctuations of the fluorescence
intensity of fluorophore-labeled molecules, excited by a sharply focused laser beam,
are observed. Owing to high sensitivity, detection at the level of single molecules
is possible. Thermodynamic fluctuations can thus be revealed, which would be
difficult to detect at a macroscopic level. The technique can, in principle, offer
information about any molecular dynamic process in the nanosecond time range
and longer, manifesting itself as a change in fluorescence intensity without the need
for any perturbation or synchronization of the system studied. The specific features
of FCS make it a versatile tool for biomolecular studies, including determination
of translational and rotational diffusion, concentration and density of molecules,
chemical kinetics, and binding reactions. In this review, an overview of the theory
and the typical experimental setup for FCS measurements will be given, along with
some examples of how FCS can be used for molecular dynamic studies.
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1
Introduction

In macroscopic systems at thermody-
namic equilibrium, the concentrations of
molecules of different species, and other
parameters of the system, do not by defini-
tion, change with time. Various processes
may take place, but because of the normally
large number of molecules present in the
system, they tend to cancel each other out.
Therefore, the relative changes caused by
the molecular processes are of a negligi-
ble magnitude on the macroscopic scale.
However, if the number of molecules in
the system is small, the processes do not
average out to the same extent, and relative
fluctuations in concentration, or any other
parameter, can become significant. Since
the fluctuations are governed by the molec-
ular processes that take place in the system,
analysis of signal fluctuations can provide
a powerful way of investigating these pro-
cesses. The fluctuations of a parameter,
measured in a system in thermodynamic
equilibrium, can be described by the same
mathematical formalism that would be
used in a relaxation experiment. How-
ever, unlike relaxation methods, where
a macroscopic perturbation is applied in
the form of temperature, electric field, or
pressure jump, no external disturbance of
the system is required for the fluctuation
measurement.

The concept of number fluctuation
analysis, in which the fluctuating number
of particles within a fixed volume is
analyzed in terms of its time dependence,
has been introduced a long time ago.
An early experimental application was
that of Svedberg, in which the diffusion
coefficients of colloidal particles were
measured on the basis of theoretical
analysis of Smoluchowski. In his analysis,
Smoluchowski used the concentration

autocorrelation function:

GC(τ ) ≡ 〈C(t)C(t + τ)〉
= 〈δC(t)δC(t + τ)〉 + 〈C〉2, (1)

where the brackets denote the time
average. The time-dependent part of this
function expresses the typical time course
of a fluctuation and its magnitude.

Different techniques have been devel-
oped that provide indications of number
fluctuations: the dynamic light scattering
technique, also known under the names
quasi-elastic light scattering or photon cor-
relation spectroscopy, exploits the light
scattering intensity from the particles of
interest. The electrical conductance of a
solution can also be used as an indi-
cator since it reflects the number and
charges of the particles contained in the
solution. Fluctuation analysis of electri-
cal currents over sections of cellular or
artificial membranes, known as Voltage
Clamp, has been extensively used in the
field of neurophysiology (with the later
developed patch clamp technique as its
single-molecule counterpart).

The utilization of fluorescence intensity
as the fluctuating quantity was originally
introduced by Magde, Elson, and Webb
under the name Fluorescence Correlation
Spectroscopy (FCS), and in a series of pa-
pers, they presented the theory and the first
experimental realization of the technique.
In the first FCS experiments, the aver-
age number of fluorescent molecules in
the observation volume was about 10 000.
However, thanks to the remarkable averag-
ing power of the autocorrelation function,
it was still possible to extract the mo-
tion of individual molecules from the
large uncorrelated bulk fluorescence. In
this respect, FCS is perhaps the oldest
discipline of single-molecule fluorescence
spectroscopy.
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Although FCS showed great potential in
a number of fields in the 1970s, it had not
found a more widespread use until the last
five to ten years. The reasons for the limited
success of FCS at the initial stage were
mainly related to high background light
levels and to low detection quantum yields.

The situation was dramatically changed
by the introduction of extremely small ob-
servation volumes in FCS measurements.
This, in combination with confocal epi-
illumination, highly sensitive avalanche
photodiodes for fluorescence detection,
and very selective bandpass filters to
discriminate the fluorescence from the
background, made it possible to improve
signal-to-background ratios in FCS mea-
surements by several orders of magnitude.
In a dynamic system, the relative fluc-
tuations increase as the concentration of
molecules decreases. Therefore, in order
to obtain high enough relative fluctuations
in fluorescence, the number of molecules

residing in the detection volume at the
same time should not be too high. With
the improvements mentioned above, the
mean number of molecules could be
kept low, without compromising the sig-
nal level, and measurement times could
be shortened drastically, enabling a more
widespread use of the FCS technique. A
sensitivity that permits the detection of sin-
gle molecules was reached. Although FCS,
in a strict sense, cannot be categorized as
a single molecule spectroscopy technique,
the capacity of the technique strongly ben-
efits from this high sensitivity.

2
Experimental Equipment – Aspects of the
Standard Equipment

In order to realize the FCS experiment,
a small illuminated volume must be
created from which the fluorescence light

Avalanche
photo diodes

Beam splitter

Sample

Laser beam

Correlator

PC

Pinhole

Dichroic
mirror

Filter

Fig. 1 Typical instrumentation for FCS experiments. A laser beam is directed
via a dichroic mirror into a confocal microscope and focused by the objective
into the sample. Emitted fluorescence from the sample is collected by the same
objective, passes through the beam splitter, and is focused onto the image plane
where the pinhole is located. The light passing the pinhole is spectrally filtered by
highly selective bandpass emission filters and is focused onto the sensitive areas
of the avalanche photodiodes. Standard TTL pulses from the diodes are fed to
the PC-based correlator.
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is collected and recorded. A typical FCS
spectrometer is based on a confocal fluo-
rescence microscope (Fig. 1). In contrast
to confocal scanning, the confocal pinhole
in FCS does not serve to enhance the spa-
tial resolution. Its purpose is to reject the
out-of-focus emission, and therefore it is
larger than the point spread function of
the objective. A typical range of diame-
ters of the pinhole used in FCS is 30 to
100 µm. A laser is used as the light source
for excitation. The main reason for us-
ing a laser is the possibility of focusing
its well-collimated beam into a very small
spot of about 0.5 µm in diameter. Addi-
tionally, the small spectral width of the
laser light facilitates the spectral separa-
tion of the fluorescence emission from the
excitation. The filter in front of the de-
tector is usually a bandpass interference
filter. At shorter wavelengths, it blocks the
scattered laser light, and at longer wave-
lengths, it blocks the strongest band of
Raman scattering from water. A typical
sample is a dilute water-based solution
of fluorescently labeled molecules. How-
ever, there is a relatively large flexibility in
the choice of measurement environment.
What is important is that the molecules
are able to move in and out of the illumi-
nated volume. This exchange of molecules
is necessary for two purposes: (1) exchang-
ing the photobleached molecules with the
fresh ones or (2) measuring the kinetic
parameters of the motion.

There are processes that can be studied
by FCS on a spatially fixed set of molecules,
or on just one fixed molecule, for example,
intersystem crossing to the triplet state,
photoisomerization, chemical reactions, or
photon antibunching. However, at room
temperatures, the fluorescent molecules
photobleach after emitting typically 105

photons on the average. This is too few for a
precise correlation analysis; therefore, the

FCS experiments on fixed molecules have
been performed almost only at cryogenic
temperatures.

The experimental measurement of the
fluorescence intensity I(t) is accomplished
by counting the number of photons, n,
during time intervals of a predetermined
width �T .

I(t) = I(i�T) = ni

�T
. (2)

The time-dependent experimental correla-
tion function is calculated as

Gexp(τ ) = Gexp(k�T)

=

1

M − k

M−k∑

i=1

nini+k



 1

M − k

M−k∑

i=1

ni





2 , (3)

where M is the total number of counting
intervals, so that the total duration of the
measurement is M�T .

3
Theory of FCS

3.1
Fluorescence Autocorrelation Function for
Translational Diffusion

In FCS measurements, the macroscopic
stochastic process of interest is the fluores-
cence intensity I(t) detected from the ob-
servation volume. I(t) depends on another
stochastic process, namely, the concen-
tration of fluorescent molecules, C(r̄, t),
within the observation volume. Here, a
brief derivation of the autocorrelation func-
tion for I(t) will be given, restricted to the
case in which translational diffusion of a
single fluorescent solute into and out of
the observation volume is the only process
generating fluorescence fluctuations. This
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case forms the basis for all kinds of dy-
namic systems that can be investigated
with FCS.

In the majority of recent applications of
FCS, a confocal microscope arrangement
is used, where the observation volume
is not physically restricted, such that
molecules can freely diffuse into and out
of it. It is defined by the dimensions of
the laser beam focus, which excites the
fluorescent molecules, and the collection-
efficiency function of the microscope:

I(t) = Q
∫ ∞

−∞
CEF(r̄)Iexc(r̄)C(r̄, t) dV

= Q
∫ ∞

−∞
p(r̄)C(r̄, t) dV (4)

Here, C(r̄, t) is the concentration of fluo-
rescent molecules at position r̄ and time t.
Q = qσexc�f , where σexc is the excitation
cross-section of the fluorescent molecules
under study, �f is their fluorescence quan-
tum yield, and q signifies the efficiency of
detection of fluorescence, which is emit-
ted from the center of the laser focus.
The latter includes the solid angle of light
collection, the transmission of the micro-
scope optics and the spectral filters, as well
as the detection quantum yield of the de-
tector. CEF(r̄) is the collection-efficiency
function, describing the dependence of
light losses on the exact coordinates r̄ of
the light source in the sample. CEF(r̄) is
mainly defined by the cooperation of the
objective and the confocal pinhole. Iexc(r̄)
is the excitation intensity. The fluorescence
emitted from a fluorophore molecule is
normally assumed to be proportional to
the excitation intensity. The product of
CEF(r̄) and Iexc(r̄), which defines the spa-
tial dependence of brightness at which a
molecule is seen by the detector, denoted
by p(r̄), is approximated to be Gaussian
distributed in the axial as well as in the

radial directions:

p(r̄) = I0e−2(x2+y2)/ω2
1 e−2z2/ω2

2 (5)

where I0 is the peak excitation intensity
in the center of the focused laser beam,
and ω1 and ω2 denote the distance from
this center in radial and axial dimen-
sions respectively, at which the detected
fluorescence has dropped by a factor, e2

(see Fig. 2(a)). This simplification makes
it possible to express the fluorescence
autocorrelation function in a much sim-
pler form and has been shown to be a
reasonable approximation for most FCS
instrumentations based on a confocal mi-
croscope arrangement. On the basis of this
approximation, it is convenient to define
a brightness profile, where p(r̄) is normal-
ized by the peak intensity I0:

pnorm(r̄) = p(r̄)

I0
= e−2(x2+y2)/ω2

1 e−2z2/ω2
2

(6)

The detected fluorescence intensity I(t)
is, for simplicity, assumed to be an
ergodic and at least a wide-sense stationary
stochastic process. Loosely speaking, this
means that the time average of a process
for, namely, one molecule over a longer
time equals the ensemble average of the
process for many molecules studied at
a certain moment in time. Further, the
correlation between two points in time for
the process gets continuously smaller with
increasing differences in time between
the points. Since we can never get all
possible realizations (outcomes) of I(t)
at our disposal, it would, without this
assumption, be impossible to measure
the true correlation function for I(t) at
some given conditions. However, with
these assumptions, we can get a good
estimation of the statistical properties of
I(t), such as the ensemble average and the
autocorrelation function, if we measure
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Fig. 2 (a) Schematic view of the observation volume (gray shaded area), given by the
dimensions of the focused excitation laser beam (thick black line) and the collection-efficiency
function, CEF(r̄), of the confocal fluorescence microscope. Typically, the distribution of the
detected fluorescence intensity can be approximated as a three-dimensional Gaussian
distribution, as given by p(r̄) in Eq. (5), where ω1 and ω2 are the distances from the center in the
radial and axial directions at which p(r̄) has dropped by a factor of e2 compared to its peak value,
p(0). (b) The detected fluorescence intensity, I(t), reflects the number of fluorescent molecules in
the detection volume, which in FCS measurements, can be normally regarded as a Poisson
process. For a Poisson process, the variance corresponds to the mean itself. For molecules freely
diffusing into and out of the observation volume, the magnitude of the relative fluctuations
(normalized with their mean, 〈I〉) increases with a lower mean number of molecules within the
observation volume, N. (c) A typical FCS curve for a solute undergoing free diffusion in three
dimensions into and out of an observation volume as that of Fig. 2(a). In FCS, the relative
fluctuations of the detected fluorescence are quantified by the extrapolated autocovariance of I(t)
at τ = 0, normalized by the mean intensity squared, 〈I〉2. This corresponds to the amplitude of
the time-dependent part of the normalized fluorescence autocorrelation function, given by
Eq. (13), and equals 1/N. The decay time, τD, of this function is related to the mean dwell time of
the sample molecules in the observation volume, and can for translational diffusion be
approximated as τD = 4D/ω2

1, where D is the diffusion coefficient of the studied molecules.

one realization of I(t) for a long enough
time. Experimentally, the autocorrelation
function of I(t) is thus obtained from

RII(τ ) = 1

T

∫ T

0
I(t)I(t + τ) dt

= 〈I(t)I(t + τ)〉, (7)

where T is the measurement time. After
normalization with the mean intensity
squared and by assuming a wide-sense
stationarity, the autocorrelation function
of I(t) takes the form

G(τ ) = RII(τ )

〈I〉2 = 〈I(t)I(t + τ)〉
〈I〉2

= 〈δI(0)δI(τ )〉
〈I〉2 + 1 (8)

Here, 〈I〉 is the mean collected fluo-
rescence intensity and δI(t) = I(t) − 〈I〉

denotes the fluctuation. The first term in
the two last expressions corresponds to the
autocovariance function of I(t) divided by
the mean intensity squared.

In order to compute this correlation
function, the behavior of concentrations
must be put into Eq. (8), using Eq. (4):

G(τ )

=
Q2

∫ ∫

VV ′

p(r̄)p(r̄′)g(r̄, r̄′, τ )dV dV ′

(
QC

∫

V
p(r̄) dV

)2 + 1

=

∫ ∫

VV ′

pnorm(r̄)pnorm(r̄′)g(r̄, r̄′, τ ) dV dV ′

(
C

∫

V
pnorm(r̄) dV

)2

+ 1, (9)
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where g(r̄, r̄′, τ ) = 〈δC(r̄, t)δC(r̄′, t + τ)〉
is the concentration autocovariance func-
tion and C is the equilibrium mean con-
centration. The concentration fluctuations
can be expressed as δC(r̄, t) = C(r̄, t) − C.
The propagation of δC(r̄, t) in space and
time is described by the diffusion equation:

dδC(r̄, t)

dt
= D∇2δC(r̄, t) (10)

with the boundary condition δC(r̄, t) = 0
at |r̄| = ∞. Here, ∇2 = (∂2/∂2x, ∂2/∂2y,
∂2/∂2z) and D is the diffusion coefficient
of the fluorescent molecules. In solution,
the diffusion coefficient is given by the
Stokes–Einstein equation: D = kT/6πηR,
where k is the Boltzmann’s constant, T is
the absolute temperature, η is the viscosity,
and R is the hydrodynamic radius of the
diffusing molecule.

Normally, FCS measurements are per-
formed in dilute solutions that can be
considered ideal. This means that the flu-
orescent molecules do not interact with
each other. At any instant of time, a fluc-
tuation in the concentration at a position
r̄ is independent of the fluctuation at any
other position r̄′. In addition, the num-
ber of molecules within any subvolume is
governed by Poisson statistics. The Pois-
son distribution describes the number of
times an event has occurred as a function
of time, where the events occur at random
times, independent of each other, and with
a constant average intensity (i.e. number
of events per time unit). For a Poisson pro-
cess, the probability that exactly N events
have taken place within a time interval
t = {0, t1} is given by

P(t1, N) = e−λt1

N!
(λt1)

N (11),

where λ is the intensity. The average value
and the variance equal each other, and are

given by
σ 2 = 〈N〉 = λt1 (12)

Given these assumptions, Eq. (9) can
finally be written as

G(τ ) = 1

N

(

1 + 4Dτ

ω2
1

)−1(

1 + 4Dτ

ω2
2

)−1/2

+ 1 = 1

N
GD(τ ) + 1. (13)

N is usually called the number of
molecules in the observation volume. For
simplicity, and for later reference, the
normalized functional form of the correla-
tion function for translational diffusion
has been denoted as GD(τ ). Since the
spatial brightness function p(r̄) has no
abrupt limits, the meaning of the ‘‘ob-
servation volume’’ and its size deserves
some attention. Owing to the gradual fall
in brightness, there is no evident border
allowing one to say whether a molecule is
in or out of the observation volume. The
contribution of a molecule to the fluores-
cence intensity simply decreases with its
distance from r = (0, 0, 0). A natural way
of selecting the volume would be to put
its boundary through points with some
constant value of p(r̄). While there are no
well-defined limits and no defined shape
of the observation volume, its absolute size
is exactly defined. It corresponds to the vol-
ume containing N molecules, where N is
defined in Eq. (13). As a Poissonian pro-
cess, the mean of the number of molecules
in the observation volume corresponds to
its variance (Eq. 12). The value of N can be
calculated to be

N = 1

G(0) − 1
= C

(∫

V
pnorm(r̄) dV

)2

∫

V
p2

norm(r̄) dV

(14)
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Consequently, as we can see from
Eq. (14), the measured number of mole-
cules is determined exclusively by the
concentration, the dimensions, and the
shape of the normalized brightness profile
pnorm(r̄) of the observation volume, and
does not depend on the excitation intensity
Iexc and the quantum yield (specific
brightness) of the molecules, Q . This is
an important feature of FCS.

For a sample that contains m differ-
ent species with different fluorescence
quantum yields and with different diffu-
sion properties, Eq. (13) can be general-
ized to

G(τ ) =

m∑

i=1



NiQ
2
i

(

1 + ω2
1τ

4Di

)−1

×
(

1 + ω2
2τ

4Di

)−1/2




[
m∑

i=1

(NiQi)

]2 + 1

=

m∑

i=1

NiQ
2
i GDi(τ )

[
m∑

i=1

(NiQi)

]2 + 1, (15)

where Qi = (q�f σexc)i is the fluorescence
brightness of the ith species, q is the
detection efficiency, �f is the fluorescence
quantum yield, and σexc denotes the
extinction coefficient. GDi(τ ) is defined in
Eq. (13). Note that the different fluorescent
species contribute to the amplitude of
G(τ ) in proportion to the square of their
relative fluorescence brightness, and it can
be strongly misleading to interpret the
‘‘apparent’’ number of molecules Nm as
the true mean number of molecules in the

observation volume

Nm =

[
m∑

i=1

NiQi

]2

m∑

i=1

NiQ
2
i

(16)

3.2
Reaction Dynamics and Translational
Diffusion

In general, there are two criteria, of
which at least one needs to be fulfilled
in order to gain information about a
reaction process from fluctuation analysis
of the detected fluorescence intensity
and FCS:

1. The chemical reaction must lead to
a change in the diffusion proper-
ties of the fluorescent species under
investigation.

2. The chemical reaction must lead to a
change in the fluorescence quantum
yield or the excitation cross-section of
the reactants.

In this way, the typical duration of
the fluorescence bursts because of the
passage of fluorescent molecules through
the excitation volume or the magnitude of
the fluorescence emission per molecule,
reflected by the fluorescence brightness
parameter, Q (Eq. 4), is changed.

3.3
Reactions Leading to a Change in the
Diffusion Properties

In case the first criterion above is fulfilled,
and if in addition, the relaxation time of
the chemical reaction is slower than the
average dwell times of the molecules in
the observation volume, the reactant and
product molecules can be considered as
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separate types of noninteracting species on
the time scale of the dwell times. The au-
tocorrelation function of the fluorescence
fluctuations can then be expressed in the
form given in Eq. (15). In the most simple
case, with a fluorescently marked ligand
with fluorescence brightness Qfree and dif-
fusion coefficient Dfree, which binds to a
receptor leading to a ligand–receptor com-
plex with Qbound and Dbound, (Eq. 15) can
be written as

GD(τ ) =

NfreeQ2
free

(

1 + ω2
1τ

4Dfree

)−1 (

1 + ω2
2τ

4Dfree

)−1/2

+ NboundQ2
bound

(

1 + ω2
1τ

4Dbound

)−1 (

1 + ω2
2τ

4Dbound

)−1/2

[NfreeQfree + NboundQbound]2
(17)

This form of the autocorrelation func-
tion is applicable to a broad range of
ligand–receptor interactions, either in so-
lution or on/inside cells, monitored via
FCS (Fig. 3).

3.4
Reactions Leading to a Change in the
Fluorescence Brightness

In the FCS measurements, transient non-
fluorescent states, or states with a different
fluorescence brightness, present them-
selves as fluorescence fluctuations super-
imposed on those caused by concentration
changes due to translational motion of the
fluorophores in and out of the sample vol-
ume element (see Fig. 4). In the presence
of a chemical reaction and translational
diffusion, the concentration fluctuations
of molecules of the ith species at position r̄
and time t are determined by the following

set of differential equations:

d�Cj(r̄, t)

dt
= Dj∇2�Cj(r̄, t)

−
M∑

k=1

Tjk�Cj(r̄, t), j = 1 to M (18)

where M is the number of species par-
ticipating in the chemical reaction, Tjk
represents the matrix of the kinetic rate co-
efficients, and Dj is the diffusion coefficient

of the jth component. In its general form,
the normalized autocorrelation function
of the detected fluorescence fluctuations
will show a complex dependence on the
eigenvalues and eigenvectors of a matrix
derived from (Eq. 18), including the reac-
tion rates as well as the coefficients of the
translational diffusion, and cannot be ex-
pressed in an analytical form. Fortunately,
simplifications are often possible.

Generally, it has been shown that if
either of the two following conditions is
fulfilled

1. diffusion is much slower than the
chemical relaxation time(s) (τDi �
τchem) and/or

2. the diffusion coefficients of all fluores-
cent species are equal then fluorescence
correlation function can be separated
into two factors; the first, GD(τ ), which
depends on transport properties (dif-
fusion or flow) and the second, X(τ ),
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Fig. 3 Simulated FCS curves for a binding reaction involving a smaller,
fluorescently marked molecule (ligand) binding to a larger molecule
(receptor). In the simulation, the time range of the reaction is much
longer than the passage times of the molecules through the observation
volume. With a diffusion time of the ligand of 0.1 ms and that of the
ligand–receptor complex of 1 ms, and with the fluorescence brightness
of the molecules not being changed by the binding reaction, the fraction
of bound ligands can be derived from the FCS curve as the fraction of
molecules with a diffusion time of 1 ms (Eq. 17), with Qfree = Qbound.
The amplitude of G(τ ) is not affected by the extent of binding.

which depends on the reaction rate con-
stants:

G(τ ) = GD(τ )X(τ ) + 1 (19)

where

X(τ ) =

M∑

i,j=1

Q iQ jSij(τ )

M∑

i=1

Q2
i Ci

(20)

Here, Qi denotes the fluorescence capac-
ity of compound i and is defined in Eqs. 4
and 15. Sij(τ ) is the solution to the follow-
ing set of differential equations and initial

conditions:

dSij(τ )

dτ
=

M∑

j=1

TijSjk(τ )

Sik(0) = Ci�ik, (21)

where Tij corresponds to the reaction rate
matrix of a reaction involving M differ-
ent species, as given by Eq. (18). From
Eqs. (20) and (21), one can see that X(τ )

is a normalized sum of the terms Sij(τ ).
Given an initial mean concentration, Ci, of
the compound i at τ = 0, the terms Sij(τ )

state the average concentration of the state
j at time τ , given that it was in state i at
time 0.

It is, when possible, very convenient
to be able to treat the kinetics of the
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Fig. 4 Simulated FCS curves for a reaction, in which the fluorescence
brightness of the participating molecules is changed. Here, a
unimolecular reaction is considered, in which the compound B is
nonfluorescent. The FCS curves can then be described by Eq. (19). The
passage times of the molecules through the detection volume is for
both A and B set to 1 ms, and the average total number of molecules
in the observation volume N = A + B is set to 1, such that A and B
corresponds to the fractions of molecules in states A and B,
respectively. The rate constant kB has been given the value 10 ms−1,
and the values of kA for the different curves are given in the inset. The
relaxation time of the reaction, τchem = 1/(kA + kB), is much shorter
than the passage times, such that the chemical reaction shows up as
an additional relaxation process in the FCS curves. From Eqs. (19–21),
it follows that the relaxation time of this process corresponds to τchem,
and its amplitude is given by B/(N(1 − B)). The amplitude of the
relaxation process due to diffusion corresponds to the total number of
molecules participating in the reaction, 1/(A + B) = 1/N, whereas the
total amplitude represents 1/(AN), that is, the inverse number of
fluorescently active molecules.

chemical reaction separately from the
translational diffusion in the fluctuation
analysis. As mentioned, a rather broad
range of chemical reactions fulfills the
above two criteria. In addition, for a
reaction that does not fulfill the above
criteria under standard conditions, it
is sometimes possible to expand the
observation volume, or to speed up the
reactions under study, for instance, by
using higher concentrations of unlabeled

reactants, in order to make the relaxation
time of the reaction faster than the dwell
time (first criterion above).

3.5
Cross-correlation Modalities of FCS in the
Spectral and Spatial Mode

By the use of two detector units, one will
get two separate photocurrents. Following
(Eq. 8), the normalized autocorrelation
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function of the fluorescence intensities will
then take the form

G(τ ) = 〈δI1(0)δI2(τ )〉
〈I1〉〈I2〉 + 1 (22)

where δI1(t) and δI2(t) signify the fluctu-
ation terms in the detected fluorescence
intensities in the first and the second
detector, and 〈I1〉 and 〈I2〉 denote their
corresponding mean values. One techni-
cal advantage of using two detectors in
this way is that by cross-correlation, the
shot noise inherent to photon detection
can be eliminated. Of importance for mea-
surements in the sub-microsecond time
range is also the fact that the dead-time
of the detectors can be circumvented.
This makes it possible to follow fast pro-
cesses by FCS down to the nanosecond
time range. Another possibility is to let
the two detectors cover different emission
wavelength ranges, with the fluorescence
intensity of the two emission ranges cross-
correlated, the so-called dual-color FCS. In
dual-color FCS, the observation volume is
illuminated by two overlapping foci of two
lasers with different wavelengths, in which
one of the lasers selectively excites one of
the two dye labels, and the other laser
excites the other dye. However, under cer-
tain conditions, by the use of two-photon
excitation or by the use of dyes with large
differences in Stokes shifts, it is also pos-
sible to use only one laser as an excitation
source for both dyes.

In a typical dual-color FCS experiment
in which a bimolecular reaction is stud-
ied, two reaction partners are labeled with
different dyes, for each of which the spec-
tral range of the detectors is optimized.
Upon binding, a new fluorescent species
is formed, which is labeled with both of the
dyes. In this way, the concentration and
diffusion characteristics of two fluorescent
species in solution as well as their reaction

product can be followed in parallel (Fig. 5).
For a bimolecular reaction, A + B ↔ AB,
which is much slower than the transla-
tional diffusion of the molecules through
the observation volume, three different
experimental correlation functions are ob-
tained. The normalized, time-dependent
part of these functions can, in analogy to
Eq. (16), ideally be described as

GA(τ ) = 1

V

×
(KA)2CAGDA(τ )

+ (KAb)
2CABGDAB(τ )

(KACA + KAbCAB)2
(23a)

GB(τ ) = 1

V

×
(KB)2CBGDB(τ )

+ (KaB)2CABGDAB(τ )

(KBCB + KaBCAB)2
(23b)

GAB(τ ) = 1

V

× (KAb)(KaB)CABGDAB(τ )

(KACA +KAbCAB)(KBCB +KaBCAB)

(23c)
Here, V is the size of the detection

volume, Ci denotes the mean concentra-
tion. Ki = qiσabs(i)�f (i)Iexc(i) is similar in
meaning to Qi and denotes the detected
fluorescence per molecule, such that KA is
the fluorescence of species A registered at
detector A, KB is that of species B at detec-
tor B, KaB is that of species AB at detector
B (qaB), and finally KAb is that of species
AB at detector A. Likewise, qi accounts for
the detection quantum efficiency of the
detectors and the transmittance of the flu-
orescence of species A to detector A (qA),
species B to detector B (qB), species AB to
detector B (qaB), and species AB to detector
A (qAb). σexc(i) denotes the corresponding
excitation cross-sections, IexcA and IexcB

are the effective excitation intensities at
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Fig. 5 Simulated experimental data of a dual-color cross-correlation
experiment, where the association of two single-stranded, differently
labeled, complementary DNA oligonucleotides is followed. The
simulation is based on Eq. (23c), where the diffusion time of all species
(the two single-stranded oligonucleotides, A and B, and the
double-stranded product AB) is assumed to be 0.1 ms. The
concentrations of the molecules are normalized so that
[CA + CAB]V = [CB + CAB]V = 1, the fluorescence brightnesses are
equal, KA = KB = KAb = KaB, and the cross-talk in the fluorescence
detection is neglected. As can be seen, the obtained information lies in
the amplitude of the correlation curve.

the wavelengths where A and B are ex-
cited, and �f (i) denotes the fluorescence
quantum yields.

Depending on the choice of dyes and
detection band pass filters, detection-unit
cross talk, which generates additional
terms to Eqs. (23a–c), has to be taken
more or less into account. The cross-talk
is related to the degree of overlap of the
emission spectra of the dyes with that of
the detection filters of the nondedicated
channel.

The dual-color FCS approach can in-
crease the selectivity and offers the possi-
bility to follow the association/dissociation
of a reaction product even if the reaction it-
self does not induce a change in either the
diffusion properties or in the fluorescence

capacity of the former reactants. The dis-
advantage is mainly the low signal-to-noise
ratio that follows from the typically small
amplitude of the cross-correlation term as
well as from the fact that the fluorescence
from all species will contribute to the de-
nominator of Eq. (23c). Additionally, a less
than perfect overlap of the volumes that
the two detectors A and B observe can
further reduce the amplitude of GAB(0).
An imperfect overlap can be caused by
the different extents of diffraction effects
and aberrations in the optics at the two
wavelengths.

The cross-correlation concept can also
be applied in the spatial dimension.
The fluorescence is then detected from
more than one observation volume, which



Fluorescence Correlation Spectroscopy (FCS) 475

makes it possible to measure velocities as
well as directions of molecular transport
processes.

3.6
Image Correlation
Spectroscopy – Correlations
in the Spatial Domain

In Scanning-FCS (S-FCS) experiments, a
flow velocity is imposed by translating
the sample at a uniform, known velocity
through a laser beam. Theoretically, the
FCS autocorrelation functions for uniform
flow and for uniform sample translation
are equivalent. For a uniform flow having
a vectorial speed V = (vx, 0, 0), directed
perpendicular to the illumination of a
Gaussian laser beam, where the diffusion
is very slow, such that

τ1 = ω2
1

4D
� τf = ω1

v
(24)

the contribution due to translational diffu-
sion can be neglected, and the normalized
fluorescence autocorrelation function for
one fluorescent species simplifies to

G(τ ) = 1

N
GD(0) × e

−
[( vxτ

ω1

)2
]

+ 1 (25)

Image Correlation Spectroscopy (ICS)
is an extension of S-FCS, which is
based on quantitative analysis of confocal
laser scanning microscopy images. As the
scanning velocity is known, a fluorescence
autocorrelation function in the spatial
domain, which is equivalent to that in the
time domain of Eq. (25), can be formed

G(ξ) = 〈δI(x)δI(x + ξ)〉
〈I〉2 + 1 (26)

where only the scanning velocity, vx, as a
scaling factor differs ξ from τ

ξ = vxτ (27)

For a two-dimensional array of pixels,
it is possible to extend (Eq. 26) to a
two-dimensional spatial autocorrelation
function with two independent variables,
x and y:

G(ξ, η) = 〈δI(x, y)δI(x + ξ, y + η)〉
〈I〉2

+ 1, (28)

which for an N × M pixelated image can
be calculated and normalized as

G(ξ, η) =

(1/NM)

N∑

k=1

M∑

�=1

I(k, �)I(k + ξ, � + η)

(

(1/NM)

N∑

k=1

M∑

�=1

I(k, �)

)2

(29)

where M � ξ and N � η. From a com-
putational point of view, it is more con-
venient to calculate the two-dimensional
spatial autocorrelation function from the
inverse Fourier transform of the power
spectrum of the image data. The power
spectrum is calculated as the product of
the Fourier transform of I(x, y) and its
complex conjugate

G(ξ, η) = F−1{F[I(x, y)] × F∗[I(x, y)]}
(30)

In analogy to the expression for the au-
tocorrelation function for S-FCS (Eq. 25),
the autocorrelation function for ICS will
take the form

G(ξ, η) = G(0) × e−(ξ 2+η2)/ω2
1 (31)

In both S-FCS and ICS measurements,
the temporal/spatial dependence of the flu-
orescence autocorrelation function gives
information only about the radius of the
excitation laser beam and the scanning
velocity, and does not normally contain
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information about the sample molecules
themselves, unless the molecules or ag-
gregates are larger than ω1. Instead, the
relevant information is to be found in the
amplitude G(0), from which the density
of molecules or the density of aggregates
and the average number of monomers per
aggregate can be determined.

In S-FCS and ICS, the amplitudes of
G(0) of Eqs. (25 and 31) can be expressed
in a similar way as in Eq. (15). However,
for cases in which there is a distribution
of aggregates, an additional contribution
to the amplitude can be expected from the
variation of the aggregate size. Assuming
that the fluorescence brightness, Q , of each
monomer contained in an aggregate is
unaffected by the number of monomers,
µ1(1), in the aggregates, one can show
that

G(0) = 1

N2
mono

∑

i

Ni(µ1(i)
2 + σ 2

i ) (32)

where Nmono is the mean number of
monomers within the observation volume,
µ1(i) and σi are the mean and the variance
of the number of monomers within the
ith population of clusters investigated,
and Ni is the mean number of such
aggregates.

Since confocal microscopic images can
be generated within less than a second,
ICS measurements are faster than those
of S-FCS. The image is also more eas-
ily collected over a large cell area so that
more sampling, which leads to a higher
accuracy, is done. On the other hand,
the sampling is performed with a lower
resolution, leading to a lower precision
than that for S-FCS. ICS has been ap-
plied to yield a quantitative measure of the
degree of aggregation of fluorescently la-
beled molecules, primarily cell membrane
proteins and lipids.

3.7
Rotational Diffusion

The processes of absorption and emis-
sion of light by fluorescent molecules
are anisotropic. Therefore, in general,
fluctuations in detected fluorescence also
occur because of rotational movement of
molecules.

These fluctuations can occur even if
the excitation beam is unpolarized, or if
fluorescence is detected from only one di-
rection. If the absorption dipole moment
of the molecule is turned parallel to the
direction of propagation of the excitation
beam, then there will be no absorption.
Similarly, if the emission dipole moment
points to the detector, the light will be
emitted in all other directions, except for
the axis connecting the molecule and the
detector. The magnitude of these orienta-
tional fluctuations can be enhanced by the
use of polarized excitation and detection.

Despite the general presence of orien-
tational fluctuations in fluorescence, the
experimental evidence is scarce. There are
several reasons for this. First, if the rota-
tion is very fast, like that of organic dye
molecules in water, then the fluctuations
are masked by a quantum effect called
photon antibunching. Second, if the slowly
rotating macromolecule carries many flu-
orescent labels, the dipole moments of
different fluorophores can be oriented at
different angles, resulting in a signifi-
cantly reduced dependence of absorption
and emission on the orientation of the
macromolecule. Finally, when labeled to
a macromolecule, a dye can typically un-
dergo wobbling motion due to a nonrigid
attachment of the dye to the molecule of
interest, such that the rotational motion
rather reflects the wobbling of the dye
than the rotational motion of the molecule
to which it is labeled.
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On the other hand, FCS provides an
interesting feature in the fact that the
rotation measurement is decoupled from
the excited state lifetime τe, since the
orientation is probed by two consecutive
excitation cycles of the molecule. This
allows, in principle, the measurement of
very slow rotational diffusion, which is
inaccessible to macroscopic fluorescence
methods.

3.8
Higher Order FCS and Fluorescence
Intensity Distribution Analysis (FIDA)

Although it is an extremely sensitive and
fast method, FCS does not utilize all the
information that is present in the fluo-
rescence fluctuations; for example, if we
analyze a mixture of two or more fluo-
rescent compounds, then the components
are separated on the basis of different
diffusion times. The contributions of the
components to the amplitude of the cor-
relation function are proportional not only
to concentrations but also to the square
of the brightness (i.e. quantum yield in
the elementary theory) of the correspond-
ing components (Eq. 16). Therefore, the
determination of actual concentrations of
components in the mixture requires addi-
tional information. It is also possible that
some of the components have equal dif-
fusion coefficients, and differ only by the
brightness of fluorescence.

Alternative approaches to gain comple-
mentary information about formation and
number distributions of aggregates in a so-
lution or on a surface exist. Here, we will
briefly describe two approaches: (1) the use
of higher order autocorrelation functions
and (2) how generation of photon count-
ing histograms, or fluorescence intensity
distribution analysis (FIDA) can be used to

gain complementary information for FCS
analysis.

Higher order autocorrelation functions
for the fluctuations in the detected fluores-
cence can be defined as

Gm,n(τ ) =
〈(δI(t + τ))m(δI(t))n〉
− 〈(δI(t))m〉〈(δI(t))n〉

〈I(t)〉m+n

(33)

where m and n are integers. For n, m = 1
(Eq. 33) reduces to the standard second-
order autocorrelation function (Eq. 8).
(The average fluctuations, 〈δI(t)〉, con-
tained in the second term of the numerator
equals zero.) For a second-order autocorre-
lation function, the amplitude is given by
Eq. (14). However, for the case in which the
sample contains several species, or one or
several distributions of aggregates, more
than one measured parameter, as that of
G(0), is needed to characterize the concen-
trations of the different species/aggregates
in the sample (Eqs. 15 and 32). One way
of obtaining more information from a
temporal or spatial record of fluorescence
fluctuations is to make use of higher or-
der autocorrelation functions, as defined
in Eq. (33).

Fluorescence Intensity Distribution
Analysis (FIDA), or Photon Counting
Histograming (PCH) extracts information
about the actual concentrations and
brightnesses of the molecules present in
the fluorescence fluctuations. In FIDA, the
intensity signal needs to be prepared and
analyzed in a different way compared to
FCS, but the experimental arrangement is
nearly identical. In the processing of the
recorded photon counts, a histogram of
the photon count numbers is calculated,
instead of computing the correlation
function G(τ ), as done in FCS. The
fluorescence photons are counted in time
intervals of, for example, �T = 40 µs
during the experiment with duration
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M · �T . Dividing by the total number
of intervals M transforms the histogram
into a photocount number probability
distribution P(n).

The parameters extracted by FIDA are
concentrations ci and molecular bright-
nesses Qi of the species i. No information
about diffusion is obtained by FIDA. If the
components should have equal brightness
values Q , then FIDA could not resolve
them. In this respect, FIDA and FCS
are complementary methods, which ex-
tract different but unique data from the
same signal.

It is important to note that although the
FIDA theory ignores the diffusion, it is still
vital for the method, acting as the source
of molecule number fluctuations.

From the aspect of utilizing the fluctua-
tion signal, it seems natural to combine the
two complementary methods – FCS and
FIDA. One example of such a combination
has been realized in FIMDA (Fluorescence
Intensity Multiple Distributions Analysis),
which is an extension of FIDA. Here,
several distributions are collected simulta-
neously, effectively using several counters
in parallel, with different counting time
intervals �Ti. In the resulting set of distri-
butions, the same photocounts are used,
but they are grouped using different time
windows.

4
FCS Applications in Life Sciences,
Biomedicine, and Drug Discovery

In this section, several examples will
be given in order to illustrate some of
the approaches of the FCS technique
(Sect. 3). It is beyond the scope of this
review to list all possible applications;
rather, we give some examples in order
to illustrate the potential of this technique.

Fluorescence Correlation Spectroscopy is
a powerful tool for examining molecular
interactions of biological importance with
very high specificity. The ability to study
specific interactions by FCS and related
techniques show considerable promise
as these techniques could be used as
tools in genomics and proteomics, and
with respect to drug discovery/screening.
In this chapter, we will exemplify how
different categories of specific interactions
can be monitored by FCS techniques in
Sects. 4.1 to 4.5.

4.1
Protein–Protein Interactions

Proteins play a crucial role in virtually
all biological processes. The first step
in the action of a protein is its bind-
ing of another molecule. Proteins as a
class of micromolecules are unique in be-
ing able to recognize and interact with
highly diverse molecules. Proteins can also
interact with themselves or with other pro-
teins thereby performing a wide diversity
of important functions. The spectrum of
functions a protein can perform ranges
from mechanic to protective functions.
The blood protein fibrinogen can form
insoluble fibers resulting in blood clot-
ting. Important protective proteins such
as antibodies or immune globulins bind
with and thus neutralize foreign proteins
and render them inactive, enabling the im-
mune system to distinguish between self
and nonself. Further, the hormone pro-
teins bind to receptor proteins and thus
carry messages throughout the body. Fi-
nally, molecular self-assembly can serve
as a good example of protein–protein
interaction that can play a fundamental
role in biology. The assembly of identi-
cal molecules such as peptide and protein
into aggregates in bulk at surfaces or
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interacting with macromolecules is, to an
increasing extent, believed to be a cause
of diseases such as Alzheimer’s disease,
prion diseases, and others.

As an example, and to give a gen-
eral idea of how FCS can be used to
study protein–protein interactions, and in
particular, aggregation processes of pep-
tides and proteins, the aggregation of the
Alzheimer amyloid β-peptide (Aβ) will be
discussed. The aggregation process has
been studied in vitro with different tech-
niques: turbidimetry, light scattering, ana-
lytical ultra-centrifugation, circular dichro-
ism spectroscopy, electron microscopy,
atomic force microscopy, polyacrylamide
gel electrophoresis, size exclusion chro-
matography, and quantitative fluorimetry.
However, only the spectroscopic tech-
niques allow the measurement of the
aggregation process directly in solution.
So far, quasi-elastic light scattering has
provided the most detailed description of
this process. Recently, the aggregation of
Aβ and the protein–protein interaction
in plant cells have been studied using
FCS. In order to follow the polymerization
process, it is necessary to label the pep-
tide/protein with at least one fluorophore
with an account on steric effects of the fluo-
rophore molecules. Further, it is extremely
important to pay attention to the buffer
composition and its pH value used for the
aggregation experiment. Data on the Aβ-
aggregation process have been evaluated
using the correlation function as given
in Eqs. (15–17) (see Sect. 3.3). The aggre-
gation of Aβ dissolved in Tris-buffered
saline, pH 7.4, occurs above a critical con-
centration of 50 µM and proceeds from
monomers/dimers into two discrete pop-
ulations of large aggregates, without any
detectable amounts of oligomers (Fig. 6).
The polymerization of Aβ is a highly coop-
erative process in which the formation of

very large aggregates precedes the forma-
tion of fibrils. The aggregation was reduced
when Aβ was incubated in the presence
of Aβ ligands, oligopeptides previously
shown to inhibit fibril formation. The ag-
gregation process occurs in two phases.
In the early phase (1–120 min), diffuse
networks and fibrils are formed. Previous
studies, performed with other techniques,
have provided limited information on the
early (1–120 min) phase in the Aβ ag-
gregation due to problems in measuring
monomers, oligomers, and large aggre-
gates simultaneously. The FCS technique
is not limited by these problems, and mea-
surements are made directly in solution
without any further sample preparation
thereby minimizing the risk for artifacts.
In conclusion, FCS can be used as a
highly sensitive and specific competition
assay to identify potential inhibitors for the
Aβ –aggregation process, and the appear-
ance of aggregates in the cerebrospinal
fluid of Alzheimer’s patients using FCS is
suggested as a diagnostic tool. FCS offers
a powerful tool to study the aggregation
process. It allows the polymerization pro-
cess to be followed from the start point in
real time, detecting monomers, oligomers,
and large aggregates in solution simulta-
neously. In addition, FCS provides a fast
and specific analysis of the aggregation
process with high sensitivity. Further, it
is reasonable to assume that analysis of
the fluorescence raw data with FIDA/PCH
(see Sect. 3.8), can extend the precision
and accuracy further. FIDA/PCH offers
complementary information to FCS, and
makes it possible to distinguish aggregates
from their different fluorescence bright-
ness, which at least ideally scales linearly
with the size of the aggregates. FCS, on the
other hand, differentiates species based
on their diffusive speed, which scales
with the cubic root of the molecular size.



480 Fluorescence Correlation Spectroscopy (FCS)

460

450

440

430

420

410

400

390

In
te

ns
ity

 [
kH

z]

(a)

(b)

(c) (f)

(d)
20 40 60 80 100 120

Run time [s] Run time [s]

1200
1100

1000

900

800

700

600

500

400

300

In
te

ns
ity

 [
kH

z]

50 100 150 200 250

1.06

1.05

1.04

1.03

1.02

1.08

1.06

1.04

1.021.01

15
0

−10

5
0

−5

25
0

−75

−25
−50R

es
id

ua
ls

P(
D

if
f.

tim
e)

P(
D

if
f.

tim
e)

O
bs

er
ve

d 
 &

 c
al

cu
la

te
d

R
es

id
ua

ls
O

bs
er

ve
d 

&
  c

al
cu

la
te

d

1 0 1 2 3 −1 0 1 2 3
Log (time [ms]) Log (time [ms])

Diff. time
[ms]

Diff. time
[ms]

(e)

OBS
CALC

OBS
CALC

0.018

0.016

0.014

0.012

0.01

0.01 0.1 1 10 100 1000 10 000

0.008

0.006

0.004

0.002

0

0.0035

0.003

0.0025

0.002

0.0015

0.001

0.005

0
0.01 0.1 1 10 100 1000 10000

Fig. 6 The polymerization of Aβ studied by FCS
using rhodamine-labeled Aβ as fluorescent
probe (Eqs. 15 to 17, Sect. 3.3). Aβ (80 µM) was
incubated with rhodamine-labeled Aβ (10 nM).
The fluorescence intensity fluctuations were
measured after (a) 2 min and (d) 40 min. The
corresponding autocorrelation functions were
calculated according to Eq. (34). (b) The
monophasic form of the curve indicates that the
diffusion times for the species present are

similar. The diffusion time, τD, was found to be
90 µs. (e) After 40 min of incubation, the
calculated autocorrelation function has a
biphasic appearance. Species with a very high
diffusion time (τD = 3 s), corresponding to very
large aggregates, as well as the initial
monomers/dimers (τD = 90 µs) can be
observed. The distribution of diffusion times was
calculated from the autocorrelation function
using the CONTIN program (c and f).
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According to estimations, a relative dif-
ference in diffusive times between two
different molecular species of at least a
factor of 1.6 is necessary, if the species
have comparable quantum yields and high
fluorescence signals.

4.2
Ligand–Receptor (on Single Live Cell) and
Intracellular Interactions

The receptor concept is the primary
theoretical basis for modern pharmacol-
ogy. Drugs, hormones, neurotransmitters,
toxin, and other biologically active sub-
stances can be referred to as ligands.
Ligands exert their actions by way of inter-
action with receptors. The resulting recep-
tor–ligand complexes produce alterations
in physiological processes. For certain lig-
ands (e.g. peptides, natural products), it is
not possible to detect receptors with the
conventional method radiography. If the
numbers of receptors are few per cell, spe-
cific binding is difficult to detect because of
the background. The radiography method
includes several washing steps to remove
unbound ligand. The half-life of the re-
ceptor–ligand complex is often shorter or
similar to the time required for separations
of free and bound ligands. Therefore, inter-
actions between certain ligands and their
different receptors are often overlooked
by the conventional binding technique.
The single-molecule detection sensitivity
of FCS and its short measurement time
can often provide a way to overcome these
difficulties allowing receptor–ligand inter-
actions to be followed in living cells, even
if the receptors are present only in very
sparse numbers.

The ligand–receptor interactions can be
analyzed on the basis of the approach
and the fluorescence intensity autocorre-
lation function as given in Eq. (17). In

FCS measurements, the fluorescence in-
tensity fluctuations are recorded from only
those molecules that diffuse through the
confocal laser volume element. The time
required for the passage of fluorescent
molecules through the volume element
is determined by the diffusion coefficient,
which is related to the size and shape
of a molecule. Thus, diffusion times ob-
tained from the analysis of fluorescence
intensity fluctuations with autocorrelation
functions allow differentiating faster dif-
fusing and slower diffusing molecules,
that is, in this context, to distinguish
free ligands from ligand–receptor com-
plexes (Sect. 3.3). In binding studies with
the FCS technique, a mixture of several
ligand–receptor complexes (components)
with different molecular weights and cor-
responding different diffusion times can
be analyzed without any need to physi-
cally separate unbound components from
bound ones. Since in the FCS technique
diffusion times of ligand molecules and
ligand–receptor complexes are used as
characteristic parameters for binding anal-
ysis, distribution of diffusion times can
be obtained via a special algorithm that
can reveal the appearance of several bind-
ing complexes. For the evaluations of the
distribution functions, the CONTIN pro-
gram using restrained regularization was
applied. Instead of an evaluation of discrete
diffusion processes with distinct species
and characteristic diffusion times, the dy-
namic motion of receptor complexes in
membranes is considered to be distributed
with regard to their diffusion times. This
program can thus be used to validate the
presence of discrete ligand–receptor com-
plexes in which the appearance of two
binding complexes found by distribution
analysis of diffusion times may suggest
that these are representations of two differ-
ent forms or subtypes of ligand–receptor
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complexes. Ligand–receptor interactions
in live cells using FCS have been per-
formed in several laboratories. In what
follows, an example will be given to
illustrate how FCS can be used to inves-
tigate the interaction of ligands with their
cognate receptors. In order to highlight
ligand–receptor interactions on live cells
(cell cultures) using FCS, the interaction
between the ligand proinsulin C-peptide
(CP) and its receptor will be demonstrated.
It is very important to take background flu-
orescence into account for the judgment of
specific ligand–receptor interaction when
a ligand is tagged with a fluorescent dye.
Background fluorescence usually origi-
nates from endogenous proteins if their
excitation wavelength is close to that of
the dye used. The endogenous proteins
such as NADH and FAD produce autoflu-
orescence in blue–green range. Therefore,
sometimes it is advantageous to make
excitation in near-IR range, where autoflu-
orescence is less prominent. Fluorescence
signals will be overestimated if they are not
corrected for background fluorescence. In
order to check background fluorescence,
the autofluorescence was measured in cells
without the addition of fluorophore labeled
ligands. Background fluorescence differs
very much depending on cell types. For
example, at 514-nm excitation, very little
background fluorescence was detected in
human diploid fibroblasts, pancreatic in-
sulinoma cells, and renal tubular cells,
whereas huge background fluorescence
was observed in endothelial cells from
umbilical cord veins. CP was covalently
labeled with the fluorophore rhodamine
(Rh) and binding of Rh–CP was conducted
in human renal tubular cells.

Fluorescence intensity fluctuations and
autocorrelation functions of Rh–CP free in
solution and bound to human renal tubu-
lar cell membranes are presented in Fig. 7.

Examination of the Brownian motion of
unbound Rh–CP in the buffer medium
above the cell surface exhibits typical fluc-
tuations (Fig. 7a) and a diffusion time (τD1)
of 0.15 ms (Fig. 7b). When the volume el-
ement is positioned at the level of the
cell membrane, the fluorescence intensity
traces exhibited several prominent peaks
(Fig. 7d). These peaks, with up to three
times higher intensity than the baseline,
are a clear representation of the Brown-
ian motion of ligand–receptor complexes
containing several rhodamine-labeled CP
molecules. Correlation analysis of the in-
tensity fluctuations then reveals a diffusion
process of the cell-bound C-peptide with
at least two components characterized
by diffusion times of τD2 = 1 ms and
τD3 = 80 ms, respectively (Fig. 7e). The
results indicate the presence of specific
binding of human proinsulin C-peptide
to its membrane-bound receptors since
bound Rh-CP is displaced following addi-
tion of 1000-fold molar excess of unlabeled
C-peptide (Fig. 7f). Further evidence for
the binding specificity of C-peptide is ob-
tained from the fact that addition of excess
unlabeled C-terminal pentapeptide was
accompanied by displacement of bound
Rh-CP, similar to what was observed af-
ter the addition of intact C-peptide. This
suggests that the C-terminal segment is
involved in the binding process (Fig. 7c).

Among other applications of FCS within
this category, it has also been applied
to precisely study ligand–receptor interac-
tions for the purified acetylcholine recep-
tors in solution. Using FCS, the C-peptide
specific binding to macromolecules ob-
tained from detergent-solubilized cell ma-
terials has also been shown. Further,
combining imaging by confocal laser scan-
ning microscopy and FCS (LSM-FCS) has
made it possible to make images of lig-
and–receptor interaction and its dynamics
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Fig. 7 C-peptide binding and displacement to the membranes of cultured renal tubular cells
(Eq. (17), Sect. 3.3). (a) Fluorescence intensity fluctuations, (b) autocorrelation function for
Rh-CP (5 nM) free in solution, τD = 0.15 ms. (d) Fluorescence intensity fluctuations and
(e) autocorrelation function for Rh-CP bound to membranes on the cell surfaces. Diffusion
times (τD) and corresponding fractions (y): τD1 = 0.15 ms, y1 = 0.1; τD2 = 1 ms, y2 = 0.15;
τD3 = 80 ms, y3 = 0.75. Autocorrelation functions of displacement of membrane-bound Rh-CP
by postincubation of a 1000-fold molar excess of (f) nonlabeled C-peptide and (c) nonlabeled
C-terminal pentapeptide. In postincubations, renal tubular cells were first incubated with
binding buffer containing 5 nM Rh-CP for 60 min and observed binding was treated as control.
Then 5 µM nonlabeled CP or nonlabeled C-terminal pentapeptide was added to the same cells,
incubated for three more hours, and checked for displacement.
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in live cells. The LSM-FCS setup enables
the determination of localization, topol-
ogy, and transport of proteins in living
cells, and the visualization and dynamic
characterization of lipid bilayers. The LSM-
FCS setup appears to be a very valuable
technique to study ligand–receptor inter-
actions in any part of living cells and/or
cell compartments.

Having outlined the capacity of the FCS
technique for cell surface studies, it is also
important to emphasize that the measured
parameters always have to be carefully
evaluated with respect to artifacts. If not
considered, photobleaching in the laser
excitation beam and the limited reservoir
of fluorescent molecules on the cell surface
can lead to an underestimation of the
density of receptor molecules on a cell
surface. The adjustment of proper laser
intensity requires great attention, both
with respect to the dye and the cell survival.
The extent of depletion of a fluorescent
compound on a cell surface as measured
with FCS depends on several parameters
(e.g. diffusion speed, area of free diffusion,
excitation intensity, and time of laser
exposure). The depletion can thus not only
lead to a reduced overall surface density but
can also significantly skew a distribution
of several diffusion species.

In addition to photobleaching, the in-
corporation of fluorophore into the ligand
is an important factor in receptor binding
studies with fluorescently labeled ligands.
Ideally, the dye-labeled ligands should
not contain unbound dye molecules as
they may contribute to nonspecific in-
teractions. Since dye–ligand complexes
usually have a certain half-lifetime, the
purity of dye-labeled ligand complexes
should be checked from time to time (even
100% dye-labeled ligands lose their dye
molecules (5–10%) after 2–3 months). A
problem concerning ligand tagging is the

labeling of low molecular weight ligands,
which is related to the limitation of FCS
to distinguish molecular sizes by transla-
tional diffusion. The increase in molecular
weight of a labeled ligand by a factor of 8
only doubles its diffusion time (following
from the Stokes–Einstein equation, see
text following Eq. 10). It is thus sometimes
difficult to distinguish the diffusion time
of a dye-labeled ligand from that of the
dye, particularly if the molecular weight
of the ligand is less than that of the dye
molecule (Sect. 4.1). However, Häberlein’s
group has been successful in labeling low
molecular weight ligands with rhodamine
when the ratio of molecular weights of
the rhodamine-labeled kavain ligand and
rhodamine was two. Further, in binding
assays with dye-labeled ligands, there is
always a risk that a dye can interfere with
the affinity due to steric effects. This de-
pends both on the structure of the dye and
the position of the ligand to which the dye
molecule is tagged. Therefore, it is impor-
tant to check the activity of the dye-labeled
ligands in functional studies. If the dye-
labeled ligand fails to produce functional
activity, it is advisable either to use another
dye or to tag the dye to another position.

FCS analysis of ligand–receptor inter-
actions in cell cultures demands a healthy
state of cells. Nonliving cells are unsuitable
for receptor binding studies with FCS. To
this point, the lifetime of cells is a limiting
factor for FCS measurements, where cer-
tain cells (e.g. fibroblasts) survive longer
than others (e.g. neuronal cells). Mem-
branes of dead cells lack the fluidity of the
phospholipid environment, which leads to
immobility of ligand–receptor complexes.
Washing of the cells, a way to reduce back-
ground fluorescence – in this case, usually
done 4 to 5 times with PBS – has to be done
with care since this washing can also in-
duce damages to cells. Low ionic strength



Fluorescence Correlation Spectroscopy (FCS) 485

and temperature of the binding buffer can
destroy cells. The pH of the binding buffer
must be close to 7.4.

If the ligand–receptor interactions are
followed on membranes of cultured cells,
it is very critical that the focus of the
laser beam is properly positioned on the
membrane surface. It is a difficult task to
be sure that the focus is exactly on the
membrane. As a hint, we propose that if
receptor binding is observed, a change of
the focus 1 µm upward should lead to a
reduction of the binding. One should take
into consideration that if the receptor is
membrane-bound, the binding observed
in the cytoplasm is mostly nonspecific.
In certain cases, if the focus is in the
cytoplasm, one detects the internalization
of receptors. If cells are cultured in
eight-well Nunc chambers, it is useful to
have them attached to the bottom of the
chamber (Nunc chamber is usually used
for the cell culture. In FCS technique,
it is used as a sample chamber. It has
a cover glass in the bottom, suitable
for an inverted microscope). During the
FCS measurement, cells should not move
since a change of cell position during the
measurement is likely to introduce errors.

Performing FCS measurements intra-
cellularly confronts the practitioner with
more challenges, in terms of photobleach-
ing, autofluorescence, cell viability, and
so on. For intracellular measurements,
two-photon excitation has proved to be
a useful mode of excitation. Two-photon
excitation as a single quantum event was
first predicted by Göppert-Mayer in 1931.
It arises from the simultaneous absorption
of two photons that combine their ener-
gies to cause the transition to the excited
state of the fluorophore. The first exper-
imental verification of this phenomenon
could not be accomplished until the in-
vention of lasers 30 years later. In 1990,

two-photon excitation of fluorescence was
introduced in laser-scanning microscopy
as a new tool within biophysical research
and given the name two-photon laser-
scanning microscopy (TPLSM). Most of
the properties that make TPLSM attractive
derive from the quadratic dependence of
the excitation probability on the excitation
light intensity. In a strongly focused ex-
citation beam, this quadratic dependence
makes the excitation outside the focal re-
gion fall off with the fourth power of the
distance from the focal plane in the ax-
ial direction. Since photobleaching can be
considered to roughly scale with the ex-
citation rate, out-of-focus photobleaching
and attenuation of the excitation beam by
out-of-focus absorption does not occur to
any significant degree. Owing to the inher-
ent confinement of the excitation volume
in TPLSM, spatial filtering (pinhole) in the
image plane is not necessary. This confine-
ment also allows a greater flexibility in the
detection procedure in the sense that the
emitted light does not have to pass through
the microscope objective, and the emitted
light does not have to be focused, so that
scattering of the fluorescence may occur
without any loss of detection efficiency.
Moreover, detection of two-photon excited
fluorescence is not hampered by a high
background owing to Raman and Rayleigh
scattering of the excitation light. These fea-
tures are attractive for FCS experiments,
in particular, intracellular studies. FCS ex-
periments with two-photon excitation in
which the diffusion of fluorescently la-
beled beads were followed in the cytoplasm
of live mouse fibroblast cells were first
demonstrated in 1995. In further studies,
intracellular dynamic processes have been
followed by two-photon FCS, utilizing,
for example, green fluorescent proteins
(GFPs). Two-photon excitation can also
be combined with one-photon excitation
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such that two-color cross-correlation FCS
can be performed with only one excitation
wavelength.

4.3
Vesicle–Peptide Interactions

Phospholipid vesicles and artificial mem-
brane systems have been studied inten-
sively as a way of determining the proper-
ties of biological membranes. With vesicles
it is easier to manipulate the various pa-
rameters of the membrane system and
thus, to investigate membrane-bound en-
zymes and membrane transport systems
without possible interfering reactions that
occur in the cell membrane. One impor-
tant use of vesicles is as vehicles in drug
therapy. Vesicles, prepared with drugs
entrapped inside, are being used as car-
riers for these drugs to target organs,
thereby avoiding digestion and unwanted
metabolic effects during delivery after in-
take. The interior of the vesicle is an aque-
ous environment, and with the extrusion
technique, it is possible to prepare vesicles
with different substances/dye molecules
entrapped inside. Thus, the external and
internal environment of phospholipid vesi-
cles can be manipulated, and studies can
be conducted on a variety of properties
of these synthetic membranes, includ-
ing their ability to incorporate or release
molecules, and their interaction with vari-
ous substances (peptides, proteins, nucleic
acids).

In earlier studies, interactions between
proteins and vesicles have been performed
using different biochemical procedures,
but very little has been done using FCS.
However, recently some studies have been
performed indicating the promise of FCS
for these kinds of studies. The following
example demonstrates how FCS has been
applied to study molecular interactions

between peptides/proteins and vesicle
membranes based on the concept as given
in Eqs. (15) to (17) (Sect. 3.3). Molecular in-
teractions of melittin, a pore-forming pep-
tide, and magainin, a membrane-breaking
peptide, with phospholipid membranes
were performed in rhodamine-entrapped
vesicles (REV) and in rhodamine-labeled
phospholipid vesicles (RLV). The REV en-
trapped free rhodamine inside could be
released out of REV if pores/channels
were formed into vesicles, or if they were
broken. In contrast to REV, RLV did not
entrap free rhodamine inside since rho-
damine was covalently bound to the head
groups of phospholipids. Therefore, the
formation of channels into RLV could not
result in rhodamine release in solution
and only breakage of RLV could make
free rhodamine appear freely in solution.
Free rhodamine was used to calibrate the
instrument as a reference to estimate dif-
fusion times of the vesicles, and to justify
whether the vesicles were intact or broken.
The diffusion times of free rhodamine and
vesicles were determined separately. The
concentration ratio of peptide: phospho-
lipid ranged from 1 : 1 to 1 : 40. At least a
ratio of 1 : 20 (peptide : phospholipid) was
necessary to obtain pronounced effects of
peptides on vesicles.

Intensity autocorrelation functions G(τ )

of free rhodamine and vesicles are shown
in Fig. 8. Diffusion times (τD) of free
rhodamine in solution (Fig. 8a), of REV
vesicles with rhodamine entrapped inside
as well as of RLV vesicles with rhodamine
covalently bound to the head groups of
phospholipids and not entrapped inside
(Fig. 8b, c) are found to be 0.063 and
9 ± 1 ms respectively. Similar diffusion
times are obtained when autocorrelation
functions (Fig. 8a–c) are analyzed with the
CONTIN program (see Sect. 4.2) with re-
gard to the distribution of diffusion times
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Fig. 8 The intensity autocorrelation function
G(τ ) of vesicles. (a) G(τ ) of free rhodamine in
solution; τD = 0.063 ms. (b) G(τ ) of rhodamine
entrapped vesicles (REV), τD = 7.5 ms; (c) G(τ )

of rhodamine-labeled phospholipid vesicles
(RLV), τD = 9.1 ms; (d), (e), and (f) are the
CONTIN distributions of diffusion times P(τDi )
from (a), (b), and (c) respectively.
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according to a model of multiple compo-
nents (Fig. 8d–f). Owing to differences in
diffusion times between free rhodamine
and vesicles, it is possible to quantify the
fractions of free rhodamine and vesicles;
for example, in the ligand–receptor in-
teraction studies, there is no need for
a separation step for this quantification.
The results demonstrate that melittin and
magainin interact with phospholipid vesi-
cle membranes in different ways. Melittin
makes channels into vesicle membranes
(Fig. 9, model I) as exposure of melittin to
vesicles causes rhodamine to release only
from REV but not from RLV. It is ob-
vious that rhodamine cannot be released

from RLV because the inside of RLV is
free of dye molecules. In contrast, mag-
ainin breaks vesicle membranes (Fig. 9,
model II) since addition of magainin to
vesicles results in rhodamine release from
both REV and RLV. As the inside of RLV
is free of rhodamine, the appearance of
rhodamine in solution confirms that these
vesicles are broken into rhodamine-labeled
phospholipid fragments after addition of
magainin. This study illustrates several at-
tractive features of the FCS technique for
protein/peptide studies including vesicles.
FCS is a sensitive and rapid technique
to study molecular interactions of biologi-
cally important substances with vesicles. It

Addition of melittin

Rhodamine
release

Addition of melittin

No rhodamine
release

Addition of magainin

Rhodamine +
phospholipids

Addition of magainin

Rhodamine-labelled
phospholipids

(a)

(b) (d)

(c)

Fig. 9 Models for the peptide interactions with vesicles. Model I: Melittin
makes channels into phospholipid vesicle membranes. (a) REV plus melittin;
(b) RLV plus melittin; Model II: Magainin breaks phospholipid vesicle
membranes; (c) REV plus magainin. (d) RLV plus magainin.
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indicates that FCS can be used as a rapid
protocol to test incorporation and release
of drugs by vesicles, which is of phar-
maceutical significance. It also provides a
general idea of how FCS could be used
to study molecular interactions of many
other physiologically important peptides
and proteins in vesicle membranes.

4.4
Protein–DNA Interactions

Binding of proteins (transcription factors)
to DNA molecules plays key roles in as-
sembling active transcription complexes.
Generally, biochemical methods are used
to study interactions between transcrip-
tion factors and DNA molecules. Recently,
protein–DNA interactions have been stud-
ied using biophysical methods such as
NMR and FCS. It is important to men-
tion that in certain cases, earlier data
obtained by biochemical methods are in-
consistent with those obtained by NMR
and FCS with respect to the specificity
and mechanisms of protein–DNA inter-
actions. Here is an example of how FCS
has been applied to study the interaction
of the p53 protein (transcription factor)
with DNA on the basis of the concept
as given by Eqs. (15–17) (Sect. 3.3). The
p53 protein is a sequence-specific tran-
scription factor that plays a central role in
cancer surveillance. p53 is a latent tran-
scription factor that is activated by various
forms of cellular stress including DNA
damage. The p53 activation and conse-
quently, p53-dependent transcription is
controlled by the negative regulatory re-
gion in the CTD (C-terminal domain)
of p53. Data on the p53 activation and
its interactions with DNA as character-
ized by FCS demonstrate that a crucial
mechanism by which p53 transcription

function is regulated appears to oper-
ate through control of its DNA-binding
properties. These FCS data present a two
binding site mechanism, which postulates
that p53 is not a latent DNA-binding factor
but is involved in multiple interactions
with DNA via its core and C-terminal
domains. Thus, the earlier proposed al-
losteric and steric mechanisms of the
p53 activation for binding to DNA are
inconsistent with data obtained by FCS.
Similar studies have been performed using
capillary electrophoresis-single molecule
FCS, and by fluorescence fluctuation spec-
troscopy. These examples provide a gen-
eral idea of how FCS can be used to
study specific interactions of various pro-
teins with DNA. Regarding transcription
factors, the FCS technique can offer a
useful tool to study their interactions
with DNA with reference to the speci-
ficity and mechanisms of interactions. In
comparison with biochemical methods,
FCS is not only fast and economic but
also very specific. It is very likely that
protein–DNA interaction with FCS can
be performed in microchips. The most
important perspective of protein–DNA as-
says with FCS is to study protein–DNA
interactions at expression level in living
cells.

4.5
DNA–DNA Interaction (DNA Sequencing)

Nucleic acid analysis plays a key role in un-
derstanding various biological processes.
Generally, hybridization methods are used
in order to detect specific DNA and RNA
sequences, in which a specific probe
(oligonucleotide, DNA, RNA) recognizes
its complementary sequence in the target
DNA and/or RNA. Traditionally, elec-
trophoresis or liquid chromatography tech-
niques are applied to analyze hybridization
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reactions. However, these techniques have
drawbacks as electrophoretic separations
in agarose and polyacrylamide gel pro-
duce very poor resolution and possess
lower sensitivity for long natural DNAs.
With FCS, a higher sensitivity can be
offered to detect DNA sequences using
fluorescently labeled probes. For example,
it has been described in detail how flu-
orescently labeled DNA oligonucleotides
(19mer–23mer) have been used as probes
for the HIV virus target RNA. The most im-
portant point is that FCS allows detecting
and quantifying hybridization products
without the need for bound–free physical
separation by gel electrophoresis, filters,
or column chromatography. As in the pre-
ceding examples, the separation by FCS is
based on significant differences in diffu-
sion times between the free and bound
dye-oligonucleotides. The approach has
also been described for multicomponent
analysis using a combination of capil-
lary electrophoresis and FCS. There are
a number of publications concerning the
fluorescence-based amplification at high
template concentrations. As is known, the
amplification of initially low copy num-
bers of templates is a general problem.
Detection of DNA target sequences at
the single-copy level without amplification
can obviously overcome such limitations,
which can result in nonspecific amplifica-
tion at initially very low template numbers,
for example, PCR (polymerase chain re-
action). The major problem is that in
nonspecific modes of detection, there is no
guarantee that the specific target is avail-
able or that the correct sequence of the
specific target amplification is produced in
the amplification process. For DNA–DNA
interactions of this kind, the two color
cross-correlated FCS is a useful approach
(Eqs. 22, 23(a–c), Sect. 3.5). In nucleic
acid analysis by cross-correlated FCS, two

oligonucleotide probes are fluorescently la-
beled in two different colors (each probe
carries one color). These two fluorescently
labeled oligonucleotide probes can be hy-
bridized to a complementary target gene
(DNA) such that both oligonucleotides
bind to the same target at different sites. If
the target is present in the sample, those
probe molecules that bind to the same
target are correlated to each other, in con-
trast to those probe molecules that do not
bind to the same target. Even if there is
a prominent excess of molecules in one
color, the DNA carrying both probes on
the same molecule can often be distin-
guished in a cross-correlation procedure.
Two color cross-correlation FCS has been
shown to be a specific mode of detection
where the correct amplification product
is identified and quantified. Two color
cross-correlation FCS (and other cross-
correlation/coincidence analyses based on
similar approaches using ultrasensitive
fluorescence techniques) can be useful for
assays in microchips in order to screen for
clinically relevant pathogens.

4.6
Monitoring of Molecular Processes in the
Fast Time Range (<τD) (Chemical
Reactions, Photophysics, Conformational
Changes)

For reactions that generate prominent
fluorescence changes in the fluorescently
marked molecules under study, and which
are faster than the typical passage times
(τD) of these molecules through the
detection volume, the approach outlined
in Sect. 3.4 is applicable.

Reactions that can be monitored include
a range of chemical reactions, conforma-
tional kinetics, and transitions between
different transient photophysical states of
the fluorophores themselves.
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A simple example of a chemical reac-
tion monitored by FCS using this strat-
egy is given in Fig. 10(a), where the
fluorescence fluctuations in a calcium-
sensitive fluorophore upon binding and
dissociation of a calcium ion can be
used to determine the calcium con-
centration in absolute terms as well
as the local buffering properties. The
same approach also applies to other
ion-sensitive dyes, for instance, pH-
sensitive dyes.

In Fig. 10(b), it is shown how FCS and
the above approach provide a simple and
convenient means to determine triplet
state properties of fluorophores, offering
a strong alternative to flash photolysis
and other relaxation approaches. A wide
range of photophysical states can be ana-
lyzed in a similar fashion, including charge
transfer and trans–cis isomerization pro-
cesses. The relative ease of measurement
and the strong environmental sensitivity
of these relatively long-lived photophysical
states opens for microenvironmental mon-
itoring applications where relatively small
changes in the rates to or from these states
owing to local environment influences can
be followed.

Conformational kinetics of molecules
can be followed via FCS if the fluorescence
intensity of the fluorophore labeled to the
molecule of interest clearly depends on its
conformational state. The fluorescence can
either be made sensitive to intramolecular
distances, that is, between the fluorescent
marker and some attached quencher
molecule, or via fluorescence resonance
energy transfer (FRET) between a donor
and an acceptor fluorophore attached to
the molecule of interest. Alternatively,
the fluorescence is changed because of
a conformation-dependent accessibility of
quencher molecules to the labeling site of
the fluorophore molecule.

4.7
FCS and Related Techniques in Drug
Screening

A very important activity for generating
new substances with therapeutic activity
is the screening of compounds, which is
based on their affinity to, or molecular in-
teractions with certain target compounds.
Functional genomics has resulted in the
knowledge of a growing number of poten-
tial therapeutic targets. At the same time,
combinatorial chemical synthesis tech-
niques have enabled a rapid development
of large compound libraries. Following
this progress, the demand is stronger
than ever for high throughput screening
(HTS) technologies that can screen these
potential therapeutic targets against large
compound collections. This has stimu-
lated technology development in the areas
of assay automation, miniaturization, and
detection technologies. Homogeneous as-
says, in which measurement can take
place directly after mixture (‘‘mix and mea-
sure’’), without any filtration, separation,
or washing steps in between, are well
suited for HTS as they make the screening
less time-consuming and labor-intense,
and thus easier to automate. Miniatur-
ization reduces the amount of biological
and chemical reagents used per assay, and
can facilitate higher throughput assay for-
mats by enabling the use of parallel sample
processing. Miniaturization, in turn, puts
high demands on the sensitivity of the de-
tection techniques used in the screening
procedure.

Fluorescence-based detection methods
can offer an outstanding sensitivity, and
there is a strong trend towards using flu-
orescence as a readout mean in favor of,
for example, radioactivity. Already some
years ago, a strong interest from the phar-
maceutical industry was focused on FCS
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as a readout tool for HTS. This interest
stemmed from several attractive features
of the FCS technique as a HTS readout
technique: (1) a sensitivity that enables de-
tection at the level of single molecules; (2)
small detection and sample volumes that
strongly facilitate miniaturization; (3) lack
of need for a physical separation of in-
teracting from noninteracting molecules
prior to measurement, which makes it
possible to perform homogeneous assays;
(4) reasonably fast readout times. Fur-
ther, as indicated by previous studies (see
Sect. 4.2), FCS can provide the possibil-
ity to identify and discover new target
molecules on cell surfaces that has not
been possible to detect by conventional
methods. This flexibility in the choice of
measurement medium thus makes it pos-
sible not only to perform HTS in vitro but
also may open for HTS on a cellular basis.

The ability to distinguish two different
particles in solution (e.g. bound and un-
bound ligands), which is essential in HTS,
is typically based on differences in diffu-
sion speeds in FCS. However, it should be
pointed out that to resolve, for example,
binding of a ligand to a receptor, their dif-
fusion times through the detection volume
need to differ quite substantially, since the
diffusion constant is only approximately
inversely proportional to the cubic root of
the molecular weight (see also discussion
in Sect. 4.1). The smaller the difference in
diffusion speeds, the longer the measure-
ment time needed to separate the species.
Therefore, to reach short enough mea-
surement times for HTS with FCS (of the
order 1s), large differences in diffusion
times between the free and bound species
are required.

In view of this, FIDA/PCH (Sect. 3.8)
offers a strong complementary analysis
approach in HTS to time correlation anal-
ysis and FCS, providing a complementary

set of readout parameters. In its basic ver-
sion, the discrimination between species is
based on differences in molecular bright-
ness, and already a difference of 25% can
allow two different species to be separated
in the analysis, independent of the molec-
ular mass, also allowing a faster readout.
On the basis of FIDA/PCH assays can
be designed in different ways such that
the molecular brightness changes because
of molecular interaction, either due to a
change in environment or due to an en-
ergy transfer from one (donor) fluorophore
to another (acceptor) fluorophore, or via
changes in stoichiometry of fluorophore
molecules present on the single particles.

HTS requires fast readout times and at
the same time enough information from
the sample to judge if, for example, a ligand
has bound to a target molecule. Therefore,
it is essential to maximize the number of
fluorescence photons extracted from the
molecules investigated during the read-
out time. Photophysical aspects are very
important for practically all fluorescence
spectroscopy techniques in which a high
sensitivity or a fast readout is required.
Since for HTS, both these properties are
needed, this issue becomes of even greater
importance. To optimize sensitivity and
readout speed, additional strategies can be
used. One useful strategy is to take advan-
tage of several spectroscopic parameters,
analyzing data from more than one out-
put channel. In line with this strategy,
the FIDA technique has been extended
to also include lifetime, polarization, and
emission wavelength ranges of the emit-
ted fluorescence (Sect. 3.8). In this way, the
global analysis of several signal parameters
(from a combination of FCS and FIDA ap-
proaches) can significantly improve the
probability for accurate molecular classifi-
cation in compound screening. A further
boost to the capacity would result from the
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use of a parallel confocal optic readout. In
combination with assay methods, proper
liquid handling and robotics, as well as pro-
cess flow and information management,
ultrasensitive fluorescence detection tech-
niques seem to be able to take HTS to new
capacity levels. Assay systems that were ca-
pable of screening at their best thousands
of compounds per day in the mid-1990s
now transform into methods that are be-
lieved to be capable of 100 000 samples per
day (so-called ultra-HTS (uHTS) methods).

5
Additional Remarks and Conclusions

Local fluctuations, reflecting intrinsic ther-
modynamic properties of a physical system
in equilibrium, are usually a source of un-
avoidable noise in conventional ensemble
experiments. FCS converts the thermody-
namic noise into a very rich source of
information about dynamic processes on
the molecular scale. This is done by a
combination of ultrasensitive fluorescence
detection, providing the appropriate sensi-
tive molecular indicator and a processing
of the detected fluorescence data based on
autocorrelation analysis. Autocorrelation
analysis can, in a powerful way, select for
correlated events on a molecular scale that
reflects average properties of the molecules
within an ensemble. In this chapter, we
have illustrated how FCS and modalities
thereof can be used to investigate a wide
diversity of molecular phenomena taking
place over a huge span of time-ranges.

FCS is excellently suited to retrieve
temporal information about dynamic pro-
cesses buried in a stochastic signal of an
ensemble of molecules. Like in single
molecule detection (SMD) experiments,
where molecules are analyzed one by
one, no synchronization by some external

perturbation of the molecules is necessary
to obtain this information. However, by
detection and analysis of molecules one
by one, and by the subsequent sorting of
the molecules into frequency histograms
based on their detected parameters, it is
possible to reveal and characterize sub-
populations to a greater extent than what
is possible with FCS. On the other hand,
the need in SMD for individual detection
of the molecules makes the accumula-
tion of a statistically sufficient amount of
data slower than in FCS and related tech-
niques. Moreover, at concentrations low
enough for the measurement volume to
harbor only one fluorescent molecule of
interest at a time, many biological binding
reactions and other forms of chemical re-
actions are very inefficient, if detectable at
all. Owing to the lower concentrations of
fluorescently marked molecules required,
SMD approaches are also more sensitive
to background light, which restricts the
range of environments where they can be
applied. Clearly, in terms of the conditions
under which it can be applied, the informa-
tion that can be derived, and the speed with
which a statistically significant amount of
data can be collected, FCS provides a bridge
between conventional ensemble measure-
ments and SMD-based approaches.

In FCS as well as in practically all
SMD-approaches based on fluorescence
detection, it is vital to maximize the num-
ber of detected fluorescence photons per
molecule in order to obtain maximal infor-
mation. Photobleaching and saturation of
fluorescence set the ultimate limits. How-
ever, the information available from an
FCS experiment can also be increased
by taking advantage of the full informa-
tion content of the detected fluorescence
photons. In FCS, the temporal informa-
tion of various dynamic processes can
be used to determine concentrations of
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reactants and reaction products, without
the introduction of any physical separa-
tion steps. However, depending on the
particular system under study, the de-
termination of the concentration of the
different reaction partners can sometimes
be more easily determined by the use of
an alternative way of data processing. In
FIDA/PCH, the experimental conditions
and the fluorescence raw data are iden-
tical, but the data is analyzed differently,
with respect to intensity distributions, pro-
viding complementary information to FCS
analysis. This illustrates the power and im-
portance of an appropriate data processing
of the fluorescence raw data, adapted to
the system under study and the informa-
tion sought. Yet another strategy is to take
advantage of the additional properties of
the detected fluorescence that can be reg-
istered in parallel with the fluorescence
intensity (emission wavelength, polariza-
tion, fluorescence lifetime etc.). Spectral
and spatial cross-correlation modalities of
FCS, or the introduction of polarizers in
front of the detectors to measure rotational
diffusion, are examples thereof. When two
or more measured parameter values, ei-
ther of two different parameters in the
same measurement or parameters from
different measurements, can be expressed
as a function of a common parameter,
global analysis provides another data pro-
cessing means to increase the accuracy of
the parameter determination.

The drastic improvement in the sen-
sitivity of the FCS instrumentation and
the subsequent development of the FCS
technique in the last decade illustrates
how important the detected information
content per molecule is for the overall
performance of the method. FCS at its
present stage has already found a wide
application in biomedical research as a
tool to investigate chemical reactions, in

particular binding reactions in solutions
and on cell surfaces. Clearly, the limits
of the technique will be pushed further.
The major challenges lie in extending the
limits set by photophysical constraints,
including the search for photochemically
and photophysically more stable dyes, to
take full advantage of the information
content of the detected fluorescence and
to optimally process the registered data,
as well as to extend the possible envi-
ronments where measurements can be
performed. Of particular biomedical in-
terest is to be able to more extensively
investigate dynamic processes in intracel-
lular environments. Here, FCS and related
techniques are likely to be more successful
than true SMD approaches because of the
high background levels experienced inside
cells, generated from light scattering and
autofluorescence.

From the examples given, one can con-
clude that FCS offers a powerful tool
for examining molecular interactions of
biological importance with very high speci-
ficity, providing a fast and specific analysis
for several important biological processes
with high sensitivity. Thus, FCS can be
used as a highly sensitive and specific assay
to identify potential inhibitors for the ag-
gregation process, involved in Alzheimer’s
and prion diseases, and to detect recep-
tors in live cells, even if the receptors are
present only in very sparse numbers. FCS
can also be used as a rapid protocol to
test incorporation and release of drugs by
vesicles, which is of pharmaceutical signif-
icance. A very important perspective for the
future of protein–DNA assays with FCS is
to study protein–DNA interactions at ex-
pression level in living cells. Finally, two
color cross-correlation FCS can be useful
for assays in microchips in order to screen
for clinically relevant pathogens.
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Widengren, J., Mets, Ü. (2002) Conceptual Basis
of Fluorescence Correlation Spectroscopy and
Related Techniques as Tools in Bioscience,
in: Zander, C., Enderlein, J., Keller, R.A. (Eds.)
Single Molecule Detection in Solution, Wiley-
VCH Verlag, Berlin, pp. 69–120.

Primary Literature

Auer, M., Moore, K.J., Meyer-Almes, F.J., Guen-
ther, R., Pope, A.J., Stoeckli, K.A. (1998) Flu-
orescence correlation spectroscopy: lead dis-
covery by miniaturized HTS, Drug Discovery
Today 3, 457–465.

Ayed, A., Mulder, F.A., Yi, G.S., Lu, Y., Kay, L.E.,
Arrowsmith, C.H. (2001) Latent and active p53
are identical in conformation, Nat. Struct. Biol.
8, 756–760.

Bacia, K., Schwille, P. (2003) A dynamic view of
cellular processes by in vivo fluorescence auto-
and cross-correlation spectroscopy, Methods
(Duluth) 29, 74–85.

Basche’, T., Moerner, W.E., Orrit, M., Talon, H.
(1992) Photon antibunching in the
fluorescence of a single dye molecule trapped
in a solid, Phys. Rev. Lett. 69, 1516–1519.

Berland, K.M., So, P.T., Gratton, E. (1995) Two-
photon fluorescence correlation spectroscopy:
method and application to the intracellular
environment, Biophys. J. 68, 694–701.

Bernard, J., Fleury, L., Talon, H., Orrit, M. (1993)
Photon bunching in the fluorescence from
single molecules: A probe for intersystem
crossing, J. Chem. Phys. 98, 850–859.

Berne, B.J., Peccora, R. (1975) Dynamic Light
Scattering, With Applications to Chemistry,
Biology and Physics, Wiley, New York.

Björling, S., Kinjo, M., Földes-Papp, Z., Hag-
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Keywords

Excited State
The energy level a molecule reaches subsequent to the absorption of light, which is
characterized by a different distribution of electron density compared to the ground
(nonexcited) state of the molecule.

Fluorophore
A molecule that exhibits the property of fluorescence.

Stokes Shift
The difference in the wavelengths corresponding to the maxima of a fluorophore’s
absorption and emission.

Monochromator
An optical device that spatially separates electromagnetic radiation and hence allows
for the isolation of a particular wavelength band.

Photomultiplier
An electronic device with a light-sensitive component that can convert light energy into
an electrical signal and that can greatly amplify (multiply) the original photon energy.

Polarizer
An optical component that selectively transmits one direction of the electric field
oscillation.

FRET
Fluorescence resonance energy transfer – the process by which the excited-state energy
of a fluorophore (the donor) is transferred via a nonradiative process to another
molecule (the acceptor).

FCS
Fluorescence correlation spectroscopy – a method that measures fluctuations in the
fluorescence signal from a small sample volume and uses this data to gain information
on diverse molecular parameters.

FISH
Fluorescence in situ hybridization – a method that utilizes fluorescently labeled nucleic
acids sequences that hybridize to complementary sequences in cells, thus permitting
their localization.
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� Fluorescence is the light emitted by an atom or molecule after a finite duration (typically
on the order of nanoseconds) subsequent to the absorption of electromagnetic energy.
Specifically, the emitted light arises from the transition of the excited species from its
first excited electronic singlet level to its ground electronic level, and is usually (but
not always) at longer wavelengths than the absorbed light. The development of highly
sophisticated fluorescent probe chemistries, new laser and microscopy approaches,
and site-directed mutagenesis has led to many novel applications of fluorescence in
the chemical, physical, and life sciences. Fluorescence methodologies are now widely
used in the biochemical and biophysical areas, in clinical chemistry and diagnostics,
and in cell and molecular biology.

1
Introduction

Luminescent substances give rise to the
emission of light after absorption of energy
from an outside source. The most common
source of this energy is light itself (pho-
toexcited luminescence), although light
emission following heating (thermal lu-
minescence), chemical reactions in vitro
(chemiluminescence) or in vivo (biolumi-
nescence), or interaction with high-energy
particles are also well known and have
been extensively studied. In this article, we
shall be concerned only with fluorescence,
a process that occurs after photoexcitation.
Moreover, we shall limit our discussion to
fluorescence from molecules, as opposed
to fluorescence from atoms.

2
Historical Overview

The first reported observation of fluores-
cence was that from a water infusion of the
wood from a small Mexican tree, Lignum
nephriticum. This wood was very popular in
sixteenth to seventeenth century Europe,
where it was known as Lignum nephriticum
(kidney wood), because of its medicinal

virtues for treating kidney affections. In
1565, Nicolás Monardes described a bluish
opalescence from this infusion. These
enigmatic optical properties eventually at-
tracted the attention of several prominent
scientists, including Athanasius Kircher,
Isaac Newton, and Robert Boyle. The ac-
tual term fluorescence was coined in 1853
by Sir George Gabriel Stokes, whose semi-
nal contributions helped systematize the
study of light emission. Stokes clearly
enunciated the fact that the fluorescent
light was of longer wavelength than the
exciting light – this wavelength difference
between excitation and emission is now
known as the Stokes Shift. Stokes’ work led
to a surge of qualitative studies on plant
and animal extracts.

The theoretical foundations of modern
quantitative fluorescence spectroscopy
were established in the first half of the
twentieth century by pioneers including
Enrique Gaviola, Jean and Francis Perrin
(father and son), Peter Pringsheim,
Sergei Vavilov, F. Weigert, F. Dushinsky,
Alexander Jabłoński, Theodor Förster,
and more recently, Gregorio Weber.
During this time, important concepts
were introduced such as the excited-
state lifetime, the polarization of the
fluorescence, the quantum yield of



442 Fluorescence

the emission process, and nonradiative
energy transfer.

3
Basic Fluorescence Processes

Fluorescence occurs when a molecule (or
atom) absorbs light and – after a finite
interval usually on the order of nanosec-
onds – emits light, usually of lower energy.
This phenomenon is illustrated in Fig. 1,
which shows solutions of several different
fluorophores illuminated by a UV hand
lamp. Several aspects of the fluorescence
phenomenon make it an extremely useful
technique for investigations of molecu-
lar processes. Perhaps the most salient
feature is the fact that the excited state
persists for a duration in the range of
nanoseconds, that is, some billionths of

a second. Then, in essence, the excited
fluorophore is like a molecular stopwatch
that starts with the absorption of light and
stops with the emission of light. The flu-
orophore thus provides a probe of events
that occur on the nanosecond timescale.
Observation of fluorescence requires an
excitation source and a detector. In the
simplest cases – as in the very early stud-
ies – these may correspond to sunlight and
the eye. Presently, however, the availability
of light sources providing radiation over
a wide range of energies, encompassing
the ultraviolet to the infrared, and of pho-
todetectors with wide wavelength ranges,
very high sensitivity (to the level of single
photon detection), and ultrafast response
times has greatly expanded the potential of
fluorescence methods and has established
their role in the chemical, physical, and
life sciences.

Fig. 1 Solutions of quinine sulfate, fluorescein, rhodamine, and ethidium
bromide (from left to right) illuminated by the 365-nm line of a UV
hand lamp.
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Virtually all fluorescence data required
for any research project will fall into one
of the following categories:

1. fluorescence emission spectrum;
2. excitation spectrum of the fluorescence;
3. quantum yield;
4. fluorescence lifetime; and
5. polarization (anisotropy) of the emis-

sion.

Each of these categories will be discussed
briefly since all of the special applica-
tions discussed later will utilize these
parameters in one form or another. First,

however, it is necessary to describe basic
fluorescence instrumentation in more de-
tail. To observe and record the fluorescence
emission, we require an exciting source,
as nearly monochromatic as possible, a
monochromator to disperse the fluores-
cence emission, and a detector, usually a
photomultiplier. The monochromatic ex-
citation may be provided by a continuous
light source such as a xenon arc (al-
though laser sources that are intrinsically
monochromatic may be used), and an ad-
ditional monochromator. The plan of a typ-
ical spectrofluorimeter is shown in Fig. 2.
Fluorescence measurements are almost

Lamp

Excitation
monochromator

Emission
monochromator

Beam splitter

Qc

Pex

Pem

Pem

Ref
PMT

PMT PMT

Sample

S

R

Fig. 2 Schematic representation diagram of a spectrofluorimeter indicating key
components: revised with permission from commercial literature from ISS, Inc. The
principal components include the xenon arc lamp, the excitation and emission
monochromators, a quartz beam splitter, a quantum counting solution (Qc), three
photomultiplier tubes (PMT) and excitation (Pex) and emission (Pem) calcite prism
polarizers.
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always accomplished using a right-angle
geometry, that is, the emission is detected
in a direction 90◦ with respect to the ex-
citation. This approach is used to reduce
the level of exciting light reaching the de-
tector side. All of the basic fluorescence
measurements can also be made through
a microscope and the quantitative use
of fluorescence microscopy has increased
tremendously in the last two decades. An
in-depth discussion of the particular optics
associated with fluorescence microscopes
is beyond the scope of this article but the
basic components of the spectrofluorime-
ter described above have counterparts in a
fluorescence microscope.

3.1
The Fluorescence Emission Spectrum

In a typical emission spectrum, the ex-
citation wavelength is fixed and the flu-
orescence intensity versus wavelength is
obtained. A typical result is shown in

Fig. 3(a) – which also depicts the absorp-
tion spectrum. The intensity axis of a
fluorescence spectrum is usually reported
in ‘‘arbitrary units.’’ This nomenclature
recognizes the fact that the observed inten-
sity depends not only on the concentration
of the fluorophore and on molecular fac-
tors such as the fluorophore’s extinction
coefficient (a measure of a molecule’s abil-
ity to absorb light energy at a particular
wavelength) and quantum yield (vide in-
fra), but also on instrumental factors such
as the monochromator slit widths, the pho-
tomultiplier voltage, and amplifier gains.
Fluorescence spectra recorded in this
manner are ‘‘technical’’ or ‘‘uncorrected’’
emission spectra. Uncorrected spectra do
not take into account the wavelength-
dependent response of the emission optics
(principally the monochromator) and the
photodetector (most commonly a photo-
multiplier tube, although devices such as
avalanche photodiodes are also becoming
more common).

S0 → S2 

S0 → S1

S1 → S0

400 500450 

S1

S0

S2 

Wavelength
[nm] (a) (b)

Fig. 3 (a) Schematic representation of the absorption (solid line) and
emission (dotted line) spectrum of a fluorescent compound. (b)
Perrin–Jabłoński Diagram. S0 is the ground state while S1 and S2 are
electronically excited states. The timescales of the absorption (solid up
arrows), thermalization (thin squiggly down arrow) and emission
(dotted down arrow) processes are typically in the range of ∼10−15,
∼10−12, and ∼10−9 s respectively.
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Examination of a large number of emis-
sion spectra resulted in the formulation of
certain general rules:

1. In a pure substance existing in so-
lution in a unique form, the fluores-
cence spectrum is invariant, remaining
the same independent of the excita-
tion wavelength.

2. The fluorescence spectrum lies at
longer wavelengths than the absorption
(the Stokes shift).

3. The fluorescence spectrum is, to a good
approximation, a mirror image of the
absorption band of least frequency.

These general observations follow from
consideration of the Perrin–Jabłoński di-
agram shown in Fig. 3(b). This diagram
depicts the various electronic excited states
that may be populated upon exposure of
a fluorophore to light. Although the flu-
orophore may be excited into different
singlet-state energy levels, which would
correspond to excitation with different
wavelengths, (e.g. S1, S2, etc.) rapid ther-
malization invariably occurs and emission
almost always takes place from the low-
est vibrational level of the first excited
electronic state (S1). This fact accounts
for the independence of the emission
spectrum from the excitation wavelength.
The fact that ground-state fluorophores, at
room temperature, are predominantly in
the lowest vibrational level of the ground
electronic state (as required from the Boltz-
mann’s distribution law) accounts for the
Stokes shift. Finally, the fact that the spac-
ing of the energy levels in the vibrational
manifolds of the ground state and first
excited electronic states are usually simi-
lar accounts for the fact that the emission
and absorption spectra (plotted in energy
units such as reciprocal wave numbers)
are approximately mirror images.

3.2
The Excitation Spectrum of the
Fluorescence

The relative efficiencies of different wave-
lengths of incident light to excite fluo-
rophores are represented by the excitation
spectrum. In this case, the excitation is var-
ied while the emission wavelength is kept
constant. If the system is ‘‘well-behaved’’,
that is, if the three general rules outlined
above hold, one would expect that the exci-
tation spectrum will match the absorption
spectrum. Analogous to the ‘‘corrected’’
emission spectrum, the technical exci-
tation spectrum must be corrected for
the wavelength variation of the excitation
source intensity.

3.3
Quantum Yield

The quantum yield (q) of a fluorophore is
essentially a measure of how efficiently
absorbed light is emitted. One way to
view this quantity is q = number of quanta
emitted/number of quanta absorbed. The
definition of the quantum yield and its
first direct measurements were due to
S. Vavilov in 1922, who discovered that
fluorescein was an almost perfect emitter
with a quantum yield close to unity. A
more insightful expression relates the
quantum yield to the relative rates of
the radiative and nonradiative pathways,
which deactivate the excited state. Hence,

q = kr

kr + ∑
knr

(1)

where kr and knr correspond to radiative
and nonradiative processes respectively. In
this equation, �knr designates the sum
of the rate constants for the various pro-
cesses that compete with the emission
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process. These processes include photo-
chemical and dissociative processes in
which the products are well-characterized
chemical species (electron, proton, rad-
ical, molecular isomer) as well as less
well-characterized changes that result in a
return to the ground state with simultane-
ous dissipation of the energy of the excited
state into heat (e.g. collisional quench-
ing – vide infra). These latter processes are
collectively called nonradiative transitions
and two types have been clearly recog-
nized: intersystem crossing and internal
conversion. Intersystem crossing refers to
the radiationless spin inversion of S1 in
the excited state that results in the isoen-
ergetic, or almost isoenergetic, conversion
into a triplet state. When spin inversion
occurs in S1, the resulting triplet reached
is T1, which is characterized by an energy
intermediate between the ground state and
the first excited singlet state. Another pro-
cess that is nonradiative from the point
of view of the original excited molecule is
resonance energy transfer, which will be
discussed later.

Molecules that decrease a fluorophore’s
quantum yield by direct interaction are
often termed quenchers. Fluorescence
quenching can result from interaction
of the quenching molecule with the
excited fluorophore – a process known
as collisional quenching – or by forma-
tion of a ground-state complex between
the quencher and the fluorophore. Both
these quenching processes are usually re-
versible, as opposed to photobleaching of
the excited fluorophore, which is usually
(but not always) irreversible. Collisional
quenching, which is also termed dynamic
quenching, can be used to obtain informa-
tion about the accessibility of the excited
fluorophore to the solvent carrying the
quencher. For example, the accessibili-
ties of tryptophan residues in proteins

can be accessed in this way; common
quenchers used in such studies include
iodide ions, acrylamide, and molecular
oxygen. Dynamic quenching results in a
decrease in both the fluorescence inten-
sity and the excited-state lifetime. Static
quenching, on the other hand, reduces the
intensity but does not affect the excited-
state lifetime, since the fluorophores that
do not form a ground-state complex with
the quencher will give rise to the same
excited-state kinetics. The Stern–Volmer
equation (below) is often used to describe
simple quenching processes.

F0

F
= 1 + KSV[Q ] (2)

where F0 and F are the fluorescence
intensities observed in the absence and
presence, respectively, of quencher, [Q ] is
the quencher concentration and KSV is the
Stern–Volmer quenching constant. KSV is
equal to the product of kq, the bimolecular
quenching rate constant (proportional to
the sum of the diffusion coefficients for
fluorophore and quencher) and τ0, the
excited-state lifetime in the absence of
quencher. In the case of purely dynamic
quenching, F0/F = τ0/τ . If both static and
dynamic quenching are occurring, then a
modified Stern–Volmer equation may be
applicable, for example,

F0

F
= (1 + kqτ0[Q ])(1 + Ka[Q ]) (3)

where Ka is the association constant for the
ground-state complex between quencher
and fluorophore.

3.4
The Fluorescence Lifetime

The fluorescence lifetime is essentially
a measure of the ‘‘average’’ duration of
the excited state. Although we speak of
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such properties as if they are studied
in isolation, this is not usually the case.
Emission processes are usually studied on
populations of molecules and the proper-
ties of the supposed typical members of
the population deduced from the macro-
scopic properties of the process (although
recently, highly specialized instrumenta-
tion has been developed that permit, in
favorable cases, the observation of emis-
sion processes from single molecules).
Fluorescence lifetime measurements are
traditionally realized using either the im-
pulse response (time-domain) method, in
which excitation is by a very brief pulse
of light after which the direct decay of the
fluorescence is observed, or the harmonic
response (frequency-domain) method, in
which the intensity of the excitation light is
modulated sinusoidally and the phase shift
of the fluorescence, relative to the excita-
tion, is determined. Direct measurements
of fluorescence lifetimes, using the har-
monic response or phase method, were
first successfully realized by the Argen-
tinean, Enrique Gaviola in 1926. The first
use of impulse methods to determine flu-
orescence lifetimes is generally credited
to S.S. Brody in 1957. Since these early
beginnings, both methods have advanced
tremendously. Subnanosecond lifetimes
can be routinely measured and these
methods can also be applied through spe-
cially adapted fluorescence microscopes
for in vivo cell studies. This method is
known as fluorescence lifetime imaging mi-
croscopy (FLIM).

3.5
The Polarization (Anisotropy) of the
Emission

Light can be considered as oscillations
of an electromagnetic field perpendicular
to the direction of propagation. Although

both electric and magnetic components
are present, we are usually concerned only
with the electric field. In a typical polariza-
tion experiment, the sample is illuminated
by monochromatic light through a polar-
izing device. A polarizer is an optical com-
ponent, which selectively transmits one
direction of the electric field oscillation.
The most common polarizers used today
are (1) dichroic devices, which operate by
effectively absorbing one plane of polariza-
tion (e.g. Polaroid type-H sheets based on
stretched polyvinyl alcohol impregnated
with iodine); and (2) double refracting
calcite (CaCO3) crystal polarizers – which
differentially disperse the two planes of
polarization (examples of this class of po-
larizers are Nicol polarizers, Wollaston
prisms, and Glan-type polarizers such as
the Glan-Foucault, Glan-Thompson, and
Glan-Taylor polarizers). If plane-polarized
light of a particular electric vector orien-
tation impinges on a sample, only those
molecules that are properly oriented rela-
tive to this electric vector can absorb the
light. Specifically, the probability of the
absorption is proportional to the cosine
squared of the angle θ between the ex-
citing light and the molecule’s absorption
dipole (cos2θ ).

Hence, when we excite an ensemble
of randomly oriented fluorophores with
plane-polarized light, we are performing
a photoselection process, creating a popu-
lation of excited molecules that nominally
have their excited dipoles lined up with the
polarization direction of the excitation. If
the fluorophore is excited into the lowest
excited electronic state (the S1 level shown
in Fig. 3(b)), then the emitted light will
usually be from a dipole oriented parallel
to the absorption dipole.

As usually in fluorescence, the obser-
vation direction is at right angles to the
excitation and the emitted light (suitably
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isolated either with filters or a monochro-
mator) is viewed through polarizers set to
alternately pass the light, which is paral-
lel or perpendicular to the laboratory axis
(Fig. 4). Under these conditions, we can
define the polarization function as shown
in Fig. 4.

P = I|| − I⊥
I|| + I⊥

(4)

where P is the polarization and I|| and
I⊥ are the parallel and perpendicular
components, respectively, of the emission.
If the fluorophore does not rotate during
its excited-state lifetime (e.g. by being in a
very viscous solvent or by being associated
with a large macromolecule), then the
emission will be polarized (P > 0), that
is, the fluorescence intensity observed
when the emission polarizer is oriented
parallel to the vertical laboratory axis will
exceed that observed when the emission
polarizer is oriented perpendicular to
the vertical laboratory axis. Note that
an exception to this situation can occur
when the fluorophore is excited into a
higher electronic state (e.g. the S2 level)
if this energy level is characterized by
an absorption dipole that is at a large
angle relative to the emission dipole. In

these cases, the observed polarization can
be negative.

The analogous term anisotropy, usually
denoted as r, is given by

r = I|| − I⊥
I|| + 2I⊥

(5)

In principle, the information content of
the polarization and anisotropy functions
are identical although there are practical
circumstances that may argue in favor
of one function over the other (e.g. the
denominator in the anisotropy equation
corresponds to the total intensity emitted
from a sample excited with parallel
polarized light and viewed at right angles).
Polarization and anisotropy values can be
readily converted via the equation

r = 2P

3 − P
(6)

The essential aspect of fluorescence po-
larization, which makes it useful in the
biomedical field, is that it provides in-
formation on the rotational mobility of a
fluorescent molecule. In 1920, F. Weigert
discovered that the fluorescence from solu-
tions of dyes was polarized. He discovered
that polarization increased with the size of
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Fig. 4 Diagram depicting
photoselection of an absorption dipole,
making angles θ with the z-axis (in the
x-z plane) and φ with the y-axis (in the
x-y plane) by vertically polarized light
and observation along the y-axis of the
vertical (parallel) and horizontal
(perpendicular) components of the
emission through a polarizer. The
rectangular boxes represent polarizers.
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the dye molecule and the viscosity of the
solvent, yet decreased as the temperature
increased. He recognized that all of these
considerations meant that fluorescence po-
larization increased as the mobility of the
emitting species decreased. In 1925–1926,
Francis Perrin (son of the famous French
physicist, Jean Perrin), published several
important papers describing a quantitative
theory of fluorescence polarization: his fa-
mous equation, now known as the Perrin
equation, contains most of the essential in-
formation that we use to this day and (in
modern form) is given as

1

p
− 1

3
=

(
1

p0
− 1

3

)(
1 + RT

Vη
τ

)
(7)

where P is the observed polarization, P0

is the limiting polarization (which is the
polarization in the absence of rotation
and which depends upon the relative
orientation of the absorption and emission
dipoles), R is the universal gas constant,
T is the absolute temperature, V is the
molar volume of the rotating unit, η is the
solvent viscosity, and τ is the excited-state
lifetime. This equation can be rewritten to
have more direct application to the rotation
of fluorescent molecules as

1

p
− 1

3
=

(
1

p0
− 1

3

) (
1 + 3τ

ρ

)
(8)

where ρ is the Debye rotational relaxation
time, which, for a sphere is given as

ρ0 = 3ηV

RT
(9)

The limiting polarization, and hence
the observable polarization, can vary be-
tween +1/2 and −1/3, depending upon
the orientation of the emission dipole (the
electric dipole on the nuclear framework,
which exists during the excited state). Usu-
ally, though not always, excitation into

the highest wavelength absorption band
results in the highest possible limiting po-
larization. The rotational relaxation time
of a molecule is the time it takes to
rotate through an angle equal to the arc-
cos of 1/e – which corresponds to ∼68.4◦.
(A quick and very approximate estima-
tion of the Debye rotational relaxation
time, in nanoseconds, of a molecule can
be obtained by dividing the molecule’s
molecular weight by 1000 – e.g. a spher-
ical protein of molecular weight 50 000 Da
will have a Debye rotational relaxation time
in the range of 50 ns). Hence, polarization
measurements give direct information on
the rotational mobility of a fluorophore and
on any molecule attached to the probe.

The Perrin equation can be written in
terms of anisotropy, limiting anisotropy
(r0) and rotational correlation time (τc) as

r0

r
=

(
1 + τ

τc

)
(10)

where τc, the rotational correlation time
is one-third the Debye rotational relax-
ation time.

Since the mobility of a fluorescence
molecule will change upon binding to
another molecule, one can utilize fluores-
cence polarization to study and quantify
biomolecular interactions. Consequently,
fluorescence polarization has been used
for many years to study biochemical sys-
tems, such as protein–protein and pro-
tein–ligand interactions, membrane dy-
namics, and in recent years, protein–DNA
and DNA–DNA interactions. In the last
two decades, fluorescence polarization
methods have also been increasingly
used in medical diagnostics and high-
throughput screening. One of the most
widely used techniques in clinical assays
for drugs or metabolites is the fluores-
cence polarization immunoassay (FPIA).
In this method, the target molecule, which
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is often but not always a drug or metabo-
lite, is chemically linked to a fluorophore
(the probe fluorescein is often used). In the
presence of an antibody specific for the tar-
get molecule, the fluorophore-linked target
will be bound to the antibody and its ro-
tational mobility will be slow (relative to
the fluorescence lifetime) and hence the
emission will have a high polarization.
When the appropriate sample is intro-
duced, derived, for example, from blood
or other fluids, the target molecule, if
present, will bind to the antibody, displac-
ing the fluorephore-linked target. Free in
solution, this fluorophore-target molecule
will have an increased rotational mobility
(lower Debye rotational relaxation time)
and hence a lower polarization. Hence,
it is relatively straightforward to setup
a standard curve relating the observed
polarization to the concentration of the
target molecule in the sample. The di-
agnostic field, in general, uses the unit
known as millipolarization or ‘‘mP’’, which
is the normal polarization times 1000;
for example, a polarization of 0.200 cor-
responds to 200 mP units. Fluorescence
plate-readers, which can measure both in-
tensity and polarization, are now routinely
used for high-throughput screening. At
the time of this writing, fluorescence po-
larization plate-readers for 1536 wells are
available – but one can expect that number
to increase in the near future.

4
Multiphoton Fluorescence

As long ago as 1931, the famous physi-
cist Maria Goeppert-Mayer predicted the
possibility of nonlinear, multiphoton ab-
sorption. It was not until the 1990s,
however, that the modern use of multipho-
ton fluorescence microscopy developed. If

an excitation light density is sufficiently
high, which can be achieved using ul-
trashort pulsed (femtosecond), high peak
power (kilowatt) laser sources such as a
Titanium : Sapphire laser (which emits in
the near-infrared, over a range of around
700–1000 nm), then two photons, each
at approximately half the wavelength of
the normal (i.e. one photon) absorption of
the target chromophore, can be simulta-
neously absorbed. The shape and position
of a fluorophore’s two-photon absorption
cross-section can differ somewhat from
that expected from the one-photon absorp-
tion spectrum. Multiphoton excitation,
coupled with a fluorescence microscope,
offers several advantages over traditional
one-photon excitation, namely, (1) a very
large separation between the excitation and
emission wavelengths (which greatly min-
imizes problems associated with scattered
light); (2) an intrinsic confocal aspect; and
(3) reduced overall photobleaching, since
light outside the focal region is at a wave-
length not usually absorbed by the sample.
Single- and two-photon excitation pro-
cesses are depicted in Fig. 5(a). The sketch
on the left side of Fig. 5(b) attempts to de-
pict a typical light density profile generated
by a microscope objective – one notes that
exciting light, although maximal at the
focal point, persists throughout a larger
area, which means that fluorophores both
above and below the focal plane are ex-
cited. Fluorescence from the focal plane
can be preferentially isolated using tradi-
tional confocal optics. The drawing on the
right side of Fig. 5(b) attempts to depict
the fact that the two-photon light den-
sity is at a far longer wavelength than the
one-photon case, such that the sample is
essentially transparent to this wavelength,
and also that the light density at the fo-
cal point is sufficiently high to generate
the two-photon effect so that fluorophore
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Fig. 5 Depiction of one- and two-photon absorption processes.
(a) Energy level diagrams depicting (left) one-photon absorption and
emission and (right) two-photon absorption and emission. (b) Depiction
of effective excitation light energy in a volume element illuminated by a
microscope objective for (left) one-photon and (right) two-photon
processes.
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excitation occurs only in a small volume
near the focal point. Two-photon excita-
tion is currently finding wide application
in in vivo fluorescence microscopy.

5
Fluorescent Probes

Fluorescence probes can be broadly placed
into two categories, namely, intrinsic
probes and extrinsic probes. Intrinsic
probes include any naturally occurring
molecule that exhibits sufficient fluores-
cence to be of practical utility. Examples
include the aromatic amino acids, espe-
cially tryptophan and tyrosine, NADH,
FAD, FMN, some porphyrins, some fatty
acids and lipids, some modified nucleic
acids (such as the Wye base in some trans-
fer RNAs), pyridoxal phosphate, chloro-
phylls, and pteridines. Extrinsic probes are
those that can be introduced into the target
system, either noncovalently or covalently.
Up until the late 1970s, the choice of com-
mercially available probes was quite lim-
ited – typically, researchers had to design
and synthesize fluorophores for particular
types of studies. The choice of fluorophore
was dictated by the properties of the instru-
ments (light sources and photomultiplier
sensitivities) as well as by the lifetimes
and spectral properties required. The first
probe made for physicochemical studies of
proteins was dimethylaminonaphthalene
sulfonyl chloride (dansyl chloride), syn-
thesized by Gregorio Weber around 1950
and designed to be conjugated to proteins
and used for fluorescence polarization
measurements. In the last two decades,
however, the commercial availability of
fluorescence has greatly expanded; thou-
sands of fluorescence probes are now
available. Examples of common noncova-
lent probes, which associate reversibly with

various biomolecules are ANS, DPH, LAU-
RDAN, ethidium bromide, Hoechst dyes,
and DAPI, to name just a few. Covalent
probes, on the other hand, are specifically
functionalized with reactive groups such as
sulfonyl chloride, isothiocyanate, succin-
imidyl ester, iodoacetamide, maleimide,
hydrazine derivatives, azides, and others,
to target a wide variety of functional groups
in proteins, nucleic acids, carbohydrates,
and lipids, including amine and carboxylic
acid groups, thiol groups, hydroxyl groups,
and so on. In addition to probes specifi-
cally designed to target biomolecules for
solution studies, a wide range of probes
exists, which are specialized for fluores-
cence microscopy studies on living cells.
Such probes include a wide variety of ion-
specific fluorophores that change one or
more of their fluorescence properties (such
as quantum yield, excitation or emission
spectrum) upon binding ions including
calcium, magnesium, zinc, sodium, potas-
sium, or chloride, and hence can be used to
follow alterations in the levels of such ions
in living cells. Additionally, fluorescence
studies on cells are often accomplished
using fluorescently labeled antibodies tar-
geted to specific cell constituents, chimeric
proteins linked to green fluorescent pro-
teins (GFP) (vide infra) or fluorophores that
partition to specific cellular structures such
as membranes, mitochondria, nuclei, and
so on. An example of cells labeled with
multiple fluorescent probes is illustrated
in Fig. 6.

6
Green Fluorescent Proteins

The past decade has witnessed an explo-
sion in the use of the family of naturally
fluorescent proteins known as green fluo-
rescent proteins or GFPs. GFP, a protein
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Fig. 6 Fluorescence microscope image (multiexposure) showing bovine pulmonary
artery endothelial cells labeled with a red fluorescent dye that stains mitochondria in live
cells, and then fixed, permeabilized, and stained with BODIPY FL phallacidin, a green
fluorescent, high-affinity probe for F-actin, and DAPI, a probe that emits blue
fluorescence upon binding to AT regions of DNA. Reproduced with permission from the
Molecular Probes Image Gallery (copyright owned by Molecular Probes, Inc.) (see color
plate p. xxv).

containing 128 amino acid residues, was
originally isolated from the pacific north-
west jellyfish Aequorea victoria. The fluo-
rescence moiety in GFP, contained within
a ß-sheet barrel, derives from autocatalytic
and cyclization reactions involving three
amino acid residues, namely, Ser65, Tyr66,
and Gly67. This reaction is unusual and
occurs only because of the unique environ-
ment offered by the overall GFP structure.
The biological function of GFP is to absorb
a photon emitted by Aequorin, a protein
that catalyzes a chemiluminescence in the
presence of calcium. By absorbing the
blue photon (∼470 nm) from the Aequorin
complex and reemitting a green photon
(∼520 nm), GFP shifts the emission from

the jellyfish to longer wavelengths, which
presumably confers a biological advantage
(for example, the green photon may be less
prone to scattering processes as it traverses
the ocean environment and hence con-
veys information over longer distances).
In the 1990s, molecular biologists be-
gan to prepare in vivo chimeric proteins
containing GFP (i.e. molecular biology
techniques were used to link the DNA
encoding for the protein of interest to the
DNA encoding for GFP), which enabled
observation of the chimeric proteins using
fluorescent microscopy. It was soon found
that alteration of the primary sequence
of wild type GFP could result in GFP
variants with diverse spectral properties
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such as red- or blue-shifted emissions,
higher quantum yields, and greatly im-
proved photostability. These GFP mutants,
sometimes denoted according to their col-
ors such as yellow fluorescent protein
(YFP), cyan fluorescent protein (CFP),
or enhanced green fluorescent protein
(EGFP), enable the tracking of multiple
chimeric protein in vivo and can also serve
as donors and acceptors in fluorescence
resonance energy transfer (FRET) mea-
surements (vide infra). Examples of mice
carrying GFP-actin chimeras is shown
in Fig. 7, which also demonstrates that
the DNA encoding for the chimera is
transmittable to new generations. More
recently, other classes of intrinsically flu-
orescent proteins have been discovered
in coral such as Discosoma, and in other
organisms. A well-characterized example

is the red fluorescent protein drFP593,
more commonly known as DsRed. These
proteins, like the GFP family, are able
to generate a fluorescent moiety out of
amino acids in the primary sequence. As
the name suggests, the emission from
these proteins is at longer wavelengths
(red-shifted) relative to GFP.

7
FRET

Fluorescence resonance energy transfer
(sometimes referred to as Förster reso-
nance energy transfer in honor of Theodor
Förster’s contribution to the theory) is now
widely utilized in both biochemistry and
cell biology. The basic concept is that
fluorescence molecules in their excited

Fig. 7 GFP mice (photograph reproduced with the permission of the University of Hawaii).
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state can transfer the excited-state en-
ergy to a nearby acceptor molecule. Such
FRET can be detected by a decrease in the
quantum yield and lifetime of the donor
fluorophore and an increase in the fluores-
cence of the acceptor (if the acceptor is a
fluorophore). The rate of transfer, kT(r), is
given by

kT(r) = QDκ2

τDr6

(
9000(ln 10)

128π5Nn4

)

×
∫ ∞

0
FD(λ)εA(λ)λ4dλ (11)

where QD is the quantum yield of
the donor, τD is the donor lifetime
in the absence of acceptor, r is the
distance between donor and acceptor, N
is Avogadro’s number, n is the refractive
index of the medium between donor
and acceptor, FD(λ) is the fluorescence
intensity of the donor in the wavelength
range λ to λ + �λ, εA(λ) is the extinction
coefficient of the acceptor at wavelength
λ, and κ2 is the ‘‘orientation factor,’’
which is assumed to be 2/3 in the case
of dynamic random averaging between
donor and acceptor. Since the efficiency of
energy transfer depends upon the inverse
sixth power of distance between donor
and acceptor, FRET methods provide
a ‘‘spectroscopic ruler’’ for molecular
systems. The utility of FRET ultimately
depends on the so-called critical transfer
distance between donor and acceptor,
which is the distance at which 50% transfer
will occur. This value is typically in the
range of 10 Å to 100 Å and depends
upon the specific characteristics of the
donor and acceptor molecules, such as
the extent of overlap between the donor
fluorescence and the acceptor absorption.
Although FRET methods are normally
applied in vitro and often form the basis
of diagnostic assays, recent advances in

using site-directed mutagenesis to alter
the absorption and fluorescence properties
of GFP has enabled the development of
in vivo FRET between donor and acceptor
GFP variants.

8
Flow Cytometry

In flow cytometry, individual cells flow
past an illuminator (almost always a laser
source) and a detector and a large num-
ber of quantitative determinations, based
both on light scattering and fluorescence,
can be carried out simultaneously. The
cells may be rendered fluorescent by
the use of specific fluorophores, such
as fluorophore-linked antibodies or fluo-
rophores, which can be targeted to specific
biomolecules such as DNA or membranes.
The fluorescence can be detected and a va-
riety of information can be ascertained.
In addition to simply the presence or
absence of a signal, modern instrumen-
tation may carry out multiple, sophisti-
cated fluorescence determinations, includ-
ing time-resolved measurements. Analysis
rates as high as 100 000 cells per sec-
ond have been achieved. A wide variety
of biochemical, immunological, and clini-
cal applications of flow cytometry has been
established. Quantitative determination of
cellular DNA is one important applica-
tion of the method since one can obtain
a distribution histogram of the DNA con-
tent of thousands of cells, which offers
information on both the cell cycle stage as
well as the presence of aneuploid cells.
Immunophenotyping is another impor-
tant application. In addition to simple
fluorescence determinations, a flow cy-
tometry may be used to sort and separate
cells – in this case, the approach is of-
ten referred to as fluorescence-activated cell
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sorting (FACS). Operationally, an FACS
instrument is essentially a specialized
fluorescence microscope, which utilizes
electrostatic deflection of charged droplets
to sort cells. Living cells are aspirated
from a sample and injected individually
into a stream that eventually breaks down
into droplets, which enter an illumination
chamber. Here, a laser source impinges
upon the droplet and if the cell has the
appropriate fluorescence properties (aris-
ing, for example, from fluorophore-tagged
antibodies, fluorophores targeted to DNA-
or GFP-related probes), a charge will be
applied to the droplet causing it to be de-
flected by high-voltage plates to a collection
area. In this way, cell populations can be
sorted and quantified.

9
FCS

Fluorescence correlation spectroscopy
(FCS – sometimes referred to as fluctu-
ation correlation spectroscopy) takes ad-
vantage of the fact that – at very low
concentrations and in very small observa-
tion volumes – the number of molecules
resident at any given time in the obser-
vation volume will fluctuate as molecules
enter or leave the volume. By analyzing
the temporal properties of this fluctuation,
one can deduce various molecular proper-
ties, for example, the diffusion coefficient,
which in turn can be related to the size and
shape of the molecule and the viscosity of
the environment (e.g. cell membranes or
cytoplasm). This information, in turn, can
often be related to the state of aggrega-
tion of the target molecule, both as regards
self-association and association with other
biomolecules (e.g. proteins, membranes,
or nucleic acids). In modern instruments,
the sample consisting of a fluorescence

probe associated with the target molecule
is placed in a fluorescent confocal mi-
croscope and is illuminated with a CW
(continuous wave) laser. In some cases,
an ultrafast laser pulse characterized by a
high repetition rate and high peak power
is used to generate multiphoton excitation
(vide supra), which allows excitation in a
very small sample volume (typically on the
order of femtoliters). FCS can be applied
both in vitro and in vivo.

10
FISH

Fluorescence in situ hybridization (FISH)
is a method used to localize and quan-
tify specific nucleic acid sequences. Typ-
ically, fluorescence probes are incorpo-
rated into short sequences of single-
or double-stranded DNA or RNA, ei-
ther by direct labeling of individual nu-
cleotides followed by polymerization or
by direct labeling of the nucleic acid
polymers. These probes can then be in-
troduced into a cell where they will
bind to complementary nucleic acid se-
quences (in the case of double-stranded
probes, a denaturation and hybridiza-
tion step may be included). The loca-
tion of these sequences in the cell can
then be determined by high-resolution
fluorescence microscopy. In addition to
probes for specific short nucleic acid
sequences, one can utilize libraries of
probes to ‘‘paint’’ an entire chromosome
and hence use the method for spectral
karyotyping.
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Emulsion
A thermodynamically unstable dispersion of micellar particles or globules in a
liquid medium.

Foaming
A coarse dispersion of a gas in a protein matrix in which the bulk of the phase volume
is the gas, with the matrix encasing the gas bubbles in thin sheets called lamellae,
which are formed by agitating the protein matrix and gas together in the presence of a
stabilizing agent.

Food Protein Interaction
The interaction of protein molecules and other compounds within their domain, which
affects the proteins’ behavior in food products.

Gelation
The formation of an ordered, continuous matrix entrapping another component, in
which attractive and repulsive forces are balanced.

Hydrogen Bond
A highly directional bond in which a hydrogen atom is shared by two other atoms. One
of the atoms is frequently covalently linked to that hydrogen atom.

Hydrophobic Interactions
Nonpolar molecules or groups tend to associate with one another in water and hold
strong preference to nonpolar environments.

Phospholipids
Membrane lipids that possess polar groups linked to a diglyceride by a
phosphodiester bridge.

Protein Micelle
Protein particles formed by colloidal association of protein monomers. The interaction
is largely driven by the decrease in free energy resulting from hydrophobic attractions
of nonpolar portions of the molecules.

Rheology
Normally refers to the flow and deformation of ‘‘nonclassical’’ materials such as rubber,
molten plastics, polymer solutions, slurries and pastes, electrorheological fluids, blood,
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muscle, composites, soils, and paints. These materials can exhibit varied and striking
rheological properties that classical fluid mechanics and elasticity cannot describe.

Syneresis
Shrinking of the gel with expulsion of trapped liquid.

van der Waals Force
A nonspecific attractive force between atoms or molecules.

� Proteins are the most abundant macromolecules found in living cells and
approximate half of the cell’s dry weight. They are required in the food of humans,
fish, and most higher animals. Historically, food proteins have been selected for
their nutritional value and can be obtained from a wide variety of naturally occurring
sources. Proteins undergo a wide range of structural and conformational changes
through a variety of complex interactions during processing and storage. Such
changes can affect the principal purpose of dietary proteins, which is to supply
nitrogen and amino acids for the synthesis of proteins in the body. It is through
an understanding of these interactions and their effects on functionality that food
proteins have played a major role in the food supply.

The macrostructure of a protein is primarily determined by its amino acid
sequence. Amino acids are essential in basic nutrition, growth, and maintenance.
Nine of the 20 identified amino acids, namely, histidine, isoleucine, leucine,
lysine, methionine, phenylalanine, threonine, tryptophan, and valine, are considered
essential. They are so classified because they cannot be synthesized by humans and
must therefore be supplied in the diet. When essential amino acids are not supplied
in sufficient quantity, they restrict the adequate utilization of other amino acids and
are thus termed limiting amino acids.

The processing of food proteins is designed to reduce microbial and enzymatic
spoilage, inactivate antinutritional substances, improve the availability of perishable
foods, and enhance the sensory quality of the food. Chemical changes that occur
during food processing can have a significant impact on the nutritional value,
the sensory properties, as well as the general functionality of the food. Heat
treatment of proteins under acidic conditions can result in denaturation or even total
unfolding of proteins and inactivation of enzymes and antinutritional substances.
More severe heating can cause proteins and/or enzymes to cross-link with one
another. Process-induced chemical interaction can also occur between proteins and
carbohydrates, which leads to nonoxidative, nonenzymatic browning (the Maillard
reaction). Lipids, especially when unsaturated, are susceptible to oxidation. They can
form lipid peroxides, which interact with proteins to yield lipid–protein complexes,
thus decreasing the nutritional value of the food.

In addition to the above-mentioned purposes of food protein processing, proteins
play an important role in improving the functionality of food ingredients. For
instance, heat denaturation of whey proteins before spray-drying improves their
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water-holding properties. Alkali treatment of soy proteins is used to improve their
solubility and textural properties, and to obtain desirable rheological properties.
Viscosity and solubility measurements are commonly used to obtain information
about the functional behavior and physicochemical nature of proteins.

1
Protein Structure and Conformation

Proteins are natural compounds com-
posed of amino acids organized at four
different levels of structure: primary, sec-
ondary, tertiary, and quaternary. The pri-
mary structure consists of amino acids
that are sequenced in a linear polypeptide
chain and constitute the basic building
blocks. Amino acids are joined together
through an amide linkage or peptide bond,
which is formed through the removal of
a hydroxyl group from the carboxyl group
of one amino acid and a hydrogen atom
from the α-amino group of the adjoining
amino acid. The C−N bond of the pep-
tide linkage exhibits partial double-bond
character and is not free to rotate, which
imposes some constraints on the number
of conformations that the polypeptide can
assume (Fig. 1). There is, however, a large
degree of rotational freedom around two
single bonds N−Cα (ϕ) and Cα−C (ι) of
the polypeptide.

The secondary structure of the polypep-
tide of the protein refers to the spatial
arrangement of amino acid residues that
are near one another in the amino acid
sequence. It is frequently composed of
α-helices, β-pleated sheets, and random
coils, such as β-lactoglobulin (see Fig. 2),
one of the major milk proteins. The α-
helix structure exists in polypeptides that
are tightly coiled into a rodlike struc-
ture with side chains extending outward
from the helix. It is stabilized by strong

hydrogen bonds between the NH and CO
groups of the main chain. In contrast, a
polypeptide chain in the β-pleated-sheet
structure is almost fully extended. The
β-pleated sheet is stabilized by hydrogen
bonds between NH and CO groups in dif-
ferent peptide chains. The arrangement
of member strands can be parallel, an-
tiparallel, or a mixture of the two. Many
proteins have various well-defined combi-
nations of β-strands and α-helices. Some
amino acids cannot form α-helices be-
cause of electrostatic repulsion or bulky
side chains. As a result, the polypeptide
assumes a random-coil structure having
minimal electrostatic free energy. In gen-
eral, regions of α-helices and β-sheets in
the protein are well defined; random coils
are not.

The tertiary structure refers to the steric
relationships of amino acid residues that
are far apart in the linear sequence and the
overall architecture in three dimensions
of the polypeptide chain whose folding
brings into proximity parts of the molecule
otherwise widely separated along the
backbone. Proteins containing more than
one polypeptide chain exhibit another level
of organization. This quaternary structure
describes the aggregation of the separate
polypeptide chains of a protein, which is
often stabilized by hydrogen bonds and van
der Waals forces. Structural changes at this
level have unique biological applications
that are often mediated by enzymes. It
is through systematic denaturation of
the organized structures and forces of
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Fig. 1 Polypeptide chain linking two peptide units. The terms ϕ and ι refer to rotation
about the α-carbon (Cα). The two peptide bonds adjacent to Cα are located in
different planes.

Fig. 2 Three-dimensional crystal structure of bovine
β-lactoglobulin (PDB code 1B8E). Helices and β-sheet strands
are shown in ribbons and random coil is shown in tubes. The
arrows on the ribbons represent the direction of β-sheet strands.
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food proteins that changes in functional
behavior can be achieved.

1.1
Food Proteins

Food proteins are derived from a number
of sources: plants, meat and fish, milk,
eggs, and microbial proteins from unicel-
lular or multicellular organisms, for exam-
ple, bacteria, yeast, molds, and algae. Plant
proteins are broadly classified according
to their solubility, shape, prosthetic group,
regulatory properties, as well as biological
activity. They were first classified on the
basis of their solubility as albumins, globu-
lins, glutenins, and prolamines. Albumins
are the most water-soluble globular pro-
teins. The next most soluble proteins are
globulins such as conglycinin (7S) and
glycinin (11S) from soybean, which are
soluble in dilute salt solutions at neutral
pH. Glutenins such as wheat glutenins are
soluble in dilute acid or alkali. Prolamines
are corn or wheat storage proteins and are
soluble in 70% ethanol.

Muscle or contractile proteins are de-
rived directly from animal tissue and
are the most conspicuous food proteins
in the human diet. Muscle proteins are
generally classified into three groups on
the basis of their solubility in water:
sarcoplasmic proteins, which are soluble
in water or dilute salt; myofibrillar pro-
teins, which are soluble in salt solution
>0.6 M; and stromal proteins, which are
the least soluble class of muscle proteins.
Fibrous proteins, for example, myofibril-
lar proteins such as actin and myosin,
or stromal proteins, such as collagen and
elastin, have polypeptide chains arranged
in long strands and serve a structural or
protective role. Collagen, the major pro-
tein of connective tissue, occurs in several

polymorphic forms consisting of three in-
tertwined polypeptide chains.

Egg proteins are primarily globular pro-
teins found in the albumen (egg white) and
include ovalbumin, conalbumin, ovotrans-
ferrin, ovomucoid, and lysozyme. The egg
yolk contains a variety of lipoproteins that
act as emulsifying agents, as well as livetin
(possibly derived from hen’s blood) and
phosvitin, an iron carrier.

Milk proteins consist of a colloidal dis-
persion of casein micelles and soluble
whey proteins; their stability is of tremen-
dous practical importance in the dairy
industry. Caseins constitute nearly 80%
of the total milk proteins. Casein micelles
serve to fluidize proteins and solubilize
the calcium and phosphate. They are
extremely sensitive to changes in ionic
environment and readily aggregate with
increased concentration of calcium and
magnesium ion or below the isoelectric
point (pI). β-Lactoglobulin, α-lactalbumin,
and lactoferrin are the three most abun-
dant whey proteins in milk.

Other food proteins classified according
to their prosthetic groups (tightly associ-
ated non-amino acid moieties) are lipopro-
teins, glycoproteins, and myoglobins (in-
cluding hemoglobin) with attached fat or
oil, sugar, or iron groups.

Proteins derived from unicellular or-
ganisms are grown on food processing
by-products from which the protein is har-
vested and subsequently purified.

1.2
Enzymes

Enzymes are proteins that function as
specific biological catalysts for chemical
reactions in living systems. Enzymes are
much more efficient and specific than
other catalysts and operate in restricted
conditions of temperature and pH. They
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are frequently used in the food industry
to modify the functional behavior of
food proteins. For instance, proteases,
which hydrolyze peptide bonds, can be
recovered from plant sources such as
papain and are used as commercial meat
tenderizers. It is important, however, that
the nutritive value of the product not be
significantly reduced by the hydrolysis of
the peptide bond of the protein catalyzed
by the enzyme.

Enzymatic action on free amino acids is
of significance in food spoilage and pro-
duction of flavors in fermented foods. For
example, enzymatic degradation of free
amino acids by microorganisms of the gen-
era Staphylococcus, Pseudomonas, and Mi-
crococcus produces specific enzymes that
are responsible for the degradation reac-
tions. Enzymes are also used in the manu-
facture of beer, bread, cheese, coffee, vine-
gar, vitamins, and many other products.

1.3
Energy and Nutritive Value

The nutritional quality of proteins is
essentially determined by their amino acid
composition. The nutritional value of a
protein for human consumption is based
on the content of essential amino acids
compared with human requirements and
on the protein efficiency ratio (PER), which
is determined by the weight gain of a rat
divided by the protein intake. Nutrient
availability and quality of food proteins
depend on the processing treatments and
interaction with other food components.
Protein requirements for maintaining
good health and growth are listed as the
recommended dietary allowance (RDA)
set by the US National Academy of
Sciences. The RDA for a certain population
varies depending on such factors as
age, sex, level of activity, and individual

metabolic factors. Protein requirements
to meet growth and maintenance range
from 2.0 g kg−1 body weight for infants
to 0.8 g kg−1 body weight for adults.
Energy needs increase during pregnancy,
lactation, as well as during work, stress,
sickness, and aging. Proteins differ in
nutrient value because of differences in
amino acid composition. Protein quality
is measured by chemical scores and
biological assays that assess such qualities
as content of essential amino acids,
nitrogen value, limiting amino acids, and
efficiency ratio. Some sources of animal
proteins include cheese, eggs, fish, meat,
and milk. Vegetable proteins can be found
in beans, grains, nuts, and a variety
of vegetables.

2
Protein Interactions

Molecular forces governing protein inter-
actions determine the relationship of the
structure of individual proteins to their
functional properties as well as the associ-
ation of a protein with other compounds
in the cell. These forces include cova-
lent bonds, ionic interactions, hydrogen
bonding, hydrophobic interactions, hydra-
tion, and steric repulsion. Covalent bonds
include all the bonds of the primary struc-
ture of the protein as well as disulfide
bonds, which are formed between cysteine
residues and are dependent on the confor-
mation and structure of the peptide chain.
Of the covalent forces, disulfide bonding is
the most important in protein interactions.
Ionic interactions are between electrostatic
charges and are the most fundamental
noncovalent attractions in intermolecular
forces. Noncovalent molecular forces are
one to three orders of magnitude smaller
than covalent bonding energy and include
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hydrogen bonds, hydrophobic interaction,
and repulsion forces. Protein denaturation
involves the interruption of these nonco-
valent forces and results in changes in the
secondary and tertiary structures. Proteol-
ysis by appropriate enzymes or hydrolysis
with strong acid or base is necessary to
break covalently linked peptide bonds. As-
sociation and disassociation of the protein
in secondary and tertiary structure main-
tain the integrity of food proteins.

2.1
Protein–protein

Protein–protein interactions often occur
as a result of food processing that is
designed to improve the functional prop-
erties of proteins for new product ap-
plication. These interactions occur in
two-stage processes consisting of unfold-
ing of the native protein and exposing
active sites, followed by association of
the polypeptide chain through covalent
and noncovalent forces. Figure 3 repre-
sents a molecular dynamics–simulated
process of protein unfolding. Native bovine

α-lactalbumin is a globular protein that
undergoes gradual unfolding as a func-
tion of temperature. The final unfolded
state maintains little secondary and ter-
tiary structures with increased entropy
relative to its native state. Stable pro-
tein interactions are established through
cross-linking, ionic, hydrogen bonding,
and hydrophobic interactions. Gelation is
an association of proteins existing in a
three-dimensional network with trapped
water molecules. Protein cross-links are
formed through formation of disulfide
bonds by sulfhydryl groups or through
hydrophobic interactions. To maintain
a stable gel, a balance must exist be-
tween forces that promote formation of
the network and those that oppose the
formation.

2.2
Carbohydrates

Proteins and carbohydrates form irre-
versible complexes in nonoxidation reac-
tions. Food protein heated in the presence
of a reducing sugar results in the reaction

C-term
C-term

C-term

N-term

N-term

N-term

Native state Intermediate state Unfolded state

Fig. 3 Molecular dynamics simulation of the
two-step unfolding process of bovine
apo-α-lactalbumin in vacuum. The native state is
taken from the X-ray crystal structure (PDB code
1HFZ) without Ca2+, the intermediate state is a
snapshot of a conformation during the

simulation, and the unfolded state is achieved by
heating the native molecule that reached
equilibrium. Four disulfide bonds formed
between the cysteine residues greatly stabilize
the molecule.
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of the carbonyl groups of the carbohydrate
with the free amino group of the protein,
followed by a cascade of reactions lead-
ing to polymers. These Maillard reactions
are the major cause of protein damage in
the drying of milk at moderate tempera-
tures. In the early stages of the Maillard
reaction (Fig. 4), the carbonyl of the reduc-
ing sugar undergoes nucleophilic attack by
the amine, followed by loss of water and
ring closure to form the glycosylamine.
The Amadori rearrangement follows with
the formation of 1-amino-2-keto sugar,
which has been isolated and identified in
browned dried fruit. However, more se-
vere heating, required in the preparation
of toasted breakfast cereals, bread, and bis-
cuits, results in late Maillard-type damage
and the formation of other undesirable
by-products. One such by-product is acry-
lamide, a known animal carcinogen and
human neurotoxin. Acrylamide is formed
when the amino acid asparagine reacts

with simple sugars at high temperature, as
in fried or baked foods.

2.3
Lipids

Protein–lipid interactions in nature occur
in food systems such as milk and eggs.
These interactions occur most notably at
the cellular and intracellular membrane
level. Proteins that stabilize emulsions can
adopt conformations that are capable of
interacting with both lipid and aqueous
phases by assuming the lowest free-energy
form at the interface. The process can
be represented in two steps: diffusion-
controlled sorption at the interface, fol-
lowed by protein unfolding. Emulsions
are stabilized by hydrophobic interactions
between the apolar region of the protein
and the apolar aliphatic chain of the lipid.
The importance of hydrophobic interac-
tions has been convincingly demonstrated
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in model systems in which the energy of
protein–lipid interaction reaches a max-
imum around the pI of the protein.
Protein–lipid interaction can be increased
by high-pressure homogenization, which
increases the number of lipid droplets and
the interfacial surface area. Lipids protect
proteins against thermal denaturation be-
cause of their high heat capacity and the
absence of water. Strong interactions occur
in flour–water mixtures, in which lipids
can bind gluten proteins to form highly
stable lipoglutenin complexes.

2.4
Hydration

Interactions of protein side chains with
water determine the intrinsic properties
of a protein, such as solubility, swelling,
dispersibility, and wettability. Water ab-
sorption is considered as the most impor-
tant step to imparting desired functional
properties to proteins. Proteins interact
with water through their side chains or
backbone, and their solubility depends
on factors such as hydrogen bonding,
dipole–dipole and ionic interactions, pH,
and temperature. Their ability to absorb
and retain water plays a major role in the
textural stability of food systems. Textur-
ized proteins may be used to formulate
meat or seafood analogues by taking ad-
vantage of their hydration properties.

2.5
Soluble Ions

Sodium, potassium, and calcium are
the most important ionic components
associated with solubility of proteins.
The reactive nature of proteins allows
for the manipulation of the ions to
accomplish food preservation by, for
example, controlled dehydration. Proteins

are stable within a defined range of
pH and may have either net positive
or negative charges or may be neutral.
At pH values above or below their
pI, proteins interact more readily with
water molecules to improve solubility.
Divalent cations also act as the cofactors
that are essential for some enzymes
to be catalytically active. Salts used in
food processing can denature proteins by
charge neutralization. Severe denaturation
results in irreversible realignment of the
native structure of the protein.

3
Functional Protein Interactions

Physicochemical properties that enable
proteins to affect the characteristics of
foods during processing, storage, prepa-
ration, and consumption define the
functional properties of proteins. Pro-
tein functions that affect food utiliza-
tion are (1) water absorption – viscosity
and gelation; (2) surface activity – gelation
and foaming; and (3) chemical reactiv-
ity – textural properties. The functionality
of a food product is determined exper-
imentally because, while the study of
protein structure provides information on
physicochemical properties, the exact re-
lationship between structure and function
has not been fully understood. Changes
in functionality are the result of protein
interaction with water, other proteins, or
the result of changes in the surface char-
acteristics of the protein molecule.

3.1
Gelation and Rheology

Gelation is the formation of an extended
network of denatured protein aggregates
held together by intermolecular forces.
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Gels can result from controlled protein
denaturation and unfolding (egg white);
controlled folding and realignment (colla-
gen); controlled unfolding, disulfide in-
terchange, and enhanced hydrophobic
interactions (gluten); and enzyme hydroly-
sis and hydrophobic interactions (rennet
milk gels). The stability of gels largely
depends on the balance of hydropho-
bic interactions, hydrogen bonding, and
electrostatic forces, which, in turn, are
affected by pH and electrolyte content.
Cross-linking of proteins in the matrix
via disulfide bonds leads to the formation
of heat-irreversible gels that are subse-
quently stabilized by hydrogen bonds.
Higher–molecular weight proteins, with
a larger percentage of hydrophobic amino
acid residues, tend to form stronger
gels.

Rheology describes how materials flow
and deform during exposure to various
force applications. Many factors affect the
ability to flow, including concentration,
temperature, and microstructure. Dairy-
based foods, including chocolate milk,
puddings, and processed cheeses, rely
on protein–hydrocolloid interactions to
impart stability and enhance the texture
of the food system.

3.2
Emulsification

A stable protein emulsion is produced
when proteins in a two-phase medium,
accompanied by energy input (usually
a combination of shear and heat), un-
fold slightly at the interface and align
their nonpolar regions toward an oil
phase with their hydrophilic regions to-
ward the aqueous phase. The balance of
the hydrophilic and hydrophobic forces
in the protein maintains emulsion sta-
bility. Globular proteins with a highly
ordered and stable tertiary structure, such
as β-lactoglobulin, bovine serum albumin,
and lysozyme are more likely to unfold
and are considered to be good emulsi-
fiers. Emulsification activity continues to
increase with increasing degree of pro-
tein denaturation, provided solubility is
not compromised. Surface hydrophobic-
ity of proteins has been directly correlated
with emulsifying activity. Emulsions are
mechanically unstable and will separate
over time. The breakdown in stability
results in flocculation followed by coales-
cence of the particles by forces, as depicted
in Fig. 5. Although emulsifiers can mini-
mize interfacial surface energy and reduce

Fig. 5 Process of emulsion formation
and breakdown. (a) Biphasic medium of
liquid and semisolid emulsion,
(b) thermodynamically unstable
emulsion, (c) gradual migration of
emulsion based on charge separation,
(d) particle collision with increasing
electrostatic charges, (e) clear
aggregation and flocculation of collided
particles, and (f) coalescence and
syneresis of emulsion.
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(b) (c)

Separation
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(f)
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coalescence, emulsions gradually separate
into two phases as the repulsive electri-
cal charges decrease. Gradual increase
in free energy leads to more frequent
collisions of similarly charged particles.
These collisions produce flocculated glob-
ules or clusters, which will continue to
grow unless conditions change. Complete
breakdown of the emulsion is the result of
coalescence of these particles.

3.3
Foaming

Protein foams are emulsions of gas in a
continuous aqueous protein phase con-
taining various surfactants to prevent
coalescence. Foods such as ice cream
and whipped toppings are examples of
stable foams formed by incorporation
of a large volume of air during pro-
cessing. Air is forced into the medium
through mechanical mixing that increases
the volume over 1,000%. Foam stability
is maintained by surfactants that resist
the influence of gravity, pressure, and
temperature, which tend to rupture the sta-
ble emulsion. Controlled denaturation of
the native protein by shear, temperature,
or manipulation of electrostatic balance
increases hydrophobicity and improves
foaming. Foam-stabilizing conditions in-
clude high surface hydrophobicity, low net
charge, minimal electrostatic repulsion,
good solubility, and reasonable protein
concentration. Foam expansion (overrun)
is controlled by metering the mix and air
into the equipment in proper proportions
to form air cells of the desired size; over-
run is computed as the percentage increase
in the volume or the percentage decrease
in the density of the mix. Foam stability
may be controlled by addition of com-
binations of stabilizers and emulsifiers,

such as salts, sugars, lipids, cations, pro-
teins, and energy input (heat and shear)
during processing. As foams age during
storage, they shrink, leading to loss of air
and separation.

3.4
Thermal Processing

Food proteins are thermally processed
to enhance functionality, improve tex-
tural properties, or retard deterioration.
In the preservation of fruits and veg-
etables (blanching), heat is used to de-
nature enzymes. Processing may lead
to a slight loss in nutritional quality.
Most processes, however, improve qual-
ity by destroying antinutritional factors
through inactivation of enzymes such as
trypsin inhibitor or peroxidase. Complete
denaturation of peroxidase (EC.1.11.1.7)
is used as an indicator of adequate pro-
cessing. Protein–protein interactions may
be enhanced, leading to formation of
new complexes. Factors such as temper-
ature, the presence of salts and oxidiz-
ing/reducing agents may be used to pro-
duce desirable high-quality foods. Chilling
or heating can denature proteins. Pro-
tein structure may be altered as a result
of changes in the electric potential, pH,
and so on, and such changes can be
used to enhance functionality in food.
Thermal denaturation of food proteins
generally occurs between 45 and 85 ◦C,
accompanied by exposure of hydrophobic
groups that can lead to protein aggrega-
tion. More severe treatments can result
in the splitting of the disulfide cross-
links with release of hydrogen sulfide as
well as alteration of amino acid residues
with the formation of new intra- or
intermolecular covalent cross-links. Low-
temperature denaturation is mediated by
a reduction of hydrophobic interactions
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in conjunction with enhanced hydrogen
bonding, leading to aggregation and pre-
cipitation of proteins.

3.5
Thermally Induced Mutagens

Mutagens are substances that cause herita-
ble genetic changes (mutations). Most mu-
tations are harmful and most mutagens are
carcinogens and vice versa. Heterocyclic
aromatic amines (HAAs) that are formed
during broiling, grilling, roasting, or fry-
ing of meat and fish have been found to
have a tumorigenic effect in various organs
in mice, rats, and nonhuman primates,
and many of them are therefore consid-
ered as possible human carcinogens. More
than a dozen highly mutagenic HAAs
have been identified; the most common
forms are amino-imidazo-azaarenes (imi-
dazoquinolines, imidazoquinoxalines, and
imidazopyridines) and carbolines (pyri-
doindoles and pyridoimidazoles). The Mil-
lard reaction has been suggested to be a
pathway for the formation of the imida-
zoquinoline or imidazoquinoxaline type of
heterocyclic amines. Creatine and creati-
nine, free amino acids, and sugars have
been shown as precursors. The same pre-
cursors may form the imidazopyridines.
Aminocarbolines may be generated by the
pyrolysis of amino acids and proteins. Pre-
cursors and tentative reaction routes for
their formation have been identified from
model experiments. It has been shown that
when fried, different sorts of meat form
different types and amounts of HAAs.
Cooking conditions (temperature) and the
amounts of different precursors may in-
fluence the formation and level of HAAs
in food products. Extensive research has
been carried out to develop methods to re-
duce or eliminate such compounds from
the food supply, with moderate success.

4
Food Protein Functionality

Food proteins with special functional prop-
erties are manufactured by manipulating
changes in the native secondary and ter-
tiary conformations. Intermediate as well
as stable forms of conformations may be
produced at various stages of processing
(Fig. 3). Food products with different func-
tionality are created because of the large
range of structures and their interaction
with one another. This complex variety of
conformations displays different proper-
ties such as water sorption, holding, and
sorption, which are important functional
attributes. The physical ability to entrap
and hold water and lipid are essential for
foaming. The ability of proteins to dena-
ture and form cohesive viscous matrices
is what gives rise to their emulsifying and
film-forming properties. The structure of
the matrix formed depends on the nature
of the protein; for instance, plasma protein
gels form a ‘‘close’’ dense network and egg
albumin gels form an ‘‘open’’ structure.
Although the question of how a protein
folds into a unique shape with specific
functions is far from being solved, it is
generally accepted that the primary amino
acid sequence encodes its folding pathway,
which in turn determines its functionality.

4.1
Partially Folded Proteins

The concept of the molten globule has
been used to describe a partially folded
equilibrium state between native and un-
folded states. This intermediate has been
found for many proteins in mild denatur-
ing conditions, such as low or high pH,
high temperature, or moderate concentra-
tions of chemical denaturants (urea and
guanidinium hydrochloride). The molten
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globule is almost as compact as the native
state and has a loosely packed hydrophobic
core. It possesses pronounced secondary
structure but little rigid tertiary structure
and marked loss of enzymatic activity rel-
ative to its native state. It has long been
established that changing the food pro-
tein structure can result in the alteration
of food functionality. Thus, our basic un-
derstanding of the protein-folding process
and the intermediates involved can directly
lead to not only fundamental understand-
ing of processing treatment but also the
discovery and utilization of valuable food
ingredients.

4.2
Properties of the Molten Globule State

The recently emerged energy-landscape
theory and funnel concept for protein fold-
ing have provided us with a quantitative
and pictorial view of the folding process.
They revealed that multistep mechanisms
that involve heterogeneous populations of
molten globule–like intermediates may be
more common than we previously real-
ized. Many food proteins have been found
to exist as the molten globule states un-
der various conditions. α-Lactalbumin, at
acidic pH, elevated temperature, or in the
absence of calcium, is a paradigm of the
classical molten globule state. Moreover,
the number of proteins that has been
found to possess structural features of
the molten globule state as well as re-
main biologically functional is increasing
drastically.

The typical molten globule state is more
open than the native sate, but still repre-
sents a compact structure. The dynamic
and flexible characteristics of the molten
globule state allow water molecules to pen-
etrate the protein more easily. The molten
globule state is thus highly hydrated. In

addition, the loosely packed side chains
may emphasize the importance of solvent-
separated hydrophobic interactions in the
molten globule state.

In contrast with the association pro-
cess in native proteins in which multi-
meric complexes are often formed, pro-
tein–protein interaction in the molten
globule states may lead to aggregation.
Recent research on human α-lactalbumin
has suggested that polymeric forms of the
protein may serve as antitumor and an-
tibacterial agents.

4.3
Functional Applications

The knowledge that a single whey protein
such as α-lactalbumin may have a myriad
stable intermediate stages has become
the basis for many new functional food
ingredients derived from whey. Processing
technologies have the potential to create
many products from native, partially
folded, or completely unfolded proteins.

Food proteins such as whey proteins
can be modified using chemicals, heat,
or shear in extrusion processes. Chemical
treatment alone alters the reactive groups
of the amino acids, resulting in not
only selected changes in covalent bonding
but also in the noncovalent forces that
influence conformation such as van der
Waals forces, electrostatic interactions,
hydrophobic interactions, and hydrogen
bonding. Heat and shear, on the other
hand, alter the conformational structure
of the protein through some degree of
denaturation of the protein, exposing
hydrophobic groups that are normally
buried in the interior of the native protein.
The changes caused by denaturation can
be either reversible or irreversible. As
the whey proteins denature, they become
insoluble and show a great tendency to
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aggregate. Heat-denatured whey proteins
produce different fractions depending on
the pH; for instance, whey proteins heated
at 90 ◦C for 30 min at pH 2.5 remain
soluble in aqueous solution but exhibit
partial loss of solubility when the pH is
raised to 4.5. There are two fractions at
pH 4.5, one is the partially and irreversibly
unfolded proteins (mainly α-lactalbumin
and β-lactoglobulin) and the other is
the nondenatured proteins, similar to the
native proteins. An application of this
temperature- and pH-dependent solubility
behavior of whey proteins is whey gels
at pH 7 after being heated for 120 min,
exhibiting very low elasticity, firmness, and
low solubility, an attribute that has been
used in manufacturing soft, drinkable
dairy products such as yogurts.

Fine-stranded particulate aggregates of
heat-denatured whey proteins as visual-
ized by atomic-force microscopy reveal a
network structure in a heat-induced glob-
ular gel that is strongly dependent on the
balance between attractive and repulsive
forces among denatured protein molecules
during aggregation. If the pH is far from
the isoelectric point, and the ionic strength
is sufficiently low, intermolecular electro-
static repulsion is dominant. Structural
transitions are visible at the macroscopic
level: fine-stranded gels are translucent,
while particulate gels are opaque and
syneresic. A fine-stranded gel formed at
neutral pH is rubbery and deformable and
can form a large strain without fractur-
ing. The same gel, at acidic pH, however,
is brittle because intramolecular disulfide
bonding is unlikely to occur. Heat-induced
aggregation of β-lactoglobulin follows a
two-step model at neutral pH, in which
small particles are formed first followed by
aggregation into large clusters.

Twin-screw extrusion processing has
been used by the food industries to impart

unique properties and functionality to food
proteins. The shear developed in extrusion
processing, which can be controlled by
varying the screw speed, is used to vary
the degree of denaturation. By control-
ling the operating conditions, such as the
amount of operating shear and the level of
moisture, a variety of partially denatured
products can be created with modified
biological and nutritional functions. Fur-
thermore, the combination of heat and
shear in the extruder can accelerate the
directed conformational changes consid-
erably. If changes in globular-structured
proteins occur at 80 ◦C with heat treatment
alone, for example, significant denatura-
tion or even unfolding can occur at 75 ◦C
with the addition of shear in the extruder.
At high shear and pH 8.0, whey proteins
are texturized to form stringy products that
are useful as meat extenders.

See also Bioorganic Chemistry.
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Keywords

Footprinting
A technique used for probing macromolecular structures and interactions. It relies on
the fact that some regions of the macromolecule are buried or become inaccessible as a
consequence of their structures/interactions. Enzymes or chemical reagents are used
as probes of the structure.

DNase I
An endonuclease (cleaves internally) for digestion of DNA. Has modest sequence
specificity but generally cleaves at most sites in DNA.

Hydroxyl Radical
Highly reactive and unstable molecular species. Its small size and nondiscriminating
high reactivity makes it an ideal probe for footprinting.

One-hit Kinetics
A characteristic of cleavage-based footprinting techniques that achieve limited cleavage
of the population of macromolecules, such that, on average, each molecule cleaved is
cleaved only once.

Fenton Chemistry
The most commonly used chemical method to generate hydroxyl radicals. The reaction
is based on homolysis of hydrogen peroxide catalyzed by Fe(II) ion. By the reaction,
Fe(II) ion is oxidized to Fe(III) ion and regenerated by the reductant (thiols, ascorbate)
in the reagent.

Radiolysis
Chemical reaction driven by direct absorption of ionizing radiation energy.
Particularly, aqueous solutions in the biological system generate the hydroxyl radicals
through the absorption of ionizing radiation.

Reverse Transcriptase
The enzyme that makes the complementary DNA chain from RNA (reverse
transcription). (Note: DNA polymerase makes DNA copy from DNA.)

Primer Extension
A technique commonly used for detecting chemical modification or cleavage of nucleic
acids. Synthesized oligonucleotides are hybridized to specific sequence on the target
nucleic acid and extended by the enzyme (DNA polymerase or reverse transcriptase).
The enzyme stops at the modification or scission sites, and in electrophoretic
separation, they appear as missing bands.
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In Vivo Footprinting
Footprinting technique directly applied to living cells. It has a capability of probing
interaction/structure in situ in a biological system.

� Footprinting technology includes in vitro and in vivo methods of examining the
average structure of macromolecules on the basis of the solvent accessibility and
sensitivity of the macromolecule to covalent modification or cleavage. Analytical
methods to separate, identify, and quantitate the unmodified and modified
macromolecules are essential features of the method. In addition, a key characteristic
of all footprinting assays is that the modification or cleavage reaction is of limited
extent, such that the information obtained from the population of macromolecules
represents the structure of the intact molecule, and thus is biologically relevant. For
footprinting of nucleic acids, cleavage of accessible sites on the backbone or covalent
modification of accessible bases is carried out in order to probe the structure. For
cleavage-based methods, cleavage of the backbone is limited, such that on average,
each molecule cleaved is cleaved only once. Sequencing gels are used to analyze the
cleaved products; this allows structure probing at the monomer level due to the high
resolution of the gels.

1
Principles

1.1
Background and History of Nucleic Acid
Footprinting

Proteins that bind to specific regions of
DNA play critical roles in the expres-
sion of genes and in the replication of
the genome. Nucleic acid footprinting ap-
proaches were developed to understand
specific interactions between DNA and
proteins, and these investigations were
quite active in the early to mid-1970s. The
initial approaches in examining the spe-
cific interactions of protein and nucleic
acids were of two types: the first involved
isolation and characterization of a frag-
ment of DNA that was bound to a protein
of interest. The protected fragment isola-
tion procedure involved digestion of DNA

in the presence of the binding protein
under study using DNase, and then sub-
sequent chromatographic isolation of the
remaining intact DNA followed by radioac-
tive labeling and sequencing. At the time
the protected fragment isolation methods
were in use, Mirzabekov and coworkers
and later Ptashne and coworkers recog-
nized the value of methylation protection
as a method to map protein–DNA interac-
tions. In this case, the footprinting reagent
dimethylsulfate (DMS) reacts with the N-
7 of guanines and the N-3 of adenines
to produce piperidine-labile sites. Specific
protein contacts with these sites can block
reactivity, resulting in reduced cleavage
and thus identify the specific sequences
involved in the binding.

Both these procedures fit the definition
of ‘‘footprinting’’ as outlined for the
purposes of this article, and they illustrate
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Nuclease

DNA only DNA−Protein
complex

DNA-sequencing gel

n

n−5

n−10

n−15

n−20

Fig. 1 Schematic representation of
footprinting experiment. The nucleic acid
reacts with the specific probe used to probe
the macromolecule. The left-hand panel
shows that all nucleotides are attacked
equally, thus producing the uniform pattern
in electrophoresis (right panel, left lane). If
the nucleic acid interacts with proteins, the
protein covers particular regions of the
nucleic acid and prevents the attack by probe
(middle panel), which results in missing
bands in electrophoresis (right panel,
right lane).

the two distinct approaches that are
commonly used: that of cleavage versus
modification of the nucleic acid to be
probed. However, the term footprinting
only came into common usage after the
publication of the seminal articles by
David Galas and Albert Schmitz. Since
1978, over 5000 publications using the
term ‘‘footprinting’’ have been deposited
in the PubMed database of the National
Library of Medicine. (There are several
references to footprinting in PubMed that
precede 1978; these refer to ‘‘footprinting’’
of infants as a means of identification.)

The general experiment is outlined in
Fig. 1. A DNA fragment is end labeled,
typically with 32P, although other labeling
schemes can be used. Two conditions are
illustrated, one in which the DNA binding
protein is absent, the second in which
two different proteins are added that bind
to the DNA at discrete sites. The two
samples are exposed to a limited dose
of nuclease that, in the case illustrated,
can cleave at each base position on the
DNA with an equal probability. (Note that
in the case of modification, the concept
is similar, except that modification occurs
only at the susceptible sites, cleavage is
generated in a subsequent chemical work-
up). In the case of the specific DNA
binding sites, the nuclease is blocked from
cleaving the DNA. The labeled fragments

are isolated and run on a sequencing
gel, separating the individual fragments.
Since each position is cleaved with equal
probability, one can, in the left-hand lane,
see a complete set of fragments that
represent DNA molecules of individual
lengths ranging from the length of the
uncleaved DNA, seen as the dark band
at the top (length n), to fragments of
length n-22, which appears at the bottom of
the gel, with all the individual fragments
in between. In the right-hand lane, the
pattern is different – the bands from n-6
to n-8 and those from n-13 to n-15 are
reduced in intensity. The limited dose
provides a wide distribution of fragments.
The binding of the protein reduces the
reactivity of the nuclease at a number of
distinct sites relative to the reactivity of
those sites in the absence of protein. The
data provides a map of the specific sites
within the DNA in which the protein is
indicated to bind.

Although these approaches using DNase
I and DMS have been invaluable, addi-
tional footprinting assays have been devel-
oped using a wide range of enzymatic and
chemical nucleases. In particular, some of
the drawbacks of a number of chemical
and enzymatic footprinting reagents in-
clude preference of a footprinting reagent
for specific positions along the DNA and
limiting the number of sites that can be
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probed. For example, nucleases tend to cut
only at a subset of the positions along the
DNA backbone. Modification reagents like
DMS result in cleavage at adenine- and
guanine-containing sites that are accessi-
ble and thus susceptible to methylation;
they cannot probe at cytosine or thymine.
In addition, DNase I, since it is often of the
same size as the protein that is bound to
DNA, has a further disadvantage in that it
can overestimate the size of the protected
region, as well as be blind to any varia-
tions in reactivity within the binding site.
Chemical nucleases, if they are small, can
provide enhanced structural information
compared to enzymatic nucleases. The
most effective of these reagents and the
one in widespread use is the hydroxyl radi-
cal (•OH), which is commonly generated by
the venerable Fenton–Haber–Weiss reac-
tion using Fe(II)-EDTA as a catalyst, which
was developed by Tullius and cowork-
ers. The •OH radical cleaves DNA by
abstracting a hydrogen atom from the ri-
bose/deoxyribose sugars along the DNA
backbone; thus, there is virtually no se-
quence dependence and each position can
be cleaved with equal probability. The size
of the •OH radical is also advantageous; it
has a Van der Walls surface area similar
to that of water and thus its ability to react
is highly correlated to the solvent acces-
sibility of the reactive positions with the
nucleic acid.

At the same time that new reagents were
being developed for conducting footprint-
ing experiments, protocols were developed
for conducting quantitative equilibrium
and kinetic footprinting experiments, ini-
tially using DNase I as the footprint-
ing probe, but later incorporating hy-
droxyl radical–based methods because of
their enhanced structural resolution. The
development of quantitative footprinting
required the development of statistical

thermodynamic approaches to analyze
multiple-site binding data and their in-
teractions, and was aided by the advent
of digital imaging technologies (Phospho-
rImagers) for the detection and quan-
titative analysis of radioactively labeled
gels. Although the general approaches to
analysis of individual sites, even at the
single-nucleotide resolution, were prophe-
sied by Galas & Schmitz, the use of explicit
thermodynamics models in data analysis
and imaging technologies in the digitiza-
tion of data were significant advances.

Thus, experiments like those illustrated
in Fig. 1 were transformed into multiple
lanes where the protein concentration was
titrated across a wide range of concentra-
tions, the specific density within a binding
site was quantitated from the digitized im-
age, and the density changes as a function
of protein concentration were analyzed in
detail. This allowed the thermodynamic
affinity of, and cooperativity among, indi-
vidual sites involved in the DNA–protein
interaction to be determined. The suc-
cesses with DNase I equilibrium methods
stimulated progress in the use of the •OH
radical, with its enhanced structural res-
olution, in the probing of individual site
binding isotherms. In addition, new sci-
entific problems involving the structural
rearrangements of catalytic RNA arose,
and Cech and coworkers applied high-
resolution •OH radical footprinting to the
study of RNA structure and function al-
lowing the monitoring of individual sites
within the RNA as a function of ligand
binding. This opened up a number of excit-
ing opportunities for research in the RNA
field and posed a challenge to footprinting
technologies in that, for the nearly 400-
nucleotide Tetrahymena ribozyme, struc-
tural information was, in principle, avail-
able at each and every nucleotide within
the RNA. It was not until over 10 years
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later that this potential structural reso-
lution was harnessed, when single-band
analysis of the folding of the L-21 RNA
over its entire length was demonstrated.

Subsequent to the success in the analy-
sis of equilibrium transitions, the method
of DNase I footprinting was extended
to kinetic analysis in the hundreds of
millisecond range. In these experiments,
protein and DNA were mixed in a stopped-
flow device and given a pulse of nuclease
to probe the location and extent of the
macromolecular interaction as a function
of time. This, for the first time, allowed in-
dividual site kinetic progress curves in the
formation of specific DNA–protein con-
tacts to be examined. Although kinetic
studies using DNase I were developed by
simply increasing the amount of DNase I
used in the digestion and thus lowering
the time required for sufficient cleavage, a
similar approach to Fenton chemistry was
not successful, increasing the concentra-
tion of reagents did not appreciably reduce
the required exposure time to less than the
minutes timescale. However, alternative
approaches to generating •OH radicals as
a probe for time-dependent studies were
explored by Anderson and coworkers using
peroxonitrous acid to generate •OH. The
half-life of the disproportionation of perox-
onitrite at neutral pH limited the timescale
accessible using this reagent to a few sec-
onds. Other methods of generating •OH
radicals include radiolytic sources; how-
ever, the typical low-flux sources require
exposure times on the order of hours. A
breakthrough in the development of the
•OH radical as a time-resolved probe of the
nucleic acid structure was the application
of synchrotron radiation as a radiolysis
source; this has allowed time-resolved
footprinting down to the tens of millisec-
ond timescales and have been successful

in the detailed examination of RNA folding
and DNA–protein interactions.

As in vitro methods have progressed, in
vivo footprinting has also had an impact, al-
though the technological development has
been slower. In this case, the method re-
quires that the footprinting reagent enter
the cell and react at accessible sites. Sub-
sequently, a readout must be generated.
This method was originally demonstrated
to be successful by Schultz and coworkers
on the basis of the genomic sequencing
method by Church and Gilbert. Recently,
the demonstration by Tullius and Ottinger
that radiolysis could provide an effective
in vivo footprinting tool may make the
method more generally applicable.

Figure 2 lists the continuous evolution
and remarkable progress of footprinting
over the last 30 years; the methods of the
prefootprinting era were originally codified
and enhanced by Galas & Schmitz in
1978. Since that time, the introduction
of high structural resolution footprinting
probes, the introduction of quantitative
equilibrium methods, the development of
in vivo methods, and the development of
fast time-resolved methods has resulted
in footprinting becoming an extremely
versatile tool in the understanding of
nucleic acid structure and function.

1.2
Fundamental Features of Method

The original publication in Nucleic Acids
Research was entitled ‘‘DNase footprint-
ing: a simple method for the detection
of protein–DNA binding specificity’’ and
aside from introducing the term, it care-
fully laid out many of the basic principles
of the method that are common to all
successful footprinting approaches today.
First was the principle of limited cleavage.
The authors examined cleavage of labeled
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Fig. 2 Time table of
development of footprinting
techniques.

1970
Protected fragment isolation,

1972 

DMS protection, 1974

DNase I footprinting, 1978

Quantitative equilibrium DNase I
footprinting, 1982  

Adoption of digital imaging,
Hydroxyl radical footprinting &
In vivo DMS footprinting, 1986 

Individual band analysis of large
RNA molecule, 2002   

Hydroxyl radical footprinting of
RNA, 1989 

Millisecond hydroxyl radical
footprinting, 1998 

In vivo radiolytic footprinting,
2000 

Time-resolved DNase I
footprinting, 1995 

1975

1980

1985

1990

1995

2000

2005

DNA fragments as a function of incubation
time with DNase I, and upon examining
the fragment distribution, determined that
a limited incubation time was optimal. If
the incubation time was too short, there
was insufficient cleaved material to detect
the products. If the incubation was carried
out for an extended time, the population
of smaller fragments was emphasized,
skewing the distribution and depleting
the number of larger fragments. This
‘‘one-hit’’ kinetic regime was ‘‘the con-
dition in which those fragments produced

have a high probability of coming from a
single cut of the original piece of DNA.’’
This assured a broad distribution of the
fragments. It also provides for the probing
of an intact, biochemically relevant popula-
tion of molecules, as will be shown in this
article. The second principle was that of
quantitative analysis of the differential re-
activity of the distinct sites within the DNA,
ultimately suggesting the value of probing
each and every site. It was presumed that
chemical reaction kinetics would govern
the production of cleaved fragments, and
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that the differences in the extent of reaction
of the nuclease with a number of specific
sites as a function of added protein should
be measured quantitatively. The ability to
accurately measure the individual sites was
critical to the analysis. Thus, this paper es-
tablished the two principles of limited dose
and differential reactivity of individual sites
that are fundamental to all footprinting
experiments today.

2
Techniques

2.1
DNase Footprinting

DNase I footprinting is one of the old-
est techniques invented for nucleic acid
structural analysis. The principle is sim-
ple. DNase cleaves DNA and generates
fragments. Upon protein binding, parts of
the DNA are covered by protein not acces-
sible to enzyme and these regions cannot
be cleaved. By electrophoretic separation,
the end-labeled fragments can be indepen-
dently examined. The inaccessible regions
are visualized as missing bands in the gel
as shown in Fig. 1. The technique also
depends on the specificity of the enzyme
used. DNase I does not have a particularly
strong sequence specificity so that many
sites within the DNA are probed.

The technique was first invented by
Gilbert, Maniatis, and Ptashne as protected
fragment isolation. The usefulness of this
method was soon realized and it became
a mainstream technique for examining
DNA/protein interactions. The method
was well codified by Galas and Schmitz and
was subsequently applied to DNA/protein
binding and induced loop formation
and later to DNA/drug interactions. The
various RNases have also been used for

RNA/Protein or RNA folding analysis. The
appearance of other footprinting methods
(chemical modification, hydroxyl radical)
has reduced its use but it is still a viable
and important technique.

2.2
Chemical Modification Method

Chemical modification reagents are in-
valuable probes for the footprinting of
both DNA and RNA. In this section,
only the reactions that can be achieved
under native conditions (e.g. the condi-
tions where DNA/RNA retains its native
structure) will be discussed. The reac-
tions can be categorized in two types.
The first category is backbone cleavable
reactions (diethylpyrocarbonate (DEPC)
for Adenine, dimethylsulfate (DMS) for
Guanine) and the second category is
primer extension that is used for detec-
tion of modifications (1-cyclohexyl-3-(2-
morpholinoethyl) carbodiimide metho-p-
toluene sulfonate (CMCT) and kethoxal [β-
ethoxy-α-ketobutyraldehyde] for guanine
and DMS for cytosine). Although the
methylation by DMS occurs on adenine
also, there is no established method to
remove the methylated base; thus, it is
placed in the first category. The methy-
lation at N-7 on guanine does not stop
the primer extension reaction; thus, this
modification can only be detected by subse-
quent chemical cleavage. The methylated
guanine and cytosine are unstable and sub-
sequently their removal by piperidine for
guanine and hydrazine for cytosine results
in backbone scission. Similar results can
be achieved with other acylation or alkyla-
tion reagents such as DEPC (piperidine
treatment for scission). Hydroxylamine
(cytosine), KMnO2, and OsO4 (thymine)
treatments are likely to produce the pyrim-
idine glycols whose products are cleavable
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by piperidine treatment. The chemistries
and reaction products are summarized in
Fig. 3.

Compared to backbone footprinting (nu-
cleases and hydroxyl radical), the chemical

modification methods require an addi-
tional step – either chemical cleavage or
primer extension – to detect the products.
This inconvenience is compensated by
the fact that base-pair configuration can
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Fig. 3 The chemical modification reactions and reaction products.
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be detected in many cases as shown in
Fig. 4. The reagent DEPC modifies ade-
nine N-7 that is accessible in the case of
Watson–Crick base pair; however, if it is
involved in the A-U (reverse) Hoogsteen
base pair, it is protected from modifica-
tion. In this latter base-pair configuration,
N1 of adenine is accessible and thus
modified by DMS. In the case of the
Watson–Crick base pair, it is involved in
hydrogen bonding and protected. These
features are especially useful for the anal-
ysis of RNA structure that often involves
noncanonical base pairs. Table 1 summa-
rizes the chemical modifications used for
DNA/RNA footprinting.

DEPC was first reported to be reac-
tive with adenine (free and in nucleo-
side) in 1971, and was mentioned as a
potential probe for the nucleic acid struc-
ture. Mirzabekov et al. first reported that
DMS modifies DNA and later Maxam
and Gilbert developed it as a chemi-
cal modification probe as well, using
it in their famous chemical sequencing
method. Peattie and Gilbert introduced
DMS and DEPC for RNA tertiary struc-
tural analysis of tRNA. They also explored
the possibility of using chemical probes
for detecting RNA–protein interactions.
In 1978, OsO4 that is specific to thymine
was introduced as a chemical modifi-
cation reagent as an alternative to the
Maxam–Gilbert chemistry. The reaction
product is likely to be a thymine glycol
and can be cleaved by piperidine treat-
ment. KMnO4 and hydroxylamine modifi-
cations were developed to replace some
of the Maxam–Gilbert chemistries and
later used as chemical probes. N-ethyl-N-
nitrosourea was found to be an ethylating
reagent for phosphate. It was soon realized
that this reagent could be used for binding
interference experiments. The modified
phosphate prohibits protein binding and

nitrocellulose separation of bound and un-
bound DNA was successfully used for
determining promoter–RNA polymerase
interactions. The contact site of initiator
protein to the promoter region on DNA
was determined by DMS. These probes
(DEPC, DMS, hydroxylamine, OsO4) have
been extensively used to probe DNA and
RNA conformations.

The real power of chemical modifica-
tion was demonstrated by combining the
method with primer extension. Primer
extension is a technique for detecting
the modified bases and backbone scis-
sion using DNA polymerase (for DNA)
or reverse transcriptase (for RNA). The
specific primers for the regions of interest
are chemically synthesized. The primers
are annealed to the specific site in the
sequence and extended by the enzyme.
The enzyme stops its extension at the
point at which a base is modified or
the backbone is cleaved depending on
the specific modifications and specificity
of the enzyme. The extension reaction is
generally carried out with 32P-labeling al-
lowing sensitive detection. The regions
of the nucleic acid protected by protein
or tertiary contacts within the molecule
are neither modified nor cleaved by the
reagents; thus, the extension reaction does
not stop at those bases and missing
bands appear in the electrophoresis results
as shown in Fig. 1. Noller and cowork-
ers used CMCT, DMS, and kethoxal as
chemical probes and exploited the termi-
nation of extension at the modified base
in combination with reverse transcription
in order to probe the structure of the ri-
bosome. The spectacular work of building
the three-dimensional model of the 16S
ribosome was done in Noller’s labora-
tory by extensive chemical modification
of protein protections on the rRNA in con-
junction with the other methods. More
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Fig. 4 The effect of base pairs on chemical modifications. The accessibility of modification
sites depends on the environment surrounding the nucleotides. The formation of base pairs
generally prohibits the chemical modification; however, it also depends on the base-pair
configuration. Adenine N7 is open for DEPC in the Watson–Crick base pair, but is involved in
a base pair in the Hoogsteen base pair, and thus protected. Adenine N1 has the opposite
behavior; it is protected in the Watson–Crick base pair, but is accessible in the case of the
Hoogsteen base pair. The careful analysis of chemical modification with multiple probes
provides base configuration information in addition to secondary structure information.
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Tab. 1 Summary of chemical modification.

Reagent Modification site ∗Chemical
cleavage

Primer
extension

Note

CMCT N1 of guanine No Yes
N3 of Uracil No Yes

DEPC N7 of adenine Yes P Yes Detects Hoogsteen base
pair

DMS N1 of adenine No Yes
N3 of cytosine Yes H Yes
N7 of guanine Yes P No No W-C detection

Hydroxylamine C5 & C6 of cytosine Yes P – Products: cytidine glycol
(?)

Kethoxal N1 & N2 of guanine No Yes
KMnO4 C5 & C6 of thymine Yes P Yes Products: thymine glycol
OsO4 C5 & C6 of thymine Yes P Yes Products: Thymine glycol
Ethylnitrosourea Backbone

phosphate
Yes alkaline – Denaturing condition

(50% EtOH)

∗P stands for piperidine treatment, H stands for hydrazine treatment.

recently, chemical modification was used
to prove the existence of alternative sec-
ondary structure in the group I ribozyme
catalytic core.

2.3
Cleavage Using Hydroxyl Radicals

The hydroxyl radical is one of the most
versatile and powerful probes for foot-
printing. It causes the scission of the
polynucleotide backbone by hydrogen ab-
straction and subsequent strand cleavage.
The hydroxyl radical’s small size and high
reactivity makes it possible to probe the
solvent accessibility of the nucleic acid.
The cleavage reaction is nonspecific (inde-
pendent of base sequence) and reactivity
strictly depends on the surface accessibil-
ity of the target atoms (ribose/deoxyribose
4′ and 5′-carbon).

Hydroxyl radicals can be generated by
several methods. The most commonly
used method is Fe(II)-EDTA Fenton chem-
istry. This method has the advantage that

the necessary chemicals are easy to obtain,
safe to handle, and cheap. A disadvan-
tage is that the cleavage reaction requires
exposure times on the order of minutes
so that it is not suitable for most kinetic
experiments. Peroxonitrous acid can also
be used to generate hydroxyl radicals for
kinetic analysis. The chemistry involves
the homolytic cleavage of the molecule at
neutral pH. The method gives a relatively
fast burst of the hydroxyl radicals lasting 1
to 2 s. A third method for generating hy-
droxyl radicals is the radiolysis of water by
ionizing radiation such as γ -rays or X-rays.
One of the major advantages is that this
method does not require added chemicals
in order to generate the hydroxyl radicals
so that the sample can be in solution condi-
tions optimum for biological interactions.
Also, since the source of hydroxyl radicals
is water, there is no limit on the amount of
hydroxyl radical generation. In the case
of the γ -rays, extended time is neces-
sary and hydrogen peroxide accumulation
could be a potential problem. Conventional
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X-ray sources for crystallography can be
used for the hydroxyl radical generation.
Hundreds of milliseconds of exposure is
sufficient for the footprinting. The most
powerful source for the hydroxyl radical
generation so far has been high-flux X-ray
synchrotron radiation. X-rays generated by
a synchrotron light source can carry out
footprinting on a millisecond timescale.
Some of the chemistries involved in the
generation of hydroxyl radicals are sum-
marized in Fig. 5. The advantages and
disadvantages of each method are sum-
marized in Table 2.

The reactions involved in backbone scis-
sion are summarized in Fig. 6. Hydroxyl
radicals abstract hydrogen from accessible
and susceptible carbon atoms generating
sugar radicals. 4′ and 5′ radicals gener-
ally lead to cleavage products; this has
been elucidated by the reactivity changes
induced by deuteration at each sugar car-
bon. The reaction paths are different under
anaerobic versus aerobic conditions. In

this section, we focus on the aerobic re-
action. The yield of glycolic acid (4′-carbon
attack product) and dialdehyde (5′-carbon
attack product) are close to equal under
aerobic conditions. Hydroxyl radical foot-
printing is especially suitable for nucleic
acid structural analysis since the sugar-
phosphate backbone faces the solvent.
The accessibility of the backbone changes
dramatically upon protein binding or for-
mation of other tertiary contacts as shown
in Fig. 7(a) that shows the loss of band
intensity as the result of the formation
of a DNA–protein complex as a function
of added protein. Tertiary contact forma-
tion can also change backbone solvent
accessibility significantly depending on the
structure formed. Figure 7(b) shows the
appearance of protections at specific re-
gions in the Mg2+-dependent folding of
the Tetrahymena group I ribozyme.

Hydroxyl radical DNA footprinting was
introduced by Van Dyke et al. using MPE-
Fe(II) (Methidiumpropyl-EDTA-iron(II))

Fig. 5 Generation of hydroxyl radical.
The generation of hydroxyl radicals can
be achieved by several different ways.
The upper panel summarizes the
frequently used Fenton chemistry. The
hydrogen peroxide undergoes homolysis
and generates hydroxyl radical catalyzed
by Fe(II) ion that is oxidized to Fe(III).
In order to supply hydroxyl radicals
continuously, the oxidized Fe(III) ions
are reduced by added reductant. The
EDTA is not directly involved in the
chemistry. It is used for preventing the
nonspecific or specific cation binding to
the nucleic acid by chelating Fe(II) ions.

Fe2+ + H2O2 Fe3+ + −OH + 
•
OH

Ascorbate, thiol etc.

Fenton chemistry

Radiolysis of water

Slow
Very
fast

H2O

H2O
•+ + e−

H2O∗

H2O
H3O+ + •OH + e− aq

H
•
 + •OH

H
•
 + −OH

H2O

Ionizing
radiation

∗EDTA is used to provide an electrically neutral species 
that does not interact with nucleic acid.  It is not directly 
involved in the chemistry
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Tab. 2 Advantages and disadvantages of methods used for the hydroxyl radical generation.

Method Advantage Disadvantage Timescale

Fenton chemistry Easy to obtain chemicals,
safe to handle, cheap

The scission takes a minute.
Not fast enough for kinetics

Minute

Peroxonitrous acid Fast enough for certain
kinetic studies, no
special equipment
necessary

Reagent is not commercially
available

Seconds

Synchrotron X-ray
radiolysis

Fastest timescale Synchrotron beamline is
necessary, limited access

Milliseconds

•OH

•OH

O4′
C4′

C3′ C2′

P

O3′
P

(O)H

Base
C5′O5′

C1′
O4′
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C3′ C2′
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O3′
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(O)H
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(O)H
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C2′

Base

C1′+

P O5′ H C5′
O

H
HO

C4′

C3′ C2′
O3′
P

(O)H

C1′
O O

H H
+

Base+

C4′

C5′

Phosphate

+

•

Fig. 6 Summary of backbone scission
of nucleic acid by hydroxyl radicals under
aerobic conditions. There are several
pathways possible for backbone scission
reactions induced by hydroxyl radicals.
Hydroxyl radical abstracts hydrogens
from the sugar carbons, specifically C4′
and C5′ position and producing sugar
radicals. The subsequent reactions
under aerobic condition lead to the
backbone cleavage. The C4′ and C5′
reaction products are produced in
almost equal amounts and governed by
solvent accessibility of these atoms.

in 1982. This probe specifically interca-
lates into the double-helical region of DNA
and preferentially cleaves the nearby back-
bones. Superoxide dismutase and catalase
that scavenge superoxide were found to
inhibit the reaction; the obvious involve-
ment of hydroxyl radicals in the cleavage
was pointed out. The versatile Fe(II)-
EDTA approach was originally developed

by Tullius and Dombroski as a DNA scis-
sion reagent and was soon used as a
footprinting probe. The above-mentioned
features of the hydroxyl radical in con-
junction with the high-resolution gel elec-
trophoretic separation of fragments enable
the precise mapping of protein binding
sites on DNA. Within a few years, it
became a popular method for analyzing
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Fig. 7 Example of hydroxyl radical footprinting gel images. Panel (a): a
protein titration binding assay. As protein concentration increases, the clear
protections appear. Using quantitative analysis, thermodynamic (or kinetic,
for progress curve) parameters can be calculated. Panel (b): RNA folding.
RNA folds and discrete tertiary contacts form. The contacts may cover the
backbone regions of RNA in the molecule and protect the molecule from
hydroxyl radical attacks. The image shows modest protection of specific
regions due to Mg2+-dependent folding of the Tetrahymena group I
ribozyme.

protein/DNA interactions. It was origi-
nally applied to RNA in the analysis of
the pre-mRNA splicing complexes. The
method was also applied to a wide range
of protein/DNA complexes including nu-
cleoprotein complexes at the replication
origin, DNA/drug interactions, branched
DNA structures, tRNA structure, and the
folding of large RNAs. The method was
then reinvented for the kinetic study of
DNA–protein binding. The use of the
synchrotron approach permits millisecond
hydroxyl radical footprinting. The kinetics
of Tetrahymena group I ribozyme folding
were analyzed; the hierarchy of the folding
pathway and the acceleration of folding
by monovalent cations were revealed by
this method.

The short half-life of the hydroxyl rad-
ical was exploited as a proximity probe
by tethering Fe(II)-EDTA to the ribosomal
protein S4. The Fe(II)-EDTA tethered to
protein cleaves nucleotides up to 10 Å from
the Fe(II) ion, allowing determination of
the S4 binding site on the 16S ribosomal
RNA. Tethered Fe(II)-EDTA was exten-
sively used in conjunction with primer
extension by Noller and coworkers for
analysis of the ribosome structure. Re-
cently, tethered Fe(II)-EDTA was utilized
for the determination of spatial constraints
of RNase P protein cofactor binding site
and using these constraints, a model of the
holoenzyme was built.

Other probes are available for backbo-
ne cleavage. 1,10-phenanthroline-copper
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complex was introduced as a chemical nu-
clease in 1979. The chemistry is likely to be
involved in copper-bound hydroxyl radical
generation similar to Fenton chemistry.
The uranyl(VI) ion (UO2+

2 ) causes the
backbone scission when it is excited by
light. The method was applied to tRNA
structural analysis and it was suggested
that the metal binding site could be de-
tected by this reagent. The iron(II) ion
can also be used for probing divalent
cation binding sites if it is used without
EDTA chelator. Pb(II) can also cleave the
backbone with lower specificity. There are
also reports on the photochemical cleavage
reagents based on acridine and photo-
chemical homolytic cleavage of peroxides.

2.4
Quantitative Equilibrium and Time-resolved
Footprinting

The detailed analysis of footprinting data
can reveal structural changes in the
molecule with single-nucleotide resolu-
tion. Since the degree of backbone scission
by hydroxyl radicals reports the solvent
accessibility of backbone and is indepen-
dent of base sequence, it is possible to
examine how the interaction forms quan-
titatively without worrying about reaction
specificity or steric hindrance. For nucleic
acid footprinting techniques, generally an
end-labeled sample is used to visualize the
reaction products by electrophoretic sep-
aration. After electrophoresis, the gel is
dried and exposed to a PhosphorImager
plate, then scanned (Fig. 8, Panel (a)). The
intensity of each band in the digitized im-
age represents the amount of fragment
generated. The densitometric analysis of
the bands transforms the bands in the
gel image to a quantitative representation
of the fragments (Fig. 8, Panel (b)). The
change in the total density can be plotted

and fitted using nonlinear regression algo-
rithms (Fig. 8, Panel (c)). The procedure is
summarized in Fig. 8.

Determining the ‘‘density’’ of produced
fragments is conventionally performed by
‘‘box analysis.’’ The bands of interest are
inspected by the researcher using imag-
ing software and manually ‘‘boxed-in’’
with a rectangle or polygon by manual
action of the computer mouse. The in-
tensities of each pixel are integrated and
the total intensity of the boxed area is
calculated (Fig. 8, Panel (b)). The bands
in a row (belonging to a specific posi-
tion in the sequence) in different columns
(which are different condition of the ex-
periment) are assembled and converted to
fractional saturation Y . Fractional satura-
tion Y is the fractional extent of observed
intensity normalized to the defined end-
points such as the intensity of the control
lane with no protein is assigned as Y = 0
and the intensity of a lane with protein
at saturating concentrations is assigned
as Y = 1. Before the calculation of Y , the
data need to be ‘‘standardized.’’ Standard-
ization is the process that converts the
arbitrary intensity to a relative value using
a reference band in the same lane. The
reference band should be chosen such
that it should not change as a function
of the experimental conditions. In Fig. 1,
the reference band would be ‘‘outside’’
of the binding site. This standardization
corrects for lane-to-lane variations due
to differences in the amount of sample
loaded (pipette error, precipitation yields
etc.). In order to fit the plotted data set,
isotherms or progress curves are generated
using Y . The calculated data set is fitted
by the mathematical model that explains
the phenomenon best. The Hill equa-
tion is commonly used for equilibrium
ligand–binding studies. Two parameters
are calculated in the Hill equation. The
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midpoint reports the ligand concentration
required for 50% response. The Hill co-
efficient indicates the cooperativity of the
interaction. Detailed examinations of such
thermodynamic and kinetic modeling ap-
proaches are provided elsewhere.

One common problem with the above
approach that prevents maximal structural
resolution from being extracted is that the
bands may not be separated completely in
the electrophoresis step. The box analysis
cannot take into account the effect of
overlapping areas and thus is potentially

inaccurate. Although in the case of DNA
gels, the background is generally low and
separation is good, RNA gels can be more
problematic. The box analysis can only be
applied to very well separated bands or
regions for accurate quantitative analysis.
Figure 9, Panel (a) shows a typical gel
image and the corresponding intensity
profile. The minimum points on both sides
of each band (peak) are not zero, indicating
the overlapped area. To overcome these
difficulties, the intensity profile can be
fitted with a Lorentzian peak function

2500

2000
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500

0
(a)

(b) 3 peaks overlap
2 peaks overlap Peak fitting Simple

integration

40
32
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1

Fig. 9 The effect of overlapped area in total intensity calculations. Panel
(a): typical electrophoresis gel image and its intensity profile. The
intensity profile is fitted with a set of peak functions (usually Lorentzian).
Panel (b): overlapped area and difference in two methods. The ‘‘box
analysis’’ corresponds to the simple integration between the lowest
points of peak. However, there is an overlap among the peaks (bands),
which is contributed by bands from both sides. The integrated areas are
different by 10% in this particular case.
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and peak areas can be calculated (Panel
(b)). The simple integration between the
lowest positions in intensity gives a peak
area of 36 152 while the fitted peak area
is 40 326. In this case, box analysis has
underestimated the intensity by 10%.

Tullius and coworkers have approached
the problem using ‘‘single-band anal-
ysis.’’ This was further developed for
the structural analysis of the Tetrahy-
mena group I ribozyme. In this case, the
‘‘single-band analysis’’ accurately provided
single-nucleotide resolution data for more
than 350 residues and gave more precise
and detailed information about the ter-
tiary structure formation involved in RNA
folding.

Quantitative equilibrium analysis is
the means to determine the thermo-
dynamic parameters of binding, com-
plex formation, and folding for nucleic
acids. Quantitative DNase I footprint-
ing was achieved and thermodynamic
DNA–protein binding models were con-
structed by Ackers and coworkers. This
framework was applied to hydroxyl rad-
ical footprinting in order to analyze
rRNA structure and DNA conformational
changes upon protein binding. Chemical
denaturation methods have also been ap-
plied to RNA folding and the free-energy
change and m-values revealed the stability
and cooperativity of formation of tertiary
contacts.

In addition to equilibrium footprinting,
kinetic studies are also important for un-
derstanding macromolecular interactions.
The first quantitative kinetic footprinting
was done with peroxonitrous acid and
kinetic DNase I footprinting was subse-
quently developed. The use of synchrotron
X-rays has allowed progress curves for each
tertiary contact in Tetrahymena group I ri-
bozyme to be examined.

2.5
In Vivo Footprinting

In vivo footprinting is of great interest
to molecular biologists. Many interactions
cannot be reproduced in vitro because of
the complexity of the cellular environ-
ment. DNA is packed in the chromatin
and the conformations and environments
are often quite different from in vitro
conditions. The DMS chemical modifi-
cation method is frequently chosen for
in vivo footprinting, taking advantage of
its small size and permeability to the
interior of the cells without special treat-
ments that could cause changes in cellular
metabolism or response. KMnO4 can be
used as an in vivo footprinting reagent for
the same reason as DMS. Although multi-
copy plasmids are relatively easy to detect
by this method, detection of chromosomal
DNA structure has several difficulties. The
copy number is one per cell and there
are complex structural arrangements (su-
percoiling, chromatin). A modified PCR
protocol was developed for chromosomal
DNA footprinting to enable detection. Re-
cently, Tullius and coworkers explored the
use of γ -ray for generating hydroxyl radi-
cals in vivo. This is a potentially valuable
advantage for in vivo footprinting since the
radicals will be generated in situ.

3
Applications

3.1
Hydroxyl Radical Footprinting of RNA
Folding

3.1.1 Thermodynamics
When RNA folds into discrete tertiary
structures, regions of the backbone that be-
come inaccessible to solvent are protected
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from hydroxyl radical cleavage. Thus,
unimolecular as well as bimolecular pro-
cesses can yield ‘‘footprints.’’ The folding
of RNA can be monitored nucleotide by nu-
cleotide when the extent of hydroxyl radical
reactivity is followed as a function of a ther-
modynamic variable that shifts the folding
equilibrium. This approach was first used
to study the Mg2+-induced folding of the
Tetrahymena ribozyme to its catalytically
active conformation.

When measurements are conducted un-
der appropriate conditions, such transi-
tions can yield folding isotherms allowing
thermodynamic data to be derived lo-
cally within the molecule. For example,
in experiments examining the Mg2+-
dependent folding of the Tetrahymena
ribozyme, the isotherms describing the
folding of the P4–P6 domain have higher
apparent affinity for Mg2+ and are less
concerted than the transitions within the
catalytic core. The linkage of monova-
lent and divalent ion binding can also
be examined with this method. In Mg2+-
dependent footprinting experiments on
the isolated P4–P6 domain of the Tetrahy-
mena ribozyme, direct competition exists
between monovalent and divalent ions for
sites within the A-bulge, that has been
crystallographically shown to specifically
coordinate Mg2+, while other regions of
the domain were unaffected as shown in
Fig. 10.

Another method for examining the sta-
bility of RNA combines urea denaturation
with footprinting. Approaches originally
developed to determine the global sta-
bility of proteins have also been applied
to RNA. When urea denaturation and
footprinting are combined, site-specific
unfolding isotherms are generated that
can lead to an understanding of both
stability changes as well as cooperative

coupling within the molecule. For a two-
state transition with respect to the specific
protections examined, a linear dependence
of folding-free energy on urea concen-
tration is fit to the data to determine
the folding-free energy in the absence
of denaturant, �G◦

N−U, and the sensi-
tivity to urea denaturation, expressed as
the m-value. This approach allows a quan-
titative determination of the free-energy
differences for the formation of specific
protections under different solution con-
ditions or for different RNA sequences,
including comparisons of mutant RNA
molecules.

The combination of local structural
information provided by hydroxyl rad-
ical footprinting with global measures
of RNA conformation has proven valu-
able in understanding the processes
of RNA folding. For example, hy-
droxyl radical footprinting of the bI5
group I intron ribozyme in concert
with native gel electrophoresis demon-
strated that the formation of a nonna-
tive collapsed structure occurs at lower
Mg2+ concentrations than native tertiary
contacts.

3.1.2 Kinetics
The folding of many large RNA molecules
is dominated by kinetically trapped inter-
mediates in their folding pathways while
other RNA molecules fold without kinetic
traps. The development and application
of an oligonucleotide hybridization assay
presaged time-dependent hydroxyl rad-
ical footprinting as an effective probe
of the time dependence of the Mg2+-
dependent folding of the group I Tetrahy-
mena ribozyme. The hierarchy of this
ribozyme’s folding was observed to ex-
tend to the fastest folding events on the
millisecond timescale using synchrotron
X-ray hydroxyl radical footprinting. These
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radical footprinting experiments in conjunction with urea denaturation revealed the stability
difference induced by differences in monovalent cation concentrations. The direct
competition between Mg2+ and Na+ is observed in the region in which Mg2+-specific
binding sites are observed in the crystal structure (A-bulge). Modified from Uchida, T.,
He, Q., Ralston, C.Y., Brenowitz, M., Chance, M.R. (2002) Linkage of monovalent and
divalent ion binding in the folding of the P4–P6 domain of the Tetrahymena ribozyme,
Biochemistry 41(18), 5799–5806.

studies showed that the native tertiary
contacts of the P5c subdomain form
first (∼2 s−1), followed by the P4–P6
domain (∼1 s−1), the peripheral helices
(0.2–0.4 s−1), and lastly the catalytic core
(∼0.03 s−1). These observations led to
the novel conclusion that the organiza-
tion of the catalytic core occurs within
the constraints of the organized ring
formed by the peripheral helices and
P4–P6. Faster folding of the RNA in-
duced by monovalent cation addition was
also examined by synchrotron footprinting
studies.

Progress curves obtained for the slow
folding steps of the Tetrahymena ribozyme

by time-resolved peroxonitrite footprinting
are comparable to those obtained by the
X-ray footprinting approach. This group
of investigators used the same approach
to show that folding of the M1 RNA
occurs via the formation of two inde-
pendently folding domains and that each
domain subsequently proceeds through
a discrete series of intermediates. Per-
oxonitrite footprinting was ideal for the
kinetic analysis of 32 individual protec-
tions following the folding of a group II
ribozyme derived from intron ai5γ . All the
regions of this ribozyme fold slowly and
synchronously on a timescale of several
minutes with no evidence of kinetically
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trapped intermediate species. These data
suggest a folding mechanism in which
the rate limiting step is early in the reac-
tion pathway that is very different from
the group I ribozymes that have been
studied.

Peroxonitrite footprinting has also been
used in thermodynamics and kinet-
ics of the Mg2+-dependent folding of
the Varkud satellite ribozyme. This ri-
bozyme folds rapidly within 2 s, that
is, the first time point of this study
while the acquisition of catalytic activ-
ity occurs more slowly appearing af-
ter 10 min. In contrast, the kinetics
of folding of a minimal two-way he-
lical junction hairpin ribozyme studied
by Fe-EDTA are slow, requiring ∼100 s
to reach completion. Complementary
time-resolved photo cross-linking stud-
ies demonstrated that a conformational
change in a tertiary element (the ‘‘loop
E-like’’ motif) of this ribozyme is co-
incidental with domain docking. These
conformational changes are essential for
catalysis.

In summary, chemical and radiolytic
methods of hydroxyl radical generation
are available that allow footprinting of
transitions involving nucleic acid confor-
mational change and ligand binding on
timescales of milliseconds to minutes.
This approach allows the time dependence
of the transitions undergone by complex
molecules to be quantitatively monitored
with single-nucleotide resolution.

4
Future Prospects

The prospects for footprinting research
have never been brighter. A technique that
was once the exclusive province of molec-
ular biologists is now a powerful probe

for structural biology. Current techniques
can monitor nucleic acid structure with
monomer resolution and examine the
dynamics of conformational changes on
millisecond timescales. The growing avail-
ability of atomic resolution–structural in-
formation from crystallography and NMR
studies is allowing footprinting data to be
interpreted with increased accuracy and in
the appropriate context of the structure.
Increasingly, this allows specific structural
hypotheses about conformational change
and dynamics as a function of ligand
binding to be tested using footprinting
experiments.

A major advantage of footprinting stud-
ies is that the size of the macromolecule
is not intrinsically limiting, such that in-
tricate complexes can be examined at
high resolution. Macromolecular assem-
blies control biological processes as funda-
mental as replication, transcription, trans-
lation, as well as many signal transduction
pathways relevant to development and
cell–cell communication. Cryo-electron
microscopy and advanced mass spectrom-
etry techniques are proving valuable in
defining the size, shape, and components
of such assemblies; it is clear that foot-
printing data will be used in conjunction
with these methods to define the specific
sites of important tertiary interactions.
The possibility of footprinting in vivo
provides an exciting prospect that such
assemblies can be probed in the native
cellular environment, although significant
challenges to such experiments are obvi-
ous. However, considering the noteworthy
progress of footprinting research over the
last 30 years, it would not be a surprise
to see such studies even 5 years hence.
In any case, footprinting will remain a
useful tool for structural and dynamics
studies of nucleic acids for many years
to come.
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Keywords

One-hit Kinetics
A characteristic of cleavage-based footprinting techniques that achieve limited cleavage
of the population of macromolecules, such that on average, each molecule cleaved is
cleaved only once.

Footprinting
A technique used for probing macromolecular structures and interactions. It relies on
the fact that some regions of the macromolecule are buried or become inaccessible as a
consequence of their structures/interactions. Enzymes or chemical reagents are used
as probes of the structure.

Hydroxyl Radical
Highly reactive and unstable molecular species. Its small size and nondiscriminating
reactivity make it an ideal probe for footprinting.

Fenton Chemistry
The most commonly used chemical method to generate hydroxyl radicals. It is based
on homolysis of hydrogen peroxide catalyzed by Fe(II) ion. By the reaction, Fe(II) ion is
oxidized to Fe(III) ion and regenerated by the reductant (thiols, ascorbate) in the
reagent.

Radiolysis
Chemical reaction driven by direct absorption of ionizing radiation energy.
Particularly, aqueous solutions in biological systems generate hydroxyl radicals and
hydrated electrons through the absorption of ionizing radiation.

RNA Polymerase
Macromolecular complex involved in the gene transcription.

Mass Spectrometry
Method to study proteins or protein fragments using high-resolution mass
identification.

Western Blot
Method of molecular identification using antibody recognition and size.

� ‘‘Footprinting’’ refers to assays that examine ligand binding and conformational
changes by determining the solvent accessibility of the backbone, bases, or
side-chain structures of macromolecules through their sensitivity to chemical
or enzymatic cleavage or modification reactions. Protein footprinting methods
have been developed to examine protein structure and conformational changes
by monitoring solvent accessibility using either modification or cleavage reactions.
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Examples of such methods include acetylation, nonspecific limited proteolysis, or
probing accessibility of a range of sites that can be specifically or nonspecifically
cleaved or modified. The basis of these diverse chemical approaches is to monitor
the change in accessibility of susceptible residues as a function of relevant
conformational fluctuations. In addition, the amounts of material required for
exploring the structure and function of proteins using footprinting is in the
femtomole to picomole level for detailed analysis. Protein footprinting methods
based on protease cleavage have been used to map protein structure, nucleic
acid–protein interactions and protein folding intermediates. However, cleavage
techniques using proteases suffer from limited structural resolution due to the
large size of the probe. Hydroxyl radical methods of cleavage and modification have
been pursued to overcome this drawback. In this article, we document the history
of protein footprinting and the development of new technologies based on mass
spectrometry to accurately locate and quantify protein structure and conformational
changes upon ligand binding.

1
Principle of Protein Footprinting

1.1
Background & History

Understanding the details of protein struc-
ture and their interactions in macromolec-
ular assemblies is one of the most impor-
tant problems in biology. The interactions
of proteins and their assembly into large
complexes control processes as funda-
mental as replication, transcription, trans-
lation, metastasis, apoptosis, and many
other signal transduction pathways rele-
vant to development and cell–cell commu-
nication. Protein footprinting approaches,
paralleling the successful development of
nucleic acid footprinting approaches (see
also Takamoto and Chance, Footprinting
methods to examine the structure and
dynamics of nucleic acids), have been de-
veloped and refined over the last 15 years
in order to provide the molecular details of
these interactions and their dynamics.

‘‘Footprinting’’ refers to assays that ex-
amine ligand binding and conformational

changes by determining the solvent
accessibility of macromolecules through
their sensitivity to chemical or enzymatic
modification and cleavage reactions. A fun-
damental feature distinguishing footprint-
ing from other techniques is the covalent
modifications of the macromolecule that
are essential to probing the solvent accessi-
ble sites. These irreversible changes to the
macromolecule can negatively influence
the experimental results unless sufficient
care is taken in experimental design and
analysis. Fortunately, during the 25 years
of successful development of macromolec-
ular footprinting approaches, a number of
basic principles and control experiments
have been established that have allowed
the successful examination of structure
and dynamics for a wide range of protein
and nucleic acid systems, as illustrated in
the thousands of footprinting publications
that have appeared in the literature.

The initial approaches to examining the
specific interactions of macromolecules
from the standpoint of either proteins or
the nucleic acids were of two types: the first
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involved cleavage of the macromolecule
followed by a readout of the cleaved
fragments and the second, the covalent
modification of the macromolecule and
analysis of the modified products. In each
case, the footprint represents the differen-
tial reactivity of accessible sites compared
to those that are buried within the struc-
ture. For nucleic acids, the first cleavage-
based methods that were developed were
enzymatic, and involved isolation of a frag-
ment of DNA that was ‘‘protected’’ from
nuclease digestion due to its binding to a
specific protein. Footprinting using chem-
ical modification was developed shortly
thereafter; the ligand-induced protection
of nucleic acid from methylation was used
to map protein–DNA interactions. These
approaches evolved into the explicit imple-
mentation of (nucleic acid) cleavage-based
footprinting that closely resembles the ap-
proaches in use today. These footprinting
experiments rely on limited cleavage of the
backbone (where each position along the
backbone is sampled with equal probabil-
ity) and the ability to uniquely identify the
distinct cleavage products so that multiple
sites could be individually measured.

Paralleling the approaches pioneered
for nucleic acids, the first explicit im-
plementation of protein footprinting used
enzymatic cleavage of the macromolecu-
lar backbone to probe the contact inter-
face between a protein and its ligand,
in this case the interaction of an anti-
gen–antibody complex. Monoclonal anti-
bodies interact with specific epitopes and
the antibody–antigen interactions were
shown to protect these specific binding
sites from protease cleavage. Different
proteases were used to probe different
sites within the antigen depending on the
sequence specificity. In addition, the au-
thors detected antibody binding–induced
conformational changes in the antigen,

demonstrating the power of footprinting
techniques to, in principle, probe sites
throughout the macromolecule. A draw-
back of this particular experiment was that
[35-S] methionine labeling was used to la-
bel the antigen; this labeled methionines
throughout the sequence and the cleav-
age products generated fragments that
could not be uniquely identified by size.
Refinements of this method were intro-
duced. In these cases, the end-labeling
allowed the unique identification of the
fragments. Footprinting of proteins by
chemical modification was refined. This
method mapped the solvent accessibility
of lysine residues by determining their
reactivity to modification by acetylation.
Although these two approaches incorpo-
rated fundamental features of footprint-
ing, it should be noted that methods to
modify proteins and probe their struc-
ture (originally using diazonium salts)
are nearly 100 years old. In addition, spe-
cific methods to use modification reagents
to map ‘‘buried’’ versus ‘‘free’’ histidine
side chains go back almost 40 years.
However, these modification methods pri-
marily evolved into approaches to gen-
erate specific sites within proteins that
were optically active so as to probe con-
formational changes using the covalent
adducts.

Nevertheless, the modification and
cleavage approaches outlined above fit
the definition of ‘‘footprinting’’ for the
purposes of this article, and they illus-
trate the two distinct approaches that are
commonly used. Although the methods
outlined above are valuable, additional
footprinting assays have been developed
using a number of additional approaches.
In particular, some of the drawbacks of a
number of chemical and enzymatic foot-
printing reagents include preference of a
footprinting reagent for specific positions
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within proteins, limiting the number of
sites that can be probed. For example,
proteases are often quite specific and cut
only at a subset of the positions along the
protein sequence. Also, the size of pro-
teases, which often can be of the same
size as the ligand, can result in an over-
estimation of the size of the protected
region, as well as be blind to any vari-
ations in reactivity within the binding
site. Modification methods in which ly-
sine is acetylated are suitable for probing
accessible lysine side chains, but cannot
probe at other sites. Chemical proteases,
if they are small, can provide enhanced
structural information compared to enzy-
matic proteases. For example, CNBr can
cleave at methionine sites and thus its
cleavage products are sensitive to burial of
methionine residues. However, the most
effective chemical protease and the one
in widespread use is the hydroxyl radical
(•OH), which is commonly generated by
the Fenton–Haber–Weiss reaction using
Fe(II)-EDTA. It was shown that hydroxyl
radicals could provide a relatively nonspe-
cific probe of protein structure and map
the sites of protein-DNA binding. The use
of hydroxyl radical–based cleavage has the
advantages of not only a small size of
the probe but also a relatively nonspecific
cleavage activity, maximizing the number
of potential sites along the backbone that
can be probed. However, the use of teth-
ered sources of hydroxyl radicals, which
generate the radicals at defined sites, has
also proven to be a powerful approach
in defining protein–protein interfaces and
specific sites of interaction. Hydroxyl radi-
cals have also been developed as side-chain
modification reagents, and this approach
has been coupled to proteolysis and mass
spectrometry techniques to precisely map
the modification sites.

1.2
Fundamental Features of Footprinting
Methods

The key publication in Nucleic Acids Re-
search that has critically influenced the
field of footprinting was entitled ‘‘DNase
footprinting: a simple method for the
detection of protein–DNA binding speci-
ficity.’’ Aside from popularizing the term
footprinting, the paper carefully laid out
many of the basic principles of the method
that are common to all successful foot-
printing approaches today. The first to
be examined was the principle of lim-
ited cleavage of the macromolecule. The
authors examined the cleavage of labeled
DNA fragments (the macromolecule) as a
function of incubation time with DNase I
(the cleavage agent), and upon examining
the fragment distribution, determined that
a limited incubation time was optimal. If
the incubation time was too short, there
was insufficient cleaved material to detect
the products. If the incubation was carried
out for an extended time, the popula-
tion of smaller fragments was emphasized,
skewing the distribution and depleting the
number of larger fragments. This ‘‘one-
hit’’ kinetic regime was ‘‘the condition in
which those fragments produced have a
high probability of coming from a single
cut of the original piece of DNA.’’ This
assured a broad distribution of the frag-
ments. For footprinting methods relying
on the cleavage of proteins, these princi-
ples apply as well. The principle of limited
cleavage also provides for the probing of
an intact, biochemically relevant popula-
tion of molecules. The second principle
was that of quantitative analysis of the
differential reactivity of the distinct sites
within the macromolecule, ultimately sug-
gesting the ability to probe, and the value
of probing, each and every site. It was
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presumed that chemical reaction kinetics
would govern the production of cleaved
fragments, and that the differences in the
extent of reaction of the cleavage agent
with a number of specific sites as a func-
tion of added protein should be measured
quantitatively. The ability to quantitatively
measure the individual sites was critical
to the analysis. Thus, this paper estab-
lished the two principles of limited dose
and differential reactivity of individual sites
that are fundamental to all footprinting
experiments today.

2
Techniques

2.1
Cleavage-based Protein Footprinting

The demonstration of cleavage-based
footprinting methods for nucleic acids
inspired similar methods to be developed

for the analysis of proteins. Initial
approaches to examining protein structure
and interactions utilized proteases or other
cleavage-based reagents (like hydroxyl
radicals) in order to assay the solvent-
accessible sites. The experimental steps
are as follows. Proteins are labeled at one
end (see below) and then are subjected
to the cleavage agent. The cleavage
products are assayed for size by SDS-
PAGE (Fig. 1). For nonspecific cleavage,
solvent-accessible sites throughout the
macromolecule would be sensitive to
cleavage, in principle be probed, and
would provide a wide range of fragments.
One fundamental difference between
footprinting studies of DNA and proteins
is that for DNA, since the backbone is
on the outside of the canonical helical
structure, almost every site is potentially
accessible. For proteins, the backbone may
be buried on the inside of the molecule
for much of the structure so the number

Protein Protein + ligand 

------
--------

--

--
-- ------

--------
--

--
--

End-labeled protein in isolated
 and complexed state

Limited cleavage with
chemical Proteases

monitoring the cleavage sites
 by SDS-PAGE 

Quantitative analysis of the gel
 image 

Fig. 1 Schematic representation of cleavage-based protein
footprinting. A protein is specifically end-labeled and then subjected to
limited cleavage under single-hit conditions in the presence and
absence of the ligand. The cleavage products are then separated by size
using high-resolution SDS-PAGE, followed by quantitative analysis of a
digitized gel image. After correction for protein loading or
cleavage-efficiency differences, intensities of corresponding bands in
the lane with and without the ligand are compared to get information
about the changes in susceptibility to cleavage as a result of ligand
binding.
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of potential cleavage sites are lessened.
Thus, the resultant data will not cleave
at each and every monomer position.
However, sites on the ‘‘inside’’ are not
likely candidates for the binding of a ligand
such that the impact of this ‘‘disadvantage’’
is lessened. In addition, the variation
in cleavage across the macromolecular
sites interrogates the protein’s tertiary
structure. When a ligand binds to the
protein, accessible cleavage sites on the
macromolecule may experience reduced
reactivity at the interface (Fig. 1). Many
sites should remain unchanged, but
allosteric interactions could increase or
decrease the solvent accessibility at other
sites throughout the macromolecule as
well.

2.1.1 End-labeling Procedures
End-labeling is required if SDS-PAGE is to
be used to separate the cleavage fragments
for analysis. The most common methods
of end-labeling are specific antibody bind-
ing to either terminus or phosphorylation.
This end-labeling is advantageous for two
reasons. First, it simplifies the identifi-
cation of the fragments on the gel. For
example, when a cleavage event occurs, it
naturally creates two pieces. If end-labeling
is used, only the fragment retaining the
end-label is seen on the gel. One can then
immediately identify the site of the cleav-
age based on the length of the observed
fragment. Second, the end-labeling meth-
ods generally enhance the sensitivity of
the assay, Western blotting (for antibody
identification) or autoradiography (for P-32
end-labeling) have vastly increased sensi-
tivity compared to gel staining methods.
Use of antibodies requires either a spe-
cific antibody to either end of the protein
to be available (or to be generated) or the
addition of a specific epitope, for which a
commercial antibody is available, to either

end of the protein. This epitope can be
engineered as part of a fusion protein
purification strategy, for example, for His-
tagged proteins commercial anti-His tag
antibodies are available. Phosphorylation
at either terminus can be used which is
based on the sequence specificity of pro-
tein kinases. A phosphorylation sequence
(like HMK or FLAG) that can be phos-
phorylated by a specific kinase is added
to the end of the protein at the gene
level.

2.1.2 Protein Cleavage
Protein cleavage is accomplished either by
enzymatic or chemical means. Enzymes
to cleave proteins have widespread and
variable specificity. To achieve cleavage at
a wide range of sites using a protease, a
‘‘cocktail’’ of several proteases is useful.
However, the protease method has the
ultimate drawback that the enzyme is large
and may not be sufficiently sensitive to
accessibility of the structural backbone
to accurately probe the structure. As in
the case of nucleic acids, the advent of
the use of hydroxyl radicals enhanced
the structural resolution of the technique
considerably. Hydroxyl radicals have been
used both free in solution, where they
probe the entire molecular surface, and
tethered to specific probe sites, or to sites
throughout the macromolecule. A tethered
source of hydroxyl radicals provides a
cleavage agent with a defined radius of
action, generally 10 to 15 Å. In the case of
tethering to a wide distribution of sites,
it has been found that if the tethers
are linked to one molecule in a pair of
interacting molecules, the target cleavage
sites are localized close to the interacting
surface of the binary partner. Thus, the
modulation of reactivity ‘‘observed’’ in the
hydroxyl radical assay can be dissected into
the allosteric effects (which are observed
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in addition to the effects of burial of
the interface when ‘‘free’’ radicals are
used) and the formation of an interface
(which are observed in the experiment with
tethered sources of radicals).

2.2
Modification-based Protein Footprinting

As outlined above, it was demonstrated
that specific amino acids, like lysine, can
act as the footprinting targets for protein
footprinting. A protein tagged at one par-
ticular end, in both isolated and complexed
states, is first treated with a reversible
lysine reagent. At this stage only those
lysines in a protein that are accessible
to the reagent are modified. The protein
is then unfolded and treated extensively
with an irreversible lysine reagent to block
those lysines that did not react previously,
followed by reversing the first lysine modi-
fication. A lysine-specific endoproteinase
is then used to cleave the tagged pro-
tein at the deblocked lysines. Separation
of the proteolytic products by size and
identification of the tagged fragments map
the positions of these lysines. As above,
gel-electrophoresis methods were used to
map the susceptible sites. This provides
a way to identify the lysines in a pro-
tein that react differently to the reversible
reagent when the protein is free by it-
self and when it is present in a complex.
This method takes advantage of the abun-
dance of lysines in many proteins and
the tendency of lysyl groups to be located
on surfaces rather than in the interior,
making lysyl groups attractive targets in
probing protein–protein interactions. The
lysines of a viral topoisomerase that were
involved in intermolecular contacts with
DNA were specifically mapped in this
work. Hanai has also pointed out that

many reagents available for the modifi-
cation of proteins that were developed in
the 1960s and 1970s could be ‘‘revived’’ to
be used in footprinting assays. In fact, a
number of novel approaches to modifying
the backbone and specifically incorporated
side-chain groups have been developed
and successfully applied.

Another approach that has been recently
developed is to use chemical modification
reagents that are less specific to provide
footprinting approaches. It has been well
known for some time that hydroxyl radi-
cals, besides generating backbone cleavage
events, modify the side chains of pro-
teins quite efficiently. Sulfur-containing,
aromatic and aliphatic side chains pro-
vide targets that are more sensitive to
attack than the protein backbone. Thus,
these events are more frequent than the
abstraction of the C-α carbon that is the
first step in hydroxyl radical–based protein
cleavage. The ability of side chains to be
modified was combined with mass spec-
trometric detection to develop a protein
footprinting technique. Hydroxyl radicals,
as a reagent for footprinting, can be derived
from Fenton reagents or from radiolysis
sources. In the former case, the Fenton
reagent induces a metal catalyzed reaction
of hydrogen peroxide to produce hydroxyl
radicals. In the latter case, ionization of
water produces hydroxyl radicals directly.

The development of the hydroxyl radical
as a modification reagent for footprint-
ing and its application in conjunction
with mass spectrometry was directly in-
spired by the development of deuterium
exchange mass spectrometry methods. In
these approaches, the protein of inter-
est is subjected to a pulse of deuterium
intended to label the structural regions
that are solvent-accessible and to moni-
tor changes in accessibility in response
to the binding of a ligand. After solvent
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labeling, the reaction is quenched, the
protein is fragmented by proteolysis, the
peptide fragments are separated by high-
pressure liquid chromatography (HPLC),
and mass spectrometry analysis is per-
formed. Peptide fragments with increased
mass, relative to control experiments with-
out addition of deuterium, indicate specific
segments that were solvent accessible and
exchange competent during the deuterium
pulse. The method used to minimize back
exchange during the analytical steps is low-
ering the pH to ∼2.5, thus only proteases
with activity at acid pH (e.g. pepsin) can
be used to fragment the protein. Although
recent, column based, proteolysis methods
have decreased the time required for this
step, the back exchange is limiting.

Hydroxyl radical–mediated protein foot-
printing is similar. The overall method is
outlined in Fig. 2. In this case, the protein
solution is exposed to ionizing radiation
and the hydroxyl radicals covalently react
with surface-accessible residues, primarily
side-chain groups. As in the deuterium ex-
change methods, the protein is subjected
to proteolysis. However, in contrast to deu-
terium exchange, the production of stable
modifications through hydroxyl radical ex-
posure allows a wide range of samples as
well as proteases to be used to fragment
the protein under a wide range of solu-
tion conditions and pH values. Also, the
stable modification of side chains allows
a specific probe site to be identified us-
ing tandem mass spectrometry methods,
while for deuterium exchange, typically the
conformational change can only be local-
ized to the specific peptide fragment. The
drawback is that if a reactive side chain
is not present in a particular peptide seg-
ment, there are no probes. However, the
examination of side chains is complemen-
tary to the deuterium exchange method

that examines backbone structure. Typi-
cally, 30% of the side-chain residues can
be probed in a hydroxyl radical–mediated
protein footprinting experiment (based on
predicted sequence coverage of eight typ-
ically used residues – Met, Cys, Trp, Tyr,
Phe, His, Pro, Leu). In addition, the use of
mass spectrometry can uniquely identify
the specific peptide fragments, such that
the reactive sites can be easily identified.

To generate the limited dose required for
footprinting and to quantitatively examine
the reactivity of the specific peptides in
question, a series of samples are exposed
to variable doses, the samples digested
and the individual peptides analyzed by
HPLC and mass spectrometry (Fig. 2).
Thus, a dose-response curve is generated
for each peptide of interest; this gener-
ates a quantitative biophysical measure
(based on the observed rate of modifi-
cation) of the relative reactivity of the
sites in the different peptides. Consis-
tent and reliable quantitation, which is
essential to footprinting, is provided by
measuring the relative amounts of the
modified and unmodified peptide prod-
ucts in the same experiment. Since the
modifications are stable, it is relatively
straightforward to use tandem mass spec-
trometric methods to specifically identify
the amino acid positions of the protein
that have been modified (bottom right of
Fig. 2); these represent the probe sites for
the analysis.

In the right-hand side of Fig. 2, where
the reaction is carried out in the presence
of a protein–protein complex, modifica-
tion is suppressed at the site corresponding
to the interacting surface, and unchanged
at sites distal to the contact. The decrease
of reactivity of peptides in the interface
is quantitatively measured using the dose-
response curves, a sample dose response
for a peptide whose reactivity is suppressed
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Fig. 2 A schematic representation of hydroxyl
radical footprinting. A protein and its complex
with a ligand are exposed to radiolysis or Fenton
reagents, which produce hydroxyl radicals that
modify the side chains of the protein.
Subsequent to this X-ray exposure, the protein
samples are digested with proteases, and MS is
applied to quantitate the extent of modification.
This quantitation provides information about the
solvent accessibility of each peptide in both the

isolated and complexed states. The particular
modification sites are determined by tandem MS
(MS/MS). In the dose-response example, a
slower rate of modification is seen for the
peptide when isolated from the complex
compared to the case for the free protein. Thus,
it is indicated that this peptide contains reactive
side-chain residues influenced by the binding
process. (Guan et al., 2002)
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in the presence of the ligand is shown at the
bottom left of the figure. It is critical for the
method that the dose-response curves in-
dicate a linear regime extrapolated to zero
fraction modified – this assures that the re-
activity of particular sites are not changing
due to the oxidation process itself. This is
a fundamental tenet of footprinting that
the probed population is structurally in-
tact. Also, the method of examining loss
of the unmodified fraction emphasizes the
interrogation of intact material. Although
these particular refinements are unique
to the hydroxyl radical–mediated protein
footprinting approach, they are derived
from a detailed knowledge and respect
for safeguards that have evolved through-
out the long history of development of
‘‘footprinting’’ research; such safeguards
assure that the structural and biochemi-
cal information provided by footprinting
methods are reliable. It must be empha-
sized, however, that footprinting provides
only ‘‘local’’ information about the reac-
tivity of the side-chain probes. Allosteric
changes in conformation induced by lig-
and binding can also give rise to either
protections (decreases in side-chain re-
activity) or enhancements (increases in
reactivity), depending on the induced con-
formational changes. This must be care-
fully borne in mind when interpreting
data from these experiments, and exam-
ples of each of these are provided in the
next section.

3
Applications

3.1
Quantitative Equilibrium Footprinting

Quantitative footprinting using protease
cleavage has been developed to study

calmodulin (CaM). Calmodulin is a small
and highly acidic protein that consists
of two homologous domains, which are
connected by a flexible central linker.
Each half-molecule (domain) contains a
pair of calcium-binding sites in a he-
lix–loop–helix or EF-hand motif. CaM
binds calcium ions with positive coop-
erativity and generally activates target
enzymes by binding to them in its calcium-
saturated form and relieving their self-
inhibition. The helix pair movements are
accompanied by dramatic changes on the
molecular surface of the protein, providing
ideal targets for footprinting. Proteolytic
footprinting has revealed the Ca2+ de-
pendent changes of CaM and functional
mutants. This work not only illustrates
the susceptibility changes of different
sites of CaM during the titration pro-
cess but also provides direct information
about the biological effects of mutation
on CaM. For example, it was shown that
the mutation E140Q reduces the bind-
ing affinity of sites at the C-domain,
and sites in the N-domain saturate at
a lower level of calcium than those in
the C-domain in this mutant (Fig. 3(a)).
The effect of this mutation is so se-
vere that complete protection requires
100 µM calcium, 10 times higher than
normally observed. Fluorescence studies
support these data. By using the same
approach, the Ca2+-induced structural al-
ternations of CaM in the presence of
trifluoperazine (TFP), an antipsychotic
drug that acts as a CaM antagonist,
have also been probed. In the absence
of TFP, chymotrypsin footprinting of a
calcium titration of CaM shows sev-
eral classes of cleavage probed by chy-
motrypsin: some positions are susceptible
in the absence of calcium and become
protected by calcium binding, whereas
others are cleaved only at intermediate
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Fig. 3 Proteolytic footprinting can not only illustrate the susceptibility changes of different sites
of a protein but can also provide direct information about the biological effects of mutation.
Footprinting of CaM shows that a mutant E140 has significant site-specific effects on the binding
of Ca2+ to CaM. This mutation dramatically reduces the binding affinity of sites at the C-domain,
and the sites in the N-domain saturate at a lower level of calcium than those in the C-domain.
(a) SDS-PAGE analysis of thrombin-cleaved E140Q-and WT-CaM in 50 mM HEPES, 100 mM
NTA, 0.5 mM EGTA, pH 7.4, 25 ◦C. Lane 1: uncut CaM; Lane 11: products of thrombin
footprinting of WT-CaM at pCa 5.6 for comparison of migration of fragments. Lane 12: MW
standards. (b) Fluorescence analysis of calcium binding to WT- and E140Q-CaM in HEPES buffer
(50 mM HEPES, 100 mM KCl, 0.5 uM NTA, 0.5 mM EGTA, pH7.4, 25 ◦C). (Shea et al., 2000)

levels of calcium binding. TFP protects
CaM from proteolysis even under zero
Ca2+ concentration, where the C-domains
of CaM is normally susceptible. In the
presence of TFP, a fragment that has

a mass close to that of a half-molecule
(a cleavage between the two domains)
becomes protected as the concentration
of calcium increases. It is necessary to
conduct parallel proteolytic footprinting
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titrations with multiple proteases to prove
that any unusual susceptibility profiles
reflect ligand-induced structure varia-
tions in the protein; thrombin and chy-
motrypsin are most frequently used as the
proteases.

Modification based quantitative foot-
printing techniques also have been de-
veloped. Synchrotron X-ray protein foot-
printing has been used to monitor the
equilibrium unfolding of proteins. After
X-ray exposure, a quantitative map of the
oxidized amino acids is generated to deter-
mine the relative solvent accessibility of the
reactive residues. During folding, amino
acid side chains of a protein undergo
substantial changes in solvent accessibil-
ity that should attenuate the extent of
their reaction with hydroxyl radicals in
solution. By measuring the changes in
reactivity and the degree of modification
at amino acid side chains as a func-
tion of chemical denaturant concentration,
the unfolding of apomyoglobin structure
was monitored. It was shown that many
of the residues within the hydrophobic
core exhibit the expected, highly cooper-
ative, two-state-unfolding behavior, while
some residues within helix-G unfold lo-
cally and exhibit a lower free energy of
stability. The results are fully consistent
with those from fluorescence and NMR
data.

This technique has been very recently
extended to monitoring the structural alter-
nations of gelsolin induced by Ca2+. Gel-
solin is a Ca2+-dependent actin-regulatory
protein composed of six homologous sub-
domains (S1–S6) that severs actin fila-
ments and caps the fast-growing barbed
end with high affinity. The inactive Ca2+-
free form of gelsolin exhibits a remark-
ably compact structure, in which the N-
terminal (S1–S3) and C-terminal (S4–S6)
halves are joined by a long linker and form

an extensive interface (Fig. 4). Binding of
Ca2+ to gelsolin and the Ca2+-induced
structural reorganization of gelsolin are
associated with the actin-binding and
actin-severing activity of gelsolin. How-
ever, only modest structural information
is available regarding the Ca2+-induced
reorganization accompanying gelsolin ac-
tivation. Synchrotron protein footprinting
was applied to monitor the structural
changes of gelsolin. Of the 81 tryptic
peptides of gelsolin, 22 showed oxidation
and 59 showed no oxidation upon radi-
olysis. Of the 22 oxidizable peptides, 5
exhibited a Ca2+-dependent enhancement
in oxidation rate, whereas 2 exhibited a
Ca2+-dependent protection. Ca2+-titration
isotherms monitoring the oxidation within
residues 49–72 (within S1), 121–135 (S1),
162–166 (S2), and 722–748 (S6) indicate
a three state activation process with an in-
termediate that was populated at a Ca2+
concentration of 1–5 µM that is competent
for capping and severing activity. A sec-
ond, structural transition with a midpoint
of ∼60–100 µM, where the accessibility
of the above four peptides is further in-
creased, is also observed (Fig. 5). The
buried residues within the helical ‘‘latch’’
of S6 that contact an F-actin binding site
on S2 and buried F-actin binding residues
within S2 (Fig. 4), are unmasked in the
sub-micromolar transition (Fig. 5). How-
ever, residues within S4 that are part of
an extended β-sheet with S6 are revealed
only in the subsequent transition at higher
Ca2+ concentrations (Fig. 4); the disrup-
tion of this extended contact between S4
and S6 (and likely the analogous contact
between S1 and S3) likely results in an
extended structure permitting additional
functions consistent with the fully ac-
tivated gelsolin molecule. In summary,
it has been demonstrated that protein
footprinting is a quantitative biophysical
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Fig. 4 Subunit structure of gelsolin (S1–S6). The inactive Ca2+-free form of
gelsolin exhibits a remarkably compact structure, in which the N-terminal (S1–S3)
and C-terminal (S4–S6) halves are joined. The N-terminal half severs actin
filaments through a mechanism that involves side binding through S2. The helical
tail of S6 interacts with the F-actin-binding helix of S2 to make its actin-binding
sites inaccessible in the absence of Ca2+. Also, the intersubunit β-sheet between
S4–S6 and S1–S3 must be sheared to provide for maximal Ca2+ loading. (Kiselar
et al., 2003)

technique capable of probing differential
responses of protein subdomains to ligand
binding.

3.2
Footprinting of Complexes

Like gelsolin, cofilin is another actin-
regulatory protein that binds to both
monomeric and filamentous actin. Al-
though crystal structures for the mono-
meric forms of both G-actin and cofilin

have been described, the structure of the
binary cofilin/G-actin is not available. Us-
ing synchrotron protein footprinting, the
G-actin binding sites on cofilin has been
probed. It was found that residues within
peptides 4–20, 10–17, 83–96, 91–105,
and 106–117 of cofilin exhibit strong
protection upon G-actin binding. Specif-
ically Leu13, Pro94, Met99, Leu108, and
Leu112 define a binding surface consist-
ing of helix α3 and N-terminal segments.
These results are supported by previous
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Fig. 5 Ca2+ titration isotherms indicating

changes in oxidation extent for specific peptides

after exposure of gelsolin to the X-ray beam for

80 ms. The percentage of oxidized peptide is
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side, the transition extent is indicated. The solid
lines represent the fitting of the curves using
appropriate one or two state Hill functions.
Oxidized peptides within gelsolin show no
changes in oxidation upon titration by Ca2+.
(Kiselar et al., 2003)

mutagenesis studies, which showed Arg96
and Lys98, Ser103 and Ser104 (corre-
sponding to residues 119 and 120 from
porcine cofilin) are important for both
F- and G-actin binding. In addition, the

footprinting studies indicate that peptide
106–117 is protected, consistent with re-
cent work in which mutation of R109 to
A and R110 to A were shown to reduce
G-actin binding. Although the N-terminal
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region of cofilin has been suggested to
be essential for both G- and F-actin
binding, including residues 1–4, the ex-
act binding sites in the α1 helix have
been unclear. It has been shown that
the binding surface extends to Leu13,
but does not include Leu21. In addi-
tion, the X-ray footprinting results suggest
that the entire cofilin α3 segment con-
tributes to the actin binding surface.
Furthermore, the data suggests that the
binding surface extends to Pro94, which
is the residue prior to the start of the α3
helix.

Progress in footprinting protein com-
plexes has also been made by designing
unique sites in proteins at which a small
reagent with cleavage activity can be teth-
ered. First, a set of mutant proteins, each
of which has a unique cysteine residue at
a chosen location for conjugation to the
cutting reagent, are prepared. The conju-
gated protein is then added to a target
protein. Upon activation, the tethered cut-
ting agent cleaves close-by segments of the
target protein, producing two fragments.
The cleavage fragments are separated by
gel-electrophoresis, followed by Western
blotting and visualized with antibodies
against the termini of the target pro-
tein. An alternative to the single-cysteine
tethered cutting approach involves tag-
ging surface-accessible lysine side chains.
These tethered cutting reagents have been
used to study the binding sites of σ fac-
tors on RNA polymerase (RNAP). The
RNAP of Escherichia coli is a member of
a conserved family of multisubunit RNA
polymerases. Core RNAP, which is a non-
covalent complex of four proteins (α2ββ ′)
with 380 kDa, binds to one of seven dif-
ferent σ proteins to form the holoenzyme
(α2ββ ′σ ) for RNA synthesis. Tethered cut-
ting reagents attached to the engineered
single-cysteine mutants of σ70 have been

used to identify sites on α2ββ ′ near each
cutter. The cut sites on E. coli RNAP sub-
units β and β ′ made by reagents tethered
to several different sites on σ70 neatly
outline a σ -core binding site and the ori-
entation of σ70 relative to the core RNAP
subunits. Targeted protein footprinting by
using lysine-conjugated σ70 was shown to
be consistent with that using cysteine-σ70
mutants. The interaction between E. coli
σ70 and DNA in transcription complexes
has also been studied by using tethered
cutting reagents in Meares group. As dis-
cussed previously, the tethering process
localizes the cleavage to the site of pro-
tein–protein interaction.

4
Future Prospects

Future development of protein footprint-
ing technologies are focused on examining
the structure of large macromolecular
complexes, and probing the dynamics of
macromolecules. Purification of biophysi-
cal quantities of stoichiomeric complexes
has allowed the detailed examination of
RNA transcription complexes of 380 kDa,
and cytoskeletal assemblies like Arp 2/3
of 270 kDa using protein footprinting.
Molecular cross-linking strategies will pro-
vide useful additional information as well.
Other areas of development include us-
ing the flux of synchrotron radiation to
provide time-resolved probes of protein
dynamics, as has been seen in the studies
of nucleic acids. An excellent example of
the kinds of experiments that would be of
interest would explore the timescales of
activation of Ca+2 sensitive sites within
gelsolin. In addition, detailed examina-
tion of side-chain chemistries will expand
the sequence coverage of hydroxyl rad-
ical–protein footprinting. As availability
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of new sequences for protein expres-
sion increases, structural and proteomic
technologies like footprinting will con-
tinue to play a key role in understanding
protein structure, function, and protein
interactions.

See also DNA–Protein Interactions;
Footprinting Methods to Examine
the Structure and Dynamics of
Nucleic Acids; Genetics, Molecular
Basis of.
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Keywords

Autosome
Any chromosome other than the sex (X and Y) chromosomes.

Dynamic Mutation
A multistep mutational process such that the chance of each step occurring is modified
by the immediately preceding step.

Fragile X Syndrome
The most common form of familial mental retardation. Affected patients also have
subtle dysmorphic features.

Jacobsen Syndrome
A mental retardation/congenital malformation syndrome caused by the loss of part of
the long arm of one number 11 chromosome.

Polymorphism
The existence in a population of more than one version of the DNA sequence at any
place in the genome such that the rarest version cannot be maintained by mutation
alone.

Trinucleotide Repeat
A DNA sequence composed of three nucleotides repeated in tandem a number of
times.
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1
Definition

Fragile sites are specific points on chro-
mosomes that show nonrandom gaps or
breaks when the cells from which the chro-
mosomes have been prepared have been
exposed to a specific chemical agent or
condition of tissue culture. Hence, a frag-
ile site is an area of chromatin, which is
not compacted when viewed in mitosis.

2
Nomenclature

There are two forms of nomenclature used
for fragile sites. The cytogenetic nomencla-
ture uses fra followed by the chromosome
band in which the fragile site is present
in parentheses. The rare fragile site in
band 23.3 on the long (q) arm of chromo-
some 11 is thus fra(11)(q23.3). Each fragile
site also has a gene symbol and this is
FRA, the chromosome number, and an as-
signed letter of the alphabet. Fra(11)(q23.3)
is FRA11B. The gene symbol is a locus
name. Alleles at the locus can be specified
following an ∗, the wild-type allele as N, and
the mutant allele as R (for rare) or C (for
common), followed by the chromosome
band. Fra(11)(q23.3) in gene nomencla-
ture would be FRA11B∗N for the wild-type
allele and FRA11B∗RQ233 for the mutant
allele. In practice, the gene symbol is fre-
quently used to specify the mutant allele
and the wild-type allele is not mentioned.

3
Classification

Fragile sites are classified on the basis
of their frequency in the population and
the conditions of tissue culture under

which they are expressed. Rare fragile
sites are seen at a specific location on
1 in 40 chromosomes at most. Common
fragile sites are probably present on all
chromosomes and as such are normal
components of chromosome structure.

Most fragile sites are not expressed
spontaneously but must be induced. When
they are expressed spontaneously, the
proportion of metaphases in which they
are seen can usually be greatly increased
by appropriate conditions of induction.
The classification, based upon population
frequency and induction conditions, is
shown in Table 1 and all known human
fragile sites are listed in Table 2.

4
Molecular Genetics

4.1
Group 1

Only five of the group 1 fragile sites have
been cloned and details of these are shown
in Table 3.

The common features of these fragile
sites, which are likely to be common to
all the group 1 fragile sites include the
following:

1. The fragile site is a dynamic mutation of
a naturally occurring CCG trinucleotide
repeat.

2. The CCG repeat is polymorphic in the
normal population.

3. Increases in the number of copies of the
repeating unit, above the normal range
leads to a premutation. Individuals
with the premutation do not express
a fragile site. Premutation carriers of
the fragile sites on the X chromosome
associated with mental handicap do not
suffer this problem. But premutation
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Tab. 1 Classification of fragile sites.

Rare: Group 1: Folate sensitive fragile sites
(n = 22)

Group 2: Distamycin A inducible
a) Also inducible by BrdU (n = 2,

FRA16B, FRA17A)
b) Not inducible by BrdU, and

only recorded in the Japanese
(n = 3, FRA8E, FRA11I,
FRA16E)

Group 3: BrdU requiring (n = 2, FRA10B,
FRA12C)

Common: Group 4: Aphidicolin-inducible (n = 76)
Group 5: 5-azacytidine inducible (n = 4)
Group 6: BrdU-inducible (n = 7)

Tab. 2 The 116 fragile sites in the human genome.

Gene symbol Chromosome
band location

Type Group

FRA1A 1p36 Common, aphidicolin 4
FRA1B 1p32 Common, aphidicolin 4
FRA1C 1p31.2 Common, aphidicolin 4
FRA1L 1p31 Common, aphidicolin 4
FRA1D 1p22 Common, aphidicolin 4
FRA1M p21.3 Rare, folic acid 1
FRA1E 1p21.2 Common, aphidicolin 4
FRA1J 1q12 Common, 5-azacytidine 5
FRA1F 1q21 Common, aphidicolin 4
FRA1G 1q25.1 Common, aphidicolin 4
FRA1K 1q31 Common, aphidicolin 4
FRA1H 1q42 Common, 5-azacytidine 5
FRA1I 1q44 Common, aphidicolin 4
FRA2C 2p24.2 Common, aphidicolin 4
FRA2D 2p16.2 Common, aphidicolin 4
FRA2E 2p13 Common, aphidicolin 4
FRA2A 2q11.2 Rare, folic acid 1
FRA2B 2q13 Rare, folic acid 1
FRA2F 2q21.3 Common, aphidicolin 4
FRA2K 2q22.3 Rare, folic acid 1
FRA2G 2q31 Common, aphidicolin 4
FRA2H 2q32.1 Common, aphidicolin 4
FRA2I 2q33 Common, aphidicolin 4
FRA2J 2q37.3 Common, aphidicolin 4
FRA3A 3p24.2 Common, aphidicolin 4
FRA3B 3p14.2 Common, aphidicolin 4
FRA3D 3q25 Common, aphidicolin 4
FRA3C 3q27 Common, aphidicolin 4
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Tab. 2 (continued)

Gene symbol Chromosome
band location

Type Group

FRA4A 4p16.1 Common, aphidicolin 4
FRA4D 4p15 Common, aphidicolin 4
FRA4B 4q12 Common, BrdU 6
FRA4C 4q31.1 Common, aphidicolin 4
FRA5E 5p14 Common, aphidicolin 4
FRA5A 5p13 Common, BrdU 6
FRA5B 5q15 Common, BrdU 6
FRA5D 5q15 Common, aphidicolin 4
FRA5F 5q21 Common, aphidicolin 4
FRA5C 5q31.1 Common, aphidicolin 4
FRA5G 5q35 Rare, folic acid 1
FRA6B 6p25.1 Common, aphidicolin 4
FRA6A 6p23 Rare, folic acid 1
FRA6C 6p22.2 Common, aphidicolin 4
FRA6D 6q13 Common, BrdU 6
FRA6G 6q15 Common, aphidicolin 4
FRA6F 6q21 Common, aphidicolin 4
FRA6E 6q26 Common, aphidicolin 4
FRA7B 7p22 Common, aphidicolin 4
FRA7C 7p14.2 Common, aphidicolin 4
FRA7D 7p13 Common, aphidicolin 4
FRA7A 7p11.2 Rare, folic acid 1
FRA7J 7q11 Common, aphidicolin 4
FRA7E 7q21.2 Common, aphidicolin 4
FRA7F 7q22 Common, aphidicolin 4
FRA7G 7q31.2 Common, aphidicolin 4
FRA7H 7q32.3 Common, aphidicolin 4
FRA7I 7q36 Common, aphidicolin 4
FRA8B 8q22.1 Common, aphidicolin 4
FRA8A 8q22.3 Rare, folic acid 1
FRA8C 8q24.1 Common, aphidicolin 4
FRA8E 8q24.1 Rare, distamycin A 2b
FRA8D 8q24.3 Common, aphidicolin 4
FRA9A 9p21 Rare, folic acid 1
FRA9C 9p21 Common, BrdU 6
FRA9F 9q12 Common, 5-azacytidine 5
FRA9D 9q22.1 Common, aphidicolin 4
FRA9B 9q32 Rare, folic acid 1
FRA9E 9q32 Common, aphidicolin 4
FRA10G 10q11.2 Common, aphidicolin 4
FRA10C 10q21 Common, BrdU 6
FRA10D 10q22.1 Common, aphidicolin 4
FRA10A 10q23.3 Rare, folic acid 1
FRA10B 10q25.2 Rare, BrdU 3
FRA10E 10q25.2 Common, aphidicolin 4

(continued overleaf )
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Tab. 2 (continued)

Gene symbol Chromosome
band location

Type Group

FRA10F 10q26.1 Common, aphidicolin 4
FRA11C 11p15.1 Common, aphidicolin 4
FRA11I 11p15.1 Rare, distamycin A 2b
FRA11D 11p14.2 Common, aphidicolin 4
FRA11E 11p13 Common, aphidicolin 4
FRA11H 11q13 Common, aphidicolin 4
FRA11A 11q13.3 Rare, folic acid 1
FRA11F 11q14.2 Common, aphidicolin 4
FRA11B 11q23.3 Rare, folic acid 1
FRA11G 11q23.3 Common, aphidicolin 4
FRA12A 12q13.1 Rare, folic acid 1
FRA12B 12q21.3 Common, aphidicolin 4
FRA12E 12q24 Common, aphidicolin 4
FRA12D 12q24.13 Rare, folic acid 1
FRA12C 12q24.2 Rare, BrdU 3
FRA13A 13q13.2 Common, aphidicolin 4
FRA13B 13q21 Common, BrdU 6
FRA13C 13q21.2 Common, aphidicolin 4
FRA13D 13q32 Common, aphidicolin 4
FRA14B 14q23 Common, aphidicolin 4
FRA14C 14q24.1 Common, aphidicolin 4
FRA15A 15q22 Common, aphidicolin 4
FRA16A 16p13.11 Rare, folic acid 1
FRA16E 16p12.1 Rare, distamycin A 2b
FRA16B 16q22.1 Rare, distamycin A 2a
FRA16C 16q22.1 Common, aphidicolin 4
FRA16D 16q23.2 Common, aphidicolin 4
FRA17A 17p12 Rare, distamycin A 2a
FRA17B 17q23.1 Common, aphidicolin 4
FRA18A 18q12.2 Common, aphidicolin 4
FRA18B 18q21.3 Common, aphidicolin 4
FRA19B 19p13 Rare, folic acid 1
FRA19A 19q13 Common, 5-azacytidine 5
FRA20B 20p12.2 Common, aphidicolin 4
FRA20A 20p11.23 Rare, folic acid 1
FRA22B 22q12.2 Common, aphidicolin 4
FRA22A 22q13.1 Rare, folic acid 1
FRAXB Xp22.31 Common, aphidicolin 4
FRAXC Xq22.1 Common, aphidicolin 4
FRAXD Xq27.2 Common, aphidicolin 4
FRAXA Xq27.3 Rare, folic acid 1
FRAXE Xq28 Rare, folic acid 1
FRAXF Xq28 Rare, folic acid 1

Source: Modified from Sutherland (1993, 2003) where detailed references to
each fragile site can be found.
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Tab. 3 Cloned rare fragile sites.

Site Repeat copy number Associated disease

Normal alleles Premutation Full mutation

Group 1
FRAXA 6–55 55–230 230–2000 Fragile X

syndrome
FRAXE 6–25 25–200 ?>200 Mild mental

retardation
FRAXF 6–29 ? ?>200 None
FRA16A 17–50 100 ?>200 None
FRA11B 11–17 85 ?>200 Possible risk of

offspring with
Jacobsen
syndrome

Group 2a
FRA16B 7–12 ? 450–2000 None
Group 3
FRA10B Complex ? Up to ∼500 None

carrier females are at increased risk of
premature ovarian failure and males of
a late onset (>50 years) tremor/ataxia
neurodegenerative syndrome. As the
number of copies of the repeating unit
increases further, the DNA in the whole
area is subjected to CpG methylation.
Once this happens, the fragile site can
be induced to appear and any gene in
which the repeat is located ceases to be
transcribed.

For FRAXA, the upper limit of copy
number in normal chromosomes is about
55; from 55 to about 230 copies constitutes
a premutation and beyond 230 is a full
mutation. The number of copies changes
from generation to generation, usually
increasing when transmitted by women
but not changing much when transmitted
by males (Fig. 4).

The process by which the polymorphic
trinucleotide repeat increases from within
the normal range to give a fragile site
is a multistep one known as dynamic

mutation. The probability of a trinucleotide
repeat changing in length is a function
of the number of copies of the repeat
that are present without interruption or
imperfection. In the normal population,
most alleles of the trinucleotide repeat
have some imperfections. It is the alleles
with the longest stretches of perfect repeat
that form a reservoir of alleles in the
normal population, which can proceed via
dynamic mutation to fragile sites.

Since the length of repeat determines
the rate at which further increases occur,
the chance of a premutation converting
to a full mutation increases with the size
of the premutation alleles. This has been
studied in most detail for FRAXA. For this
fragile site, only women have offspring
with full mutations. The upper limit of
normal copy number is about 55. For
women with premutations of less than
60 copies, the risk of having a child with a
full mutation is close to zero. (The smallest
alleles observed to go to a full mutation in
a single generation have had 59 copies of
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Sherman paradox

Penetrance

18%

76%

∆ = 0.1−0.2 kb

∆ = 0.3−0.6 kb

∆ = 0.3−0.6 kb

∆ =  >0.6 kb
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Fig. 1 The Sherman paradox. A hypothetical pedigree is used to illustrate the different levels
of penetrance of the fragile X mutation depending upon the position of the carrier in the
pedigree. The fragile X carrier I-1 has an 18% chance (approximately one in five risk) that her
fragile X sons are affected, while the fragile X carrier III-1 has a 76% chance (three in four risk)
that her fragile X sons are affected. The size of the amplification of the fragile X p(CCG)n
repeat is given as �, that is, for a normal individual � = 0.0 kb. Values for � indicated are
those expected hypothetically for individual 1 in each generation. Hatched squares indicate
individual with fragile X syndrome, black dots indicate fragile X transmitters (from Richards
and Sutherland 1992).

the repeat.) The chance of 60 to 80 copies
converting to a full mutation is about 30%,
for 80 to 90 copies it is about 80%, and for
greater than 90 copies it is virtually 100%.

The limited numbers of normal alle-
les with long stretches of perfect repeat
that form the reservoir of mutable alleles
give rise to the phenomenon of linkage
disequilibrium. The distribution of hap-
lotypes around the fragile site locus is
very different on normal and fragile site
chromosomes.

The place and time of expansion of a full
mutation from a premutation is uncertain.
Most evidence points to expansion during
oogenesis with a period of instability of the
expanded repeat during early embryonic
development during which period large
repeats, in particular, break down to

give different cell lineages with different
numbers of copies of the repeat. This can
manifest as multiple bands or smears on a
Southern blot (e.g. Fig. 4, lane 6). As CpG
methylation becomes established later in
embryonic development, the repeat region
is stabilized and further changes in copy
number are rare.

The CCG repeats are adjacent to CpG
islands and have been shown to be in the
5′-untranslated regions of the genes FMR1
(at FRAXA), CBL2 (at FRA11B), FMR2 (at
FRAXE) and FAM11A (at FRAXF). For
FRAXA, a full mutation results in cessation
of transcription of FMR1, and this is the
molecular basis of fragile X syndrome;
similar is the case for FMR2 at FRAXE
and mild mental retardation. FRA11B is
in the 5′-untranslated region of the CBL2



Fragile Sites 577

oncogene; genes possibly associated with
other cloned fragile sites have not yet been
identified.

4.2
Groups 2 and 3

Two rare fragile sites, FRA16B from
group 2 and FRA10B from group 3
have been characterized at the molec-
ular level. Both are expansions of
A/T (adenine/thymidine)-rich, minisatel-
lite, DNA-repeat sequences. FRA16B is a
massive expansion of a 33-bp sequence.
Interestingly, this sequence has been re-
ported to be 35-bp in length in a Japanese
carrier of this fragile site. This fragile site
does not appear to affect any gene and ho-
mozygotes have been described who are
normal. FRA10B is due to an expansion
of a 42-bp AT-rich minisatellite repeat that
does not appear to affect any gene; again,
homozygotes are normal.

4.3
Group 4

This is the largest group of fragile sites,
and the only common ones that have been
characterized at the molecular level. They
are regions of fragility on the chromosome
that extend over hundreds of kilobases of

DNA, have no specific sequence features
other than being AT-rich with many
repetitive elements, and yet have genes
within them (Table 4).

5
Cytogenetics

Fragile sites are seen by examining
metaphase chromosomes under the light
microscope. They appear as gaps, breaks,
or unusual structures (Figs. 2 and 3) in
a variable proportion of metaphases. The
unusual chromosomal structures have
arisen from breakage at the fragile site in
a previous mitosis with the chromosomal
material from either side of the fragile
site ending up in different daughter
cells.

Fragile sites are easier to see on plain-
stained chromosomes than on banded
chromosomes, especially when they occur
in pale G-bands, as most do. It is often
possible to see a fine strand of chromatin
across the gap(s) at the fragile site.

The proportion of metaphases in which
any particular fragile site is seen is highly
variable. The common fragile sites, espe-
cially the aphidicolin-inducible ones are
not often seen in more than 10% of
metaphases but occasional individuals are

Tab. 4 Characterized group 4 common fragile sites.

Fragile site Approximate size Gene content

FRA2G 1 Mb 7 genes
FRA3B 900 kb FHIT
FRA6F 1.2 Mb 5 genes
FRA7G 600 kb CAV1, CAV2, TES, several more
FRA7H 160 kb ? none, contains SV40 integration site
FRA9E 9 Mb PAPPA, at least 16 others
FRA16D 270 kb WWOX1
FRAXB 500 kb STS, GS1, TRL5A
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2q11

8q22 9p21 9q32 10q23

10q25 11q13 11q23 12q13

16p13 16q22 17p12

20p11 22q13 Xq27

2q13 6p23 7p11

Fig. 2 A selection of rare fragile sites. The chromosome on the left of
each pair is plain-stained and the one on the right is G-banded.

encountered in whom one of these may
be present in up to 30% of metaphases.
The common fragile sites can be seen
on both members of a chromosome pair
in a single cell (homozygous expression).
The rare autosomal fragile sites have
never been seen in homozygotes, ex-
cept for FRA10B, FRA16B, and FRA17A
where this is without apparent phenotypic
effect.

The rare fragile sites are not often seen
in more than 50% of metaphases and
are more typically present in 20 to 30%
although some obligate carriers of a fragile
site (from family studies) will not express
it at all (presumed premutation carriers,
see Sect. 4). An exception to these levels of
cytogenetic expression is FRA16B; when
induced with berenil, it can often be seen
in more than 90% of metaphases.
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(a) (b)

(e)(d)

(c)

(f)

Fig. 3 Partial metaphases showing the
appearance of various fragile sites (arrowed).
(a) The fragile X (FRAXA); (b) expression of
FRA2B as a chromosome gap; (c) FRA9A
showing duplication of chromosome material
(small arrows) distal to the fragile site (large

arrow); (d) FRA10B; (e) homozygous expression
of the common fragile site FRA16D;
(f) BrdU-inducible fragile sites at FRA6D
(medium arrow), FRA9C (small arrow), and
FRA10C (large arrow).

6
Induction of Fragile Sites

Fragile sites have primarily been studied
in chromosomes prepared from phyto-
hemagglutinin stimulated human lym-
phocyte cultures. While some fragile sites
can be induced in chromosomes from fi-
broblast or lymphoblastoid cultures and
somatic cell hybrids, such induction is
more difficult and the fragile sites are
usually seen in lower proportions of
metaphases than in lymphocyte cultures.
Since the conditions required for induc-
tion of fragile sites differ for each of the
groups shown in Table 1, each will be con-
sidered separately.

6.1
Group 1

These fragile sites require a relative de-
ficiency of dCTP or dTTP at the time
of DNA synthesis. A deficiency of dTTP
can be achieved by using tissue cul-
ture medium free of folic acid and
thymidine, by adding an inhibitor of fo-
late metabolism such as methotrexate,
aminopterin or trimethoprim, or specific
inhibitors of thymidylate synthase such
as fluorodeoxyuridine. A high concentra-
tion of thymidine in the culture medium
will lead to a deficiency of dCTP result-
ing in fragile site expression. Induction
conditions need to be in place for at
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least 24 h before chromosome prepara-
tions are made.

6.2
Group 2

All these fragile sites are induced by
distamycin A and a number of related
compounds that bind to the minor groove
of the DNA molecule in AT-rich regions.
The most effective of these compounds
is berenil. The two fragile sites in sub-
group (a) are distinguished from those in
subgroup (b) by also being inducible with
BrdU, although this is not as effective an
inducing agent as berenil.

6.3
Group 3

The two fragile sites are induced only by
BrdU and the related compound BrdC.

6.4
Group 4

This large group of common fragile
sites is seen in a small proportion of
metaphases under the conditions that in-
duce the Group 1 fragile sites. They can
also be specifically induced by aphidicolin.
Aphidicolin is added 24 h before chromo-
some harvest, and the addition of caffeine
for the last 6 h of this period boosts the pro-
portion of metaphases in which the fragile
sites are seen.

6.5
Group 5

These fragile sites are induced by
5-azacytidine, which is added 8 h before
chromosome harvest. If the addition is
much before or after this timing, the frag-
ile sites are not seen.

6.6
Group 6

BrdU induces these fragile sites and again
the timing of addition of the compound
is important. Maximum induction occurs
when the addition is 4 to 6 h before
chromosome preparation. If the BrdU is
present for 24 h or more, none of these
fragile sites will be seen.

7
Inheritance

The patterns of inheritance of some frag-
ile sites are very unusual. The common
fragile sites have not been studied and
since they are on all chromosomes, no
abnormalities in their inheritance would
be expected. Of the rare fragile sites, the
fragile X (FRAXA) associated with fragile
X syndrome has been most studied. Be-
fore the molecular characterization of this
fragile site, the inheritance patterns were
particularly puzzling. Normal Mendelian
segregation ratios were not seen, the pene-
trance of the fragile site and its associated
syndrome depended upon position in the
family (this anomaly was known as the
Sherman paradox) (Fig. 1) and the intel-
lectual status of the mother. There were
normal males who had transmitted the
fragile X, and fragile X syndrome was only
apparent when the abnormal chromosome
was inherited from the mother.

These anomalies in fragile XA inher-
itance were explained by the molecular
characterization of the fragile site. The
chance of a premutation expanding to a
full mutation in a child is a function of
the size of the mother’s premutation. Full
mutations only rarely regress to premu-
tations when transmitted by women, but
inevitably do so when transmitted by men.
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Fig. 4 Inheritance of the fragile X unstable element in a
four-generation lineage from a large affected pedigree.
Chromosomal DNA was digested with PstI and probed with
pfxa3. Pedigree symbols: normal carrier male (dot in square);
normal carrier female not expressing the fragile X (dot in circle);
normal carrier female expressing the fragile X (half-shaded
circle); affected fragile X syndrome male expressing the fragile X
(shaded square); normal female (open circle). The carrier male in
the first lane has no normal 1-kb band but a −1.15 kb band, his
wife in the second lane has a 1-kb band. The daughter in lane 3
has a −1.15-kb band on her fragile X from her father and a 1-kb
band from her mother. When this daughter has transmitted this
band to her daughter, the fragile X band has increased to about
1.3-kb in size. This band has increased dramatically in size to
about 3.5 kb in the fragile X syndrome boy, and appears as a
somatically unstable smear in the carrier girl who expresses the
fragile X (last lane). She has major bands of about 3.2-kb and
1.9-kb and a 1.0-kb band from her normal X chromosome.
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Apart from the fragile sites on the
X chromosome, there have been limited
studies on the other Group 1 fragile
sites. These are fully penetrant when
transmitted by women but only 50%
penetrant when transmitted by men. The
reasons for this are unclear at this time.
While the two autosomal Group 1 sites
that have been cloned so far (FRA16A
and FRA11B) have similar molecular
mechanisms to the fragile X, very few
family studies at the molecular level have
been performed. While in at least the
case of FRA16A and FRAXE, a male can
transmit a full mutation, nothing is known
about the likelihood of this happening.

The more frequently seen of the group
2 and 3 fragile sites (FRA16B and
FRA10B) appear to have normal inheri-
tance patterns.

8
Clinical Significance

8.1
The Fragile X Syndromes

One fragile site on the X chromosome
(FRAXA) is of major medical significance
in that it is a visible manifestation of
the full mutation at this locus, which
inactivates the FMR1 gene. This gives rise
to the fragile X syndrome, the most common
familial form of intellectual handicap and
one of the world’s most common genetic
diseases. This disease has been found in
all population groups exposed to Western
medicine but it is unknown whether it
has the same frequency in all populations.
Approximately 1 in every 4,000 children
has fragile X syndrome.

Another fragile site on the X chromo-
some (FRAXE) is associated with a mild
form of mental retardation. These males

have no physical anomalies and the as-
sociated gene, FMR2, was the first to be
isolated for nonspecific X-linked mental
retardation. More than 50 families have
been recorded in which mental retardation
associated with this fragile site is present.

8.2
Other Fragile Sites

Some mothers of children with a men-
tal retardation/malformation condition
known as Jacobsen syndrome have FRA11B.
Jacobsen syndrome is due to a deletion
of part of the long arm of chromosome 11
and the deletion breakpoints in some cases
are at or very close to the fragile site on
their mother’s chromosome. This is the
only autosomal fragile site with possible
clinical significance. Even here, very few
women with FRA11B will have a child with
Jacobsen syndrome and most Jacobsen
syndrome patients have their chromosome
11 breakpoint distal to the fragile site.

The only rare autosomal fragile sites to
have been recorded in homozygous form
are FRA10B, FRA16B, and FRA17A where
they are without apparent phenotypic
effect. Group 1 autosomal fragile sites
have never been seen in homozygotes.
Any clinical effect in homozygotes would
presumably depend upon the function of
the gene in which the fragile site was
located. It is likely that the presence of a
fragile site detected cytogenetically means
that a full mutation is present and any
gene in which the fragile site is located is
inactivated.

8.3
Cancer

There has been controversy for many
years about a possible role for fragile
sites in oncogenesis. The hypothesis is
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that breakage at the fragile sites could give
rise to chromosome rearrangements of the
types seen in tumor tissue. Most studies
had shown that when breaks in such
rearrangements were carefully mapped
in relation to fragile sites, the two did
not coincide. However, FRA11B is within
the oncogene CLB2, and a number of
the common (group 4) fragile sites have
within them putative tumor-suppressor
genes. Nevertheless, there is no evidence
that individuals with rare fragile sites
(and everyone has all the common ones)
are at any discernibly increased risk of
developing malignant disease.
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Keywords

Allele
Alternative form of a gene found at the same locus on homologous chromosomes.

CGG-repeat Expansion
Repeated-sequence CGG at the DNA level. When the number of repeats increases, this
is referred to as an expansion.

FMR1
Gene that is shut down and causes fragile X mental retardation.

FMRP
The protein product of the FMR1 gene.

Fragile Site
Can be induced in chromosomes by culturing cells in a folate-deficient medium.

Full Mutation
Is defined as a mutation in the FMR1 gene with phenotypic symptoms.

Genotype
Genetic constitution of an individual.

Isoforms
Alternative splicing products of a gene.

Normal Transmitting Male
A phenotypically normal male who is a carrier of a premutation in the FMR1 gene and
may show cytogenetic expression of the fragile site.

Phenotypic
Observable characteristics.

Premutation
Is defined as a mutation in the FMR1 gene without phenotypic symptoms.

Ribosome
A subcellular structure involved in protein production.
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� Fragile X syndrome is the most common form of inherited mental retardation. The
disease is caused by methylation-induced transcriptional silencing of the fragile X
mental retardation 1 gene (FMR1) as a result of the expansion of a CGG repeat
in the 5′ UTR of the gene. This leads to the loss of fragile X mental retardation
protein product (FMRP). FMRP is an RNA-binding protein that associates with
translating polyribosomes as part of a large messenger ribonucleoprotein (mRNP)
and modulates the translation of its RNA ligands. The in vivo targets of the FMRP
are beginning to be elucidated and have been shown to include a subset of RNAs
with a planar structure called G-quartet.

To study the physiological role of the FMR1 protein, animal models have
been developed, including genetically modified mouse and Drosophila. The loss-
of-function mouse model shows some features comparable to human patients
including enlarged testes, a subtle behavioral phenotype, and discrete anomalies of
dendritic spines. Studies in Drosophila indicate that dFmr1 in flies plays an important
role in synaptogenesis and axonal arborization, which may underlie the observed
deficits in flight ability and circadian rhythm in the dFmr1-mutant flies.

1
Introduction

Mental retardation can be defined as a
failure to develop cognitive abilities and
achieve a level of intelligence that would
be appropriate for the age group. A per-
centage of the general population, variably
estimated between 0.5 and 3%, is reported
to be functioning two standard deviations
below the average (i.e. to have an IQ of
less than 70). Genetic determinants under-
lie approximately half of these conditions
and an excess of affected males has often
been reported, especially in the mild-to-
moderate mental retardation range with
an IQ between 70 and 35. Excess of males
with mental retardation compared to fe-
males was eventually interpreted as being
due to X-linked factors. One of the first
described X-linked heritable mental re-
tardation syndromes is the fragile X or
Martin–Bell syndrome. After trisomy 21
or Down syndrome, it is the most frequent
cause of mental retardation.

2
Description of Fragile X Syndrome

2.1
Some Historical Aspects

In 1943, Martin and Bell reported a large
family in which 11 mentally retarded boys
were born to mothers of normal intelli-
gence and hypothesized that the mental
defect of the boys was due to a sex-linked
recessive gene, which was suppressed in
the two grandfathers. More than a quarter
of a century later, Lubs reported a unique
cytogenetic marker at the end of the long
arm of the X chromosome (Xq27.3) in
cultured lymphocyte cells from four re-
tarded male patients in a family with
X-linked mental retardation. As more pedi-
grees were identified in which the marker
on the X chromosome segregated with
mental retardation, it became clear that
the fragile site could be used as a di-
agnostic tool. In 1978, Turner observed
macroorchidism (enlarged testicles) in a
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large proportion of the patients with the
fragile site. Reinvestigation of the pedi-
gree described by Martin and Bell revealed
a fragile site and the typical features of
the syndrome in the affected patients.
In recognition of the first published
pedigree, the mental retardation syn-
drome associated with the fragile site on
the X chromosome and macroorchidism
was named Martin–Bell syndrome, though
these days it is more usually called fragile
X syndrome.

2.2
Fragile Site

Before the cloning of the responsible
gene in 1991, the laboratory confirmation
of the diagnosis of fragile X syndrome
was dependent on cytogenetic detection
of the fragile site at Xq27.3 in cultured
lymphocytes, fibroblasts, or amniocytes
(Fig. 1). This fragile site was called FRAXA
(fragile site, X chromosome, A site), as it
was the first fragile site identified on the
X chromosome. On metaphase spreads,
fragile sites are microscopically visible
as a gap or a break. The fragile site is
induced by culturing cells under folic acid
deprivation before chromosome spreads
are made. The percentage of cells that
show fragile site expression may vary from
individual to individual, a phenomenon
for which there is no explanation. In
fragile X males, the fragile site is usually
seen in 2 to 60% of the cells, but
the site can only be detected in 50%
of obligate carrier females, limiting the
utility of cytogenetic carrier detection in
pedigrees.

2.3
Unusual Pattern of Inheritance

From the initial observations onward,
it was clear that fragile X syndrome
has an unusual pattern of inheritance
(Fig. 2). In X-linked recessive diseases,
female carriers are usually unaffected and
transmit their carrier status to half of their
daughters, while half of their sons may
develop the disease. However, in the case
of the fragile X syndrome, 30% of carrier
females are mentally retarded, although
often less severely than males. In addition,
20% of males with cytogenetic expression
of the fragile site are not affected. Such
males, called normal transmitting males
(NTMs), pass the mutation on to their
unaffected daughters. However, these
carrier daughters have a 40% risk of
transmitting the disorder to their sons.
In comparison, sons of affected females
have a recurrence risk of 50%. Only
transmission through the female line can
give rise to a full phenotype in the next
generation. Other peculiarities include the

Fig. 1 Cytogenetic expression of the
fragile site at Xq27.3 in a patient is
clearly visible and indicated with
an arrow.

X Y
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NTM 5% 9%

16%40%0%

16% 50% 28%40%

The Sherman paradox Fig. 2 A schematic representation of a
fragile X family illustrates the Sherman
paradox. The position within the
pedigree affects the chance (indicated
as a percentage) of being affected with
the fragile X syndrome. NTM, normal
transmitting male.

observation that more patients occur in the
youngest generation of the pedigree. This
increase in the penetrance of the disease
with generations is called the Sherman

Fig. 3 Male fragile X patient displaying
the typical facial characteristics of the
syndrome with a long face and
prominent ears.

paradox. The abnormal inheritance pattern
could only be explained after the cloning
of the gene and elucidation of the peculiar
mutational mechanism.

2.4
Phenotype

Fragile X syndrome has an incidence of
about 1 in 4000 males and 1 in 6000 fe-
males. Males suffer from mild to severe
mental retardation with an IQ between
20 and 60, while females are usually less
severely affected. Macroorchidism devel-
ops during or after puberty and is seen in
more than 80% of all adult patients. Frag-
ile X patients show physical characteristics
such as a typical long face and prominent
ears (Fig. 3), but these symptoms can be
absent in younger children. Hyperextensi-
ble joints, hand calluses, and flat feet can
also be observed and may point to con-
nective tissue dysplasia. Associated behav-
ioral problems may include hyperactivity,
decreased attention span, repetitive behav-
ior, poor eye contact, tactile defensiveness,
and shyness. Speech and language skills
are usually impaired in older boys. In 13
to 23% of the male patients, autistiform
features have been observed, occurring
mostly before adulthood. Notwithstanding
this observation in a proportion of fragile
X patients, there seems to be no general
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association between fragile X syndrome
and autism. In addition, fragile X boys suf-
fer from a greater variability in total sleep
time and sleep-rhythm maintenance when
compared to controls. Fragile X patients
have a normal life span.

2.5
Neuroanatomy

Brain abnormalities in fragile X patients
have been determined using magnetic
resonance imaging (NMR). A reduction in
the size of the posterior cerebellar vermis
and enlargement of the fourth ventricle
compared to controls was reported. An
increased volume of the hippocampus and
the lateral ventricles in fragile X males
was observed together with a significantly
larger volume of the caudate nucleus.
This is an important observation since
the caudate nucleus, together with the
lenticular and thalamic nucleus, forms the
subcortical gray that allows the cerebral
cortex to have an influence on behavior.
In 3D reconstructions, fragile X brains
appear to be larger than control brains.
Volumetric changes were not confirmed
by physical measurement of the brains
of two deceased fragile X patients in a
separate study.

An impaired neuronal development has
been observed in fragile X patients. The
spines on apical dendrites of pyramidal
cells in the Golgi-impregnated visual and
temporal cortex of fragile X patients are
long, tortuous, immature, and thin, and

Fig. 4 Example of a typical spine
morphology on dendrites from (a) a
fragile X syndrome patient and (b) an
unaffected control. Dendrites of the
fragile X patient display more immature
spines and a higher spine density.
(Reprinted with permission from Fiala
et al. (2002).)

(a) (b)

fragile X patients exhibit an increased
spine density on distal segments of apical
dendrite shafts (Fig. 4). The higher spine
density contrasts with other known men-
tal retardation syndromes such as Down
syndrome, in which a lower spine density
is observed.

3
Identification of the Causative Gene

3.1
The Cloning of the Gene

Initially, the genetic defect underlying
the fragile X syndrome was unknown
and diagnosis was only based upon the
observation of the fragile site at Xq27.3 in
cultured cells. Positional cloning enabled
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the isolation of the gene and helped
understand the molecular mechanism
leading to the disorder. Linkage analysis
with polymorphic markers placed the
fragile X locus between factor IX at Xq27.1
and factor VIII at Xq28, conforming the
locus for the gene at or nearby the fragile
site. Hybrid cell lines with translocation
break points at the fragile site were
very useful in developing and mapping
new probes near the gene. Two cell
lines, termed Micro21D and QIX, each
containing a reciprocal part of the human
X chromosome, were especially helpful.
Micro21D contained the Xpter–Xq27.3
part of the human X chromosome and
Q1X contains the Xq27.3–Xqter part of
the human X chromosome.

Using markers linked to the fragile
site, several YACs ranging from 200 to
950 kb could be isolated. Among these,
YAC 209G4 contained 475 kb human DNA
and was shown to cross the fragile site by
in situ hybridization. A cDNA clone was
isolated from a human fetal brain library
using cosmids from this particular YAC
and this gene was assigned the name
FMR1 (Fragile X Mental Retardation 1).
Further analysis of this gene sequence
showed that the translation breakpoints
of Micro21D and Q1X lie in exon 1 of
the gene. Surprisingly, exon 1 contained
a trinucleotide repeat that shows length
variation between control and fragile X
patients. Expansion of the CGG repeat
was shown to be involved in both the
inactivation of the FMR1 gene and the
cytogenetic expression of the fragile site.

3.2
Dynamic Mutation

Studying the dynamic inheritance pattern
of the CGG repeat resolved the complex
inheritance of the fragile X syndrome. In

more than 99% of all fragile X patients, the
syndrome is caused by a dynamic expan-
sion of a CGG repeat in the 5′ untranslated
region (5′UTR) of the FMR1 gene (Fig. 5).
In the normal population, the CGG repeat
is polymorphic with allele sizes between
5 and 50 repeat units, 30 units being
the most frequent allele size. Alleles of
this size range are inherited stably from
generation to generation and the gene is
transcribed and translated into protein. In
patients, a trinucleotide CGG expansion
of more than 200 to several thousands of
CGG repeats, referred to as a full mutation,
is observed. Because of the repeat expan-
sion, the CGG repeat and the surrounding
promoter region of the FMR1 gene is
methylated, inhibiting mRNA translation
and causing absence of the protein prod-
uct. Absence of the FMR1 protein product,
FMRP, causes the characteristic features of
the fragile X syndrome. The alleles with a
repeat size between 50 and 200 CGG units
are called premutation alleles. Premuta-
tions are unmethylated and produce FMR1
mRNA and FMRP. Premutation carriers
are not affected with fragile X syndrome.
However, repeats in the premutation size
range may be instable upon transmission
to the next generation. Expansion to a
full mutation occurs only through ma-
ternal transmission, explaining why only
progeny of female premutation carriers is
at risk for the fragile X syndrome. The ob-
servation that the larger the premutation,
the more likely it will expand to a full mu-
tation in the next generation, resolved the
Sherman paradox.

The number of CGG repeats itself does
not always allow discrimination between
the three categories of repeat sizes. Re-
peats of 200 to 230 CGG units can be
either large premutations or small full mu-
tations. However, discrimination between
the two types of mutations is possible on
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Fig. 5 Schematic representation of the
transcription of (a) the FMR1 gene in normal
controls, (b) premutation carriers, and
(c) full-mutation patients. The normal and the

premutation size alleles (a and b) are
transcribed and translated into FMRP. The
full-mutation allele (c) is hypermethylated and
therefore not transcribed.

the basis of the methylation status. Alle-
les comprising 45 to 60 CGG units are
referred to as being of intermediate size.
These may inherit stably, but may also
increase or decrease by a few CGG units
in length during transmission and become
premutation alleles at risk for expansion to
a full mutation in future generations. Fac-
tors influencing repeat stability include,
but are limited to, the amount of AGG
interspersions in the CGG repeat. In the
FMR1 gene, on average every 10th CGG
repeat unit is interspersed with an AGG
triplet. AGG repeats stabilize the repeat;
fewer the AGG interspersions, the more
prone it would be to intergenerational

expansion. The instability threshold for
FMR1 alleles is estimated to be about 34
to 38 uninterrupted CGG repeats, and the
expansion of an interrupted CGG repeat
of 59 units to a full mutation in the next
generation has been observed.

4
FMR1 Gene and Protein

4.1
Gene Structure and Expression Pattern

The FMR1 gene has a genomic size
of approximately 38 kb and consists of
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FMR1

CGGn

1

NLS CC KH1

2−8 0

KH2
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Fig. 6 The FMR1 gene containing 17 exons and
a CGG repeat in the 5′ UTR. The splice sites as
well as the positions of the functional domains
are indicated. NLS, nuclear localization signal;

NES, nuclear export signal; CC, coiled coils;
KH/RGG, KH, and RGG domains are important
for RNA binding.

17 exons (Fig. 6). The transcript length
is 4.4 kb, and all elements necessary
for proper FMR1 expression in vivo are
present in a 2.8 kb fragment immedi-
ately upstream of the ATG. The pro-
moter sequence is GC-rich, as found in
many housekeeping genes. Footprinting
analyses of the promoter site revealed
consensus-binding sites for ubiquitously
expressed transcription factors such as
Sp1, H4TF1/Sp1-like, and c-myc. In ad-
dition, an AP-2 binding site, specific
for neuronal expression, was identified.
Upstream of the CGG triplet repeat, a
20-nucleotide-long internal ribosome en-
try site (IRES) was identified. The function
of this element in FMR1 is unclear, but
IRES elements of other mRNAs play a role
in neuronal regulation of translation in
response to synaptic stimuli.

By Western blotting using antibodies
directed against FMRP, different isoforms
were identified with a molecular mass
around 70 to 80 kDa and a maximal protein
length of 631 amino acids. Excessive
alternative splicing occurs especially in the
3′ terminal half of the gene, in exons 12, 14,
15, and 17 (Fig. 6). This can potentially give
rise to 12 different mRNAs and protein
isoforms. Skipping of exon 14 introduces
a frameshift in the open reading frame,
resulting in a different amino acid order
in the carboxyl terminal half of the
protein. The function of the different
isoforms is still unknown and the different
splice products are not tissue-specific.

FMRP shows near-ubiquitous expression.
It is highly expressed in ovary, thymus,
eye, spleen, and esophageal epithelium
with an abundant expression in brain
and testis and a moderate expression
in colon, uterus, thyroid, and liver, and
little or no expression in the heart, aorta.
or muscle. In the brain, the FMRP
expression is restricted to differentiated
neurons and Purkinje cells and is absent
in nonneuronal cells. Neuronal FMRP
is concentrated in the perikaryon and
proximal dendrites and is also expressed
in the synapses but is not detected in
the axons. Especially high expression was
found in Purkinje cells of the cerebellum
and in neurons of the granular layer,
the cortex, and the hippocampus. In
the testis, the FMRP is expressed in
the cytoplasm of primordial germ cells
and in the early spermatogonia adjacent
to the basal membrane of the tubuli
seminiferi. Immunocytochemical studies
revealed that FMRP is predominantly
localized in the cytoplasm with high
levels found near the rough endoplasmic
reticulum, but some nuclear expression
was also observed by both light and
electron microscopy.

4.2
Structural Domains of FMRP

Two types of RNA binding domains have
been identified in the protein, including
two KH domains that show homology
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Fig. 7 Schematic representation of the FMR1
mRNA and protein. The known domains are
indicated: IRES, internal ribosome entry site;
NLS, nuclear localization signal; CC, coiled coils;
KH, K-protein homology domain; NES, nuclear
export signal; RGG box, Arg-Gly-Gly triplet; FBS,
FMRP binding site. In addition, the Ile304Asn
missense mutation found in a single, most

severely affected patient is indicated. In the 5′
UTR, the different repeat classes are
represented. The G-quartet structure present in
the mRNA is depicted above FBS that overlaps
with the RGG box. The interacting regions of
FMRP with its paralog genes, FXR1 and FXR2,
and with other identified proteins, CYFIP
proteins and NUFIP1, are indicated.

to hnRNP K domains and an RGG box
containing a conserved Arg-Gly-Gly triplet.
In addition, a nuclear localization signal
(NLS), a nuclear export signal (NES),
two coiled coils, and a G-quartet-binding
structure have been identified (Fig. 7).

The KH domain consists of the consen-
sus sequence, I/L/V-I-G-X2-G-X2-I. It is
usually present in more copies in a pro-
tein and is able to bind ssRNA, mRNA,
and rRNA. Using NMR (nuclear magnetic
resonance), the KH domain was shown
to consist of a stable three-stranded an-
tiparallel β-sheet, orientated against three
α-helices. The βααββα folds to a surface
for RNA binding and a conserved Gly-Lys-
X-Gly is centered on the loop between the
first two helices. The importance of the
KH domain for proper FMRP function is
illustrated by a rare, unique patient with
an Ile304Asn mutation located in the sec-
ond KH domain. The mutated isoleucine
is highly conserved in the KH domain se-
quence. The patient has a phenotype much
more severe than any other known frag-
ile X patient, including profound mental

retardation and excessive macroorchidism.
This patient still generates FMRP. The
mutant FMRP has impaired RNA-binding
capacity under elevated salt conditions.
The mutation disrupts the normal fold-
ing of the KH domain. The FMRP–RNA
binding can be disrupted by deletion of the
C-terminus of the protein, containing the
RGG box, suggesting that the RGG box
plays an important role in FMRP–RNA
binding. The RGG coding region of the
FMR1 protein shows a high affinity for
its own mRNA and other G-quartet-
containing mRNAs, further described in
Chapter 3.5. All these findings let us as-
sume that FMRP has multiple binding
regions to associate with RNA. In vitro
translated FMRP binds directly to RNA ho-
mopolymers. It shows highest affinity for
poly(G), a lower affinity for poly(U), and
no affinity for poly(A) or poly(C). FMRP is
able to bind selectively 4% of all brain mR-
NAs including its own mRNA, confirming
that FMRP is an RNA binding protein.
The creation of deletion mutants of FMRP,
missing the N-terminal, the C-terminal, or
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one of the KH domains, revealed that only
the first KH domain interacts with RNA.
This result agrees with the findings that
the Ile304Asn mutant is still able to bind
some RNAs since the mutation is situated
in the second KH domain, although the
capacity to bind poly(U) homopolymers is
destroyed. Both the N-terminal and the C-
terminal show RNA-binding abilities and
the N-terminal binds poly(G) with a similar
preference as the first KH domain.

FMRP contains both an NES and an NLS
signal. The NES is approximately 10 amino
acids long and resembles the NES motif
of HIV1 Rev. It consists of a small stretch
of hydrophilic amino acids containing four
critically spaced, large, hydrophobic amino
acids. The NES is located in exon 14 and
absence of this exon results in trapping
of the FMRP in the nucleus. The nuclear
export mediated by the NES of FMRP is
exportin1-dependent, since Leptomycin B
treatment, an antibiotic acting specifically
on exportin1, causes the accumulation
of FMRP in the nucleoplasm. The NLS
contains clusters of basic amino acids,
but the sequence does not resemble
other known nuclear localization signals.
It is located between residues 115 and
154. The nuclear localization of FMRP
mediated by the NLS is an energy-
dependent process. The presence of both
an NES and an NLS may suggest that
the fragile X protein shuttles through
the cell into and out of the nucleus.
In accordance with this hypothesis, the
protein has been observed in the nuclear
pore during transfer between the nucleus
and the cytoplasm.

FMRP contains two coiled coils involved
in protein–protein interaction and located
in exon 7 and in exons 11 to 14 respectively.
The first coiled coil is potentially involved
in binding of FMRP interacting proteins,

while the second was suggested to play a
role in FMRP–ribosome binding.

4.3
FMRP Associates with Ribosomes as Part of
an mRNP

In human cell lines, FMRP colocalizes
primarily with polyribosomes and rough
endoplasmic reticulum. High levels of
FMRP were found in perikarya, where it
is concentrated in regions rich in ribo-
somes, particularly near or between rough
endoplasmic reticulum cisternae. FMRP
has also been detected in the granular
component of nucleoli in COS cells. The
nucleolus is a cellular component formed
in response to the requirement for new ri-
bosome synthesis. The FMRP–ribosome
association is sensitive to 500 mM salt
concentration and to low concentrations
of RNase digestion that does not dis-
turb the ribosome assembly per se. This
suggests that FMRP is bound to the ri-
bosomes via RNA. These findings are in
contradiction with earlier experiments that
suggested that FMRP binds to the 60S ri-
bosomal subunit via part of exon 13 and
14, containing the second coiled coil do-
main. Whatever the role of the FMRP–60S
ribosome binding, the RNA–protein inter-
action seems the most important as nearly
all cytoplasmic FMRP can be cocaptured
with poly(A) mRNA. Moreover, after EDTA
treatment, the FMRP complex is released
from the ribosomes.

In the cell, FMRP forms a messenger ri-
bonucleoparticle, mRNP, with a sedimen-
tation value of 60S and a size >660 kDa.
The composition of the mRNP complex
is not known, but some proteins involved
in the mRNP particle include FXR1 and
FXR2, paralogs of FMR1 (Chapter 4), NU-
FIP and CYFIP proteins (Chapter 5), nu-
cleolin, a known protein in other mRNPs,
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and an ortholog of the mouse protein
1/p50. It is not known whether all mRNP
particles containing FMRP have the same
composition. If this is not the case, the
absence of FMRP may influence the func-
tioning of the different types of mRNPs in
a different way.

4.4
FMRP as a Possible Inhibitor of Translation

The association of FMRP with the polyri-
bosomes suggested a potential controlling
role in mRNA translation and stabil-
ity. In vitro, FMRP is able to suppress
translation of mRNA. This inhibition is
dosage-dependent and is observed for all
mRNAs tested at low FMRP concentra-
tions in an in vitro synthesis system and in
microinjected Xenopus laevis oocytes. This
may suggest that cells with absent FMRP
translate certain mRNAs in excess. Nev-
ertheless, a study by Brown et al. (2001)
(Chapter 3.6) showed that increased and
decreased amounts of specific polysome-
bounded mRNAs occur in fragile X pa-
tients. It was suggested that elevated levels
of FMRP are sequestering mRNAs into
incompetent granules causing the repres-
sion of reporter genes. Recently, it was
reported that only a minor fraction of
newly synthesized FMRP is associated
with polyribosomes, while the majority of
it is found in cytoplasmic granules that
are resistant to nonionic detergents. In-
creasing the amount of FMRP resulted in
trapping of the mRNAs in these granules
together with several other mRNA-binding
proteins. This suggested a potential dual
role for FMRP both as a transporter of
specific mRNAs and also as a repressor of
translation in specific conditions.

FMRP containing the Ile304Asn mu-
tation fails to repress translation despite
the fact that the RNA-binding capacity of

mutated FMRP is only mildly affected.
The mutated protein appears as a part of
a smaller, abnormal mRNP that is not as-
sociated with translating polyribosomes,
perhaps because FMRP is also able to
form dimers but the Ile304Asn protein
fails to do so. This suggests that the loss
of association to ribosomes and to form
normal mRNP particles causes the severe
phenotype of this patient.

4.5
mRNA Targets of FMRP

As FMRP has RNA-binding capacities,
identifying the mRNAs bound by FMRP in
the cell is a prerequisite for understanding
its function. An interaction of FMRP with
the 3′ UTR of the myelin basic protein
mRNA was found using purified recom-
binant FMRP. Using a biotinylated-FMRP
affinity resign, Sung et al. (2000) identi-
fied nine mRNAs from adult brain that are
able to bind FMRP, including a neuronal
NT2 EST and Tip60a, a Tat interactive pro-
tein. Also the Xenopus elongation factor 1A,
xEF-1A, binds strongly to human FMRP.
FMRP was demonstrated to inhibit mRNA
translation of this gene, and in the absence
of FMRP, the translation of human EF-1A
is derepressed.

Recently, the C-terminal region of FMRP
was identified as major site of specific
mRNA interaction. A specific, high-affinity
binding site for its own mRNA in the
RGG box region of FMRP was identified. A
100-nucleotide mRNA fragment, situated
in the region encoding the RGG box,
was shown to contain a purine-quartet
motif predicted to form a planar structure.
This so-called G-quartet structure was
shown to be involved in the binding of
FMR1-mRNA by FMRP (Fig. 7). At the
same time, Darnell et al. (2001) identified
FMRP-bound mRNAs, by screening a
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pool of 96-mer RNAs containing 52
bases of random sequence. A common
motif preferentially bound by FMRP was
identified as a G-quartet.

In vivo studies also revealed G-quartet-
containing mRNAs as targets of FMRP.
mRNAs associated with FMRP-mRNPs
that interact with active translating ribo-
somes in mouse brain were isolated and
hybridized on microarrays containing a
significant proportion of murine genes.
By subtracting the expression patterns of
knockout and control mice, RNAs specif-
ically bound to FMRP were identified. In
a similar way, mRNA populations in the
polyribosomal fractions of lymphoblasts
of fragile X patients were compared with
controls. The studies revealed a long list of
FMRP-associated mRNAs. A total of 426
mRNAs were identified in both the human
and the mouse studies. Moreover, 14 of the
mRNAs were identified in both the exper-
iments of Darnell et al. (2001) and Brown
et al. (2001). Eight of them revealed a G-
quartet structure including, for example,
NAP22, which is present in axon termi-
nals and dendritic spines and plays a role
in maturation or maintenance of synapses.
In addition, in both studies MAP1B was
identified, which is involved in transport
within neurons and is the human ortholog
of the Drosophila futsch gene (Chapter 6).

Using the Fmr1 knockout mouse model,
Zalfa et al. (2003) revealed that FMRP
regulates translation of specific dendritic
mRNAs. The translational efficiency, the
percent of a given mRNA that is associ-
ated with polysomes (PMP = Percent of
Messenger on Polysomes), was quantified
and shown to be different for specific
RNAs, including those that encode for
cytoskeletal proteins such as Arc and
MAP1B and signal transduction molecules
such as α-CaMKII. Interestingly, interac-
tion occurred through a ribonucleoprotein

complex that includes the small dendritic
noncoding RNA BC1. It was shown that
BC1 directly binds to FMRP and is able to
base-pair with regions of complementarity
between BC1 and the regulated mRNAs.
BC1 may be required for FMRP associ-
ation with the targeted mRNAs and for
determining the binding specificity.

In vivo binding of mRNAs to FMRP
in hippocampal neurons was determined
using antibody-positioned RNA amplifi-
cation, a novel technique that allows
identification of RNAs that are directly
associated with FMRP in the cell. Ap-
proximately 83 genes believed to interact
directly with FMRP were identified. The
FMRP interacting mRNAs were mostly
involved in diverse aspects of synaptic plas-
ticity and neuronal maturation. G-quartets
are present in a small percentage of the
mRNAs indicating that other factors in ad-
dition to the G-quartet are important in
FMRP–RNA binding. Interestingly, some
of the proteins encoded by the RNA
showed a discrete change in abundance
and subcellular distribution. The identified
mRNAs include the glucocorticoid recep-
tor α (GRα). It is a low-affinity receptor
for corticosteroid hormones, involved in
the electrical activity in the hippocampus
in response to mineralocorticoid recep-
tor stimulation. The receptor showed a
change in dendritical distribution in the
hippocampus of the knockout mouse. Di-
minished responsiveness of the receptor
is compatible with learning problems ob-
served in fragile X patients.

4.6
Function of FMRP in Neurons

The ability of FMRP to bind RNA,
its association with ribosomes, and the
observation that the protein shuttles
through the cell lead to the hypothesis that
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Fig. 8 A hypothetical model of the FMRP
function in the neuron. FMRP is transported
from the cytoplasm to the nucleus, where it
assembles into an mRNP particle, containing
specific mRNAs and other proteins. The mRNP

particle is transported to the cytoplasm and
mRNAs are presented to the polyribosomes in
the perikaryon and the dendrites nearby
the synapses.

FMRP may play a role in mRNA transport
from the nucleus to specific destinations
in the cell (Fig. 8). This hypothesis is
supported by the observation that FMRP
associates in the nucleus with mRNAs and
proteins to form an mRNP particle that is
transported through the cytoplasm and is
presented to the ribosomes for translation.
It is not clear what happens with FMRP
after translation. FMRP may be released
from the ribosomes as a free protein after
translation termination or may be trapped
in cytoplasmic granules.

Because of the putative role of FMRP
in cellular mRNA transport, dendritic
mRNA transport was investigated in an
FMR1–EGFP stable transfected PC12
cell line with an inducible expression

system (Tet-On) for regulated expression
of the FMRP–GFP fusion protein. Af-
ter Dox-induction, FMRP–GFP was lo-
calized in granules in the neurites of
PC12 cells. Using time-lapse microscopy,
the trafficking of FMRP–GFP granules
into the neurites of living PC12 cells
was demonstrated. Motile FMRP–GFP
granules displayed two types of move-
ments: oscillatory (bidirectional) and uni-
directional anterograde. The average ve-
locity of the granules was 0.19 µm s−1

with a maximum speed of 0.71 µm s−1.
The movement of FMRP-labeled granules
was microtubule-dependent. Colocaliza-
tion studies showed that the FMRP–GFP
granules also contained RNA, riboso-
mal subunits, kinesin heavy chain, and
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FXR1P molecules as constituents. This
observation stresses the putative role
for FMRP–mRNP particles in dendritic
mRNA transport to the synapse.

In the synapse, FMRP might regulate
the translation of certain mRNAs. Inter-
estingly, local protein synthesis plays an
important role in neuronal processes, in-
cluding learning and memory. FMRP can
be detected in polysomes of synaptoneu-
rosomes, neuronal preparations highly
enriched in synapses. Synaptoneurosomes
respond to stimulation by metabotropic
glutamate agonists with fast-increasing
polyribosome formation and accelerated
protein synthesis. The synthesis of FMRP
in the synaptoneurosomes increases after
stimulation with the neurotransmitter glu-
tamate, suggesting that synthesis of this
protein in synaptoneurosomes is triggered
by a class I glutamate receptor. On the
other hand, different experiments reported
that Fmr1 knockout mice have lowered
expression levels of the glutamate recep-
tor mGluR1 in the cerebral cortex and in
the granule cell layer of the cerebellum,
but not in the hippocampus. Thus, it has
been suggested that this receptor alter-
ation disturbs local protein synthesis and
leads to impaired cortical synaptic plas-
ticity. These findings suggest a specific
function in the modulation of FMRP syn-
thesis at postsynaptic sites and, in addition,
that FMRP has a role in neurotransmitter-
actuated polyribosome assembly. FMRP
synthesis can also be affected by the
brain-derived neurotrophic factor, BDNF,
a known regulator of synaptic plasticity.
BDNF downregulates the FMRP expres-
sion in cultured hippocampal neurons as
well as in mouse brains. This downregu-
lation by BDNF is a response to increased
tyrosine kinase receptor signaling. The de-
creased FMR1-mRNA amounts could be

correlated to a decreased amount of FMRP
in the cell.

The in vivo trigger of FMRP synthesis
is not known, but FMRP increases in
the barrel cortex after whisker stimulation
in rats, a model of experience-dependent
plasticity. This increase was notably ob-
served in subcellular fractions enriched for
synaptoneurosomes and polyribosomes,
suggesting a site-specific production of the
protein. The altered level of FMRP most
likely influences the translation of specific
mRNAs in the synapse. Inhibition of the
synthesis of its own mRNA, MAP1B, Arc,
and α-CaMKII has been demonstrated,
but it remains unclear whether all cel-
lular RNAs that are bound by FMRP are
translationally repressed.

Thus, FMRP plays an important role in
translation of proteins in the dendrites af-
ter specific triggering. Abnormal synaptic
protein synthesis in the absence of FMRP
could underlie variable symptoms of the
fragile X syndrome, including the pres-
ence of immature spines and impaired
synaptic maturation.

5
Paralog Genes FXR1 and FXR2

FMR1 has two paralog genes called FXR1
and FXR2 (fragile X–related protein 1 and
protein 2). FXR1 was identified by cross-
hybridization with an FMR1 probe, while
FXR2 was identified by yeast two-hybrid
assays using whole FMRP as bait. The
FXR1 and FXR2 genes have been localized
to 3q28 and to 17p13.1 respectively. Overall
similarity with FMR1 is high, especially
in the amino-terminal half of the gene,
and both FXR1 and FXR2 proteins contain
identical functional domains as FMRP,
including two KH domains, an RGG box,
an NES, and an NLS (Fig. 9). Sequences
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corresponding to exons 11 and 12 in FMRP
are not identified in the two paralog genes.
FMRP shows 86% and 70% homology to
FXR1P and FXR2P respectively. Specific
differences include the carboxyl end of
FXR1P that is very different from that of
FMRP and the FXR2P amino-terminus
that contains an extra 10 amino acids
compared to FXR1P and FMRP. The 5′
and 3′ UTR of FXR1 and FXR2 are up to
five times shorter than that of FMR1. The
3′ UTR of FXR1 shows a high similarity
with FMR1 and is highly conserved during
evolution, while that of FXR2 shows no
similarity with FMR1. No CGG repeat
is present in the FXR1 sequence, while
the 5′ UTR of FXR2 contains a short
(CGG)4 unit.

FXR1 has seven isoforms with the
two major ones having a predominant
mRNA, 2.2 to 2.4 kb in size. The pro-
tein FXR1P has a molecular mass of
respectively 70 and 78 kDa. There is
a tissue-specific alternative splicing for
FXR1 pre-mRNA in the 3′ carboxyl part.
The FXR2 gene generates a 3 kb-sized
mRNA and the protein FXR2P has a mass
of 95 kDa.

The expression pattern of FXR1P and
FXR2P shows some similarities but also
important differences with that of FMRP.
In the testis, FMRP is only expressed
in the spermatogonia, whereas FXR1P is
expressed in postmeiotic spermatides at
high levels, especially in the microtubules
of sperm tails, and FXR2P is expressed in
the tubuli seminiferi. A specific isoform
of FXR1P is highly expressed in the
muscles and the heart, where FMRP
expression is nearly absent. In the brain,
both homolog proteins are expressed in
neuronal cytoplasm. In fragile X patients,
similar expression levels of FXR1 and
FXR2 are noticed in all tissues compared
to controls.

On the basis of the sequence simi-
larity between FMR1, FXR1, and FXR2,
it has been suggested that FXR1P and
FXR2P may have a similar function in
the cell as FMRP and can partially com-
pensate for its loss in fragile X patients,
explaining the relatively mild phenotype
of patients. Similarities include the local-
ization in the cytoplasm, the association
with polyribosomes, and the capability to
bind RNA. In addition, both the paralog
proteins can form homodimers and het-
erodimers with each other and with FMRP
(Fig. 7), though, like FMRP, FXR1P, and
FXR2P are predominantly cytoplasmic
proteins, with some expression observed
in the nucleus. FXR1P is able to shuttle
between the nucleus and the cytoplasm,
while FXR2P and some of the isoforms
of FXR1P shuttle between the nucleolus
and the cytoplasm. However, though some
functional redundancy seems likely, dif-
ferences between the FXR proteins and
FMRP are also apparent. Unlike FMRP,
FXR1P and FXR2P do not inhibit trans-
lation and have a different localization
in some tissues. Moreover, it is unclear
whether FXR1P and FXR2P can bind G-
quartet-containing mRNAs to the same
extent as FMRP.

6
Amino-terminal Interacting Proteins

Using the N-terminal domain of FMR1
containing the NLS, Bardoni et al. (1999)
identified a novel protein that interacts
with FMRP by a yeast two-hybrid as-
say (Fig. 7). The interacting protein was
called NUFIP (nuclear FMRP interacting
protein). It shows no homology with
known proteins in the databases. NU-
FIP maps to chromosome 13q14, while
a pseudogene maps to chromosome 6q12.
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NUFIP contains two C2H2 zinc finger mo-
tifs and an NLS. The protein is mainly
localized in the nucleus in a dotlike dis-
tribution but is also observed in the
cytoplasm, where it associates with ribo-
somes. NUFIP interacts with FMRP both
via the N-terminal and the C-terminal half,
suggesting the presence of two protein-
interacting regions. Despite the fact that
the 5′ region of the FMRP gene, used as
bait to pick up NUFIP, is highly simi-
lar between FMRP, FXR1P, and FXR2P,
no interaction between NUFIP and the
other FXR proteins could be detected. The
mouse NUFIP shows a 95% homology
with the human NUFIP and has an ex-
pression pattern comparable with that of
FMRP, with high expression in the neu-
rons of the hippocampus and the cortex,
and in the Purkinje cells of the cerebel-
lum, but lower expression in the granular
cell layer. No expression was detected in
glia cells. NUFIP is also expressed in fi-
broblasts and lymphoblasts. Not only is
the expression pattern of NUFIP similar
to that of FMRP but, in addition, the RNA-
binding capacities of NUFIP do resemble
those of FMRP as NUFIP binds with high
efficiency to poly(G), with less efficieny to
poly(U), and shows no affinity to poly(A) or
poly(C) homopolymers. The RNA binding
domain of NUFIP has not been identi-
fied yet.

More recently, two additional FMRP
interacting proteins, named CYFIP1 and
CYFIP2 (cytoplasmatic FMRP interacting
protein 1 and 2), were isolated. CYFIP1
and CYFIP2 are 88% identical on protein
levels and both are conserved during
evolution but do not show similarities
with genes in the database. The CYFIP
proteins are expressed in the synaptic
terminals of neurons in the brains, where
it colocalizes with FMRP to ribosomes
in the cytoplasm. The first coiled coil

region of FMRP, encoded by exon 7 and
mediating FMRP–protein interaction, is
involved in the interaction of FMRP with
CYFIP proteins (Fig. 7). Despite the high
sequence similarity between the CYFIP
proteins, CYFIP1 interacts only with
FMRP, whereas CYFIP2 interacts with
FMRP, FXR1P, and FXR2P. Not much
is known about the function of the CYFIP
proteins, but CYFIP1 appeared to be an
interactor of the Rac1 protein, a member
of the Rho–GTPase family, which plays
a role in maturation and maintenance of
dendritic spines by controlling the actin
cytoskeleton.

7
Animal Models

7.1
Comparison between Species

Orthologs of the FMR1 gene have been
identified in different species such as
mouse, rat, chicken, Xenopus laevis, Danio
rerio, monkey, and Drosophila. The protein
is well conserved between species. The
murine, frog, chicken, and fly proteins
are 97, 86, 92, and 31% identical to the
human FMRP respectively. Homology is
nearly 100% within the KH domain, while
a lower similarity in the RGG box region
is observed. Outside the coding region, the
3′ UTR is well conserved among species.
The 5′ UTR region is highly GC-rich in all
species analyzed, and a CGG repeat has
been detected in most mammals. Chicken
contains a 99-unit-long CCT repeat in place
of the CGG repeat, flanked on both sides by
dinucleotide repeats. No instability upon
generational transmission was observed
in these repeats in species other than man
and monkey.
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7.2
What Have We Learned from the Mouse
Model?

As in humans, the murine FMR1 gene
is located on the X chromosome. All
functional domains present in the human
protein, 2 KH domains, an RGG box, two
coiled coils, an NLS, and an NES are
well preserved (Fig. 9). In the 5′ UTR,
a triplet repeat containing 9 to 11 CGG
repeats has been identified, depending on
the mouse strain, interspersed by 1 CGA
triplet. No fragile site and no spontaneous
CGG-repeat instability have been observed
in the mouse. The expression pattern of
the murine FMR1 gene is comparable
with that of the human gene with
abundant expression in the testis and the
hippocampus.

Approximately 10 years ago, a knockout
mouse model was constructed. Using
homologous recombination, the Fmr1
sequence was interrupted by a neomycin
cassette in exon 5 of the gene. Although the
knockout mutation in the mouse FMR1
gene differs from the dynamic mutation
in most fragile X patients, both mutations
lead to the same result: absence of protein
product. The fragile X knockout mouse
is fertile, and visual inspection revealed
no obvious abnormalities. It has been
subjected to a wide range of pathological,
physiological, and behavioral tests.

7.2.1 Macroorchidism
Macroorchidism is present in the great
majority of fragile X patients after puberty.
In the knockout mouse, macroorchidism
can be observed from day 15 after birth,
increasing to a difference of 30% in weight
at half a year of age. Similar to observations
in human patients, pathological observa-
tion revealed no structural abnormalities
in the testis of the knockout mouse. It

was concluded that increased Sertoli cell
proliferation in the fragile X mice in a
well-defined period shortly before and af-
ter birth leads to higher spermatogenic cell
number and testicular weight.

7.2.2 Cognitive Testing
Spatial learning in mice can be measured
using the Morris water-maze test. In this
test, mice have to find a hidden platform in
a basin filled with opaque water during 12
learning trials. In the reversal phase, the
platform is moved to the opposite position
in the basin, and mice have to find the
platform in its new position during four
additional trials. It is particularly in this
reversal phase that mild learning deficit
is observed in the knockout mice. Similar
observations are reported when mice were
tested using the plus-shaped water maze
and the terrestrial radial maze. The nature
of the spatial deficit is not clear. The deficit
may point to hippocampal defects, but
other brain areas can also play a role in the
observed differences in this reversal test.

7.2.3 Motor Activity and Anxiety
Fragile X patients are reported to be hy-
peractive and anxious. Fragile X knockout
mice are more active than their control
littermates. However, as the difference in
activity between groups is mild and vari-
ance within groups is high, hyperactivity
may be too small to measure when reg-
istered during a single time period as
illustrated in Fig. 10.

A seemingly contradictory observation
is that Fmr1 knockout mice displayed
increased anxiety-related responses in the
exploratory behavior test, whereas lesser
anxiety is reported when measured in the
open field test. However, no difference in
anxiety was registered in the elevated plus
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Fig. 10 Motor activity testing of the fragile X knockout mouse in comparison with
control littermates. In one experiment, the total number of beam crossings was
significantly elevated after 2 h of registration (P < 0.005), while after 16 h no
statistical difference (N.S.) between both groups was observed. When the individual
data were considered (black circles, knockout; white circle, control), it is noticed that
a single outlier in the group of individual mice influenced the test result.

maze, considered to be the most suitable
test to measure anxiety.

7.2.4 Acoustic Startle Reflex
The acoustic startle response is a behav-
ioral tool to assess brain mechanisms of
sensorimotor integration and is mediated

by neurons in the lower brainstem. The
knockout mice exhibited increased audi-
tory startle-response amplitudes to low-
intensity stimuli and decreased responses
to high-intensity stimuli. The increased
response to low-amplitude stimuli is com-
patible with the hyperarousal of fragile
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X patients, while the decreased reactivity
of the fragile X knockout mouse to high-
amplitude stimuli is compatible with the
decreased functioning of the neuronal con-
nections in fragile X patients.

Prepulse inhibition was also affected
in fragile X mice. In this variant of the
acoustic startle response, a prepulse pre-
ceding the stimulus itself suppresses the
response. Prepulse inhibition is depen-
dent on a more complex forebrain cir-
cuitry. Inhibition was stronger in fragile X
knockout mice compared to controls, sug-
gesting involvement of the forebrain pe-
dunculopontine nucleus pathway in fragile
X syndrome.

7.2.5 Audiogenic Seizures
Spontaneous seizures are observed in
more than 20% of the fragile X patients.
These spontaneous seizures are never
observed in the knockout mouse, but an
increased sensitivity to epileptic seizures
in response to auditory stimuli is detected
in the knockout mouse. This may indicate
that absence of Fmrp results in increased
cortical excitability and is consistent with
the sensory hypersensitivity of fragile
X patients.

7.2.6 Neuroanatomy and Physiology of
the Knockout Brain
Magnetic resonance studies of mouse
brains did not reveal size differences in
brain areas reported to be of abnormal
size in human patients. As in human
fragile X patients, impaired neuronal mat-
uration is observed in the knockout mice.
In cortical layer V of knockout mouse
brains, pyramidal neurons have more elon-
gated, thin, immature, and tortuous spines
along the dendrites. In addition, a trend
toward a higher spine density, character-
istic for human fragile X patients, was

observed. Since the knockout mice have
an excess of immature spines, synap-
tic connectivity may be impaired. This
may suggest that the fragile X protein
is required in synaptic pruning and mat-
uration processes in neurons, although
at present it has not been established
whether the neural abnormalities are the
cause or the consequence of the mental
retardation.

A detailed study of the hippocampus
did reveal possible subtle neuroanatomic
abnormalities. Sections through the hip-
pocampus revealed excessive sprouting of
the intra- and infra-pyramidal mossy fibers
in subfield CA3 in knockout mice. This
suggests increased axonal branching and
synaptogenesis in the knockout mouse,
perhaps related to the increased sensitivity
to seizures. However, a decrease in size of
the mossy fibers in the same hippocam-
pal area was reported in an independent
study. The reason for the discrepancy be-
tween both studies is not clear but could be
related to strain differences. FVB mice with
an unusually small CA3 subfield were used
in the first-named study, whereas C57BL/6
mice with a relatively large CA3 subfield
were used in the second study.

Detailed studies of dendritic processes
of spiny stellate neurons in barrels, the
cylindrical arrangements of neuronal cell
bodies that define processes in the so-
matosensory cortex for the large facial
whiskers, revealed additional subtle ab-
normalities. During normal development,
dendritic processes extend in all directions
from the cell body. Branches directed to-
ward the interior of the barrel continue pro-
liferating during development and those
directed away from the interior are with-
drawn. In knockout mice, no differences
were observed for branches directed to-
ward the barrel interior, while the branches



Fragile X-linked Mental Retardation 607

directed away from the interior remained
more extensive compared to the controls.

Metabolic rates are also altered in the
knockout mouse. Qin et al. (2002) mea-
sured the cerebral metabolic rates for
glucose, CMRglc, as an indicator of the level
of functional activity in 38 brain regions
of fragile X knockout mice and wild-type
littermates. In 26 of the 38 regions, the
CMRglc level was significantly increased
in the Fmr1 knockout mice, particularly
in the regions of the limbic system and
primary sensory and posterior parietal cor-
tical areas. Interestingly, these areas are
involved in motor activity and exploration,
processes that are affected in the knock-
out mice. Thus, the increased level of
the energy metabolism in cortical struc-
tures correlates with abnormal dendritic
spine morphology and an increased exci-
tatory state.

7.2.7 FMRP is Involved in Long-term
Plasticity
Long-term potentiation (LTP), a long-
lasting increase in synaptic efficiency, is
believed to be involved in learning and
memory. No altered LTP was measured
in the hippocampus of the knockout
mouse, but Li et al. observed severely
reduced LTP when measured in the cortex.
Reduced LTP could be correlated with a
decreased quantity of GluR1 expression in
the central synapses.

Long-term depression (LTD), a second
form of hippocampal synaptic plasticity, is
the opposite of LTP. It is triggered by
the activation of group 1 metabotropic
glutamate receptors. LTD appeared sig-
nificantly enhanced in the hippocampus
of the knockout mouse. While at first an
unexpected finding, increase in LTD is
consistent with the finding that Fmrp is a
negative regulator of translation. As LTD
is protein synthesis–dependent, absence

of the translational inhibitor, FMRP, may
inhibit the protein synthesis necessary for
LTD (Fig. 11).

Since LTD and LTP are involved in
learning and memory, it is tempting to
speculate that abnormalities in synaptic
connections in the knockout mouse may
be related to the cognitive deficits in the
fragile X syndrome.

7.2.8 FXR1/FXR2 Knockout Mice
It could be speculated that the abnormal-
ities observed in the fragile X knockout
mouse are relatively mild because the para-
log genes Fxr1 and Fxr2 partially take over
Fmrp function. Knockout mice for both
paralog genes have been generated. Mice
homozygous for the Fxr1 knockout die
shortly after birth because of respiratory
problems (Siomi, personal communica-
tion). Mice heterozygous for the Fxr1
mutation seem to be lighter and smaller
than control littermates but not much is
known about their phenotype. The Fxr2
knockout mouse is viable and fertile and
shows no obvious abnormalities. It has
been subjected to a similar range of behav-
ioral and pathological tests as the fragile X
knockout mouse. Like the Fmr1 knockout
mouse, the Fxr2 knockout mouse shows
no obvious pathological abnormalities, is
hyperactive, and performs poorly in the
Morris water-maze test. Double or triple
mutants of Fmr1/Fxr mice have not been
described as yet, but such multiple knock-
outs may show us more of the possible
redundancy in function of the Fxr proteins.

7.3
What Have We Learned from Drosophila?

7.3.1 The Ortholog, dFmr1
dFmr1, the Drosophila melanogaster or-
tholog of the FMR1 gene, appears to
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Fig. 11 Hypothetical model of the regulation of
FMRP translation in a hippocampal synapse
adapted from Huber et al. (2002). Stimulation of
mGluR5 induces local mRNA synthesis. This
results in novel protein synthesis that, in turn,
stimulates the internalization of the AMPA and
NMDA glutamate receptors, both essential for
long-term plasticity. One of the proteins

stimulated by mGluR5 activity is FMRP. As
FMRP is a negative regulator of transcription, an
increase in FMRP may result in a local decrease
in mRNA translation. The resulting decrease in
protein synthesis may slow down the
internalization of the glutamate receptors,
resulting in an increase in LTD.
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be the only gene of this protein fam-
ily in Drosophila with equal similarity to
FMR1, FXR1, and FXR2 (Fig. 9). No CGG
repeat is present in the 422-bp-long 5′
UTR region. Alternative splicing in dFmr1
occurs across the gene giving rise to dif-
ferent splice forms, but nothing is known
about the expression of these splice prod-
ucts yet.

Like the human FMRP, the dFmr1 pro-
tein contains 2 KH domains, an RGG
box with 50% identity to the human
FMR1 RGG box, an NES, and an NLS.
The dFmr1 NES shows little sequence
conservation when compared to human
FMRP and it remains to be deter-
mined whether it is a functional nu-
clear export signal. The region involved
in the binding of FMRP to the 60S
ribosomal subunit is also present in
dFmr1.

The protein can be observed in the cy-
toplasm, but a nuclear localization has
not been detected. dFmr1 is expressed
in early embryo starting from gastru-
lation. It is highly expressed in neu-
rons but not in glia. It is not enriched
in synapses. dFmr1 is moderately ex-
pressed in muscles, in presynaptic motor
neurons, and in postsynaptic muscles
during embryonic development and in
the larvae.

Using heteropolymer binding essays,
dFmr1 shows high affinity for poly(G),
weaker affinity for poly(U), and no affin-
ity for poly(C) and poly(A), character-
istics identical to the human protein.
Point mutations have been introduced in
the highly conserved isoleucine residues,
corresponding to the human Ile304Asn
mutation, within each of the KH do-
mains (I244N and I307N). Like mutated
human FMRP, mutated dFmr1 loses
the capacity to bind poly(U); dFmr1
binds with high capacity to human

FMR1, but shows only moderate bind-
ing capacities with FXR1 and FXR2 and
with itself.

7.3.2 dFmr1 is Involved in Neuronal
Maturation
Different mutant flies, including dFmr1
null mutants, dFmr1 overexpression mu-
tants, and I244N and I307N KH point
mutants, have been constructed to study
the role of dFmr1 in Drosophila. The in-
troduction of dFmr1 null mutants is not
lethal, but some mutants fail to eclose
properly, and only a few ‘‘escapers’’ sur-
vive. Overexpression of dFmr1 leads to
severe rough-eye phenotype, whereas null
mutants have no detectable effect in the
structure of the eye. Photoreceptor de-
velopment and function are not effected
by loss of dFmr1, but overexpression of
dFmr1 in the antennal disc of the eye
causes apoptosis.

As observed in humans and mice,
absence of dFmr1 and even different
concentrations of dFmr1 compared to con-
trols causes aberrant synaptic growth and
plasticity. While overexpression of dFmr1
gives undergrowth of synapses and causes
presynaptic enlargements of single synap-
tic boutons of twice the size, the null
mutant of dFmr1 shows synaptic over-
growth and overelaboration of synaptic
terminals but has no visible effect on
the size of the synaptic boutons. Null
mutants of dFmr1 exhibit aberrant small
ectopic neurite branches, probably causing
a misregulation of the intrinsic branch-
ing program. There is also a mistargeting
of axons and looping fibers, potentially
because of guidance defects. In dFmr1
null mutants, fiber extension abnormal
morphology in the dorsal-cluster (DC) neu-
rons is observed, as shown in Fig. 12.
The level of dFmr1 determines the sever-
ity of the phenotype. The phenotype of
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(a)

(b)

Fig. 12 Illustration of abnormal
neuronal migration in Drosophila dFmr1
null mutant. Comparison of
(a) heterozygous with (b) homozygous
mutants shows a reduction in the
number of dorsal-cluster neuron axons
crossing from the lobula into the
medulla. This finding suggests that in
dorsal-cluster neurons, dFMR1 is
required for proper extension and
pathfinding of axons. (Photograph
kindly provided by Katsu Okamura and
Haru Siomi.)

the overexpression mutant is more severe
than that of the loss-of-function mutant.
dFmr1 overexpression caused a complete
failure of axon extension from the lob-
ula to the medulla. Overexpression of an
I307N mutant dFmr1 causes defects sim-
ilar to those observed in loss-of-function
mutants but are less severe. These findings
suggest that dFmr1 acts as an inhibitor
of axon extension and as a regulator of
axon growth and synapse formation in
the cell.

7.3.3 MAP1B may be Involved in the
Fragile X Syndrome
MAP1B is a protein that regulates the
growth of dendrites, axons, and synapses.
The Drosophila homolog for MAP1B has
been identified as futsch. Using dFmr1-
specific antibodies, futsch mRNA could
be coprecipitated, suggesting that it may
be part of the dFmr1–mRNP complex.
MAP1B has also been identified as an
in vivo target of FMRP and its mRNA
contains a G-quartet. The level of futsch
mRNA in Drosophila is inversely related to
the level of dFmr1. Null mutants of dFmr1
display an increase in futsch mRNA, while
overexpression mutants show a decrease
in futsch-mRNA level. Overexpression of
futsch in the fly causes neuromuscular
junction overgrowth and increased bouton
number, synaptic area, and branching.
Introducing double futsch/dFmr1 null
mutations rescued the structural and
functional defects compared to dFmr1
mutant flies. This may suggest that
dFmr1 regulates synaptic maturation and
plasticity by functioning as a translational
repressor of futsch mRNA.

7.3.4 dFmr1 is Involved in Circadian
Rhythm Regulation
Most dFmr1 loss-of-function mutant flies
develop until the pharate adult stage
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but fail to eclose in the early morning.
Moreover, while wild-type flies eclose
during the early morning, dFmr1 null
mutants may eclose at all times of the
day. This suggests a defect in the circadian
rhythm. This could be demonstrated by
activity measurements. dFmr1 mutants
show severely decreased activity levels
without any day–night periodicity when
the frequency with which flies cross
an infrared beam was measured in the
locomotor activity test, whereas wild-
type flies exhibit a rhythmic pattern
of rest and activity during a 23.5 h
circadian cycle. The circadian defect was
rescued by introducing the wild-type
dFmr1 gene as a transgene into the
null mutant, while overexpression of
dFmr1 lengthened the circadian pattern.
Futsch mutants and dFmr1/futsch double
mutants have no circadian defect and no
change in locomotor activity or strength of
rhythmicity.

Independently, Dockendorff et al. (2002)
and Morales et al. (2002) concluded that
clock genes are not affected in the dFmr1
mutant flies, suggesting that the dFmr1
mutations may have a strong effect on the
pathway downstream from the endoge-
nous clock components. Consistent with
this hypothesis, the amplitude of the os-
cillations of the cAMP responsive-element
binding protein, CREB, was found to be
reduced in the mutant dFmr1 flies, sug-
gesting that dFmr1 affects this known
molecular output of the clock.

7.3.5 dFmr1 may be Involved in RNA
Interference
dFmr1 was found to interact with L5 and
L11, two large ribosomal subunit proteins.
This demonstrates that, like the human
fragile X protein, the dFmr1 protein
associates with the 60S ribosomal subunit
in Drosophila. The finding that not the

dFmr1 region equivalent to the ribosomal
binding domain in human FMRP but the
285–amino acid–long C-terminal end of
the dFmr1 protein binds both ribosomal
proteins was peculiar. The L5 protein
is associated with 5S rRNA and forms
a ternary complex by binding dFmr1
protein, suggesting that dFmr1 interaction
with ribosomes takes place via the L11
protein and the L5/5S rRNA complex.

Two other proteins found associated
with the dFmr1 protein in Drosophila are
AGO2 and Dmp68. AGO2, a member of
the Argonaute gene family, is an important
component of the RNA-induced silencing
complex (RISC), which recognizes and
cleaves homologous mRNAs and mediates
RNAi in Drosophila. Dicer, an enzyme that
processes both miRNA and siRNA was
also part of the complex containing AGO2
and dFmr1. p68, the human ortholog
of Dmp68, unwinds short dsRNA in an
ATP-dependent manner. Dmp68 is also
required for efficient RNAi. Binding to
both proteins suggests that dFmr1 may be
involved in RNAi.

7.3.6 dFmr1 is Modified After Translation
CKII is a protein that phosphorylates nu-
clear and nonnuclear proteins and is highly
conserved among species. Recent studies
identified Drosophila casein kinase II as a
protein phosphorylating dFmr1. The phos-
phorylated Ser406, located upstream of the
RGG box in dFmr1, is a conserved amino
acid between the fly and human FMR1
and FXR proteins. In vitro, replacement of
the serine with alanine residues in dFmr1
protein and human FMRP abolishes CKII
phosphorylation. Phosphorylation affects
the efficiency of dFmr1 to form homo-
mers and to bind other RNAs. Though
phosphorylation was observed in vivo, the
significance of this posttranslational mod-
ification remains unclear.
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8
Phenotypic Effect of the Premutation

With the advent of a DNA-based diagnos-
tic test, the study of premutation carriers
has increased. Individuals with a pre-
mutation were initially thought to have
no phenotypic manifestations. However,
a number of studies have reported mild
learning disabilities and emotional prob-
lems in a small subgroup of premutation
carriers. Subsequent study demonstrated
that these findings challenge the view
that premutation carriers of FraX are
unaffected. Premutation carriers have an
increased risk for premature ovarian fail-
ure (POF) in females. Hundscheid et al.
(2000) found that paternally inherited pre-
mutations were more likely to give rise
to POF than maternally inherited pre-
mutations. This imprinting was not seen
by the other groups, perhaps as a re-
sult of differences in the age of the
study population or differences in inclu-
sion criteria.

Recent studies in premutation carriers
showed that the length of the CGG repeat
has an inverse correlation with the FMRP
levels, while it has a positive correlation
with the FMR1 mRNA levels. Tassone et al.
(2000) described premutation carriers with
more than 100 CGG repeats having a
reduced number of FMRP-positive cells
but with at least fivefold elevated mRNA
levels. These findings lead to the hypoth-
esis of a compensatory mechanism. If the
translation of FMR1 mRNA is less effi-
cient or defective, low FMRP levels initiate
via feedback induction FMR1 transcrip-
tion. The resulting high FMR1 mRNA
levels can only partially compensate the
defect since normal FMRP levels are not
achieved in cells with large premuta-
tion repeats. It is yet unknown whether
FMRP levels itself are the crucial factor

at work in this compensatory mechanism
or whether it is coupled with the length
of the CGG repeat. The expanded CGG
repeat may lead to proportionally more
open promoter conformation and conse-
quently enhanced transcriptional activity.
The normal FMR1 message levels in the
mutant I304N cell line argues against a
role for the lack of functional FMRP as
a modulator of transcriptional activity of
the FMR1 gene. Another candidate for
the upregulation of the FMR1 expression
might be CGGBP1, a CGG-binding pro-
tein, that has shown the ability to regulate
expression from the FMR1 gene with a
small CGG repeat. It can be hypothe-
sized that in the case of an elongated
CGG repeat, the CGGBP1 might be se-
questered owing to extensive binding to
the elongated repeat in the mRNA, re-
sulting in a lowered active concentration
of CGGBP1. A lower CGGBP1 concen-
tration results in an increased FMR1
transcription.

Elevated FMR1 mRNA levels and/or re-
duced FMRP levels result in a phenotype
recently described in older males carrying
a premutation. These males may exhibit a
unique neurodegenerative syndrome char-
acterized by progressive intention tremor
and ataxia. More advanced cases are ac-
companied by memory and executive
function deficits, anxiety, and eventual de-
mentia. MR imaging studies (T2 signal)
of the brain of symptomatic adult male
premutation carriers showed a characteris-
tic imaging, including hyperintensities of
the middle cerebellar peduncle, cerebellar
white matter lateral, superior, and infe-
rior to the dentate nuclei, and volume loss
involving the pons, mesencephalon, cere-
bellar cortex, cerebral cortex, white matter
of the cerebral hemispheres, and corpus
callosum. Neurohistological studies on the
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brains of four symptomatic elderly pre-
mutation carriers demonstrated neuronal
degeneration in the cerebellum and the
presence of eosinophilic intranuclear in-
clusions in both neurons and astroglia.
Furthermore, the inclusions showed a
positive reaction with antiubiquitin anti-
bodies, which suggests a link with the
proteasome degradation pathway. The ori-
gin and constitution of the inclusions
is poorly understood; however, elevated
FMR1 mRNA levels have been proposed
to be important for the formation of
the inclusions.

A ‘‘knock-in’’ CGG triplet mouse has
been generated that showed moderate
CGG-repeat instability upon both mater-
nal and paternal transmission. These mice
showed an increased expression of FMR1
mRNA and a decreased expression of
FMRP. The presence of ubiquitin-positive
intranuclear inclusions was seen in neu-
rons of the CGG expanded-repeat mouse.
An increase in both the number and the
size of the inclusions was observed during
the course of life, which correlates with
the progressive character of the cerebellar
tremor/ataxia syndrome in humans. The
observations in expanded-repeat mice sug-
gest a correlation between the presence
of intranuclear inclusions in distinct re-
gions of the brain and the clinical features
in symptomatic premutation carriers. The
presence of inclusions in expanded-repeat
mice supports a direct role of the FMR1
gene, by either CGG expansion per se or
mRNA level, in the formation of the inclu-
sions, which in humans could have also
be explained by a synergistic effect with
another genetic locus.

These two clinical features are remark-
able in that they are unique to premu-
tation carriers, while full-mutation indi-
viduals are not affected. As the number
of male premutation carriers is 10 times

the number of males with a full mu-
tation, the number of individuals who
are at risk for the ataxia/tremor pheno-
type is large. It is not known whether
females with a premutation suffer from
this asimilar phenotype. If so, the age of
onset can be expected to be later than
in males.

9
The FMR1 Mutation

The FMR1 CGG repeat containing less
than 50 CGGs is very stable. However,
the CGG repeat above 50 repeat units
is remarkably unstable. In the lower
premutation range, the repeat can increase
and decrease in size while staying in
the premutation range. In the upper
premutation range, the repeat can undergo
massive expansions to more than several
hundred repeats in full-mutation alleles.
Two reports have suggested that full-
mutation expansions are more likely to
occur in male than in female offspring.
However, a recent multicenter study
found no significant differences in the
proportion of full-mutation alleles in male
or female fetuses.

9.1
Mechanism of CGG-repeat Expansion

Repeat instability is influenced by several
factors. First, only transmission through
the female germ line can give rise to a
full mutation in the next generation. In
contrast, transmission through the male
germ line, irrespective of whether the
male has either a full mutation or a
premutation in his somatic cells, always
reveals a premutation in the daughters.
Second, the instability of premutation
alleles in females is positively correlated
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with the repeat size. They may expand
to a different-sized premutation or a full
mutation, larger repeats being more prone
to expansion than smaller ones. Third,
not only the length of the repeat is a
risk factor for repeat instability but also
the composition of the repeat. Cryptic
AGG interruptions in the CGG repeat
might provide stability to the repeat and
instability might result from loss of AGG
interruptions. In the normal population,
the CGG repeat is interrupted by AGG
trinucleotides, most often at positions 10
and 20. Loss of AGG repeats leads to alleles
with longer perfect CGG-repeat tracts,
which are prone to expansion, especially
when the number of pure CGG units
exceeds 30. Premutation alleles have either
no or only one AGG repeat unit and are
therefore unstable.

Loss of these AGG interruptions al-
ways occurs at the 3′ end of the re-
peat tract, and as a consequence, the
longest pure CGG tract found within a
premutation or full mutation is always
located at the most 3′ end. The rea-
son for this polar variation might involve
the mechanisms underlying the repeat
instability. The polarity of expansion of
the CGG repeats in humans mimics the
orientation-dependent instability of CGG
repeats cloned into Escherichia coli and
Saccharomyces cerevisiae. This finding sug-
gests that a difference in leading- versus
lagging-strand synthesis may be involved
in repeat expansion.

Nonstructural, cis-acting factors may
be related to a specific haplotype back-
ground as certain haplotypes of polymor-
phic markers in and around the FMR1
gene are overabundant in fragile X chro-
mosome. Dombrowski et al. (2002) found,
in a population-based study, that gray
zone alleles or protomutations (40–55 re-
peats) also are often associated with a

specific fragile X syndrome-related haplo-
type. However, others, in a much smaller
number of unstable events, did not find
evidence for a specific haplotype as a risk
factor for instability.

Studies in yeast and E. coli suggest
that direction of replication, genetic back-
ground (including repair systems), tran-
scription, and growth conditions have an
influence on repeat instability too. Re-
peat instability is thought to be instigated
by the formation of d(CGG) secondary
structures. Several structures of the CGG
repeat, such as hairpins and tetrahelical
structures, have been suggested. The sta-
bility of the different structures seems
to differ between both templates. Paus-
ing of DNA polymerases at both hairpin
and tetrahelical structures was observed
in vitro as well as in vivo. This stalling
of DNA polymerase might increase the
probability of DNA polymerase slippage
and this can result in expansion of the
CGG repeat.

White et al. (1999) proposed the influ-
ence of RAD27, the yeast homolog of
human FEN1, as a trans-acting factor on
instability. RAD27 is necessary for correct
processing of Okazaki fragments and its
absence strongly increased CGG instabil-
ity. Interestingly, White et al. (1999) did
not observe any increase in the frequency
of large expansion events when studying
various CGG arrays in mlh1, msh2, msh3,
and msh6 mutant backgrounds. In fact,
it has been surprisingly concluded that
repeat instability requires mismatch re-
pair proteins.

It is likely that a multistep process is
involved in repeat instability since it has
never been observed that a normal repeat
expands to a full-mutation repeat upon
one transmission. The first step assumed
to be involved in the initial expansion
of trinucleotide repeats is slipped-strand
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3′5′

CGG repeat Hairpin formation and slippage 

Filling in

Replication of new DNA

+

Fig. 13 Model for instability and expansion of the CGG repeat. During
replication of the CGG repeat, a hairpin is formed followed by filling in of
the gap, resulting in expansion of the repeat during multiple rounds of
replication.

mispairing between DNA strands during
DNA replication (Fig. 13) or possibly re-
pair. Pausing of DNA polymerases allows
the formation of secondary structures on
the nascent lagging strand, which, if not
correctly excised, should result in a small
(up to 10 CGG-repeat units) increase. This
slippage model can explain relatively small
changes that occur within the normal and
premutation alleles. The slippage model is
the favored model, although other models,
such as unequal meiotic sister chromatid
exchange and/or gene conversion, are dif-
ficult to rule out.

For transition from premutation to full
mutation, a different mechanism must be
considered and it is thought that extremely
unstable structures are formed in the
nascent lagging strand owing to slippage
on both ends of Okazaki fragments
when these fragments contain solely CGG
repeats. Incorrect repair will then lead to

large expansions but might also result in
contractions or deletions.

9.2
Timing of CGG-repeat Expansion

The timing of the repeat expansion and the
difference observed in male and female
transmission of the repeat is an intriguing
feature of the mode of inheritance of
the fragile X syndrome. How and when
expansions from premutation to full
mutation occur is not known.

Oocytes from full-mutation female fe-
tuses have shown to contain a full mutation
without a detectable premutation, suggest-
ing a prezygotic model for expansion.
In male fetuses with a full mutation in
their somatic cells, the developing testes
also show absence of FMRP in most
cells. Testis tissue from a 13-week-old full-
mutation fetus showed only full mutations
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in the germ cells, while testis tissue from
an older fetus showed evidence of both
full and premutations in the germ cells.
Adult full-mutation males show only a pre-
mutation in their sperm cells. The most
likely model explaining these findings is
the prezygotic model in which the full mu-
tation is transmitted in the oocyte and the
mutation in sperm-producing cells is re-
gressed to a premutation size. While data
by Malter et al. (1997) point to a prezygotic
expansion, expansion occurring very early
in embryogenesis (before day 3–5) cannot
be ruled out.

The somatic mosaicism, often seen in
patients, can be explained by instability
that occurs postzygotically. Instability in
the full-mutation range can occur, but
also regression of the full mutation to a
premutation can occur in some cells in
somatic tissue. To study the exact timing
of repeat expansion, an animal model
will be required. The availability of an
animal model to study the CGG-repeat
instability will allow studying the repeat

length at different time points during
development.

10
Diagnostics

The identification of the FMR1 gene and
the mutational mechanism responsible for
the fragile X syndrome introduced reliable
DNA-based diagnostic tests, focused on
the detection of the CGG-repeat ampli-
fication in patients and carriers, with or
without associated hypermethylation. The
two DNA methods to determine the CGG-
repeat size are Southern blot hybridization
and the polymerase chain reaction (PCR).

The availability of antibodies directed
against FMRP allowed a diagnostic test
to identify fragile X patients on the basis
of the presence of FMRP in cells from
unaffected individuals and its absence in
cells from fragile X patients. Table 1 gives
an overview of the different mutations in
fragile X patients and carriers.

Tab. 1 Overview of the different mutations in fragile X patients and carriers.

Individual Mutation MR-
associated
CpG island

Number of
repeats

Methylation
of FMR-1

mRNA
transcription

Risk of
affected
offspring

Normal − − 6–50 − + −
NTM Pre- − 50–200 − + −
Daughter of

NTM/female
carrier of a
premutation

Pre- − 50–200 − + +

Female carrier of
a full mutation

Fulla 70%b >200 +c +d +

Male patient Fulla + >200 + − −

Note: MR: mental retardation; NTM: normal transmitting male.
aSomatic mosaicism is seen in about 40% of male patients (Nolin, 1994 #180). It is also observed in
female carriers.
bIn about 70% of females carrying a full mutation, mild-to-moderate mental retardation is found.
cMethylation is found on the inactive X and on the X chromosome carrying the full mutation.
dmRNA is only transcribed from the normal active X.
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10.1
DNA Diagnostics

Very few fragile X cases have been
reported without amplification of the CGG
repeat and with either point mutations or
deletions in other parts of the FMR1 gene
and DNA diagnostics is concentrating on
detecting the repeat size.

The ability to detect both premutations
and full mutations at the DNA level has
made the diagnosis of the widespread
disease available and has made genetic
counseling possible through reliable de-
tection of female and male carriers and
patients, and can be used for prenatal diag-
nosis. Fragile X syndrome testing is based
on the detection of CGG-repeat elonga-
tion in patients. This is based either on a
Southern blot of leukocyte DNA digested
with specific restriction endonucleases or
on direct amplification of the CGG repeat
using flanking primers.

10.1.1 Southern Blotting
The length of the CGG repeat can be de-
termined by Southern blot analysis and
mostly EcoRI or HindIII are used. Nor-
mal alleles will give a fragment of 5.2 kb.
Longer fragments indicate the presence of
a pre- or full mutation. Premutations are
visible as fragments somewhat larger than
5.2 kb (up to 5.7 kb). Full mutations are
visible as diffuse broad bands or ‘‘smears’’
owing to the presence of different repeat
lengths (above 200 repeats) in different
cells. Digestion with PstI gives smaller
fragments and, therefore, allows a better
detection and sizing of premutations. By
using an additional methylation-sensitive
enzyme such as EagI or BssHII, the length
and the methylation status can be deter-
mined. This is applied to distinguish large
premutations from small full mutations.
For prenatal Southern blot diagnosis,

digestion with a single enzyme (HindIII) is
sufficient, as methylation has not occurred
yet at the time (11 weeks) when chori-
onic samples were taken. DNA analysis
is usually carried out using radioactive-
labeled DNA probes; however, a good
alternative is the use of nonradioactive
(digoxigenin-labeled) probes followed by
chemiluminescent detection.

10.1.2 Example of DNA Diagnostics in a
Fragile X Family
Postnatal and prenatal diagnosis of fragile
X syndrome can now be exercised with
a high degree of accuracy by detecting
the CGG-repeat amplification at the DNA
level. Figure 14 shows a fragile X family
in which premutations and full mutations
are found. In the DNA of the grandmother
(1) one normal 5.2 kb band (indicated by
an arrow) is seen representing her 2
normal X chromosomes. The grandfather
(2) is a normal transmitting male with a
premutation of 70 repeats in the FMR-1
gene; his DNA shows a band slightly larger
than 5.2 kb. He passed his premutation
on to his three daughters (4, 8, and 14)
who are phenotypically normal carriers.
Besides the 5.2 kb band of their normal
chromosome, they have a premutation
band of increased size (75 and 80 repeats).
Daughter 4 has 1 affected daughter (6)
who is mosaic for a premutation and a
full mutation. Daughter 8 has 2 affected
sons (12 and 13) with full mutations.
Daughter 14 has one affected son (16)
who is mosaic for a premutation and a full
mutation.

10.1.3 PCR Amplification Analysis
Detection and accurate sizing of premuta-
tions can be done by PCR. The high CG
content requires a specific PCR protocol.
Initially, radioactivity was used to detect
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Fig. 14 Detection of the FMR1 gene in a fragile
X family by means of Southern blot analysis.
{symbol individual 2} = normal transmitting
male; {symbol individual 4} = normal female
carrier; {symbol individual 6} = female carrier
with cytogenetic expression; {symbol individual
12} = mentally retarded male; percentage of

cytogenetic expression (if determined); number
of CGG repeats for the different X chromosomes
(determined by PCR) is indicated; p,
premutation; f, full mutation. (Example of fragile
X DNA diagnosis provided by Dr D. J. J. Halley
and Dr A. M. W. van der Ouweland.)

the size of the PCR products. Alterna-
tively, a nonradioactive method was devel-
oped using fluorescent-labeled precursors
during the PCR amplification, and the size
of the PCR product can be determined
on an automated ABI sequencer. This last
method gives a very accurate sizing of the
PCR product in both males and females,
starting from a very small amount of DNA.

Amplification of full mutations is very
inefficient because it is difficult to am-
plify stretches of more than 100 to 200
CGG repeats, and it is therefore not a
reliable method. Recently, an alternative
PCR approach was described for the di-
agnosis of fragile X syndrome based on
the methylation-sensitive conversion of C
residues to U by bisulfite on single-strand
DNA and subsequent amplification of the
antisense strand with specific primers.
A PCR with primers for methylated C

residues will amplify the CpG dinucleotide
region upstream of the CGG repeats
exclusively in affected males. Moreover,
the bisulfite treatment dramatically re-
duces the C + G component of the region;
thus, the high Tm and the strong secondary
structures are no longer obstacles for PCR
amplification. This method can be used to
identify males with a full mutation but can-
not be applied for females with a full mu-
tation owing to the presence of a nonmu-
tated, methylated, inactive X chromosome.

10.2
Protein Test

Recently, alternative immunocytochemi-
cal tests have been described that are
based on the direct detection of FMRP by a
monoclonal antibody and the indirect visu-
alization of antibody–antigen complexes
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by alkaline phosphatase enzyme activity.
The antibody test has the advantage of
having the test result within 24 h, whereas
routine DNA analysis by Southern blot
generally takes more than 7 days.

A rapid method based on antibody detec-
tion of the FMR1 protein in cells of blood
smears has been described and validated
by Willemsen et al. FMRP in the cyto-
plasm of cells from unaffected individuals
could be detected, whereas the cytoplasm
of cells from affected males were not la-
beled for FMRP. For males, the diagnostic
power of the test is high, because there
is no overlap between the values of unaf-
fected individuals and affected males with
the full mutation. The diagnostic power
of the test in identifying females with the
full mutation is less specific compared to
male patients. The X-inactivation process
(lyonization) in cells from females with
the full mutation may result in FMRP
expression in a high percentage of their
lymphocytes (up to 80%).

More recently, the protein test has been
adapted for hair roots (Willemsen 1999),
avoiding the need for blood drawing and
allowing the analysis of the hair bulb
cells that are of ectodermal origin and
possibly less subject to selection effects
in mosaic individuals than blood cells (of
mesodermal origin). The diagnostic power
of this new noninvasive test is high and
it can be readily used to identify male
patients. In addition, it was shown that the
hair root test has the potential to serve as
a prognostic indicator of the mental status
in females with the full mutation.

11
Therapeutic Options

To study whether the fragile X syndrome
is a potentially treatable disorder, rescue

mice have been generated. Rescue mice
are knockout mice in which an FMR1
gene is introduced in the germ line by
transgenesis. Introduction of FMRP as a
cDNA under a CMV promoter in the Fmr1
knockout mouse resulted in expression of
FMRP in the brain at roughly 50% of the
control level. However, neither the phe-
notype, as measured by testicular weight,
nor the cognitive capacities, as measured
in the Morris water-maze, was rescued.
Immunohistochemistry of the brain of the
rescue mice showed FMRP expression in
neurons, but also in nonneuronal cells,
perhaps as a result of the CMV promoter
used to drive FMR1 transcription.

Subsequently, Peier et al. (2000) created
YAC transgenics, containing the whole
human FMR1 with a large amount of
flanking sequences, as a rescue model.
Since the FMR1 gene in the YAC is under
the control of its own promoter, the gene
is expressed in tissues similar to control
mice. However, the overall level of FMRP
seemed higher than that in control litter-
mates. The testicular weight of the rescue
mouse was restored, but the results of the
behavioral test were controversial. In some
tests, the rescue mice seemed ‘‘overcor-
rected’’; for example, in the open field test,
knockouts were significantly more active
than controls, but the rescue mice were
significantly less active than controls.

The generation of these two rescue
mice suggests that concentration of FMRP
as well as cell specificity and timing of
expression are very important.

11.1
CGG Methylation and Reactivation

Rare individuals with expanded but un-
methylated repeats have been described.
Such individuals are generally unaffected
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with the fragile X syndrome, demon-
strating that methylation and not repeat
elongation per se causes the typical fea-
tures of the syndrome. Addition of the
demethylating agent 5-azadeoxycytidine to
cultured lymphoblasts of fragile X patients
did enable the production of FMRP by
these cells. However, the percentage of
reactivated cells was disappointingly low.
As methylation in the cell is followed by
deacetylation, it was hypothesized that a
combination of demethylating and acety-
lating drugs might enhance demethylation
of the CGG repeat. Indeed, a synergistic
effect of the two types of drugs was demon-
strated to enhance the reactivation of the
FMRP production approximately fivefold.

Though reactivation of protein expres-
sion in vivo is a promising result, it should
be realized that demethylating agents are
highly toxic, and as long as no drugs
are developed that specifically target the
FMR1-CGG repeat and that are less toxic,
the use of demethylating and acetylating
agents in patients remains elusive.

11.2
AMPAkine Trial in Relationship with LTD
Abnormality

Synaptic plasticity is believed to be involved
in learning and memory, and it is therefore
tempting to speculate that the enhanced
LTD observed in fragile X mice (see
Chapter 6.2.7) is potentially correlated to
the cognitive deficits observed in the fragile
X syndrome. LTD is directly dependent
on the AMPA receptor. The availability
of a group of drugs called AMPAkines
that directly targets the AMPA receptor
prompted a trial with one of these agents
called CX516 in a small group of fragile
X patients. So far, no negative side effects
have been reported, but the results on

ameliorating the symptoms of the fragile
X syndrome are awaited.

12
Epilogue

More than a decade of research following
the discovery of the causative gene has re-
vealed a wealth of information regarding
the possible role of the lack of the FMR1
gene in the abnormalities of the fragile X
syndrome. Functional domains identified
in the fragile X protein suggested a role
in RNA transport through the cell. Subse-
quent experimental evidence revealed that
FMRP transports specific mRNAs as an
mRNP particle along the dendrites to the
synapses in neurons and plays a role in
translation after binding to polyribosomes.
A large amount of possible mRNAs bound
by FMRP whose translation may be reg-
ulated by FMRP has been determined,
including a specific group of mRNAs
that contain a planar G-quartet structure.
A subset of the bound mRNAs identi-
fied by different research groups plays
an important role in synapse maturation
and plasticity. Though certain neurotrans-
mitters, hormones or stress, are able to
influence the FMRP levels, the relevant
in vivo stimuli, if any, are not known at
present. In addition, the effect of the vari-
able levels of FMRP on individual bound
mRNAs is not known. However, in general
FMRP seems to inhibit translation. Fur-
ther functional studies have to determine
the importance of each individual gene
whose translation is influenced by FMRP
levels in fragile X syndrome. Thus, mis-
regulation or mistrafficking of a subset of
mRNAs as a consequence of the absence of
FMRP could lead to impaired synaptic mat-
uration and plasticity and lie at the basis of
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the mental retardation and associated ab-
normalities in fragile X syndrome. Further
elucidation of the role of FMRP in patients
and animal models may help us under-
stand why absence of the fragile X protein
leads to the pathogenesis of the syndrome.

See also Brain Development; Genet-
ics, Molecular Basis of; Medicinal
Chemistry.
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Antioxidant
A molecule that protects a biological target against oxidative damage.

Free Radical
Any species containing one or more unpaired electrons.

Oxidative Damage
The specific biomolecular damage caused by oxidative stress.

Oxidative Stress
An imbalance between the generation of reactive oxygen species and antioxidant
protection, in favor of the former.

Polyunsaturated Fatty Acid
A fatty acid with two or more carbon–carbon double bonds in the side chain.

Reactive Oxygen Species
A collective name given to oxygen-containing radicals (O2

•−, OH•, peroxyl, alkoxyl) and
some other nonradical derivatives of oxygen, such as H2O2.

Reactive Nitrogen Species
A collective name given to nitrogen-containing radicals (NO•, NO2

•) and some
nonradical reactive derivatives, such as peroxynitrite (ONOO−).

� Free radicals and other ‘‘reactive’’ species are constantly generated in vivo, by
‘‘accidents of chemistry’’ and for specific metabolic purposes. The reactivity of
different free radicals and ‘‘reactive species’’ varies, but some of them can cause
severe damage to biological molecules, especially to DNA, lipids, and proteins.
Antioxidant defense systems scavenge reactive species and minimize their formation,
but are not 100% effective. Hence, repair systems exist to deal with molecules that
have been oxidatively damaged. Damage to DNA by hydroxyl radicals appears to
occur in all aerobic cells and might be a significant contributor to the age-dependent
development of cancer. Similarly, oxidation of lipids by free radicals contributes
to atherosclerosis and related vascular dysfunction, and to the vascular damage in
diabetes. Free radicals may play a role in the aging process.
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1
What is a Radical?

In the structure of atoms and molecules,
electrons usually associate in pairs, each
pair moving within a defined region of
space around the nucleus. This space is
referred to as an atomic or molecular
orbital. One electron in each pair has a
spin quantum number of +1/2, the other
−1/2. A free radical is any species capable
of independent existence (hence the term
free), which contains one or more unpaired
electrons, an unpaired electron being one
that is alone in an orbital. The simplest
free radical is an atom of the element
hydrogen, with one proton and a single
electron. Table 1 gives examples of other
free radicals. The spectroscopic technique
of electron spin resonance (ESR) is used
to measure free radicals; it records the
energy changes that occur as unpaired
electrons align in response to a magnetic
field. A superscript dot is used to denote
free radical species (Table 1). Another
widely used term is reactive oxygen species,
which includes the oxygen radicals and
certain oxidizing species that are not
radicals, such as ozone (O3) and singlet
oxygen. A similar term reactive nitrogen
species has been introduced to include
radicals such as NO• and NO2

• (Table 1)
and nonradicals such as peroxynitrite
(see below).

2
Radicals In Vivo

The chemical reactivity of free radicals
varies. One of the most reactive is the
hydroxyl radical (OH•). Exposure of living
organisms to ionizing radiation causes
homolytic fission of O−H bonds in water

(the major constituent of living cells)

H2O −−−→ H• + OH• (1)

to give H• and OH•. The hydroxyl radical
reacts at a diffusion-controlled rate with
almost all molecules in living cells.
Hence, when OH• is formed in vivo, it
damages whatever it is generated next
to – it cannot migrate any significant
distance within the cell. The harmful
effects on living organisms of excess
exposure to ionizing radiation are thought
to be largely initiated by attack of OH• on
proteins, carbohydrates, DNA, and lipids.
For example, OH• can abstract hydrogen
atoms from fatty acid side chains in
membrane lipids and initiate the process
of lipid peroxidation.

2.1
Lipid Peroxidation

Initiation of peroxidation occurs by the
attack of any species (R•) capable of ab-
stracting hydrogen from a polyunsaturated
fatty acid side chain in a membrane (such
fatty acid side chains are more susceptible
to free radical attack than are saturated or
monounsaturated side chains).

−CH + R• −−−→ −C• + RH (2)

Species able to abstract hydrogen include
OH• and peroxyl radicals (Table 1). The
carbon-centered radical that resulted from
reaction (2) reacts rapidly with O2

•

−C• + O2 −−−→ CO2
• (3)

and a fatty acid side chain peroxyl radical
is formed. This can attack adjacent fatty
acid side chains and propagate lipid
peroxidation.

−CO2
• + −CH −−−→ −CO2H + −C•

(4)
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Tab. 1 Examples of free radicals.

Name Formula Comments

Hydrogen atom H+ The simplest free radical
Trichloromethyl CCl3• A carbon-centered radical (i.e. the unpaired electron resides on

carbon. CCl3• is formed during metabolism of CCl4 in the liver
and contributes to the toxic effects of this solvent.

Superoxide O2
•− An oxygen-centered radical

Hydroxyl OH• An oxygen-centered radical. The most highly reactive oxygen
radical known.

Thiyl RS• A group of radicals with an unpaired electron residing on sulfur.
Peroxyl, alkoxyl RO2

•, RO• Oxygen-centered radicals formed during the breakdown of
organic peroxides.

Oxides of nitrogen NO•, NO2
• Both are free radicals. NO is formed in vivo from the amino acid

L-arginine. NO2 is found in polluted air and smoke from
burning organic materials (e.g. cigarette smoke)

The chain reaction thus continues, and
lipid peroxides (−CO2H) accumulate in
the membrane. Lipid peroxides destabilize
membranes and make them ‘‘leaky’’ to
ions. Peroxyl radicals can attack not
only lipids but also membrane proteins
(e.g. damaging enzymes, receptors, and
signal transduction systems), and they can
oxidize cholesterol.

2.2
The Hydroxyl and Superoxide Radicals

When OH• is generated adjacent to DNA,
it attacks both the deoxyribose and the
purine and pyrimidine bases. Figure 1
shows the structures of some of the
products generated by the attack of OH•

on the DNA bases: this wide range of
products is characteristic of attack by OH•

and may be used to show that such
attack has occurred in vivo. For example,
if most or all of the compounds given
in Fig. 1 are present in DNA that has
been extracted from a tissue, this is
strong evidence that the DNA has suffered
attack by OH•. Such ‘‘OH• fingerprint’’
experiments have been used to study the

role of free radicals in DNA damage
by radiation and toxic agents. It has
also been found that there are larger
amounts of these OH•-derived products
in DNA from human cancerous tumors
than from normal tissue. Whether this
is due to increased OH• formation or
to decreased repair of the damage (see
Section 7) remains to be evaluated.

Whereas OH• is probably always harm-
ful, other (less reactive) free radicals
may often be useful in vivo. Free radi-
cals are known to be produced metabol-
ically in living organisms. For exam-
ple, the free radical nitric oxide (NO•)

is synthesized from the amino acid L-
arginine by vascular endothelial cells,
phagocytes, certain cells in the brain,
and many other cell types. Nitric oxide
is a vasodilator agent and an impor-
tant neurotransmitter. It may also be
involved in the killing of infectious or-
ganisms by macrophages in some mam-
malian species.

Superoxide radical (O2
•−) is the one-

electron reduction product of oxygen. It is
produced by phagocytic cells (neutrophils,
monocytes, macrophages, eosinophils)
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Fig. 1 Some products of hydroxyl radical attack on DNA bases.

and helps them to kill bacteria. Smaller
amounts of extracellular O2

•− can be gen-
erated, perhaps as an intercellular signal
molecule, by several other cell types, in-
cluding endothelial cells, lymphocytes, and
fibroblasts. In addition to this deliberate
metabolic production of O2

•−, some O2
•−

is produced within cells by mitochondria
and endoplasmic reticulum. This is often
thought to be an unavoidable consequence
of ‘‘leakage’’ of electrons onto O2 from
their correct paths in electron transfer
chains (i.e. an ‘‘accident of chemistry’’),
but others have argued that the H2O2 gen-
erated from O2

•− signals the redox state
of the mitochondria to the rest of the cell
(see below).

Aerobic organisms also contain many
‘‘autoxidizable’’ compounds, compounds
that react directly with oxygen to gener-
ate free radicals. For example, adrenaline

(epinephrine) slowly reacts with O2 to
form O2

•−, which then oxidizes more
epinephrine, setting up a chain reaction.
These autoxidizable compounds presum-
ably react with O2 in vivo, providing
another source of O2

•−.

2.3
Hydrogen Peroxide – A Nonradical

Most of the O2
•− generated in vivo probably

undergoes a dismutation reaction, repre-
sented by the overall equation:

2O2
•− + 2H+ −−−→ H2O2 + O2 (5)

Hydrogen peroxide (H2O2), a nonradical,
resembles water in its molecular struc-
ture and is very diffusible within and
between cells, probably crossing plasma
membranes through the aquaporin chan-
nels. As well as arising from O2

•−, H2O2
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is produced directly by the action of cer-
tain oxidase enzymes in cells, including
amino acid oxidases and the enzyme xan-
thine oxidase. Xanthine oxidase catalyzes
the oxidation of hypoxanthine to xanthine
and of xanthine to uric acid. Oxygen is
simultaneously reduced both to O2

•− and
to H2O2. Low levels of xanthine oxidase
are present in many mammalian tissues,
especially in the gastrointestinal tract. The
levels of xanthine oxidase often increase
when tissues are subjected to insult, such
as trauma or deprivation of oxygen.

Like O2
•−, H2O2 has certain useful

metabolic functions. For example, H2O2

is used by the enzyme thyroid peroxidase to
help make thyroid hormones. H2O2 is in-
volved in cell-signaling mechanisms. For
example, in certain cell types it acts as
a second messenger leading to displace-
ment of the inhibitory subunit from the
cytoplasmic transcription factor NF-κB. In
lymphocyte cell lines, for example, H2O2

induces the expression of genes controlled
by NF-κB. In some cellular systems, H2O2

mediates the effects of insulin and (trans-
forming growth factor-β) TGFβ. How
widespread and important these H2O2-
dependent signaling systems are in vivo
remains to be elucidated.

3
Radical Reactions

If two free radicals meet, they can join
their unpaired electrons to form a covalent
bond. Thus, for two hydrogen atoms,

H• + H• −−−→ H2 (6)

and for NO• and O2
•−,

NO• + O2
•− −−−→ ONOO−

Peroxynitrite
(7)

Peroxynitrite rapidly protonates to form
peroxynitrous acid

ONOO− + H+ −−−→ ONOOH
Peroxynitrous acid

(8)

ONOOH and its products of decomposi-
tion and reaction with CO2, which appear
to include some OH• and NO•

2, can cause
severe damage to proteins, lipids, and
DNA. Peroxynitrite is an example of a
‘‘reactive nitrogen species.’’

However, when a free radical reacts with
a nonradical, a new radical results; that
is, a chain reaction is set up. Since most
biological molecules are nonradicals, the
generation in vivo of reactive radicals such
as OH• usually sets off chain reactions.
For example, attack of OH• on fatty acid
side chains in membranes and other bio-
logical lipoproteins can abstract hydrogen,
leaving a carbon-centered radical and ini-
tiating the process of lipid peroxidation
(Section 2.1). Attack of OH• on the DNA
bases produces radicals, which then un-
dergo complex reactions to generate the
end products shown in Fig. 1. For exam-
ple, the initial radical produced when OH•

attacks guanine at position 8 can then
form 8-hydroxyguanine by electron loss, or
can break down to 2,6-diamino-4-hydroxy-
5-formamidopyrimidine (Fig. 1).

4
The Role of Transition Metal Ions

Neither O2
•− nor H2O2 is very reactive,

although they do react with certain cellular
targets. For example, O2

•− can inactivate
aconitase and interfere with mitochondrial
energy production, whereas H2O2 can
inhibit the caspase enzymes important
in apoptosis. Nevertheless, the limited
reactivity of O2

•− and H2O2 allows them
to be used for such purposes as signal



Free Radicals in Biochemistry and Medicine 639

transduction: a similar comment applies
to the generally poorly reactive radical
NO•, which plays essential roles in vivo.
However, if O2

•− and H2O2 come into
contact with iron or copper ions, the
noxious OH• can be formed.

O2
•− + H2O2

Fe or Cu catalyst−−−−−−−−−−→

OH• + OH− + O2 (9)

However, the chemistry involved is much
more complicated than is suggested by
this simple summary equation. Hence,
the presence, in a biological system, of
transition metal ions able to catalyze
reaction (9) can cause O2

•− and H2O2 to
be damaging. Because OH• cannot migrate
any significant distance, the damage will
occur at the sites at which the ‘‘catalytic’’
metal ions are present. That is, it is site-
specific free radical damage. For example,
if such metal ions are bound to DNA,
and O2

•− plus H2O2 reach the DNA,
OH• will be generated and will damage
the DNA (Fig. 1). However, if the metal
ions were bound to membranes, then lipid
peroxidation could result (Section 2.1).

Another way of causing damage by O2
•−

is via ONOO− formation (see above). At
normal physiological levels of O2

•− and
NO•, ONOO− formation appears slow. At
sites of tissue injury, more O2

•− is formed
as a result of phagocyte recruitment, and
more NO• is produced, usually owing to
elevated expression of the genes encod-
ing the inducible nitric oxide synthase
enzyme, iNOS. At these higher levels of
O2

•− and NO•, more ONOO− is formed.
One of the reactions of ONOOH with pro-
teins leads to nitration of tyrosine residues,
and the formation of 3-nitrotyrosine is of-
ten used as a ‘‘biomarker’’ of ONOO−
formation in vivo.

5
Antioxidant Defenses

Living organisms have evolved antioxidant
defenses to remove excess O2

•− and H2O2.
Superoxide dismutase enzymes (SODs) re-
move O2

•− by accelerating its conversion to
H2O2 (Eqn. 5) by about four orders of mag-
nitude at pH 7.4. Mammalian cells have a
SOD enzyme containing manganese at its
active site (MnSOD) in the mitochondria.
A SOD with copper and zinc at the active
site (CuZnSOD) is also present, largely in
the cytosol, but some CuZn SoD is also
present in the space between the inner
and outer mitochondrial membranes.

Because SOD enzymes generate H2O2,
they work in collaboration with H2O2-
removing enzymes. Catalases convert
H2O2 to water and O2.

2H2O2 −−−→ 2H2O + O2 (10)

Catalases are present in the peroxisomes
of mammalian cells and probably serve to
destroy H2O2 generated by oxidase en-
zymes located within these subcellular or-
ganelles. More important H2O2-removing
enzymes in mammalian cells are the glu-
tathione peroxidases (GSHPX), enzymes
that require selenium (a selenocysteine
residue residue, essential for enzyme activ-
ity, is present at the active site). GSHPX en-
zymes remove H2O2 by using it to oxidize
reduced glutathione (GSH) to oxidized glu-
tathione (GSSG). Glutathione reductase, a
flavoprotein (FAD-containing) enzyme, re-
generates GSH from GSSG, with NADPH
as a source of reducing power (Fig. 2).
Removal of H2O2 may also be achieved
by thioredoxin-dependent systems. Thiore-
doxin is a small protein (Mr ∼12 kDa) that
can react with H2O2 to become oxidized
in the presence of a peroxidase enzyme.
A thioredoxin reductase, also a selenopro-
tein, regenerates the thioredoxin for reuse.
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2GSH H2O2 GSSG 2H2O+ +

2GSH + fatty acid OOH GSSG + fatty acid OH + H2O
Glutathione peroxidase

GSSG + NADPH + H+ 2GSH + NADP+

Glutathione reductase

Fig. 2 The glutathione system. Reduced glutathione is a
tripeptide, glutamic acid–cysteine–glycine. It is present at
millimolar concentrations in most mammalian cells. In oxidized
glutathione (GSSG), two tripeptides are linked by a disulfide
bridge. Glutathione has several additional metabolic functions.
Glutathione peroxidase can also destroy fatty acid (lipid–OOH)
peroxides by converting them to hydroxy alcohols (lipid–OH).
Mammalian cells additionally contain a phospholipid
hydroperoxide glutathione peroxidase that can apparently perform
the same reaction on lipid peroxides within membranes; how
exactly it works is uncertain as yet.

The thioredoxin system additionally plays
a key role in regulation of gene expression
and cell function generally.

Another important antioxidant defense
system consists of metal ion storage and
transport proteins, which organisms have
evolved to keep iron and copper safely
protein-bound whenever possible, thus
minimizing the occurrence of reaction (9).

Antioxidant defense enzymes are essen-
tial for healthy aerobic life. Because of
impaired biosynthesis of certain amino
acids, for example, SOD-negative mutants
of E. coli will not grow aerobically un-
less given a rich growth medium. Even
when so supplemented, SOD-negative
E. coli cells grow slowly, suffer mem-
brane damage, are abnormally sensitive
to damage by H2O2 (perhaps because of
reaction 9), and show a high mutation
rate. In addition to antioxidant defense
enzymes, some small-molecule free rad-
ical scavengers exist. GSH can scavenge
various free radicals and ONOOH di-
rectly, as well as being a substrate for
GSHPX enzymes. α-Tocopherol is the
most important (but not the only) free
radical scavenger within membranes and

lipoproteins. α-Tocopherol inhibits lipid
peroxidation by scavenging peroxyl radi-
cals (Table 1), which are intermediates in
the chain reaction described in Section 2.1:

α − TH + LOO• −−−→ αT• + LOOH
(11)

where αT• is the α-tocopherol radical and
LOO• is the peroxyl radical. Since αT• is
less efficient at abstracting hydrogen than
LOO•, the chain reaction of peroxidation
is slowed down. Several biological mech-
anisms may exist for recycling αT• back
to α-tocopherol, although none of them
has yet been proved to operate in vivo.
Likely mechanisms include the reaction of
αT• with ascorbic acid at the surface of
membranes and lipoproteins

αT• + ascorbate −−−→ αTH + ascorbate•

(12)

and/or with ubiquinol (reduced coenzyme
Q) within membranes or lipoproteins:

CoQH2 + αT• −−−→αTH + CoQH• + H+
(13)

CoQH2 can also directly scavenge RO2
•

radicals. Antioxidant defense enzymes



Free Radicals in Biochemistry and Medicine 641

exist as a balanced coordinated system
in mammals. Thus, although SOD is
an important defense, an excess of SOD
in relation to the activity of peroxide-
metabolizing enzymes can be deleterious.
This has been shown by transfecting cells
with human cDNAs encoding SOD. The
consequences of excess SOD activity may
be relevant to the clinical condition known
as Down syndrome (DS), a point being
explored by the use of transgenic animals,
as indicated in Section 6.

6
Transgenic Animal Technology in the Study
of Elevated SOD

Down’s syndrome is the most common
human genetic disorder, occurring once
in every 600 to 800 live births. De-
fects that may be suffered by DS in-
dividuals include short stature, malfor-
mations of the skin around the eyes,
and mental retardation. Patients who sur-
vive beyond their thirties show an in-
creased risk of developing Alzheimer’s
disease. DS is usually caused by the
presence of three copies of chromosome
21 (trisomy 21), one of whose genes
encodes Cu/Zn-SOD. Patients with DS
show some evidence of increased oxidative
damage.

Does the elevated level of Cu/Zn-SOD
cause, or contribute to, DS? Transgenic
mice that overexpress human Cu/Zn-SOD
activity in all tissues are found to be
more resistant than controls to O2 toxicity,
consistent with a role of O2

•− in this
process. They are also more resistant
than controls to certain toxins, but they
have abnormal neuromuscular junctions
in the tongue and show some of the
other neurological defects characteristic of
Downs syndrome.

7
Oxidative Stress and Repair Systems

Normally, the production of O2
•− and

H2O2 is approximately balanced by the
antioxidant defense systems; that is, the
antioxidants are not present in great ex-
cess. One reason for this may be that
production of some O2

•− and H2O2 is
useful in vivo, for example, for signaling
purposes. Indeed, some free radical dam-
age to DNA, proteins, and lipids occurs
constantly even in health, and it has been
argued that the aging process involves
cumulative free radical damage over the
lifetime of a species. However, if antioxi-
dant levels fall or production of O2

•− and
H2O2 increases, an imbalance occurs and
oxidative stress is said to result. This may re-
sult in increased levels of oxidative damage
to biomolecules.

Oxidative stress can result from the
following phenomena:

• Depletion of antioxidants – for example,
through inadequate dietary intake of α-
tocopherol, ascorbic acid (vitamin C),
sulfur-containing amino acids (needed
for GSH manufacture), or riboflavin
(needed to make the FAD cofactor in
glutathione reductase).

• Excess production of oxygen-derived
species – for example, by exposure to
elevated O2 concentrations, by the
presence of toxins that are metabo-
lized to produce free radicals, or by
excessive activation of ‘‘natural’’ radical-
producing systems (e.g. inappropriate
activation of phagocytic cells in chronic
inflammatory diseases, such as rheuma-
toid arthritis and ulcerative colitis).

Cells can tolerate mild oxidative stress,
which often results in upregulation of the
synthesis of antioxidant defense enzymes
in an attempt to restore the balance. For
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example, exposure of E. coli to toxins that
increase O2

•− production accelerates the
biosynthesis of at least 40 different pro-
teins. Nine of these (including MnSOD)
belong to the same regulon, controlled by
the sox locus, which contains two adjacent
genes, soxR and soxS. Expression of soxS
is increased by O2

•−, and it then leads to
expression of soxR. The excess O2

•− forms
an excess of H2O2, which oxidizes the
protein oxyR, leading to activation of the
transcription of another panel of genes,
including genes encoding catalase and
glutathione reductase enzymes (Fig. 3).
Because antioxidant defenses do not scav-
enge 100% of the radicals generated in
vivo, some oxidative damage occurs.

This damage is continuously repaired,
however, with the result that baseline
levels of damage are kept low. Table 2
summarizes some of the repair systems

known to exist. Failure of repair systems
may contribute to the aging process.

8
Consequences of Oxidative Stress

Although most tissues can adapt to mild
oxidative stress, severe oxidative stress can
cause cell damage and death, by a series of
interacting mechanisms. Thus, oxidative
stress appears to cause an increase in the
levels of ‘‘free’’ Ca2+ within cells, as well
as ‘‘free’’ iron, which can lead to OH•

generation. Some of this OH• generation
seems to occur within the nucleus, so
that DNA is attacked. The hydroxyl radical
attacks DNA in a multiplicity of ways
(Fig. 1); one of the main products of
OH• attack on the purine bases is 8-
hydroxyguanine, a mutagenic lesion that

Treat with H2O2: Upon treatment with low doses, E. coli adapts and becomes
resistant to high levels of H2O2 that normally would kill it. One of
the adaptation mechanisms is as follows:

H2O2 also activates expression of other protective genes in E. coli, by mechanisms not involving
oxyR.

Treat with O2
•− : The H2O2 response system above may be activated as follows:

Treatment with O2
•−

Formation of H2O2
and activation of
the above response
system

Activation of soxR and soxS
genes, leading to increased
synthesis of at least nine
proteins, including MnSOD
and a DNA repair enzyme

Treatment with H2O2

Oxidation of oxyR protein 

Activation of transcription
of genes to increase synthesis
of at least eight proteins,
including catalase and glutathione
reductase.

Fig. 3 Regulation of antioxidant defenses in E. coli.
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Tab. 2 Repair of oxidative damage.

Substrate of damage Repair system

DNA. All components of DNA can be attacked
by OH•. Several other reactive oxygen
species (ROS) attack guanine preferentially,
as does ONOOH; H2O2 and O2

•− do not
attack DNA.

A wide range of enzymes exist that recognize
abnormalities in DNA and remove them by
excision, resynthesis, and rejoining of the
DNA strand. There is some evidence that
DNA repair capacity may decline in the
elderly.

Proteins. Many ROS can oxidize – SH groups.
OH• attacks many amino acid residues.
Proteins often bind transition metal ions,
making them a target of attack by site-
specific OH• generation.

Oxidized methionine residues may be
repaired by a methionine sulfoxide
reductase enzyme. Other damaged
proteins are destroyed by the cellular
proteasome system. Proteasomal activity
may decline in the elderly, and low activities
have been found in brain tissues from
subjects with Alzheimer’s and Parkinson’s
diseases, where there is an accumulation of
oxidized proteins.

Lipids. Some ROS (not including O2
•− or

H2O2) can initiate lipid peroxidation.
Chain-breaking antioxidants (especially

α-tocopherol) remove chain-propagating
peroxyl radicals. Phospholipid
hydroperoxide glutathione peroxidase
(Fig. 2) can remove peroxides from
membranes. Normal membrane turnover
can replace damaged lipids.

can lead to G → T transversions. An
excessive rise in intracellular free Ca2+
can activate endonucleases and cause DNA
fragmentation.

Several toxins impose oxidative stress
during their metabolism. Carbon tetra-
chloride is one example (Table 1): it is me-
tabolized in vivo by endoplasmic reticulum
to produce a free radical (trichloromethyl
peroxyl radical, CCl3O2

•) that is efficient
at initiating lipid peroxidation, by ab-
stracting hydrogen from polyunsaturated
fatty acid side chains (Section 2.1). An-
other is paraquat, a herbicide that causes
lung damage in humans. Its metabolism
within the lung leads to production of large
amounts of O2

•− and H2O2. Paraquat is
reduced to a free radical by lung enzymes.

PQ2+ + e− −−−→ PQ•+ (14)

This radical then reacts very fast with O2

in a nonenzymic reaction:

PQ•+ + O2 −−−→ PQ + O2
•− (15)

The paraquat is regenerated to repeat
the cycle. Other examples of such ‘‘redox
cycling’’ toxins are alloxan, diquat, and
6-hydroxydopamine. Cigarette smoking
has many deleterious health effects, and
oxidative stress is believed to be involved
in several of these. Table 3 summarizes
the mechanisms by which cigarette smoke
can impose oxidative stress.

Oxidative stress can lead to increased lev-
els of oxidative damage to biomolecules.
For example, specific proteins undergo-
ing oxidative damage in the brains of
subjects with Alzheimer’s disease have
been identified. Hyperglycemia can cause
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Tab. 3 Why cigarette smoking may impose oxidative stress.

Smoke contains many free radicals (both in the gas and tar phases), especially
peroxyl radicals, that might attack biological molecules and deplete
antioxidants, such as ascorbic acid and α-tocopherol.
Smoke contains oxides of nitrogen, including the unpleasant nitrogen
dioxide (NO2

•), a free radical that can initiate lipid peroxidation.
The tar phase of smoke contains lipid-soluble hydroquinones, which may
enter the tissues and the redox cycle. Some may also release iron from the
iron storage protein ferritin, providing ‘‘free’’ iron to catalyze OH formation.

• Smoking may irritate lung macrophages, encouraging them to make O2
•−.

• Smokers’ lungs contain more neutrophils than the lungs of nonsmokers, and smoke might
activate these cells to make O2

•−.
• Smokers who eat poorly and drink more alcohol than nonsmokers may have an insufficient

dietary intake of nutrient antioxidants.
• The effects of cigarette smoke on phagocytes are dose-related. Low levels may stimulate them,

but high levels may poison phagocytes and so depress their activity.

severe oxidative stress, accounting for
elevated levels of oxidative damage in dia-
betic patients.

9
Oxidative Stress and Human Disease

Oxidative stress is an inevitable accompa-
niment of tissue injury during human dis-
ease, for the reasons summarized in Fig. 4.
For example, when phagocytes produce ex-
cess O2

•−, H2O2, and other species at sites
of chronic inflammation, severe damage
can result. This seems to happen in the
inflamed joints of patients with rheuma-
toid arthritis and in the gut of patients
with inflammatory bowel diseases, such
as Crohn’s disease and ulcerative colitis.
Tissue injury can release metal ions from
their storage sites within cells, leading to
OH• generation. This may be a particularly
important mechanism in the brain, in that
iron-dependent free radical reactions can
occur after injury (e.g. by trauma or is-
chemia), spreading the injury to adjacent
cells. Since oxidative stress occurs to some
degree after every tissue injury, the main

question to be asked in evaluating its role
in human disease is not ‘‘Can we demon-
strate oxidative stress?’’ but rather ‘‘Does
the oxidative stress that occurs make a sig-
nificant contribution to disease activity?’’
The answer to the latter question appears
to be ‘‘yes’’ in at least some cases, in-
cluding rheumatoid arthritis, Alzheimer’s
disease, diabetes, atherosclerosis, and ul-
cerative colitis. However, it may well be
‘‘no’’ in many others. Elucidating the pre-
cise role played by free radicals has not
been easy because such species are diffi-
cult to measure, but the development of
modern assay techniques is helping solve
this problem.

10
Assay Methodology

The only technique that can detect free rad-
icals directly is ESR spectroscopy, but only
poorly reactive radicals can accumulate in
vivo to levels that ESR techniques can
detect. Hence, ESR studies of biological
material detect fairly unreactive radicals,
such as ascorbate radical. Highly reactive
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Increase in radical-generating
enzymes (e.g. xanthine oxidase)
and/or their substrates (e.g.
hypoxanthine)

Activation of phagocytes

Activation of phospholipases,
cyclooxygenases, and
lipoxygenases

Heat
Trauma
Ultrasound
Infection
Radiation
Hyperoxia
Toxins
Exercise to excess

Dilution and destruction of
antioxidants

Release of "free" metal ions
from sequestered sites

Release of heme proteins
(hemoglobin, myoglobin)

Disruption of electron transport
chains and increased electron
leakage to form O2

•−

Tissue
damage

Fig. 4 How tissue damage can cause oxidative stress. [From Halliwell et al. (1992), with
permission.]

radicals formed in biological systems can
be identified by two general approaches.
The first is trapping, and the second
involves the measurement of the end prod-
ucts of free radical attack (Sections 10.2
and 10.3).

In trapping, the radical is allowed to react
with a trap molecule to give one or more
stable products, which are then measured.
The most popular trapping method is
spin trapping, in which the radical reacts
with a ‘‘trap molecule’’ to form a more
stable radical, which does accumulate to
the level detectable by ESR. Spin traps
such as α-phenyl-tert-butyl nitrone and
5,5-dimethylpyrroline-N-oxide have been
useful in detecting certain free radicals in
vitro and in whole animals, but they cannot
be administered to humans.

10.1
Aromatic Hydroxylation

There are many trapping methods other
than spin trapping. The technique of
aromatic hydroxylation, for example, is

based on the reaction of OH• generated
under physiological conditions with aro-
matic compounds at a diffusion-controlled
rate, giving rise predominantly to hy-
droxylated end products. An aromatic
hydroxylation assay was first applied to hu-
mans using salicylate (2-hydroxybenzoate)
as a ‘‘trap’’ for OH•. Attack of OH• on
salicylate produces two major hydroxy-
lated products: 2,3-dihydroxybenzoate and
2,5-dihydroxybenzoate. The latter product
can be produced metabolically, whereas
2,3-dihydroxybenzoate apparently cannot.
Hence, the formation of the latter prod-
uct may be used to detect OH• production
in vivo.

Another aromatic trap for OH• is the
amino acid, phenylalanine. In vivo, the L-
isomer of this amino acid is hydroxylated
by phenylalanine hydroxylase at position
4 on the ring to give L-p-tyrosine. D-
Phenylalanine is not recognized by this
enzyme. By contrast, OH• cannot distin-
guish between the two isomers: it acts
on both L- and D-phenylalanine to pro-
duce a mixture of o-, m-, and p-tyrosines
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R

+ •OH

R

OH

o-Tyrosine

R

m-Tyrosine

R

p-Tyrosine

OH

OH
Phenylalanine

R = CH2 CH(NH2)COOH

Fig. 5 Products resulting from the attack of hydroxyl radicals
on the amino acid phenylalanine. Hydroxyl radicals add on to
the aromatic ring to produce intermediate radicals, which are
converted to hydroxylated products under physiological
conditions.

(Fig. 5). Formation of these tyrosines has
been used as an index of OH• production
by cells, by injured organs, and in food that
has been irradiated.

10.2
Uric Acid Degradation

In humans and other primates, which
lack a functional urate oxidase enzyme,
uric acid is an end product of purine
metabolism. (A gene resembling the urate
oxidase gene of lower mammals is present
in the human genome, but there is a
stop codon in one of the exons.) It is
widely believed that uric acid acts as an
antioxidant in vivo. Hence, measurement
of the products of attack of oxygen-derived
species on uric acid is a potential marker
of oxidative damage uniquely applicable
to humans and to other primates. Uric
acid is oxidized by several reactive oxygen
species (including OH•, but not O2

•− or
H2O2). The major product of uric acid ox-
idation in all cases is allantoin, but other

products formed are oxonic acid, oxaluric
acid, cyanuric acid, and parabanic acid.
The concentrations of all these products
are increased in synovial fluid and serum
from patients suffering from rheumatoid
arthritis and in serum from patients with
iron overload arising as a consequence
of idiopathic hemochromatosis. The blood
plasma of iron-overloaded hemochromato-
sis patients contains ‘‘free’’ iron, which
can catalyze free radical reactions. By con-
trast, healthy subjects never contain ‘‘free’’
plasma iron or copper – it is safely bound
to transport proteins.

10.3
Assays for Oxygen-derived
Species – ‘‘Fingerprint’’ Assays

Instead of attempting to ‘‘trap’’ oxygen-
derived species, one can sometimes im-
plicate them as agents of tissue injury
by examining the pattern of chemical
change they produce upon reaction with
certain biological molecules. Thus, end
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products of lipid peroxidation (e.g. lipid
hydroperoxides, Section 2.1) or of free
radical damage to DNA (Fig. 1) and pro-
teins can be measured. Attack on proteins
of OH• generated in site-specific metal
ion–dependent reactions can generate car-
bonyl compounds on the proteins, and
these ‘‘protein carbonyls’’ are often mea-
sured as a general index of such protein
damage in vivo. Proteomic techniques are
now being used to identify the specific pro-
teins that are the target of oxidative damage
in some human diseases.

11
Conclusion

Free radicals are a normal part of human
metabolism: we cannot escape them. They
can be both favorable and unfavorable,
depending on the amount, the location,
the chemical nature, and the levels of
antioxidant defense.

See also Electron Spin Resonance of
Biomolecules.
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Keywords
Attenuated Total Reflectance Spectroscopy
Spectroscopic sampling technique utilizing a beam of radiation entering a crystal,
which undergoes total internal reflection; the beam penetrates a fraction of a
wavelength beyond the reflecting surface and when a material that selectively absorbs
radiation is in close contact with the reflecting surface, the beam loses energy at the
wavelength where the material absorbs.

Diffuse Reflectance Spectroscopy
Spectroscopic sampling technique utilizing the energy that penetrates one or more
particles and is reflected in all directions.

Fourier Transform Infrared Spectroscopy
Spectroscopic technique based on the interference of radiation between two beams to
yield an interferogram, a signal produced as a function of the change of pathlength
between the two beams; the two domains of distance and frequency are
interconvertible by the mathematical method of Fourier transformation.

Group Frequencies
Bands that appear in an infrared spectrum, which may be assigned to particular parts
of a molecule.

Infrared Mapping
Spectroscopic technique that involves recording spectra at computer controlled
positions at a micro level, generating contour or axonometric plots.

Mid-infrared
Region observed in infrared spectroscopy in the range 4000 to 400 cm−1 showing
bands due to mainly fundamental modes.

Near-infrared
Region observed in infrared spectroscopy in the range 13 000 to 4000 cm−1 showing
bands due to overtones and combination vibrations.

� Infrared spectroscopy has proved to be a powerful tool for the study of biolog-
ical molecules and the application of this technique to biological problems is
continually expanding, particularly with the advent of increasingly sophisticated sam-
pling techniques associated with Fourier transform infrared spectroscopy in recent
decades. Biological systems, including lipids, proteins, peptides, biomembranes,
nucleic acids, animal tissue, microbial cells, and clinical samples, have all been
successfully studied using infrared spectroscopy. Infrared spectroscopy has been
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employed for a number of decades for the characterization of isolated biological
molecules, particularly proteins and lipids. However, the last decade has seen a rapid
rise in the number of studies of more complex systems, such as diseased tissues.
Microscopic techniques combined with sophisticated analytical methods allow for
complex samples of micron size to be investigated. A review of the sampling
methods used for biological molecules is provided here. Examples of how infrared
spectroscopy may be applied to various biological fields are also provided.

1
Experimental Methods

Infrared spectroscopy is a technique
based on the vibrations of the atoms
of a molecule. An infrared spectrum is
obtained by passing infrared radiation
through a sample and determining what
fraction of the incident radiation is ab-
sorbed at a particular energy. The energy
at which a peak in an absorption spectrum
appears corresponds to the frequency of a
vibration of a part of a sample molecule,
allowing for straightforward identification.

1.1
Instrumentation

In the past, dispersive instrumentation
was used to obtain infrared spectra, but
this approach has been almost entirely
superseded by Fourier transform infrared
(FTIR) spectroscopy. FTIR spectroscopy is
based on the idea of the interference of
radiation between two beams to yield an
interferogram. An interferogram is a sig-
nal produced as a function of the change
of pathlength between the two beams. The

two domains of distance and frequency
are interconvertible by the mathematical
method of Fourier transformation. The
basic components of an FTIR spectrom-
eter are shown schematically in Fig. 1.
The radiation emerging from the source
is passed through an interferometer to the
sample before reaching a detector. Upon
amplification of the signal, in which high-
frequency contributions have been elimi-
nated by a filter, the data are converted to
a digital form by an analog-to-digital con-
verter and transferred to the computer for
Fourier transformation.

1.2
Transmission Methods

Transmission spectroscopy is the oldest
and most basic infrared method. The
method is based upon the absorption of
infrared radiation at specific wavelengths
as it passes through a sample. There
are several different types of transmission
solution cells available. Fixed pathlength
sealed cells are useful for volatile liquids,
but cannot be taken apart for cleaning.
Semipermanent cells are demountable

Source Sample Detector Amplifier Computer
Analog/
digital

converter
Interferometer

Fig. 1 Components of an FTIR spectrometer.
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so that the windows can be cleaned.
The spacer is usually made of polyte-
trafluoroethylene (PTFE or Teflon) and is
available in a variety of thicknesses, al-
lowing one cell to be used for various
pathlengths. Variable pathlength cells in-
corporate a mechanism for continuously
adjusting the pathlength and a vernier
scale allows accurate adjustment. All these
cell types are filled using a syringe and the
syringe ports are sealed with PTFE plugs
before sampling.

An important consideration in the
choice of infrared cells is the type of
window material. The material must be
transparent to the incident infrared radia-
tion, and normally, alkali halides are used
in transmission methods. The cheapest
and most widely used material is sodium
chloride (NaCl). Where water is used as
a solvent, particularly for biological sam-
ples, NaCl cannot be used as an infrared
window material as it is very soluble in
water, so calcium fluoride (CaF2) or bar-
ium fluoride (BaF2) are better choices.
Small pathlengths (∼0.010 mm) are avail-
able and help reduce the intensity of the
very strong infrared modes produced in the
water spectrum. The small pathlength also
produces a small sample cavity, allowing

samples in milligram quantities to be ex-
amined. The infrared modes of water are
very intense and may overlap with the
sample modes of interest, but this prob-
lem may be overcome by substituting
water with deuterium oxide (D2O). The
infrared modes of D2O occur at different
frequencies to those observed for water
because of the mass dependence of the
vibrational frequency.

1.3
Reflectance Methods

Reflectance techniques may be used for
samples that are difficult to analyze by
the normal transmittance methods. Atten-
uated total reflectance spectroscopy (ATR)
utilizes the phenomenon of total internal
reflection (Fig. 2). A beam of radiation en-
tering a crystal will undergo total internal
reflection when the angle of incidence at
the interface between the sample and crys-
tal is greater than the critical angle. The
critical angle is a function of the refractive
indices of the two surfaces. The beam pen-
etrates a fraction of a wavelength beyond
the reflecting surface and when a mate-
rial that selectively absorbs radiation is in
close contact with the reflecting surface,

Sample
Crystal

Sample

q

Fig. 2 Attenuated total reflectance spectroscopy.
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the beam loses energy at the wavelength
where the material absorbs. The resultant
attenuated radiation is measured and plot-
ted as a function of wavelength by the
spectrometer and gives rise to the absorp-
tion spectral characteristics of the sample.

The depth of penetration in ATR is
a function of wavelength (λ), the refrac-
tive index of the crystal and the angle of
incident radiation (θ ). The depth of pene-
tration, dp, for a nonabsorbing medium is
given by the following formula:

dp = λ/n1

2π [sin θ − (n1/n2)2]1/2 (1)

where n1 is the refractive index of the sam-
ple and n2 is the refractive index of the ATR
crystal. The crystals used in ATR cells are
made from materials that have low solubil-
ity in water and are of very high refractive
index, such as zinc selenide (ZnSe), germa-
nium (Ge), and thallium/iodide (KRS-5).
Different designs of ATR cells allow both
liquid and solid samples to be examined.
It is also possible to set up a flow-through
ATR cell by including an inlet and out-
let into the apparatus. This allows for the
continuous flow of solutions through the
cell and permits the spectral changes with
time to be monitored. Multiple internal
reflectance (MIR) and ATR are similar
techniques, but MIR produces more in-
tense spectra from multiple reflections.
While a prism is usually used in ATR
work, MIR uses specially shaped crystals
that cause many internal reflections, typi-
cally 25 or more.

Specular reflectance occurs when the re-
flected angle of incident radiation equals
the angle of incidence. The amount of
light reflected depends on the angle of
incidence, the refractive index, surface
roughness, and absorption properties of
the sample. For most materials, the re-
flected energy is only 5 to 10%, but

in regions of strong absorptions, the re-
flected intensity is greater. The resultant
data appears different from normal trans-
mission spectra, as derivative-like bands
result from the superposition of the nor-
mal extinction coefficient spectrum with
the refractive index dispersion (based upon
Fresnel’s relations from physics). How-
ever, the reflectance spectrum can be
corrected using a Kramers–Kronig trans-
formation (or K−K transformation) and
the corrected spectrum appears like the
familiar transmission spectrum.

Increased pathlengths through thin coat-
ings can be achieved using grazing angles
of incidence (up to 85◦). Grazing angle
sampling accessories allow measurements
to be made on samples over a wide range
of angles of incidence. Solid samples, par-
ticularly coatings on reflective surfaces,
are simply placed on a flat surface. The
technique is also commonly used for liq-
uid samples that can be poured into
a Teflon trough. Oriented films on the
liquid surface can be investigated using
this material.

In external reflectance, the energy that
penetrates one or more particles is re-
flected in all directions and this component
is called diffuse reflectance. In the diffuse
reflectance technique, commonly called
DRIFT , a powdered sample is mixed with
KBr powder. The DRIFT cell reflects radi-
ation to the powder and collects the energy
reflected back over a large angle. Diffusely
scattered light can be collected directly
from a sample or, alternatively, by using
an abrasive sampling pad. DRIFT is par-
ticularly useful for sampling powders or
fibers. Figure 3 shows diffuse reflectance
from the surface of a sample. Kubelka and
Munk developed a theory describing the
diffuse reflectance process for powdered
samples that relates the sample concen-
tration to the scattered radiation intensity.
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Incident radiation

Sample

Fig. 3 Diffuse reflectance.

The Kubelka–Munk equation is

1 – R2

2R
= c

k
(2)

where R is the absolute reflectance of
the layer, c is the concentration and
k is the molar absorption coefficient.
An alternative relationship between the
concentration and the reflected intensity is
now widely used in near-infrared diffuse
reflectance spectroscopy. The relationship
is analogous to the Beer–Lambert Law:

log
(

1

R

)
= k′c (3)

where k’ is a constant.

1.4
Microsampling Methods

It is possible to combine an infrared spec-
trometer with a microscope facility in
order to study very small samples. In
recent years, there have been consider-
able advances in FTIR microscopy with
samples of the order of microns being
characterized. In FTIR microscopy, the
microscope sits above the FTIR sampling
compartment. Infrared radiation from the
spectrometer is focused onto a sample
placed on a standard microscope x − y
stage. After passing through the sam-
ple, the infrared beam is collected by
a Cassegrain objective that produces an

image of the sample within the barrel
of the microscope. A variable aperture
is placed in this image plane. The ra-
diation is then focused on a small area
mercury cadmium telluride (MCT) detec-
tor by another Cassegrain condenser. The
microscope also contains glass objectives
to allow visual inspection of the sample. In
addition, by switching mirrors in the opti-
cal train, the microscope can be converted
from transmission mode to reflectance
mode.

If a microscope facility is not available,
there are other special sampling acces-
sories available to allow examination of
microgram or microliter amounts. This
is accomplished using a beam condenser
so that as much as possible of the beam
passes through the sample. Microcells are
available with volumes of around 4 µL and
pathlengths up to 1 mm. A diamond anvil
cell (DAC) uses two diamonds to compress
a sample to a thickness suitable for mea-
surement and increase the surface area.
This technique can be used at normal
atmospheric pressures, but it may also
be applied to study samples under high
pressures and improve the quality of the
spectrum of trace samples. Alternatively,
a multiple internal reflectance cell may
also be used as this technique can produce
stronger spectra.

Infrared imaging using FTIR microspec-
troscopic techniques has emerged as an
effective approach to studying complex
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or heterogeneous specimens. The tech-
nique can be used to produce a two- or
three-dimensional picture of the proper-
ties of a sample. This is possible because,
instead of reading the signal of only
one detector as in conventional FTIR
spectroscopy, a large number of detector
elements are read during the acquisition
of spectra. This is possible due to the
development of focal plane array (FPA)
detectors. Currently, a step-scanning ap-
proach is used, which means that the
moving mirror does not move continu-
ously during data acquisition, but waits for
each detector readout to be completed be-
fore moving onto the next position. This
allows thousands of interferograms to be
collected simultaneously and then trans-
formed into infrared spectra. In an FTIR
imaging microspectrometer, the infrared
beam from a Michelson interferometer is
focused onto a sample with a reflective
Cassegrain condenser. The light transmit-
ted is collected by a Cassegrain objective
and focused onto an FPA detector. The
imaging process is illustrated by Fig. 4.

The data are collected as interferograms
with each pixel on the array having a
response determined by its correspond-
ing location on the sample. Each point
of the interferogram represents a par-
ticular moving mirror position and the
spectral data is obtained by performing
a Fourier transform for each pixel on
the array. Thus, each pixel (or spatial
location) is represented by an infrared
spectrum.

1.5
Temperature Studies

Variable temperature cells that are con-
trolled to 0.1 ◦C in the range −180 to
250 ◦C can be obtained. An electrical heat-
ing system is used for temperatures above
ambient, and liquid nitrogen with a heater
is used for low temperatures. These cells
may be used to study phase transitions
and the kinetics of reactions. As well as
transmission temperature cells, variable
temperature ATR cells and cells for mi-
crosampling are available.
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Fig. 4 FTIR imaging data set. (From Kidder, L.H., Levin, I.W., and Lewis, E.N. (1998) ‘‘Infrared
Spectroscopic Imaging Microscopy: Applications to Biological Systems,’’ in: de Haseth, J.A.
(Ed.) Proceedings of the 11th International Fourier Transform Spectroscopy Conference, American
Institute of Physics, p. 148.)
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2
Spectrum Interpretation

The interpretation of an infrared spectrum
is simplified by the fact that the bands
that appear may be assigned to particular
parts of a molecule, producing what are
known as group frequencies. The infrared
spectrum may be divided into three
regions: the far-infrared (<400 cm−1), the
mid-infrared (4000–400 cm−1) and the
near-infrared (13 000–4000 cm−1). The
most useful parts of an infrared spectrum
for the study of biological systems are the
mid- and near-infrared regions.

2.1
Mid-infrared Region

The mid-infrared spectrum can be ap-
proximately divided into four regions and
the nature of a group frequency may
generally be determined by the region
in which it is located. These regions
are defined as follows: X−H stretching
region (4000–2500 cm−1); triple bond re-
gion (2500–2000 cm−1); double-bond re-
gion (2000–1500 cm−1); and fingerprint
region (1500–600 cm−1).

All the fundamental vibrations in the re-
gion 4000 to 2500 cm−1 may be attributed
to X−H stretching. O−H stretching pro-
duces a broad band that occurs in the range
3700 to 3600 cm−1. It should be noted that
hydrogen bonding in a molecule has a sig-
nificant effect on bond frequencies, such
as those observed for the O−H bond. The
O−H stretching vibration in a hydrogen-
bonded dimer is observed in the range
3500 to 2500 cm−1, rather than the usual
range 3700 to 3600 cm−1. N−H stretch-
ing is usually observed between 3400
and 3300 cm−1. This absorption is gener-
ally much sharper than O−H stretching

and may therefore be easily differenti-
ated. C−H stretching bands from aliphatic
compounds occur in the range 3000 to
2850 cm−1. They are moderately broad
and show medium intensity. It is also
possible to resolve asymmetrical and sym-
metrical C−H stretching absorptions of a
CH3 group, which usually occur at about
2965 and 2880 cm−1 respectively, while
the corresponding absorptions for a CH2

group occur at 2930 and 2860 cm−1. If the
C−H bond is adjacent to a double bond
or an aromatic ring, the C−H stretching
frequency increases and absorbs between
3100 and 3000 cm−1.

Triple bond stretching absorptions fall
in the 2500 to 2000 cm−1 region be-
cause of the high force constants of
the bonds. C≡C bonds absorb between
2300 and 2050 cm−1, while the nitrile
group (C≡N) occurs between 2300 and
2200 cm−1. These groups may be distin-
guished since C≡C stretching is normally
very weak, while C≡N stretching is of
medium intensity. These are the most
common absorptions in this region, but
some X−H stretching absorptions, where
X is a more massive atom like phospho-
rus or silicon may be observed. These
absorptions usually occur near 2400 and
2200 cm−1 respectively.

The principal bands in the double-
bond region are due to C=C and C=O
stretching. Carbonyl stretching is one
of the easiest absorptions to recognize
in an infrared spectrum as it is usu-
ally the most intense band in the spec-
trum, and depending on the type of
C=O bond, occurs in the region 1830
to 1650 cm−1. Metal carbonyls may ab-
sorb above 2000 cm−1. C=C stretching
is much weaker and occurs at around
1650 cm−1, but this band is often absent
for symmetry or dipole moment reasons.
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C=N stretching also occurs in this re-
gion and is usually stronger. The N−H
bending vibration in amines occurs be-
tween 1630 and 1500 cm−1 and is usually
strong.

At wave numbers of values greater than
1500 cm−1, it is generally possible to as-
sign each absorption band in an infrared
spectrum, but this is not so for most ab-
sorptions observed below this value. This
region is referred to as the fingerprint re-
gion, since quite similar molecules give
distinctly different absorption patterns at
these wave numbers. It has been assumed
thus far that each band in an infrared
spectrum can be assigned to a particular
deformation of the molecule, the move-
ment of a group of atoms or the bending
or stretching of a particular bond. This
is possible for many bands, particularly
the stretching vibrations of multiple bonds
that are well behaved. However, certain
vibrations are not so well behaved and
may vary by hundreds of wave numbers,
even for similar molecules. This applies
to most bending and skeletal vibrations,
which absorb in the 1500 to 650 cm−1

region, for which small steric or elec-
tronic effects in the molecule lead to
large shifts. A spectrum of a molecule
may have a hundred or more absorption
bands present; however, there is no need
to assign the vast majority. The spectrum
can be regarded as a fingerprint of the
molecule.

Most single bonds absorb at similar
frequencies and, hence, the vibrations
couple, that is, the vibrations in the
skeletons of molecules are not restricted to
one or two bonds, but may involve a large
part of the backbone. The observed pattern
will depend on the carbon skeleton, and
the resulting bands will originate from the
oscillation of large parts of the skeleton,
or the skeleton and the attached functional

groups. C−C stretching frequencies may
also couple with C−H bending vibrations.
The C−O stretching frequency is one
of the bands that can be useful for
identification purposes. If no intense band
appears in the fingerprint region, one
may be sure that no C−O bonds are
present. The frequency is rather variable,
occurring anywhere between 1400 and
1000 cm−1. Aromatic rings give rise to
two bands at 1600 and 1500 cm−1. They
are usually sharp, but are of variable
intensity, and occasionally, the band at
1600 cm−1 splits into a doublet. Aromatic
rings and alkenes give rise to other bands
that are perhaps the most useful in
this region. They are out-of-plane C−H
bending vibrations, which occur between
1000 and 700 cm−1.

The information provided by group fre-
quencies can be summarized in what are
known as correlation tables. Figure 5 shows
a correlation table for organic molecules.
The lines in the correlation table repre-
sent the regions of the spectrum where
bands appear for the relevant class of
molecule. Advances in computer retrieval
techniques have extended the range of
information available from an infrared in-
strument by allowing comparison of an
unknown spectrum with a bank of known
compounds. This was always possible in
the past by manually searching libraries
of spectra. Programs widely available work
by hunting through stored data to match
intensities and frequencies of absorption
bands. The computer will then output
the best fits and the names of the com-
pounds found. There is a wide range
of spectral libraries of particular interest
to life scientists. For instance, libraries
for the following types of samples are
currently available: proteins, peptides, en-
zymes, sugars, carbohydrates, fatty acids,
and glycerides.
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Fig. 5 Correlation table for organic molecules.

2.2
Near-infrared Region

The absorptions observed in the near-
infrared region (13 000–4000 cm−1) are
overtones or combinations of the fun-
damental stretching bands that occur in
the region 3000 to 1700 cm−1. Over-
tone bands in an infrared spectrum are
multiples of the fundamental absorption
frequency. The energy required for the
first overtone is twice the fundamental,
assuming evenly spaced energy levels.
Since the energy is proportional to the
frequency absorbed and this is propor-
tional to the wave number, the first
overtone will appear in the spectrum at
twice the wave number of the fundamen-
tal. Combination bands arise when two

fundamental bands absorbing at ν1 and ν2

absorb energy simultaneously. The result-
ing band will appear at (ν1 + ν2) wave
numbers. The bands involved are usu-
ally due to C−H, N−H, O−H, P−H, or
S−H stretching. Table 1 summarizes the
near-infrared bands commonly found in
biological molecules.

The resulting bands in the near-infrared
are usually weak in intensity and the in-
tensity generally decreases by a factor of
10 from one overtone to the next. The
bands in the near-infrared are also of-
ten overlapped, making them less useful
than the mid-infrared region for qualita-
tive analysis. However, there are important
differences between the near-infrared po-
sitions between functional groups and
these differences can often be exploited
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Tab. 1 Common near-infrared bands.

Wave
number
[nm]

Assignment

2200–2450 Combination C−H stretching
2000–2200 Combination N−H stretching,

combination O−H stretching
1650–1800 First overtone C−H stretching
1400–1500 First overtone N−H stretching,

first overtone O−H stretching
1300–1420 Combination C−H stretching
1100–1225 Second overtone C−H stretching
950–1100 Second overtone N−H stretching,

second overtone O−H
stretching

850–950 Third overtone C−H stretching
775–850 Third overtone N−H stretching

for quantitative analysis using multivariate
analytical techniques.

3
Quantitative Analysis

3.1
Spectrum Manipulation

There are a number of techniques available
to users of infrared spectrometers that
help with both qualitative and quantitative
interpretation of spectra. It is usual in
quantitative infrared spectroscopy to use
a baseline joining the points of lowest
absorbance on the peak, preferably in
reproducibly flat parts of the absorption
line. The absorbance difference between
the baseline and the top of the band is
then used.

Noise, in a spectrum, may be dimin-
ished by smoothing. After a spectrum is
smoothed, it becomes similar to the result
of an experiment at a lower resolution.
The features are blended into each other
and the noise level decreases. A smoothing

function is basically a convolution between
the spectrum and a vector whose points are
determined by the degree of smoothing
that is applied.

A straightforward method of analysis for
complex spectra is difference spectroscopy.
Difference spectroscopy can be carried out
by subtracting the infrared spectrum of
one component of the system from the
combined spectrum to leave the spectrum
of the other component. If the interaction
between components results in a change
in the structural properties of either one or
both of the components, the changes will
be observed in the difference spectra. The
changes may manifest themselves via the
appearance of positive or negative peaks
in the spectrum. Spectral subtraction may
be applied to numerous applications and
may be used for the interpretation of the
data collected for solutions. In order to
obtain the spectrum of a solution, it is
necessary to record spectra of both the
solution and the solvent alone. The solvent
spectrum may then be subtracted from the
solution spectrum. The concentration of
the solvent alone is greater in the solvent
in the solution and negative peaks may
appear in the regions of solvent absorption.
In certain circumstances, the spectrum
due to the solvent may be very intense,
making simple subtraction impossible.
This situation can make it difficult to
investigate the sample spectrum as solvent
bands may overlap with the region under
investigation. In such experiments, ATR
provides a suitable substitute. The nature
of the ATR technique produces a less
intense solvent contribution to the overall
infrared spectrum and so solvent spectra
can be more readily subtracted from the
sample spectrum of interest.

Spectra may also be differentiated. The
benefits of the technique are two-fold: res-
olution is enhanced in the first derivative
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since changes in gradient are observed;
the second derivative gives a negative peak
for each band and shoulder in the ab-
sorption spectrum. Differentiation can be
used to resolve and locate peaks in an en-
velope. Sharp bands are enhanced at the
expense of broad ones and this may allow
selection of a peak, even when there is a
broad band beneath. With modern FTIR
spectrometers, it is possible to apply what
is known as Fourier derivation. During this
process, the spectrum is transformed to an
interferogram. It is then multiplied by an
appropriate weighting function and finally
it is retransformed to give the derivative.
This technique provides more sensitivity.
A derivative spectrum of a peptide is illus-
trated in Fig. 6.

Deconvolution is the process of compen-
sating for the intrinsic linewidths of modes
in order to resolve overlapping bands. The
technique yields spectra that have much
narrower bands and is able to distinguish
closely spaced features. The instrumental
resolution is not increased, but the abil-
ity to differentiate spectral features can
be significantly improved. This is illus-
trated by Fig. 6, which shows a broad band
of a peptide before and after deconvolu-
tion has been applied. Peaks at quite close
frequencies are now easily distinguished.
The deconvolution technique generally in-
volves several steps: computation of an
interferogram of the sample by computing
the inverse Fourier transform of the spec-
trum; multiplication of the interferogram

1700 1680 1660 1640 1620 1600

Wavenumber
[cm−1]

Original

Deconvolution

Derivative

Fig. 6 Original, deconvolved, and derivative spectra of a
peptide.
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by a smoothing function and by a func-
tion consisting of a Gaussian–Lorentzian
bandshape; and Fourier transformation of
the modified interferogram. The decon-
volution procedure is typically repeated
iteratively for best results. At iteration,
the lineshape is adjusted in an attempt
to provide narrower bands without exces-
sive distortion. There are three parameters
that can be adjusted to tune the lineshape:
the proportion of Gaussian and Lorentzian
lineshape; the half-width of the line shape;
and the narrowing function (degree of nar-
rowing attempted on a scale 0–1).

Quantitative values for band areas of
heavily overlapped bands can be achieved
by using curve-fitting procedures. Many
curve-fitting procedures are based on
a least-squares minimization procedure.
Generally, the procedure involves enter-
ing the values of the frequencies of
the component bands (determined us-
ing derivatives and/or deconvolution) and
then the program determines the best
estimate of the parameters of the com-
ponent curves. Apart from the obvious
variables of peak height and width, the
type of band shape needs to be con-
sidered. The class of band shape of
an infrared spectrum depends on the
type of sample. A choice of Gaussian,
Lorentzian, or a combination of these
band shapes is usually applied. Figure 7
provides an example of the curve-fitting
process.

3.2
Concentration

The Beer–Lambert Law may be applied
to relate light absorbance or transmittance
to concentration in infrared spectroscopy.

The absorbance of a solution is directly
proportional to the thickness and the
concentration of the sample according to
the relationship:

A = εcl (4)

where A is the absorbance of the solution,
c is the concentration, l the pathlength of
the sample and ε is the molar absorptivity.
The absorbance is equal to the difference
between the logarithms of the intensity
of the light entering the sample (I0) and
the intensity of the light transmitted (I) by
the sample

A = log10

(
I0

I

)
(5)

Transmittance is defined as T = I/I0, and
% transmittance as % T = 100 × T .

The Beer–Lambert Law tells us that
a plot of absorbance against concentra-
tion should be linear with a gradient of
εl and pass through the origin. In the-
ory, to analyze a solution of unknown

Fig. 7 Curve fitting of overlapping
infrared bands.
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concentration, solutions of known con-
centration should be prepared, a suit-
able peak chosen, the absorbance at
this frequency measured, and a calibra-
tion graph plotted. The concentration of
the compound in solution can be de-
termined once its absorbance value is
determined.

3.3
Simple Analysis

The quantitative analysis of a component
in solution can be successfully carried out
given that there is a suitable band in the
spectrum of the component of interest.
The band chosen for analysis should have
a high molar absorptivity; not overlap with
other peaks from other components in the
mixture or solvent; be symmetrical; and
give a linear calibration plot of absorbance
versus concentration. Many quantitative
infrared methods of analysis use the inten-
sities of the C=O, N−H or O−H groups.
The C=O stretching band is the most com-
monly used because it is a strong band
in a spectral region relatively free of ab-
sorption by other functional groups and is
not as susceptible as the O−H and N−H
bands to chemical change or hydrogen
bonding.

Solid mixtures can also be quanti-
tatively analyzed using infrared spec-
troscopy. Solids are more susceptible to
errors because of scattering problems.
These analyses may be carried out with
KBr discs or in mulls with an internal
standard. The calibration curve is obtained
by plotting the ratio of the absorbance of
the analyte to that of the internal stan-
dard, against the concentration of the
analyte. The absorbance of the internal
standard varies linearly with the sample
thickness.

3.4
Complex Analysis

The improvement in computer technology
associated with spectroscopy has led to the
expansion of quantitative infrared spec-
troscopy. The application of statistical
methods to the analysis of experimen-
tal data is known as chemometrics. A
detailed description of the subject is be-
yond the scope of this article, but several
multivariate data analytical methods that
are used for the analysis of FTIR data
are summarized here, without detailing
the mathematics associated with these
methods. The most commonly used an-
alytical methods in infrared spectroscopy
are classical least squares (CLS); inverse
least squares (ILS); partial least squares
(PLS); and principal component regres-
sion (PCR). CLS (also known as K-matrix
methods) and PLS (also known as P-matrix
methods) are least-squares methods involv-
ing matrix operations. These methods can
be limited when very complex mixtures are
investigated and factor analysis methods
such as PLS and PCR can be more useful.
The factor analysis methods use functions
to model the variance in a data set.

If it is not necessary to know the specific
concentration of the species of interest,
but to simply know whether the species is
present or not in a complex sample, then
a multivariate pattern recognition method,
such as linear discriminant analysis (LDA)
or artificial neural networks (ANNs),
may be used to identify the spectral
characteristics of the species of interest.
Such methods are capable of comparing
a large number of variables within a
data set, such as intensity, frequency, and
bandwidth. LDA and ANNs are known
as supervised methods because a priori
information is available about the data
set. There are also unsupervised methods,
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such as hierarchical clustering, which may
be used to determine the components in
a data set without any prior information
about the data.

4
Applications

4.1
Lipids

Many lipids contain phosphorus and are
classed as phospholipids. The infrared
spectra of phospholipids can be divided
into the spectral regions that originate
from the molecular vibrations of the
hydrocarbon tail, the interface region, and
the head-group. The major infrared modes
due to phospholipids are summarized
in Table 2. The hydrocarbon tail gives
rises to acyl chain modes. The most
intense vibrations in the infrared spectra
of lipid systems are the CH2 stretching
vibrations and these give rise to bands in
the region 3100 to 2800 cm−1. The CH2

asymmetric and symmetric stretching
modes at 2920 and 2851 cm−1 respectively,
are generally the strongest bands in the
spectra. The frequencies of these bands
are conformation-sensitive and respond
to changes of the trans/gauche ratio in
the acyl chains. This is also the case for
the vibrational modes due to the terminal
CH3 groups at 2956 cm−1 (asymmetric
stretching) and 2873 cm−1 (symmetric
stretching). The =C−H stretching bands
due to unsaturated acyl chains are found
at 3012 cm−1 and the bands due to
methylene and methyl groups occur in
the 1500 to 1350 cm−1 region. At around
1470 cm−1, there are bands due to CH2

bending and the number and frequency
of these bands are dependent on acyl
chain packing and conformation. While

the asymmetric deformation modes of the
CH3 group are obscured by the scissoring
bands, the symmetric deformation mode
appears at 1378 cm−1.

In certain phospholipid membranes that
contain unsaturated acyl chains, the typical
lamellar liquid crystalline phase converts
to a micellar nonlamellar phase upon heat-
ing. Such a thermally induced transition
involves a major structural rearrangement.
Temperature studies of the infrared spec-
tra of phospholipids provide a sensitive
means of studying such transitions in
lipids. Figure 8 shows the temperature
dependence of the frequency of the sym-
metric CH2 stretching band in the spectra
of lipid membranes obtained from phos-
phatidylethanolamine. The increasing fre-
quency with temperature indicates an
increasing concentration of gauche bands

Tab. 2 Characteristic infrared bands of lipids.

Wave
number
[cm−1]

Assignment

3010 =C−H stretching
2956 CH3 asymmetric stretching
2920 CH2 asymmetric stretching
2870 CH3 symmetric stretching
2850 CH2 symmetric stretching
1730 C=O stretching
1485 (CH3)3N+ asymmetric bending
1473, 1472,

1468, 1463
CH2 scissoring

1460 CH3 asymmetric bending
1405 (CH3)3N+ symmetric bending
1378 CH3 symmetric bending
1400–1200 CH2 wagging band progression
1228 PO2

− asymmetric stretching
1170 CO−O−C asymmetric stretching
1085 PO2

− symmetric stretching
1070 CO−O−C symmetric stretching
1047 C−O−P stretching
972 (CH3)3N+ asymmetric stretching
820 P−O asymmetric stretching
730, 720, 718 CH2 rocking
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Fig. 8 Temperature dependence of the symmetric CH2 stretching
band of phosphatidylethanolamine.

in the acyl chains and this leads to the for-
mation of the nonbilayer phase at higher
temperatures. Figure 8 shows a frequency
shift of about 2 cm−1 at 18 ◦C and this
is associated with the gel to liquid crystal
phase transition. An additional frequency
shift of approximately 1 cm−1 at 50 ◦C is
associated with a transition to the micellar
phase. Both these transitions have been
observed to be reversible.

Spectral modes arising from the head-
group and interfacial region also provide
useful information. The most useful
infrared bands for studying the interfacial
region of lipid assemblies are the ester
group vibrations, particularly the C=O
stretching bands in the 1750 to 1700 cm−1

region. In diacyl lipids, this region consists
of at least two bands originating from
the two ester carbonyl groups. A band
at 1742 cm−1 is assigned to the C=O
mode of the first alkyl chain with a

trans conformation in the carbon–carbon
bond adjacent to the ester grouping, while
the 1728-cm−1 C=O frequency of the
second alkyl chain suggests the presence
of a gauche band in that position. The
frequency difference observed reflects the
structural inequivalence of the chains, with
the first alkyl chain initially extending in a
direction perpendicular to the second alkyl
chain and then developing a gauche bend
in order to render the two chains parallel.

The choline, ethanolamine, and ser-
ine groups of lipids have characteristic
modes. The CH3 asymmetric stretching
modes of the (CH3)3N+ group are around
3040 cm−1 and are out of the range of the
acyl chain CH3 bands. The corresponding
methyl bending vibrations of the choline
group occur at higher frequencies, com-
pared to those of the acyl chain methyl
groups. The C−N stretching bands are
found between 1040 and 800 cm−1. There
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are also several characteristic phosphate
group vibrations: an asymmetric PO2

−
stretch around 1228 cm−1; a symmetric
PO2

− stretch around 1085 cm−1; P−O
stretching modes in the region 900 to
800 cm−1.

Adipocere is the waxy substance that can
form from the tissue of dead bodies. It is
known to consist mainly of fatty acids, as
well as the calcium salts of certain fatty
acids. During the formation of adipocere,
triacylglycerols breakdown into fatty acids.
Figure 9 illustrates the infrared spectrum
of a sample of adipocere collected from
grave soil. The spectrum shows the char-
acteristic modes attributable to fatty acids
and hydroxy fatty acids. Fatty acids show a
distinctive carboxylic acid carbonyl stretch-
ing mode near 1700 cm−1. Comparison
with reference spectra of fatty acids in-
dicates that the predominant fatty acid

present in the sample is palmitic acid,
although there is evidence that both myris-
tic acids and stearic acid are also present
in the sample. The fingerprint regions of
each of the fatty acids can be used to dif-
ferentiate these molecules. The carbonyl
region 1800 to 1700 cm−1 of the sam-
ple shows several overlapping modes in
the region where fatty acids are known
to produce modes, supporting the obser-
vation that several fatty acids are present.
The appearance of modes in the region
1600 to 1500 cm−1 is characteristic of
calcium salts of fatty acids. These salts
show carboxylate CO stretching modes
near 1575 and 1540 cm−1. In addition to
overlapping modes due to fatty acids, there
is a shoulder observed near 1740 cm−1.
This is a region associated with the pres-
ence of triacylglycerols. There is also a
mode near 3010 cm−1, which may be
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Fig. 9 Infrared spectrum of adipocere.
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attributed to olefinic C−H stretching of
triacylglycerols providing more evidence
that triacylglycerols are still present in the
adipocere. The major infrared modes of
the adipocere sample are summarized in
Table 3.

Quantitative infrared analysis can be car-
ried out on blood serum to determine the
relative amounts of lipid present. Triglyc-
erides, phospholipids, and cholesteryl es-
ters are the classes of lipid that occur in
blood serum and these compounds oc-
cur naturally in concentrations that make
infrared analysis attractive. These classes
of compounds can be characterized by
their carbonyl bands: the peak maxima
appear at 1742 cm−1 for the triglycerides,
at 1737 cm−1 for the phospholipid, and
at 1723 cm−1 for the cholesteryl esters.
However, the carbonyl peaks are heav-
ily overlapped, but a least-squares method
may be used to separate the components.
The concentrations of these lipid compo-
nents are usually in the range 0.03 to 0.3%
in human blood, and standard solutions
can be prepared in chloroform.

Tab. 3 Major infrared modes of adipocere.

Wave
number
[cm−1]

Assignment

2950–2800 C−H stretching
2670–2660 Fatty acid O−H stretching
1720–1710 Triacylglycerol C=O stretching
1702 Fatty acid C=O stretching
1576 Fatty acid calcium salt

carboxylate C−O stretching
1540 Fatty acid calcium salt

carboxylate C−O stretching
1500–1400 Lipid CH2 scissoring
1400–1200 Lipid CH2 wagging
1200–1000 Lipid CO−O−C stretching
1000–800 C−H bending
800–700 Lipid CH2 rocking

4.2
Proteins and Peptides

The infrared spectra of proteins and pep-
tides exhibit absorption bands associated
with their characteristic amide group. In-
plane modes are due to C=O stretching,
C−N stretching, N−H stretching, and
O−C−N bending, while an out-of-plane
mode is due to C−N torsion. The char-
acteristic bands of the amide groups of
protein chains are similar to the absorp-
tion bands exhibited by secondary amides
in general, and are labeled amide bands.
There are nine such bands, called amide
A, amide B, and amide I-VII, in order
of decreasing frequency and these bands
are summarized in Table 4. Some of these
bands are more useful for conformation
studies than others and the amide I and
amide II bands have been the most fre-
quently used.

The amide II band mainly represents
(60%) N−H bending, with some C−N
stretching (40%). It is possible to split
the amide II band into components
depending on the secondary structure of
the protein. The position of the amide II
band is sensitive to deuteration, shifting
from around 1550 cm−1 to a frequency
of 1450 cm−1. The amide II band of
the deuterated protein overlaps with the
H−O−D bending vibration, making it
difficult to obtain information about the
conformation of this band. However,
the remainder of the amide II band at
1550 cm−1 may provide information about
the accessibility of solvent to the peptide
backbone. Hydrophobic environments or
tightly ordered structures, such as α-helix
or β-sheet, reduce the chance of exchange
of the amide N−H proton.

The most useful infrared band for the
analysis of the secondary structure of
proteins in aqueous media is the amide
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Tab. 4 Characteristic infrared amide bands of proteins.

Designation Wave number [cm−1] Assignment

A 3300 N−H stretching in resonance with
B 3110 With overtone (2 × amide II)
I 1653 80% C=O stretching;

10% C−N stretching;
10% N−H bending

II 1567 60% N−H bending; 40% C−N stretching
III 1299 30% C−N stretching; 30% N−H bending;

10% C=O stretching; 10% O=C−N bending; 20% other
IV 627 40% O=C−N bending; 60% other
V 725 N−H bending
VI 600 C=O bending
VII 200 C−N torsion

I band, occurring between approximately
1700 and 1600 cm−1. The amide I band
represents 80% C=O stretching vibration
of the amide group coupled to the in-plane
N−H bending and C−N stretching modes.
The exact frequency of this vibration
depends on the nature of hydrogen
bonding involving the C=O and N−H
groups and this is determined by the
particular secondary structure adopted by
the protein. Proteins generally contain a
variety of domains containing polypeptide
fragments in different conformations. As
a consequence, the observed amide I band
is usually a complex composite, consisting
of a number of overlapping component
bands representing helices, β-structure,
turns, and random structures.

In addition, the infrared contributions
of the side chains of the amino acids
that constitute the protein must also be
considered. Amino acid side chains exhibit
infrared modes that are often useful for
investigating the local group in a protein.
Fortunately, these contributions have been
found to be small in D2O compared to the
contributions made by the amide I band. It
is also important to be aware of the location
of such modes as they may be confused

with amide vibrations. The arginyl residue
is the only residue that makes a significant
contribution in the 1700 to 1600 cm−1

region, but even the bands at 1586 and
1608 cm−1 due to the arginyl residue do
not contribute greatly compared to the
amide I contributions. The characteristic
side-chain infrared frequencies of amino
acids are summarized in Table 5.

Resolution enhancement of the amide I
band allows for the identification of var-
ious structures present in a protein or
peptide. Derivatives and deconvolution can
be used to obtain such information. How-
ever, simply measuring the peak heights
of the resulting spectra does not provide
an accurate measure of the proportion
of the secondary structure. In Fourier
deconvolved spectra, the bandshapes are
distorted and the extent of this distortion
depends on the widths of the component
bands and the parameters used to compute
the deconvolved spectra, so the resulting
peak heights are complex functions of a
number of parameters. Similarly, the peak
heights in the derivative spectra cannot be
used as a quantitative measure because
they are functions of both intensities and
the widths of the original bands. The best
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Tab. 5 Characteristic frequencies of amino acid side chains.

Amino acid Wave number [cm−1] Assignment

Alanine 1465 CH2 bending
Valine 1450 CH3 asymmetric bending
Leucine 1375 CH3 symmetric bending
Serine 1350–1250 O−H deformation
Aspartic acid 1720 C=O stretching
Glutamic acid 1560 CO2

− asymmetric stretching
1415 CO2

− symmetric stretching
Asparagine 1650 C=O stretching
Glutamine 1615 NH2 bending
Lysine 1640–1610, 1550–1485 NH3

+ deformation
1160, 1100 NH3

+ rocking
Phenylalanine 1602, 1450, 760, 700 Ring vibrations
Tyrosine 1600, 1450 Ring vibrations
Arginine 1608, 1586 Ring vibrations

method used for the estimation of protein
secondary structure involves band-fitting
the amide I band. The parameters re-
quired, the number of component bands
and their positions, are obtained from
the resolution enhanced spectra. The frac-
tional areas of the fitted component bands
are directly proportional to the relative pro-
portions of structure that they represent.
The percentages of helix, β-structure, and
turns may be estimated by the addition
of the areas of all the component bands
assigned to each of these structures and
expressing the sum as a fraction of the total
amide I area. The assumption is made that
the intrinsic absorptivities of the amide
I bands corresponding to different struc-
tures are identical.

Infrared spectroscopy has been used in
a large number of studies of proteins in a
range of environments. Some examples of
the proteins analyzed are listed in Table 6,
which details the deconvolved amide I
frequencies and secondary structure as-
signments made for a series of proteins
in D2O. These assignments are based on
the fact that the secondary structures of

these globular proteins have been very
well characterized by X-ray crystallogra-
phy. The characteristic frequencies of the
secondary structures of proteins have also
been estimated from normal coordinate
calculations on model peptides and pro-
teins of known structure. The frequencies
are summarized in Table 7. These assign-
ments are by no means exact and some
bands may appear outside these ranges for
some proteins, particularly when solvent
interactions are considered.

An example of the approach to protein
analysis is illustrated by Fig. 10, which
shows the amide I band of the enzyme
lysozyme in D2O. The amide I band of
this protein shows nine component bands
and the relative areas of these components
are listed in Table 8. The components
may be assigned to the various types of
secondary structures. The bands at 1623
and 1632 cm−1 are characteristic of β-
structure, as is the band at 1675 cm−1.
The bands at 1667, 1684, and 1693 cm−1

occur at frequencies characteristic of turns
and bends. The band at 1610 cm−1 is
due to arginyl side-chain vibrations and
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Fig. 10 Curve-fitted amide I band of lysozyme in D2O.

Tab. 7 Characteristic amide I band frequencies
of protein secondary structure.

Wave number
[cm−1]

Assignment

1695–1670 Intermolecular β-structure
1690–1680 Intramolecular β-structure
1666–1659 3-turn helix
1657–1648 α-helix
1645–1640 Random coil
1640–1630 Intramolecular β-structure
1625–1610 Intermolecular β-structure

the 1640-cm−1 band may be assigned to
random coil. The two remaining bands
at 1648 and 1657 cm−1 are due to the
presence of α-helix. Usually, in protein
infrared spectra, only one component
due to α-helix is observed. However,
X-ray data indicates the presence of
two types of helix in lysozyme: α-helix
and 3-turn helix. These different helices
vibrate at different frequencies and the
1657-cm−1 band is assigned to α-helix,

Tab. 8 Analysis of the amide I band of lysozyme
in D2O.

Wave number
[cm−1]

Relative
area [%]

1623 1
1632 15
1640 16
1648 24
1657 24
1667 11
1675 7
1684 2
1693 <1

while the 1648-cm−1 band is due to
3-turn helix. These assignments give a
quantitative estimate of 48% helix, 23%
β-structure, 13% turns, and 16% random
coil in lysozyme.

FTIR spectroscopy is particularly useful
for probing the structure of membrane
proteins. The technique can be used to
study the secondary structure of proteins
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Fig. 11 Curve-fitted amide I band of MBP in D2O.

Tab. 9 Analysis of the amide I band of MBP in D2O and in reconstituted myelin.

D2O wave
number
[cm−1]

Relative
area [%]

Reconstituted
myelin wave

number [cm−1]

Relative
area [%]

1624 8
1634 14
1642 9

1647 86 1651 22
1671 14 1663 14

1675 11
1686 3

both in their native environment as well
as after reconstitution into model mem-
branes. Myelin basic protein (MBP) is
a major protein of the nervous system
and has been studied using FTIR spec-
troscopy in both aqueous solution and
after reconstitution in myelin lipids. The
amide I band of MBP in D2O solution
(deconvolved and curve-fit) is illustrated
in Fig. 11. The amide band shows a
small band at 1616 cm−1 that occurs at
a frequency normally attributed to amino
acid side-chain contributions. The largest

component band observed at 1647 cm−1 is
assigned to random coil and accounts for
86% of the total band area. The remaining
component band at 1671 cm−1 is assigned
to turns and bends in the protein. Table 9
lists the wave number and the fractional
area of each component of the amide I
band of MBP in D2O. The FTIR spec-
trum of MBP protein after reconstitution
in myelin, with all proteins removed from
the myelin, shows that there are dramatic
changes to the amide I band of MBP when
the protein is complexed with myelin. The
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Fig. 12 Curve-fitted amide I band of MBP in myelin.

results of deconvolution and band-fitting
the amide I band of MBP in myelin are
shown in Fig. 12. The wave number and
the fractional area of each component of
the amide I band of MBP in myelin are
also listed in Table 9. In Fig. 12, the two
small components at 1606 and 1616 cm−1

occur in the frequency range attributed
to side-chain contributions. The appear-
ance of the band at 1624 cm−1 indicates
the presence of water-bonded β-structure.
Also, the component at 1634 cm−1 has
been assigned to β-structure, with a high-
frequency component due to β-structure
observed at 1675 cm−1. These bands con-
tribute to 40% of the total band area. This
estimation indicates that a notable amount
of β-structure is formed when the results
are compared to those obtained for MBP in
D2O, where no β-structure was observed.
The component at 1651 cm−1, contribut-
ing to 28% of the total amide I band area,
has been assigned to α-helix in the protein.
Thus, reconstitution of MBP in myelin

produces a significant amount of α-helix
in the protein in the predominantly lipid
environment. Again, none of this type of
structure was observed for the protein in an
aqueous environment. The small compo-
nent at 1642 cm−1 appears at a frequency
normally attributed to random coil. The
remainder of the components in Fig. 11 at
1663 and 1686 cm−1 have been assigned to
turns and bends in the protein. The impor-
tance of the conditions in which biological
molecules are examined in the infrared
needs to be emphasized. The lipid envi-
ronment more closely mimics the native
environment, and thus presumably gives a
far better indication of the native structure.

4.3
Nucleic Acids

Nucleic acids are vital molecules that
carry the genetic code and are responsi-
ble for its expression by protein synthesis.
The nucleic acids, deoxyribonucleic acid
(DNA) and ribonucleic acid (RNA), may be
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studied using infrared spectroscopy. The
spectra of nucleic acids may be divided
into the modes due to the constituent
base, sugar, and phosphate groups. The
bases (thymine, adenine, cytosine, gua-
nine, and uracil) give rise to purinic and
pyrimidinic vibrations in the range 1800
to 1500 cm−1 and these bands are sen-
sitive markers for base pairing and base
stacking effects. Bands in the region 1500
to 1250 cm−1 of nucleic acids are due to
the vibrational coupling between a base
and a sugar, and in the range 1250 to
1000 cm−1, sugar–phosphate chain vibra-
tions are observed. These bands provide
information about backbone conforma-
tions. In the region 1000 to 800 cm−1,
sugar/sugar–phosphate vibrations are ob-
served. The major infrared modes of
nucleic acids are listed in Table 10.

4.4
Disease Diagnosis

In recent years, infrared spectroscopy has
emerged as a powerful tool for char-
acterizing tissue and disease diagnosis.
High-pressure (pressure-tuning) infrared
spectroscopy has been developed as a suc-
cessful technique for the evaluation of
malignancy in human tissues. The pres-
sure dependence on parameters such as
frequency, intensity, and band shape can
provide further information about the
structural changes associated with ma-
lignancy. For example, it is possible to
detect cervical cancer arising from a pre-
malignant state termed dysplasia by using
infrared band differences among normal,
dysplastic, and malignant cervical cells.
A study of the pressure dependence of
the frequencies of bands indicates that
there are extensive changes in the degree
of hydrogen bonding of phosphodiester
groups of nucleic acids and the C−OH

Tab. 10 Major infrared bands of nucleic acids.

Wave
number
[cm−1]

Assignment

2960–2850 CH2 stretching
1705–1690 RNA C=O stretching
1660–1655 DNA C=O stretching, N−H

bending
RNA C=O stretching

1610 C=C imidazole ring stretching
1578 C=N imidazole ring stretching
1244 RNA PO2

− asymmetric stretching
1230 DNA PO2

− asymmetric stretching
1218 RNA C−H ring bending
1160, 1120 RNA ribose C−O stretching
1089 DNA PO2

− symmetric stretching
1084 RNA PO2

− symmetric stretching
1060, 1050 RNA and DNA Ribose C−O

stretching
1038 RNA ribose C−O stretching
1015 DNA ribose C−O stretching

RNA ribose C−O stretching
996 RNA uracil ring stretching, uracil

ring bending
970, 916 DNA ribose-phosphate skeletal

motions

groups of proteins. Pressure studies also
indicate changes in the degree of disor-
der of methylene chains of lipids in the
malignant tissue. The infrared spectra of
tissue samples with dysplasia demonstrate
the same changes to a lesser degree than
those observed for the cancer samples.
Figure 13 shows the pressure dependence
of the CH2 bending mode frequency of
the methylene chain of lipids for both
normal and malignant tissue. Pressure in-
creases this frequency because it induces
ordering of the methylene chains in the
lipid bilayers, thus increasing interchain
interactions. In malignant cervical tissue,
pressure induces a smaller shift in the
frequency of this mode compared with nor-
mal tissue. The difference indicates that in
cervical cancer, the methylene chains of
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Fig. 15 Infrared spectra of kidney stones: (a) Stone mainly composed of
calcium oxalate dihydrate and (b) stone mainly composed of calcium oxalate
monohydrate. (From Estepa, L., Daudon, M. (1997) Biospectroscopy 3,
347–369.)

lipids are more disordered than in normal
cervical tissue.

Infrared mapping has the potential to
be widely used to study diseased tissues.
The identification of diseased regions of
tissue is clearly complicated and the use
of multivariate pattern recognition meth-
ods is appropriate. An example of where
infrared microscopic mapping may be

used to characterize disease is gallstones.
Gallstone formation in the gallbladder is
a common disease particularly in West-
ern countries. The mechanism for the
formation of gallstones is not thoroughly
understood and knowledge of the distribu-
tion of the constituents within a stone may
provide information about the mechanism
of formation. A mixed stone comprised of
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concentric bands has been polished and
mapped. Using infrared spectroscopy, the
concentric bands can be shown to con-
sist of alternating regions of CaCO3 and
cholesterol. Figure 14 shows the comple-
mentary functional group maps of the
polished surface of a sectioned gallstone: a
map of the 875-cm−1 band of CaCO3 and
the 1050-cm−1 band of cholesterol.

Kidney disease is relatively common in
humans and there are a number of causes
of the disease. Knowledge of kidney stone
composition and structure is important for
establishing the etiology of the disease.
FTIR spectroscopy has proved success-
ful for the identification of the molecular
structure and the crystalline composition
of these complex stones. The main compo-
nents of stones are calcium oxalates, cal-
cium phosphates, and purines, but more
than 85 mineral or organic compounds
have been identified. There are different
crystalline forms of the compounds. For
example, calcium oxalate forms three crys-
talline forms in urine: calcium oxalate
monohydrate, calcium oxalate dihydrate,
and calcium oxalate trihydrate. One ap-
proach to diagnosis is to examine the form
of calcium oxalate in the kidney stone.

Examples of the infrared spectra produced
for kidney stones of differing calcium
oxalate forms are illustrated in Fig. 15.
Figure 15(a) is the spectrum of a stone
found to contain 95% calcium oxalate di-
hydrate, while Fig. 15(b) is the spectrum
of a stone containing 85% calcium ox-
alate monohydrate. Quantitative analysis
was carried out using an absorbance ratio
of two peaks observed in the spectra of a
binary mixture. The sample in Fig. 15(a)
shows a high proportion of calcium ox-
alate dihydrate, which is linked to a high
calcium/oxalate ratio and a high urine cal-
cium content associated with renal hyper-
calciuria and hyperparathyroidism. In con-
trast, the predominance of calcium oxalate
monohydrate for the sample in Fig. 15(b)
indicates that there is a high oxalate con-
tent in the urine that is linked to primary
hyperoxaluria, inflammatory bowel dis-
ease, or a high intake of oxalate-rich food.

4.5
Microbial Cells

Infrared spectroscopy has proved to be
a valuable tool for characterizing and
differentiating microbial cells. Given the
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Fig. 16 Infrared spectra of
E. coli (a) and ribonuclease A
(b). (From Naumann, D. (2001)
Appl. Spectrosc. Rev. 36,
239–298.)
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complex nature of such microorganisms,
the spectra can contain a superposition of
hundreds of infrared modes. However, the
FTIR spectra of bacteria show modes pre-
dominantly due to the protein component.
Although the cells also contain DNA and

RNA structures, carbohydrates, and lipids,
the various cell and membrane proteins
form the major part of the cell mass.
Figure 16 shows part of the infrared spec-
tra of Escherichia coli and a typical protein,
ribonuclease A, illustrating the similarity.
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Fig. 17 Infrared spectra of an E. coli colony measured at center (1) and
edge of colony (2) with corresponding difference spectrum (3). (From
Choo-Smith, L.P. et al. (2001) Appl. Environ. Microbiol. 67, 1461–1469.)
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Fig. 18 Dendrogram from hierarchical clustering analysis of the infrared
spectra of 7 h colonies of two E. coli strains. (From Choo-Smith, L.P. et al.
(2001) Appl. Environ. Microbiol. 67, 1461–1469.)
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However, modes due to carbohydrates and
lipids can also be observed in bacterial
infrared spectra to a lesser extent.

FTIR spectroscopy provides a rapid
method for identifying microorganisms
responsible for infections. The technique
has been used to monitor the biochemical
heterogeneity of microcolonies of E. coli.
By examining the individual spectra and

calculating the difference spectra, it is pos-
sible to gain a better understanding of
the source of the clustering. Figure 17
illustrates the infrared spectra obtained
from the center and the edge of an E. coli
colony. Despite the fact that the spectra
appear very similar at first sight, differ-
ence spectra reveal variation. There are
differences in the region near 1230 cm−1,
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reference analytical results. (From Hazen, K.H. et al. (1998) Anal. Chim. Acta 371, 255–267.)
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which may be assigned to the phos-
phate double-bond asymmetric stretching
vibration of the phosphodiester, free phos-
phate, and monoester phosphate func-
tional groups. There are also differences
observed for the protein amide I region
(1670–1620 cm−1), the symmetric stretch-
ing vibrations of COO− functional groups
(1400 cm−1), and the carbohydrate re-
gion (1200–900 cm−1). Hierarchical clus-
ter analysis of the spectra of 7 h colonies of
two E. coli strains were carried out and
Fig. 18 illustrates the resulting dendro-
gram. This clearly shows the formation
of two major clusters corresponding to the
different strains.

4.6
Clinical Chemistry

Common infrared tests in clinical chem-
istry include glucose, blood, and urine
analyses. The quantification of glucose in
body fluids is an important aspect of clini-
cal analysis, especially in the case of blood
glucose measurements for diabetic pa-
tients. The methods of near-infrared (NIR)
spectroscopy and ATR spectroscopy in the
mid-infrared region lend themselves to the
study of glucose in such aqueous environ-
ments, and PLS and PCR methods have
been successfully applied to quantitative
analysis of glucose samples. Biological flu-
ids may also be investigated using NIR
or ATR spectroscopy, both as native flu-
ids or dry films. Figure 19 demonstrates
the effectiveness of NIR spectroscopy as
a technique for the quantitative analy-
sis of native serum samples. This figure
shows scatter plots that compare the con-
centration results obtained using NIR
spectroscopy with the results obtained us-
ing standard reference clinical methods.
In these experiments, the calibration pro-
cedure involved using a number of spectra

and independent reference analyses and
then optimizing PLS models for each con-
stituent individually.

See also Detection and Characteri-
zation of Single Biomolecules.
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Keywords

Batch Culture
A closed culture system to which no major additions to nutrients are made after
inoculation of the nutrient medium with the chosen microorganisms.

Continuous Culture (Chemostat)
A culture system in which the rate of addition of fresh medium balances the rate of
removal of spent medium and cells, such that at steady state, the concentration of all
reactants is constant.

Fed Batch Culture
A culture system to which nutrient is added at discrete time intervals or on a
continuous basis, with the aim of avoiding either limitation or inhibition of O2 owing
to the nutrient.

Filamentous Fungi (Molds)
Eukaryotic microorganisms, characterized by growth at the apical tip, which form a
branched network of vegetative filaments, a mycelium.
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Solid Substrate Fermentation (SSF)
A low water fermentation process in which the fungus grows on or through the solid
substrate, often a cereal grain or similar material.

Submerged Liquid Fermentation (SLF)
Describing liquid fermentation systems, within which the fungus is aerated and, often,
mechanically agitated.

� Molds (filamentous fungi) are used in the service of man to produce a wide range
of valuable products, to improve feedstuffs, to carry out biotransformations, and to
effect bioremediation. The technology used to cultivate and control mold activity on
either solid or liquid media allows the production of high levels (kilos per cubic
meter) of the desired products from selected microbial strains. Nevertheless, many
problems in cultivating these microorganisms, due directly to their morphology,
remain to be fully resolved. The biotechnological role of the filamentous fungi
seems set to expand, with the development of effective transformation systems and
increasing use of organisms such as Aspergillus niger, as efficient systems for the
secretion of heterologous proteins. However, an understanding of the technological
means of successfully cultivating these microorganisms will continue to be essential
to the exploitation of their biotechnological potential.

1
Introduction

Biotechnology has been defined as ‘‘the
use of whole cells or parts derived
therefrom to catalyze the formation of
useful products or to treat pollutants.’’

Within the broad field of biotechnol-
ogy, the filamentous fungi (molds) have
long occupied an important position. This
diverse and metabolically versatile group
of eukaryotic microorganisms is charac-
terized by the formation of vegetative
branching filaments (hyphae), which to-
gether form a mycelium. This growth
pattern is a result of polarization of growth
at the hyphal tip (apex).

Although most groups of molds
have economically significant members,

biotechnologically, the most important
fungi are found within the Fungi Imper-
fecti, Ascomycetes, and Basidiomycetes.

Recent years have seen several major
advances in our basic understanding
of how the fungi work at the cellular
level, including the publication of the
full genome of the industrial workhorse,
A. niger (by DSM). The publication of
the genome of this organism potentially
signals the start of a revolution in our
exploitation of the fungi for mankind’s
benefit, since the relationship between
genome, proteome, and cellular behavior
in the fungi can now be approached
on a more systematic and logical basis
than hitherto. There has been great
progress in the key areas of functional
genomics (the allocation of function to each
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identified gene) and metabolic pathway
engineering (deliberate genetic alteration
of a fungal strain to enhance synthesis
of a desired metabolite). Advances in
these areas will revolutionize our approach
to understanding the physiology of the
filamentous fungi.

Another recent development in our un-
derstanding of the basic function of the
fungi is the discovery of ‘‘gene silenc-
ing’’ in the filamentous fungus, Neurospora
crassa. It seems likely that both dsRNA
interference and posttranscriptional gene
silencing (PTGS) induced in fungi by the
presence of transgenic DNA, involve se-
quence specific degradation of relevant
messenger RNA, thus, effectively ‘‘silenc-
ing’’ the gene from which they were
transcribed. This is a tremendously in-
teresting new area with great potential for
exploitation for mankind’s benefit. Poten-
tially novel methods of controlling gene
activity in the fungi points the way to whole
new strategies for controlling the growth
of fungi in a range of environments,
including medical, biotechnological, and
ecological. At its simplest, this might imply
the development of a completely new cate-
gory of antifungal agents: given the woeful
condition of our current antifungal armory
and the increasing problems caused by
fungi to the health of the human popula-
tion, this would be immensely beneficial.

This is an exciting and rapidly develop-
ing area in the biotechnology of the fungi
with revolutionary advances being made
possible by our increased knowledge of
fungal physiology.

1.1
Physical Characteristics of Filamentous
Fungi (Molds)

The hyphal mode of growth confers a
number of advantages on the filamentous

fungi. These include the ability to translo-
cate nutrients within the mycelial network,
the ability to grow away from the ini-
tial growth point, such that hyphae at
the edge of a colony constantly encounter
fresh nutrients, and the ability to grow into
solid materials (penetrative growth), thus
allowing the uptake of nutrients whose
availability would otherwise be restricted
by diffusion.

In the growth process, fungi form
branches, and branch frequency is closely
related to nutrient availability.

1.2
Metabolic Activities of Filamentous Fungi

As a consequence of their mode of growth,
the filamentous fungi possess a number
of metabolic activities that are attractive
to the biotechnologist. First among these
is the synthesis and excretion of lytic en-
zymes (proteases, lipases, carbohydrases).
Production of such hydrolytic enzymes
aids fungal invasiveness. Under appro-
priate conditions, some fungi can secrete
large quantities of proteins (50 gL−1 in
some cases) into their environment.

The filamentous fungi are, as a
group, prodigious producers of secondary
metabolites. This structurally diverse
group of products, formed in significant
amounts during the stationary phase,
includes compounds such as the
penicillins and the gibberellins.

2
Development of Fungal Biotechnology

2.1
Solid Substrate Fermentation (SSF) Systems

Traditionally, molds have been used
largely in the production and improvement
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of foods. Natural colonization of moist
grains or cereals by molds led to the dis-
covery that certain molds could improve
the flavor, texture, and nutritional value of
largely carbohydrate materials.

The next steps involved control of
the physicochemical conditions of the
process and, later, isolation, selection,
and use of particular strains. These
processes, the classic examples of solid
substrate fermentation (SSF) processes,
are characterized by the overgrowth of the
substrate, often a grain, by the fungus,
which is then used as a source of enzymes
to break down substrate components or
for addition to other substrates. Such
processes are often referred to by the
Japanese term koji. Koji processes are still
widely used in the Orient for formation
of a wide range of products (Table 1).
Most of these processes are now operated
at the industrial scale, and many have
been taken up by countries outside Asia.
Tempeh, for example, in which the action
of the fungi produces a material high in
protein, flavorsome, and useful as a meat
supplement, is produced in quantity in
both Europe and the United States.

Europeans traditionally have used fungi
such as Penicillium roquefortii and P.
camembertii to grow on or in cheeses and
to enhance flavor by production of lipases

and proteases. Further use of SSF was in
the industrial production of mushrooms,
the most common being Agaricus bisporus.

All SSF systems are low water systems
and generally have relatively low power
inputs. Conversely, they are generally
recognized as being difficult to monitor,
control, and scale up. For example, O2

transfer and the removal of CO2 and heat
can be difficult. Several SSF fermentor
types are illustrated in Fig. 1.

2.2
Submerged Liquid Fermentation (SLF)
Systems

Citric acid illustrates particularly well the
development of the fermentation technol-
ogy required for convenient formation of
mold products in large quantities, at rea-
sonable rates in liquid systems. Initially de-
rived from lemon juice, citric acid was first
produced industrially by a surface tray pro-
cess using A. niger. The US firm of Pfizer
used this relatively lengthy (6–12 days)
labor-intensive process until 1991.

From the late 1940s, the use of the
stirred-tank reactor (STR) for submerged
liquid cultivation of A. niger resulted in
citrate production processes lasting 3 to
5 days at 25 to 30 ◦C. A typical STR is
shown in Fig. 1(d). Use of such fermentors

Tab. 1 Processes involving a koji stage.

Product Substrates Mold involved Location

Shoyu (soy sauce) Soy beans/wheat Aspergillus soyae
or A. oryzae

Japan (but similar
products
elsewhere)

Miso Rice/barley
soybeans

A. soyae Japan

Sake (rice wine) Rice A. oryzae Japan
Tempeh Soybeans Rhizopus sp. R.

oligosporus
Indonesia
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Fig. 1 Fermentor configurations showing three SSF types: (a) rotating drum, (b) tray system,
and (c) formed air-flow system [from Whipps and Lumsden (1989)] and one SLF type:
(d) stirred-tank bioreactor. [From Kinghorn and Turner (1992).]

allowed high oxygen transfer rates to be
maintained, leading to high productivity
with low manual labor needs. These
fermentors were easier to monitor and
control than SSF systems. The mold’s
physical environment could thus be more
readily optimized. The STR is now the
industry workhorse, a flexible reactor type
used for the production of a wide range
of products.

Some of the features developed in citrate
fermentations are held in common with
other STR mold fermentations, including
the following:

• Use of highly bred (often relatively
genetically unstable) pure cultures of
production strains. (Production strains
are usually stable these days!)

• Use of relatively crude raw materials
such as molasses and corn steep liquor
at the industrial scale

• Continuous aeration with sterile (fil-
tered) air, and continuous stirring

• Maintenance of asepsis during fermen-
tation (molds grow more slowly than
bacteria and yeasts: thus any contami-
nation by these microorganisms could
lead to displacement of the fungus).
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Current demand for citric acid is around
500 000 tons, though this amount is grow-
ing at 3 to 5% per year. Increasingly, the
citric acid market is being concentrated in
the hands of fewer, larger producers. Cur-
rently, only seven companies produce the
vast bulk of citrate used.

2.2.1 Penicillins
At around the same time that submerged
citrate processes developed, fermentations
in STRs involving pure cultures of Peni-
cillium chrysogenum for penicillin G pro-
duction were also being developed. These
processes are conceptually very similar
to those used in citrate production. Ini-
tially, the carbon source was lactose, which
permitted slow fungal growth and good
excretion of the product, the secondary
metabolite penicillin G. Later, fed batch
processes using glucose feeds were devel-
oped. These are the current methods of
production for penicillin G and V, which
differ chemically only in the attached side

chain (phenylacetic acid in the former,
phenoxyacetic acid in the latter). Bulk peni-
cillins G and V are increasingly used as raw
materials for conversion into a wide range
of semisynthetic penicillins.

Penicillins, like citrate, are mature
biotechnological products produced in
bulk and characterized by ‘‘survival of the
fittest’’ with respect to producers.

2.2.2 Enzyme Production by Fermentation
Fungi are excellent sources of a wide
range of lytic enzymes. Most of these are
produced using the well-understood STR
system described briefly in Sect. 2.2. In
this area, the aspergilli are preeminent.
The current world market for industrial en-
zymes, several of which are produced from
aspergilli by SLF, is around $600 million
per annum.

2.2.3 Other Liquid Fermentation Products
Table 2 lists some products of the liquid
fermentation of fungi. In general, it is

Tab. 2 Some of the products of fungal biotechnology.

Organism Product(s) Use Mode of production

Aspergillus niger Citric acid Acidulant SLF (usually)
A. oryzae Amyloglucosidase

and other
enzymes

Starch hydrolysis,
lipolysis, proteolysis,
etc.

SLF (fed batch)

Penicillium
chrysogenum

Penicillins G and V Antibacterial agents SLF (fed batch)

Fusarium
venenatum

Mycoprotein
(Quorn)

Human foodstuff SLF (continuous
culture)

Gibberella fujikuroi Gibberellins Plant growth regulators SLF
Tolypocladium

(Beauveria)
Cyclosporin Immunosuppressant

in transplant surgery
SLF

Sclerotium
glucanicum

Scleroglucan Tertiary oil recovery;
immunostimulant;
antitumor agent

SLF (batch)

Agaricus campestris
A. bisporus

Fruiting bodies
(mushrooms)

Human foodstuff SSF

Lentinus edodes Fruiting body or cell
extracts

Human foodstuff;
immunostimulant

SLF
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much easier to screen for antimicrobial
activity of mold-derived compounds than
for other activities. Indeed, some prod-
ucts such as cyclosporins were originally
isolated for their antimicrobial character-
istics (antifungal for cyclosporins), with
their value as immunosuppressants be-
ing realized only later. It is not un-
reasonable to state that the use of
cyclosporins have revolutionized trans-
plant surgery.

Mucor species have been shown to ac-
cumulate large quantities of unsaturated
fatty acids (e.g. linoleic). Although tech-
nically successful, SLF-based processes
for production are currently not eco-
nomic.

The production of mycoprotein (Quorn)
by Marlow Foods (formerly ICI/RHM: Im-
perial Chemical Industries (now Zeneca)
and Rank Hovis MacDougall) has been a
considerable success. This is one of the
few continuous-culture SLF processes, if
not the only one, operated at the indus-
trial scale. Fusarium venenatum is grown
in STRs on a defined sugar–mineral
salts medium, and the fungal biomass
produced is harvested. By virtue of its
filamentous nature, the biomass is tex-
tured, and this can be controlled or
modified to simulate various meat prod-
ucts. The bland-tasting product readily
accepts other flavors. Quorn appears to
be an almost perfect foodstuff, having
high protein quality, low fat content,
zero cholesterol, and a reasonably high
fiber content. Interest is also growing
in the role of some fungal polysaccha-
rides in modulating the immune sys-
tems of test animals. Such compounds
are classed as biological response mod-
ifiers (BRMs) and include the β-glucan
polysaccharides lentinan and scleroglu-
can. These compounds may stimulate

the immune system by enhancement of
macrophage activity.

3
Production Modes

3.1
Batch Culture

Although batch culture is the traditional
mode of cultivation in fermentors, it is
not suited to the formation of products
where inhibition by substrate, product,
oxygen limitation, or product precursors is
a problem. Fungal citrate may be produced
in batch culture.

3.2
Fed Batch Culture

In fed batch culture, the fermentation,
often after an initial batch phase, is fed
regularly or continuously with required
nutrients or precursors. The feed is con-
trolled to ensure that the level of the
added compounds is never inhibitory to
the culture, or, to avoid oxygen limitation,
a rate is maintained that just balances the
consumption of nutrients with oxygen con-
sumption. Penicillins and amyloglucosi-
dase are produced by this method, as are
many other mold secondary metabolites.

3.3
Continuous Culture

The chemostat is the most common
type of continuous-culture system en-
countered. Here the culture is contin-
uously fed fresh nutrient medium, and
spent medium, cells, and product are
continuously drawn off. The system is
not ideally suited to secondary metabo-
lite production, but it is suitable for
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biomass production, where productivi-
ties can be much higher than those in
batch fermentations. This technique is
also widely used on a small (lab) scale
to study aspects of cellular biochemistry
and physiology.

4
Problems in Cultivation of Fungi in
Fermentors

Despite a long history of cultivation in both
SSF and SLF systems, it is recognized
that there are still some problems to be
overcome. In relation to SSF systems,
some of the problems have already been
mentioned. In liquid systems, especially
the STR, particular difficulties arise as
a result of the particular morphology of
the molds.

In these fermentor vessels, formation of
a branched mycelium results in a rapid
increase in the viscosity of the culture. The
rheological character of the fermentation
fluid may also change: a low viscosity
Newtonian system may become highly
viscous and non-Newtonian.

The general effect of this trend is
to reduce mixing efficiency as well as
oxygen and heat transfer in the fermentor.
The result is heterogenicity within the
fermentor, and, in many cases, fermentor
productivity is limited.

Some producers of fungal metabolites
accept these restrictions as an inevitable
consequence of cultivation of filamen-
tous fungi. Others, however, are actively
seeking forms of the producing microor-
ganisms that are less ‘‘filamentous’’ and
have much shorter hyphae, to reduce the
problems somewhat. It is only reasonable
to state, however, that these problems are
still far from being overcome.

5
Filamentous Fungi and Heterologous
Protein Production

The filamentous fungi are showing partic-
ular promise in the area of production of
heterologous proteins. Various fungi have
been used for producing a wide range of
proteins (Table 3). Initially, many of the
systems were clearly aimed at examining

Tab. 3 Heterologous protein production in molds: some hosts, promoters, and
products.

Host Promoter source Origin of promoter Product

Aspergillus oryzae Amylase A. oryzae Aspartyl protease
A. niger var.

awamori
Glucoamylase A. niger Calf chymosin

Trichoderma
reesei

Cellobiohydrolase I T. reesei Calf chymosin

A. nidulans Alcohol
dehydrogenase

A. niger Human tissue
plasminogen
activator, human
interferon, human
growth hormone,
human interleukin 6

Achlya bisexualis SV40 promoter Simian virus Interferon
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the feasibility of using fungi as expres-
sion systems for ‘‘foreign’’ genes, and
these early studies often involved fungi
such a N. crassa and A. nidulans. More
recently, a number of companies have
achieved worthwhile yields of recombi-
nant products.

It is generally acknowledged that the
filamentous fungi have a number of
actual or potential advantages in this role,
including the following:

1. Filamentous fungi are permissive in
relation to the expression of for-
eign genes.

2. Some filamentous fungi can secrete
into the extracellular environment copi-
ous quantities of homologous proteins.
Under the correct physiological condi-
tions, for example, A. niger can produce
tens of grams of glucoamylase per liter
of culture broth. One should not under-
estimate the attractions of this feature;
here we have a group of organisms
whose particular mode of existence re-
quires them to possess efficient protein-
exporting machinery; thus, given point
1, they would appear to be ideal secre-
tion systems for heterologous proteins.
This initial promise of copious secre-
tion of heterologous proteins has yet
to be fully realized, having proved to
be rather more difficult than was first
thought. Some of the reasons for this
are discussed later.

3. Posttranslational patterns of process-
ing in the filamentous fungi are much
closer to those of higher eukaryotes.
Since many of the proteins of com-
mercial interest are of mammalian
origin (e.g. tissue plasminogen activa-
tor (tPA), interferons); this suggests that
filamentous fungi may, at first sight,
be more promising hosts than well-
known prokaryotic expression systems

such as Escherichia coli. Specifically, pat-
terns of glycosylation in fungal proteins
and higher eukaryotic proteins have a
degree of similarity.

4. Inclusion bodies (accumulations of de-
natured foreign proteins in the cyto-
plasm of bacteria) are not seen in fungi.
Their absence is potentially advanta-
geous, since recovery of such proteins
involves cell disruption, separation, and
renaturation, all of which imply in-
creased production costs.

5. From a regulatory viewpoint, many
fungi make attractive hosts for the
production of proteins for food (e.g.
chymosin) or therapeutic use (e.g.
tPA) because the US Food and Drug
Administration has given them GRAS
(generally recognized as safe) status.

6. Relative to mammalian and plant cell
cultures, fungal cultures are fast grow-
ing (doubling times of 3–4 h are not
atypical), and the technology for culti-
vating molds is well characterized and
readily available. Downstream process-
ing methods are also well understood.

7. Mitotic stability of transformants is
high.

Conversely, a number of potential draw-
backs exist, including the following:

1. Transformation frequency is generally
very low compared to transformation
in bacteria and yeasts, and methods
usually involve protoplast generation.

2. Filamentous fungi are a level of
complexity above unicellular organ-
isms such as bacteria and yeast, and
their development of a complex three-
dimensional network, with protein se-
cretion localized to specific areas of
the mycelium only, may add to the
problems of operation. Despite a long
industrial history, there is still a great
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deal that we do not understand about
the physiology, and the genetics, of in-
dustrially important fungi.

3. Many fungi produce other by-products,
such as organic acids, which represent
a diversion of substrate away from
protein synthesis and may alter the
culture pH. In addition, many fungal
strains produce proteases (such as
aspergillopepsin A), which could well
degrade the potential product. In some
cases, production of proteases can be
circumvented. For example, Genencor
deleted the gene for aspergillopepsin
A from the production strain of A.
niger, thus increasing the secretion of
calf chymosin.

4. Because fungal cultures are highly
viscous and pseudoplastic, mixing in
fermentor vessels is poor. Thus, even
if the conditions required to optimize
heterologous protein production are
known, it may not be possible to
ensure that these conditions prevail
throughout the fermentor vessel. If
uniformly good conditions are not
achieved, the overall result will be
reduced productivity.

5. The relationship between copy number
of the transforming gene and produc-
tion of the gene product is not a simple
one in some species. Such complexity
may be the result of the rather random
nature of the integration process.

Despite the difficulties just enumerated,
there have been successes also. Notable
among these is the production of calf
chymosin (Genencor) and phytase (Novo
Nordisk). As can be seen in Table 3, there
is also considerable interest in the produc-
tion of therapeutic proteins using molds.
The requirements here are more rigor-
ous than those for chymosin and phytase,
which one might regard as industrial-scale

products. In the case of chymosin, the
aim is to maximize the yield of the prod-
uct using essentially the same technology
used for production of native enzymes (see
Sect. 2.2). The companies involved, and
more importantly, the regulatory authori-
ties, are familiar with these, and provided
evidence of the purity and authenticity of
the product is available, progress toward
industrial production is relatively swift. It
is to be expected that the companies in-
volved in homologous protein production
will increasingly use the fungal expression
technology developed over the past decade
or so to improve production of many indus-
trial enzyme processes. The GRAS status
of many of the chosen host strains will be
helpful in this endeavor.

Different criteria may apply with regard
to the therapeutic proteins produced using
fungal expression systems. Yields at the
milligram- or even the microgram-per-liter
level may be initially acceptable here, when
the ‘‘retail’’ price is so high and society’s
need so great. Conversely, one might
reasonably expect the path to regulatory
approval to be somewhat longer, since
the requirements for the demonstration
of consistent purity and authenticity of
products will be much more rigorous, and
molds have no track record as sources of
therapeutic properties.

One aspect that has become apparent
is that secretion of heterologous proteins
from fungi rarely reaches the levels
achievable with homologous protein. For
example, calf chymosin from A. niger
reaches about 1.2 gL−1, while A. niger
glucoamylase can reach up to 20 to
30 gL−1. This discrepancy has been the
subject of great interest, and its resolution
may go far in ensuring the success
of the fungi as industrially important
expression systems.
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5.1
Transcription

In general, it would appear that the process
of heterologous protein secretion is not
restricted at the transcriptional level. (One
interesting exception is the transcriptional
limitation on chymosin expression in
Trichoderma reesei). In view of the highly
effective promoters in current use, this
is not surprising. However, the site of
integration (where the foreign DNA is
introduced into the genome) may affect
the expression level. This area certainly
requires further study.

5.2
Translation

Despite some evidence that specific se-
quences upstream of the initiation code
may influence translation, it is not yet clear
whether protein production is markedly
affected at this stage.

5.3
Posttranslational Modifications

Many eukaryotic proteins are glycosylated,
and the specific pattern of glycosylation
may influence protein folding (and thus
activity) and aid in passage through the
secretory system. If incorrectly glycosy-
lated, they may be very rapidly degraded in
mammalian systems. Unlike yeasts, fungi
generally do not appear to hyperglycosylate
proteins (a notable exception is expression
of T. reesei cellulases in A. nidulans). Fun-
gal patterns of protein glycosylation are
closer to those of higher eukaryotes than
other microorganisms.

At present, the role of glycoslylation
in the secretion process is unclear and
requires attention.

5.4
Gene Fusion

This strategy has improved secretion levels
of a number of heterologous proteins, in-
cluding chymosin and human interleukin
6. In gene fusion, the foreign gene is fused
with a native gene, whose product is ef-
ficiency exported. For efficient secretion,
in eukaryotes, proteins usually require an
N-terminal hydrophobic secretion signal
peptide; likewise, other sequences lack-
ing the signal peptide may influence the
protein’s passage through the secretory
system. Fusion of the calf chymosin gene
with the promoter and signal peptide se-
quence of the glucoamylase gene led to
improved production of calf chymosin in
A. nidulans. Where product assay and
screening procedures are relatively sim-
ple, a program of mutagenesis can lead to
improvements in secretion levels, presum-
ably through alterations in the sequences
lacking the signal region.

5.5
Proteolysis

The problem of proteolysis induced by na-
tive proteases may also be of significance.
As one might expect, most homologous
proteins secreted by fungi are not degraded
by native proteases, but heterologous pro-
teins can be rapidly degraded. The deletion
of the aspergillopepsin A gene has al-
ready been mentioned, but intracellular
proteolysis may restrict secretion levels in
many systems.

5.6
Conclusions

We selected the filamentous fungi as
expression systems for foreign genes be-
cause these microorganisms are excellent
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protein secretors and we believed we
understood them well. What is now ap-
parent is that we do not yet understand
why certain fungi are effective protein
exporters. In other words, we did not
understand them as well as we thought.
Fundamental research into posttransla-
tional aspects of protein trafficking and
the secretory system of fungi is required
if we are to fully capitalize on the abili-
ties of this group of microorganisms as
expression systems.

6
Biotechnology of Molds in Agriculture

The filamentous fungi have a very close re-
lationship with many plants, which can
take the form of a mutually beneficial
link between plant and mold (a mycor-
rhiza). Alternatively, many fungi are plant
pathogens and can cause diseases in com-
mercially important plant species. Other
aspects of fungal activity that may impact
on agricultural practice are the abilities
of some fungi to attack insects, mites,
nematodes, and other fungi. These lat-
ter activities indicate that fungi may have
potential as biocontrol agents.

6.1
Biocontrol Using Fungi

The use of fungi to control growth of
undesirable plant species (weeds), pests
(e.g. insects, mites, nematodes), and other
plant pathogenic fungi has a number of
attractions. The first of these is the po-
tential for specific control of the problem
species by selection of a very narrow
range pathogenic fungus. Other potential
advantages include a possible reduction
in chemical residues in or on foods or

feeds, through reduced use of chemi-
cal insecticides, herbicides, pesticides, and
fungicides, and the possibility of minimiz-
ing damage to the ecosystem (a conse-
quence of the first two points listed). Thus,
destruction of the problem species should
not be accompanied by elimination of ben-
eficial species or unacceptable amounts
of damage to them. One final potential
advantage of using living agents such as
fungi in a biocontrol program is the possi-
bility of sustained control of the pathogen
or pest by permanent introduction of the
biocontrol agent.

Conversely, many potential drawbacks
to the use of fungi may exist, including
the lack of complete control achieved by
many biocontrol agents alone; the slow
rate of kill of the pathogen, which may
allow significant crop damage; difficulties
in mass production, storage, and delivery
of the infective agent itself; and reduction
in efficacy due to nonideal environmental
conditions. From a producer’s commercial
viewpoint, the possibility of persistence of
the biocontrol fungus, which would reduce
future sales, must also be considered. Bio-
control agents are usually more expensive
to produce than chemical agents, and a
greater degree of sophistication is required
in their use.

6.2
Mycoinsecticides

Broadly speaking, two classes of fungi
can be distinguished, biotrophic (i.e.
those that can replicate only in a living
host) and those capable of growth in
fermentation processes. Although more
than 100 fungal genera have been shown
to attack insect pests, few species have
actually been widely used in the field.
Prominent among those that have been
so used are the deuteromycete fungi
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Beauveria bassiana, Verticillium lecanii, and
Metarhizium anisopliae. All these fungi
have been shown to produce conidia, the
infective form of the organism in vitro.
Beauveria bassiana is used in the former
Soviet Union and in China to control
pests such as Colorado potato beetle, pine
caterpillars, and European corn borer.

Mycoinsecticides usually attack by direct
penetration of the insect cuticle by means
of enzyme action and, to a lesser extent,
mechanical pressure. Since the first step
in infection is the contact between the fun-
gal spore and the insect cuticle, activity of
the mycoinsecticide is heavily influenced
by relative humidity and temperature.
The ability of some molds to effectively
secrete extracellular depolymerizing en-
zymes such as chitinase, proteases, and
lipases is a vital feature in their ability to
parasitize living insects. Thus, the poten-
tial for improvement by the use of modern
molecular biological techniques clearly ex-
ists. The battery of enzymes produced
corresponds to the major constituents of
the insect cuticle.

In addition to enzymes, ento-
mopathogenic fungi produce a number
of toxic metabolites that may have a role in
the lethal effects observed in vivo. Beauveria
bassiana produces a cyclic peptide, beau-
vericin, and M. anisopliae produces a range
of five related cyclic peptides, the destrux-
ins. The synthetase gene for a very similar
fungal cyclic peptide (enhiantin) has been
isolated and characterized. The potential
now exists for increasing the efficacy of
mycoinsecticide antibiotic synthetases as
probes for the isolation of synthetase genes
and for the development of genetically im-
proved strains. A better understanding of
the mechanism of action and the genet-
ics of pathogenicity should allow us to
make significant improvements in these

biocontrol agents by means of a molecular
biological approach.

6.3
Production Technology

Ideally, the aim is a production process to
turn out large numbers of conidia rapidly,
cheaply, and reproducibly. Processes in-
volved are submerged (liquid) fermenta-
tion, solid substrate, and combined.

In the West, much of the fermentation
capacity is in the form of STRs, and these
have been used to produce B. bassiana and
V. lecanii. Many fungi, however, do not
conidiate in these systems; instead, they
form blastospores. These cells can be used
in formulation of the mycoinsecticide,
but they are considerably less stable than
conidia. Surface (SSF) culture can produce
large numbers of conidia, but tends to be
labor-intensive. It has been successfully
used in Brazil, Russia, China, Canada,
and the United States for V. lecanii and
B. bassiana. In many countries, it is
an especially attractive, low technology,
low cost local solution to local problems.
Indeed, the desired fungus can be grown
on nonsterile agricultural wastes. Care
must be taken, however, for the danger
of allergic reaction to inhalation of spores
may be significant.

Combined processes usually involve
STR production of mycelial cultures fol-
lowed by a step that achieves induction of
conidiation.

6.4
Other Fungal Biocontrol Agents

Many of the preceding comments regard-
ing difficulties of production, formulation,
application, and stability apply equally to
the use of fungi in other biocontrol ar-
eas. However, fungi have been and are
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being used to control weeds in many
countries. Mycoherbicidal species such as
Colleotrichum gleosporoides (active compo-
nent of Collego), used to control jointvetch,
and Phytophthora palmivora (active com-
ponent of Devine) have achieved some
success, and many other potential myco-
herbicides are in development worldwide.
Difficulties with potential mycoherbicides,
such as having too broad a host range,
and loss of virulence complicate develop-
ment, but extensive research into the use
of these agents continues. Both classical
mutation and selection techniques, and re-
combinant DNA technology, could be used
to produce stable, highly virulent strains,
which defy heretofore resistant pests; these
would be ideal candidates for use in inte-
grated pest management schemes. So far,
only natural isolates are in use, but as
our ability to modify organisms geneti-
cally improves, progress will be made in
the development of these promising non-
chemical agents.

Fungi, of course, are significant plant
pathogens. In the late 1980s, fungal crop
diseases were estimated to cause crop dam-
age costing several billion dollars annually
in the United States alone. Legislation
aimed at reducing fungicide usage in-
evitably means that alternatives must be
found. Fortunately, many fungal species
can attack and kill other species, in-
cluding plant pathogenic types. Species
such as Peniophora gigantea and Tricho-
derma viride have demonstrated antifungal
activity. Again, despite considerable re-
search, the use of such agents is still at
an early stage. Before rapid progress us-
ing gene technology can be made, there
must be fundamental studies into the bio-
chemistry, genetics, and ecology of these
microorganisms to improve on the ‘‘natu-
ral’’ strains in current use.

One interesting recent extension of
biocontrol using fungi is the use of selected
fungal species to attack ‘‘undesirable’’
plants, principally, Papaver somniferum
(the Oriental poppy, source of opium
and heroin). The misused products of
this plant are a major source of social
disruption, illness, and death in Western
society. In a logical extension of fungal
weed control systems, the use of several
fungal species to attack the Oriental poppy
plant was investigated. Two fungal species
showed promise in attacking otherwise
healthy plants.

The utilization of these lab/pilot find-
ings in an actual field/natural context is
distant, but there clearly is potential for
attacking some ‘‘weed crops’’ using the
fungi. Better understanding of the ge-
netic basis of plant pathogenesis would
permit a structured program to enhance
the biocontrol potential of fungi against
undesirable ‘‘crop’’ species. The ethical
issues surrounding a program to de-
velop a bioweapon targeting a known evil
are highly complex and will potentially
retard progress here more than scien-
tific/technological challenges.

Fungal biocontrol agents have great
promise as elements of integrated pest
management systems, in which they may
be used in conjunction with chemical
agents at much reduced levels. Develop-
ment of such agents, which are currently
of questionable economic viability, will
be driven forward by public demand,
since biological control is perceived as
ecologically more acceptable than chem-
ical control.

6.4.1 Future Prospects for Fungal
Biocontrol
Our increasing ability to sequence fungal
genomes in a reasonable timescale and
deduce the role of individual genes in
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the fungal life cycle could revolutionize
the use of fungi in biocontrol. Greater
understanding of mechanisms of plant,
insect, or nematode pathogenesis by
fungi at the genetic level implies an
ability to construct strains of enhanced
pathogenicity. Conversely, such research
potentially opens the door to manipulation
of the genome of fungal species directly
harmful to humans, such as Coccidiodes
immitis or Blastomyces dermatidis.

6.5
Ectomycorrhizal Fungi

Ectomycorrhizas, mutually beneficial close
associations between the root system of
plants and a fungus (or fungi), occur in
about 10% of world flora. The ectomy-
corrhizal fungi generally improve plant
growth, increase the available area for nu-
trient uptake from soil, reduce the chance
of infection by root pathogenic fungi, and
increase tolerance to drought, toxins, and
extremes of pH.

Ectomycorrhizal associations are par-
ticularly valuable in many economically
important forest species from families
such as Pinaceae (pine, larch, fir) Betu-
laceae (alder, birch), and Fagaceae (oak,
chestnut, beech).

Deliberate introduction of mycorrhizal
fungi into forest or nursery soils to stimu-
late growth has many attractions. Three
methods have been used: addition of
soil containing the fungi, incorporation
of sporophore material, and, most reli-
ably, inoculation of seedlings with pure
cultures of vegetative mycelia. The main
problem with the last approach is the dif-
ficulty of large-scale axenic cultivation of
ectomycorrhizal fungi in STRs.

In addition to their widespread use
in commercial forestry plantations (about

7–8 million trees annually are being ‘‘tai-
lored’’ with specific ectomycorrhizal fun-
gal symbionts in the United States alone),
mycorrhizal fungi may also be of value in
the reclamation of landfill sites. Revege-
tation of such sites may be hindered by
presence of toxic leachates and gases, and
also by absence of suitable fungal sym-
bionts. It has been shown, however, that
when fungal symbionts are present, host-
plant tolerance to physical and chemical
stresses improves. Ectomycorrhizal fungi
may also be of help in afforestation of sites
containing industrial wastes, such as an-
thracite waste, metallic mine tailings, and
coal spoils.

6.6
Prospects

The future of ectomycorrhizal fungi
in reforestation and afforestation pro-
grams looks very bright. Biotechnol-
ogy is used to enhance natural pro-
cesses in this instance. The remaining
difficulties concerning consistent large-
scale cultivation are being resolved.
Further studies into the maintenance
of the infectivity of ectomycorrhizal
fungi after cultivation in vitro are still
required.

7
Fungal Biotransformations

Certain fungi can carry out highly spe-
cific transformations of complex organic
molecules to produce molecules of high
pharmaceutical potency and high optical
purity. Because of their oxidative character,
fungi have great advantages in oxygen-
mediated biotransformation, especially
when stereospecificity is a requirement.
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7.1
Steroids from Fungi

The advantages of an oxidative nature were
demonstrated in the transformation of
steroids by fungi such as Curvularia, Rhizo-
pus, and Penicillium raistrickii. These fungi
can carry out highly specific modifications
to steroids – for example, hydroxylations,
dehydrogenations, and side chain degrada-
tions – which would be extremely difficult
to carry out chemically. Such modifications
can alter the pharmacological activity con-
siderably. Examples include conversion of
progesterone to 11-β-OH-cortexolone by
Curvularia.

7.2
Other Biopharmaceuticals from Fungi

The search for pharmaceutically active
nonantibiotic drugs continues unceas-
ingly, but screening for activities such
as immunostimulation or immunosup-
presion and antihypercholesteremia is
difficult compared to antibiosis screens.
It is perhaps unsurprising then that
two very successful fungal products
were discovered recently almost by ac-
cident. Cyclosporin A, for example, was
found to be a potent immunosup-
pressant. However, initially, the pro-
ducing organism (Tolypocladium) was
being examined for antifungal activ-
ity and toxicity to mosquito larvae;
its true potential was discovered later.
The identification of the antihyperc-
holesteremic agent mevinolin, originally
isolated as an antifungal agent, was simi-
larly serendipitous.

The discovery that cyclosporin A inhibits
a cytosolic peptidyl-prolyl isomerase ac-
tivity may point the way toward a more
specific screen for immunosuppressive
drugs based on this enzyme.

Edible fungi have long been reported
to have many beneficial effects on
consumption. Recent research has shown
that compounds such as lentinan (from
Lentinan edodes) and scleroglucan (from
Sclerotium glucanicum) may be potent an-
titumor agents. Both compounds are high
molecular weight branched glucans. Lenti-
nan has also been shown to be capable
of boosting a depressed immune system
under trial conditions. Molds represent a
tremendous (largely untapped) reservoir of
biopharmaceuticals; the major hindrance
to the biotechnological development of this
resource is the current lack of directed and
effective screens for desirable activities.

7.3
Combinatorial Synthesis

Although the natural synthetic versatility
of the fungi is still remarkably underex-
ploited for reasons discussed above, novel
routes to libraries of potentially useful
chemical entities are possible via combi-
natorial synthesis. In the context of fungal
biotechnology, this implies taking an iden-
tified chemical species secreted/produced
by a fungus, and chemically and/or en-
zymically creating a series of related
compounds with potentially different phar-
macological and chemical characteristics.

Such ‘‘compound libraries’’ are ideal
for screening via high-throughput screens.
Whilst the isolation of novel antiinfec-
tious agents still dominates here, other
areas of application are developing rapidly;
for example, several potent inhibitors of
breast cancer resistance protein (BCRP)
were identified amongst chemically mod-
ified derivatives of the natural fungal
BCRP inhibitor fumitremorgin. This il-
lustrates the clear potential of such com-
binatorial synthesis in generating potent
new compounds.
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8
Fungi and Toxic Materials

White rot fungi, which have the ability to
degrade a vast range of hazardous organic
compounds, may be of use in systems
designed to reduce the environmental
impact of waste streams containing such
materials or to reclaim land containing
such compounds (bioremediation).

A great deal of work has been car-
ried out on the lignin-degrading fungus
Phanerochaete chrysosporium, and evidence
suggests that lignin peroxidases are re-
sponsible for degradation of some xenobi-
otics.

The list of xenobiotics that can be
degraded by fungi lengthens constantly.
Presently included are insecticides such
as DDT, lindane, and wood preservatives
(e.g. pentachlorophenol), through to chlo-
rinated biphenyls and dioxins. Despite the
demonstrated potential of fungal systems
in xenobiotics degradation and in the treat-
ment of kraft pulp wastes (the toxicity of
which is largely due to the presence of
chlorinated phenols, catechols, and gua-
iacols), much work relating to how these
organisms mineralize the organic materi-
als remains to be done.

By virtue of their large surface area and
the presence of charged molecules on their
surfaces (polysaccharides, proteins), fila-
mentous fungi have the ability to bind
metal ions in significant amounts. Several
potential uses can be made of this capacity,
including the cleaning of metal-containing
waste streams, the concentration of desir-
able metal ions such as Ni2+, and the
concentration of ions of uranium and tho-
rium from process streams generated by
the nuclear industry. The advantages of
removing up to 90% of the metal ions
from such process strains and concentrat-
ing them in the fungal biomass, which can

be further processed to reduce its volume,
are obvious.

9
Genetic Improvement of Fungal Strains

Once a fungus expressing a desirable trait,
such as excretion of valuable metabolites
or potentiality for biocontrol, has been rec-
ognized and isolated, there begins almost
immediately a search to improve that char-
acteristic. While much can be achieved
in terms of metabolic or physiological
control, the primary focus for strain im-
provement is at the genetic level.

In many fungi of commercial signif-
icance, one or more of the following
methods have been adopted for strain im-
provement.

1. Selective screening and selection.
2. Mutagenesis, screening, and selection.
3. Use of selective ‘‘breeding,’’ sometimes

by the use of the parasexual cycle, to
combine desirable characteristics of two
strains to give a novel genotype.

4. In the past decade or so, the ability
to directly transform fungi by the
introduction of a desired gene or genes
has been developed.

Methods 1 and 2 have served biotechnol-
ogy well. In the case of penicillin G, for ex-
ample, they have contributed to increases
in titer from the early isolates to current
production strains of several thousandfold.
They do, however, have limitations. In
particular, in some systems, mutagene-
sis to increase metabolite synthesis may
adversely affect other desired characteris-
tics (e.g. strain vigor and fitness) that are
especially important for strains used for
biocontrol or as bioinoculants.

More importantly, a point of diminishing
returns will be reached with respect to
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the conventional methods; indeed, it has
been reached for organisms such as
P. chrysogenum.

The parasexual cycle, first recognized in
A. nidulans, has been widely exploited to
improve a range of industrial fungi by com-
bining characteristics from related strains.
The usefulness of this technique is limited
by the existence of fungal incompatibil-
ity systems that restrict the occurrence of
anastamosis to closely related strains. This
obvious restriction on selective breeding
(it narrows the genetic pool from which
one can select) can sometimes be over-
come by the generation of protoplasts.
Such systems have been successfully ap-
plied to a range of fungal types including T.
harzianum, B. bassiana, and M. anisopliae.
Interspecies transfer is also a possibility.

At best, such methods are somewhat ran-
dom even in selective breeding programs.
Ideally, there is a need to specifically
transfer the gene or genes responsible
for the desired activity from one or-
ganism to another. The potentialities of
such direct transformation have been il-
lustrated not only in heterologous protein
production but also in improvement of β-
lactam-producing fungi by Lilly Research
Laboratories.

Since the early studies on transforma-
tion of A. nidulans and N. crassa, the
number of selective markers has steadily
increased, and now a range of nutri-
tional and dominant selective marks is
available. This second group has been ap-
plied in transformation studies of many
economically important metabolite- or
protein-producing fungi and some plant
pathogens. They include bleomycin, hy-
gromycin, and mutant β-tubulin genes
conferring benonyl resistance.

Fungal transformation commences with
cell wall digestion in the presence of os-
motic stabilizers, using preparations such

as Novozym 234, sometimes in conjunc-
tion with other enzymes (e.g. driselase and
glucuronidase). This stage may critically
affect transformation frequency.

Transforming DNA has been shown
to integrate into the chromosomal DNA.
In A. nidulans, it has been possible to
study direct/indirect gene replacement,
and gene disruption effects.

In the work by Lilly on β-lactam pro-
ducers, dominant selectable markers such
as hygromycin, phleomycin, and amid S
(acetamidase gene of A. nidulans) have
been used in the transformation sys-
tems of Cephalosporium acremonium and
P. chrysogenum. Using these systems, the
investigators made progress in three dis-
tinct areas. In the first application, targeted
gene disruption was used to locate and
clone a β-lactam synthetic gene (pcbAB)
in C. acremonium. The second appli-
cation involved use of gene dosage to
improve cephalosporin C titer in C. acre-
monium. Addition of one extra copy of
the cefEF gene (which encodes for the
enzyme catalyzing the rate-limiting step
in cephalosporin C synthesis) led to a
15% increase in titer at the pilot scale.
By comparison, mutagenesis and screen-
ing of very large numbers of derivatives
of the parent strain failed to lead to
the identification of any that were capa-
ble of increased productivity. This work
demonstrates the great potency of the new
techniques in molecular biology in over-
coming identified metabolic limitations
in fungi.

9.1
Pathway Engineering in Penicillium
chrysogenum

Penicillium chrysogenum has long been
used industrially to synthesize ‘‘natural’’
penicillins, G and V, and a family
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of semisynthetic derivatives of differ-
ing antimicrobial range and potency.
Cephalosporins are a related family of
β-lactams traditionally synthesized by
Acremonium chrysogenum. However, the
industry would prefer to produce the
cephalosporins in the more traditional and
better-understood P. chrysogenum. Addi-
tionally, Acremonium undergoes a complex
morphological change from (pseudo) fila-
mentous to yeast-like, which influences the
process outcome and is difficult to control.

Since the pathways of both antibiotics in-
volve the common intermediate, isopeni-
cillin N, introduction of a ring-expanding
enzyme (expandase) would confer the
potential on Penicillium to synthesize
cephalosporin-type molecules instead of
penicillins.

Thus, the final application involved
biosynthetic pathway engineering, that is,
the alteration of the β-lactam synthesis
pathway to give a new end product,
which is either an antibiotic with altered
capabilities or a useful intermediate for
further synthesis. This project involved the
expression of the cefE gene of Streptomyces
clavuligerus in P. chrysogenum, which led to
significant synthesis of a desired enzyme
(deacetoxycephalosporin C synthetase).

Taken together, these studies illustrate
the tremendous capabilities of new gene
technology to alter, in a planned fashion,
the capabilities of existing fungal strains.
Currently, such alterations require a major
directed effort, with highly specific aims,
and cannot realistically be justified un-
less they result in the improvement of
an organism or the introduction of a
process of great economic significance.
As the technology matures, its appli-
cability will broaden, and, undoubtedly,
the bioengineering approaches discussed
here will be used in many fungi of cur-
rent interest.

10
Perspective

The use of molds in man’s service has a
long history. Conversely, their industrial
exploitation can be measured in decades.
These microorganisms occupy a central
role in the fermentation industry and, in
the near future, will continue to do so.

However, the future of fungal biotech-
nology will be heavily dependent on new
product development and the development
of new areas in which molds can be applied
usefully. There are particularly promising
developments in the areas of biotransfor-
mations, bioremediation using fungi, and
use of filamentous fungi as systems for
the expression and production of heterolo-
gous proteins. The application of the new
techniques of gene transfer to filamentous
fungi will leave no current application area
untouched and may revolutionize our use
of these techniques.

See also Gene Targeting.
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Glucocerebroside
A glycolipid comprised of ceramide and glucose (glucosylceramide). This is the
substance that accumulates in Gaucher disease.

Glucocerebrosidase
The enzyme that breaks down glucocerebroside.

Pyruvate kinase
A glycolytic enzyme.

Polymorphism
A mutation that is found in at least 1% of the genes in a population.

Pseudogene
A gene that has undergone changes so that it no longer is able to function.
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1
Definition and History

Gaucher disease is the most common of
the glycolipid storage disorders. First de-
scribed in 1882 by Phillipe Charles Ernest
Gaucher (1854–1918) in his doctoral the-
sis as an ‘‘epithelioma of the spleen,’’ it is
now recognized to be the consequence
of the deposition of glucosyl ceramide
(glucocerebroside) in the macrophages of
the body. This glycolipid is a breakdown
product of globosides and gangliosides,
complex glycolipids that are constituents of
the normal cell membrane. Normally, the
enzyme glucocerebrosidase cleaves gluco-
cerebroside into glucose and ceramide, but
in Gaucher disease, a deficiency of glu-
cocerebrosidase leads to accumulation of
glucosyl ceramide.

Clinically, three major types of Gaucher
disease have been delineated on the basis
of the absence (type 1) or presence and
severity (types 2 and 3) of primary cen-
tral nervous system involvement. Type 1
disease is sometimes designated as the
‘‘adult’’ form of the disease, but since
type 1 disease often becomes apparent
in early childhood, this is a mislead-
ing term. Within each type, even within
the same ethnic groups, the pheno-
types and genotypes can be markedly
heterogenous.

2
The Glucocerebrosidase Gene

The glucocerebrosidase gene (GBA) is lo-
cated on chromosome 1 at q21. It is
approximately 7 kb in length and con-
tains 11 exons. It is in a region that
contains several genes that are of med-
ical interest, including the red cell and
liver pyruvate kinase gene (PKLR), the

thrombospondin gene, and the metaxin
gene. A 5-kb pseudogene is located about
16 kb downstream from the glucocere-
brosidase gene (Fig. 1). The pseudogene
has maintained a high degree of homol-
ogy with the functional gene. Although it
is transcribed, an unusual property for a
pseudogene to possess, it does not contain
a long open reading frame and has a 55-bp
deletion from what was once the coding
region. Alu sequences that have been in-
serted into introns give the functional gene
greater length than the pseudogene. The
putative TATA- and CAAT-like boxes of
the promoter have been identified about
260 bp upstream from the upstream ATG
start codon.

The cDNA is about 2 kb in length.
There are two ATGs at the 5′ end
and both are utilized in translation. The
relative importance or function of these
two start sites is unknown. Messenger
RNA of several different lengths has
been detected, probably because of the
existence of alternative polyadenylation
sites, alternative splicing, or presence of
pseudogene mRNA.

3
Polymorphisms and Deficiency Mutations

Eleven polymorphic sites are known to
exist in the introns and flanking regions of
the acid ß-glucosidase gene, but somewhat
surprisingly only 4 haplotypes have been
found. These sites and the haplotypes that
have been identified so far are summarized
in Table 1. A considerable number of point
mutations that cause glucocerebrosidase
deficiency, and hence Gaucher disease,
have been identified. Some of the more
common of these are summarized in
Table 2. An up-to-date list can be found
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−80 −40 +40 +80 kb0

PKLR GBA yGBA

yMTX MTX

thbs3 MUClclk2 cotelpropin1

Fig. 1 A schematic representation of the genes surrounding the glucocerebrosidase (GBA) gene.
The arrows show the direction of transcription.

Tab. 1 Nucleotides at 12 positions in the 4 glucocerebrosidase haplotypes.

Designation Frequency Glucocerebrosidase haplotypes

nt −802 −725 −614 2128 2834 3297 3747 3854 3931 4644 5135 6144

1+ Common A C C A C G G T G del C G
2− Common G T T G G A G C A A A A
3 African Common

African
G T T G A A G C A A A A

4 Uncommon Rare A C C A C G A T G del C G

at http://www.tau.ac.il/∼racheli/genedis/
gaucher/gaucher.html.

Some genes with the 1448C mutation
have been found to contain other muta-
tions, each corresponding to the sequence
of the pseudogene. In some cases, this type
of mutation has been shown to represent a
crossover between the functional gene and
the pseudogene, with loss of genetic ma-
terial between the two. In other cases, the
mechanism by which the abnormal mRNA
has been formed has not been elucidated,
and the alleles have merely been referred to
as complex alleles, pseudopattern, or rec (for
recombinant). The mechanism by which
these are formed may all be identical to
that demonstrated to occur in the XOVR
mutation or may represent the result of
gene conversion events.

Some of the mutations are relatively mild
in their phenotypic effect and have been
associated only with type 1 disease. Others
are more severe and are also observed in
type 2 or type 3 neuronopathic disease. In
some instances, the number of cases that

have been observed is so limited that the
severity of the mutation is not known.
A severity score has been devised that
allows one to express the clinical severity of
patients with Gaucher disease. As shown
in Fig. 2, patients who are homozygous
for the 1226G mutation tend to have
relatively mild disease with a late onset,
while patients who also carry one of the
more drastic mutations have more severe
disease with early onset. Homozygotes
for the c.1342 G→C (D409H) present
a unique clinical picture that includes
calcification of cardiac valves and corneal
opacities. The mechanism of this unusual
disease phenotype, observed only with this
mutation, is unknown.

4
Population Genetics

Of the many mutations that have now
been documented, only three appear to
approach polymorphic frequencies. The
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Tab. 2 Gaucher disease mutations.

Point mutations that cause Gaucher disease

cDNAa Amino
acida

Genomica Nucleotide
substitution

Amino acid
substitution

Population
effect

Frequencyb

IVS2+1 1067 G→Ad – ?Severe Uncommon
754 213 3548 T→Ac Phe→Ile Severe Uncommon
1226 370 5841 A→G Asn→Ser Mild Common
1297 394 5912 G→T Val→Leu Severe Uncommon
1342 409 5957 G→Cc Asp→His Severe Uncommon
1448 444 6433 T→Cc Leu→Pro Severe Common
1504 463 6489 C→T Arg→Cys Mild Uncommon
1604 496 6683 G→A Arg→His Mild Uncommon

Insertions and deletions that cause Gaucher disease

84 1035 G→GG – Severe Common
1263–1317 del 5879–5933c del ? Severe Uncommon

Recombination events that cause Gaucher disease

Location of crossover event(s)d Effect Population frequency

>1343 <1388 >5957 <6272e Severe Uncommon
>1317 <1343 >5932 <5957 Severe Uncommon
>1343 <1388 >5957 <6272 Severe Uncommon

aNucleotide or amino acid position.
bCommon = high frequency in at least one population; Uncommon = found in a number of
unrelated patients.
cPseudogene sequence.
dOnly approximate ranges can be given, since the pseudogene and functional gene contain long
identical sequences.
ePhysical fusion with loss of intergenic segment.

most common is the A→G transition,
at nt 1226, which produces a protein
with an Asn→Ser substitution at amino
acid 370 of the mature protein. It is
present in about 6% of the Ashkenazi
Jewish population. This mutation is the
principal cause of the high incidence of
Gaucher disease in this ethnic group.
An insertion of a guanine at nt 84 of
the cDNA is the second common Jewish
mutation. It is found in approximately

0.6% of the Jewish population. Because
it produces a frameshift even before the
amino terminus of the mature protein,
this drastic mutation produces no enzyme
protein. A T→C transition at nt 1448,
producing a Leu→Pro substitution at
amino acid 444 of the mature protein,
is present at a relatively high frequency in
the Norrbottnian population of Northern
Sweden. The same mutation also occurs in
other populations at low frequencies. It is
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Fig. 2 The relationship between the age at the
time of evaluation and the severity score of
patients with four different Gaucher disease
genotypes. The most severe disease is seen in

the 1448C homozygotes, while many of the
patients who were homozygous for the 1226G
mutation are elderly and have very mild disease.

noteworthy that the homologous position
in the pseudogene is occupied by a C,
just as in the Gaucher disease–producing
mutation.

The maintenance of a high degree
of linkage disequilibrium between the
1226G mutation, common in the Jewish
population, and the nearby PKLR gene
implies that the 1226G mutation arose
relatively recently, and estimates of its time
of origin range from several hundred to
several thousand years ago.

See also Genetics, Molecular Basis
of; Medicinal Chemistry.
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Sandhoff, K., Proia, R.L. (1998) Mice with type
2 and 3 Gaucher disease point mutations
generated by a single insertion mutagenesis
procedure (SIMP), Proc. Natl. Acad. Sci. U.S.A.
95, 2503–2508.

Morimoto, S., Martin, B.M., Yamamoto, Y.,
Kretz, K.A., O’Brien, J.S., Kishimoto, Y. (1989)
Saposin A: second cerebrosidase activator
protein, Proc. Natl. Acad. Sci, U.S.A. 86,
3389–3393.

Nolta, J.A., Sender, L.S., Barranger, J.A., Kohn,
D.B. (1990) Expression of human glucocere-
brosidase in murine long-term bone marrow
cultures after retroviral vector-mediated trans-
fer, Blood 75, 787–797.
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The characterization of biological systems, processes, or disease states in terms of
quantitative and qualitative changes in proteins.

Two-dimensional Gel Electrophoresis (2-DE)
A polyacrylamide gel-based method for the separation of protein mixtures and/or
differentially modified protein isoforms according to their charge and
molecular weight.
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2-DE Differential Protein Expression Analysis
The comparison of protein expression levels between two or more biological states by
2-DE and postseparation protein visualization and quantitation.

Fluorescence 2D-difference Gel Electrophoresis (2D-DIGE)
A 2-DE-based differential protein expression analysis technique involving the
derivatization of multiple protein samples with spectrally distinct fluorescent dyes,
allowing separation and quantitation within the same 2-DE gel.

NHS-Cy2/Cy3/Cy5 Cyanine Dyes
A charge- and size-matched set of spectrally distinct fluorescent cyanine dye derivatives
used in 2D-DIGE for the differential labeling of primary amine groups in multiple
protein samples.

� Fluorescence two-dimensional difference gel electrophoresis (2D-DIGE) is a recently
developed 2D-gel-based proteomics technique that can be applied to provide a
sensitive, rapid, and quantitative analysis of differential protein expression between
two or more biological samples. This technique utilizes chemical derivatives of
spectrally distinct fluorescent cyanine dyes (Cy2, Cy3, and Cy5) to covalently label
different samples prior to mixing and separation on the same 2-DE gels. This
differential labeling and mixing of samples helps avoid the gel-to-gel variation
inherent in conventional 2-DE-based expression profiling and reduces the number
of gels that need to be run. Since the technique is also compatible with downstream
identification of protein spots from gels by mass spectroscopy, it is particularly
useful for reproducible, high-throughput proteomics.

1
Principles

1.1
Proteomics by 2-DE Differential Protein
Expression Analysis

Proteomics is the study of biological
processes or disease states in terms of
qualitative and quantitative changes in
proteins. This includes the monitoring
of changes in protein expression, activity,
cellular or tissue distribution, modifica-
tion, and interactions with other proteins,
biomolecules, or drugs. Of these, the

ability to determine significant alterations
in protein expression that correlate with
disease or occur consequent to induced
changes in cells is fundamental to the
exploitation of proteomics.

Historically, the most commonly applied
method for this differential protein ex-
pression analysis is two-dimensional gel
electrophoresis (2-DE), and despite its in-
herent detection and resolution limits (see
Sect. 2), it remains the best and the most
amenable technique for the global analysis
of protein expression. This technique in-
volves the physical separation of proteins
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from biological samples using denatur-
ing polyacrylamide gel electrophoresis
(PAGE). Separation in the first dimension,
or isoelectric focusing (IEF), is based upon
the native charge of each protein. Proteins
will migrate through a polyacrylamide gel
with an applied pH gradient and electric
field until they ‘‘focus’’ at the pH at which
they are neutrally charged, their isoelec-
tric point (pI). The first dimension is then
applied to a second dimension polyacry-
lamide gel that is used to further resolve
the proteins according to their relative
molecular weight when complexed with
the anionic detergent SDS, a technique
known as sodium dodecyl sulfate polyacry-
lamide gel electrophoresis (SDS-PAGE).
The separation works on the principle that
SDS binds to proteins with a constant stoi-
chiometry, such that smaller SDS–protein
complexes can migrate faster through the
molecular ‘‘sieve’’ created by the polyacry-
lamide compared to the larger ones. Sepa-
rated protein mixtures are then visualized
directly in 2-DE gels, or on nitrocellulose
or polyvinylidene difluoride (PVDF) mem-
branes following electrophoretic transfer.
Visualization can be achieved using vari-
ous protein staining methods, immunode-
tection with specific antibodies, or by ra-
dioactive detection, when samples are first
metabolically labeled with radioisotopes.
Relative protein expression levels are then
deduced by quantitation of protein staining
(or labeling) using scanning densitometry
or other imaging techniques. Significant
differences in expression are then deter-
mined by comparing values across the
different sample sets after computational
superimposition of gel images and match-
ing of protein spots or gel features.

In recent years, 2-DE expression pro-
filing has been linked with the down-
stream identification of differentially ex-
pressed proteins directly from excised gel

pieces. The analytical methods applied
mainly rely on identification of peptides
extracted from gel pieces following site-
specific proteolysis. While it is possible
to identify extracted peptides by direct
Edman sequencing, mass spectrometric
methods have come to the fore as the
most sensitive and rapid means of iden-
tifying low-level proteins. The two main
mass spectrometry (MS) techniques ap-
plied to protein identification from gels
are peptide mass fingerprinting by matrix-
assisted laser-desorption ionization mass
spectrometry (MALDI-MS) linked to pep-
tide mass database searching, and electro-
spray ionization-collision-induced dissoci-
ation tandem mass spectrometry (ESI-CID
MS/MS) with fragment ion or sequence
tag database searching. ESI-CID MS/MS
usually incorporates front-end separation
of the peptide digest by reverse-phase
liquid chromatography, a technique ab-
breviated to LC-MS/MS. Since LC-MS/MS
analysis provides sequence information on
the sample, it allows the unambiguous
identification of proteins as long as they
are already represented in a database. This
combination of 2-DE and MS provides the
major driving force for high-throughput
differential protein expression analysis
in proteomics.

1.2
Methods of Protein Visualization: Problems
and Pitfalls

Radiolabeling is the most sensitive method
for protein visualization in 2-DE-based ex-
pression analysis and undoubtedly has
the broadest dynamic range of all de-
tection methods. Metabolic radiolabeling
also has the advantage that it can provide
temporal as well as quantitative informa-
tion on protein synthesis, turnover, and
posttranslational modifications. Despite
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these advantages, metabolic radiolabeling
is both hazardous and expensive and can
result in unwanted DNA fragmentation,
cell growth arrest, and even cellular apop-
tosis. For these reasons, many researchers
have moved away from metabolic radi-
olabeling as a technique for expression
profiling, and instead rely more on con-
ventional protein staining strategies.

Over the years, many different kinds
of noncovalent protein staining methods
have been employed for visualization and
quantitation of proteins in 2-DE gels or
on membranes following electroblotting.
The majority of these staining methods
rely on dyes that interact directly with
proteins, for example, Coomassie Brilliant
Blue (CBB) R-250, colloidal CBB G-250,
amido black, and the fluorescent dyes
SYPRO Ruby and SYPRO Rose. Other
sensitive direct staining methods include
acidic silver nitrate and alkaline silver
diamine staining of gels and colloidal gold
staining of proteins electroblotted onto
membranes. Indirect staining can also be
achieved using fluorescent dyes such as
Nile Red, SYPRO Orange, SYPRO Red,
and SYPRO Tangerine, which interact
with the SDS micelle around the protein.
Alternatively, reverse staining of gels with
zinc-imidazole, or potassium, copper, or
zinc chloride–staining methods creates a
semiopaque gel background, with proteins
detected as transparent spots when viewed
with appropriate back illumination.

Staining with CBB and silver are the
most commonly used methods for com-
parative quantitation in 2-DE gels, and
CBB staining still remains one of the
most reliable and heavily used detection
methods owing to its compatibility with
downstream Edman sequencing and mass
spectrometry. Although conventional CBB
staining is relatively insensitive, colloidal
CBB staining is capable of detecting as

little as 20 ng of protein. Silver staining,
although sensitive (2–4 ng), is not partic-
ularly compatible with subsequent micro-
chemical analysis. This is largely due to
the inclusion of aldehyde-based fixatives
in staining procedures. These fixatives not
only reduce the recovery of peptides from
in-gel protein digests, but also result in
protein alkylation that complicates Edman
sequencing and peptide mass profiling
by MALDI-MS. A solution to this prob-
lem has been the development of more
MS-compatible silver-staining techniques
that omit aldehydes and only superfi-
cially stain proteins at the gel surface.
However, these modified staining proto-
cols have decreased sensitivity and give
higher levels of background staining. In
addition, reduction of spectral intensity
and inferior sequence coverage in pep-
tide mass fingerprinting experiments have
been reported using these protocols, al-
though silver-destaining methods can be
employed to improve mass spectrometric
analysis.

The use of CBB, silver, and other nonflu-
orescent staining methods in differential
protein expression analysis also suffers
from two other major drawbacks. Firstly,
these methods have relatively small lin-
ear dynamic ranges of detection, and thus
are not ideal for the proteomic analysis
of complex biological samples in which
the dynamic range of protein abundance
can be up to eight orders of magni-
tude. Secondly, staining by these methods
can vary quite considerably from pro-
tein to protein and from gel to gel.
This is particularly the case for silver
staining in which temperature, the crit-
ical timing of the different steps in the
staining protocols, and the lack of a
staining end-point leads to appreciable
variation in staining intensity from gel to
gel.
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1.3
Fluorescence Detection in 2-DE Expression
Profiling

Improvements to proteomic protein visu-
alization are now largely focused on flu-
orescence detection. Since measurement
of light emission is intrinsically more
sensitive than measurement of light ab-
sorbance, fluorescent protein stains have
the potential to allow detection of very
low levels of protein. In addition, fluores-
cent stains offer a much broader linear
dynamic range of detection, making them
more suitable for expression profiling of
cell and tissue samples. Recently, the
commercially available noncovalent flu-
orescent SYPRO stains from Molecular
Probes, Inc. have been used for high sen-
sitivity–protein visualization in gels and
on membranes.

Of these stains, the ruthenium-based
metal chelate fluorescent stain SYPRO
Ruby appears to be the most sensitive for
in-gel protein visualization. It is reported
to detect down to 2 ng of protein (as good
as the best silver-staining methods), and is
an end-point stain, making it impossible to
overstain gels. SYPRO Ruby binds to pro-
teins in a manner similar to CBB, but has a
linear dynamic range extending over three
orders of magnitude, better than any non-
fluorescent staining strategy. In addition,
SYPRO Ruby staining has been reported
to be compatible with downstream identi-
fication of proteins by MALDI-MS peptide
mass profiling. These properties suggest
that SYPRO Ruby staining is currently the
best method for global protein detection
and identification in 2-DE gels, although
this is yet to be shown by the wider pro-
teomics community.

Recently, several multiplexed fluores-
cence approaches have been reported
in which general protein staining with

SYPRO Ruby is combined in the same
gel with an additional fluorescence detec-
tion method, using a fluorophore with
a different emission maximum. These
other staining methods are used to probe
for particular functionalities within the
sample and have included the identifi-
cation of glycoproteins by Schiff’s base
staining with the green fluorescent hy-
drazide dye Pro-Q Emerald 300, moni-
toring of in-gel β-glucuronidase activity
using a fluorogenic substrate, and the
identification of penicillin-binding pro-
teins using BODIPY derivatives of peni-
cillin.

A number of different fluorophores
have been used to covalently derivatize
proteins within gels or on membranes.
These include fluorescein isothiocyanate,
5-(4,6-dichlorotriazin-2-yl) aminofluores-
cein, monobromobimane, 2-methoxy-2,4-
diphenyl-3(2H)furanone (MDPF), and
dansyl chloride. However, none of these
are routinely applied for differential ex-
pression profiling. More recently, several
approaches have been used to covalently
label proteins prior to 2-DE separation
or following IEF but prior to SDS-PAGE.
These methods have used monobromobi-
mane and 5-iodoacetamidofluorescein to
label the cysteine sulfhydryl groups of
reduced proteins, or MDPF and 5-(4,6-
dichlorotriazin-2-yl) aminofluorescein to
label ε-amino groups of lysine residues
and N-terminal α-amino groups. Perhaps
the most promising recent development
in this kind of strategy is the use of
two or three spectrally distinct fluores-
cent cyanine dyes (Cy2, Cy3, and Cy5),
which allows differential labeling of multi-
ple samples for separation and comparison
on the same 2-DE gel. This technique,
known as 2D-difference gel electrophore-
sis, is discussed in detail in the next
section.
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2
Fluorescence 2D-difference Gel
Electrophoresis (2D-DIGE)

2.1
Background

Conventional 2-DE gel-based differential
protein expression analysis requires com-
parison of protein levels across multiple
samples (see Sect. 1.1). However, inherent
variations in the way proteins resolve in
one 2-DE gel versus another makes image
superimposition and rigorous quantitation
of differential expression a difficult and
inaccurate process. Such gel-to-gel vari-
ations arise for a number of reasons,
including heterogeneity across polyacry-
lamide gels, differential thermal fluctu-
ations, electric and pH field differences
and variable precipitation of samples in
the first dimension. This inherent varia-
tion in the technique means that there
is an absolute requirement for separation
of multiple replicate samples and image
analysis/spot matching across many gels
in order to measure statistically significant
alterations in spot intensities. This pro-
cess makes conventional 2-DE expression
profiling very labor-intensive, particularly
when many different samples are to be
compared. Moreover, as described above,
some of the commonly used methods of
protein detection give variable staining
from gel to gel, and lack the sensitivity
and dynamic linear range of detection for
expression profiling of complex biologi-
cal samples.

To overcome these problems, Unlu and
coworkers devised a methodology for de-
tecting differences in two protein extracts
run on the same 2-DE gel. This technique,
known as fluorescence 2D-difference gel elec-
trophoresis, utilized chemical derivatives of
spectrally distinct fluorescent cyanine dyes

(Cy3 and Cy5) for labeling two different
samples prior to separation on the same 2-
DE gel. The resolved, labeled proteins are
then detected at the appropriate excitation
and emission wavelengths for Cy3 and Cy5
using a multiwavelength fluorescence de-
tection device (see Sect. 2.5). In this way,
the two samples are subjected to the same
procedures and microenvironments dur-
ing separation, thus raising the confidence
with which protein changes between sam-
ples can be detected and quantified, as well
as reducing the number of gels that must
be run.

2.2
Fluorescent Cyanine Dye Derivatives and
Sample Labeling

The cyanine dye derivatives used in 2D-
DIGE are N-hydroxy-succinimidyl (NHS)
esters of propyl-Cy3 and methyl-Cy5
(Fig. 1). These dye derivatives will un-
dergo nucleophilic substitution reactions
with primary amino groups (i.e. ε-amino
groups of lysine residues and N-terminal
α-amino groups) in a protein sample, re-
sulting in covalent modification with the
cyanine moiety and loss of the NHS leaving
group. These reagents were designed so as
not to perturb the relative electrophoretic
mobility of differentially labeled proteins
during 2-DE. Thus, the dyes are both mass
and charge matched, and carry a single
positive charge that matches that of the
lysine residue to be modified. The addi-
tion of the relatively hydrophobic cyanine
moiety to proteins was reported to cause
sample precipitation that was dependent
upon the extent of labeling. Thus, optimal
conditions were established for ‘‘minimal’’
lysine labeling, where an estimated 1 to 2%
of all lysine residues in a whole-cell lysate
were labeled without detectable effect on
protein solubility. This effectively means
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Fig. 1 N-hydroxy-succinimidyl esters of propyl Cy3, methyl Cy5, and Cy2 used for 2D-DIGE
differential labeling of lysine residues. Molecular weights, excitation maxima, and emission
maxima are shown.

that a minority of proteins is labeled on
a single lysine residue, while the remain-
der is unlabeled. Reactions were carried
out in an IEF-compatible lysis buffer (8 M
urea, 2.5% CHAPS, 5 mM DTT and 5 mM
HEPES) at pH 8.0 using 16 µmol dye per
1 µg total protein for 30 min on ice. Unre-
acted dye was inactivated by addition of an
excess of 1,3-diamino-2-hydroxy-propane.
Using this two-color 2D-DIGE methodol-
ogy, the authors were able to successfully
detect a single protein difference between
two complex protein mixtures at the low
nanogram level. This ‘‘minimal’’ labeling
is also advantageous as it is unlikely to

interfere with downstream in-gel tryptic di-
gestion and MS identification of peptides.

The 2D-DIGE technology was acquired
by Amersham Biosciences and is commer-
cially available as the Ettan DIGE system.
A third spectrally distinct cyanine dye, Cy2,
has been introduced (Fig. 1), allowing si-
multaneous analysis of three samples on
one gel. In an optimized protocol, labeling
is performed using 4 to 8 pmol of dye per
microgram of protein with an estimated
dye: protein labeling ratio of <5%. Label-
ing is performed on ice in the dark for
30 min and any unreacted dye is inacti-
vated by addition of a 50-fold molar excess
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of free lysine for 10 min. The samples are
then reduced with DTT and IEF sample
buffer is added to the desired volume prior
to 2-DE separation. Thus, labeling takes
approximately 45 min, making it faster
than any other staining method. In typi-
cal expression profiling experiments using
the three-dye system, one of the dyes is
reserved for labeling of an internal stan-
dard, usually comprising of a pool of equal
amounts of all the test samples that are to
be compared (Fig. 2). This internal nor-
malization standard is then run on all
gels against pairs of the test samples la-
beled with the other two dyes. Compared
to the usual method of global normal-
ization, normalization using the same
standard on multiple gels allows direct
comparison of the ratios of expression of
a particular protein across the multiple
samples. This greatly increases the abil-
ity to distinguish biological variation from
gel-to-gel variation.

2.3
Validation and Sensitivity of 2D-DIGE

In a very rigorous validation of the method,
Tonge et al. determined the quantitative
variability in the 2D-DIGE process by ap-
plying it to mouse liver homogenates from
control versus paracetamol-dosed animals.
Using ImageMaster software, the authors
established statistically valid thresholds for
assigning quantitative changes between
samples and found that these thresholds
depended on the normalized spot volume,
with lower volumes having significantly
higher thresholds. This variation was cor-
related with the efficiency and sensitivity
by which ImageMaster defines spot bor-
ders, which are less clear for low-intensity
spots. Despite this, these thresholds were
found to be unaffected by the Cy dye com-
bination used or the individual operator,

properties that demonstrate the robust-
ness of the 2D-DIGE system. As for its
application to expression profiling, Tonge
et al. were able to identify significant
changes in the expression of numerous
proteins between control and paracetamol-
treated mice, some of them novel, and also
demonstrated that there was more varia-
tion between individual animals than was
contributed by the error inherent to the
2D-DIGE protocol.

In another study using protein stan-
dards, it was reported that the linear
dynamic range of detection for DIGE ex-
tended over five orders of magnitude,
making it better than any other nonra-
dioactive detection method. These authors
also used ‘‘spiking’’ experiments to show
that quantitation by DIGE was linear over
at least three orders of protein abun-
dance. The linearity and sensitivity of
DIGE labeling was also tested by Amer-
sham Biosciences on protein standards,
and is shown to give a linear response from
1 to 10 000 ng (four orders of magnitude)
and a detection limit of 0.25 to 0.95 ng,
making it slightly more sensitive than sil-
ver or SYPRO Ruby staining. Despite this,
we have reported that SYPRO Ruby detec-
tion on 2-DE gels reveals around 1.4 times
the number of gel features than Cy dye la-
beling (Fig. 3 and. In this case, the Cy dye
and SYPRO Ruby imaging was performed
on the same imaging device using max-
imum exposure times without saturation
of the most intense signals. However, by
increasing exposure times it is possible to
increase the overall sensitivity while satu-
rating only a few of the signals from the
more abundant protein spots.

A modified version of the original 2D-
DIGE method has also been reported
using the succinimidyl ester Alexa 488
and Alexa 532 fluorescent dye kits from
Molecular Probes. Here, the degree of
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Fig. 2 Schematic representation of the 2D-DIGE protocol for minimal lysine labeling and using an
internal standard for normalization.

labeling was calculated to be about 4-mol
dye per mol protein and the sensitivity was
reported to be similar to that obtained
using a silver-staining kit (BioRad). A

spiking experiment was used to show the
linearity of the system and the ease with
which differences could be identified using
only simple image analysis software such
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as Adobe Photoshop. Taken together, these
studies demonstrate the robustness of the
2D-DIGE technique.

2.4
Cy dye-Induced Molecular Weight Shifts,
Poststaining and Spot Picking

While minimal lysine labeling does not
significantly alter the pI of proteins in
2-DE gels, it does cause a noticeable
and somewhat variable shift in molecu-
lar weight because of the added mass
of the dye (∼460 Da). This mass shift,
where the small percentage of labeled
protein migrates more slowly than the
corresponding majority of unlabeled pro-
tein, can be visualized by superimposition
of the fluorescence 2-DE gel image with

the corresponding poststained image (e.g.
SYPRO Ruby stained). The shift is partic-
ularly noticeable in the lower molecular
weight region of the gel. (Fig. 3). Although
this molecular weight shift does not pose
a problem for analytical 2D-DIGE compar-
isons of spot intensities (since samples are
labeled to the same extent), accurate ex-
cision of a protein from preparatory gels
may be compromised, particularly in the
low molecular weight range. This problem
can be overcome by cutting a larger re-
gion of interest from the gel, or better still,
by poststaining gels to visualize the more
abundant unlabeled protein spots. Thus,
the sensitivity of 2D-DIGE is limited by
the need to limit the modification to single
lysine residues to reduce the changes in ap-
parent molecular weight between modified

High
MW 

Low
MW

(a) (b) (c)

Fig. 3 (a) Merged 2-DE images of Cy3-labeled normal mammary luminal
epithelial cell lysate (red) and Cy5-labeled ErbB-2 overexpressing luminal
epithelial cell lysate (blue). Arrows indicate some of the obvious differences in
expression between the two cell lines, (b) SYPRO Ruby poststaining of the same
gel showing detection of a greater number of gel features. (c) Superimposition
of a Cy dye gel image (blue) and SYPRO Ruby poststained gel image (red)
revealing the shift in molecular weight due to dye labeling (figure adapted from
Gharbi, S., Gaffney, P., Yang, A., Zvelebil, M.J., Cramer, R., Waterfield, M.D.,
Timms, J.F. (2002) Evaluation of two-dimensional differential gel
electrophoresis for proteomic expression analysis of a model breast cancer cell
system, Mol. Cell. Proteomics 1, 91–98). (See color plate p. xxi.)
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and unmodified proteins, so as not to
compromise downstream identification of
proteins by MS.

We, and others, have found that post-
staining of dye-labeled proteins in 2D-
DIGE gels with CBB, silver, or SYPRO
Ruby is not compromised, and facilitates
the spot-picking process. However, prob-
lems have been reported with silver or CBB
poststaining of proteins labeled with Alexa
dyes. This is likely to have been caused by
masking of proteins by the bound dyes,
which were used at a higher stoichiome-
try of labeling than the Cy dyes. SYPRO
Ruby seems to be the best-suited method
for poststaining since it is both sensi-
tive and compatible with downstream MS
identification of excised protein spots (see
Sect. 1.3). It is also worth noting that bond-
ing of gels to glass plates using bind-silane
(see Sect. 2.5), severely reduces the sen-
sitivity of MS-compatible silver staining,
whereas the end-point SYPRO Ruby stain-
ing is unaffected. Moreover, SYPRO Ruby
detection can be performed on the same
fluorescence detection device as the Cy
dye detection.

2.5
Fluorescence Detection and Image Analysis

Instrumentation for fluorescence detec-
tion of covalently derivatized or non-
covalently stained proteins is currently
based on either laser/photomultiplier
tube (PMT) scanning or lamp/charge-
coupled device (CCD)-based mechanisms.
Laser/PMT-based instruments include the
Molecular Dynamics Typhoon 9400
Variable Mode Imager and the Fuji
Photo Film Company FLA-2000 Fluo-
rescent Image Analyzer, while xenon
arc lamp/CCD-based instruments in-
clude the Perkin Elmer Life Sciences
Wallac-1442 ARTHUR Multiwavelength

Fluoroimager and a variant of this,
the Amersham Biosciences 2920 2DMas-
terImager. A schematic of the CCD-
based 2920 2DMasterImager is repre-
sented in Fig. 4. The CCD-based instru-
ments tend to be more versatile since wave-
length selection for different fluorophores
can be customized using appropriate emis-
sion and excitation filters and do not rely on
the output of a laser source. Although both
types of imaging system can deliver reso-
lutions as high as 50 µm, which is more
than adequate for detection of 2-DE gel
spots, some high-resolution CCD devices
must work by collecting multiple images
over the sample that are then stitched back
together to form a composite of the whole
image. This strategy increases the scan-
ning time significantly, but can also create
a patchwork effect of different background
intensities across the image, particularly
when the signal intensity is low.

In terms of efficiency of workflow,
gels are best cast and run between
low-fluorescence glass plates and then
imaged between the plates directly after
the second dimension run (Figs. 2 and 4).
This prevents drying of gels during long
imaging times and sets a fixed position
for all images from a particular set of
gels. As mentioned above, gels are best
poststained prior to picking, because of
the molecular weight shift caused by
dye attachment. However, direct spot-
picking without fixing and poststaining
may increase the yield of recovered
peptides from gel pieces for MS, as long
as the spots can be accurately excised.
We have also found that it is optimal
to bond gels to one of the glass plates
with bind-silane at the casting stage. This
approach maintains the gels in virtually
the same fixed position after poststaining,
facilitating alignment of Cy dye and
poststained images and allowing for safer
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Fig. 4 Schematic representation of a xenon lamp/CCD-based fluorescence
imager (based on the Amersham Biosciences 2920 2DMasterImager). The
gel is imaged in situ between low-fluorescence glass plates directly after the
2-DE run. Images are collected separately for the three Cy dyes using filter
wheels for the appropriate excitation and emission wavelengths. SYPRO Ruby
poststained gels are scanned on the same instrument, again using the
appropriate light filters.

gel storage. Bonding is also an absolute
necessity for most automated spot-picking
platforms; however, it is important to note
that milder fixing conditions must be
employed when staining bonded gels in
order to prevent overshrinkage and tearing
of gels.

Numerous commercially available soft-
ware packages have been used for spot
detection and to match and evaluate spot
intensity or volume differences across mul-
tiple gels. While all require some level of
user intervention resulting in loss of repro-
ducibility, their accuracy is still dependent
on the inherent variability of 2-DE sep-
arations and protein staining. It is also
important to be aware that there is vari-
ability in spot detection using different

image analysis packages, so it is important
for an investigator to determine prediction
thresholds for their particular system (see
Sect. 2.3). Although not available at the
time of the original validation, 2D-DIGE-
image analysis is most easily performed
using DeCyder Differential Analysis Soft-
ware (Amersham Biosciences). This soft-
ware is split into two modules. The dif-
ferential in-gel analysis (DIA) module is
first used to detect overlapping, differen-
tially labeled spots within the same gel,
performing automatic background sub-
traction, quantitation, and normalization
with the internal standard. The biologi-
cal variation analysis (BVA) module then
matches detected spots across gels and per-
forms a statistical analysis (Student t-test



Gel Electrophoresis, 2D-difference 45

and 1-way and 2-way ANOVA analyses)
to find consistent differences across repli-
cate samples. This software package thus
avoids the need for the investigator to set
prediction limits, and is a far cry from a pre-
vious study in which a looped two-frame
movie of Cy3 and Cy5 images was used to
investigate proteomic changes in cardiac
mitochondria associated with loss of crea-
tine kinase. Although this was not a good
way to quantify changes in protein abun-
dance due to the lack of normalization, this
method does demonstrate the simplicity of
the DIGE process. A further advantage of
the DeCyder software is that all matched
spots are given the same spot identifier
from gel to gel. This greatly assists in data
analysis for multiple samples and in subse-
quent sample tracking, handling, and MS
identification.

2.6
Applications

DeCyder software was used in a three-
dye 2D-DIGE differential expression anal-
ysis studying the oncogenic effects of
ErbB-2 overexpression and growth factor
treatment in human mammary luminal
epithelial cells. Protein expression over
time (4 time points of growth factor
treatment) and between two cell lines (nor-
mal versus ErbB-2 overexpressing) was
simultaneously examined in triplicate in
a single experiment. Thus, eight triplicate
cell lysates (24 samples) were labeled with
Cy3 or Cy5 and run against a Cy2 standard
comprising a pool of all 24 samples (36
samples in total). After appropriate mix-
ing, 12 gels were run with 300 µg of total
protein, generating 36 images for DeCy-
der analysis. Although spot matching was
not perfect across all gels for all features
(i.e. less than 36 out of 36 matches for all
spots), the analysis identified changes in

the abundance (by spot volume) of numer-
ous features with time and/or between cell
lines that were significant within a 95%
confidence limit (p < 0.05). Moreover, sta-
tistically valid differences could be detected
for features that were only 1.3-fold up-
or downregulated in ErbB-2 overexpress-
ing cells versus normal. Spots of interest
were excised from the same dye-labeled
gels following SYPRO Ruby poststaining,
imaging, and alignment, using a Syprot
automated spot picker (Amersham Bio-
sciences). Around 30 of the differentially
regulated protein features were identified
by MALDI-MS. While several of these pro-
teins may contribute to ErbB-2-dependent
transformation, the others are likely to be
deregulated as a secondary consequence
of the enhanced proliferation and mor-
phological changes resulting from ErbB-2
overexpression.

2D-DIGE and DeCyder analysis were
also applied to study the effects of benzoic
acid treatment on the Escherichia coli pro-
teome. Although only Cy3 and Cy5 were
used, Cy3 was used for labeling of a pooled
internal standard, and run against Cy5 la-
beled untreated or benzoic acid–treated
cells. Using this internal standard method,
a more accurate quantitative analysis was
achieved compared to conventional 2-DE,
and 179 differentially expressed protein
spots were subsequently identified from
gels by MALDI-MS. This study not only
revealed the complexity of the response to
benzoic acid treatment but also showed
that membrane proteins and different pro-
tein isoforms could be analyzed using this
method. In a slightly different application
of the method, reciprocal labeling with Cy3
and Cy5 was used to identify reproducible
and common compensatory changes in the
whole brain tissue proteomes of five differ-
ent genetically altered mouse models. With
MALDI-MS identification, this analysis
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revealed an isoform change in the heat
shock 70 related protein, mortalin, and an
alteration of the antioxidant protein 2, in-
dicating that stress-responsive pathways
may be altered artifactually in geneti-
cally modified mice. Finally, Zhou et al.
have demonstrated the use of 2D-DIGE
in quantifying differences in protein ex-
pression between laser capture microdis-
section–procured esophageal carcinoma
cells and normal epithelial cells from the
same human tumor-tissue sample. Anal-
ysis of Cy3- and Cy5-labeled lysates from
approximately 2 50 000 cancer cells and
normal cells (200 µg each) revealed 1038
and 1088 protein spots respectively. De-
Cyder DIA analysis showed that 58 spots
were upregulated by > threefold and 107
were downregulated by > threefold in can-
cer versus normal cells, although only
three proteins were subsequently identi-
fied by LC-MS/MS from SYPRO Ruby
poststained gels. Normalization was per-
formed using the total pixel volume of each
image, rather than the internal standard
method described above. Since replicate
samples were not compared, the repro-
ducibility and significance of the data is
unclear, although this study does demon-
strate the power of the 2D-DIGE technique
for differential expression analysis of lim-
ited sample amounts.

In summary, these reports demonstrate
that 2D-DIGE can be applied to provide
sensitive and reproducible analysis of dif-
ferential protein expression between two
or more biological samples, be they cell
lines, sorted cell types from tissues, whole
tissues, or whole microorganisms. Since
2D-DIGE offers increased experimental
confidence and accuracy in detecting quan-
titative protein changes while at the same
time reducing experimental workload, it is
a particularly advantageous technique for
high throughput–expression proteomics.

Moreover, the apparent compatibility of
the technique with subsequent identifica-
tion of protein spots from gels by MS
further reinforces this notion.

3
Perspectives

The limitations of 2-DE-based approaches
for differential expression analysis is worth
mentioning. A standard broad pH-range
2-DE gel loaded with 200 µg of cell lysate
may resolve between 2000 and 2500 pro-
tein features using the most sensitive
detection methods. However, these fea-
tures represent the most abundant and
long-lived housekeeping proteins that can
mask lower-abundance proteins, thus re-
ducing the resolving power of 2-DE gels.
Detection and identification of 1 ng (cur-
rent detection limit of the best staining
methods) of a 50-kDa protein at 100 copies
per cell, would require separation of total
protein from around 1.25 × 108 cells. As-
suming 100% recovery of the protein of
interest, this may represent up to 20 mg
of total protein, a load that is too great
for high-resolution 2-DE separation. A fur-
ther problem is that hydrophobic, highly
insoluble, very basic, or very small/large
proteins are not well represented in 2-DE
gel-based separations.

One approach to improving the detec-
tion of lower-abundance proteins has been
to run larger amounts of material on nar-
row pH-range IEF ‘‘zoom’’ gels. Although
this becomes very labor-intensive when
a global expression analysis is required,
DIGE labeling could easily be applied to
this strategy, improving both efficiency
and accuracy. Another approach has been
the prefractionation of samples, for ex-
ample, using affinity chromatography or
subcellular fractionation prior to 2-DE
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separation. Such methods work by reduc-
ing the dynamic range of protein expres-
sion within a sample as well as by reducing
its complexity. However, prefractionation
procedures should be kept as simple as
possible to avoid sample-to-sample varia-
tion, they should target different molecular
properties of proteins compared to 2-
DE separation, and should be conducted
under conditions that minimize sample
loss, degradation, or introduction of arti-
factual protein modifications. Subcellular
fractionation has already been combined
with 2D-DIGE analysis to identify targets
of paracetamol toxicity in liver mitochon-
drial subfractions and changes in murine
cardiac mitochondrial proteins associated
with loss of creatine kinase. In the first
study, very rapid changes were seen in
the levels of many proteins, indicating
posttranslational modification rather than
changes in gene regulation per se. This not
only demonstrates the power of 2-DE over
non-gel-based methods for resolving spe-
cific isoforms of proteins, but also shows
the potential of 2D-DIGE for the accurate
analysis of changes in posttranslational
modifications.

In the move away from 2-DE-based
methods, several gel-free proteomic strate-
gies have been recently developed. Rather
than relying on protein separation, these
methods are based either on multidimen-
sional chromatographic peptide separation
linked to high-throughput MS, or more
recently, direct protein recognition and se-
lection on arrayed protein chips. Although
protein microarray technologies could ulti-
mately provide high-throughput screening
of biological activities and even protein ex-
pression levels, they are as yet limited in
terms of their availability and the num-
ber of targets. Another recently developed
method known as isotope-coded affinity tag-
ging (ICAT) combines multidimensional

chromatography and differential isotope
labeling for comparative quantitation of
two samples by LC-MS/MS. Although
the ICAT method circumvents the prob-
lems associated with 2-DE separations,
the two methods have been combined,
and like DIGE, this allowed the relative
quantitation of proteins in two samples
separated on the same 2-DE gel. Despite
the emergence of these gel-free proteomic
strategies, they have yet to prove them-
selves for the quantitative analysis of
multiple samples.

Although in its infancy, 2D-DIGE will
undoubtedly become more widespread as
a protein expression profiling technique.
It is as sensitive as existing 2-DE method-
ologies, but provides greater statistical
accuracy for comparison across multiple
samples while at the same time decreas-
ing the workload. One can envisage the
development of additional fluorescent pro-
tein tags that would allow more than three
samples to be analyzed on the same 2-DE
gel. Moreover, these tags could be used
to target residues other than lysine, or to
allow functional labeling of subsets of the
proteome. For example, our lab and others
are currently developing strategies for the
labeling of reduced cysteine thiol groups
with iodoacetamide or maleimide versions
of the Cy dyes. Since cysteine residues oc-
cur at a much lower frequency than lysine
residues, this strategy offers the poten-
tial for higher stoichiometry labeling and
hence higher sensitivity, without adversely
affecting the solubility and/or migration
of proteins. The addition of affinity tags
to these reagents would also allow enrich-
ment of only the labeled subset of proteins,
thereby reducing the complexity of biologi-
cal samples and increasing the yield of low-
abundance cysteine-containing proteins.

In terms of functional probes, cysteine
labeling with iodoacetylated Cy dyes could
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be applied to monitor changes in the oxida-
tion state of certain proteins. The rationale
behind this is that thiol groups are of-
ten targets of cellular oxidation, and an
oxidized thiol group in a target protein
would no longer be able to react with the
iodoacetylated Cy dye. Indeed, we have
preliminary evidence that high stoichiom-
etry labeling of unreduced samples using
these Cy dye derivatives can be used to
monitor changes in cysteine reactivity in
cells during oxidative stress induced by
hydrogen peroxide treatment. Recently,
BODIPY derivatives of a specific inhibitor
have been used as chemically reactive fluo-
rescent probes to covalently label the active
site thiol group of cysteine protease family
members. This novel functional proteomic
approach allowed profiling and identifica-
tion of active cysteine proteases in complex
protein mixtures, and was used to moni-
tor protease activity for the screening of
small-molecule inhibitors directed against
each enzyme family member. It is likely
that other fluorescent probes for function-
ality will soon be designed and used for
proteomic profiling of complex biological
samples. With this in mind, the future of
differential fluorescence labeling in pro-
teomics looks bright.
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Chromosomal Bands
Transverse light and dark bands on the chromosomes produced by different
staining techniques.

CpG Islands
Dinucleotide motif of a cytidine and guanidine (5′-C-p-G-3′), commonly unmethylated,
within a GC-rich chromosomal domain.

EST (Expressed-Sequence Tag)
Short (300–500 nucleotide) single read DNA sequence derived from a randomly
selected cDNA clone.

Exon
A coding DNA segment within a gene.

GC Content
The distribution of Guanine and Cytosine nucleotides among the genome, which is
correlated with various structural and functional properties of the genome fragments.

Intron
A noncoding DNA segment within a gene.

Isochores
Long DNA segments, usually greater than 300 kb, which are characterized by a fair
compositional homogeneity.

Promoter
DNA segment composed of the first few hundred nucleotides located ‘‘upstream’’ (on
the 5′ side) of a gene, and which controls the transcription of such a gene.

Transcript
mRNA sequence produced by transcription from DNA.
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Splicing
The process that removes all the introns to produce mature mRNA.

� The human genome encodes the information about the development, physiology,
and evolution of our own species. Among the whole DNA stretch with more than
3000 million nucleotides, the most interesting portions are those composed of
genes, the DNA fragments that code for a defined biochemical function, such as
the production of a particular protein. It is believed that genes are responsible for
the major biological functions of the genome, and knowledge about them and their
encoded proteins is crucial for basic biology, biomedical research, biotechnology,
and health care.

In this contribution, we provide an overview of the ongoing research on the
gene distribution in the human genome. It has been known for a long time that
the distribution of protein-coding genes among human chromosomes is extremely
uneven. DNA fragments with different gene densities show different compositional
properties, which are believed to be correlated with gene composition, function, and
evolution. Around 98% of the human genome does not code directly for proteins
and therefore was once dismissed as ‘‘junk DNA.’’ However, many studies have
shown that these ‘‘junk’’ sections contain many important features essential for
the biological function of a genome. The challenge to understanding how genomes
‘‘work’’ involves more than just the identification of protein-coding segments. We
must understand the mechanisms by which all the components of a genome interact
to produce a functional cellular system.

1
Macroscale Distribution

In order to perfectly define the human
genome, it would be necessary to pre-
cisely locate each and every single gene. At
present, this is not possible because gene
identification from the human genome
drafts is a complicated process given the
multiple sequence elements that com-
bine to ultimately produce (express) an
operational gene. A gene is a locus of co-
transcribed exons, which in the human
genome tend to be short. Exons are sep-
arated by introns, which are sequences
of long lengths (some of them exceeding

10 kb) that do not code for protein se-
quences. Transcription of a gene domain
produces heteronuclear RNA (hnRNA),
which is a linear copy of the coding DNA
strand (except with complementary nu-
cleotides). This hnRNA transcript contains
all the exon and intron sequences. Post-
transcriptional RNA processing splices out
the intronic sequences and prepares the
RNA transcript for translation as a mature
messenger RNA molecule (mRNA). What
is surprising is that these mature coding
segments of mRNA (which are responsi-
ble for producing all the proteins in our
bodies) represent only ∼1.5% of our total
genome DNA sequence. Thus, looking for
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genes in our genome is like looking for
needles in a haystack. In addition, a single
gene may give rise to multiple transcripts
by alternative splicing, and alternative tran-
scription initiation and termination sites.
Given the current limited knowledge about
gene structure and function, none of the
existing algorithms for gene prediction
and annotation are perfect, and therefore
we can only estimate the gene distribution
based on our current understanding of
how genes are structured and expressed.

1.1
Gene Number Estimates

Before the publication of the human
genome drafts, estimates of the total num-
ber of genes in humans were proposed
in the literature. However, different ap-
proaches produced different estimates,
with some as high as 120 000, even when
the methods utilized for the estimation
were similar. One of the reasons for this
variability was the necessity to use strong
assumptions in order to obtain the es-
timate, which made it very difficult to
assess the reliability of the predicted num-
ber. For instance, Ewing and Green esti-
mated the number of genes by comparing
a database of ESTs (expressed-sequence
tags) with chromosome 22 and with a
nonredundant set of mRNA sequences.
The idea, explained in more detail in their
work, is to estimate the total number of
genes by counting the amount of over-
lap between two sets of genes obtained
independently. Both comparisons (ESTs
with chromosome 22 and ESTs with the
mRNA sequences) produced an estimate
in the order of 35 000 genes. This estimate
is very different from the 60 000–70 000
genes predicted by Fields et al., who used
a similar method to compare a set of ESTs
with mRNA sequences. The difference is

that Ewing and Green eliminate single un-
confirmed ESTs in the counting process,
thereby resulting in a more conservative
estimate. Other methods predicted 80 000
genes by estimating the number of CpG is-
lands in the genome and assuming that all
islands are associated with genes and that
56% of the genes have an island. These as-
sumptions were challenged by Ewing and
Green, who suggest an estimate below 30
000. Other gene number estimates based
on reassociation kinetics and genome com-
parisons with other species also produce
very different results.

With the publication of the two drafts
of the human genome sequence (The
human genome sequence is available at
http://genome.ucsc.edu/) in 2001, more
comprehensive studies about gene dis-
tributions in the human genome have
become possible. Although the genome
sequence is still being updated, both the
public and the private sequencing efforts
have obtained similar estimates of around
30 000 genes for humans. These studies,
however, are far from being complete and
conclusive. There are several difficulties:
first, the draft sequences do not provide
a perfect coverage of the human genome
and there are still errors in the sequence
data. Therefore, even the best estimate
from the sequence might not be close to
the real one. Second, and more impor-
tantly, gene extraction from the genome
is not a trivial task, and even the best
gene prediction tools are not likely to be
100% reliable. Therefore, it is fair to say
that our knowledge about the gene distri-
bution in the human genome, although
much better than before the publication of
the draft sequences, is still far from com-
plete. For instance, the work of Das et al.,
published after the human genome draft,
suggests, by using experimental evidence,
a higher estimate in the range between
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41 000 and 45 000 genes is obtained. As
we will see in the following sections, these
estimates are still based on some assump-
tions. However, as an advantage over other
methods that do not use direct sequence
data, the availability of the genome draft
allows the refinement of these assump-
tions. Notice also that the methods that are
applied directly over the genome sequence
to identify genes obtain not only estimates
about the gene number but also about the
gene distribution.

1.2
Gene Prediction

There are different methods to locate genes
in the human genome. The simplest one
is to perform alignments between known
genes contained in databases such as Ref-
Seq and the genome sequence. Although
this approach is very powerful to locate
genes that are already known, it does not
allow the discovery of any new genes. An-
other related possibility is to make gene
predictions by performing sequence com-
parison with previous known genes and
proteins in other organisms. As before,
the problem with this approach is that it
cannot extract new genes, since, obviously,
they are not included in the comparison
set. A third method is based on homology
studies between the genome sequence and
libraries of ESTs. Obviously, the success of
this method depends on the completeness
and quality of the libraries, which should
consist of relatively large ESTs matching
the genes. Finally, de novo (ab initio) tech-
niques try to recognize groups of exons
directly from the genome sequence. In or-
der to do so, these methods define gene
models using a priori information about
the gene structure (sequence composition,
intron/exon structure and length, splice
sites, etc.), and perform gene extraction

by identifying regions in the genome se-
quence that correspond to the gene model.

Several models have been used in
different ab initio methods, including
neural networks, decision trees, and,
more frequently, hidden Markov models
(HMMs), which are the base of well-known
tools such as Genscan and Genie. If our
understanding of the cell mechanisms to
identify genes were complete (or in other
words, if a priori information about the
gene structure were perfectly available),
and provided that the DNA sequence
were perfectly known, ab initio techniques
would be able to extract and locate all genes
contained in the genome. Unfortunately,
this a priori knowledge is not available, and
the lack of knowledge leads to several types
of errors in gene prediction:

• False positives, resulting when sections
of the genome sequence that do not
correspond to genes are identified as
such by the prediction method. This type
of prediction error can occur for several
reasons such as spurious predictions
due to alignments produced by chance
or by the presence of pseudogenes.

• Missing genes, resulting when sections
of the genome corresponding to genes
are not identified as such by the pre-
diction method. This type of prediction
error can occur for several reasons, in-
cluding the inability of the method to
either detect all gene components or
to properly connect correctly detected
components (fragmentation).

• Inaccurate genes, resulting when a
gene is identified but the prediction is
either incomplete or partially wrong.
This type of prediction error occurs
when the method misses some exons
or incorporates wrongly predicted exons
in the gene prediction.
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The gene prediction methods just men-
tioned are not mutually exclusive. In fact,
they are usually applied together with the
objective to develop complex prediction
tools capable of achieving the best possible
sensitivity and specificity – that is, joint op-
timization to miss as few genes as possible
with the least number of false positives.

1.2.1 Public Consortium
The first step in the effort from the pub-
lic consortium to predict genes in the
human genome draft is to utilize the
Ensembl system. This system uses the
ab initio tool Genscan to generate gene
predictions that are confirmed by similar-
ities to ESTs, mRNAs, and protein mo-
tifs. Each gene component (exon/intron)
is confirmed independently, which in-
creases the likelihood of fragmentation.
In order to reduce this fragmentation,
Genie, another ab initio technique, is
utilized jointly with Ensembl. These En-
sembl/Genie results are compared with
known genes contained in RefSeq, SWIS-
SPROT, and TrEMBL databases. At the
end of this process, the total number of
gene predictions is almost 32 000. From
this prediction, approximately 15 000 of
them correspond to known genes, 4000
come from the combination of Ensem-
ble and Genie, and 13 000 from Ensembl
alone.

In order to validate the quality of these
predictions, different approaches are uti-
lized to estimate the sensitivity and speci-
ficity of the prediction stage. The first
approach used in the landmark paper
of the public consortium is to compare
these predictions with new independently
discovered genes not used in the pre-
diction process. Thirty-one genes newly
discovered in chromosome X were consid-
ered in the aforementioned paper. From
these genes, 28 are included in the draft,

and 19 were successfully predicted, which
gives an estimate for the sensitivity of the
gene prediction process of 68%. More-
over, on average 79% of each gene was
detected and the fragmentation can be es-
timated as 1.4 gene predictions per true
gene. However, this approach should be
taken with caution because the number
of genes limits the accuracy of the sta-
tistical analysis. A higher sensitivity of
85% is obtained in the second approach,
when the predicted genes are compared
to a set of 15 294 mouse cDNAs gen-
erated by the RIKEN Genomic Sciences
Center. Specifically, 81% of the genes in
the mouse showed similarity to the hu-
man genome sequence and 69% were
similar to the predicted human genes, re-
sulting in a sensitivity of 69/81 = 85%.
The final approach compares the pre-
dicted genes with the gene annotations
in chromosome 22, which consisted of
539 confirmed genes and 133 pseudo-
genes. This comparison suggests a rate
of false-positive or spurious predictions
(including pseudogenes predictions) at
around 20%.

The final estimate of the number
of genes results from the development
showed above: 17 000 gene predictions of
unknown genes with a 20% false-positive
rate and a fragmentation factor of 1.4 lead
to an estimate of 9500 new unknown
genes. If these gene predictions are as-
sumed to contain 60% of all previously
unknown human genes (following the val-
idation results in the previous paragraph),
the number of previously unknown hu-
man genes can be estimated as 16 000.
Considering also the 15 000 known genes
contained in the human genome draft,
the total number of genes in the hu-
man genome can be estimated to be
around 31 000. Notice that this number
is highly dependent on the estimates of
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specificity, sensitivity, and fragmentation
of the gene prediction method utilized for
the analysis.

1.2.2 Celera Effort
In order to perform gene prediction,
Celera Corporation, led by Craig Venter,
developed an approach called Otto. Otto
considers different lines of evidence to
locate genes. The first step in the process is
to identity gene boundaries by examining
matches of the genome sequence to EST
and protein databases. These matches are
combined into bins in such a way that a
single gene is expected for each one of
the bins.

Then, different procedures are applied
to extract genes. A first set of genes is
extracted from the genome by comparing
the transcript database RefSeq with these
bins. A total of ∼6500 genes resulted from
this process, which identified genes when
some transcript in the RefSeq database
matched the genome sequence for at least
50% of its length with more than 92%
identity. These ∼6500 genes are the ones
in which Otto has a higher confidence. For
the rest of the genome regions that have
sequence similarity but do not present
a clear match to known genes, Otto
considers four lines of evidence (similarity
to known proteins, similarity to human
ESTs and cDNAs, similarity to rodent ESTs
and cDNA, and conservation between
mouse and human DNA) and tries to
develop a gene model using Genscan. If
the model is reasonable, and predicted
exons are supported by at least one of
the lines of evidence, a gene is considered
identified. The number of additional genes
obtained in this way by Otto was ∼11 000.
Considering the ∼6500 genes identified
before, the number of genes predicted by
Otto is ∼17 500 if only one line of evidence
is required. The number decreases to

∼17 000, ∼15 500, and ∼12 500 if two,
three, or four lines of evidence are utilized.

It is interesting to note that Otto does
not try to directly identify genes with gene
prediction tools such as Genscan. Instead,
the gene boundaries are predicted by first
looking at homology evidence. The reason
for this approach is that most gene predic-
tion methods have problems performing
boundary prediction. The specificity, sen-
sitivity, and fragmentation rate of this
method are superior to those of Genscan.
However, predictions from Otto are very
conservative, since they depend on ESTs
and some gene transcripts are not included
in the existing databases. Therefore, Otto’s
predictions are complemented with ad-
ditional ones produced by three de novo
techniques (GRAIL, Genscan, and Fge-
nesH). The number of de novo predictions
that did not overlap with known genes
or Otto results was around 58 000. From
this number ∼21 500 are supported by one
line of evidence, ∼8600 by two, ∼5000 by
three, and ∼1900 by four. Therefore, the
total number of predicted genes obtained
by combining these predictions with the
ones proceeding from Otto, would be
∼39 000, ∼26 500, ∼23 000, and ∼20 000
depending if one, two, three, or four lines
of evidence are required for the de novo
methods (and assuming that one line of
evidence is enough for the Otto predic-
tions). Around 1000 additional genes can
be predicted by identifying regions outside
the original bins where there was a match
between an EST and the genome sequence
across a splice junction, and at least one
line of evidence was present.

1.3
Gene Distribution

As the sequencing of larger and larger
regions of the human genome was



60 Gene Distribution in the Human Genome

completed, there was a series of in-
creasingly comprehensive gene maps con-
structed and cross-referenced to the hu-
man genetic map. The gene map published
in 1996 by Schuler et al. confirmed an
uneven gene distribution among differ-
ent chromosome bands. Two years later,
a new gene map with higher coverage
and accuracy was published, showing that
the distribution of genes across individual
chromosomes presents striking fluctua-
tions. Significantly, higher than average
gene densities are found in chromosomes
1, 11, 17, 19, and 22, while lower than av-
erage densities are found in chromosomes
4, 5, 8, 13, 18, and X.

The publication of the two draft se-
quences in 2001 represents a milestone
in the study on human genomics. We
are now closer than ever to understand-
ing how our own genomes are structured
in terms of the distribution and orga-
nization of genes within and between
chromosomes. The first, full, genome
structural analysis was completed by the
International Human Genome Sequenc-
ing Consortium (IHGSC), which aimed at
creating an initial integrated gene index

(IGI) and an associated integrated pro-
tein index (IPI) for the human genome.
Then the chromosomal distribution of
the IGI gene set was examined. On av-
erage, the gene density in the human
genome is 11.1 genes per Mb. However,
this number presents significant varia-
tions among chromosomes, from 26.8
genes per Mb for chromosome 19 to
6.4 genes per Mb for chromosome Y.
The number for chromosome Y could be
even smaller, because the high number
of pseudogenes contained in chromosome
Y is likely to have generated numerous
false-positives from the gene prediction
studies.

Several months after the publication
of the human genome, a draft physical
map with annotations for a majority of
the human transcripts was published by
Zhuo et al. The map was generated by
assembling the sequence clusters in the
UNIGENE database into nonredundant se-
quence contigs, and then aligning these
clusters to the human genome draft. As
shown in Fig. 1, the estimated transcript
densities show a significant difference
among all the human chromosomes. The
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highest density, found in chromosome 19,
is above 40 transcripts per Mb, which
is almost twice the value of the aver-
age density over the whole genome. The
lowest gene densities were found in chro-
mosomes X, Y, 21, and 13, which is
consistent with the previous gene den-
sity estimates.

According to the record updated on
January 25, 2003, there are 18 761
human genes reported in RefSeq that
have their function and coding sequences
known. Figure 2 shows the chromosomal
distribution of these genes, excluding
225 genes that have not been located
in the draft genome. The uneven gene
distribution indicates that the human
genome is organized in discrete regions,
and that functional characteristics may get
distributed in a related pattern.

2
Meso-scale Organization

With an estimate of around 30 000 genes
and over 3 Gb nucleotides in the human
genome sequence, the inevitable question
that springs to mind is ‘‘where exactly
are the genes located?’’ In other words,
how are our 30 000 genes distributed
over our 3 000 000 000 bp genome? Many
contributions in the literature have tried
to address this question during the last
30 years. As described in Sect. 1.3, genes
are distributed unevenly among chro-
mosomes. Moreover, different lines of
evidence, which will be reviewed in this
section, have led to the same conclusion:
the gene distribution along each chromo-
some is conspicuously nonuniform. In this
section, we move our observation from the
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chromosome to a finer scale, and describe
the gene distribution according to sev-
eral biochemical features in the human
genome.

2.1
Gene Distribution versus Chromosomal
Banding

The uneven gene distribution in the hu-
man genome was hinted at long before
the gene map on the whole genome was
estimated, by the observation of the band-
ing patterns produced when chromosomes
are stained. More than 30 years ago, it
was discovered that certain dyes selec-
tively stain some regions of metaphase
chromosomes more intensely than other
regions, and that the resulting transverse
banding patterns are specific for individual
chromosomes.

Banding characteristics were readily ap-
plied for the identification of individual
chromosomes. Shortly afterwards, other
applications were discovered, with sev-
eral studies showing that chromosomal
bands might have functional and struc-
tural significance. Giemsa, for example,
is a permanent DNA dye that has affin-
ity for A + T rich DNA regions. After a
pretreatment that denatures the DNA se-
quence with barium hydroxide, Giemsa
darkens the regions of constitutive het-
erochromatin, DNA fragments that are
always retained in a compact organiza-
tion and contain almost no active genes.
These dark bands are called C-bands
and cover around 17 to 20% of the
human chromosome complement. They
are mostly distributed in pericentromeric
regions. One exception is the Y chro-
mosome that has a relatively large het-
erochromatic segment in its long arm,
suggesting a low gene density on that
chromosome.

The remaining 80% of the genome,
the euchromatic component, is divided
into G-, R-, and T-bands. G-bands are
produced by staining the chromosomes
with Giemsa, after subjecting them to a
brief proteolytic treatment. R-banding (re-
ferred to as reverse Giemsa, since the
resulting bands are roughly the reverse
of G-bands) requires pretreatment of the
chromosomes, prior to Giemsa staining,
in a hot physiological alkaline solution.
Under such conditions, the AT-richer
DNA sections are denatured faster, re-
ducing their affinity for Giemsa staining.
Finally, T-bands are an extremely heat-
resistant subset of R-bands, obtained by
repeating the heat pretreatment. The dis-
tribution of all these bands along the
human chromosomes is shown in the
ideograms (Fig. 3), which are used broadly
in cytogenetic analyses (e.g. for the detec-
tion of chromosome aberrations causing
disease).

Chromosomal bands correspond to
chromosome domains with different prop-
erties. For instance, it has been shown
that early and late phases of mammalian
DNA replication correlate with the band-
ing pattern: R-bands replicate early, while
G-bands are associated with a late replica-
tion time. This result has been confirmed
by analysis of replication times across
R/G boundaries. Moreover, the work of
Matassi et al. has revealed that genes
located closely on a chromosome have sim-
ilar evolutionary rates, which may imply
a relationship between evolutionary rates
and chromosomal bands. One of the most
interesting properties is the relationship
between gene density and chromosome
bands.

Chromosomal bands exhibit a clear
correlation with gene density: Gener-
ally speaking, the gene density of R-
bands is higher than that of G-bands.
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Furthermore, over half of the genes are
contained in T-bands, which represent
only 15% of all bands. The combina-
tion of this result with the ideograms
makes it is possible to obtain a rough
picture of the gene distribution over each
chromosome.

The base compositions of G-, R-, and
T-bands are very different from each
other: R-bands are richer in GC content
than G-bands, and the 27% GC-richest R-
bands correspond almost perfectly to the
T-bands. In the context of the previous dis-
cussion, this fact suggests that the gene
density may be related to the local com-
positional pattern of the DNA sequence,
and establishes a connection between
cytogenetic observations and molecular
analysis.

2.2
Gene Distribution versus Sequence
Composition

2.2.1 Uneven Distribution of GC Content
Over the Genome
More than 30 years ago, ultracentrifuga-
tion experiments based on the use of
sequence-specific ligands, such as silver
ions, were performed to achieve high-
resolution DNA fractionation. These ex-
periments led to the discovery of the
striking compositional heterogeneity in
the nucleotide composition of human
DNA. Specifically, it was found that the
distribution of the GC content over the
whole genome is far from uniform, since
there is a substantial variation in average
GC content among large DNA fragments.
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The recent publication of the human
genome confirms the uneven GC content
distribution in a direct and global manner.
Figure 4 shows the GC content histogram
obtained from the human genome drafts
using 20-kb windows. The figure confirms
that local GC content undergoes long-
range excursions from its genome-wide
average of 41%. Recently, Pavlicek et al.
obtained a compositional map of the
human chromosomes by scanning the
human genome sequence with a 100 Kb
moving window. The map shows the large
proportion of the genome characterized
by long-stretch fragments with low GC
content. The regions of GC content
greater than 46% constitute only 12.5%
of the whole-genome sequence. It is
also obvious from the map that the
GC content distribution is chromosome
specific.

2.2.2 Isochores
Bernardi et al. proposed that the long-
range variation in GC content reflects
that the human genome is a mosaic of
isochores, defined as long DNA segments
(greater than 300 kb on average) that
are characterized by a fair compositional
homogeneity (above a 3-kb size level).
Isochores in the human genome have
been classified into five different families,
depending on their percentage in GC
compositions. Families L1 and L2 have a
GC content lower than the human genome
average, specifically in the range <37%
for family L1 and 37 to 42% for family
L2. The combination of both families
makes up 62.5% of the human genome.
A higher GC content than the average
is observed in families H1, H2, and H3,
which cover the ranges 42 to 46%, 46 to
52% and >52%, and constitute 25, 8.3, and
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4.2% of the human genome respectively.
Implicit in the isochore definition is the
idea that the large-scale GC compositional
heterogeneity is discrete or discontinuous,
with abrupt changes from higher to lower
(or vice versa) GC levels.

Different methods have been applied to
determine the isochore families to which
human genes belong. All these studies
suggest a very nonuniform distribution
of genes throughout isochore families:
Almost 30% of all human genes reside
in the roughly 4% of the genome that
belongs to the GC-richest family, H3; in
comparison, DNA fragments in families
L1 and L2 have much lower gene density,
which is less than one-sixth of that of H3.

The relationship between GC content
and gene richness has been addressed
quantitatively by Mouchiroud et al., who
reported a direct positive linear relation-
ship between the GC3 values (GC levels
of third codon positions) of coding se-
quences and the GC levels of the DNA
regions in which they are embedded. This
correlation permits the positioning of the
distribution profile of coding sequences
relative to that of DNA fragments. Conse-
quently, it makes it possible to estimate the
relative gene density with respect to differ-
ent GC contents. In the work of Bernardi
et al., this relative gene concentration was
calculated by dividing the percentage of
genes located in a given GC3 interval by
the percentage of DNA located in the cor-
responding GC range. With the availability
of the draft human genome sequence, the
gene density can be estimated directly.
Figure 5 presents the gene density as a
function of the GC content level, estimated
by aligning 9315 known genes on the draft
human genome. The results are similar to
the earlier estimates, and show the high
nonuniformity of the gene distribution in
the human genome. Notice that the gene

density increases from a very low average
level in GC-poor regions to a much higher
level in GC-rich regions.

2.2.3 Gene Properties versus GC Content
According to the slope change in gene
concentration at the boundary between
isochore families H1 and H2 (shown
in Fig. 5), Bernardi et al. defined two
‘‘gene spaces’’ in the human genome: the
‘‘genome core’’ and the ‘‘empty space.’’
The ‘‘genome core’’ consists of the DNA
fragments belonging to isochore families
H2 and H3. Although it only represents
around 12% of the genome, it embeds
more than half of the human genes.
The other 88% of the genome has a
very low gene density (one gene per
50–150 kb) and therefore is referred to
as the ‘‘empty space’’ or the ‘‘empty
quarter’’ (from the classical name of the
Arabian desert). This division into core
and empty spaces is also validated by other
observations, such as (1) the similarity of
the gene concentrations in each space;
(2) the similarity of the heptanucleotide
comprising the AUG initiation codon
of human genes observed in L/H1 and
H2/H3 isochores respectively, and (3) the
identical chromosomal distribution of H2
and H3 isochores.

As indicated before, the compositional
pattern of coding sequences is directly
related to that of their embedding iso-
chores. Therefore, it is expected that genes
in the genome core should have a rela-
tive high GC content, while this content
should be low for those genes in the empty
space. Several studies have confirmed
these expectations. Besides the composi-
tional difference, the gene structures in
the two spaces are significantly different.
Interestingly, long genes are scarce in the
core genome and more frequent in the
empty quarter. A primary reason for this
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Fig. 5 (a) GC content distribution in 9315 known genes and in the
whole genome. (b) Gene density as a function of GC content, obtained
by taking the ratio of the data in (a). Values are less accurate at higher
GC levels because the denominator is small. The two slopes
represented here are associated to the gene core and empty space
(from IHGSC, Nature 409, 2001 and Bernardi et al, Gene 276, 2001, see
original papers for details).

length difference is the fluctuation in in-
tron sizes, which, in the empty quarter
are on average three times longer than
in the genome core. In contrast, coding
properties such as exon length or number
of exons in a gene, are not so dependent

on GC content. This is corroborated in
Fig. 6, which shows the dependence of the
mean values of exon and intron lengths
with respect to the GC content. As shown
in the figure, the intron size decreases
as a function of local GC content, with a
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Fig. 6 Dependence of the exon and intron average length on the GC content (from
IHGSC, Nature 409, 860–921, 2001, see original paper for details).

sharp transition occurring at ∼45% GC, in
agreement with the boundary between the
genome core and the empty quarter.

Different efforts have been carried out
to localize DNA fragments with different
GC-richness on human metaphase chro-
mosomes. The results support that the
two gene spaces are characterized by dif-
ferent structural and functional properties.
GC-poor isochores are located in G-bands
and in H3− R-bands (in which H3 iso-
chores are not detected), which generally
exhibit a closed chromatin structure. On
the other hand, the chromosomal local-
ization of the GC-richest isochore family
(H3) corresponds to T-bands. Moreover,
since isochore families are unevenly dis-
tributed over the chromosomes, some
chromosomes (17, 19, 22) have a very high
percentage of genome core fragments,

whereas other ones (4, 13, 15, 18, X, and
Y) have a very small percentage or no
genome core segments at all. The expla-
nation for such an uneven distribution is
still unclear.

2.2.4 Evolutionary Hypothesis About
Isochores
As explained in previous sections, a cor-
relation is evident between %GC content
and the gene density of a chromosomal
domain. One of the questions raised by
this distribution is which one is under the
greatest selective pressure: does the %GC
content of a chromosomal domain control
the number of genes located within that
domain or does the clustering of genes
into local domains determine the %GC
content? The basic question being asked is
at what level does natural selection operate
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to produce such clearly demonstrable iso-
chore domains in the human genome.
Although this is a simple question, its an-
swer is buried under the complexity of
separating gene function from genome
structure. We know that in coding do-
mains there is a codon bias toward GC
dinucleotides in warm-blooded vertebrates
that result in a higher proportion of hy-
drophobic and amphipathic amino acid
residues in proteins. One of the conse-
quences of maintaining protein structure
at higher body temperatures (37 ◦C) may
be an increased need for hydrophobic
interactions, thus resulting in a strong
selective pressure for greater %GC rep-
resentation in coding domains. However,
the regulation of gene expression events
appears to be just as critically controlled by
%GC composition. Large-scale alterations
in chromosome structure related to GC hy-
drogen bonding in double-stranded DNA
can alter the accessibility of expression
regulators to promoter domains.

It is difficult to isolate the impact that
nucleotide sequence has on the selective
fitness of an organism because a gene se-
quence is operational at two levels: (1) gene
level function, and (2) structural confor-
mation of local chromosomal domains.
The difficulty of dealing with the concept
of isochores is that this phenomenological
observation crosses these two functional
boundaries. Identifying the most proximal
cause of such sequence anomalies (% fre-
quencies showing such large departures
from a random frequency distribution) is
difficult because of the interdependence of
structure and function.

2.2.5 Recent Discussions About the
Isochore Concept
In this chapter, we have presented the stan-
dard definition of the isochore concept.
However, the plausibility of the ‘‘isochore’’

concept has been questioned in several re-
cent papers. Most of the concerns focus
on the definition of ‘‘compositional homo-
geneity’’ – which some recent papers inter-
pret as relative to random sequences – on
the capability of ultracentrifugation experi-
ments to define intrasequence heterogene-
ity, and on the fraction of the human
genome to which the isochore concept ap-
plies. Some of these concerns have been
addressed by Bernardi and Clay. Other au-
thors point to the fact that isochore families
were not originally defined from sequence
data, but from ultracentrifugation experi-
ments that resulted in 5 (after a somewhat
arbitrary reduction from 13) major overlap-
ping Gaussian distributions of absorbance,
each one associated with a distribution of
GC content. Therefore, because of the over-
lapping, a DNA fragment with a given GC
content could correspond to different iso-
chore families, which is a drawback to the
definition of isochores based only on the
sequence data. In order to overcome this
problem, the boundaries (in CG content)
among isochore families can be defined in
such a way that they do not overlap, as we
directly did when we introduced isochores.
However, this definition is different from
the original one.

The concepts of homogeneity and het-
erogeneity are largely subjective, and there-
fore much more research is necessary to
develop better methods to perform seg-
mentation of the genome into regions
of different GC content. However, the
existence of GC-rich and GC-poor re-
gions in the human genome has now
been fully corroborated by the draft se-
quences. Moreover, many studies have
indicated an interesting correlation be-
tween GC content domains and various
biological properties, including transcrip-
tional regulation, local DNA replication,
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patterns of codon usage, and the posttran-
scriptional processing of mRNA. Although
much more work is still necessary before
reaching a clear conclusion, the study of
the distribution of guanidine and cytidine
nucleotides will be a primary route to a bet-
ter understanding of the gene distribution
in the human genome.

3
Microscale Structure

In Sect. 1, we saw that the most re-
cent estimates predict that the human
genome contains a number of genes in
a 30 000 to 40 000 range, a surprisingly
small amount if we consider that much
less complex organisms such as Arabidop-
sis and Caenorhabditis are also supposed
to have a similar number of genes. As
a first attempt to explain this fact, it
seems intuitive to think that we may
need to look outside of the coding se-
quences for the mechanisms that generate
the complexities inherent in the human
development. This intuition has been con-
firmed by an increasing amount of recent
work in the literature, which suggests that
the explanation is buried in introns and
intergenetic regions, once referred to as
‘‘junk sequence.’’ An important piece of
supporting evidence is the obvious cor-
relation between the GC levels of coding
sequences and their context DNA frag-
ments in which they are embedded. The
study of the patterns in these noncoding
regions may provide hints on the gene
distribution over the genome.

3.1
Gene Model

Human genes are characterized by long
introns, which on average constitute more

than 90% of a gene. The median of
the intron sizes (∼1000 bp) is about 8
times the median of internal exon sizes.
Moreover, the distributions of gene size,
intron size, and the number of introns
in a gene present significant fluctuations,
much higher than those of exons. This
is shown in Fig. 7, where the exon and
intron size distributions are shown for
the human, the worm, and the fly.
It is interesting to note that the exon
distribution is very similar in the three
species, while the intron distributions
(and therefore the overall gene size
distribution) presents a much higher
difference among the three species, with
the human distribution being the one with
greater variability. Another interesting
observation is the dependence between
intron sizes and the local GC-level: on
average, GC-rich regions show a scarcity
of long introns, while the median intron
size in GC-poor regions is about twice
that encountered in the whole genome.
This special pattern is believed to be
related to the splicing mechanism. For
example, Bernardi suggests that long
introns in the gene-poor fragment may
facilitate alternative splicing in tissue
dependent genes.

Despite the controversy over the exact
nature of isochores (whether phenomeno-
logical or functional), it is clear that
the most prominent feature of protein-
coding genes is their higher than average
GC nucleotide (guanidine and cytidine)
compositions. Majewski has compiled se-
quence analysis data for 10 858 identified
human genes into a ‘‘model’’ gene com-
posed of

• 2000 bp promoter region
• first exon (250 bp, mostly nontranslated)
• first intron (just 500 bp on the 5′ and

3′ ends)
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• internal exon (500 bp)
• internal intron (just 500 bp on the 5′ and

3′ ends)
• terminal exon (500 bp)
• termination domain

In most vertebrates, exons and introns
can be much larger than 1000 bp total. For
this sequence analysis, the calculation of
frequency distributions for each of these

domains was executed by examining nu-
cleotides at the same sequence positions
relative to the splice sites and/or bound-
aries known to exist in the 10 000 + genes
used for this study. Each of the essen-
tial gene elements categorized above have
been condensed into a grand average in
terms of nucleotide composition (Fig. 8).

Although genes have higher GC com-
positions, the distribution of G and C
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nucleotide frequencies is heterogeneous,
with distinct intragenic locales. Outside of
a gene domain, the GC content is between
42 and 45%. As one moves (5′ to 3′) into the
promoter domain (2000 bp from the first
exon) the GC content steadily increases to
upwards of 60% at the beginning of the
first exon (transcription start site, TS0).
The first exon has an average GC com-
position of 55 to 60% without any spatial
differentiation. Most interestingly, at the
splice junction between the first exon and

the first intron there is a sudden increase
in the GC composition. The 5′ end of the
first intron (the splice junction with the
first exon) has a GC distribution of nearly
65%. This frequency then rapidly declines
further into the intron, but exhibits an-
other rise as one approaches the 3′ splice
junction with the first internal exon, as
shown in Fig. 8.

The internal exons exhibit an interesting
feature with a peak in GC content be-
tween 100 to 150 bp away from the splice
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junction on either end, and then a de-
cline in GC frequency as the splice site
is approached. The internal introns evi-
dence an opposite distribution with peaks
in GC frequencies right at the splice junc-
tions, and then declines to average levels
roughly 200 bp away from the junction.
The presence of such significant spatial
shifts in nucleotide frequencies (espe-
cially at boundary junctions) is suggestive
of functional mechanisms for regulating
gene transcription and RNA posttranscrip-
tional processing. However, it is unlikely
that the mere sequence composition of a
gene element provides a specific enough
mechanism for exerting fine-scale regu-
latory controls. Rather, spatial shifts in
GC distributions are more likely to reflect
changes in the distribution of specific reg-
ulatory motifs that have higher proportions
of GC nucleotides.

The archetypical gene model provides
a unique look at how human genes are
structured. The most significant feature
in terms of the potential regulation of
gene expression rates is the distance, both
upstream and downstream from the TS0

site, for which significant biases for the
presence of GC motifs can be found.
There are several regulatory motifs in this
wide domain whose mechanistic actions
to control gene transcription events are
determined by cytosine and guanidine
nucleotides, such as CpG and GGG
motif. The potential regulatory domain for
direct transcriptional control over a single
gene locus comprises a ∼2000 bp window
around the TS0. This domain results in
a large number of potential regulatory
interactions among the special motif
distributions; however, regulatory regions
can exist much farther upstream. This
range of potential control states is thus
likely to establish the high recombinatorial
repertoire in potential expression patterns

that is essential for the evolution of
complex network interactions.

3.2
CpG Islands

‘‘CpG islands’’ (CGIs) are one of the
most prominent regulatory motifs in the
human genome. The name refers to a sim-
ple dinucleotide motif of a cytidine and
guanidine (5′-C-p-G-3′) within a GC-rich
chromosomal domain. The frequency of
CpG dinucleotides in the human genome
is much less than expected, as a re-
sult of a methylation/mutation process.
Generally, about 60 to 90% of the CpG se-
quences within a genome are methylated.
DNA methylation is a reaction, specific
to cytosines in CpG dinucleotides, that
transfers a methyl group from S-adenosyl-
methionine to the C5 position of cytosine.
Methylated cytosines have a high mutation
rate to thymines (CpG to TpG), which has
been confirmed by many studies on DNA
polymorphism or genetic diseases. This
process, known as GC suppression, leads
to an overall reduction in the frequency of
GC content to about 41% of all nucleotides
and a further reduction in the frequency
of CpG dinucleotides to about a quarter
of their expected frequency. CpG islands
(those C–G motifs in GC-rich domains)
are primarily unmethylated and are the
exception to CpG underrepresentation in
the genome.

CpG islands make up 1 to 2% of the
DNA sequence. They are of great impor-
tance because the cytidine base can be
methylated such that the methyl group ex-
tends upwards into the major groove of the
DNA helix (Fig. 9). The intrusion of these
polar methyl groups essentially disrupts
the potential interactions between the lo-
cal nucleotide bases and transcriptional
regulators in this domain by altering the
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(a) (b)

Fig. 9 Three-dimensional structure models for the methylation site in a CpG motif; (a) top
view perpendicular to the major groove, (b) side view parallel to the major groove. The
5-methyl-cytidine residues are drawn in the dark wireframe representation, the methyl group
atoms are shown with Van der Walls atomic radii as gray spheres. The primary impact of the
methylation appears to be a redistribution of charges around the C–G hydrogen bonding. The
nonpolar methyl group is adjacent to the amino (–NH2) group that would establish one of
three hydrogen bonds with the complementary G-residue hydroxyl group (coordinate data from
PDB ref# 1IG4).

local charge distribution. Usually, both the
(+) strand motif and the complementary
(–) strand motif cytidines are methylated
(m5C) to increase the density of methyl
groups within a small area (see Fig. 9):

5′ –C5m–G–3′

3′ –G–m5C–5′

This provides an effective blocking
mechanism to ‘‘silence’’ regions of DNA
from being transcribed and is one of
the most active areas of current re-
search into epigenetic mechanisms of
gene regulation.

CGIs commonly occur in the promoter
domains of functional genes. Overall, this
pattern suggests that the majority of the
methylated CpG motifs play a role in gene
silencing (blocking transcription of non-
coding regions, repetitive DNA elements,
transposable elements, pseudogenes, etc.).
But in active promoter domains, the
methylation states of CpG motifs are not
fixed such that changes in methylation

can be used for up-and-down regulation
of transcriptional activities at a specific
gene locus.

An attractive property of CGIs is their
significant structural difference from the
rest of the genome. In the work of Gar-
diner–Garden and Frommer, CGIs were
formally defined as sequences greater than
200 bp in length, with a GC content greater
than 0.5, and with an observed to ex-
pected GC content ratio (CpGobs/CpGexp),
greater than 0.6. This definition has been
widely used in later studies. Recent work
has suggested more specific structures
for CGIs, especially for those potentially
corresponding to promoter regions. This
makes it practical to search for CGIs using
computing tools. In the work from the In-
ternational Human Genome Sequencing
Consortium, a computer program was im-
plemented to identify CpG islands and
28 890 CGIs were found in the draft
human genome sequence with repeat re-
gions masked. The count of 28 890 CGIs
is reasonably close to previous estimates
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of about 35 000, which were obtained by
experimental methods. The convenience
of CGIs searching has led to effective ap-
proaches for gene estimation. In 2000,
Grunau et al. determined features that
discriminate the promoter-associated and
promoter-nonassociated CpG islands and
used them for large-scale human pro-
moter mapping.

As shown in Fig. 10, the density of
CpG islands shows important variations
in different chromosomes and correlates
positively with estimates of the gene den-
sity. Chromosome Y is the one presenting
the lowest density, with 2.9 islands per Mb.
On the opposite extreme, chromosome 19
presents a density of 43 islands per Mb.
The average for all the genomes is 10.5
islands per Mb, with most of the chro-
mosomes having 5 to 15 islands per Mb.
Similar trends are observed when the per-
centage of nucleotides contained in CpG
islands is considered.

The coherent distribution of CpG islands
within the model gene demonstrates the
general feature that these motif elements

comprise for all human genes (Fig. 8).
There is a fourfold increase in CpG fre-
quency in the promoter domain as one
moves 5′ to 3′ from −2000 bp down to the
first exon (0 bp at transcriptional start site).
The high frequency occurrence of CpG is-
lands is maintained through the first exon
(+250 bp) and into the first intron. This
distribution on either side of the first exon
boundary suggests a potential regulatory
influence of CpG methylation patterns ex-
tending from −1000 bp upstream of the
TS0, across the first exon (0–250), and
then 500 bp into the first intron.

The position of CpG islands at the
TS0 appears to be a crucial mechanism
for temporal and spatial regulation of
gene expression rates. In Fig. 11, we have
summarized gene expression data for 24
tissue types from both adults and embryos
(orthologs in mouse embryos) on the
basis of the presence/absence of a CpG
island at the TS0 site. In human adult
tissues, there is a significant trend for
genes exhibiting tissue-specific expression
patterns to have a CpG island at the
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Fig. 10 Number of CpG islands per Mb versus number of genes per Mb (from
IHGSC, Nature 409, 860–921, 2001, see original paper for details).
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Fig. 11 Frequency of genes with CpG-island
regulatory elements in their transcriptional
start domains. Genes are separated into
three categories depending the number of
tissues that express those genes (collated
expression data from 24 tissue types).
Expression categories range from ‘‘limited’’
(expression in less than 5 tissue types) to
ubiquitous (expression in more than 17
tissue types). Regulation of gene expression
in adult tissues clearly demonstrates a
frequency relationship between
tissue-specificity and the occurrence of CpG
islands at the TS0 (data replotted from
Ponger, L., et al. (2001) Determinants of
CpG islands: Expression in early embryo and
isochore structure, Genome Res. 11,
1854–1860).
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TS0 (62%), in contrast to genes that
are ubiquitously expressed (housekeeping
genes) where only 0.7% exhibited a
TS0 CpG motif (Fig. 11). This pattern
strongly indicates that CpG methylation
may be one of the primary mechanisms by
which tissue-specific expression patterns
in adults are regulated. The pattern of CpG
distributions in embryonic gene regulation
does not appear to be correlated with
tissue-specific expression.

3.3
GGG Trinucleotide

Another important regulatory motif is the
‘‘GGG’’ trinucleotide, which will obviously
be more prevalent in GC-rich (isochore)
domains. These motifs have been shown
to be overrepresented within introns and
have been implicated to function in reg-
ulating RNA splicing during posttran-
scriptional processing. In the archetypal
model gene, the distribution of GGG trin-
ucleotides shows a predominant location
at the 5′ ends of intronic (noncoding)
domains. This distribution supports the
hypothesis that these motifs are critical

control components of RNA posttran-
scriptional processing by the spliceosome
protein complex. Also, it is quite signifi-
cant that the GGG frequency is much lower
than expected near the TS0 and across the
first exon. This deficiency suggests that
the GGG motif does not commonly play
a role in the regulation of gene expres-
sion rates; however, a few examples of
GGG-mediated gene regulation do exist.
It is important to keep in mind that the
archetypal model just represents an overall
average nucleotide distribution.

A related motif with less known func-
tion is the ‘‘CCC’’ trinucleotide. Splicing
control elements (SCEs) can only process
nucleotide motifs on the coding (tran-
scribed) strand so that ‘‘GGG’’ and ‘‘CCC’’
distributions are not functionally reflex-
ive (simple reverse complements of each
other). The frequency of CCC motifs on
the coding strand must present a distinct
regulatory structure for SCE recognition,
and although the representation of CCC
motifs is not as significant in the archety-
pal model gene as are the GGG motifs, they
evidence the same prominence in intron
borders and scarcity in the promoter and
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first exon domains. Consequently, the ob-
served increase in %GC content flanking
the TS0 can primarily be attributed to an
increase in the frequency of CpG islands,
and not the distribution of trinucleotide
repeats of cytidine or guanidine.

3.4
Pseudogene Distributions

Pseudogenes are a subclass of genes in
which the coding domain is no longer sub-
jected to selection forces acting on cellular
fitness. There are two primary routes of
pseudogene formation: (1) duplication of a
chromosomal region, and (2) reverse tran-
scription of an mRNA molecule into cDNA
and consequent reintegration of that pro-
cessed transcript back into the genome.
In either case, the end result is that two
copies of an operative gene now exist in
the genome, one of which will continue to
function under the selective pressures it
has been adapted for, and the other is now
independent of any selection pressures
(i.e. it does not impact the cellular fitness of
an organism if the copy is expressed or not
expressed, because the original operative
gene is continuing its function). The two
cases are easily distinguished because with
a gene domain duplication, all the noncod-
ing regulatory regions are preserved in
the copy (promoter, introns, terminal do-
main), while in the reverse transcription
of mRNA (retropseudogene), the mRNA
transcript has been processed such that
the promoter, introns, and much of the
terminal domain have been removed, or
modified. For reverse-transcribed pseudo-
genes, they must become integrated back
into the genome downstream from an
active promoter for any possibility of tran-
scriptional activity.

Pseudogenes can be actively transcribed
and in that respect are truly ‘‘genes’’ other

than the fact that there is no selective pres-
sure on them to actually do anything use-
ful. On chromosomes 21 and 22 (the most
thoroughly studied to date), a total of 454
pseudogenes have been identified, and es-
timates based on the draft human genome
to date suggest that there will be between
23 000 and 33 000 pseudogenes in to-
tal. (http://bioinfo.mbb.yale.edu/genome/
pseudogene/) Thus, pseudogenes are
likely to play an important role in evolu-
tion by allowing operative genes to obtain
new functions without immediate detri-
mental effects to an organism. However,
most pseudogenes appear to be destined
for genomic oblivion once they are formed.
Without a strong selection on function,
random drift in the nucleotide sequence
rapidly (on an evolutionary timescale) can
introduce premature termination signals
or frameshifts that result in nonfunctional
mRNA transcripts. There are very few doc-
umented cases of pseudogenes evolving
into new operative genes.

The documentation of pseudogenes in
a genome is not easy. It is likely that
there are numerous operative genes in the
human genome that have a pseudogene
origin. Because most genes themselves are
located in GC isochore domains, they have
higher than average %GC compositions.
Once a pseudogene is formed, random
mutational drift will tend to reduce the
%GC composition toward the genome
average. If the pseudogene adapts to
provide a new function, its phylogenetic
sequence affinity can be obscured by the
shift in nucleotide composition away from
its ancestral operative gene. Because only
∼1.5% of the human genome is directly
involved in coding for protein sequences,
there is a large background of DNA
for many recombinatorial possibilities to
arise from rearranging DNA. A recent
study has been able to identify the
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incorporation of several mitochondrial
genes into the human genome, suggesting
a new route for pseudogene incorporation
when eggs are fertilized by sperm. As
our understanding of these processes
increases, it is likely that we will be
able to develop the computational tools to
more fully identify operative-pseudogene
relationships.

3.5
Transposable Elements

There are sequence elements in the
genome that are very efficient at duplicat-
ing and moving their local DNA domains.
These transposable elements (TEs) were
originally described as parasitic DNA,
because of their ability to self-replicate
unchecked within a genome environment.
However, our understanding of their role
in genome structuring is just beginning
to identify them as absolutely neces-
sary or at least mutualistic elements. At
present we know little about their molec-
ular mechanism of operation, and are left
to only speculate on the potential impor-
tance of their role in genome evolution.
As discussed in the previous section on
pseudogenes, the ability to create copies
of genes is an important mechanism for
either deriving novel functions from exist-
ing proteins, or to give existing proteins
different patterns of expression. TEs ap-
pear to be the primary vehicle by which
genomic material is shuffled around into
alternative recombinations as a natural
experiment resulting in new genes and
expression patterns. ‘‘NEW’’ is not neces-
sarily better and these alterations may or
may not be selectively advantageous. How-
ever, such rearrangements can provide a
greater molecular diversity within an or-
ganism for selection to then act upon.
A large body of literature on TEs exists,

particularly in terms of structure and func-
tion in Drosophila, and the reader should
consult these resources.

4
Metascale Integration

The first pivotal study of functional ge-
nomics lead to Jacob & Monod’s seminal
description of the Lac operon in Escherichia
coli. Their summary description of the
‘‘one gene equals one protein’’ organiza-
tion of DNA set the stage for the next three
decades of genomic research focusing
on linear, direct models of gene interac-
tions. This approach worked well for the
single-target cloning strategies that were
implemented in the 1970s to late 1980s.
However, in the 1990s, as high-throughput
technologies were developed, the collec-
tion of gigabytes of gene expression data
opened up new avenues for approaching
the functional organization of a genome
as a three-dimensional structure, that is,
one in which the genetic code was not
just operative in a long, one-dimensional
array of four nucleotides. It is now clearly
evident that gene location within a chro-
mosomal domain has a significant impact
on transcriptional regulation.

The interaction between genes, their
protein products and their chromosomal
locations are now routinely considered in
network organizations of ‘‘connectivity.’’
Long gone (in terms of the volume of
literature that has appeared in the last
five years) is the focus of identifying
linked companion genes in operon-like,
downstream–upstream units. Even the
paradigm of ‘‘one gene equals one pro-
tein’’ needs qualification as alternative
splicing, bidirectional coding and post-
transcriptional mRNA processing has lead
us to realize that single coding domains
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may produce several proteins, given the
multiple mechanisms that are involved be-
tween the initiation of gene transcription
and the folding of a final protein product.

Given the importance of describing how
genes are ‘‘connected,’’ there is consid-
erable attention being focused on iden-
tifying the mechanistic relationships that
may exist between coordinated patterns
of gene expression (i.e. network associa-
tions) and the physical mapping of those
transcriptionally linked genes. With the
current estimate of only ∼35 000 genes
in the human genome, there is strong
support for the idea that interactive mech-
anisms between chromosomal locations
and mRNA processing are just as im-
portant in determining the physiological
‘‘fitness’’ of genes (e.g. their contribution
to organismal survival) as are primary nu-
cleotide sequences.

In this section, we will cover the essential
relationships between expression connec-
tivity and physical location, with the goal
of describing the potential links between
gene location, function, and evolution.

4.1
Associative Expression Networks

The field of proteomics has established the
clear necessity of describing the coordina-
tion between gene expression rates and
functional protein activities. This includes
a focus on describing the multiple interac-
tions between genes and/or proteins in an
environmental context. Correlating single
gene expression events (mRNA transcrip-
tion) with protein-level functioning (spe-
cific activities) has been relatively unfruit-
ful, with many variations in gene expres-
sion levels not reflected by corresponding
changes in their protein pools. We now
know that even for such ‘‘housekeeping’’
proteins as lactate dehydrogenase and

Na+- and K+-ATPase, levels of gene ex-
pression and levels of functional protein
activity are usually not directly correlated.
The regulation of gene expression and pro-
tein activities appears to be coordinated at
a higher level of physiological organiza-
tion. We call this organizational structure
a ‘‘network’’ to reflect the many paral-
lel connections between gene expression
events and protein activity levels.

Gene expression experiments, such as
microarrays and gene chips, are widely
used to identify genes that appear to func-
tion together because of their coordinated
expression behavior. However, the best
strategy for identifying such ‘‘coordina-
tion’’ in expression data is open for debate.
The most general approach adopted has
been one of paired correlation analysis to
produce gene clusters associated by ex-
pression patterns. To extract finer-scale
interactions between genetic components
in terms of induction, repression, modula-
tion, and coordination requires a more
concerted analytical scheme to deduce
network connectivities between gene or
protein members. This level of analysis in-
volves establishing an interactive structure
or network around which the data can be
quantitatively assessed. Both Boolean and
Bayesian network models are currently
employed for resolving finer features of
interactions and dependencies in multi-
variate expression data.

One of the key components to describing
complex network interactions is designing
experimental manipulations of the expres-
sion system that will provide a wide range
of expression data. The strategy is de-
scribed as ‘‘extreme pathway’’ modeling
or ‘‘perturbed expression’’ profiling. The
idea is to generate as many potential vari-
ants of expression of different targets due
to treatment stressors or transgenic ma-
nipulations (knockouts, overexpression).
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Gene and protein interactions are then
assessed across this diversity of expres-
sion patterns. In general, genetic systems
now appear to be organized into ‘‘small-
world’’ networks, which means they have
discrete subnets or local communities that
respond coordinately. This observation can
simplify an interactive network analysis by
limiting the size of the subnet units to
be considered. Complete network datasets
are cumbersome and suffer from statistical
insensitivity because of the large numbers
of component members. Isolating smaller
subnet units in perturbed expression pro-
files can lead to the identification of statisti-
cally robust, local-community interactions.

An awareness of the adaptive versatility
of subnet structuring is rapidly developing
in environmental genomics. Simple con-
nections between densely integrated sub-
nets allow for (1) a large degree of flexibility
in coordinating the regulation of biochem-
ical and cellular activities, (2) provide a
large recombinatorial mechanism for the
de novo appearance of new functionalities,
and (3) are robust in terms of their internal
buffering capacity against external inputs.
Subnet rewiring is potentially one of the
dominant mechanisms of epigenetic inter-
actions impacting species’ environmental
adaptations and evolution. Using high-
order structure analyses to relate complex
expression data (microarrays) to cellular
function has a large potential to provide
new insights into how genomic-level inter-
actions are structured in adaptive network
associations.

4.2
Functional Coordination and Physical
Mapping

Unfortunately, one of the fundamental,
guiding principles of expression network
analyses is that coordinately transcribed

genes will be functionally related. This as-
sumption is based on the assumption that
gene transcription rates are independent
and that equivalent patterns of expression
between two genes are thus indicative
of parallel promoter activities. However,
recent studies that have mapped transcrip-
tional activities (from microarray and serial
analysis of gene expression (SAGE) analy-
ses) to the corresponding chromosomal
gene locations have demonstrated that
transcriptionally active domains are het-
erogeneously distributed throughout the
genomes of humans, flies, nematodes,
and yeasts. These domains are a very
significant feature of mRNA expression
dynamics because genes that are closely
located on chromosomes are likely to ev-
idence ‘‘correlated’’ expression patterns
simply because of their physical location,
rather than any functional association.

A Human Transcriptome Map (HTM)
has been assembled by the integration of
several independent databases from SAGE
profile data, the draft human genome, and
chromosomal maps. This HTM is accessi-
ble through a web portal based at the Ams-
terdam Medical Center, University of Ams-
terdam. (http://bioinfo.amc.uva.nl/HTM-
bin/index.cgi/) Although the statistical
determination of regions of increased gene
expression (RIDGE) domains needs fur-
ther exploration, the basic observation
of heterogeneous distributions of tran-
scriptional activity for 2.5 × 106 SAGE
transcript tags across 12 tissues types is
visually evident in the excellent array of
web tools the HTM site provides for ex-
ploring specific expression locations. On
an average, RIDGEs contain between 6
and 30 mapped genes per centiray (genes
cR−1) in contrast to the 1 to 2 genes cR−1 in
domains that are low in transcriptional ac-
tivity. In addition, RIDGE segment genes
evidence average expression levels that are
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sevenfold higher than the overall genome
average. A rough calculation using gene
targets and gene transcription rates would
suggest that total transcriptase activity in
RIDGEs is between 20 and 200-fold higher
than in weakly expressed domains.

The selective mechanism (i.e. the ad-
vantage in molecular and biochemical
‘‘fitness’’) for the reason why genes are het-
erogeneously distributed across chromo-
somal domains and the reason why tran-
scriptional activities evidence such large
spatial differences remains unknown, but
certainly not for a lack of speculation. Al-
though there are many logical ideas on
the table, the stumbling block is that bi-
ological systems are not logical; they do
not arise from optimized design princi-
ples. Instead, chromosome structure and
function have been determined purely by
operational efficiency. Logically, the hu-
man genome could be as small as ∼50 Mb,
but operationally, functional competency
has required 3.3 Gb, at least at this point
in time in the ongoing evolution of the
hominid genus (Homo).

With this in mind, there appeared to
be preliminary support for a hypothe-
sis that tissue-specific patterns of gene
expression were coordinated by cluster-
ing genes into functional domains in
order to unify transcriptional controls.
This direct explanation could account for
a large component of the variable distribu-
tion of genes into distinct, tissue-specific
cassettes. However, in a summary compar-
ison of the expression levels of over 11 000
genes from 14 different tissues, Lercher
et al. demonstrated that those genes that
are tissue-specific in their expression do
not cluster together into local domains. To
the contrary, their analysis shows that it is
the ubiquitous housekeeping genes that do
show strong positional clustering within a
chromosome. This distribution suggests

that the apparent clustering of genes that
share high expression rates is primarily
a consequence of the local clustering of
housekeeping genes, or more generally,
genes whose products are necessary in
most human cell types.

Although the polytene banding patterns
on chromosomes are direct evidence of
large-scale spatial heterogeneity in chro-
mosome structure, there does not appear
to be any correlation between specific chro-
mosomal structures and transcriptional
activity. The expression domains in the
fly genome reveal ∼200 groups of adjacent
genes that have similar patterns of expres-
sion across 80 experimental conditions.
These groups have 10 to 30 nonrelated
genes (in terms of cellular function) cov-
ering an average domain size of 100 Kb
(range of 20–200 Kb). However, these
domains do not evidence any spatial corre-
lations to polytene structure.

The intrachromosome domain model of
nuclear organization suggests that genes
are more likely to be located at the
surface of chromosome territories. In
humans and mice, there is substantial
evidence to indicate such a differential
location of active genes at the surface of
chromosomal territories. But the locations
of both housekeeping and tissue-specific
genes do not appear to be confined to just
the peripheral domains of chromosomal
territories, indicating that the tight and
loose banding of chromatin may not
restrict the transcriptional machinery from
accessing different locations. There is
clearly a near-neighbor effect on the
transcription rate of most genes and
it is likely that the intercorrelation of
gene density and local transcriptional
activity influences the gene organization of
chromosomes, rather than the activity of
individual promoter domains functioning
in isolation.
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4.3
Physical Colocation and Dislocation

For a better understanding of the dis-
tribution of functionally related genes,
we have summarized the chromoso-
mal distributions of the genes cod-
ing for enzymes involved in the gly-
colysis and the tricarboxylic acid path-
ways (TCA) using the Kyoto Encylope-
dia of Genes and Genomes (Table 1;
http://www.genome.ad.jp/kegg/kegg2.
html). All human cells are dependent upon
the oxidation of glucose via glycolysis and
the TCA cycle for generating metabolic en-
ergy (ATP and reduced nicotinamide ade-
nine dinucleotide (NADH,H+)). Although
these pathways are highly integrated in
terms of the production (glycolysis) and

utilization (TCA) of acetyl-coenzyme A,
the constituent enzymes have very dif-
ferent intracellular locations: glycolysis =
cytoplasm; TCA = mitochondria. Thus,
one might expect that the transcriptional
requirements for maintaining the protein
pools in these different cellular locations
could serve as a selective force to organize
the genes into local domains (i.e. mitchon-
drial group, etc.). The physical map lo-
cations for these genes were obtained
from the LocusLink database at the U.S.
National Center for Biotechnology Infor-
mation. (http://www.ncbi.nlm.nih.gov/
LocusLink/)

Using the normalized chromosomal
ideograms, Fig. 12 traces the sequential
order of gene loci that are involved in
the catabolism of glucose. Although these

Tab. 1 A serial list of the enzymes involved in glycolysis and the TCA
cycle. Chromosomal locations were obtained from the LocusLink
database and the loci codes used in Fig. 12 are indicated in the ‘‘map’’
column.

EC# Enzyme Name Location map

2.7.1.1 Hexokinase 10q22 a
5.3.1.9 Glucose-P-isomerase 19q13.1 b
2.7.1.11 6-phosphofructokinase 21q22.3 c
4.1.2.13 Fructose-bis-P aldolase 16q22-q24 d
1.2.1.12 GAP-dehydrogenase 12p13 e
2.7.2.3 Phosphoglycerate kinase xq13 f
5.4.2.1 Phosphoglycerate mutase 7q31-q34 g
4.2.1.11 Enolase 1p36.3-p36.2 h
2.7.1.40 Pyruvate kinase 1q21 I
1.1.1.27 Lactate dehydrogenase 11p15.4 j
1.2.1.51 Pyruvate dehydrogenase xp22.2-p22.1 k
4.1.3.7 Citrate synthase 12p11-qter l
4.2.1.3 Aconitase 9p22-p13 m
1.1.1.41 Isocitrate dehydrogenase 15q25.1 n
1.2.4.2 a-keto dehydrogenase 7p14-p13 o
2.3.1.61 S-succinyltransferase 14q24.3 p
6.2.1.4 Succinyl-CoA synthetase 2p11.2 q
1.3.5.1 Succinic dehydrogenase 5p15 r
4.2.1.2 Fumarase 1q42.1 s
1.1.1.37 Malate dehydrogenase 2p13.3 t
6.4.1.1 Pyruvate carboxylase 11q13.4 u
3.1.3.11 Fructose-bisphosphatase 9q22.3 v
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Fig. 12 The chromosomal locations of the gene loci involved in glycolysis
and the TCA cycle. Although these metabolic pathways are dominant
features in all human cells and are organized into two discrete cellular
compartments (cytoplasm and mitochondria), there is no apparent
colocalization of these genes within common chromosomal domains.

genes are as fundamental as one can
get in terms of housekeeping genes in
humans, they are not localized into opera-
tional groups of ‘‘glucose metabolism’’ or
‘‘mitochondrial locations’’ or ‘‘TCA cycle’’
cassettes in which their transcription rates
could be coordinately controlled.

This result may appear to contradict
the positional analysis of Lercher et al.
where they conclude that it is the house-
keeping genes that do show strong posi-
tional clustering within a chromosome.
The above analysis of the glucose ox-
idation housekeeping enzymes (Fig. 12)
is meant to illustrate that even though
‘‘housekeeping’’ genes appear to be coor-
dinately located, ‘‘housekeeping’’ is only

an operational definition that could eas-
ily apply to more than 80% of the genes
expressed in any tissue. Consequently,
with so many ‘‘housekeeping’’ genes in
a genome, and those genes concentrated
into domains, there is a high probability
that neighboring genes in a location will
be ‘‘housekeeping’’ even though they may
share no functional relationship in terms
of their biochemical activities.

A first glance at Fig. 12 begs the ques-
tion ‘‘is this an organized pathway?’’
This is because we think of pathways
as linear, chain reactions and antici-
pate a linear organization in the un-
derlying genetic structure (such as in
a Lac operon type model). However, in
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most ‘‘housekeeping’’ pathways, compo-
nent metabolites are often shared with
multiple other metabolic pathways, creat-
ing an interactive network association of
biochemical activities. Thus, there is no
realistic mechanism for all the protein-
coding loci of a pathway to be colocated if
each gene member of that pathway is also
a component in several other biochemical
pathways. So the startling pattern evident
in Fig. 12 is that the 22 primary genes
involved in the glucose oxidation machin-
ery are dislocated across 14 chromosomes.
And in no instance are any two sequential
protein genes colocated.

4.4
Dynamic Expression Linkages

In looking at the dislocation of genes
coding for glycolytic proteins in Fig. 12,
we struggle with an inability to under-
stand the design by asking the question
‘‘why?’’ Why should functionally related
genes be distributed randomly (without
apparent pattern) across half of our chro-
mosomes? However, a more direct route
for us in terms of deciphering a design
mechanism would be to start by trying to
answer the question ‘‘why not?’’ From this
perspective, a list of observations favoring
a random distribution can be summarized
as follows:

1. Natural selection is operative at the
level of phenotype dysfunction. As long
as any process (molecular, biochem-
ical, cellular) does not diminish the
overall fitness of the organism in its
entirety, that trait is selectively neutral
(the mechanism of natural selection
eliminates individual genotypes with
deleterious traits). In terms of gene
organization, it makes no difference
in selective fitness for an organism if

metabolic pathway genes are colocated
or not. As long as their expression levels
are appropriately regulated, the way
in which they are distributed across
the chromosomes does not impact
metabolic performance.

2. No chromosome is an island. Distribut-
ing functionally related genes across
many chromosomes establishes an in-
terdependency on chromosome com-
position. This could serve to main-
tain genome integrity over evolutionary
timescales because the loss or gain of
a chromosome is then catastrophic (i.e.
severely compromises the fitness of the
individual). Note that the glucose oxi-
dation pathway alone ‘‘links’’ 14 of 24
chromosomes.

3. If two genes need to be coexpressed
simultaneously, they do not have to
reside next to each other. The only
necessary constraint is that they need to
be located downstream from promoter
domains that respond to the same
regulatory controls. The implication
here is a very important point because
it suggests that although gene location
may not show distributional patterns,
it is likely that promoter and regulatory
sequences do.

4. Genomes are incredibly successful at
adapting to the necessity of generating
multiple expression profiles (develop-
ment, tissue-specific, stress-response,
environmental adaptation). This geno-
type to phenotype expression requires
a great potential for recombinatorial di-
versity. Keeping pathway components
separated allows for a large biolog-
ical potential in expression diversity
because sequential pathway reactions
are not ‘‘hard-wired’’ (directly linked) to
one another.

Of these four points, the first and
second fall within the larger realm of
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organismal evolution and are beyond the
scope of this article. The third and fourth
points represent the current frontiers of
exploration in understanding eukaryotic
genome organization.

The physical colocation of genes is not a
necessary requirement of coordinated ex-
pression. In fact, it would appear to be
the exception rather than the rule in terms
of how genes are distributed across chro-
mosomes. Given that genes are unequally
distributed across chromosomes and that
local transcriptional activities vary as a
function of local gene densities (Sect. 4.2),
a first hypothesis for a mechanism to estab-
lish parallel transcriptional controls would
be for genes requiring similar expression
patterns to be located in similar genetic

neighborhoods (i.e. similar gene densities
and transcriptional activities). To assess
this potential for expression linkage, we
have examined the local domains of the
glycolytic enzymes (first nine enzymes
in Table 1) looking at the number of
sequence tags within a ±1 cR window
surrounding a locus and the expression
levels of those tagged transcripts. These
cR measurements have been assessed us-
ing the GB-94 panel (GeneMap’99) where,
1 cR corresponds to ∼280 kb of DNA. In
Fig. 13, the number of SAGE tags are
used as an index of the transcriptional
activity surrounding each glycolytic gene
locus, with the domain total equivalent to
the total amount of transcription in the 2
cR window and the gene total being the
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Fig. 13 Transcriptional activity in the loci domains for the glycolytic
enzymes presented in Table 1. SAGE transcript tags for a ±1 cR region
(GeneMap’99-GB4) around each gene loci were enumerated using the
Human Transcriptome Map resources for average expression levels
across 12 tissue types total. The histogram bars plot: (1) the total
transcriptional activity over a 2 cR region (number of SAGE marker
hits), and (2) the transcriptional activity of each gene locus (see
chromosomal location data in Table 1). Despite the coordinated,
biochemical activity of these genes for glycolysis, there appears to be
no direct common transcriptional features regarding the
chromosomal domains where these genes reside.
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transcriptional activity of the individual
locus. Here, there is no apparent relation-
ship between the transcriptional domains
of sequential glycolytic gene loci. The only
two genes that come close to having simi-
lar domains are GDH and PGK, each with
high domain totals and high individual
levels of expression.

Much significance has been placed on
the domain organization of genes into
regions of differential expression activity;
however, this appears to be a simple tau-
tological observation, that is, that areas
dense with genes show higher expression
levels because they have more genes. This
was one of the fundamental hypotheses of
Bernardi in describing the phenomenolog-
ical nature of isochore organization, which
we have seen substantiated. Thus, future
efforts to correlate gene expression lev-
els across wide domains do not appear
to be a fruitful avenue of research. The
genetic complexity of a 500-Mb window
is just too great to summarize with a
single, average metric. Although it is a
conceptually enticing approach in terms
of design simplification, measurements of
SAGE hits, %GC, GC3 frequency, CpG
islands, isochore boundaries, and so on,
cannot describe the molecular mechanism
underlying the dynamic expression link-
ages that are evident.

Intriguing new insights into the distribu-
tion of cis-regulatory elements across chro-
mosomes is beginning to show distinctive
spatial patterns that could potentially lead
to an understanding of why genes are dis-
tributed the way they are. Characterizing
sequence structures over small windows
(∼100 bp) has revealed a remarkable de-
gree of consistent patterns in upstream
regulatory sequences and exon/intron
splicing boundaries. These patterns indi-
cate a consistent spatial organization in
regulatory domains that is independent

of chromosomal location. Two big chal-
lenges to overcome in clearly identifying
such cis-regulatory mechanisms is the dif-
ficulty of finding statistically significant
sequence motifs in such short motifs and
the development of quantitative models
of regulatory interactions that can explain
sequence structural organization.

4.5
Importance of Expression Controls

Another new frontier in assessing genomic
organization is describing the mechanis-
tic basis for the recombinatorial diversity
of gene expression activities. In eukary-
otes, gene promoter domains are rarely
triggered by single activators or repressors.
Instead, multiple interactions between sev-
eral target sites within a promoter domain,
and between several activating or repress-
ing protein factors at each of those sites,
results in the regulation of transcription
rates. Consequently, the expression of a
gene within a cell is more accurately de-
scribed as a probabilistic function, rather
than a deterministic one, that is, all cells
within a tissue do not have the same ex-
pression profile at any instant in time.
There is the potential for significant vari-
ation in expression levels, which is one
of the key features of the successful or-
ganization of a genome in perpetuating a
biological system.

We are now just beginning to see
data quantifying levels of variance in
gene expression rates. In a comprehen-
sive study of expression patterns in yeast
cells, only 7% of the statistically signif-
icant changes in gene expression levels
following experimental stimuli were ac-
tually functional, that is, directly related
to altering the cellular physiology of the
yeast to accommodate the stimuli. The
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remaining 93% of ‘‘significant’’ gene ex-
pression activity was essentially ‘‘random.’’
In vertebrates, the significance of ac-
counting for individual variance in gene
expression levels has been documented
in fish, and this approach is now being
applied to screening human microarray
expression data for disease detection by es-
tablishing a critical threshold of detection
relative to differences in expression levels
between different individuals.

Thirty years ago, scientists were amazed
at how similar in composition the chro-
mosomes of chimpanzees and humans
appeared to be. This lead to the hypothesis
that one of the primary forces in species
evolution was not mutations in coding
gene domains, but subtle alterations in
the timing and expression levels of those
genes. When it became clear that humans
essentially had only three times the num-
ber of genes as in the fly Drosophila, we
realized that coding gene domains were
not the only evolutionary game in play.
The large difference in biological system
organization between humans and flies is
likely impacted by the timing, magnitude,
and coordination of gene expression events
just as significantly as gene exon domains.
Overall, the probabilistic (not determinis-
tic) nature of gene expression controls will
likely become one of the primary mecha-
nisms determining how and where genes
are distributed within the human genome.

See also Gene Mapping and
Chromosome Evolution by Fluo-
rescence–Activated Chromosome
Sorting; Gene Mapping by Fluores-
cence In Situ Hybridization; Genet-
ics, Molecular Basis of; Genomic
DNA Libraries, Construction and
Applications.
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� Picornaviruses are the agents responsible for numerous diseases of varying severities
that affect the population of the world whose susceptible hosts include humans and
other vertebrates. These viruses are presently classified into seven major genera
and are responsible for diseases like paralytic poliomyelitis (poliovirus), myocarditis
(coxsackievirus), the common cold (rhinovirus), hepatitis (hepatitis A virus), and
foot-and-mouth disease (foot-and-mouth disease virus). Despite the ability of these
viruses to cause a wide array of maladies, they all share common features among
their replication and gene expression strategies, often allowing insights from studies
on one virus to be applied to another. With the advent of powerful molecular biology
techniques, picornaviruses have provided a wealth of information surrounding
protein–protein and protein–RNA interactions that are critical for the process of
viral replication and subversion of the host cell. Importantly, this has also furthered
our understanding of eukaryotic gene expression and the regulation of other host
cell processes.

1
Introduction

1.1
Taxonomy of Picornaviruses

The family Picornaviridae (pico means
‘‘small,’’ i.e. small RNA virus) consists
of seven major genera: enteroviruses, rhi-
noviruses, cardioviruses, aphthoviruses,
hepatoviruses, parechoviruses, and tescho-
viruses. Parechoviruses and teschoviruses
have been described only recently, as
have two less-populated genera (kobu-
viruses and erboviruses). Table 1 shows
a summary of these genera and rep-
resentative virus(es) from each. These
classifications are based primarily on
virion properties (pH stability, sedimen-
tation coefficients, buoyant densities), se-
quence homology, and differences in
genome organization (discussed later in
this article).

1.2
Disease Outcomes

Picornaviruses are responsible for signif-
icant diseases in a number of different

hosts. The prototypic picornavirus, po-
liovirus (PV), causes poliomyelitis, a once
feared disease that can cause a crip-
pling form of paralysis. Interestingly,
poliomyelitis is one of the earliest viral
diseases ever to be documented, its clini-
cal manifestations depicted on an Egyptian
stele dating back to ∼1400 B.C. Though
largely considered a historic epidemic,
there are regions of the world (primar-
ily portions of Africa, India, and China)
not yet certified ‘‘polio free’’ that have ex-
perienced outbreaks of paralytic poliovirus
infection from unknown sources as re-
cently as the year 2000. Much attention
has also been focused on foot-and-mouth
disease virus (FMDV), primarily due to
a major outbreak in the United King-
dom and other areas of Europe in 2001
that resulted in the loss of substantial
numbers of sheep and cattle, carrying
with it dire economic consequences. Hu-
man rhinovirus (HRV) is responsible
for causing the common cold, the sin-
gle most prevalent reason for loss of
workplace hours due to employee ill-
ness. Infection with coxsackievirus (CV)
A16 can result in ‘‘hand, foot-and-mouth
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Tab. 1 Genera of picornaviridae and representative species.

Genus Species

Enteroviruses Poliovirus (PV)
Coxsackievirus (CV)
Porcine enterovirus (PEV)

Rhinoviruses Human rhinovirus (HRV)
Bovine rhinovirus (BRV)

Cardioviruses Mengovirus
Encephalomyocarditis virus (EMCV)
Theiler’s murine encephalomyocarditis virus (TMEV)

Aphthoviruses Foot-and-mouth disease virus (FMDV)
Hepatoviruses Hepatitis A virus (HAV)
Parechoviruses Human parechovirus (HPev)
Teschoviruses Porcine teschnovirus (PTV)
Kobuviruses Aichi virus (AiV)
Erboviruses Equine rhinitis B virus (ERBV)

disease’’ primarily in young children,
whereas other strains of coxsackievirus
are responsible for more rare symptoms
including myocarditis, ocular conjunctivi-
tis, and even paralysis. Parechoviruses
(originally called echoviruses, for enteric
cytopathic human orphan viruses) are
known to cause chronic meningoen-
cephalitis, colds, neonatal carditis, and
encephalitis. The cardioviruses are pri-
marily mouse pathogens known to cause
encephalomyelitis and demyelinating dis-
orders, although there are rare instances
of human cardioviral infections. And fi-
nally, hepatitis A virus (HAV), a hepa-
tovirus, is a leading cause of liver dis-
ease that varies from isolated cases to
widespread epidemics.

1.3
Genome Organization

Schematic representations of the genomes
of several picornaviruses are depicted in
Fig. 1. A typical picornavirus genomic
RNA is ∼7.0 kb to ∼8.5 kb in length,
single-stranded, positive-sense, and con-
tains a 3′ poly(A) tract. Instead of a

7-methyl-guanosine cap normally found
linked to the 5′ end of cellular mRNAs, pi-
cornavirus genomes possess a small viral
protein, termed VPg (the 3B-gene prod-
uct), covalently attached to their 5′ ends.
VPg is uridylylated by the viral RNA poly-
merase to produce VPg-pU-pU, which
acts as a protein primer for the initi-
ation of viral RNA synthesis (discussed
in Sect. 4). The genome of a typical pi-
cornavirus contains a large polyprotein
coding region flanked by 5′ and 3′ noncod-
ing regions (NCRs), which harbor several
RNA sequence and structure elements
necessary for RNA replication and trans-
lation. The 5′ noncoding region contains
an IRES or internal ribosome entry site
(discussed in Sect. 3), which allows the
virus to initiate translation of its viral
polyprotein via a cap-independent mech-
anism. Picornaviruses contain coding re-
gions within their genomes that consist
of a single open reading frame used to
translate a large viral polyprotein of ap-
proximately 250 kDa, which is processed
into both precursor and mature cleavage
products by different viral-encoded pro-
teinases. All picornaviruses (except for
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Fig. 1 Schematic of genomes from major
genera of Picornaviridae. Shown are the genome
organizations for entero-/rhinoviruses,
cardioviruses, aphthoviruses, parechoviruses,
and hepatoviruses. Above the top schematic are
the regions of the polyprotein designated P1
(capsid proteins) and P2/P3 (nonstructural
proteins). Covalently linked to the 5′ end of each

genome is the small viral protein VPg (the 3B
gene product) and shown in gray are the 5′ and
3′ noncoding regions, which contain extensive
secondary structures (not depicted in the figure).
The star(s) shown below each schematic
indicate sites of primary cleavage within the viral
polyprotein (occurring in cis) that are mediated
by viral-encoded activities.

parechoviruses; see Fig. 1) generate four
capsid proteins (VP1, VP2, VP3, and VP4),
between one and three active proteinases,
and six to eight replication proteins. The
exact role(s) of the 3′ NCR as it relates
to picornavirus replication is not com-
pletely understood, but it may contain
determinants necessary for optimal RNA
replication efficiency in various target tis-
sue types. The 3′ poly(A) tract, absolutely
required for viral infectivity, is thought
to impart stability to the genomic RNA
and is a likely site for replicase assem-
bly involving both viral and host factors.
It has recently been proposed that there
is molecular ‘‘cross-talk’’ between the 3′

NCR, 3′ poly(A) tract, and 5′ NCR involving
factors of viral and host origin that medi-
ate RNA replication initiation (discussed
in Sect. 4).

2
Virion Properties, Host Cell Binding, Entry,
and Uncoating

2.1
Features of the Picornavirus Virion

The typical picornavirus virion is a nonen-
veloped, icosahedral structure derived
from the assembly of 60 copies each of the
capsid proteins VP1, VP2, VP3, and VP4.
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Although the sequences of VP1, VP2, and
VP3 can vary greatly from one picornavirus
to another, these proteins always form an
eight-stranded β-barrel structure that re-
sembles a ‘‘jelly roll.’’ Each virion contains
a single copy of the RNA genome, and
is void of any other viral proteins except
the genome-linked protein VPg. Most pi-
cornavirus particles are resistant to harsh
environmental conditions and cannot be
inactivated with nonionic detergents (due
to the absence of an envelope). Some are
resistant to low pH. Such stability under
low pH conditions allows enteroviruses,
for example, to be resistant to degrada-
tion along the route of infection within the
gastrointestinal tract.

2.2
Receptors and Virus Adsorption to the Host
Cell

Picornaviruses utilize different molecules
on the surfaces of target cells for
adsorption and subsequent entry (see
Table 2). These receptors include pro-
teins, glycolipids, and carbohydrates, and
are normally found only on a subset of
tissues within certain organisms, resulting

in stringent tissue specificity and host
range. A majority of the receptors rec-
ognized by picornaviruses are members
of the immunoglobulin-like superfamily.
Three-dimensional studies of several pi-
cornaviruses have revealed the presence of
a ‘‘canyon’’ that forms around the vertex of
the fivefold axis of the virion particle and
involves amino acids that are highly con-
served between different viruses. For some
rhinoviruses and enteroviruses, extensive
structural studies of virus–receptor inter-
actions have shown the canyon to be the
site for binding to the immunoglobulin-
like superfamily receptor molecule. This
unique property differs from that of other
picornaviruses, and viruses in general,
that normally rely on molecules extending
from the surface of the virion to partic-
ipate in these interactions. The canyon
morphology found in enteroviruses and
rhinoviruses has been proposed to be
immune-evasive by reducing the ability
of soluble antibodies to recognize this con-
served region of the capsid. Recently, a
‘‘pocket factor’’ (likely a fatty acid derived
from the host) has been visualized in the
canyon of rhinoviruses and enteroviruses,

Tab. 2 Cell surface receptors and coreceptors used by some picornaviruses.

Virus Receptor

Poliovirus Poliovirus receptor (PVR or CD 155)
Human rhinovirus Intracellular adhesion molecule-1 (ICAM-1)

Low density lipoprotein receptor (LDL-R)
Encephalomyocarditis virus Vascular cell adhesion molecule-1 (VCAM-1)

Sialic acid
Foot-and-mouth disease virus Vitronectin receptor (αvβ3)

Heparan sulfate
Coxsackievirus Decay accelerating factor (CD155)

ICAM-1
Vitronectin receptor (αvβ3)

Coxsackievirus-adenovirus receptor (CAR)
Parechovirus Very late antigen-2 (VLA-2; α2β1 integrin)
Hepatitis A virus Hepatitis A virus cellular receptor-1 (HAVcr-1)
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and it has been proposed that this factor
somehow stabilizes the virus particle until
it is replaced with the appropriate host re-
ceptor. Some antiviral compounds stably
bind these pocket regions of the capsid,
thereby preventing binding to the host cell.
In contrast, it has recently been shown that
viruses that do not bind immunoglobulin-
like superfamily receptors utilize regions
of their capsids not within, but just adja-
cent to this canyon, often involving loop
structures on the surface of the virion.

2.3
Virus Uncoating

Independent of the cell surface molecule
used, binding to the viral receptor triggers
events that cause entry of the virus into the
host cell and the subsequent uncoating
of the virion to release the RNA genome
into the cytoplasm. In many cases, the
receptor need not be membrane-associated
for this phenomenon to occur. For many
picornaviruses, it has been shown that
receptor-binding results in the loss of VP4
protein and the extrusion of VP1 to the
virion surface. This ‘‘metastable’’ form of
the virion particle may undergo further
conformational changes that allow it to
insert its RNA genome directly into the
cytoplasm through the formation of a pore
in the cellular membrane. Interestingly,
studies have shown that adsorbed virus
eluted from the cellular receptor after
undergoing these conformation changes
is no longer infectious.

Other picornaviruses, like rhinoviruses
and foot-and-mouth disease virus, are
known to enter the cell by receptor-
mediated endocytosis. An acidification
within the endosomal vesicle results in
the disassembly of capsid proteins and
release of the RNA into the cytoplasm. It is
not clear if the uncoating of enterovirus

particles (like poliovirus) is actually
pH-dependent, since many enteroviruses
demonstrate stability even at low pH.

3
Synthesis and Processing of Viral
Polyprotein

3.1
Internal Ribosome Entry

Once inside the host cell, the input
RNA genome is utilized as a template
for the synthesis of structural (capsid)
and nonstructural viral proteins. As pre-
viously mentioned, picornaviruses employ
a cap-independent mechanism of transla-
tion initiation, utilizing several secondary
structures and sequence elements con-
tained with their 5′ NCRs to mediate a pro-
cess known as internal ribosome entry. The
first IRESs were described for poliovirus
and encephalomyocarditis virus (EMCV, a
cardiovirus) in 1988. Subsequently, it was
shown that circular RNAs containing the
EMCV 5′ NCR were capable of translation,
confirming the fact that internal ribosome
entry is an end-independent mechanism.
Deletion analyses of several picornavirus
IRES elements have revealed the presence
of minimal ‘‘core’’ sequences necessary
for initiation of translation with additional
sequences and structures required for op-
timal translation activity.

The translation of capped cellular mes-
senger RNAs is shut down early in a pi-
cornavirus infection (reviewed in Sect. 4),
and translation factors that normally me-
diate host translation are utilized almost
exclusively for the synthesis of viral pro-
teins. The 5′ NCRs of all picornaviruses
contain multiple AUG codons that are not
utilized as authentic start sites for trans-
lation initiation, and the high degree of
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secondary (and likely tertiary) structures
found within this region of the genome
prevents the ribosome from scanning to
find the appropriate initiator codon. There-
fore, picornaviruses use the combination
of host-initiation factors and IRES el-
ements to facilitate recruitment of the
43S ternary complex downstream of the
nonauthentic AUG codons. Once there, ri-
bosome scanning is thought to occur as it
does in cap-dependent translation.

Primarily, on the basis of structural
differences, two major types of IRES
elements have been described for pi-
cornaviruses. For example, entero- and
rhinoviruses possess type I IRES elements,
whereas aphtho- and cardioviruses have
a type II IRES. Initially, IRES structure
was based on predictions by computer-
generated folding and structure probing.
More recently, visualization of IRES ter-
tiary structure by transmission electron
microscopy has been done with some pi-
cornaviruses (i.e. human rhinovirus, foot-
and-mouth disease virus, hepatitis A virus)
and has confirmed these initial predic-
tions. Interestingly, IRES elements are not
unique to picornaviruses, as other viruses
(e.g. hepatitis C virus (a flavivirus), human
herpesvirus (a DNA virus), and several
retroviruses) utilize these elements for
translation initiation. Furthermore, nu-
merous eukaryotic mRNAs also possess
IRESs and are capable of translation even
during the early stages of a picornavirus
infection (e.g. c-myc, fibroblast growth fac-
tor, Bip).

3.2
Host Proteins Involved in IRES-mediated
Translation

All picornavirus internal ribosome en-
try sites investigated to date utilize sev-
eral canonical host translation factors

that recognize specific sequences and
structures within the 5′ NCR, as well as
other RNA binding factors of cellular ori-
gin. Evidence for this initially came from
the fact that the picornavirus genome is
translated immediately upon entering the
cytoplasm of the host cell in the complete
absence of any proteins of viral origin. Fur-
thermore, several picornaviruses display
cell-type and tissue-specific differences
in IRES-mediated translation efficiencies,
suggesting that these host factors play a
critical role in virus tropism and tissue
specificity within the host.

All picornavirus IRES elements utilize
eukaryotic initiation factors to mediate
translation. These include protein compo-
nents of the eIF2 and eIF3 complexes, as
well as some eIF4F (cap-binding complex)
factors like eIF4A and 4B. Interestingly,
several picornaviruses utilize a cleavage
product of eIF4G generated from prote-
olysis mediated by the 2A or L proteinase
(see Sect. 3.4), which simultaneously shuts
down cap-dependent host protein synthe-
sis. Consisting of the carboxy-terminal
two-thirds of the protein, the cleavage prod-
uct of eIF4G contains both the binding
site for eIF3 and eIF4A, and can mediate
IRES-driven translation initiation.

In addition to canonical eukaryotic trans-
lation factors, picornaviruses utilize sev-
eral other host proteins for translation of
their viral RNAs. Two proteins, La (lupus
autoantigen) and PTB (polypyrimidine-
tract binding protein), were the first de-
scribed as having such a role. PTB has
been shown to bind to multiple sites within
the IRES of polio-, encephalomyocarditis-
and foot-and-mouth disease virus, and
different homologs of this protein have
been shown to contribute to the ability
of certain viruses (i.e. Theiler’s murine
encephalomyocarditis virus or TMEV)
to replicate in particular cell types.
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Furthermore, La is another instance of
a host protein that retains activity in vi-
ral translation despite being cleaved by a
viral proteinase, as is the case during a
poliovirus infection. It has been proposed
that proteins like La and PTB somehow
stimulate the recruitment and assembly
of translation initiation complexes by in-
teracting with both the viral RNA and
with various canonical host translation fac-
tors. In addition, other host proteins like
PCBP (poly(rC)-binding protein) and unr
(upstream of N-ras) have been shown to in-
teract and stimulate translation of several
picornavirus IRES elements.

3.3
Overview of Viral Protein Functions

Once translation begins, the viral polypro-
tein is synthesized. It is then cleaved
by viral-encoded proteinases into several
structural (capsid proteins encoded in the
P1 region of the genome) and nonstruc-
tural (P2 and P3) proteins. Additionally,
aphthoviruses and cardioviruses contain
a leader protein (L) at the very amino-
terminus of the polyprotein. This protein
functions as a proteinase during aph-
thovirus infections; however, it does not
function as a proteinase during cardiovi-
ral replication and its precise function is
not yet known. The nonstructural pro-
teins carry out several functions in the
infected cell necessary to dramatically al-
ter the intracellular environment to make
it suitable for subsequent rounds of trans-
lation and RNA replication. This involves
the use of not only mature viral proteins
but several precursors to these proteins
as well. Major functions of these pro-
teins include a rearrangement of host
membranes (2C and/or 2BC), changing
overall membrane permeability (2B), alter-
ing nuclear trafficking patterns and Class

I Major Histocompatibility Complex ex-
pression (3A), and the shutoff of host
translation (i.e. L for aphthoviruses, 2A
for enteroviruses, and rhinoviruses) and
transcription (3C/3CD). Other P3-region
proteins are responsible for the priming
of RNA synthesis (VPg, the viral protein
3B), RNA elongation (3D), association of
replication complexes with membranous
vesicles (3AB), and the assembly of ri-
bonucleoprotein complexes required for
RNA synthesis initiation (i.e. 2BC, 3CD,
and 3AB). The specific functions of sev-
eral picornavirus nonstructural proteins
will be described in greater detail in Sect. 4
of this article.

3.4
Viral-encoded Proteinases

All picornavirus genomes encode a single,
large polyprotein, which is never actu-
ally observed during an infection. First
suggested more than 35 years ago by Don-
ald Summers and Jacob Maizel at the
Albert Einstein College of Medicine, it
is now known that viral proteinases are
responsible for the co- and posttransla-
tional processing of the viral polyprotein
into its component structural and non-
structural proteins. This processing cas-
cade is initiated by a primary cleavage
event (occurring in cis i.e. monomolecu-
lar) that involves recognition of specific
junction(s) within the polyprotein. The
remainder of the cleavage events could
also occur in cis but likely occur in
trans (i.e. bimolecular). Since picornavirus
proteinases contain sequences and struc-
tural features found in other well-known
proteases, their study in the context of sub-
strate recognition has furthered our knowl-
edge regarding enzyme–substrate interac-
tions in general. For picornaviruses, three
major viral proteinase types have been
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described: the L, 2A, and 3C-containing
proteinases.

The L proteinase, located at the
very amino-terminus of the aphthovirus
polyprotein, is a thiol protease that adopts
a fold, which resembles that of the enzyme
papain. This protein cleaves itself from
the viral polyprotein at its own carboxy-
terminus (the L-P1 junction). The major
function of the aphthovirus L proteinase is
the cleavage of the eIF-4G component of
eIF-4F, a host cell protein complex critical
for cap-dependent translation initiation.
This cleavage event mediates, in part, the
host cell shutoff during an aphthovirus
infection (described above).

The 2A proteinase is responsible for
the primary cis cleavage event during en-
terovirus and rhinovirus polyprotein pro-
cessing. This involves the cleavage of the
scissile bond at the amino-terminus of 2A,
liberating the P1 (capsid) polyprotein from
P2-P3. The 2A protein of enteroviruses and
rhinoviruses adopts a fold similar to that
of chymotrypsin (a serine protease) but
utilizes a cysteine as a nucleophile rather
than a serine. Similar to the L proteinase
of aphthoviruses, the major function of
the 2A proteinase during enterovirus and
rhinovirus infections is the cleavage of eIF-
4G, which mediates the shutoff of host cell
cap-dependent translation. Interestingly, it
has also been suggested that the 2A pro-
tein of entero- and rhinoviruses plays a
direct role in mediating cap-independent
translation, and could also play other roles
in RNA replication. For poliovirus, it ap-
pears that 2A contains sequences that are
not required for proteolytic activity but
are necessary for efficient RNA replica-
tion. The 2A protein of aphthoviruses,
cardioviruses, and hepatoviruses is not
proteolytically active. In hepatoviruses, 2A
is cleaved from the polyprotein by the 3C
proteinase, whereas, in the case of aphtho-

and cardioviruses, the primary cleavage at
the carboxy-terminus of 2A occurs by an
undefined mechanism that does not rely
on the proteolytic activity of any viral pro-
teinase (i.e. 2A, L, or 3C). For these viruses,
it is thought that a conserved tetrapeptide
motif (NPGP) could be responsible for
the autocatalytic release of the 2A carboxy-
terminus from the rest of the polyprotein
via a breakage of the Gly–Pro bond. If
not mediated by the tetrapeptide itself,
this cleavage could be carried out by a
cellular protease. A more intriguing pos-
sibility is the termination of translation
just downstream of the conserved glycine
residue, thereby preventing formation of
the Gly–Pro peptide bond altogether.

The 3C proteinase is responsible for the
majority of the cleavage events occurring
within the picornavirus polyprotein that
are not mediated by the L or 2A pro-
teinases. This highly conserved proteinase
adopts a fold similar to that of the serine
protease chymotrypsin and is produced
by all known picornaviruses. Extensive
studies have shown that, for poliovirus,
the immediate proteinase precursor (3CD)
displays an increased ability to process
polyprotein, specifically the capsid (P1)
region. Furthermore, the structural and
sequence context of the dipeptide, recog-
nized by 3C proteinases (primarily Q-G),
is critical for its cleavage activity, a likely
reason why all additional Q-G dipeptide
sequences present within the viral polypro-
tein are not recognized by 3C. Studies
have also shown that 3C recognizes other
substrates of nonviral origin. 3C is re-
sponsible for cleaving cellular proteins
necessary for host transcription (e.g. TATA
binding protein, Oct-1, and transcription
factor IIIC), thereby mediating the shut-
off of RNA synthesis catalyzed by all
three types of cellular RNA polymerase.
This presumably requires the ability of
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3C to enter the nucleus of the infected
cell, and it has been shown that a puta-
tive nuclear localization signal (KKKRD),
conserved in all picornavirus polymerases,
allows the 3CD proteinase precursor to
shuttle into the nucleus. Additionally, it
has been shown that the poliovirus 3C
and/or 3CD proteinase cleaves poly(A)
binding protein (PABP) at late times
postinfection, which could serve to inhibit
cap-dependent translation or destabilize
cellular mRNAs.

4
Viral RNA Replication and Packaging

Picornaviruses utilize a relatively small
number of viral-encoded gene products
to dramatically alter the intracellular envi-
ronment to allow the specific and rapid
amplification of their RNA genomes.
This involves extensive virus–host in-
teractions at several intracellular loca-
tions and includes the formation of
protein–protein and protein–RNA com-
plexes that allow viral replication to occur
with limited interference from host de-
fense mechanisms. As outlined below,
some of these macromolecular interac-
tions are well-characterized while others
are thus far a mystery. This section gives
a summary of host cell modifications
brought about by a picornavirus infec-
tion that are necessary for successful
viral replication, followed by summaries
of separate viral gene products and their
precursors (where applicable) to which
distinct replicative functions have been
ascribed. It should be noted, however,
that there is increasing evidence sug-
gesting that RNA replication complexes
assemble with whole precursor (i.e. P2-
P3, P2, or P3) forms of these proteins.
Proteolysis then occurs subsequent to the

assembly of these complexes, generating
the immediate precursor and mature
polypeptides to carry out the functions
described below.

4.1
Modification of the Host Cell Environment

Following the translation and processing
of the viral polyprotein by viral-encoded
proteinases, an abrupt decrease in the
level of cellular cap-dependent translation
occurs as the cap-binding complex, eIF-
4F, no longer recognizes capped cellular
mRNAs due to the proteolytic cleavage
of one of its component polypeptides,
eIF-4G (see, Sect. 3.4) or other mecha-
nisms involving the sequestration of the
cap-binding protein eIF-4E. This occurs
within 2 h postinfection and results in
the complete hijacking of the eukaryotic
translation apparatus that is used exclu-
sively for viral protein synthesis. The
process of host cell shutoff was initially
thought to involve one or more cellu-
lar proteinases that become ‘‘activated’’
by the picornavirus proteinase. However,
2A-mediated eIF-4G cleavage can be re-
constituted with purified components in
vitro, demonstrating that this process can
occur in the absence of any cellular
proteins. As previously mentioned, the
products of eIF-4G cleavage actually par-
ticipate in the process of IRES-mediated
viral translation.

A hallmark of a typical picornavirus
infection is the rearrangement of host
intracellular membranes, mediated pri-
marily by proteins encoded in the P2
region of the picornavirus genome, re-
sulting in the formation of rosette-like
structures consisting of endoplasmic retic-
ulum and Golgi-derived membranes. This
rearrangement compartmentalizes the in-
tracellular environment, allowing certain
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host and viral proteins to associate specif-
ically with the genomic RNA while
nonessential factors are excluded. The
association of viral RNA with vesicles
is maintained by proteins (described be-
low) contained within the P2 and P3
regions of the genome that anchor RNA
replication complexes. In addition to
their physical arrangement, the protein-
trafficking properties of these membranes
also change. For example, a poliovirus
infection inhibits ER-to-Golgi transport
and increases membrane permeability.
Interestingly, poliovirus may also utilize
these membrane modifications to evade
the host immune response by downreg-
ulating the transport of Class I Major
Histocompatibility Complex molecules to
the surface of the cell. While the trans-
port of certain proteins to the plasma
membrane is inhibited, others, like viral re-
ceptor molecules, are upregulated during
an infection. Picornaviruses also modify
nuclear-cytoplasmic trafficking within the
infected cell by altering the nuclear pore
complex, perhaps allowing the virus to
utilize one or more host nuclear pro-
teins for RNA replication occurring in
the cytoplasm.

Many picornavirus infections also influ-
ence cellular signal transduction pathways
by changing the phosphorylation patterns
of their protein components. It was shown
that infection of L929 (mouse fibroblast)
cells by EMCV alters the phosphoryla-
tion state of one or more proteins in the
MAP kinase pathway, activating them for
use in IRES-mediated viral translation. It
appears that other picornaviruses, includ-
ing coxsackievirus (an enterovirus), also
take advantage of these same pathways
to mediate replication processes. Picor-
naviruses downmodulate several compo-
nents of the apoptotic pathway (e.g. pro-
caspases) to prevent premature cell death

during an infection. Since picornaviruses
likely replicate via the generation of a
double-stranded RNA intermediate, they
have also developed means by which to
modulate the IFN α/β expression crit-
ical for the cellular antiviral response
to dsRNA.

4.2
Viral Protein 2A

As previously described, the 2A protein of
picornaviruses plays a major role in the
shutoff of host protein synthesis (except
for aphtho-, cardio-, and hepatoviruses in
which 2A is not a proteinase). The active
2A protein catalyzes the primary cleav-
age event that liberates the P1 (capsid)
region of the polyprotein from the P2-P3
(nonstructural) precursor polypeptide. In-
terestingly, the 2A protein of poliovirus
may also play a role in viral RNA replica-
tion, involving carboxy-terminal sequences
within the PV 2A protein that are not re-
quired for cis- or trans-proteolytic activity.

4.3
Viral Protein 2B

The 2B protein modifies intracellular
membrane properties by increasing their
permeability, inhibiting cellular exocyto-
sis, and dissociating the Golgi complex
to form vesicles upon which RNA repli-
cation occurs. It has been proposed that
the increase in membrane permeability
could be critical at late stages during
an infection by facilitating the release of
newly formed virions. Though its exact
role has not been defined, the 2B pro-
tein is critical to the process of viral RNA
replication since viruses harboring muta-
tions in this gene have a small plaque
phenotype and cannot be complemented
in trans.
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4.4
Viral Proteins 2C and 2BC

A precise function for the picornavirus
2C protein has not yet been described.
However, 2C plays a role in the initiation
of viral negative-strand RNA synthesis and
contains NTPase motifs that are homol-
ogous to those found in DNA helicases.
2C helicase activity has not been observed
directly, but its NTPase activity has been
demonstrated. This NTPase activity is in-
hibited by guanidine-HCl, a chaotropic
agent that prevents negative-strand RNA
synthesis. Furthermore, guanidine-HCl
resistant viruses contain mutations in their
2C coding sequences, lending support to
the idea that this protein is critical to the
process of RNA replication. Additionally,
2C may have a role in RNA encapsida-
tion, as viruses resistant to encapsidation
inhibitors (i.e. hydantoin), contain muta-
tions in their 2C coding regions.

The 2C protein contains two known
RNA binding motifs, and it is thought
that this protein, along with its immediate
precursor 2BC, binds sequences in the
3′ NCR of the negative-strand viral RNA
to mediate positive-strand RNA synthesis
initiation. In addition to functioning
as RNA binding proteins, the 2C and
2BC polypeptides are critical for vesicle
formation and directly associate with
membranes in RNA replication centers.
Indeed, the expression of these proteins
in HeLa cells (in the absence of a
viral infection) leads to the formation
of membranous structures identical to
those seen in a picornavirus infection.
However, subsequent viral infection of
the morphologically altered HeLa cells has
shown that the preformed vesicles are not
utilized by the incoming virus for RNA
replication, demonstrating roles for these

proteins in linking RNA replication to
vesicle formation.

4.5
Viral Protein 3A

Protein 3A is a small, hydrophobic
polypeptide that associates with intracellu-
lar membranes and is responsible for the
inhibition of protein secretion and intracel-
lular membrane transport. Protein 3A has
been shown to be directly responsible for
inhibiting the presentation of Class I Ma-
jor Histocompatibility Complex molecules
at the surface of the infected cell and has
been shown to decrease the cellular se-
cretion of antiviral cytokines such as IL-6
(interleukin-6), IL-8, and IFN-β. Protein
3A may contribute to the ability of pi-
cornaviruses to evade host immunity and
could act in concert with viral protein 2C
and/or 2BC in rearranging membranes
into replication vesicles.

4.6
Viral Proteins 3B and 3AB

3B (also known as VPg) is a small, highly
charged polypeptide that is covalently
linked to the 5′ end of both positive- and
negative-strand viral RNA. 3B (VPg) is a
substrate for uridylylation (at a tyrosine
conserved in all picornaviruses) by the
viral RNA-dependent RNA polymerase,
3D. In addition to the presence of VPg
covalently coupled to the 5′ end of
negative- and positive-strand viral RNAs,
the fact that all picornavirus RNAs begin
with uridine nucleotides strongly suggests
that VPg is the protein primer for
RNA synthesis. Details surrounding RNA
synthesis initiation and VPg are discussed
later in this section.

Viral protein 3AB could act as an imme-
diate precursor to the 3B (VPg) polypeptide
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that assembles with other proteins in repli-
cation complexes. The 3AB polypeptide
may provide a source of VPg localized to
membranous replication complexes, since
the 3A region of 3AB contains hydropho-
bic sequences known to mediate insertion
of 3AB into vesicles. It has been shown
that 3AB interacts with and stimulates
the activity of the 3CD proteinase and
3D RNA-dependent RNA polymerase. In
this regard, 3AB could recruit the vi-
ral polymerase to replication complexes.
The 3AB polypeptide can also bind viral
RNA sequences within the 3′ NCR of the
genomic RNA; and via protein–protein
contacts with the 3CD or 3D polypep-
tide, could localize the polymerase to the
site of negative-strand synthesis initiation.
The importance of the 3AB precursor pro-
tein is underscored by the fact that some
picornavirus RNAs possessing optimized
3A/3B cleavage junctions are deficient
in viral RNA synthesis but can be com-
plemented with 3AB or 3ABC precursor
polypeptides in trans.

4.7
Viral Proteins 3C and 3CD

The viral protein 3C is multifunctional
in nature, acting as a chymotrypsin-like
proteinase (described in Sect. 3) and bind-
ing viral RNA. The three-dimensional
structures of the 3C proteinases from po-
liovirus, hepatitis A virus, and rhinovirus
have been solved, and indicate the pres-
ence of RNA binding determinants that lie
directly opposite the catalytic triad. The
best characterized 3C molecule is that
of poliovirus, whose immediate precur-
sor (the 3CD polypeptide) is also an active
proteinase and RNA binding protein. Al-
though 3CD is also the precursor to the 3D
RNA-dependent RNA polymerase, it does
not possess measurable elongation activity

in vitro. The presence of 3D polymerase
sequences in the context of 3CD appears
to enhance the ability of 3C to bind viral
RNA and process polyprotein (specifically
the P1 capsid precursor).

The 3CD precursor polypeptide plays
central roles in viral RNA replication.
3CD forms a complex with host protein,
PCBP and a viral RNA secondary structure
(‘‘cloverleaf’’) contained within the first
∼100 nucleotides of the positive-strand
RNA genome. Although the primary RNA
binding determinants reside within the
3C portion of the 3CD polypeptide, it has
been suggested that secondary, possibly
lower affinity, binding determinants exist
in the 3D polymerase domain of the
molecule. The 3CD/PCBP/RNA cloverleaf
complex is absolutely essential for RNA
replication, with genetic evidence pointing
to a role in negative-strand RNA synthesis.
Since 3CD and PCBP participate in
protein–protein contacts with PABP, it
has been hypothesized that a long-range
interaction could occur involving PABP
bound to the 3′ poly(A) tract at the 3′
end of the viral RNA with 3CD and
PCBP bound to the 5′ cloverleaf. Once
assembled, a cis or trans cleavage of the
3CD molecule could occur to yield a 3D
polymerase molecule that elongates from
the VPg-primed template.

Finally, 3CD likely plays an important
role in protein-primed viral RNA synthesis
initiation. The process of VPg uridyly-
lation, catalyzed by the 3D polymerase
and responsible for generating the VPg-
pU-pU RNA synthesis primer, is greatly
stimulated (100 to 1000-fold) by the 3CD
polypeptide. The mechanism behind this
effect is unclear, but could involve direct
binding of 3CD to a cis-acting RNA replica-
tion element utilized by picornaviruses as
a template for this reaction. More details
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regarding this process are given later in
this section.

4.8
The Viral RNA-dependent RNA
Polymerase 3D

The RNA-dependent RNA polymerases
from several picornaviruses have been
well-characterized. All are primer-depen-
dent, can recognize and elongate from
artificial (nonviral) templates, and are
Mg2+-dependent and actinomycin-D in-
sensitive. Similar to those of other RNA
viruses, the picornavirus RNA polymerase
is highly error prone, misincorporating
∼1 to 2 nucleotides per template copying
event. Although this results in error prone
replication, whereby a slight increase in
mutation frequency could dramatically de-
crease viral fitness, it allows picornaviruses
to evolve very rapidly. Within a given pop-
ulation of replicating viruses, there exist
many subpopulations that have each gen-
erated unique sets of coding sequence
mutations, many of which allow the virus
to successfully evade the host antiviral
immune response. Despite having an
attenuated growth phenotype, the nonneu-
rotropic Sabin vaccine strains of poliovirus
are capable of regaining neurotropism
via random nucleotide mutations gener-
ated by the RNA polymerase, resulting in
rare cases of vaccine-derived poliomyelitis.
Some drugs (e.g. ribavirin, a ribonucleo-
side analog) push this delicate equilibrium
toward ‘‘error catastrophe’’ by increasing
nucleotide misincorporation, producing
strong antiviral effects. The development
of optimized ribonucleoside analogs could
yield antiviral drugs with broad-spectrum
efficacies against many RNA viruses.

The three-dimensional structure of the
poliovirus 3D polymerase has been solved.
It adopts the conformation of a cupped

‘‘right-hand,’’ a structural organization
that is conserved among virtually all
known polymerases. The poliovirus 3D
polymerase is a highly cooperative en-
zyme, and utilizes extensive regions of
polymerase–polymerase contacts to me-
diate polymerase oligomerization. This
phenomenon was originally observed in
the crystal lattice used to determine its
three-dimensional structure, and has since
been shown to be important for biological
activity. ‘‘Interface I,’’ involving contacts
between the thumb subdomain of one
polymerase molecule and the palm sub-
domain of an adjacent polymerase, is
critical for binding primed nucleic acid
template. ‘‘Interface II,’’ involving interac-
tions between the top of the thumb of one
polymerase molecule and the base of the
fingers of an adjacent polymerase, is neces-
sary for the formation of catalytic sites nec-
essary for efficient RNA chain elongation.
Although polymerase–polymerase inter-
actions have been observed in other RNA
polymerases, the extensive interactions ob-
served in the poliovirus polymerase may
be unique.

4.9
VPg Uridylylation: Priming RNA Synthesis

The viral RNA-dependent RNA poly-
merase is the most highly conserved
gene amongst members of the family
Picornaviridae. Not only does it catalyze
RNA chain elongation, it also catalyzes
the generation of the protein primer it-
self. The addition of uridine nucleotides
via a phosphodiester linkage at an ab-
solutely conserved tyrosine of VPg (the
3B viral gene product) requires only a
few reaction components, and can be re-
capitulated in vitro with synthetic VPg
(a small protein of 22 amino acids), re-
combinant 3D polymerase, and a suitable
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template. As noted above, the addition of
polymerase precursor polypeptide (3CD)
greatly stimulates this process in vitro.
Early studies carried out with reaction
components from poliovirus showed that a
poly(A) tract alone can act as a template for
the 3D-catalyzed synthesis of VPg-pU-pU,
suggesting a common location for both
VPg uridylylation and the priming of RNA
synthesis initiation. However, nascently
synthesized VPg-pU-pU may not be imme-
diately used for RNA synthesis initiation,
since free uridylylated VPg exists within
the infected cell, possibly representing a
pool from which VPg primers are taken
when necessary.

The effects of a number of mutations
within the picornavirus RNA polymerase
have been documented in the literature.
Work aimed at determining sequences
within the polymerase critical for the pro-
cess of VPg uridylylation has yielded some
interesting correlations with previously
described RNA synthesis phenotypes of
viruses harboring mutations in these re-
gions. For example, a mutation within
the 3D RNA polymerase of the Sabin 1
strain of poliovirus was shown to confer a
temperature-sensitive defect in VPg uridy-
lylation, suggesting that its tissue-specific
replication phenotype could be due, in
part, to reduced polymerase activity.

4.10
Cis-acting Replication Elements

The mechanisms involved in the specific
recognition of viral RNA in the presence
of a vast excess of cellular messenger
RNA involves structures and sequences
within the picornavirus genome that inter-
act specifically with host and viral proteins,
and possibly with each other. In addi-
tion to sequences contained within the

5′ and 3′ noncoding regions of the vi-
ral RNA, several picornaviruses have been
shown to possess structurally conserved
RNA hairpins within their genomes that
are essential for viral replication. First
discovered in the genomic RNA of hu-
man rhinovirus 14 (HRV14), cre (cis-acting
replication element) structures have also
been described for enteroviruses, car-
dioviruses, and aphthoviruses. For a cre
element to facilitate RNA replication, it
must be present in a positive-strand con-
text. Furthermore, its location within the
genome is highly variable. In fact, the lo-
cation of a cre element can be genetically
manipulated without significantly disrupt-
ing RNA replication. A nonfunctional cre
element can be complemented by a wild-
type cre contained in a different region
of the same RNA (i.e. in cis) or in trans
from another viral RNA. For unknown
reasons, evolutionary pressures have not
resulted in a conservation of cre location,
as closely related members of the same
genus can possess cre elements in very
different regions of their genomes. For ex-
ample, the HRV2 cre element is located
within the 2A proteinase gene, whereas
the HRV14 cre lies within the VP1 capsid
protein-coding region.

Analysis of cis-acting replication ele-
ments from a number of different picor-
naviruses show that they share a similar
overall structure but vary in their primary
sequences. A conserved AAACA motif has
been found in all cre elements described
thus far, suggesting only minimal pri-
mary sequence elements are required for
cre function. It has been shown that the
VPg uridylylation reaction is more effi-
cient in the presence of the cre element
rather than the 3′ poly(A) tract. For po-
liovirus, a strand-specific function for the
cre element has been described, suggest-
ing that the major role of the poliovirus
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cre element is to mediate VPg uridyly-
lation required for positive – rather than
negative – strand RNA synthesis initia-
tion. This suggests that poly(A) template-
dependent VPg uridylylation could func-
tion primarily in negative-strand RNA
synthesis initiation, and implicates the
existence of strand-specific ribonucleopro-
tein complexes that form on the viral RNA
for positive- versus negative-strand synthe-
sis initiation.

4.11
A Model for Picornavirus RNA Replication

Figure 2 shows a schematic summary of
the major steps thought to be involved
in the process of picornavirus RNA repli-
cation, based largely on in vitro and cell
culture data from experiments aimed at
elucidating the mechanisms that under-
lie poliovirus (the prototypic picornavirus)
RNA synthesis. The first step in the process
of viral RNA replication is the synthesis of a
negative-strand RNA utilizing the genomic
positive-strand RNA as a template. As
previously discussed, this utilizes a VPg-
primed mechanism to initiate RNA synthe-
sis, presumably near the terminus of the 3′
poly(A) tract. Several viral and/or host fac-
tors are thought to participate in complex
formation at the 3′ end of the RNA, and the
role of the 3′ NCR immediately upstream
of the 3′ poly(A) tract is not exactly known.
Whereas the 3′ poly(A) tract is absolutely
required for picornavirus infectivity, it has
been shown that for human rhinovirus
and poliovirus, deleting the entire 3′ NCR
(but leaving the poly(A) tract intact) does
not completely inhibit viral replication.
Although viruses harboring 3′ NCR dele-
tions exhibit reduced RNA synthesis levels,
they are capable of near wild-type levels
of negative-strand RNA synthesis. This

suggests that the poly(A) tract alone is suf-
ficient for this process, and sequences and
structures within the 3′ NCR may serve to
optimize RNA replication initiation subse-
quent to synthesis of the negative strand.

The 3D RNA polymerase alone is
capable of recognizing poly(A)-primer
duplex RNA in vitro, but it is likely
that the 3D polymerase participates in
protein–protein interactions with other
host and/or viral proteins necessary for
efficient RNA synthesis in vivo. For
example, it has been shown that the
3AB protein stimulates 3D polymerase
activity in vitro, and 3AB-3D interactions
have been confirmed by genetic analysis.
Additionally, it is thought that the 3AB
protein interacts with processed 3B (VPg)
and the 3CD polypeptide, which could
recruit the polymerase precursor(s) and
VPg to the site of uridylylation at the 3′
poly(A) tract. The 3AB precursor may also
anchor replication complexes associated
with the viral RNA mediated by 3A amino
acid sequences known to associate with
membranous vesicles.

Once the negative-strand RNA is synthe-
sized, this RNA is utilized as a template
for multiple initiation events that produce
large amounts of positive-strand RNAs. It
is likely that a functional negative-strand
RNA remains at least partially annealed
to the positive strand from which it was
generated, but this has not been directly
demonstrated. Double-stranded RNA has
been shown to be infectious in tissue cul-
ture, and a typical picornavirus infection
results in a strong PKR-mediated dsRNA
response in the infected cell, support-
ing the existence of a double-strand RNA
(termed ‘‘RF’’ or replicative form) as a
biologically relevant intermediate during
genome amplification.

At one or more steps during the
process of RNA replication, the viral RNA
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Fig. 2 A proposed mechanism for poliovirus RNA synthesis. (a) Negative-strand RNA
synthesis. Precursor polypeptides (P2 and/or P3) or partially processed replication proteins
(e.g. 2BC, 2C, 3AB, 3A) along with host factor(s) assemble at the 3′ end of the genomic
positive-strand RNA in tight association with membranous vesicles (depicted by open circles
and lines representing the polar headgroups of the lipid bilayer). Host protein PCBP2 and viral
protein 3CD bind the 5′ RNA cloverleaf and may facilitate long-range contacts (dashed line)
with PABP bound to the 3′ poly(A) tract. The 3′ poly(A) tract is utilized as a template for the
3D-catalyzed VPg uridylylation reaction (stimulated by the 3CD precursor polypeptide) to
generate the VPg-pU-pU RNA synthesis primer. The 3D RNA polymerase remains associated
with the uridylylated VPg or is provided from another source (possibly a 3CD precursor
molecule) and catalyzes elongation of the negative-strand RNA, generating the RF (replicative
form) dsRNA intermediate.
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Fig. 2 (Continued). (b) For positive-strand RNA synthesis, the cis-acting replication
element (2C-cre) is utilized as a template for VPg uridylylation (instead of the 3′ poly(A)
tract) that may also involve long-range 5′ –3′ interactions (dashed line) similar to those
described in panel A, facilitating translocation of the resulting VPg-pU-pU primer to the
site of positive-strand RNA synthesis initiation. Once annealed to the 3′ end of the
negative-strand RNA, the 3D polymerase synthesizes nascent positive-strand RNAs.
Multiple RNA synthesis initiation events may occur in succession on the same
replicative form dsRNA intermediate, consisting of a positive-strand RNA (indicated by
dashed region) that is partially hybridized to a negative-strand RNA. It is not known if the
parental positive-strand is displaced during this process by a progeny RNA molecule that
remains duplexed with the negative-strand RNA.
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could engage in long-range interactions
facilitated by proteins bound to the 5′ and
3′ termini of the viral RNA. For poliovirus,
PABP has been shown to interact with
host protein, PCBP2 and the viral protein
3CD. With PCBP2 and 3CD bound to the
cloverleaf element at the 5′ end of the
genome, binding to PABP at the 3′ poly(A)
tract could allow long-range interactions
of the RNA and prepare it for negative-
and/or positive-strand synthesis initiation,
which could utilize a 3D polymerase
liberated via the processing of 3CD within
this ribonucleoprotein complex. Such a
mechanism for RNA synthesis initiation
is thought to occur primarily during
negative-strand synthesis initiation, but it
may occur for positive-strand synthesis as
well. As mentioned, it has been shown
that the poliovirus cis-acting replication
element (2C-cre) is utilized primarily
for the priming of positive-strand RNA
synthesis. Given this, it is possible that
a dsRNA intermediate (RF) maintains
intrastrand contacts to facilitate positive-
strand RNA synthesis initiation, bringing
the cre element (located in the central
portion of the coding sequence) in close
proximity to the sites of initiation complex
formation and VPg uridylylation.

4.12
RNA Encapsidation and Cell Lysis

The process of viral RNA synthesis re-
sults in the production of a vast excess
of positive-strand RNA molecules from a
single input genomic RNA. As they ac-
cumulate, these positive-strand RNAs are
utilized as templates for additional rounds
of viral translation or RNA synthesis, or
they are encapsidated into virion particles.
The mechanism by which viral RNA is se-
lected for encapsidation is not clear, but it
is likely that one or more signals within the

RNA are recognized by viral and/or host
factors that trigger encapsidation. On the
basis of studies with poliovirus and other
picornaviruses (e.g. Aichi virus), these sig-
nals may be contained within the IRES
element found in the 5′ noncoding region
of virion RNA. Furthermore, poliovirus
replication carried out in the presence of
hydantoin (which inhibits encapsidation)
has revealed that the viral protein 2C may
play a role in this process, since mutations
in the 2C region of the genome confer
resistance to this drug.

A schematic of the process of virion as-
sembly is shown in Fig. 3. Once the 3C
(or 3CD) proteinase processes the P1 (cap-
sid) precursor polypeptide into VP0, VP3,
and VP1, capsid assembly begins with the
formation of a ‘‘protomer,’’ consisting of
one copy of each of these proteins. Five
protomers self-associate to form a pen-
tamer, and twelve pentamers then arrange
themselves around a newly synthesized
RNA, forming the ‘‘provirion’’ structure.
Alternatively, the pentamers may form
an empty capsid structure (the 80S ‘‘pro-
capsid’’; see Fig. 3) into which the RNA
molecule is threaded. Independent of the
assembly pathway, most picornavirus viri-
ons undergo a maturation event, which
processes VP0 to VP2 and VP4, a cleav-
age mediated by an undefined proteinase
that serves to stabilize the virion particle.
This proteinase is not one of the known
viral enzymes, and it has been hypothe-
sized that the capsid proteins and/or the
genomic RNA itself could carry out this re-
action. Once a threshold number of virions
are assembled within the infected cell, the
cell undergoes lysis to release virus parti-
cles that go on to infect neighboring cells.
The exact mechanism behind cell lysis is
not known.

The release of progeny virions repre-
sents the successful culmination of a
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VP0 VP3

(P1 Precursor polypeptide)

Proteolytic cleavage
by 3C/3CD proteinase

VP1

5S Protomer
(VP0, VP3, VP1)

14S Pentamer
(VP0, VP3, VP1)5

150S Provirion
(VP0, VP3, VP1)60

80S Procapsid
(VP0, VP3, VP1)60

160S Virion
(VP2, VP4, VP3, VP1)60

(+) Progeny RNA

(+) Progeny RNA

VP2 + VP4

VP0

Fig. 3 Assembly of the picornavirus virion. The
3C/3CD proteinase cleaves the P1 capsid
precursor to generate VP0, VP3, and VP1. These
three proteins assemble into a 5S protomer. Five
protomers then assemble into a 14S pentamer.
Twelve 14S pentamers may reversibly assemble
into the 80S procapsid (indicated by the solid
and dashed lines) into which the progeny RNA is

threaded, or may themselves assemble around
the RNA molecule. In either case, this process
results in the formation of the 150S provirion.
The provirion undergoes a maturation event
(except in parechoviruses), which cleaves VP0
into VP2 and VP4 by an undefined mechanism,
forming the mature 160S virion particle.

series of complex protein–protein and
protein–RNA interactions that allow a
virus with a very limited coding capacity
to effectively alter and subsequently uti-
lize machinery within the host for its own
translation and replication. Picornaviruses
represent some of the most successful of
all pathogens known to man, and the study
of multilevel virus–host interplay has
yielded important insights into not only
viral processes but into cellular processes
as well. Importantly, picornaviruses that

cause very different diseases in their sus-
ceptible hosts appear to utilize similar
replication strategies that could some day
allow for the development of broad-range
antiviral treatments that would be effec-
tive against several picornavirus infections.
This article has attempted to provide a brief
overview of some of the interesting as-
pects of picornavirus replication and gene
expression. The reader is encouraged to
explore the vast collection of primary re-
search findings that are the basis of this
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review, a small portion of which can be
found in articles referenced in the bibliog-
raphy appearing below.

See also RNA Virus Genome Pack-
aging.
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BAC (Bacterial Artificial Chromosome)
A vector used in DNA cloning that is capable of carrying DNA inserts measuring 100 to
200 kb.
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Chromosome-specific Paint Probe
The product of PCR amplification of sorted chromosomes, using random PCR
primers. When labeled with fluorochromes coupled to nucleotides in the amplification
procedure, the paint probe can be hybridized by fluorescence in situ hybridization
(FISH) techniques to chromosome preparations on microscope slides. This reveals an
even distribution of FISH signals along the chromosomes from which the paint
was derived.

Contig
A contiguous series of cloned DNA sequences with overlapping ends.

Cross-species Reciprocal Chromosome Painting
A technique used to identify blocks of chromosome homology shared between species.
A chromosome-specific paint probe from species A is hybridized to the chromosomes
of species B. Paint probes from species B are hybridized back to the chromosomes of
species A. This reveals the chromosomal identity of each homologous region in
both species.

Cosmid
A vector used in DNA cloning that is capable of carrying DNA inserts measuring 20 to
40 kb.

FISH (Fluorescence in situ Hybridization)
A method whereby fluorescence–labeled DNA probes are hybridized to their
complementary sequences on denatured chromosomes fixed on microscope slides.

Flow Karyotype
Graphic representation of mitotic chromosomes separated by a dual laser flow
cytometer according to size and base-pair ratio.

Interchromosomal Rearrangement
A structural chromosome change involving exchange between two or more
nonhomologous chromosomes.

Intrachromosomal Rearrangement
A structural change involving inversion or insertion of material within a chromosome.

Plasmid Vector
A vector that can be used for cloning small DNA inserts of 3 to 8 kb.

PCR (Polymerase Chain Reaction)
A method for the primer-directed amplification of DNA sequences.
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� The ability to sort and collect chromosomes by flow cytometry provides studies on
gene mapping and chromosome evolution with a unique source of chromosome-
specific DNA. Chromosome-specific gene libraries made from this DNA have yielded
genetic markers used in constructing ordered chromosome maps. This was one of
the key steps in the project which led to sequencing the human genome. PCR
amplification of sorted chromosomal DNA has been used to prepare fluorescence-
labeled chromosome-specific probes. When hybridized in situ to chromosome
preparations, these probes ‘‘paint’’ the entire chromosome. The judicious use of
different combinations of fluorochromes allows each chromosome pair in the
cell to be given a different color. This procedure is helpful in the diagnosis
of chromosome rearrangements present in malignant cells or associated with
handicapping syndromes. Paint probes from one species can be used to identify
homologous chromosome regions in other species. Comparison of the patterns
of homology produced by reciprocal cross-species painting adds information on
the evolutionary history of a species by distinguishing ancient chromosome
rearrangements from those that have occurred more recently. The study of
comparative genomics and karyotype evolution owes much to the development
of these molecular cytogenetic techniques.

1
Introduction

The fluorescence-activated cell sorter was
first used successfully in 1975 to separate
chromosomes from fluid suspensions. It
was soon found that the method allowed
the collection of substantial quantities of
chromosomes of one type without cross-
contamination with other chromosomes.
The chromosome-specific DNA so pro-
duced was used to prepare chromosome-
specific libraries of DNA in plasmid
and other vectors. In the early days of
the human genome project, these plas-
mid libraries were of great importance
in cloning chromosome-specific markers,
which were used to map individual chro-
mosomes. Linkage of polymorphic mark-
ers in family studies allowed the order
of markers along the chromosome to be
determined, and the detection of linkage
between markers and cloned sequences

from known genes similarly allowed the
assignment of disease and other genes
to their location on chromosomes. In the
late 1980s, mapping by genetic linkage
was supplemented by fluorescence in situ
hybridization (FISH) mapping in which
suitably labeled DNA markers were hy-
bridized in situ to their complementary
sequences on human chromosomes. With
the development of BAC, cosmid, and
other vectors for DNA cloning, it became
possible to build up series of contiguous
sequences of DNA (contigs) along each
chromosome on the basis of this prelimi-
nary marker map. This approach, coupled
with large-scale sequencing of contigs, has
been one of the key strategies used in se-
quencing the human genome. Now that
a draft sequence, albeit with gaps, of the
entire human chromosome complement
has been achieved, chromosome sorting
has less application in mapping human
genes. However, it still has application
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in the building of preliminary maps of
unmapped species.

Chromosome-specific DNA prepared
from sorted chromosomes may also
be used to prepare chromosome-specific
probes using the polymerase chain reac-
tion (PCR) with random DNA primers
to amplify and label the probes with
fluorescent dyes. The resulting labeled
DNA is hybridized by FISH to air-dried
metaphases on microscope slides in such
a way that the respective chromosomes
are ‘‘painted’’ with fluorescence along the
entire length of the chromosome. The tech-
nology has advanced to the extent that
each chromosome can be recognized by
painting with different combinations of
fluorochromes (multicolor FISH) in one
hybridization experiment. The main appli-
cation of M-FISH is in the diagnosis of
interchromosomal aberrations that cause
physical and mental childhood handicap
and in the cytogenetic analysis of cancer
(see chapter on FISH).

Chromosome painting has played an im-
portant part in characterizing regions of
genetic homology between chromosomes
of different species. The first studies in
the early 1990s used chromosome-specific
plasmid libraries, but more recent work
uses chromosome-specific painting probes
amplified from sorted chromosomes. The
first comparisons were between humans
and other primates. It was confirmed that
the karyotype of humans differed from
that of the great apes by a tandem fusion
of two chromosomes, which formed hu-
man chromosome 2 and which occurred
after the divergence of the human lin-
eage from the common ancestor with the
chimpanzee. Numerous inversions have
also occurred during the evolution of the
great apes, but the only other interchromo-
somal rearrangement found was a recip-
rocal chromosome translocation between

human chromosome equivalents 5 and 17
in the divergence of the gorilla. Interchro-
mosomal rearrangements between human
and other species have been observed
since, some involving whole chromosome
arms and some involving smaller seg-
ments. The remarkable feature has been
the high level of conservation between
genomes. The range in the number of
conserved (syntenic) autosomal blocks be-
tween human and the mammalian species
studied to date varies from 23 to 200, the
majority in the order of 40 to 50 and the
highest in the house mouse. Some rear-
rangements are more ancient than others
and so are shared by a wider range of
species. The pattern of rearrangements in
a species reflects the history of the genome
evolution of that species, and the compar-
ison of patterns between species provides
information about their relationship and
their place on the evolutionary tree.

2
Fluorescence-activated Chromosome
Sorting (FACS)

Chromosomes are sorted using a dual laser
flow cytometer equipped with two 5 W
argon ion lasers. One laser is tuned to emit
300 mW of light in the UV (351–364 nm)
to excite Hoechst fluorescence, and the
second laser is tuned to emit 300 mW
at 458 nm to excite chromomycin A3
fluorescence.

Chromosome preparations are made
by standard methods from short-term
blood cultures, lymphoblastoid cell lines,
and a variety of tissue culture cells
including fibroblasts from biopsy ma-
terial. Colcemid (0.1 µg mL−1) is added
to the actively dividing cell culture to
arrest cells in metaphase over several
hours. The mitotic cells are collected and
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resuspended in 75 mM KCl for 15 min
and are transferred to a buffer containing
polyamines and Triton X-100. Chromo-
somes are released into suspension by
rapid vortexing for 10 s and are stained
with chromomycin A3 (final concentra-
tion 40 µg mL−1) and Hoechst 33258 (final
concentration 2 µg mL−1) followed by 2 h
of incubation at 4 ◦C. Fifteen minutes
prior to flow sorting, sodium citrate (final
concentration 10 mM) and sodium sulfate
(final concentration 25 mM) are added to
the sample. Excessive disruption of the mi-
totic cells should be avoided as this leads
to chromosome fragmentation indicated
by an unacceptable level of debris at the
lower end of the flow karyotype (Fig. 1).

Cultures that contain a high proportion of
cells in the anaphase/telophase may also
lead to reduced resolution owing to con-
tamination from the inclusion of anaphase
chromosomes.

The chromosomes suspended in poly-
amine buffer, and surrounded by sheath
fluid, flow under pressure through the
two laser beams sequentially to permit
the fluorescence signal emitted from each
chromosome to be collected separately and
stored in the computer. After the chromo-
somes have passed through the two lasers,
the fluid stream breaks into a series of
droplets, some of which will contain a sin-
gle chromosome. Sorting is achieved by
applying an electrical charge to the droplets
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metaphase chromosomes from a normal male. The numbered peaks
correspond to the numbers used in the classification of the human
chromosome complement. Chromosomes are separated on the basis
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homologues of chromosomes 14, 15, and 21 due to heteromorphic
blocks of repetitive DNA.
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containing the chromosome of interest so
that they can be deflected into a container
as they pass between two high-voltage
plates. Highly pure samples of two types
of chromosome can be collected simulta-
neously. The fluorescence measurements
from each chromosome are accumulated
in large numbers in the computer and are
used to construct a flow karyotype (Fig. 1),
which reveals discrete clusters of signals,
each cluster representing one or more
chromosome types arranged in order of
size and base-pair ratio. A–T–rich chro-
mosomes sort above a diagonal line drawn
through the middle of the chromosome
clusters, while G–C–rich chromosomes
sort below the line. The accumulation
of signals can be observed on a video
monitor and the chromosomes of interest
selected for collection by a simple gat-
ing procedure. It takes less than 5 min
to collect the 300 to 500 chromosomes
required for PCR mapping and for the
production of chromosome-specific paint
probes. Larger samples of 2 to 3 million
are required for preparing chromosome-
specific DNA libraries, and this requires
prolonged sorting.

3
Chromosome Painting

The DNA of 300 to 500 chromosomes
sorted by FACS is amplified by degenerate
oligonucleotide-primed PCR (DOP-PCR).
After a primary round of amplification
using the 6-MW primer (5′ CCGACT
CGA GNN NNN NAT GTGG 3′) and
unlabeled deoxynucleotide triphosphates,
the DNA is subjected to a secondary
round of amplification, this time incor-
porating a labeled nucleotide such as
biotin-11-dUTP. The biotinylated probe
is hybridized to denatured chromosomes

in air-dried metaphase preparations using
standard FISH methods and is detected
using fluorochrome-conjugated strepta-
vidin or anti-biotin antibodies. Many
labeling techniques now use fluores-
cent dyes, such as Cy-dyes, coupled
to the nucleotides used in the am-
plification procedure, and this avoids
the need for an additional detection
step.

The FISH signals are examined by fluo-
rescence microscopy. An image processing
system is helpful in analyzing prepara-
tions of low luminosity and in situations
in which complex chromosome rearrange-
ments are to be expected. Most digital
fluorescence microscopy analysis systems
employ a sensitive monochromatic CCD
camera and excitation and emission filters
appropriate to the fluorescence dye used
as a label. When several paint probes, la-
beled with different combinations of dyes,
are used, the gray-scale image of the fluo-
rescence emitted by each fluorochrome is
acquired sequentially and merged to pro-
duce a composite image in which each
paint probe is assigned a separate false
color on the computer monitor. Probe
sets capable of assigning a different color
combination to each pair of chromosomes
in the complement are now available for
human and mouse, using M-FISH and
systems for classification and analysis of
karyotypes with interchromosomal rear-
rangements (Fig. 2). The stored images
acquired by these computerized systems
are available for color adjustment, im-
age enhancement, image reversal, and a
number of other procedures, which assist
in chromosome measurement and analy-
sis. Spatial filters and contrast adjustment
are particularly useful in enhancing the
weak chromosome banding patterns ob-
tained by DAPI counterstaining. Instead
of the analysis of images of each individual
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(a)

(b)

Fig. 2 Multicolor FISH. (a) Using a combination of five fluorochromes, each chromosome
pair has a distinctive color. (b) This allows the identification of interchromosomal
translocations between chromosomes 6, 8, and 13 in the karyotype. (See color plate p. xxii.)

color, the alternative spectral karyotyping
(SKY) system analyzes the spectral charac-
teristics of each pixel in one image using
an interferometer. Both M-FISH and SKY
provide similar resolution, each capable
of detecting rearrangements as small as
2 Mb.

4
Chromosome Microdissection

Microdissection is an alternative method
for preparing labeled chromosome-specific
DNA. Glass microneedles are used under
direct vision with an inverted microscope
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and phase-contrast optics to scrape the
chromosome of interest from air-dried
chromosome preparations on a micro-
scope slide. About 20 chromosomes are
removed into a tube containing distilled
water. DOP-PCR is used to make ampli-
fied primary products, which can then be
used, in a further round of amplification
with labeled nucleotides, to achieve the de-
sired painting probe. The technique has
been used with considerable success to
generate single-chromosome-arm probes
and region-specific probes. One applica-
tion termed multicolor banding (MCB) is
based on the microdissection of up to four
to five regions along each chromosome.
The resulting fragments are labeled with
different combinations of fluorochromes
so that hybridization to a metaphase pro-
duces a series of colored bands along the
chromosome. This has been used to de-
tect inversions and insertions in diagnostic
cytogenetics. However, the technology is
complex and is at present confined to the
research laboratory.

5
Gene Mapping

Chromosome-specific DNA produced by
flow sorting of chromosome suspensions
can contribute to the assignment of genes
to their respective chromosomes, provided
that a DNA sequence from within the
gene is known. In this method, PCR
primers from both ends of the DNA
sequence are used to amplify the gene in
a panel made from primary amplification
products of each chromosome, both in
pools of five to six chromosomes and
separately. It has been found that more
than 85% of known genes can be mapped
in this way. The method provides a rapid
procedure for assigning linkage groups
to the chromosomes of poorly mapped

species, as has been shown recently in the
construction of the genetic map of the dog.

Gene mapping in many species has
been advanced by the construction of
homology maps based on the results
of reciprocal cross-species chromosome
painting with chromosome-specific probes
from the well-mapped human and mouse
chromosomes (Fig. 3). While it is straight-
forward to assign linkage and radiation
hybrid groups to their respective syntenic
blocks in other species, their orientation
and gene order has to be determined by
FISH mapping on metaphase preparations
with locus-specific probes (see chapter on
FISH methods for the types of probe avail-
able). This is because intrachromosomal
rearrangements, that is, inversions and
insertions, are known to be relatively com-
mon events in species divergence. A higher
level of resolution in obtaining gene order
can be obtained from the longer chro-
mosomes observed in interphase nuclei.
However, the highest resolution by cyto-
logical methods is achieved using FISH
on extended DNA fibers (Fig. 4). These
fibers are produced by methods that re-
lease the DNA molecule from its associated
proteins, especially histones, and allow
spreading of the naked DNA molecules on
microscope slides. Cloned DNA sequences
of 1 kb or less can be hybridized success-
fully, and these can reveal such detail as
the order and relative size of the exons and
introns comprising a single gene. For fur-
ther detail, DNA sequencing can be used,
which is the ultimate level of resolution in
gene maps.

6
Chromosome Painting in the Diagnosis of
Chromosome Aberrations

Abnormal chromosomes can be sorted
as well as normal ones provided they
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Fig. 4 DNA fiber FISH showing order of three 130-kb BAC clones from the DMTR1
locus on human chromosome 9.

are separated from others in the flow
karyotype. When paints are made from
such aberrations and hybridized to normal
metaphases (reverse painting), their origin
from normal chromosomes can be de-
termined rather precisely. Translocations
involving two or more chromosomes are
evident from the number of chromosome
regions highlighted by the paint probe. In-
trachromosomal duplications, which are
among the most frequent aberrations, are
evident from the observation that only
one pair of chromosomes is painted.
The duplicated region may be revealed
by an increased dosage of label over the
duplication.

Reverse painting can also be applied
to probes prepared from the microdis-
section of abnormal chromosomes, espe-
cially small supernumerary chromosomes.
However, the more usual approach is to
use M-FISH or SKY systems in the analysis
of complex aberrations. Where these are
not available, single whole-chromosome
paints (WCP) can be used in sequential
rounds of denaturation and hybridiza-
tion until the nature of the aberration
is revealed.

As neither SKY nor M-FISH, nor WCP
methods, can resolve inversions, color-
banding methods have been developed to
solve this problem. The published meth-
ods include bar code approaches using
differentially labeled fragments of chro-
mosome derived from radiation hybrids of

human and rodent cells, each clone con-
taining only a small number of human
chromosome fragments. Different labels
are used for each clone, so that the re-
sulting paint probe set produces a series
of color bands along each chromosome.
The Harlequin approach (Cambio) uses
M-FISH-labeled gibbon chromosomes,
which when painted onto human chromo-
somes produce a color-banded appearance
reflecting the 80 or more interchromoso-
mal rearrangements that have occurred
during the divergence of human and gib-
bon species. The MCB approach achieves a
banding appearance by using several frag-
ments removed by microdissection from
each chromosome and distinguishing each
fragment by a different combination of
fluorochromes. All these methods can be
used in the analysis of intrachromosomal
rearrangements in both constitutional and
neoplastic cytogenetics.

One of the aims of using multicolor
painting probes in human and cancer cy-
togenetics is to identify the genes involved
at the breakpoints of rearrangements. It
has been found that these breakpoints may
be associated with deletion or disruption
of DNA followed by loss of gene function
relevant to the phenotype. The strategy is
first to identify the sites of the rearrange-
ment and then to FISH-map the region
using a series of BAC or other types of
cloned DNA known, from the gene map,
to be within the region of interest. Once
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a clone that bridges the breakpoint has
been found, subclones in plasmids can be
used to narrow down the area to a point
when DNA sequencing can be used to
identify the pathological change. A more
effective approach, based on comparative
genome hybridization (CGH), has recently
been introduced. Flow cytometry is used to
isolate and collect the two derivative chro-
mosomes involved in a rearrangement.
Each is amplified, labelled with red and
green respectively, and the mixture used
to probe a microarray of genomic DNA ref-
erence BAC clones. Some 3000 reference
clones (unlabeled), selected because they
span the entire human genome at approxi-
mately 1-Mb intervals, are arrayed on glass
slides for this type of analysis. The arrays
are scanned to detect the ratio of red : green
in the hybridization signals generated in
each clone by the probe mixture. The in-
formation is examined in relation to the
genetic map. This reveals the constitution
of each derivative and the breakpoints of
the rearrangement. A clone that gives an
intermediate red : green ratio may be one
that spans the breakpoint. The technique
termed array-CGH has particular applica-
tion in the identification of cancer genes
and genes involved in dysmorphic and
handicapping syndromes associated with
constitutional chromosome aberrations. It
is likely that the reference set of 3000
BAC clones will become an important part
of the cytogeneticist’s armamentarium in
the future, both for array-CGH and for
FISH mapping.

7
Karyotype Evolution

The extensive conservation of genetic
information in the animal kingdom is
evident from gene mapping studies, which

show that the same groups of genes are
often linked together in a wide range of
species. In closely related species, this
conservation often extends to the pattern
of G-banding revealed by conventional
karyotype analysis. The X-chromosome
of placental mammals is a particularly
striking example of conservation as it
contains virtually all the same transcribed
genes in every mammalian species. In
marsupials, the homology with the human
X is confined to the long arm of the
human X. Human X short-arm genes are
autosomal in marsupials. In birds, the Z-
chromosome in all species studied has
close homology with human chromosome
9, and the equivalent of the human X-
linked genes are to be found mostly in
two autosomes, for example, in chicken
chromosomes 1 and 4.

The results from comparative G-banding
studies are often difficult to interpret,
and it has been found that cross-species
chromosome painting gives much more
accurate evidence of chromosome homol-
ogy between species. As indicated in the
Introduction, there are two main limita-
tions of the painting method. The first
is that intrachromosomal rearrangements
cannot be detected unless interspersed
with chromosomal exchanges (see Fig. 3).
The second is that the efficiency of cross-
species hybridization diminishes as the
relationship between the two species be-
comes more distant. In general, recip-
rocal chromosome painting works well
between placental mammals, but is dif-
ficult between mammals and marsupials
and between mammals and birds. There
are exceptions, and paints prepared from
the tamar wallaby X hybridize, albeit
weakly, with the long arm of the human
X. In addition, paints prepared from hu-
man chromosome 4 have been reported
to hybridize to chicken chromosome 4
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in accordance with comparative mapping
data; this result illustrates a remarkable
degree of genomic conservation between
species estimated to have diverged over
300 million years ago.

Chromosome rearrangements that have
occurred during evolution can be used
to study the degree of relationship be-
tween species and to speculate on the
ancestral karyotype. When the same re-
arrangement is found in two species from
separate families, but which is absent in all
other species, it can be assumed that the
shared rearrangement is a recent event in
evolution. On the other hand, a rearrange-
ment that is common to a wide range of
divergent species (outgroup species) can
be regarded as ancestral. It can usually
be assumed that when large blocks of
DNA homology identified by chromosome
painting are retained intact in distantly
related species, this arrangement repre-
sents the ancestral condition. When these
blocks are divided between different chro-
mosomes in a single species, or in a
group of closely related species, the rear-
rangements responsible may be regarded
as recent evolutionary events. Occasion-
ally, an ancient rearrangement may be
reconstituted by a more recent event, that
is, there is a reversion to the ancestral
state. Much can be learned about phyloge-
nomic relationships and karyotype evo-
lution from these chromosome-painting
studies between closely related species and
outgroup species. As a result, some con-
clusions can be drawn about the nature
of the ancestral karyotype of all placental
mammals.

A recent evolutionary event is the well-
known fusion of ancestral chromosomes
to form human chromosome 2. All extant
great apes do not show this fusion, which
must have arisen in the human lineage
following divergence of the chimpanzee

and human lineages from their common
ancestor. In another example, which
relates to the evolution of the primate
chromosome destined to become the
short arm of human chromosome 2, the
gorilla and orangutan have a pericentric
inversion, which is absent in both human
and chimpanzee. At first it was thought
that the arrangement in human and
chimpanzee had occurred subsequent to
the divergence of the gorilla and orangutan
and therefore served to link chimpanzee
and human. It was later found that
the inversion was absent in Old World
monkeys (outgroup species), indicating
that the human arrangement in this case
is the ancestral one. The inversion in
the gorilla and orangutan must have
occurred subsequent to the divergence
of humans and chimpanzees from the
lineages, leading to the other great apes.

Chromosome painting with human
probes reveals a number of ancient syn-
tenic blocks in outgroup species that are
split between different human chromo-
somes (Table 1). For example, the homo-
logues of human chromosomes 14 and
15 are fused in one or two blocks in
most mammalian species with the excep-
tion of the apes, dog, and giant panda. In
the latter two cases, independent fission
events have occurred as comparatively re-
cent evolutionary events. Other ancient
syntenies are found to characterize or-
ders and families and, sometimes, small
groups of species. Their discovery can be
helpful in assigning a species to its place
in the phylogenetic tree. For example, it
has been shown by comparative painting
with dog paints that the common ances-
tor of the domestic dog, red fox, Arctic
fox, and raccoon dog had a small chromo-
some number composed of 38 autosomal
segments and that a number of specific
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Tab. 1 Ancient syntenies revealed by the association of chromosome segments homologous to
human chromosomes in the genomes of various mammals. Chromosome numbers refer to
individual human chromosomes.

Species Ancient syntenies

14/15 3/21 12/22 16/19 4/8 7/16 3/19 1/2 5/19

Great apes − − − − − − − − −
Lesser apes − − − − − − − − −
Old World monkeys + − − − − − − − −
New World monkeys ± ± − − − − − − −
Lemurs + + + − − − − − −
Cattle + + + + + + − + +
Sheep + + + + + + − + +
Muntjac + + + + − + − + +
Pig + + + + − − − − +
Horse + + + + + + − − −
Zebra + + + + + + − + −
Dolphin + + + + − − + − +
Seal + + + + + − + − −
Cat + + + + + + + + −
Mink + + + + + + + − −
Dog − + + − + + + + −
Panda − + + + + − + + −
Rabbit + + + + + + − − −
Shrew + + − + − − − − −

interchromosomal rearrangements distin-
guish the karyotypes of each species. As
the dog has a chromosome number of
78, the change from low numbers has
been achieved by a series of fission events,
with the formation of new centromeres.
Chromosome fusion, on the other hand,
has been the mechanism by which the
three pairs of chromosomes of the Indian
muntjac (2n = 6, 7) have evolved from an
ancestral deer karyotype of 2n = 70. This
is illustrated by painting chromosome-
specific probes of the Chinese muntjac
(2n = 46) onto Indian muntjac chromo-
somes. Each Indian muntjac chromosome
can be shown to be formed by the fusion
of several apparently complete Chinese
muntjac chromosomes (Fig. 5). Remnants
of ancestral centromeres can be demon-
strated at most of the fusion sites, indicat-
ing frequent centromere–telomere events,

although this remains to be confirmed by
molecular analysis.

Comparative studies of the genomes of
mouse and human at the DNA sequence
level now show that evolutionary break-
points tend to occur within clustered gene
families. It seems that the most likely
mechanism is meiotic recombination be-
tween homologous sequences on nonho-
mologous chromosomes or chromosome
segments, that is, a similar mechanism
that occurs in the formation of pathologi-
cal rearrangements both in somatic and in
germ cells. Speciation can now be seen as
resulting largely from the gain or loss of
sequences within gene families, leading to
the degeneration of some genes of known
function and the generation of new genes
of different function. It is believed that
duplication events are the main source of
evolutionary novelty.
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Fig. 5 Indian muntjac (IMM) chromosome 3 to which chromosome-specific
paint probes of the Chinese muntjac (CMM) have been hybridized. This
reveals that this chromosome has been formed by the tandem fusion of seven
entire chromosomes of the Chinese muntjac. A centromere probe (red)
indicates that remnants of ancestral centromeres are still present at the sites
of fusion. (See color plate p. xxiii.)

8
Conclusions

The utility of chromosome painting ex-
tends from diagnostic cytogenetics to its
application in comparative gene mapping
and to studies of karyotype evolution. The
development of highly effective techniques
for sorting pure samples of chromosomes
in fluid suspension has played a central
role in theses advances. Future under-
standing of genome functions relating to
gene regulation, chromosome structure
and behavior, genome evolution, and the
significance of noncoding conserved DNA
will depend on the construction of compar-
ative maps in a wide range of species. Only
by such comparisons will it be possible
to determine which parts of the genome
are conserved in evolution because they re-
tain vital functions. In these comparisons,
chromosome sorting can be expected to
continue to play a useful role.
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Keywords

BAC
Bacterial artificial chromosome vector that is used to clone large genomic DNA inserts
of 100 to 300 kb.

Chromosomal Bands
Light and dark staining patterns along the length of the chromosome that are unique
for each chromosome and are produced by differential binding of dyes.

Chromatin Fibers
Strands of complexed DNA, and proteins (histones) organized into compact
nucleosomes that are disk-like structures 10 nm in diameter and comprise 140 to 146
base pairs of DNA wound around histone octomers.

Released Chromatin Fibers
Linearized 30-nm interphase chromatin fibers experimentally released from
interphase nuclei.

Released DNA Fiber
Linearized DNA strands experimentally released from nuclei or chromosomes serving
as target for high-resolution FISH mapping.
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FISH
Fluorescence in situ hybridization is the technique of localizing fluorescent nucleic acid
probes (DNA, RNA) to complementary sequences of target DNA on a glass slide and
visualizing them in a fluorescence microscope.

Interphase Nuclei
Nuclei that are between one mitosis and the next and contain decondensed chromatin.

Metaphase Chromosome
Fully condensed chromosome present at the mitotic stage (metaphase) in which
chromosomes are attached to the mitotic spindle but have not yet segregated to the
opposite spindle poles.

PAC
P1-derived artificial chromosome vector used to clone large genomic DNA inserts of
130 to 150 kb.

YAC
Yeast artificial chromosome vector used to clone large genomic DNA inserts of a few
hundred kb to 1 Mb.

� Gene mapping by fluorescence in situ hybridization (FISH) is the localization of
a unique DNA sequence (probe) to a specific position (chromosomal band) within
the genome (target). The DNA probe localization on the target is visualized using
a fluorescent reporter molecule directly or indirectly bound to the probe. Although
gene mapping by FISH usually refers to the localization of a gene or DNA sequence
to a specific metaphase chromosome band, it can also include the relative position
of genes along a chromatin or DNA fiber, or the identification of specific genomic
BAC/PAC clones present in an array. FISH combines the specificity of recombinant
DNA technology with basic cytogenetic techniques for target DNA preparation.

Valuable information regarding the biological and/or clinical significance of a gene
can be obtained by identifying its subchromosomal location in both normal and
disease conditions. Mapping a gene to certain critical chromosomal regions that may
be deleted, amplified, or involved in translocation breakpoints can provide important
information about the role of that gene in disease processes and may have significant
clinical applications. Important information regarding gene function can also be
obtained from mapping genes from individual tissues or disease states, identifying
transgene insertion sites, studying interspecies synteny, and determining the order
of and distance between two or more genes within a chromosome band.
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1
Introduction

Fluorescence in situ hybridization (FISH)
combines the chromosome preparation
and banding techniques of classical cytoge-
netics with recombinant DNA technology.
Specific DNA sequences (probes) when
denatured will form a heteroduplex with
denatured DNA on a glass microscope
slide (target), and the resulting hybridiza-
tion is visualized by a fluorescent reporter
molecule (Fig. 1). The use of fluores-
cence over radioactivity as a mode of
detection became feasible in the early
1980s when methods for labeling nucleic
acids with haptens such as biotin were
developed. This indirect approach to visu-
alizing hybridized probe requires further
detection steps with fluorescently labeled
reporter molecules such as avidin or spe-
cific antibodies. Direct incorporation of
fluorochromes into nucleic acids has now
greatly simplified detection.

The first gene was mapped to human
metaphase chromosomes using FISH in

the mid-1980s, and now over 5000 articles
utilizing gene mapping by FISH have
been published. FISH is one of the few
mapping techniques that does not require
clones to overlap, to be positioned and
ordered, and thus has broad applications in
positional cloning studies. FISH now plays
an important role in confirming in silico
mapping information obtained through
the human genome project, which has
produced genome sequence databases for
both human and other species.

FISH can localize a single gene to a
subchromosomal band, can allow ordering
of several genes within a chromosome
band, and can aid in determining locus
copy number, probe chimerism (YACs),
pseudogenes, and location of gene family
members. FISH mapping resolution is
dependent on the level of chromatin
condensation present in the target DNA
and covers a wide range from high-
resolution DNA fiber mapping (1–5 kb)
to metaphase chromosome mapping at
a resolution of 1 to 2 Mb, making it an
exceptionally versatile mapping tool.

Fluorescence
detection

Probe

Hybridization

Target

Interphase nucleus

Mitotic
chromosome

DNA/chromatin
fiber

Fig. 1 Schematic representation of
FISH. Basic FISH protocols consist of
(a) preparation of target DNA in the
form of metaphase chromosomes,
interphase nuclei, or DNA/chromatin
fibers on a slide; (b) labeling of probes
directly with a fluor or indirectly with a
hapten followed by a secondary fluor;
(c) hybridization of the probe to the
target; and (d) detection of the
fluorescent hybridized probe under an
epifluorescence microscope. (We
acknowledge Dr Christine Ye and Miss
Wei Lu for their help with the diagram.)
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2
Probes for Gene Mapping by FISH

2.1
Identification of Probes from Genomic
Databases

The human genome project has provided
a wealth of data regarding DNA sequences
suitable for gene mapping by FISH.
Several databases containing information
about expressed sequence tags (ESTs) and
genes that have been sequenced or par-
tially sequenced are available publicly on
the World Wide Web. It may be neces-
sary to search several websites in order
to determine the relationship and order-
ing of these clones as no single database
currently contains all this information. Al-
though the quality of the clones is variable,
use of these databases and in silico meth-
ods provide the best initial approach to
identifying or localizing a particular DNA
sequence to a chromosomal band or re-
gion. Validation of the localization can
then be performed by FISH using a corre-
sponding genomic DNA probe. Libraries
containing bacterial artificial chromosome
(BAC), P1 artificial chromosome (PAC),
yeast artificial chromosome (YAC), and
cosmid clones are now available for most
of the human genome, and confirmation
of the physical chromosomal location of
these DNA sequences by FISH mapping
is extremely useful.

There are several approaches to iden-
tifying clones (probes) suitable for hu-
man FISH mapping on the web. The
first is to use the cytogenetic loca-
tion. One can search for premapped
FISH probes using the Genome Database
http://www.gdb.org/hugo/ under ‘‘Chro-
mosome Resources’’ and clones based on
cytogenetic position can be obtained using
one of the three following sites:

Genome database site: http://www.gdb.
org/gdb/regionSearch.html,

GeneCards: http://bioinfo.weizmann.
ac.il/cards/index.html, or

Genetic Location Database: http://
cedar.genetics.soton.ac.uk/public
html/gmap.html.

A second approach is to obtain BAC,
PAC, and cosmid clones specific for
a particular gene or DNA marker by
searching either the Genome Data-
base (http://www.gdb.org) or the Locus
link (http://www.ncbi.nlm.nih.gov/Locus
Link/). In each case, the gene or marker
name can be used to link to a DNA se-
quence database that can be screened to
identify the clone name. For YACs, a simi-
lar approach is used at the Whitehead/MIT
website (http://carbon.wi.mit.edu.8000/
cgi-bin/conyig/phys map) to identify both
the clone and the contig containing over-
lapping clones along the chromosome.

To search for a corresponding genomic
clone by gene or marker sequence, the
sequence can be retrieved from a text
search of http: / / www.ncbi.nlm.nih.gov:
80/entrez/query.fcgi?db=Nucleotide. The
accession number or DNA sequence can
then be copied and pasted into http://
www.ncbi.nih.gov/blast/blast.cgi and data-
bases NR (finished sequences), HTGS
(rough draft sequence), or GSS (over-
lapping BAC ends) screened for those
containing the corresponding genomic
clones. If identification of nearby or over-
lapping clones is required, this can be
achieved on the basis of knowing the
BAC clone (1) name or sequence (http:
//www.TIGR.org/tdb/humgen/bac end
search/bac end intro.html), (2) fingerprint
patterns (http://genome.wustl.edu/gsc/
human/human database.shtml), or (3)
DNA sequence alignment [(Ensembl
(http://www.ensembl.org/), NCBI (http://
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www.ncbi.nlm.nih.gov/cgi-bin/Entrez/
hum srch?chr=hum chr.inf), or UCSF
(http://genome.ucsc.edu/)].

Once the specific clones or sequences
have been identified, there are several
sources from which they can be ob-
tained and the websites are listed as
follows:

Cosmids, BACs, PACs, and YACS

• The Centre for Applied Genomics
(http://tcag.bioinfo.sickkids.on.ca/) –
Canada

• DHGP (http://www.rzpd.de/) – Ger-
many

• HGMP Resource Centre (http://www.
hgmp.mrc.ac.uk/) – UK

BACs, PACs, and YACs

• TIGEM (http://www.spr.it/iger/home.
html) – Italy

• Research Genetics (http://www.resgen.
com/) – USA

• Genome Systems (http://reagents.
incyte.com/) – USA

BACs and PACs

• Sanger Center (http://www.sanger.
ac.uk/HGP/) – UK

• Pieter de Jonge’s lab (http://www.chori.
org/bacpac/) – USA

Genome databases are also avail-
able on the web for other species
such as: http://bos.cvm.tamu.edu/bovg
base.html (cattle), http://ratmap.gen.gu.
se/DownloadGeneData.html (rat), and
http://www.ncbi.nlm.nih.gov/entrez/qu
ery.fcgi?db=unigene (EST data for mouse,
cow, zebra fish, clawed frog, fruit fly, and
mosquito as well as wheat, barley, maize,
and cress) as sources for genomic clones
for FISH mapping.

2.2
Probes for FISH Mapping

The probes for FISH range from chemi-
cally synthesized oligonucleotides to total
genomic DNA. Typically, DNA sequences
used for FISH mapping should be of
such a size and nature as to be read-
ily visualized by a fluorescence reporter
molecule under a 60 or 100× objective of
an epifluorescence microscope. The two
most common single-copy probes used
in mapping experiments are cloned ge-
nomic sequences (YACs, BACs, PACs,
cosmids, and plasmids) and enzymati-
cally amplified unique sequences of cD-
NAs and expressed sequence tags. In
all cases, the probe purity, type, and
size are critical considerations for opti-
mal mapping results. The degree of probe
purity required is dependent on the la-
beling method to be used. The type and
size of probe affects the labeling ap-
proach, prehybridization treatment, and
detection method.

2.2.1 Genomic DNA Probes
Cloned single-copy genomic probes range
in size from ∼5 kb (plasmids) to ∼1 Mb
(YACs) and their signal strength is usu-
ally directly proportional to their size.
Genomic probes can be labeled by nick
translation or PCR and are visualized by
direct or indirect labeling (see Sect. 2.3).
Since genomic probes consist of contigu-
ous genome sequences, they contain both
unique sequences specific for the gene
or marker, and commonly repeated se-
quences (SINEs/alu, LINEs) interspersed
throughout the genome. In order to vi-
sualize the chromosomal location of the
unique genomic sequences, with minimal
nonspecific hybridization background, the
common repeat sequences must be sup-
pressed or blocked prior to hybridization.
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This is achieved by preannealing the probe
DNA with competitor total DNA or Cot-1
DNA of the same species. Cot-1 DNA is
genomic DNA enriched in the commonly
repeated genome sequences that is com-
mercially available but only for human or
mouse. This suppression hybridization ap-
proach is essential for mapping genomic
probes to their unique location on target
chromosomes.

Among the single-copy genomic probes,
BACs and PACs are used most frequently
for FISH mapping due to the availability
of BAC and PAC libraries, their stability,
and appropriate insert size (100 to 200 kb)
for easy visualization. YACs must be
checked for chimerism prior to use as
they tend to be unstable and have a
high rate of noncontiguous coligated insert
sequences. Consequently, caution must
be taken when using YACs for mapping
purposes.

Other genomic probes important in
FISH applications in molecular diagnos-
tics, human cytogenetics, and genomics
that also have mapping related functions
include total genomic DNA used in com-
parative genomic hybridization (CGH) and
chromosome painting probes. The appli-
cation of these probes and their role in
genome mapping will be discussed in
Sect. 6. Satellite tandem repeat probes
recognizing chromosome-specific tandem
repeat sequences in the chromosomal
centromeric and telomeric regions can
be used in conventional and quantita-
tive FISH mapping studies to identify
specific chromosomes and measure telom-
eric repeats.

2.2.2 Unique Sequence cDNA and EST
Probes
Unique sequence probes are smaller
(<5 kb) than genomic probes and contain
only expressed exonic sequences. These

probes do not require blocking of common
repeat sequences by Cot-1 DNA. As these
probes contain noncontiguous genomic
DNA sequences, their signal strength is
related to the size and structure of the gene
target and thus can be unpredictable. The
transcribed (expressed) sequences within
a gene may comprise a number of large
contiguous exons or a number of short,
widely separated exons. The former con-
figuration would have a higher likelihood
of producing a visible signal compared
to that of the latter for the same sized
cDNA probe. Thus, both the size and or-
ganization of the gene can determine the
mapping results and should be tested on
an individual basis. In general, cDNA or
EST probes are best visualized by indirect
labeling techniques and tyramide amplifi-
cation detection methods (see Sects. 2.3.2
and 4.3)

2.2.3 Synthetic Oligonucleotides
Chemically synthesized oligonucleotides
are usually too small to be visualized as
unique sequence probes in mapping stud-
ies. However, they can be used for detec-
tion of high-frequency tandem repeat se-
quences such as those found in alpha satel-
lite, telomeric, and Alu repeats present in
centromeres, telomeres, and chromosome
bands. These probes can be important in
determining the chromosome-specific lo-
cation of single-copy probes, and as an
alternative to chromosome banding (see
Sect. 4.3.1), especially in species other than
human or mouse. Specialized artificial
peptide nucleic acid (PNA) probes that
have a polyaminoethyl glycine backbone
replacing the pentose-phosphate backbone
have the advantage that they bind DNA
more stably at low salt concentrations.
These probes have been useful in quan-
titative examination of telomeric repeat
sequence lengths.
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2.3
Probe Labeling

2.3.1 Purification
Prior to labeling, the starting probe
DNA must be purified. The labeling
method determines the extent of the
required chemical purity of the probe.
For preparations to be labeled by nick
translation, DNA purification procedures
are required for removal of RNA, which,
if present, would result in significant
nonspecific background. PCR labeling
methods do not require the same purity
of DNA. If cloned probes are being
used, it is usually not necessary to
remove probe DNA inserts from the
host vector DNA prior to labeling since
vector DNA does not reduce the labeling
efficiency of insert DNA and will not
hybridize to mammalian DNA targets.
Cloned genomic probe preparations are
most often isolated and purified using
standard CsCl or alkaline lysis procedures,
or commercially available kits (Qiagen,
Roche Diagnostics).

2.3.2 Labeling Methods
The goal of labeling a probe for FISH
is to both incorporate labeled nucleotides
into the DNA and to produce short
DNA fragments of 100 to 500 bp. This
fragment size allows probe access to
target chromosomal DNA while main-
taining high specificity. Longer frag-
ments can result in reduced target ac-
cess, producing reduced specific sig-
nal and increased background. Shorter
fragments usually require reduced strin-
gency wash conditions and may result
in significant nonspecific chromosomal
background.

Nick translation, the preferred method
of labeling for most genomic probes,
both introduces a labeled nucleotide into

the probe DNA, and cuts the DNA into
appropriate fragments. Nick translation
combines a DNase I enzyme, which
randomly nicks single strands of the
DNA template producing available 3′ends,
with Escherichia coli DNA polymerase I,
which both removes nucleotides by its
5′-3′ exonuclease activity and incorpo-
rates nucleotides at the available 3′ ends
by its 5′-3′ polymerase activity. The la-
beling mixture consists of probe DNA,
the enzymes DNAse 1 and DNA poly-
merase 1, a dNTP mixture and a fluor,
aminoallyl, or hapten-coupled nucleotide
(Table 1), usually in final volume of 100 µL
or less. The reaction mixture is placed
in a 15 to 16 ◦C water bath, for 1.5 to
2 h or longer depending on the labeled
nucleotide being incorporate. Following
incubation, the reaction is placed on ice
and the size of the labeled fragments
checked by electrophoresis on a 1.5 to
2% agarose minigel containing ethidium
bromide. A standard sizing ladder should
be included in the run. Samples can be
heat-denatured prior to loading on the
gel, but this is not necessary. If the frag-
ment size is too large, the reaction can
be continued with further incubation; if
the fragment size is too small, the la-
beling procedure must be repeated for
a shorter time. If the fragment size is
within the correct range, the reaction is
stopped by addition of 0.5 M ethylene-
diaminetetraacetic acid (EDTA), pH 8.0.
High prime or random primer labeling is
another less popular approach that may
provide a higher efficiency of labeled nu-
cleotide incorporation, but fragment size
cannot be well controlled, and further di-
gestion by DNase I is often required. PCR
labeling using specific primers can be
performed when amplifying DNA from
any source, but requires some knowl-
edge of the probe sequence. Alternatively,
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Tab. 1 Common fluors and haptens for FISH.

Peak wavelengths
[nm]

Excitation Emission

Fluor
Fluorescein (FITC) 494 518
Alexa fluor 488 495 519
Cyanine Cy2 492 510
Oregon green 488 496 524
Spectrum green 497 524
Tetramethylrhodamine(TRITC) 550 570
Indocarbocyanine Cy3 550 570
Alexa 546 556 573
Spectrum orange 559 588
Texas red 596 620
Alexa 647 650 668
Indodicarbocyanine Cy5 650 670

DNA counterstaina,b

4′-6-diamidino-2-phnylindole (DAPI) 365 450
Propidium iodide (PI) 540 615
Hoechst 33258 360 465
Chromomycin 445 570
Quinacrine 455 495

Haptens
Biotin
Digoxigenin (DIG)
Dinitrophenyl aminohexanoic acid (DNP)
Bromodeoxyuridine (BrdU)

aDye/DNA complex.
bSpectral properties are dependent on dye/DNA ratio, and ionic strength
and pH of the dye solution.

using degenerate oligonucleotide primer
(DOP)-PCR, complex probe libraries such
as chromosome-specific painting probes
can be prepared and labeled by incorpo-
ration of fluor, hapten, or amine group-
derivatized nucleotides.

The type of labeling usually depends
on the size of the probe and/or the
target.

1. Direct labeling: Single-copy genomic
probes such as PACs, BACs, or YACs
that are >100 kb, and probes for large

targets such as alpha satellite repeats,
can usually be detected by the direct
labeling approach. Fluorochrome-
coupled or aminoallyl-derivatized nu-
cleotides that bind amine reactive flu-
orescent dyes can be obtained com-
mercially or prepared in the labora-
tory and are incorporated into probe
DNA by nick translation, sequence-
specific PRC, or DOP-PCR label-
ing. Fluorochrome-labeled DNA probes
usually do not require further detec-
tion/amplification systems, however,
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antibodies directed against some fluors
are available if further amplification is
required.

2. Indirect labeling: Unique sequence
cDNA, EST, and smaller genomic
probes (cosmids and plasmids) are too
small to be visualized directly and
require some form of amplification.
These probes are best labeled with
a hapten such as biotin or digoxi-
genin (DIG), which must be further
reacted with a fluorescent reagent to
be visualized. DNA probes labeled with
biotin or DIG-conjugated nucleotides
require secondary detection systems
involving fluorochrome-labeled avidin
or anti-DIG antibodies. In general, al-
though direct labeling is usually a
longer process then indirect label-
ing, detection is significantly expedited.
The most common fluors and haptens
used for FISH mapping are shown in
Table 1.

2.3.3 Postlabeling Purification and Storage
Following the labeling process, the labeled
DNA is purified by ethanol precipitation
or with spin columns. Addition of car-
rier DNA (salmon or herring sperm DNA)
or glycogen increases the yield of DNA
during ethanol precipitation and reduces
nonspecific background binding to both
the target DNA and the glass slide. Ge-
nomic probes also require suppression
hybridization with competitor Cot-1 or
genomic DNA to block the common in-
terspersed repeat sequences present (see
Sect. 2.2.1). Following precipitation, the
probe is centrifuged, washed with cold
70% ethanol, recentrifuged, and air-dried.
The DNA pellet can be left as a dry pel-
let or resuspended in distilled water, Tris
EDTA (TE) buff, or hybridization buffer
and stored at −20 ◦C.

3
DNA Targets for FISH Mapping

3.1
Metaphase Chromosomes

Metaphase chromosomes have been
widely used to assign a chromosomal
map location to the many genes and
DNA sequences (both human and other
species) arising from the human genome
project. Genomic DNA in the form of
metaphase chromosomes is in its most
condensed state and mapping resolution is
limited to interprobe distances of >1 Mb.
Localization of a single labeled probe on a
chromosome can be determined by either
the relative position of the signal along
the length of the chromosome, or by its
localization within a specific chromosomal
band. Relative positioning is achieved
by measuring the distance between the
telomeric end of the p arm (pter) and the
probe as a fraction of the total chromosome
length (Flpter, or fractional length from
the pter). Difficulties with this approach
include nonuniform condensation along
the chromosome and the presence of
repeat sequence length polymorphisms in
different individuals. This method has, for
the most part, been replaced by band or
subband localization.

Reproducible banding patterns unique
for each chromosome have been developed
using DNA staining procedures. Banding
techniques that allow simultaneous visual-
ization of the probe signal and the banding
pattern provide an efficient and precise
approach to metaphase gene mapping.

Multicolor probes can be used to visual-
ize the order of several genes or markers
along metaphase chromosomes. The la-
beled probes must be separated by at
least 1 Mb to be distinguished, but since
most chromosomal bands are several Mb



Gene Mapping by Fluorescence In Situ Hybridization 147

in width, ordering probes within a single
band can be accomplished by this mul-
ticolor FISH. Mapping to telomeric and
centromeric regions should be performed
with caution and verified by other ap-
proaches, as chromatin folding in these
regions tends to produce artifacts and or-
der changes.

3.1.1 Metaphase Chromosome
Preparation
The most common source of human and
large mammal metaphase chromosomes
suitable for gene mapping is mitogen-
stimulated short-term cultures of periph-
eral blood lymphocytes. Amniocyte cul-
tures, fibroblasts, lymphoblasts, and cell
cultures can also produce good results.
For mouse and rat, bone marrow, spleen,
lymph nodes, and thymus are commonly
used for chromosome preparation. For
precise mapping, high quality, well-spread
chromosomes with distinct banding pat-
terns are essential. Preparation of mapping
quality metaphase chromosomes is based
on minor modifications of standard cyto-
genetic techniques. Cell synchronization
may be required for some types of band-
ing (see Sect. 4.3.1) and usually enhances
the number of cells in metaphase, how-
ever, it is generally not necessary for most
mapping situations.

There are four basic steps involved in the
preparation of metaphase chromosomes
from cultured cells:

1. Stimulation of peripheral T lympho-
cytes by the mitogen phytohaemagglu-
tinin (PHA).

2. Inhibition of cell cycle by addition of a
mitotic spindle inhibitor (colcemid) to
arrest the cells in metaphase, that is,
when the genomic DNA is condensed
into chromosomes.

3. Hypotonic swelling of the cells to
reduce cytoplasm and enhance chro-
mosome spreading.

4. Fixation to inhibit further swelling,
arrest cell function, and preserve good
cell morphology.

The following comments pertain to hu-
man cells, but can easily be adapted
to other species. Heparanized periph-
eral blood should be cultured within
three to four days of collection in a
medium containing 1% PHA to stimu-
late the division of T lymphocytes. When
the cultured cells reach maximum mi-
totic activity (within 60–70 h), addition
of colcemid for 20 to 30 min prior to
harvest disrupts spindle formation and
arrests the cells in metaphase. In this
phase of the cell cycle, the nuclear mem-
brane disintegrates, allowing the chromo-
somes to disperse within the cell. Pro-
duction of good metaphase chromosome
spreads depends on both the concen-
tration of colcemid and the length of
exposure. Too long a treatment results in
short, condensed chromosomes and tight
metaphases unsuitable for mapping pur-
poses. Some protocols for preparation of
murine chromosomes omit colcemid al-
together. For adherent cells, subculturing
48 h and feeding 24 h prior to harvest at
50 to 80% confluence can enhance the
mitotic index, and addition of colcemid
for a longer time (4–6 h to overnight) is
suggested for optimal metaphase chromo-
some production.

If cell synchronization is required,
methotrexate (amethopterin) can be added
to growing cells. Methotrexate inhibits
incorporation of thymidine into DNA,
thus arresting the cells in early S-phase.
Following the removal of the S-phase
block and addition of thymidine or its
derivative bromodeoxyuridine (BrdU), the
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cells resume DNA synthesis and proceed
through the cell cycle in a synchronized
manner. Substitution of BrdU is used
when replication banding is required (see
Sect. 4.3.1).

Harvested cells are swollen with a hy-
potonic solution of KCl or medium to in-
crease fragility and lyse any remaining red
blood cells. The loss of nuclear membrane
results in the release of chromosomes
throughout the enlarged cells facilitating
their dispersion. The cells are slowly fixed
in methanol:glacial acetic acid to enhance
nucleoprotein cross-linking and gradually
dehydrate the cells, preserving them in
the swollen state. Proper fixation is criti-
cal for good chromosome morphology and
attachment to the slides. Improperly fixed
cells may result in cell contraction and
poorly spread tight chromosomes. Over-
fixation can result in probe and reagent
penetration problems, whereas underfixa-
tion may result in loss of chromatin and
chromosome morphology. The fixed cells
can be stored as pellets in tubes containing
fixative at −20 ◦C for several months. Re-
suspension in fresh fixative prior to each
use, and minimizing exposure to room
temperature air prevents evaporation of
methanol and fixative esterification due
to uptake of moisture. The fixed cells are
dropped onto clean, wet glass slides and
allowed to run down the slide held at a
45◦ angle, and dried. Metaphase spreads
should be aged at room temperature for
at least two days before being used for
FISH mapping. Slides can be stored at
room temperature up to four weeks, or
for several months at −20◦ in a sealed
dry container.

Preparation of high-quality metaphase
spreads with clear banding resolution suit-
able for mapping studies is dependent
on many factors. Colcemid treatment and

fixation, humidity, temperature, and dry-
ing time are all critical steps during
slide preparation and affect chromo-
some spreading, morphology, and the
degree of residual cytoplasm present on
the slides. Residual cytoplasmic proteins
and RNA can increase background and
reduce visualization of signal. Under
ideal conditions of temperature, humid-
ity, and drying time, when viewed under
a phase-contrast microscope, cytoplasm
should not be visible and chromosomes
should be dark gray with sharp bor-
ders. The use of commercially available
controlled environment chambers has sig-
nificantly improved the standardization of
slide making.

3.2
Interphase Nuclei

Interphase nuclei mapping provides im-
proved resolution for ordering probes
situated too close to each other to be dis-
tinguished on metaphase chromosomes.
Since the folding of DNA in somatic
interphase nuclei is about 20× less
than that found in metaphase DNA, the
mapping resolution is increased to 50
to 100 kb, compared to 1 to 3 Mb in
metaphase DNA. In certain regions of
the genome, the distance between probe
signals in interphase nuclei are propor-
tional to their genomic distance, with a
linear relationship existing between the
mean square of the distance (≤1.5 µm)
and the genetic distance (<1–2 Mb).
Since probes separated by >1 to 2 Mb
do not follow this relationship because
of chromatin looping, mapping such
probes may result in incorrect distance
measurements.

Somatic interphase mapping does not
provide information on chromosomal
banding localization or location relative
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to the centromere or telomere region.
Probe order, however, can be determined
by two approaches: in the first approach,
three or more probes labeled with a sin-
gle fluor can be ordered on the basis
of distance measurements (mean-square
distance) of pairwise hybridization exper-
iments provided they are in the 50 kb
to 1–2 Mb range. Use of probes with a
high hybridization efficiency and evalu-
ation of ≥100 nuclei are necessary for
statistically accurate mapping results us-
ing this method. In the second approach,
three probes, each labeled with a differ-
ent fluor, or combination of fluors, can be
hybridized simultaneously and the visual-
ized order of signals can be examined in
at least 50 nuclei.

The use of pronuclei, produced by the in
vitro fusion of hamster eggs with hamster
or human sperm, can further increase
interphase mapping resolution by ∼3
times as they have a diameter of ∼50 µm
compared to 10 to 20 µm for somatic
interphase nuclei. Thus, a resolution of
20 to 25 kb can be achieved.

3.2.1 Interphase Nuclei Preparation
Interphase mapping is best performed
on G0/G1(2 N) fibroblast nuclei grown to
confluence to reduce the number of G2 (4
N) nuclei. The presence of G2 nuclei in
uncultured preparations (peripheral blood
lymphocytes) makes results more difficult
to interpret. Fibroblast nuclei are large and
flatten well following hypotonic treatment
allowing visualization of signals on the
same plane of focus. Fibroblasts grown
under standard culture conditions until
they reach confluence should be left for a
further 6 to 7 days at 37 ◦C until no mitotic
cells are observed. The cells are washed in
a citrate saline solution, trypsinized, and
collected by centrifugation. The pelleted
cells are then treated with a hypotonic

solution of KCl or medium, fixed with
careful addition of 3 : 1 methanol : glacial
acetic acid, and stored as a pellet at
−20 ◦C as described for the preparation of
metaphase chromosomes. The fixed cells
are dropped onto clean glass slides and as
the fixative evaporates, the cells flatten.
The cell concentration should be such
that there are sufficient nonoverlapping
nuclei for adequate analysis. The air-
dried slides can be stored at room
temperature for up to four weeks or
longer at −20 ◦C in a sealed container
containing desiccant.

3.3
Chromatin and DNA Fibers

High-resolution fiber FISH methodology
was developed as a result of the de-
mand arising from the Human Genome
Project. In order to group the increasing
number of genes being mapped during
the early 1990s, and to provide order
within the same chromosomal region
(or band), a high-resolution mapping ap-
proach was developed. High-resolution
mapping has allowed for the construction
of a finely integrated genetic and physical
map, forming the foundation for the se-
quencing phase of the Human Genome
Project.

As mentioned earlier, signal resolution
using metaphase chromosomes is sig-
nificantly limited. Chromatin fibers are
highly compacted, and a single, small
chromosomal band can contain up to
a few Mb pairs of DNA, and include
many genes. To take advantage of the less
compacted status of chromatin, method-
ologies have been developed to produce
released chromatin or DNA fibers for di-
rect visualization. Originally named ‘‘free
chromatin FISH,’’ fiber FISH has demon-
strated the feasibility of FISH signal
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detection on extended chromatin fiber
for chromosomal structure analysis and
physical mapping. A variety of modifica-
tions to improve the original methodology,
such as increasing the mapping resolu-
tion, simplifying the fiber preparation,
reducing the length variation of released
fiber, quantifying the measurements of
FISH signals, performing multiple-color
detection, and combining DNA-protein
and codetection using released fibers
quickly followed. Various names corre-
sponding to the methods of fiber prepara-
tion include: extended chromatin or DNA
fiber FISH, elongated chromatin FISH,
DNA halo FISH, individual stretch DNA
molecule FISH, direct visual hybridization
(DIRVSH), quantitative DNA fiber map-
ping, and molecular combing. The original
and alternative approaches are now col-
lectively referred to as high-resolution
fiber FISH.

3.3.1 Fiber FISH Target Preparation
The released fibers can be categorized
as either chromatin fiber or DNA fiber
according to the preparation protocols
and the morphological features following
DNA staining. However, in many cases,
mixtures of both types of fibers are
produced. Generally speaking, the harsher
the releasing conditions, the more DNA
fiber will be generated. Chromatin fiber
can be further released into DNA fiber
by changing the release conditions to
strip chromatin proteins. Fibers that are
generated from cloned DNA fragments
or the molecular combing procedure will
generate no chromatin fibers.

Each type of fiber has advantages and
disadvantages in terms of resolution and
coverage. The resolution of chromatin
fiber FISH is around 20 kb with coverage
up to a few megabases; the ideal range
to study larger regions of the genome in

detail. In contrast, resolution of DNA fiber
FISH is a few kb with coverage around 200
to 500 kb, which is best suited to a small
area requiring the highest resolution.
Thus, it is necessary to choose the type of
fibers according to the desired resolution
and coverage. Often, a combination of both
types of fiber is desirable. It should be
noted that the use of chromatin fiber has
a unique benefit based on the following
two considerations. Chromatin fiber may
be more useful than DNA fiber when
a high-resolution approach is required
to study DNA–protein complexes. In
addition, when comparing pattern or size
variations between homologous regions, it
is easier to trace individual cells using
partially released chromatin fiber than
DNA fibers.

Chromatin fiber preparation Chromatin
fiber preparation protocols are based
on effective release of chromatin fibers
without destroying the 30-nm chromatin
fiber structure. Four typical approaches
have been developed to achieve this
purpose: (1) chemical treatment to in-
terfere with chromosomal condensation;
(2) alkaline buffer or extensive hypotonic
treatments to lyse the nuclear envelope;
(3) accumulation of late G2 or early G1
phase cells to generate free chromatin;
and (4) physical stretching of the nuclei
with a cell centrifuge to produce chro-
matin fibers.

The chemical treatment method was the
original approach that was used to in-
crease the frequency of free chromatin.
Although the steps for this approach are
tedious when compared to other meth-
ods, an advantage is that different drugs
may be used to delineate the chromo-
some condensation process, an important
strategy to study the high-order structure
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of the chromosome. Preparation of chro-
matin fibers from cultured lymphocytes by
drug treatment is accomplished by cultur-
ing lymphocytes for 48 to 52 h followed
by short-term treatment with ethidium
bromide (EtBr), BrdU, or mAMSA. Har-
vesting chromatin fiber uses the same
standard protocols as for harvesting chro-
mosomes. After checking the chromatin
fiber density under phase-contrast mi-
croscopy, if it is determined that the fibers
are too crowded on the slide, the concen-
tration of the suspension can be adjusted
by adding more fixation solution. Once a
high-quality batch of slides is completed,
they should be air-dried at room tem-
perature for a day, and sealed in slide
containers with parafilm. Slides may then
be stored for several weeks at −20 ◦C. It
should be noted that irreversible damage
occurs to chromatin fiber slides that are
overdehydrated. Fixed free chromatin sus-
pensions can be stored at −20 ◦C for a
much longer time.

A second approach to increase the
amount of chromatin fiber uses protocols
designed to open the nuclear envelope. The
use of alkaline buffer to release chromatin
fibers from cultured cells is based on the
fact that nuclear lamins can be interrupted
by high pH treatment, destabilizing the
nuclear envelope, and rendering it suscep-
tible to rupture by hypotonic treatment.
Prolonged alkaline treatment can cause
breakage of the nuclear envelope without
hypotonic shock. Aliquots of a harvested
fresh cell suspension are transferred into
tubes containing alkaline buffer, and at
various time intervals (3 to 5 min), the al-
kaline treatment is terminated by adding
fixation solution followed by refixation.
The fixed cell suspension is dropped onto
slides and air-dried. Chromatin fiber den-
sity is checked using a phase-contrast
microscope and the concentration of the

suspension is adjusted accordingly. The
optimal alkaline treatment for each partic-
ular cell line has to be obtained empirically
using a brief screening test.

Generating chromatin fibers by this
approach is affected by many factors
including the length of treatment by the
alkaline buffer and the pH (10–11.5). In
general, a high pH over a longer period
of time promotes the lysis of nuclei. The
optimal combination for a given cell line
can be found by systematically varying
the conditions. Excessive treatment should
be avoided since it reduces the number
of useful chromatin fibers because of
aggregation that follows release from the
nuclei, and it can destroy the 300 Å
structure leading to the production of the
naked DNA fiber. Optimal results are best
obtained by fixing the chromatin fibers
quickly before they become aggregated
following the release from the nuclei. The
use of a small volume of alkaline buffer and
a large volume of the prefixation solution
is also a good way to avoid aggregation of
chromatin fibers.

A cytospin also works well for generating
chromatin fiber for many cell lines. Cells
are resuspended in CSK buffer, incubated
for a short time on ice, and then spun onto
a microscope slide using the cytospin. The
slides are then rinsed with fixation solution
and examined under a phase-contrast
microscope to determine the chromatin
quality. Optimal cell concentrations vary
for different types of cells and should be
adjusted accordingly.

It should be noted that different pro-
tocols and even the same protocol will
generate chromatin fibers with varied res-
olution, as it is difficult to control the
releasing process that consists of multi-
ple levels of DNA condensation. It is also
common to obtain a mixture of 30-nm
chromatin fibers and naked DNA fibers,
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or fibers between chromatin and naked
DNA including 10-nm chromatin fibers.
An important step for fiber FISH detection
is to include an internal marker probe of
a known molecular size. By cohybridizing
the probes in question with such a marker
(using contrasting differential color detec-
tion), the size of the marker can be used
to compare and measure the probes or
regions in question. As long as an in-
ternal marker probe of known length is
used, quantitative measurements can be
performed, allowing the comparison of dif-
ferent chromatin fibers. For other types of
analysis using fiber FISH where precise
mapping information is not necessary, the
use of a known marker for measuring
purposes is not needed.

DNA fiber preparation Protocols for pre-
paration of released DNA fibers fall into
the following four categories: (1) complete
release of DNA using detergent/alkaline
treatment then linearizing fibers by grav-
ity or by pulling with a coverslip;
(2) generation of DNA fiber from a
‘‘Halo’’ preparation by protein extraction;
(3) nuclear lysis and DNA release in a gel
block then linearizing fibers by a mechan-
ical or an electronic pulling force; and
(4) linearizing DNA molecules by molecu-
lar combing. Two protocols that are very
popular due to their simplicity and the
quality of fibers produced will be de-
scribed. The release of DNA fiber using
alkali and linearization of the fiber by me-
chanical ‘‘pulling’’ is one of the simplest
protocols to perform. Preparation of DNA
fiber by pretreating cells within gel blocks
and then mechanically ‘‘pulling’’ the fiber
reduces interference from other nuclei.
These two protocols should be useful as
they exemplify most cases and can serve
as a technical gate for additional protocols.

The first simple and popular method
for preparing DNA fiber is the method
of alkaline release and linearization of
the DNA using mechanical pulling. Cells
quickly fixed after hypotonic treatment
are dropped onto a slide and treated
with alkaline solution. One edge of a
coverslip is placed on the slide and the
coverslip is then pulled along the slide
from one end to the other. The slides
are ready for FISH after dehydration. The
duration of alkaline solution treatment
can be adjusted according to the desired
release, with a longer treatment resulting
in a greater amount of release from the
nuclei. By adjusting the release conditions,
this protocol can also be used to generate
chromatin fiber. The alkaline solution can
also be replaced with SDS-releasing buffer
as described by others.

The second popular way of fiber prepa-
ration utilizes pretreatment of cells within
gel blocks and mechanically linearizing the
fiber. Lymphocytes are embedded in low-
melting-point agarose and the resulting
blocks of cells are treated with proteinase
K and RNase A. A small piece of agarose-
embedded DNA is placed at the end of
a poly-L-lysine-coated slide. The slide is
placed in a microwave oven, heated until
the agarose melts, and the DNA is ex-
tended on the slide using a second slide
that is pulled across the DNA fiber slide
from one end to the other. The slide is
then air-dried.

The fiber FISH molecular combing
approach, that permits the stretching and
aligning of deproteinized DNA on a solid
surface, has recently drawn attention by
demonstrating its effectiveness to high-
resolution mapping. The advantage of
this DNA fiber preparation method is
the consistency of the length of prepared
DNA fibers, an essential element of
acceptable statistical analysis. Because of
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the requirements of specific computer
software and special instrumentation, this
application has been limited to only a few
research groups.

4
Denaturation, Hybridization, and Detection

4.1
Pretreatment and Denaturation

Prior to denaturation, pretreatment of
slides with RNase and/or Proteinase K may
be required to reduce signal background
due to nonspecific binding, and to increase
probe access to its target DNA. RNase
pretreatment is usually required when
using the counterstain propidium iodide,
as it stains both DNA and RNA.

In order for probe DNA to bind to its
homologous sequences on the target, both
must be denatured, that is, made single-
stranded. Denaturation of probe and target
DNA can be performed separately or
simultaneously. In either case, precipi-
tated labeled probe DNA (see Sect. 2.3.3)
is resuspended in a hybridization mix-
ture containing formamide and dextran
sulphate. Formamide destabilizes DNA
such that it dissociates at a more conve-
nient lower temperature than the normal
‘‘melting temperature.’’ This is critical
for maintaining target chromosome mor-
phology. The concentration of formamide
determines the stringency of the reac-
tion, and a higher concentration should
be used with repeat sequence probes to
minimize cross-reaction. As oxidation of
formamide can result in DNA depuri-
nation, it is critical that the formamide
be of high quality, deionized, and have
a pH of 7.0. Dextran sulphate changes
the void volume increasing the ‘‘appar-
ent’’ DNA concentration. If probe and

target are to be denatured separately, the
probe in hybridization buffer is placed
in a 75 ◦C water bath for 5 min (ge-
nomic probes) or a 95 ◦C water bath
for 10 min (unique and repeat sequence
probes). Probes containing unique or tan-
dem repeat sequences should be placed
immediately on ice and added to the target
as soon as possible. Probes requiring sup-
pression hybridization must be denatured
prior to the target DNA to allow for pre-
annealing of the competitor DNA to take
place. As discussed in Sect. 2.2.1, same
species competitor (Cot-1 or genomic)
DNA is added to any probe containing
interspersed repeats to suppress the bind-
ing of these sequences to the homologous
target repeat sequences. Slides contain-
ing the target DNA are denatured in 70%
formamide for 2 min at 70 ◦C and im-
mediately placed in ice cold 70% ethanol,
dehydrated in 90 and 100% ethanol, and
air dried. The denatured probe is then
added to the slide, covered with a cov-
erslip, sealed with rubber cement, and
incubated at 37 ◦C overnight in a humidi-
fied chamber.

Alternatively, codenaturation of probe
and target can be accomplished using a
modified programmed slide warmer or
PCR machine. The undenatured probe is
added to the slide, covered with a cov-
erslip, sealed with rubber cement, and
placed in the slide warmer set to 70
to 95 ◦C. Both probe and target DNA
are denatured simultaneously for 2 to
5 min, and the temperature is then ramped
down to 37 ◦C for hybridization. This
approach simplifies the denaturation pro-
cedure and minimizes handling of for-
mamide, a toxic teratogen. Codenaturation
is appropriate for probes not requiring
the preannealing hybridization suppres-
sion step.
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4.2
Hybridization

If probe and target DNA are denatured
separately, the denatured probe is placed
on the dried slide, covered with a coverslip,
sealed with rubber cement, and placed in
a humidified box in a 37 ◦C oven for hy-
bridization. This temperature is critical for
optimal hybridization. At temperatures be-
low 37 ◦C, lower stringency hybridization
can result, causing increased nonspecific
chromosomal background signal. Con-
versely, higher temperatures may reduce
signal intensity because of increased strin-
gency conditions. If the slides dry out dur-
ing this step, nonspecific background will
be increased significantly. Although most
probes are allowed to hybridize overnight,
centromeric alpha satellite probes and
some other larger genomic probes (BACs,
YACs) may produce sufficient signal for
visualization after 2 to 4 h. Hybridization
timing should be determined empirically
for individual probes.

4.2.1 Stringency Washes
Following hybridization, unbound DNA
sequences are removed by washing with
a solution of slightly higher stringency
than that used for the hybridization. Strin-
gency is determined by a combination
of formamide concentration, temperature,
and salt concentration. Varying any one of
these will alter the stringency. Increasing
the temperature and formamide concen-
tration or lowering the salt concentration,
all result in a higher stringency and re-
quire a more exact matching of probe
and target sequence (lower % mismatched
base pairing). Stringency conditions of hy-
bridization and washing are key factors in
optimizing the signal-to-noise ratio. If the
stringency is too high, the background may
be clean but may result in a weak signal; if

the stringency is too low, high nonspecific
background may obscure the true signal.
Stringency conditions vary with the type
of probe and target, and should be opti-
mized for each mapping condition. The
most common wash protocols use either a
50% formamide wash at a low temperature
of 42 to 44 ◦C or a high temperature wash
without formamide at 72 ◦C in 1 to 2x SSC
(saline sodium citrate). Following the wash
step, the slides can be counterstained and
viewed immediately (direct labeled probes)
or processed further for detection (indirect
labeled probes).

4.3
Detection

Probes that have incorporated a fluores-
cently labeled nucleotide directly into the
DNA sequence (direct labeling) can be de-
tected immediately after the stringency
wash and are thus the simplest to use.
Biotin-labeled probes (indirect labeling)
can be detected with reporter molecules
such as avidin or streptavidin labeled
with a fluorochrome. Signal amplifica-
tion is achieved by addition of biotinylated
anti-avidin/streptavidin antibody and an-
other round of avidin/streptavidin labeled
with fluorochrome. Similarly, DIG-labeled
probes can be detected with an anti-DIG
antibody followed by a DIG-labeled sec-
ondary antibody specific for the primary
antibody and an anti-DIG antibody la-
beled with fluorochrome. Both systems
work well for most probes. Although
theoretically the number of rounds of
amplification can be increased several
times to enhance the signal, in reality,
after one or two rounds, the nonspe-
cific background increases substantially
and lowers the signal-to-noise ratio. In-
stead, for weak signals or very small DNA
probe sequences (≤1 kb), another signal
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amplification approach, termed tyramide
signal amplification (TSA) or catalyzed re-
porter deposition (CARD) amplification, has
been developed on the basis of the reaction
of horseradish peroxidase and tyramine.
A peroxidase-labeled hapten or antibody
specific to the labeled probe is added to
the bound probe, followed by biotinylated
tyramine. The reaction of tyramine and
peroxidase results in precipitation of a
large number of biotin molecules at the
site of probe hybridization. Biotin is then
readily detected by fluorochrome-labeled
avidin. This has resulted in successful lo-
calization of probes <1 kb in size.

Following the detection steps, slides can
be counterstained directly or kept in the
dark for 1 to 2 days at 4 ◦C in a 0.1 M
phosphate buffer, pH 8.0 containing a
detergent (0.05% NP-40). Slides should not
be allowed to dry out before addition of the
counterstain.

4.3.1 Counterstaining and Banding
The aim of physical mapping by metaphase
FISH is to identify the specific chromo-
somal band to which the sequence is
localized. This requires a method of vi-
sualizing both the gene or DNA sequence
and the chromosomal bands simultane-
ously. Chromosomal bands range from 3
to 10 Mb in width and the number of
bands per chromosomal spread can vary
from 500 (low resolution) to 1000 (high
resolution). Bands are named according
to ISCN nomenclature and are numbered
from the centromere to the telomere on
each chromosome arm.

Several DNA binding dyes are available
for staining chromosomes, some of which
produce banding patterns similar to those
produced in classical cytogenetics by the
absorption dye Geimsa (G-banding). The
two most common dyes (counterstains)
used for chromosome banding following

in situ hybridization are 4′,6′-diamidino-
2-phenylindole (DAPI) and propidium io-
dide (PI). Other fluorescent DNA stains
such as Hoechst 33258(QFH banding),
quinacrine (Q banding), or a combina-
tion of chromomycin A3 and distamycin
A (R banding) are infrequently used.
Banding can also be achieved by cohy-
bridization of PCR labeled long or short
interspersed repetitive sequences (IRS)
LINEs and SINEs (G-bands) or Alu (R-
bands) repeat sequences.

DAPI binds to AT minor groove double-
stranded DNA sequences and produces a
reverse G-banding pattern with bright blue
bands corresponding to AT rich, gene-poor
regions and dark bands corresponding to
GC and gene-rich DNA regions. Further
treatment of DAPI-stained chromosomes
with actinomycin D, or cell synchroniza-
tion and incorporation of the thymidine
analog BrdU into the late replicating DNA
may enhance banding patterns in cases
where the bands are not sufficiently dis-
tinct. Using software such as Adobe Pho-
toshop to electronically invert grayscale
images of DAPI-banded chromosome to
the conventional G-banding pattern is also
a convenient approach to chromosome
identification. DAPI stain requires exci-
tation by UV light and thus must be used
with microscope systems that have a UV
light source.

PI is a nonspecific double-stranded
DNA and RNA intercalating (binding) dye
that can produce an R (reverse)-banding
pattern on metaphase chromosomes when
cells in culture are synchronized by a
thymidine block and then released from
the block in the presence of BrdU. BrdU is
then incorporated into the late replicating
DNA (G positive, AT rich bands). Staining
with Hoechst 33258 followed by UV
irradiation reduces the PI staining of these
bands, resulting in bright red staining
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of the early replicating CG-rich R-bands
and dark staining of late replicating G-
bands. High-quality banding is dependent
on appropriate synchronization, and the
timing of the block release and cell harvest.

The choice of counterstain is in part de-
termined by the fluorochromes used to
label the probes being mapped. Probes la-
beled with red fluors such as TRITC, Texas
red, spectrum Orange, Cy3 should not be
used with target DNA counterstained with
the red dye PI. DAPI can be used with both
red and green fluorochromes and does not
require cell synchronization for metaphase
chromosome preparation. When using ei-
ther counterstain, too strong a stain can
obscure the banding pattern or result in
a weakened probe signal. Both counter-
stains can be used on interphase nuclei
and fiber FISH targets.

In order to preserve signal fluores-
cence, antifade chemicals such as ρ-
phenylenediamine dihydrochloride have
been developed to decrease fading caused
by exposure to UV light. Antifade is usu-
ally combined with the counterstain and
added to the slides after the detection
step.

5
Microscopy and Image Analysis

Accurate mapping of genes by FISH is
dependent on the spatial and spectral
characteristics of the epifluorescence mi-
croscope, the sensitivity of the camera
for capturing and recording images, and
the digital-imaging resolution for analy-
sis. High-quality epifluorescence micro-
scopes equipped with a properly aligned
high-intensity light source designed for
high-light collection power (detection sen-
sitivity) are essential for mapping analyses.
The three commonly used light sources are

mercury lamps, xenon lamps, and lasers.
Mercury arc lamps are used most fre-
quently as their emissions are similar to
the excitation peaks of many commonly
used fluors (254–646 nm). Xenon lamps
tend to give a more even excitation across
the 250- to 1000-nm range and are most
useful with fluors excited above 700 nm.
Both mercury and xenon lamps require
filter sets that control the wavelength of
light reaching the fluor. The most com-
monly used laser sources for FISH, argon
ion lasers (emission 488 and 514 nm), and
helium-neon lasers (emission 543, 594,
and 633 nm), do not require excitation
filters and only have a narrow range of
emitted light, thus limiting their use to a
restricted number of fluors.

The objective lenses must be of the
maximum numerical aperture possible, of
low self-fluorescing UV transmitting glass,
and demonstrate minimum spherical and
chromatic aberrations (apochromatic) to
produce optimal sensitivity of fluorescent
signal visualization. It is useful to have
a range of objective magnifications – dry
10× and 20× for scanning metaphases
and nuclei, and oil 60x and 100x for visu-
alization and localization of the signal. A
nonfluorescing oil must be used for the
high-power objectives. Mixing oils from
different sources may cause cloudiness,
and use of oil stored for long periods
of time can result in increased autoflu-
orescence, both of which reduce signal
visualization.

The interference filters should pos-
sess low autofluorescing properties and
be properly aligned to reduce unwanted
reflections. Filter sets for viewing fluo-
rescence signals and counterstained chro-
mosomes are determined by the fluo-
rochromes that are being used and the
type of mapping being performed. To
map a single probe, narrowband pass
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filters, which have optimized peak excita-
tion and emission wavelengths for a single
fluorochrome, are used to provide max-
imum signal intensity. Wideband pass
filters are used in relational mapping to
view two (dual-band pass) or three (triple-
band pass) colors simultaneously. These
filters result in a reduction of individual
signal intensity due to ‘‘bleed through’’
of emission signals. The mechanism of
switching excitation and emission filters
to visualize the different fluors sequen-
tially has been a critical issue for mapping
with respect to proper alignment of signal
with exact chromosomal location. Careful
matching and mechanical adjustment, and
use of internal reference microspheres,
multiband pass filters, or automatic filter
wheels have all been employed to min-
imize image shifts. Currently, automatic
computer-controlled filter wheels and soft-
ware packages that enable the capture of
real-time images are used to minimize this
registration problem.

Direct visualization of signals from
small single-copy or unique DNA se-
quences is often difficult, even at high
magnification (100x oil). Cooled charged-
couple device (CCD) cameras are used for
fine mapping studies as they provide ex-
cellent sensitivity, spatial resolution, and
linearity with high dynamic range (12–16
bit). Cooling CCD cameras to minus 38 ◦C
reduces dark current noise and back-
ground signals caused by the camera
itself. Most high-resolution CCD cam-
eras are cooled monochrome cameras that
capture grayscale images based on light
intensity. Grayscale images must be cap-
tured separately for each fluorochrome and
transferred into an image analysis soft-
ware program such as Adobe Photoshop
for addition of color and merging. Modi-
fied color CCD cameras are also available,
however, the spatial resolution is limited

in the single-chip color CCD cameras with
the result that some signals may be missed.
The use of these cameras with real-time
image capture and dual or triple filters
eliminates the need for merging images.
Further, image software has developed
rapidly over the past decade and now
facilitates quantitative FISH, automatic
image focusing, acquisition at multiple
wavelengths, visualization of multicolor
probes, multicolor pseudocolor simulta-
neous imaging, enhancement of DAPI-
banded chromosomes, chromosome clas-
sification, slide location of cells, fluo-
rescence intensity, morphometry, image
storage, and many forms of data tabulation
making FISH mapping and FISH-based
analyses more feasible in research and
clinical laboratories.

6
Applications

The main function of gene mapping by
FISH is the precise physical localization
of genes of known biological activity. Al-
though many genes and DNA sequences
can now be positioned using in silico
methods and the vast information avail-
able in the genome databases discussed
in Sect. 2.1, visual verification is often
required to finalize and verify the pre-
cise chromosomal location. Thus, FISH
has played an important role in posi-
tional cloning as it is the most direct way
to map and order DNA clones within a
chromosomal band. To date, thousands of
genes and markers obtained by standard
cloning approaches have been mapped by
FISH. FISH has also provided an effec-
tive approach for anchoring YAC and BAC
contigs within a chromosomal band.

The resolution of FISH mapping de-
pends on the degree of target DNA
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condensation, and spans several orders of
magnitude ranging from 1 to 3 Mb on
metaphase chromosomes, 50 to 100 kb in
interphase nuclei, 20 to 50 kb on chro-
matin fiber, and 1 to 5 kb on DNA fibers.
The type of target DNA used for FISH map-
ping will depend on the type of information
required (see Table 2). Aspects of these
three levels of gene mapping by FISH are
presented in the following sections.

6.1
Metaphase Mapping

6.1.1 Single-copy Genes
Metaphase chromosomes present the
most compacted form of DNA and
thus provide the least-sensitive map-
ping resolution (1–3 Mb). Metaphase
mapping has provided a subchromoso-
mal banding localization for single-copy
genes, viral insert sites, specific break-
points, and regions of amplification or
deletion. FISH mapping on metaphase
chromosomes also orients genes relative to

chromosome centromeres and telomeres.
Key to metaphase FISH mapping is iden-
tification of true signal, the hallmark of
which is a doublet signal on each chromo-
some (one per chromatid) of a homologous
pair (see Fig. 2). The doublet signals must
be visualized consistently at the same
band location in each metaphase spread.
The number of metaphase chromosomes
needed to establish a chromosomal lo-
calization is determined by hybridization
efficiency (% metaphases showing two
pairs of consistent doublet signals). Hy-
bridization efficiency is determined by
the type and size of both probe and
target DNA. Genomic BACs and PACs
usually hybidize with >90% efficiency re-
quiring analysis of 15 to 20 high-quality
banded chromosomes. Smaller genomic
probes (<10 kb) and cDNAs may show
<20% hybridization efficiency and thus
require analysis of more chromosomes
(25–50).

Visualization of cDNAs can vary with the
size of the target gene and its intron/exon

23

Chromosome 8
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12

23

12

11.1

21.1

21.3
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Fig. 2 Metaphase FISH mapping of a single-copy probe. Biotinylated DNA PAC probe
(∼100 kb) hybridized to normal human metaphase chromosomes counterstained with DAPI
and detected with FITC. Doublet probe signals map to 8q13 on both chromosome 8 homologs.
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structure, and usually requires amplifica-
tion by approaches such as tyramide-based
detection. Alternatively, cDNA screening
of a PAC or BAC library can provide ho-
mologous genomic clones that are then
easily mapped by FISH. Since one or
more clones may be identified from such
a screen, care must be taken in the in-
terpretation of the results. Even if one
genomic clone is identified, FISH map-
ping may result in either localization to
a true mapping site on a single chro-
mosome, or localization to two different
chromosomes, suggesting the presence of
a double or chimeric clone. In situations
when several PAC/BAC clones are iden-
tified for one cDNA, PCR verification of
the insert sequence should be performed
prior to proceeding with FISH mapping. If
two or more ‘‘verified’’ clones still result,
localization to the same chromosomal site
would indicate the true mapping site and
redundancy within the library, whereas lo-
calization to different chromosome sites
would suggest the presence of a gene
family or a pseudogene. Since PAC/BAC li-
braries are publicly available (see Sect. 2.1),
this approach has the advantage of provid-
ing both genomic clones and localization
data for expressed sequences. FISH map-
ping on metaphase chromosomes is also a
straightforward approach to the identifica-
tion of the presence of chimerism within
YAC clones, which are noted for their high
rate of chimerism. Doublet hybridization
signals at more than one chromosomal lo-
cation indicate the presence of a chimeric
clone and further analysis by somatic cell
hybrids or other molecular techniques
is advised.

Although the resolution of metaphase
FISH is usually not sufficient for the
fine mapping requirements of positional
cloning, it provides an initial banding
assignment that can be followed by

more precise FISH mapping obtained
with released chromatin or fiber FISH
(Sect. 6.3). It should be noted that mapping
in the subtelomeric and pericentromeric
chromosomal regions is less accurate and
should be avoided or used with caution
as chromatin folding and duplications in
these regions can result in inverted and/or
erroneous ordering of probes.

6.1.2 Segmental Duplications and FISH
Mapping
The presence of segmental duplications
≥1 kb with 90 to 98% identity has been
reported to comprise 3.6% of the genome
and has been the cause of some phys-
ical mapping ambiguities. These dupli-
cations show a strong pericentromeric
and subtelomeric bias of approximately
5- to 10-fold, however, this clustering of
duplications in the pericentromeric and
subtelomeric regions is not uniformly
distributed among all the chromosomes.
BAC clones containing these duplicated
sequences tend to be found more fre-
quently in unordered and misassigned
contigs as their chromosomal localization
is difficult to assign. FISH mapping of
BAC clones containing interchromosomal
duplications has been used to determine
their coverage and duplication patterns.
Less than half the chromosomes positive
by FISH have a corresponding chromoso-
mal localization of these clones by BLAST
sequence identity. FISH mapping data can
thus be used as a standard with which to
identify chromosomal localization of these
duplicated sequences, and to compare the
assembly completeness and accuracy of
interchromosomal duplications.

6.1.3 Relational Mapping
Relational mapping is used when the or-
der of two or more genes localized to



162 Gene Mapping by Fluorescence In Situ Hybridization

the same chromosomal band or region
is important. A probe’s relation to a cryptic
deletion or amplification, a specific break-
point (Fig. 3), or confirmation of probe
order (Fig. 4) based on computational ap-
proaches, are situations in which FISH
can provide valuable information. The
condensed nature of metaphase DNA re-
quires probe sequences to be separated
by at least 1 Mb of DNA, and at least 25

metaphases should be scored for statis-
tically accurate results. Multicolor probes
are usually used for this type of analy-
ses and the number of genes that can
be mapped simultaneously will depend
on fluorochrome availability and filter
capabilities of the microscope. Mapping
probes relative to a specific chromosomal
breakpoint can provide information re-
garding their biological and/or diagnostic

(a) (b)

Fig. 3 Mapping across a chromosome breakpoint. (a) A cosmid probe (14 kb)
hybridized to normal human metaphase chromosomes showed doublet
signals at 14q24 on both chromosome homologs. (b) Hybridization of the
same cosmid probe to metaphase chromosomes from a patient with a 2 : 14
(p25;q24) translocation. The probe demonstrates doublet signals on both
normal (arrow) and derivative (arrowhead) chromosome 14 as well a doublet
signal on the short arm of derivative chromosome 2 (no arrow). A consistently
stronger signal was noted on der2, indicating that the breakpoint is located
closer to the proximal (centromeric) end of the cosmid. (From Barbara G.
Beatty, Stephen W. Scherer. (2002), FISH: A Practical Approach reprinted by
permission of Oxford University Press).

Fig. 4 Relational mapping on metaphase chromosomes using two fluorochromes. (a) Three probes:
Pairwise mapping was used to order two YACs and one cosmid probe within a YAC contig, which
mapped to 14q24.2–24.3. The two YACs were labeled with DIG or biotin and the cosmid with biotin.
DIG was detected with rhodamine (red) and biotin with FITC (yellow). Left chromosome: DIG-YAC 1
plus cosmid; middle chromosome: DIG-YAC 2 plus cosmid; right chromosome: Biotin-YAC 1 plus
DIG-YAC 2. Thus, the order shown is YAC 1 – cosmid – YAC 2. Note: YAC 2 often demonstrated
double-hybridization signals in a lateral orientation suggesting two domains of strong hybridization
or clustering of Alu sequences within the YAC (see right chromosome). (b) Two probes: Two PAC
probes localized to 14q24-31 by FISH were labeled with different haptens (DIG-PAC A and biotin-PAC
B) and hybridized simultaneously to normal human metaphase chromosomes counterstained with
DAPI. PAC A (detected with rhodamine, red) localized telomeric to PAC B (detected with FITC,
yellow). [From Barbara G. Beatty, Stephen W. Scherer. (2002), Fish: A Practical Approach, reprinted
by permission of Oxford University Press.] (See color plate p. xxiv.)
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significance. Genes that span a break-
point can be identified if the sequence
length on either side of the breakpoint is
sufficient to produce a visible signal as
shown in Fig. 3. Mapping DNA probes
relative to other chromosomal abnormal-
ities, regions of amplification or deletion,
or to tandem repeats can be performed

using metaphase chromosomes, provided
probes are available for the abnormal re-
gion and the distance between them is
>1 Mb. It is worth mentioning that quan-
titative FISH (Q-FISH) has demonstrated
its ability to study the length of telom-
eric repeats for individual chromosomes.
Using FITC-PNA probes and quantitative
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software, Q-FISH has been used to moni-
tor changes in the telomeric repeats under
different developmental, pathological, and
disease conditions.

6.1.4 FISH Mapping Combined with CGH
and spectral karyotyping (SKY)
With the development of the genome
project, individual gene mapping has been
expanded into genome mapping of chro-
mosomal regions, whole chromosomes,
and the entire genome. By combining in-
dividual gene mapping with entire genome
or chromosomal FISH approaches such as
CGH, which identifies regions of whole
genome chromosome amplification and
deletion, or SKY and M-FISH, which iden-
tify interchromosomal rearrangements,
genes involved in these critical regions
can be identified and localized.

CGH utilizes competitive hybridization
of two probes (control and test) labeled
with two different fluors onto normal
metaphase chromosomes to reveal the
presence and location of DNA copy num-
ber imbalances by comparing the relative
signal intensities of each probe along the
length of each chromosome. Special digital
image analysis software programs devel-
oped to analyze and evaluate CGH data
are available commercially. CGH has been
particularly useful in identifying regions of
DNA sequence copy number amplification
and deletion in solid tumors. FISH map-
ping of single-copy or unique sequences
within these regions can provide impor-
tant information about the identification of
candidate oncogenes and tumor suppres-
sor genes respectively. Resolution of CGH
on metaphase chromosomes is limited to
several megabases. A significantly higher
mapping resolution can be achieved us-
ing targets such as cloned DNA fragments
(BACs, PACs, etc.) and cDNAs arrayed on
glass slides. This high-resolution CGH,

termed matrix CGH, can be used to map
and study microdeletions and sequence
overrepresentations.

Similarly, multicolor chromosome paint
cocktails have now been developed for
identifying interchromosomal rearrange-
ments and mapping translocation break-
points within the whole genome. Two
commercially available approaches, SKY,
and M-FISH utilize FISH probes de-
rived from flow-sorted or microdissected
chromosomes labeled by DOP-PCR (see
Sect. 2.3.2). Each chromosome is identi-
fied by a unique spectral signature (SKY)
or combination of fluors (M-FISH), per-
mitting unambiguous identification of
marker chromosomes and the different
chromosome fragments involved in inter-
chromosomal rearrangements. Sequential
application of conventional G-banding and
SKY on the same metaphase, as well as
the combinatorial use of SKY and FISH,
makes it possible to define the individ-
ual chromosomal bands involved in the
structural rearrangements. Identification
of putative genes or markers adjacent to or
spanning specific breakpoints by in silico
methods can then be verified and mapped
by conventional FISH analysis.

6.1.5 Comparative Mapping by ZOO-FISH
Another application of gene mapping is the
comparative mapping of map-rich species
(human/mouse) with experimentally and
economically important map-poor species
(cattle, pig, horse, chicken). The location
of conserved sequence segments between
species can be visualized using composite
chromosome-specific DNA probes (paints)
from one species to hybridize to the
chromosomes of another species (target).
This cross-species painting approach is
termed ZOO-FISH and has a resolution
of approximately 7 Mb. The probes used
are generally chromosome paints from
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chromosome-specific libraries, but can be
cDNAs or genomic probes (PACs/BACs)
obtained from corresponding species-
specific libraries. ZOO-FISH provides a
mechanism for identifying major regions
of conserved synteny between the two
species being examined. This application
of FISH has provided valuable informa-
tion on regions of homology between
the human genome and other map-poor
species such as pig, chicken, and cat-
tle, and between different members of a
species including mammals, insects, and
plants. It is expected that a better un-
derstanding of cross-species homologies
will provide new models for the study
of disease as well as new hypotheses of
genome evolution.

6.2
Interphase FISH Mapping

FISH mapping using interphase nuclei
provides a higher order of resolution than
metaphase mapping and is used for clone
ordering and generating physical maps
with a resolution of <1 Mb. It is also use-
ful for verifying distance measurements
obtained from genome database contig

information in the 50 kb to 1 Mb range.
FISH mapping with pronuclei provides
more precise ordering and estimation of
genomic and physical distances and has
been used in preparing high-resolution
physical maps of chromosome 19. The
concerns regarding pronuclei interphase
mapping are that they are time consum-
ing, laborious, and not suited to large-scale
mapping approaches. Further, although
the relationship between genomic and
physical distance is considered linear from
∼50 to 800 kb, the extent of DNA con-
densation within these nuclei cannot be
controlled. Interphase mapping provides
relative mapping distance measurements
and should contain an internal control
of markers a known distance apart. No
information on chromosome location is
provided by this approach.

6.3
Chromatin and DNA Fiber Mapping

Fiber FISH has demonstrated its advan-
tages in a variety of applications. The ma-
jority of publications have involved phys-
ical mapping and chromosome structure
studies of both plant and animal genomes.

Fig. 5 Sizing the ‘‘gap’’ in current physical map using fiber FISH: Two BAC
probes were detected by two-color fiber FISH and the distance between two
BAC probes represents the size of ‘‘gap’’.
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These applications include: gap estimation
for the current Human Genome Project as
shown in Fig. 5; order and orientation for
groups of genes/ESTs or DNA fragments;
quantification of the size of amplified or
duplicated fragments of special genes or
chromosomal regions or integrated for-
eign inserts; identification or exclusion
of genes or chromosomal regions defined
by genetic markers; comparison of evolu-
tionary conserved regions among various
species; illustration of multiple repetitive
sequences within chromosomal regions
and direct visualization of genome or-
ganization; and length measurement of
telomeric regions for the study of chromo-
somal packaging.

See also Body Expression Map of
Human Genome; Gene Distribu-
tion in the Human Genome; Ge-
netics, Molecular Basis of.
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Keywords

Gene Targeting
The recognition and binding of a specific sequence in the chromosome of living cells
by a reagent constructed for that application. The purpose may be sequence
manipulation or modulation of transcription.

Homologous Recombination
A process through which disrupted replication forks are restored, double-strand breaks
are repaired, and genetic exchange occurs.

Polyamide
A short term for a synthetic molecule consisting of pyrrole and imidazole units joined
by amide linkages. These bind in a sequence-restricted manner in the minor groove of
an intact duplex.

DNA Triple Helix
A three-stranded structure in which a third strand of nucleic acid lies in the major
groove of an intact polypurine:polypyrimidine duplex. Binding is sequence-specific,
and stabilized by hydrogen bonds between the bases in the third strand and the purine
strand of the duplex.

Peptide Nucleic Acid (PNA)
DNA analog in which the sugar phosphate backbone has been replaced by peptide
linkages.

� The recognition and binding of a specific sequence in the chromosome of living
cells by a reagent constructed for that application. The purpose may be sequence
manipulation or modulation of transcription.
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1
Gene Targeting

Gene targeting reagents bind specific chro-
mosomal sequences in living cells. They
can, or would, be used to manipulate ge-
nomic sequences for gene inactivation,
modification, or restoration of function;
suppress or activate gene transcription;
deliver site-specific DNA damage; and
probe chromatin and chromosome struc-
ture. Practical applications include the
construction of transgenic cell lines and
animals for research and commercial pur-
poses. They are also under development
as pharmaceuticals for the treatment of in-
fectious diseases, gene therapy of genetic
disorders and so on. Current strategies
are based on either recombinant DNA
technology (to produce DNA or protein
constructs) or synthetic molecules that are
based on oligonucleotides or natural prod-
uct antibiotics. While many technologies
are the subject of active research, only
one, homologous recombination (HR), is
widely employed at this time. In this re-
view, we will discuss the current status of
gene targeting strategies and challenges
to the development of gene targeting
reagents for use in mammalian, including
human, cells. As will become apparent,
most of the literature describes the work
in progress.

1.1
The Problem

Gene targeting reagents must recognize
and bind a specific DNA sequence in liv-
ing cells, and be in residence long enough
to provoke the desired outcome. Thus, a
successful reagent must be stable in a
physiological environment; be deliverable
to the nucleus of the target cell; be able to
bind a target in the context of mammalian

chromatin structure; have orders of mag-
nitude preference for the intended target
sequence over any other sequence; and
must find the target with sufficient fre-
quency to be of practical use. Normal DNA
metabolism requires sequence recognition
for HR and the regulation of transcrip-
tion. The molecules involved in these
processes, DNA, and the proteins that reg-
ulate transcription serve as explicit models
for some of the reagents under devel-
opment. One fundamental consideration
is the nature of the recognition process
(Fig. 1). Reagents that recognize sequence
in an intact duplex must do so from
the vantage point of the major groove,
which is rich in recognition sites, or the
minor groove, which is relatively poor.
Those designed to ultimately pair with
the target sequence must engage a path-
way through which the complementary
strand becomes accessible and available
for hybridization.

2
Homologous Recombination

2.1
Introduction

Targeted gene modification was first
demonstrated in mammalian cells nearly
20 years ago. These initial studies tar-
geted chromosomal genes in established
cell lines and in mouse embryonic stem
(ES) cells. Collectively, they laid the foun-
dations for subsequent studies of gene
function in cells and mice, and for the cre-
ation of mouse models of human disease.
They also raised the enticing possibility
that genetic defects might be precisely
corrected as the ultimate approach to
gene therapy. These considerations have
provided the impetus to understand the
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SSO

RDO

PNA

Fig. 1 Recognition of DNA sequences by various gene-targeting
reagents. Targeting reagents either bind to duplex DNA or to the
separated strands. Triplex forming oligonucleotides (TFOs)
recognize their target DNA via interactions in the major groove.
Polyamides (PAs) bind through the minor groove. Proteins
(PROs) can make binding contacts in both grooves, although
most commonly with moieties in the major groove.
Single-stranded oligonucleotides (SSOs) pair with one of the
separated strands and may mimic an intermediate in HR (see
Fig. 3). It may be that small fragment homologous
recombination (SFHR) proceeds through such an intermediate,
but mechanistic studies have not been done. RNA:DNA
oligonucleotides (RDOs) are envisioned to bind to both
separated strands, but such binding has not been
demonstrated. Peptide nucleic acids (PNAs) clamp onto one of
the separated strands by Watson–Crick pairing and by forming
Hoogsteen hydrogen bonds with moieties in the major groove of
the PNA:DNA hybrid.

mechanism of gene targeting and to de-
fine the key experimental parameters for
this technology.

Targeted gene modification can occur
by HR and engages the cells own re-
combination machinery, which has been
fine-tuned by evolution. For that reason,
it possesses many of the attributes of
an ideal system. HR occurs with very
high specificity and selectivity, discrimi-
nating readily between genes that differ
by only a few percent, and is extremely
accurate, introducing very few errors.
Two types of vectors – replacement (ends-
out) and insertion (ends-in) – have been
used for targeted recombination in mam-
malian cells (Fig. 2), with replacement

vectors being far more common. The
main drawback of targeted recombination
in mammalian cells is low frequency;
roughly 1 event per 105 to 107 treated
cells under commonly used conditions.
This presents a problem for therapeutic
applications where targeted modification
of a high fraction of a cell population is
critical. Low frequency is less of a barrier
for genome manipulation in proliferating
cells in culture because the rare, prop-
erly modified cells can be identified and
grown into a pure population. Neverthe-
less, a substantial increase in the frequency
of targeted recombination would make
genome modification less tedious and
improve the chances for targeted gene
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Fig. 2 Types of targeting vectors. (a) Replacement vector. Positive–negative selection is
illustrated. Exon-2 is disrupted by incorporation of the gene for neomycin resistance (neo),
which constitutes the positive selection marker. The herpesvirus thymidine kinase (tk) gene is
included at one end of the homologous sequences and constitutes the negative selectable
marker. The vector is linearized in the plasmid sequences (thin black line). HR in the
homologous sequences on either side of the neo gene (indicated by Xs) replaces the
chromosomal copy of exon-2 with the one from the plasmid vector. The tk gene is lost upon
HR so that targeted cells survive selection against the tk gene. Random integrants (not shown)
incorporate the tk gene and are killed by selection. (b) Insertion vector. The vector is linearized
within the homologous DNA, in this instance between exons 1 and 2. HR at the double-strand
ends inserts the vector into the locus, causing a duplication of the homologous sequences with
the plasmid sequences located between the two copies. (After Muller, U. (1999) Ten years of
gene targeting: targeted mouse mutants, from vector design to phenotype analysis, Mech. Dev.
82, 3–21. Reprinted with permission of Elsevier Science Limited.)

therapy. Rational improvements depend
on understanding the underlying pro-
cess of HR. Clearly, genome manipulation
cannot be the main function of HR in
cells.

2.2
Repair of Broken Replication Forks

The initial demonstration that HR oc-
curred in cultured mammalian cells was
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somewhat surprising, as recombination
had been thought about and studied
mainly in the context of meiotic recom-
bination during gamete formation in the
germ line. Over time, it has become clear
that HR in somatic cells is one of a num-
ber of cellular systems for dealing with
DNA damage. It is specifically called into
play when both strands of the DNA duplex
have been damaged, as occurs, for exam-
ple, with a double-strand break or when
the strands have been cross-linked. Quan-
titatively, the most important role for HR
is the recombinational repair of stalled or
collapsed replication forks. In Escherichia
coli, in the absence of the principal re-
combinase, RecA, about half the cells in a
culture are dead, suggesting that a major-
ity of replication forks are compromised
in each replication cycle. In mammalian
cells, with their much larger genomes, it
is thought that replication forks stall more

often, which is the likely reason why cells
defective for the RecA homolog, Rad51,
are inviable.

It is useful to consider, in overview, one
of the ways by which HR can function to
restart a broken replication fork because it
provides an analog for the main reactions
of targeted recombination. As shown in
Fig. 3, when a replication fork suffers a
break, or encounters one, it collapses,
leaving a partially replicated duplex with
a protruding single-stranded tail. With the
aid of several accessory proteins, the Rad51
recombinase is loaded onto the single
strand to form a helical filament of Rad51
with a central single strand of DNA. With
the aid of additional accessory proteins,
this structure coordinates the search for
the corresponding sequence in the intact
duplex. When the matching sequence is
located, Rad51 catalyzes strand invasion,
which pairs the invading single strand with

Break

Replication
fork

Pair

Search Resolve

1

2

3

4

Fig. 3 Repair of a broken replication fork. The single-stranded tail at the broken end is coated
with Rad51 recombinase, which then catalyzes the search for homology and the pairing of the
single strand with its complement in the duplex. As shown in more detail in Fig. 4, this
heteroduplex structure can be resolved by strand cleavage to regenerate a fork-like DNA
structure. Several additional proteins are required to convert this branched structure into a
functional replication fork.
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its complement in the target duplex. This
structure then serves as the substrate for a
group of replication proteins that modify
it to reconstitute the replication fork.

Two steps in this pathway – the search
for homology and pairing with the comple-
mentary strand – provide structural analo-
gies for the key steps in duplex recognition
by all methods of gene targeting (Fig. 1).
The search for homology and DNA pair-
ing are thought to take place within the
filament of Rad51 and single-stranded
DNA, as originally proposed for RecA. In
principle, the single-stranded DNA in the
filament could approach the duplex DNA
via the major groove or the minor groove.
Studies using groove-specific DNA bind-
ing reagents, modified nucleotides, and
cross-linkers, as well as structural analysis
of the products, indicate that the initial at-
tack most likely occurs through the minor
groove. The search for homology is cat-
alyzed by the recombinase, which binds
to duplex DNA and transiently under-
winds it, exposing the minor groove for
interaction with the single strand in the
Rad51 filament.

In the minor groove, there are in-
sufficient hydrogen-bonding moieties to
allow specific recognition of homology
by base–base interactions. Instead, the
recombinase apparently tests the single
strand for homology with the duplex by
catalyzing an exchange of pairing between
bases in the duplex (mainly A and T) and
those in the single strand. This trial pair-
ing is accomplished by rotation of the bases
through the minor groove in a plane per-
pendicular to the helix axis, breaking the
Watson–Crick pairing in the duplex and
reforming it, if possible, with the bases in
the single strand. In regions of heterology,
the imperfect pairing is rapidly reversed,
allowing a new segment of duplex to be
tested. When homology is encountered,

the pairing between the single strand and
its complement in the duplex is extended to
form a heteroduplex (Fig. 3). The displaced
single strand lies in the major groove of
the newly formed heteroduplex. Although
this is a triple-stranded structure, it is not
the same as that in a triple helix, in which
the duplex is intact (see below).

The search for homology and the for-
mation of the heteroduplex intermediate
are aided by Rad54 protein, which is a
member of the Swi2/Snf2 family of DNA-
dependent ATPases with helicase motifs.
Rad51 and Rad54 interact in vitro. Rad54
acts upon the duplex target DNA to intro-
duce negative and positive supercoiling.
Domains of negative supercoiling around
the target site would favor the unwinding
of the duplex that occurs upon binding the
Rad51 filament, which likely explains the
ability of Rad54 to increase the efficiency
of Rad51-mediated strand pairing. Both
Rad51 and Rad54 are present in greater
amounts in S-phase relative to the G1-
phase, consistent with a role in the repair
of replication forks.

2.3
Targeted Recombination

In its role in replication, HR must be
nearly 100% effective in reconstituting
broken or stalled replication forks. If the
basic reactions of fork repair and targeted
recombination are similar, then why are
so few treated cells successfully modified?
Examining some of the possibilities is
illuminating; it records our step-by-step
progress in understanding the nature of
targeted recombination and points the way
toward increasing efficiency.

One obvious difference between targeted
recombination and fork repair is that the
broken arm of a replication fork is already
inside the nucleus, whereas the targeting



180 Gene Targeting

vector must be delivered from outside the
cell. Two general methods – nuclear injec-
tion and mass delivery – have been used
to introduce targeting vectors into cells.
Early experiments using microinjection
yielded about 1 targeted recombinant per
1000 injected cells. Mass delivery meth-
ods, which are vastly simpler and cheaper,
typically yield targeted recombinants at
frequencies 1000-fold less than microin-
jection. The basis for this difference is
unclear. It does not appear to be a problem
with transport to the nucleus, since 10 to
100% of treated cells can express genes
transfected by the common methods of
mass delivery such as electroporation, cal-
cium phosphate precipitation, Fugene-6,
and LipofectAmine. Thus, entry into the
nucleus is not the fundamental barrier to
efficient gene targeting.

A second, more subtle difference be-
tween targeted recombination and fork
repair is the number of DNA ends. The
broken arm of a replication fork has only
one end, whereas a targeting vector has
two. It was shown earlier on that linear
vectors give several fold higher targeting
frequencies than circular ones, as expected
from targeting experiments in yeast. The
presence of multiple ends, however, makes
the transfected targeting vector a substrate
for nonhomologous end joining (NHEJ),
which along with HR is a major pathway
for repair of double-strand breaks in mam-
malian cells. NHEJ operates throughout
the cell cycle, whereas HR is prominent
in mid to late S-phase and G2. A rea-
sonable expectation is that NHEJ might
compete with HR, effectively eliminat-
ing targeting substrates by circularization
and multimerization. In addition, NHEJ is
thought to be responsible for random inte-
gration, which occurs at roughly 1000-fold
higher frequency than targeted recombi-
nation. The high background of random

integration events can be minimized by
any of the several tricks such as posi-
tive–negative selection that render most
random integrants inviable (Fig. 2). Con-
sistent with the idea that HR and NHEJ
compete for substrates, repair of chro-
mosomal double-strand breaks by HR is
increased 2- to 25-fold when components
of the NHEJ pathway are defective or in-
hibited. Surprisingly, however, neither the
joining of transfected DNA ends nor ran-
dom integration appears to be affected by
the absence of NHEJ, and targeted re-
combination is not substantially increased.
These observations and others suggest that
there may be additional mechanisms for
dealing with DNA ends. Although it is
unclear to what extent NHEJ might affect
recombination, the absence of a substan-
tial effect in NHEJ-defective cells suggests
that competition between NHEJ and HR is
not the key to the low frequency of targeted
recombination.

Another obvious difference between tar-
geted recombination and fork repair is
the proximity of the DNA to the tar-
get sequence. The DNA end at a broken
replication fork is tethered in the general
vicinity of the target sequence by virtue of
its attachment to the oppositely directed
replication fork. By contrast, the exoge-
nous DNA must find its target among all
the sequences in the genome: a daunt-
ing task. Nevertheless, the search for
homology does not limit the frequency
of targeted recombinants in mammalian
cells. Varying the number of exogenous
DNA molecules in the nucleus over a 1000-
fold range (delivered by nuclear injection),
or the number of targets in the genome
by up to 400-fold had no significant effect
on the frequency of targeted recombina-
tion. These counterintuitive results have
been confirmed in competition experi-
ments. Thus, the frequency of targeted
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recombination is limited by something
other than the search for homology. These
results stand in stark contrast to those in
yeast, where the process was found to be
dependent on the number of target copies.

Targeted recombination and fork repair
also differ significantly in the extent of
homology, which, for the broken arm of a
replication fork is as long as the replication
bubble. For practical reasons, the length of
homology in targeting vectors is limited
to less than about 20 kb. Over this range,
the frequency of targeting in mammalian
cells shows a steep dependence on the
length of homology, with a 2- to 3-
fold change in length giving a 10-fold
change in targeting frequency. Once again,
these results are distinct from those in
yeast, where gene targeting is linearly
dependent on length of homology. They
also stand in contrast to the linear
length dependence of intrachromosomal
HR in mammalian cells. The peculiar
dependence of mammalian gene targeting
on the length of homology suggests
that the limiting step in the pathway is
downstream of finding the target gene. In
some undefined way, longer stretches of
homology must exponentially improve the
chances of a productive outcome.

Beyond the length of homology, there
is also a potential difference in the quality
of homology. A broken arm of a repli-
cation fork is identical to the intact arm
(with the exception of very rare replica-
tion errors). The homologous segment of
a recombination vector, however, is of-
ten isolated from nonisogenic sources and
thus may carry nucleotide polymorphisms.
Single-nucleotide differences between ho-
mologous sequences lead to mismatches
in heteroduplex recombination intermedi-
ates. In bacteria, yeast, and mammalian
cells, such mismatches reduce the fre-
quency of HR in a way that is dependent

on the mismatch-repair machinery and
certain DNA helicases. In mammalian
cells, use of nonisogenic DNA (up to about
1% different) can reduce the efficiency of
targeting up to 20-fold. Although this can
be a substantial effect, even isogenic DNA
will function at very low absolute frequen-
cies. In contrast to the effects of distributed
mismatches, blocks of nonhomology at the
ends or within the homologous regions (as
shown in Fig. 2) have little or no effect.

Perhaps the most basic difference be-
tween fork repair and targeted recom-
bination is the intended outcome. For
reconstitution of the replication fork, the
heteroduplex recombination intermediate
must be resolved so that a fork is created
(Fig. 4). For recombination, a further reso-
lution is needed. Breakage of one strand at
the fork can either release the exogenous
DNA or integrate it into the chromosome
to give a targeted replacement of the under-
lying DNA. In the parlance of recombina-
tion, release corresponds to a conversion
event and integration corresponds to a
crossover event. It is notable that repair of
broken DNA in mammalian cells occurs
with a very strong bias (up to 100-fold or
more) against crossover events, perhaps as
a protective mechanism against loss of het-
erozygosity. In mammalian cells, it seems
that broken ends often invade a homolo-
gous duplex, prime DNA synthesis, and
then disengage from the duplex. It is com-
mon to find randomly integrated targeting
vectors that have been extended up to 10 kb
or so at one or both ends by a prior homol-
ogous interaction with the target duplex.
Thus, the inherent bias toward conversion-
like resolution of targeting intermediates
may constitute the principal barrier to gene
targeting in mammalian cells.

The view that a preference for conversion
limits the frequency of targeted recombi-
nation is supported by results in which



182 Gene Targeting

Branch
migrate

Holliday
junction

Resolve

IntegrateRelease

Conversion Crossover

1 2

1

2

Fig. 4 Resolution of the initial heteroduplex intermediate. The initial paired structure can
branch migrate to form a Holliday junction. Resolution of the Holliday junction by cleavage
of the pair of strands indicated by the small arrows yields a branched structure equivalent
to a replication fork. Cleavage of the branched structure at arrow 1 releases the targeting
DNA, whereas cleavage at arrow 2 integrates the targeting DNA.
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double-strand breaks are introduced into
the target sequence. By embedding the
recognition site for a rare-cutting endonu-
clease such as I-SceI in the chromosomal
target, site-specific double-strand breaks
can be introduced by transfection of an
expression vector for I-SceI. When the tar-
geting vector is included, targeted recombi-
nation can be stimulated up to 10 000-fold
with the specific recombinants constitut-
ing several percent of treated cells. One or
both of the chromosomal ends at the break
are thought to invade the targeting duplex,
extend themselves by DNA synthesis, and
then disengage and pair with one another
to reconstitute the duplex and eliminate
the double-strand break. This mechanism,
which is known as synthesis-dependent
strand annealing (SDSA), provides a pro-
ductive way of thinking about targeted
recombination.

2.4
Stimulation of Targeted Recombination

An appreciation of the normal role HR
plays in somatic cells, coupled with an un-
derstanding of the probable pathway for
targeted recombination, allows one to de-
vise rational strategies for increasing the
frequency of the event. Three general ap-
proaches have been tried; altering levels of
HR enzymes, introducing damage at the
target site, and delivering DNA via viral in-
fection. These approaches are not mutually
exclusive, and significant improvements
may require some combination of them.
Below we discuss the rationale for each of
those strategies and their current status.

In principle, it should be possible to
increase frequencies by temporarily alter-
ing the cellular mix of HR enzymes in
a way that favors targeted recombination.
For example, one might try to overexpress
enzymes that favor HR and inhibit those

involved in competing pathways such as
NHEJ. Thus far, such experiments have
met with limited success. As mentioned
above, inhibition of NHEJ by knocking
out key components had no significant ef-
fect. Three HR enzymes – Rad51, Rad52,
and Rad54 – have been tested by over ex-
pression. A fourfold overexpression of the
Rad51 recombinase stimulated targeted re-
combination some two- to fourfold. By
contrast, overexpression of Rad52 protein,
which helps to load Rad51 onto single-
stranded DNA, was inhibitory by about
twofold. Overexpression of Rad51 and
Rad52 together had little effect on tar-
geting frequencies. Finally, overexpression
of Rad54, which helps prepare the target
duplex for invasion, stimulated recom-
bination by about 10-fold (Z. Songyang,
personal communication).

The positive results with Rad51 and
Rad54 serve as proof of principle and
encourage further experimentation along
these lines, especially with enzymes in the
more poorly defined, downstream portion
of a pathway. The results with Rad52 raise
two cautionary notes. First, it was shown
that overexpression of Rad52 stimulated
both intrachromosomal and extrachromo-
somal HR two- to fivefold. These assays
measured effects on the single-strand
annealing pathway of HR, which is in-
dependent of Rad51 and distinct from the
likely pathway for targeted recombination.
The effects of manipulating cellular en-
zyme levels should always be measured
in targeted recombination assays. Second,
stable overexpression of Rad52 was found
to be toxic to cells, as was Rad51 in some
cell lines. Consequently, careful adjust-
ments in enzyme levels may be essential
for optimal effects.

As mentioned above, the most dra-
matic effects on targeted recombination
have been generated by I-SceI-mediated
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cleavage of the target sequence on the
chromosome. The requirement for prior
modification, however, means that rare-
cutting endonucleases such as I-SceI can-
not be used as general tools to stimulate
targeted HR, nor can restriction enzymes
be used because their sites are all too com-
mon. However, zinc finger proteins can
be engineered to recognize a diverse set of
DNA sequences. By combining a zinc fin-
ger recognition domain with a nonspecific
DNA-cleavage domain, zinc finger nucle-
ases have been created that offer a flexible
strategy for delivering site-specific double-
strand breaks to the genome. In current
designs, the zinc finger nuclease consists
of a DNA binding domain composed of
three zinc fingers linked to the nonspecific
DNA-cleavage domain of FokI, a type IIS
restriction enzyme. Each zinc finger rec-
ognizes a specific 3-nucleotide stretch of
DNA so that the three fingers in a domain
recognize a 9-nucleotide DNA segment.
Because efficient DNA cleavage requires
dimerization through the FokI nuclease
domain, the effective recognition site is 18
nucleotides in length, long enough to be
unique in mammalian genomes.

Zinc finger nucleases have been shown
to stimulate intramolecular HR in 50% of
plasmid molecules injected into Xenopus
oocytes, and to cause site-specific somatic
mutations in 50% of males, and germ-line
mutations in 5% of males, when expressed
in Drosophila larvae. They also stimulate
targeted recombination in Drosophila by
100-fold, and in human cells by several
1000-fold. It should be noted that obser-
vations in Drosophila and in human cells
indicate that high-level expression of some
zinc finger nucleases can be toxic. If a
broad range of zinc finger nucleases with
high affinity and single-site specificity can
be developed, it may be possible in the
future for an investigator to select from a

bank of such nucleases the one that will
cleave a specific gene to stimulate localized
gene targeting.

In the section on triple helix forming
oligonucleotides (TFOs) in this review, we
discuss two methods for using TFOs to
induce HR and gene correction. First, by
linking a DNA damaging agent such as
psoralen to a TFO, it is possible to in-
troduce site-specific damage to a genomic
target specified by TFO binding. Introduc-
tion of a TFO into cells has been shown to
stimulate up to several thousandfold intra-
chromosomal HR at a site containing the
TFO target sequence. Second, it is possible
to link a correcting segment of DNA to the
TFO itself, using the binding specificity in
the TFO to deliver the DNA to an adjacent
target. Directed toward a plasmid target
in mammalian cells, this approach stimu-
lated homologous correction 5- to 10-fold
above background levels. Improvements in
design and delivery of such TFO reagents,
as discussed later, will likely be required to
enhance the effectiveness of this method
for stimulating HR in cells.

The unexplained difference in targeting
frequencies between nuclear injection and
mass delivery methods raises the distinct
possibility that alternative ways to intro-
duce DNA into cells might yield positive
benefits. One promising approach is the
delivery of DNA by viral vectors. Although
retroviral vectors have been shown to target
at low frequencies, adeno-associated virus
(AAV), which carries a single-stranded
DNA genome, has been investigated most
extensively. AAV viral vectors have been
shown to target chromosomal sequences
at frequencies ranging from 0.01 to 1%
depending on the multiplicity of infection,
and on the type of alteration introduced,
with insertions into the target giving gen-
erally higher frequencies than deletions.
Chromosomal targets carrying an I-SceI
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site, which were corrected at low frequen-
cies by the AAV vector alone, could be
targeted at about 100-fold higher frequen-
cies in the presence of I-SceI. The relatively
high frequencies of targeted recombina-
tion by AAV may reflect the nuclear
delivery of a high concentration of DNA
by the viral preparations, or they may
relate to the single-stranded nature of
AAV DNA with its hairpin-protected ends.
This appears to be a promising technol-
ogy although it has had relatively little
exposure.

3
Polyamides

3.1
Netropsin and Distamycin

Netropsin and distamycin are natural
product antibiotics consisting of two or
three pyrrole (Py) rings respectively con-
nected by amide linkages. In addition,
the molecules have a positively charged
propylamidine at the end designated as

the tail and either formyl (distamycin) or
guanidine (netropsin) groups at the head
(Fig. 5). The compounds have received
attention for many years and it was es-
tablished some time ago that they bound
AT-rich sequences in the minor groove.
Both drugs have a curvature that fits quite
well with the floor of the minor groove.
Crystallographic studies showed that a sin-
gle netropsin molecule binds in the minor
groove displacing the spine of hydration.
There are nonspecific ionic interactions be-
tween the positively charged head and tail
groups and the negatively charged phos-
phates of the duplex. Hydrogen bonds
between the proton donors of netropsin
(the amide NH) and the DNA bases posi-
tion the drug, while the actual sequence
recognition results from close van der
Waals contacts between atoms on the drug
and adenine residues. The poor binding to
GC pairs is due to steric hindrance from
the 2–amino group guanine, which inter-
feres with occupancy of the groove. The
structural studies detailed the interactions
that determine the affinity and specificity

Fig. 5 The structures of distamycin and
netropsin, two minor groove binding
antibiotics. Each contains pyrrole
residues joined by amide linkages. Note
the positively charged tails and the
sickle shape.
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of the natural products and numerous
synthetic derivatives. It was appreciated
that these compounds might serve as
leads for the development of sequence-
specific DNA binders that could inhibit
transcription of specific genes. If the sup-
pressed genes were linked to diseases,
such compounds could have pharmaceuti-
cal application. This has been a motivation
for much of the work in the field.

3.2
The Development of Sequence Specific
Minor Groove Ligands

A thorough discussion of the chem-
istry and structural properties of the
numerous polyamide derivatives (some-
times called lexitropsins) is beyond the
scope of this review. These features
of the field have been reviewed in
depth in several recent publications. We
will summarize the important develop-
ments and then consider the current
understanding of their biological activ-
ity and prospects for pharmacological
utility.

In order to expand the binding options
to GC pairs, Kopka et al. had suggested,
and Lown had independently synthesized
netropsin derivatives in which pyrrole was
substituted with imidazole (Im). Replace-
ment of the ring CH with N provided
space for the exocyclic amine of guanine,
and the N served as an acceptor of the H
bond from the guanine donor. Although
the new compounds recognized GC sites,
they also continued to bind AT pairs, al-
beit with reduced affinity. These somewhat
disappointing observations were rescued
by one of the most important discover-
ies in the field. NMR studies of distamycin
bound to AT sequences revealed that when
the binding site contained five AT pairs,

distamycin bound as an antiparallel, side-
by-side, dimer, with the positively charged
tails at either end (2 : 1 mode). Each drug
molecule made contact with one of the
duplex strands, with the N terminus at
the 5′ end of the strand. In contrast,
netropsin bound only in a 1 : 1 mode, be-
cause of the presence of positive charges
at both ends of the molecule. The Dervan
and Lown groups synthesized distamycin
analogs with the pyrroles replaced by imi-
dazole. The new compounds bound target
sequences containing GC pairs, as pre-
dicted. However, further analysis by both
groups determined that the optimal side-
by-side arrangement for G:C binding was
an imidazole:pyrrole pairing, with the im-
idazole interacting with the G and the
pyrrole interacting with the C. Specificity
was extended when the Dervan group
introduced 3-hydroxypyrrole (Hp) which
showed a preference for interaction with
T. The Hp/Py pair recognized T:A and
Py/Hp recognized A:T with discrimina-
tion greater than 10-fold depending on
the orientation and target. The preference
by Hp/Py for T:A is the result of shape
selection by an asymmetric cleft in the
minor grove and also hydrogen bonding
between Hp and T. These results estab-
lished pairing rules for the 2 : 1 binding
motif: the pyrrole/imidazole pair (Py/Im)
for C:G, Hp/Py for T:A, Py/Hp for A:T,
while Py/Py is degenerate and recognizes
both A:T and T:A (Fig. 6). The tails of the
molecules (dimethylaminopropyl, in the
compounds from the Dervan group) are
placed at A:T pairs.

Additional affinity was gained when the
two chains were linked (Fig. 7). Two meth-
ods of linkage have been employed. In one
format, the chains are coupled via bonds
between internal rings. While this did pro-
vide enhanced affinity, the more effective
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Fig. 6 The structures of the subunits of
synthetic polyamide minor groove
binders. When binding occurs in the
2 : 1 mode, pyrrole binds to A, T, or C,
imidazole binds to G, and
hydroxypyrrole binds to T. (From
Goodsell, D. S. 2001, Goodsell,
Sequence recognition of DNA by
lexitropsins, Curr. Med. Chem 8,
509–516. Reprinted with permission
from Bentham Science Publishers Ltd.)
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Fig. 7 (a) Hairpin and (b) ‘‘stapled’’ polyamides. Each contains 2 imidazole (stippled) residues
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hairpin changes the target sequence. (A/T) or (T/A) base pairs at the ends of each sequence are
recognized by the atoms in the linkers and tails. (Reprinted from Walker et al., 1998, PNAs 95,
4315–4320 with permission from the National Academy of Sciences, USA.)

approach involved linkage via a head-to-
tail format with the three-carbon linker,
γ -aminobutyric acid. This has been em-
ployed in most subsequent syntheses. The

hairpin locks the position of the subunits
relative to one another, thus prevent-
ing slipped pairing schemes. This linker
also binds at AT pairs, adding another



188 Gene Targeting

component to the recognition scheme.
Although hairpin polyamides have been
studied more extensively, the cross-linked
polyamides continue to receive attention.

Another important development was the
recognition that there was a limitation
on the length of the polyamide chains.
Sequence specificity and affinity were not
improved beyond five rings. This was
attributed to an overcurvature of the longer
polyamide chain (as compared to the 3-
and 4-ring compounds that match the
minor groove curvature), resulting in a
loss of register with the binding sites. A
solution to this problem was provided by
the placement of β-alanine residues after
three or four polyamides. These insertions
appear to act as ‘‘springs’’ to reset the
phasing. When paired with each other
in hairpin polyamides, or with Py, they
interact with T:A and A:T pairs. When
paired with Im, they can interact with
C in G:C or C:G pairs, and may offer
a solution to the otherwise ‘‘difficult’’
sequences. At this time, it is fair to
say that considerable progress has been
made in the development of the polyamide
minor-grove binders. This reflects the
persistent effort and ingenuity of several
laboratories, the development of solid-
phase methods of synthesis, and the allure
of high affinity, sequence-specific ligands
for ultimate pharmaceutical application.

3.3
Affinity and Specificity

The introduction of the hairpin polyamides
advanced the affinity for a five-base target
sequence by two orders of magnitude rela-
tive to the free three-ring compound. This
brought the association constants into the
nanomolar range, competitive with tran-
scription factors. Subnanomolar affinities
were reported for hairpin polyamides with

four side-by-side rings binding to a six base
target. These results clearly demonstrated
high affinity binding by the polyamides,
and suggested that they might be effec-
tive as inhibitors of transcription factor
binding, and thus transcription.

The issue of specificity is, however,
another matter. This question has been
addressed in a number of publications
from the Dervan laboratory. In one study,
the binding of two eight-ring hairpin
polyamides, designed to recognize se-
quences that contained one or two G:C
pairs, was analyzed by DNAse footprint-
ing. The constructs contained Py/Py pairs
which do not distinguish A:T from T:A.
Binding by one of the constructs to
the specific site was subnanomolar, with
two log poorer binding to two other
sites with replacement of G:C by A:T or
T:A. However, the other construct had
a tenfold lower affinity for the specific
target and only an eightfold discrimina-
tion between the specific target and the
single mismatch sequence. In addition,
weaker, but measurable binding (1 nM
range) was seen with a double-mismatch
site. In this example, both constructs
bound the mismatched target with sim-
ilar affinity. They differed substantially,
however, in their affinity to the specific
target.

Although replacement of Py/Py pairs
with Hp/Py, does afford some discrimi-
nation between A:T and T:A pairs (in the
range of 10 fold), it does so at the expense of
affinity. Thus, the more effective binders
are the compounds with no discrimina-
tion between A:T and T:A, and perhaps
because of this, the Hp subunit has re-
ceived little use in the recent work from
the Dervan laboratory.

Binding to a single site in the human
genome would require specific recogni-
tion of about 16 contiguous base pairs. In
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the initial efforts to increase the target
specificity of the polyamides the Der-
van group constructed six- or eight-ring
polyamides with internal β-alanine link-
ers. These bound via a ‘‘slipped pairing’’
mode in which there was a partial over-
lap of the individual polyamide chains in
minor groove, with extension of the re-
maining unpaired chains along the target
sequence. These did bind sequences as
long as 16 bases. However, binding to
mismatch sites was also observed with
affinities relatively close (5–20-fold) to
the perfect match targets. The Laemmli
group has also prepared linked hairpin
polyamides designed to bind insect telom-
eric repeat sequences. While the dimer
bound with 10- to 20-fold higher affinity
than the unlinked monomer, at higher

concentrations it also bound almost all the
sequences in the probe (termed ‘‘coating’’
by the Laemmli group). One unavoidable
difficulty with all these studies is that
analyses of specificity are limited by the
sequences chosen for the binding exper-
iments. Obviously, the array of potential
binding sites in the genome cannot be
represented with this strategy. However,
even within this limitation it is apparent
from visual inspection of the DNAse foot-
prints from virtually all of the polyamide
literature that binding occurs to many sites
other than those of specific interest (Fig. 8).

A recent publication highlights some of
these points. Colon cancer cells in cul-
ture were incubated with a polyamide
designed to inhibit binding of the LEF-
1 transcription factor to an eight-base

Fig. 8 DNAse footprint analysis of
polyamide binding to the upstream
promoter region of the Xenopus TyrD
tRNA gene. A 32P labeled restriction
fragment was incubated with the
polyamide at the indicated
concentrations and then digested with
DNAse. Protected regions are not
digested and appear as blanks in the
pattern. The brackets indicate the
regions the polyamide was designed to
protect. The arrow denotes the
transcription start site. (From McBryant
et al. (1999) J. Mol. Biol. 286, 973–981.
Reprinted with permission by Elsevier
Science.) 310 10 30 100 nM

+1
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sequence in the promoter of the cyclin
D1 gene (CD1). The authors were care-
ful to demonstrate nuclear localization of
the polyamide. This was an important is-
sue as another study suggested limitations
in nuclear uptake of these compounds.
The effect on message expression was ex-
amined by hybridization array analysis.
Although the levels of a number of mes-
sages were affected, it was noteworthy that
the levels of the targeted CD1 gene were
unchanged. A computer search of the pro-
moters of the 11 000 genes represented
on the hybridization array yielded 37 380
candidate binding sites for the anti-CD1
polyamide.

3.4
Biological Applications

Early in the development of polyamides
they were seen as having the potential to
become rationally designed transcriptional
inhibitors. Important support for this con-
cept was provided by the demonstration
that a hairpin polyamide could suppress
transcription of a Xenopus 5S RNA gene.
The compound was designed to bind a
specific sequence in the binding site of
the 5S RNA gene transcription factor,
TFIIIA. The polyamide reduced 5S tran-
scription in both cell extracts and live cells.
In an experiment with therapeutic im-
plications, combinations of appropriately
designed polyamides were shown to in-
hibit HIV transcription in a cell-free assay,
and to block HIV replication in periph-
eral blood lymphocytes. Since then there
have been several studies describing bi-
ological applications of polyamides. They
can inhibit transcription factor binding,
and transcription in vitro. Most, but not
all, sites on nucleosomal DNA are bound
by polyamides, which block the progress
of RNA polymerase through nucleosomes,

apparently by inhibiting repositioning
of nucleosomes during transcription. In
an interesting new direction, polyamides
were linked to transcriptional activation
domain proteins. The polyamides provided
sequence-specific DNA binding and the
conjugates functioned as artificial tran-
scription factors in transcription assays
in vitro.

Perhaps the most spectacular pub-
lications are from Laemmli and col-
leagues, who synthesized polyamides tar-
geted at the AT-rich, satellite scaffold-
ing–associated regions of Drosophila. The
satellites are found in condensed hete-
rochromatin, and genes near these re-
gions are silenced because of the chro-
matin structure. The satellite sequences
are bound by the MATH (for multi-AT
hooks) protein that interacts with AT tracts
through minor groove contacts. The ex-
perimental rationale was based on the
expectation that the polyamides would
interfere with MATH dependent hete-
rochromatin condensation. Treatment of
nuclei resulted in extensive chromatin
unfolding and selective staining of poly-
tene chromosomes in the expected satellite
region. Even more remarkable was the re-
sult of feeding the compounds to flies.
The flies normally showed a strong var-
iegation in eye (mottled red/white) color
due to a juxtaposition of the white gene
adjacent to the heterochromatin satellite
region (resulting in variable silencing of
the gene for the red color). Depending
on the polyamide and the intended tar-
get, the flies showed an increase in the
red color phenotype. This was interpreted
as due to an opening of the chromatin
resulting in relief of the suppression of
the red color gene. Additional experiments
with a different polyamide targeted to a
different satellite at another locus also had
pronounced effects on gene expression.
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The results of both series of experiments
suggest that extensive chromatin remod-
eling could result from polyamide treat-
ment. While the effects on transcription
were indirect, these results argued that
polyamides could reach nuclei of living
cells in whole organisms, with remarkable
consequences for chromosome structure
and gene expression.

Although considerable effort and intel-
ligence has been brought to the devel-
opment of polyamides, there are serious
questions on the likelihood of their be-
coming successful drugs. Concerns about
target specificity and effects on chromatin
structure will have to be addressed be-
fore pharmacological applications can be
considered.

4
Triple Helix–Forming Oligonucleotides

4.1
Triple Helical DNA

The DNA triple helix was discovered
more than forty years ago and has
been studied persistently ever since. The
most stable triplexes form on poly-
purine:polypyrimidine tracts, which are
abundant in the human genome, par-
ticularly in promoters and introns. The
third strand of nucleic acid, which may
consist of purines or pyrimidines (de-
pending on the target sequence), lies
in the major groove of an intact du-
plex. The complex is stabilized by two
‘‘Hoogsteen’’ hydrogen bonds between
third strand bases and the bases in the
purine strand of the duplex. These are
formed without interfering with the hy-
drogen bonds between the bases of the
duplex strands. Pyrimidine motif (Y•R:Y)
third strands bind in a direction parallel

to the purine strand in the duplex, with
canonical base triplets of T•A:T and C•G:C
(by convention the first base of the in-
dicated base pair is the purine). Purine
motif (R•R:Y) third strands bind antiparal-
lel to the purine strand, with base triplets
of A•A:T and G•G:C. Typically, the purine
motif is used for G:C rich targets, and
the pyrimidine motif for A:T rich targets
(Fig. 9).

For most of the three decades following
the initial discovery, triplex research was
largely the province of DNA structural and
physical chemists until methods were de-
veloped for automated, solid phase–based,
oligonucleotide synthesis. The demonstra-
tion that synthetic oligonucleotides could
form stable triplexes led to the explicit
suggestion that TFOs could be developed
as sequence-specific targeting reagents in
living cells. Although largely conducted
in the absence of biological assays, the
many years of biochemical and biophysical
research did define a number of obsta-
cles that had to be, and still must be,
overcome in order for TFOs to become
a legitimate option for gene targeting.
Consideration of biological applications
raises four major issues: the activity, un-
der physiologically relevant conditions,
of TFOs directed against the classical
homopurine:homopyrimidine targets in
purified DNA; the activity against more
general sequences; the activity against
chromosomal targets, in the context of
mammalian chromatin structure; and,
the molecular consequences of success-
ful triplex formation, that is, what hap-
pens after binding. Solutions to the first
two have been, and will continue to be
addressed by developments in oligonu-
cleotide chemistry, while the third and
fourth are the subject of active research
from more biochemical and biological
perspectives.
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Fig. 9 The structure of the DNA triple helix. A
third strand of nucleic acid lies in the major
groove of an intact duplex. The target sequence
consists of purines on one strand and
pyrimidines on the other. Specificity and stability
are provided by Hoogsteen hydrogen bonding
between the bases in the third strand and the
purine bases in the duplex. These hydrogen
bonds do not perturb the Watson–Crick bonds
of the duplex strands. Third strand orientation

relative to the purine duplex strand is a function
of the third strand composition – those in the
pyrimidine motif bind with the same polarity as
the duplex purine strand (‘‘parallel’’), while
purine motif third strands bind in the opposite
polarity (antiparallel). In pyrimidine, third
strands T bind to A:T pairs, and C to G:C pairs.
In purine, third strands G bind to G:C, A to A:T,
and T can bind to A:T pairs. Note that the TA:T
pairs in the two different motifs are not identical.

4.2
Triplex Formation under Physiological
Conditions

Triplex formation is an inherent property
of DNA without the requirement for en-
zymes or proteins. Nonetheless, the prob-
ability of complex formation is affected by
fundamental biophysical considerations,
which are further complicated by the con-
straints of a physiological environment.
A negatively charged third strand must
approach and bind a doubly negatively

charged duplex, via a zipper type mecha-
nism following an initial nucleation event
involving three to five bases. In the test
tube charge repulsion can be reduced by
use of levels of Mg++ (5–10 mM) that are
much higher than likely to be available
as the free ion in cells. Pyrimidine mo-
tif triplexes do not form at physiological
pH because of the requirement for cyto-
sine protonation that occurs at relatively
acidic pH (pKa = 4.5). This is necessary
for one of the hydrogen bonds (Fig. 9),
and the resultant positive charge also
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makes an important contribution to triplex
stability. Purine motif third strands (which
are G rich) can form G-tetrad structures
in physiological levels of K+, inhibiting
triplex formation. Finally, conformational
changes are required by both the third
strand and the duplex target. All these fac-
tors contribute to the much slower kinetics
of triplex formation relative to duplex for-
mation, and reduce triplex stability (most
triplexes, even under optimal conditions
in vitro, are less stable than the underly-
ing duplex).

4.3
Oligonucleotide Modifications Improve
TFO Activity

Certain base and sugar modifications
improve TFO activity under physiolog-
ically relevant conditions. For example,
5-methylcytosine partially alleviates the
pH restriction of TFOs in the pyrimi-
dine motif, due to the contribution of the
methyl group to base stacking and/or the
exclusion of water molecules from the ma-
jor groove.

RNA third strands form more stable
pyrimidine motif triplexes than the cor-
responding DNA strands, and that ob-
servation led to the use of RNA analog
sugar residues such as 2′-O-Methyl (2′-
OMe) (Fig. 10). Other analogs, such as
the 2′, 4′ bridged ribose (Locked Nu-
cleic Acid, LNA, or Bridged Nucleic Acid,
BNA) also improve triplex stability. These
modifications stabilize the C-3′ endo con-
figuration of the sugar. This has the

salutary effect of preorganizing the third
strand in a conformation that is compatible
with triplex formation, while also impos-
ing minimal distortion on the underlying
duplex. Many other modifications have
been considered. These include interca-
lators linked to TFOs and the base analog
propynyl-deoxyuridine, both of which sta-
bilize triplexes. The Mg++ dependence of
pyrimidine motif TFOs has also been re-
duced by modifications to the backbone,
such as replacement of the phosphate
linkage, or a bridging oxygen with a
nitrogen. Substitution of a nonbridging
oxygen in the backbone with a charged
amine reduces G-tetrad formation by
purine TFOs in physiological K+, making
more oligonucleotide available for triplex
formation and reducing the charge repul-
sion.

A positive charge and an RNA-like sugar
conformation have been combined in the
2′-O-(2-aminoethyl) (AE) ribose derivatives
of Cuenoud and colleagues. TFOs carry-
ing these substitutions can form triplexes
at rates over 1000-fold faster than corre-
sponding deoxy third strands. The stability
of the resultant complex at physiological
pH and low Mg++ concentration is also en-
hanced. NMR analysis indicates a specific
interaction between the positively charged
amines (at physiological pH) and phos-
phate groups in the purine strand of the
duplex.

Although the biochemical data indicate
that these modifications improve TFO
binding, few have been tested in biological
assays. In the following section, we will

Fig. 10 The structure of
modified sugars incorporated in
triple helix forming
oligonucleotides, 2′-O-methyl
(2′-OMe) and 2′-O-aminoethyl
(2′-AE).

O

BaseO

O OCH3

O

BaseO

O O
NH2



194 Gene Targeting

discuss the biological activity of TFOs
carrying some of these substitutions.

4.4
Activity of TFOs In Vivo

Any effort to develop TFO for gene tar-
geting in living cells must be cognizant
of the potential restriction to triplex for-
mation by eukaryotic chromatin structure.
It has been shown in biochemical ex-
periments that target sequences in nu-
cleosomes are poor substrates for triplex
formation. However, chromatin structure
is dynamic in vivo, and there are recent
indications that manipulation of the bi-
ology of the cell can influence targeting
efficiency (see below).

In the early biological studies, TFOs
were envisioned as tools to inhibit gene
expression by blocking transcription initi-
ation or elongation (the antigene strategy).
Triplex formation within promoter sites
can block transcription factor access, and
inhibit gene activation in vitro. Promot-
ers of active genes are often nucleosome
free or have nucleosomes whose inter-
action with the DNA has been relaxed
by remodeling or histone modification.
Results from a number of investigators
suggest that TFOs designed to bind spe-
cific promoters can decrease expression
of the targeted gene in mammalian cells.
The results of these and similar studies
suggest that TFOs can find chromosomal
targets and produce a measurable biolog-
ical endpoint. However, the evidence for
target interaction is necessarily inferen-
tial and there is no direct demonstration
of TFO binding at the target site. Fur-
thermore, as is well documented in the
antisense literature, oligonucleotides can
have multiple effects on cells and tran-
script levels, via mechanisms unrelated to
their original design.

In an alternative approach, TFOs have
been used for genome modification, result-
ing in a change in target sequence. This has
the advantage of introducing permanent
changes in the target sequence, which sim-
plifies interpretation of the experiments.
Two strategies have been employed: in the
first the TFO is linked to a DNA reac-
tive compound, while in the second the
binding of the TFO is sufficient to elicit
a response.

4.5
TFOs Linked to DNA Reactive Compounds

TFOs linked to DNA reactive compounds
have been used to introduce DNA adducts
at specific target sites. TFOs conjugated
to cleavage and alkylating reagents have
been described, although these reagents
have been largely restricted to biochem-
ical experiments. The most useful, and
most frequently used reagent is psoralen,
a DNA cross-linker requiring photoactiva-
tion by long wave ultraviolet light. In the
initial biological experiments, purine motif
TFOs conjugated to psoralen were used to
target cross-links to a specific site on mu-
tation reporter plasmids or phage in vitro.
Passage of the modified vectors through
host cells resulted in mutagenesis of the
target site. Psoralen-conjugated TFOs that
transfected into cells were shown to in-
duce base pair-specific mutations within
a supF mutation reporter gene in a shut-
tle vector plasmid either cotransfected or
previously transfected into cells. These re-
sults demonstrated intracellular targeting
by a TFO, and also demonstrated that the
mutagenesis assay could be used to relate
the affinity of the TFO to the biological
activity.

The shuttle vector experiments were fol-
lowed by the demonstration of targeted
mutagenesis of a chromosomal site by
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a psoralen-linked pyrimidine TFO con-
taining 2′-OMe sugars and a pyrene in-
tercalator. The target sequence was in
the endogenous hamster HPRT (hypox-
anthine phosphoribosyltransferase) gene.
Cells with inactivating mutations in HPRT
can be quantitatively identified in a sim-
ple and unambiguous selection procedure.
TFOs with uniform 2′-OMe substitutions
were inactive, but those with the pyrene
intercalator showed HPRT knockout activ-
ity at frequencies in the range of 10−4

to 10−3. Sequence analysis of the mu-
tant clones confirmed the localization of
mutations to the target region. More re-
cently, psoralen-linked TFOs containing
several 2′-AE-residues as well as 2′-OMe
substitutions have been prepared. These
mixed substitution TFOs form triplexes at
lower levels of Mg++ than required for
the TFOs with only the 2′-OMe residues.
Thermal melting experiments showed that
the AE triplexes were more stable than
the 2′-OMe only triplexes, and notably,
were more stable than the underlying du-
plex at physiological pH. The AE TFOs
were much more active in the HPRT
knockout assay than the 2′-OMe TFOs.
As discussed above, the enhanced bio-
chemical and biological properties are
due to the positive charge of the amine
group. Recently it has been shown that
psoralen-TFOs, carrying optimal levels of
AE substitutions, can introduce muta-
tions at the HPRT target site at fre-
quencies in the range of 5%. This is
sufficiently high to allow identification
of cell clones with targeted mutations
in direct screens without a requirement
for selection.

Access to chromatin targets has been
considered in studies with nuclei and in
permeabilized cells and has been shown
for psoralen-linked TFOs, as well as for

a TFO alkylator conjugate. In these ex-
periments, the frequency of cross-linking
served as a measure of TFO binding at the
time of photoactivation. Targeting activity
was greatest in cells in which the target
region was undergoing active transcrip-
tion prior to permeabilization. In recent
work, we have found that the frequency
of targeted cross-links in living cells (and
the resultant mutagenesis) is greatest in
S-phase cells.

These results argue that transcription
and replication can influence target access.
However, the relationship between specific
chromatin structures and target access
remains to be determined.

4.6
Triplex Formation, by itself, can Promote
Mutagenesis

Triplex structures are recognized by DNA
repair proteins such as XPA/RPA. The
possibility that this recognition could lead
to mutagenesis was raised in experiments
in cultured mammalian cells cotransfected
with a plasmid containing a supF reporter
gene with an embedded triplex target site
and a purine motif TFO, designed to bind
the target. Plasmids with mutations in the
supF gene were recovered. These included
deletions and point mutations distributed
throughout the gene, and resembled those
recovered from experiments with nicked
plasmids. Mutagenesis was independent
of psoralen, but did require functional
DNA repair and transcription coupled
repair functions. It seems likely that some
triplex structures are recognized as lesions
and trigger DNA repair with an error-prone
outcome, as well as other events associated
with DNA metabolism (see below).

Chromosomal targets in both cultured
cells and transgenic mice have been mu-
tagenized by treatment of cells or mice
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with purine motif TFOs. Unconjugated
purine motif TFOs were employed, and
the mutations included frameshifts (in
the homopolymer runs of the target se-
quence) and distributed point mutations.
In the mouse experiment, all tissues tested
showed TFO-induced mutagenesis except
the brain, which had no mutagenesis over
background, consistent with TFOs being
unable to cross the blood–brain barrier.
The mutations were consistent with error-
prone filling of gaps or slipped pairing
during gap filling. Thus TFO targeting is
possible in whole animals.

4.7
Triplex-induced Recombination and Gene
Correction

The suggestion that triplexes would be
recognized as a substrate for DNA repair
prompted the notion that they might also
trigger recombination. Experiments with
a TFO and shuttle vector plasmid carrying
two (different) mutant copies of the supF
gene with the TFO target site between
them demonstrated that triplex formation,
with or without psoralen cross-linking,
could induce recombination to produce
a functional supF gene to psoralen. Gene
correction was dependent on a functional
XPA protein, a DNA damage–recognition
protein and a component of the nucleotide
excision repair machinery.

This approach has been extended to a
chromosomal target in mouse fibroblasts.
This was prepared by integration into a
single chromosomal location of a construct
containing a triplex target sequence with
different mutant thymidine kinase (TK)
genes placed on either side. When the
appropriate TFOs were microinjected into
the nuclei of the cells, the yield of
recombinants was 1 to 2%, more than
1000-fold over background. Analysis of

the recombinant clones revealed that all
the recombination events involved gene
conversion. Similar studies using TFOs to
stimulate recombination have also been
described using a locus in CHO cells
containing duplicated APRT genes as
a target.

The observation that third strand bind-
ing could provoke DNA repair and stimu-
late recombination led to the development
of a strategy to mediate targeted gene con-
version. In this protocol, a TFO was linked
to a short DNA fragment homologous to
the target site (except for the base pair to
be corrected). The conception of the ap-
proach is that the TFO domain mediates
site-specific binding to target the molecule
to the desired gene. This binding would
also trigger repair to initiate recombination
or gene conversion with the ‘‘tethered’’
donor sequence. This idea was tested with
an oligomer containing a 40-mer donor
element and a 30-mer TFO domain. Cor-
rection of a single base pair mutation in
the supF reporter gene in a shuttle vector
plasmid in mammalian cells was shown.
In vitro studies in human cell-free extracts
revealed a requirement for XPA and Rad51
in the recombination pathway.

4.8
Expansion of the Triplex Binding Code

Although research on the biological appli-
cations of TFOs must be considered to be
in the early stages, it does appear that three
of the important issues raised above have
been addressed: it is possible to synthesize
TFOs that are functional in vivo; chromoso-
mal targets are accessible, and accessibility
can be modulated by manipulating the
cell biology; TFOs can be used to target
mutagenesis and recombination. Thus, al-
though there is a great deal to be done
to extend these conclusions, expansion of
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target options to mixed purine/pyrimidine
sequences would appear to be the most
important challenge facing the field. It is
likely that solutions will come from syn-
thetic chemistry via novel base analogs.
Although there have been some interest-
ing directions identified in the effort to
expand the triplex binding code, it is fair
to say that at this time there are no analogs
that permit binding to general sequences.
This remains an area of opportunity.

5
Mutation Repair by Small DNA Fragments

A seemingly attractive approach to in-
troducing defined sequence changes into
chromosomal loci would be based on con-
ventional DNA fragments, homologous to
the target region except for the intended
change. The strategy is based on the no-
tion that heteroduplex formation between
the target and the donor sequence would
be resolved, at least some of the time, in
the experimentalist’s favor. The method
would take advantage of the four base
recognition code, and relative ease and
low cost of preparation of the correcting
reagents. The formation of the critical
heteroduplex would result from the ac-
tion of the recombination apparatus in
the host cells, or, (perhaps in the case
of single-strand fragments) as a result
of transient exposure of single-strand re-
gions during replication, transcription, or
repair. That such an approach might work
is supported by the early demonstration of
‘‘marker rescue’’ by Edgall and Hutchison,
in E. coli. Measurable correcting activity
of single-strand oligonucleotides against a
chromosomal target in yeast, an extrachro-
mosomal target in mammalian cells, and,
recently, the chromosomal HPRT gene

in mammalian cells have also been re-
ported. The frequency of correction in all
these reports was too low to have practi-
cal utility. Short double-strand fragments
were also shown to have low correcting
activity in mammalian cells. In a recent
work, oligonucleotides have been used to
manipulate chromosomal gene sequences
in E. coli at frequencies high enough to
have practical utility. The much higher fre-
quencies in the bacterial host may reflect
fundamental differences in the exposure
of single-strand regions in E. coli versus
mammalian cells.

5.1
Small Fragment Homologous Replacement

Gruenert and colleagues have developed
an approach based on double-strand frag-
ments approximately 500-bp long (termed
small fragment homologous replacement,
SFHR). They have been largely concerned
with the correction of mutations in the cys-
tic fibrosis transmembrane conductance
regulator (CFTR). They have introduced
fragments designed to correct the com-
mon �F508 mutation (a deletion of three
bases) and presented PCR-based evidence
for conversion at the level of the chromo-
some and mRNA. They have argued that
the conversion frequency was in the range
of 1 to 10% of treated cells. Recently, this
approach has been extended to the cor-
rection of a mutation in the dystrophin
gene in mouse cells. Although evidence
for correction was presented, expression
of wild-type distrophin was not observed.
While the SFHR method may prove use-
ful, it has received attention from few
laboratories and no mechanistic studies
have been performed. One of the limita-
tions in developing the methodology has
been the focus on disease genes as tar-
gets. Although of obvious interest, they
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do not lend themselves to straightforward
quantitative measurement of correction
events.

5.2
Chimeric Oligonucleotides

A review of oligonucleotide and DNA frag-
ment–based gene correction technologies
would not be complete without mention of
chimeric oligonucleotides and the claims
for their activity by Kmiec and cowork-
ers. In the original description, these were
foldback molecules containing a DNA
double-strand region that contained a ‘‘cor-
rection’’ base pair flanked by a stretch of
DNA: 2′-OMe hybrid (RNA–DNA oligonu-
cleotide, RDO). Treatment of cells carrying
a β-globin sickle-cell mutation with a
‘‘wild-type’’ chimeric oligonucleotide was
reported to result in very high levels of cor-
rection (30–50%) after 6 h of treatment.
However, there has been widespread fail-
ure to reproduce this and other claims
from this group, and it is not clear that the
original report is credible.

6
Peptide Nucleic Acids

Peptide nucleic acids (PNAs) are
DNA analogs consisting of nucleobases
attached to a peptide backbone of N-
(2-aminoethyl)glycine residues (Fig. 11).
The spacing of the bases along the
backbone maintains the register relative
to canonical DNA-permitting base pairing
between PNA strands and DNA or
RNA strands. The replacement of the
phosphate backbone by a neutral linkage
greatly reduces the charge repulsion
between PNA and DNA or RNA strands.
Thus, very stable PNA:DNA or PNA:RNA
hybrids are formed. They can also
form four stranded complexes with
polypurine:polypyrimidine DNA duplex
targets. Binding to duplex DNA involves
triplex formation with one strand of
PNA acting as a third strand paired
via Hoogsteen hydrogen bonds to the
purine strand of the duplex (as in a
conventional triplex), while another PNA
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Fig. 11 The structure of a peptide nucleic acid backbone (PNA)
as compared to DNA. (Reprinted from with permission from
Elsevier Science).
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strand forms Watson–Crick pairs with
the same purine strand (PNAPNA:DNA).
The latter interaction occurs by way of
what has been termed strand invasion
in which the duplex DNA partner is
eventually displaced by the PNA strand.
This results in a very stable ‘‘clamp’’
structure with the pyrimidine strand of
the duplex looped out. Linkage of the two
PNA strands to form bis-PNAs improves
binding by reducing entropic barriers.
Although PNAs bind with high affinity
under optimal conditions, it is important
to note that binding is dependent on
breathing of the duplex. At physiological
salt concentrations, binding is almost
completely suppressed, suggesting that
strand capture, rather than strand
invasion, may be a better description of
the process of complex formation between
PNAs and duplex targets. Basic peptides
have been attached to bis-PNAs in order
to accelerate binding to linear duplex
DNA. Recently, this approach was shown
to partially ameliorate the restriction
on binding by salt concentrations of
100 mM KCl.

The limitation on binding activity by
physiological salt concentrations would ap-
pear to mitigate against gene targeting
by PNAs in vivo. However, reports from
the Glazer laboratory suggest that at least
some binding occurs at chromosomal tar-
gets in vivo. PNAs were designed to form
clamp complexes with polypurine sites in
a supF gene, which was integrated into the
genome of murine cells. Treatment of the
cells with the PNAs resulted in mutagene-
sis of the supF gene, at frequencies 10-fold
above the background. The mutations were
single-base insertions and deletions, as
well as single-base substitutions, within
a run of guanines. The mutations could
be rationalized by a replication slippage
model. In another experiment, PNAs were

targeted to polypurine sites upstream of
the transcription start site for the human
Gγ -globin gene. Treatment of K562 cells,
which have low levels of γ -globin message,
resulted in the enhanced expression of the
gene from start sites at the PNA binding
site as well as from the native promoter.
The interpretation of both experiments is
that the PNA clamp structure can form in
vivo on a chromosomal target and the re-
sultant ‘‘lesion’’ can stimulate error-prone
DNA repair synthesis and/or transcription
on the opened template strand. This struc-
ture also stimulated the recombination in
cell-free extracts.

7
Summary

At the outset of this review, we noted
that targeting reagents could be classi-
fied according to their approach to target
recognition via the major or minor groove,
or single strand. This is a useful way of
thinking about the problem of sequence
recognition and discrimination. At the end
of the review, it is appropriate to consider
the problem from another perspective and
ask which strategies work in terms of se-
lective sequence recognition. The simplest
answer is that the successful approaches
are those with the benefit of selection,
during evolution, such as HR, or in the
laboratory such as the zinc finger pro-
teins reviewed elsewhere in this series. In
contrast, those approaches based on chem-
istry supported by molecular modeling
have been less effective. Thus, the con-
siderable efforts to construct base analogs
that expand the triplex binding code, or
polyamides with high sequence selectiv-
ity, have had limited success. To a certain
extent, this is the result of gaps in our un-
derstanding of the molecular architecture
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of target sequences under physiological
conditions. Although molecular models
are often compelling and promise success,
the results often expose the limitations of
the models rather than confirm the efficacy
of the constructions. It may be that sub-
stantial improvements of reagents, based
on chemistry, will require the application
of combinatorial, or quasi-combinatorial,
strategies in which effective solutions are
derived by evolution in the laboratory,
rather than by reliance on models.

See also Genetics, Molecular Basis
of.
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Keywords

ABCA1
A membrane lipid–transport protein involved in cholesterol and/or phospholipid efflux
from cells. Its action is necessary for the extracellular assembly of lipoprotein particles.

Adhesion Molecules
These are proteins on the luminal surface of endothelial cells, bind to counter receptors
on the membrane of leukocytes, and enable the leukocytes to attach tightly to the
surface of the endothelial cells.

Angina Pectoris
Chest pain caused by reduced blood flow to the heart due to the blockage of coronary
arteries by blood clots.

Angiogenesis
The process of formation of new blood vessels.

Angioplasty
An intervention to increase blood flow in a clogged artery. It involves insertion of a
balloon catheter into the blocked artery and subsequent inflation of the balloon to break
open or squash the atherosclerotic lesion and/or blood clot that is reducing blood flow.

Apical Membrane
In polarized cells (e.g. hepatocytes in the liver, enterocytes in the intestine), the
membrane exposed to the outside world; in the hepatocytes, the bile canalicular
membrane; in enterocytes, the membrane exposed to the intestinal lumen.
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ApoA1
An apolipoprotein principally associated with HDL, an activator of lecithin cholesterol:
acyltransferase. It interacts with the cells to mediate delivery of cholesterol ester from
HDL particles.

ApoB100
An apolipoprotein associated with VLDL and LDL particles, synthesized in the liver, a
ligand for the LDL receptor.

ApoB48
An apolipoprotein associated with chylomicrons, synthesized in the intestine; it is a
truncated form of apoB100 and does not bind to the LDL receptor.

ApoE
An apolipoprotein principally associated with VLDL and chylomicrons, is responsible
for the receptor-mediated clearance of IDL and chylomicron remnants, is a ligand for
most members of the LDL-receptor superfamily. The apoE4 isoform is associated with
increased risk of Alzheimer’s Disease.

Apolipoproteins
The protein components of plasma lipoproteins.

Apoptosis
The programmed cell death of a cell or cellular suicide. It is a defined molecular
pathway where proteolytic enzymes are activated to destroy key cellular proteins.

Atherosclerosis
An inflammatory disease in the arterial wall leading to the accumulation of cellular
outgrowths that can become unstable, break off, and cause the formation of blood clots.

Basolateral Membrane
In polarized cells, the membrane exposed to the inside world; in hepatocytes, the
sinusoidal membrane, which is exposed to venous circulation, in enterocytes, the
basolateral membrane, which is exposed to the lymphatics and venous circulation.

Bile Acids
Detergent-like molecules formed from cholesterol. They are secreted by the liver and
together with cholesterol and phospholipids, form bile. Bile forms micelles that
emulsify lipids in the intestinal lumen aiding in their absorption.

Chemokines
A category of cytokines that function specifically to chemically attract leukocytes to sites
of inflammation.

Chylomicron Remnants
Chylomicron particles that have been depleted of triacylglycerol after the lipoprotein
lipase–mediated hydrolysis of their triacylglycerols.
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Chylomicrons
Lipoprotein particles produced in the intestine to package and secrete dietary lipids.
Chylomicrons are secreted into the mesenteric lymph.

Cytokines
Cell regulatory proteins secreted by many cell types that are key factors in the initiation
and control of inflammation.

Familial Hypercholesterolemia
Elevation in LDL cholesterol due to mutations at the LDL-receptor locus.

Familial Hypoalphalipoproteinemia
Deficiency in HDL cholesterol due to mutations at the ABCA1 locus.

Fatty Streak
Earliest stage in the development of an atherosclerotic lesion. It consists of aggregates
of macrophage-derived foam cells and lymphocytes that form underneath the
endothelial lining of an artery.

Fibrous Cap
A thin layer of smooth muscle cells and connective tissue that encapsulates areas of
dead cells and lipid in a developing atherosclerotic lesion. If the fibrous cap is too thin,
it can break and enable formation of blood clots that can clog arteries.

Foam Cells
Primarily macrophages that have taken up large numbers of modified lipoprotein
particles and have stored the excess lipid in non membrane bound cholesteryl-ester
droplets and in increased numbers of secondary lysosomes.

Gallstones
Large crystals, usually composed of cholesterol, that form in the biliary tract and/or gall
bladder when cholesterol levels in bile are too high relative to phospholipid and
bile acids.

Growth Factors
Secreted by many cell types and by binding to specific receptors on the plasma
membrane of adjacent cells, are potent regulators of cellular functions, including
proliferation, migration, differentiation, and survival/apoptosis.

HDL
High-density lipoprotein, carries about 20% of plasma cholesterol. Its levels negatively
correlate with risk of coronary heart disease. Is thought to mediate ‘‘reverse cholesterol
transport.’’

Hemorrhage
Bleeding into a tissue. In atherosclerotic lesions, it occurs when the lesion forms
fissures or ruptures and is an indication that the lesion is unstable.
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IDL
An intermediate density lipoprotein, also called ‘‘VLDL remnant.’’ It is the VLDL
particle that has been depleted of triacylglycerol through the action of lipoprotein lipase.

Intima
The inner layer of a muscular artery. It is the space immediately behind the
endothelium where atherosclerotic lesions develop. In normal, nondiseased human
arteries, there is a diffuse thickening of the intima that contains connective tissue and
sparse numbers of macrophages and smooth muscle cells.

Ischemia
The inadequate perfusion of a tissue with blood leading to the reduced availability of
oxygen and nutrients in the tissue.

LDL
Low-density lipoprotein carries approximately two-thirds of plasma cholesterol. Its
levels are positively correlated with the risk of coronary heart disease and is formed in
the circulation from the catabolism of VLDL.

LDL Receptor
Expressed in most tissues and is mainly necessary for normal clearance of LDL from
the bloodstream.

Lipoprotein Lipase
Catalyzes the hydrolysis of VLDL and LDL triacylglycerols to free fatty acids and
glycerol, and is present on the luminal surface of the capillary endothelium.

Lipoproteins
Particles that transport lipids in the bloodstream.

Media
The middle layer of a muscular artery that contains concentric rings of smooth muscle
cells oriented perpendicular to blood flow. The orientation allows the contraction of the
smooth muscle cells to constrict the artery. Atherosclerotic lesions do not initially form
in the media but can expand and replace the media in very advanced stages of
the disease.

Myocardial Infarction
The necrotic death of heart tissue due to a sudden blockage of blood flow to the affected
tissue. It most frequently occurs following the formation of a blood clot on top of an
atherosclerotic lesion that has ruptured in a main coronary artery.

Necrotic Zones
Areas within an atherosclerotic lesion that contain dead cells and debris, and lipid
droplets formed from dead foam cells and aggregated lipoproteins. The expansion of
necrotic zones into a necrotic core can make the lesion unstable and at risk of rupture.
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Neovascularization
The formation of new, small blood vessels within an advanced atherosclerotic lesion.
Neovessels are often formed deep in the lesion where there is limited diffusion of
oxygen and nutrients, and can be a conduit for bringing more leukocytes into the
advanced lesions.

Restenosis
The process of reformation of an arterial lesion that reduces blood flow following an
intervention procedure such as angioplasty. A restenotic lesion is not the same as an
atherosclerotic lesion as it forms primarily because of the migration and proliferation
of smooth muscle cells following injury to the artery caused by the intervention
procedure. It occurs in up to 40% of people who have angioplasty to increase blood
flow to the heart.

Scavenger Receptors
Bind to a wide range of molecules, including modified forms of LDL. Are involved in
the accumulation of cholesterol in macrophages and smooth muscle cells in the
arterial wall.

Statins
Drugs that inhibit the synthesis of cholesterol. They increase the abundance of the LDL
receptor and thus reduce plasma LDL levels.

Tangier Disease
A severe HDL deficiency syndrome caused by homozygous mutations at the
ABCA1 locus.

Thrombosis
The formation of blood clots. A thrombus consists of variable numbers of aggregated
platelets, red blood cells, and fibrin. In the heart, brain, or peripheral blood vessels, it
can be an occlusive thrombus that blocks blood flow, or a smaller mural thrombus that is
attached to an atherosclerotic lesion and does not block blood flow.

Vasospasm
The transient constriction of a blood vessel. Depending on the extent of constriction,
blood flow can be reduced leading to tissue ischemia.

VLDL
Very low-density lipoprotein, a triacylglycerol-rich lipoprotein assembled in the
endoplasmic reticulum and Golgi of hepatocytes and then secreted into the
bloodstream. While in the circulation, its triacylglycerol core is depleted through the
action of lipoprotein lipase and it gives rise to low-density lipoprotein.
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1
Overview of Gene Therapy

Gene therapy refers to the expression of
a recombinant gene in a patient. The
recombinant gene can be delivered to the
patient directly or it can be incorporated
into cells in vitro, followed by delivery of the
genetically modified cells to the patient.
DNA delivery can occur in the patient
as naked DNA or within a biological or
artificial delivery vehicle. The biological
delivery vehicle is usually a virus. A wide
variety of artificial delivery vehicles have
been developed. They usually consist of
lipid vesicles (liposomes) or positively
charged polymers that complex with DNA
and have a high affinity for cell surfaces
that are negatively charged.

Genetic therapy for the treatment of car-
diovascular disease (CVD) is in its infant
stage despite the large number of potential
target genes associated with the devel-
opment of atherosclerosis. Cardiovascular
disease lends itself to genetic therapy be-
cause of the focal nature of atherosclerotic
lesions and the availability of techniques
for direct delivery of the genes to the af-
fected areas. The desire to conduct gene
therapy for atherosclerosis is in large part
motivated by the large number of trans-
genic mouse studies in which expression
or deletion of a gene has a profound ther-
apeutic effect on the animal. For example,
overexpression of the apolipoprotein-A1
gene protects animals from atherosclero-
sis. A logical extension is to mimic these
studies with gene therapy.

Although the gene therapy field is now
more than 20 years old, it has not fulfilled
its initial promise. From the beginning,
it has been impossible to achieve sus-
tained expression of foreign genes at
high levels. There is still an incomplete

understanding of the fundamental pro-
cesses by which DNA enters the cells,
is transported to the nucleus, integrates
into chromosomal DNA, and interacts with
transcriptional machinery.

Regardless of the vehicle, DNA must be
administered into the circulatory system in
order to gain access to a high proportion
of cells in a solid tissue. However, most
tissues are not in direct contact with
blood. They are shielded from blood by
a tight layer of endothelial cells that
comprise the luminal surface of arteries
and veins. Particles as large as viruses or
DNA/polymer aggregates cannot cross the
small gaps (fenestrae) between endothelial
cells. An important exception is the
vasculature that perfuses the liver. These
vessels have large fenestrae, allowing large
particles to gain access to the hepatocytes
in the liver. For this reason, it is relatively
easy to target the liver and quite difficult to
target extrahepatic tissues.

There are three predominant types of
viral vectors used in gene therapy; ade-
noviruses, adeno-associated viruses, and
lentiviruses. Adenoviruses belong to a fam-
ily of human DNA tumor viruses that
can cause noncancerous respiratory tract
infections in humans. Upon infection,
the viral DNA remains episomal (outside
the host genome), thus making expres-
sion transient. Adenoviruses can infect
both dividing and nondividing cells. Ade-
noviral infection causes an inflammatory
response, which curtails the infection and
can produce severe reactions in some
individuals.

Adeno-associated virus is a small non-
pathogenic single-stranded DNA virus. On
its own, it cannot replicate. It depends
on simultaneous expression of genes pro-
vided by adenovirus. The virus infects a
broad range of dividing and nondivid-
ing cells. It can maintain its DNA as an
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episome or can, at low frequency, inte-
grate into the host cell’s chromosomal
DNA. Adeno-associated virus is potentially
attractive because its expression tends
to be long-lived and it does not elicit
an inflammatory reaction the way aden-
oviruses do.

Lentiviruses are retroviruses, RNA viruses
that replicate through a DNA intermediate.
HIV is a lentivirus. Lentiviruses have been
modified to infect a broad range of cells.
They can infect nondividing cells. As is
the case with adeno and adeno-associated
virus, lentiviruses are produced that are
replication-defective for gene therapy ap-
plications.

Injection of naked DNA into muscle
results in transfection of the cells in vivo.
Intravascular injection of naked DNA leads
to uptake by hepatocytes in the liver.
Some of the cells stably incorporate the
foreign DNA and express its genes. Since
animals are continually exposed to foreign
DNA coming from the diet and from
symbiotic and infectious microorganisms,
they have evolved numerous mechanisms
to protect their genomes from invasion by
foreign DNA. These include degradation
by nucleases, inefficient transport to the
nucleus, cell death upon DNA uptake,
and inactivation of promoters. Naked DNA
is still very attractive because it avoids
the complications of viral vectors. This
justifies a continued effort to overcome
the obstacles to efficient and prolonged
expression of genes from the naked
DNA.

Liposomes are vesicles formed from
lipids, usually, phospholipids. Cationic
lipids form stable complexes with DNA
and can therefore be incorporated into
liposomes. These complexes are routinely
used by researchers to introduce DNA
into cell lines in vitro. Their use in vivo
is attractive because it does not raise the

safety issues associated with viral vectors.
However, they are far less efficient than
viruses so their utility is still limited.

An alternative to direct injection of DNA
or a vehicle into a patient is to obtain
cells from a patient and incorporate a
foreign gene into the cells in vitro. Cells
that have been selected for stably incor-
porating the foreign gene can then be
given back to the patient. The benefits of
this step cannot be overstated; instability
of transfected DNA is a major unsolved
problem with in vivo gene therapy. This
approach has been used in atherosclero-
sis research with cells derived from bone
marrow. Since the bone marrow contains
precursors of red blood cells and cells of
the immune system, this is a practical
way to specifically target such cells. After
reintroduction to the bone marrow, cells
containing a foreign gene enter into the
circulation and repopulate tissues. For ex-
ample, the bone marrow is a source of
circulating phagocytic cells (‘‘monocytes’’
in the circulation, ‘‘macrophages’’ in most
tissues, and ‘‘Kupffer cells’’ in the liver).
Animal experiments have shown dramatic
alterations in atherosclerosis susceptibil-
ity with the replacement of macrophages
in the bone marrow. Partial hepatectomy
stimulates a robust regenerative response
in the liver. This makes possible the in-
troduction of hepatocytes that have been
genetically modified into a partially hepa-
tectomized liver. The new cells respond to
the proliferative signals and contribute to
the new cell mass of the liver.

2
Atherosclerosis: A Chronic Inflammatory
Disease

Atherosclerosis is thought to be the
result of a chronic fibro-proliferative
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inflammatory response. Animal studies
suggest that this inflammatory disease is
initiated following the deposition, mod-
ification, and retention of lipoproteins
within the artery wall. The initial inflam-
matory response involves the upregula-
tion of expression of adhesion molecules
and chemokines by endothelial cells and
smooth muscle cells, leading to the re-
cruitment of monocytes and lymphocytes
into the arterial intima. The monocytes
rapidly convert into tissue macrophages
that have the capacity to scavenge modified

lipoproteins, secrete proinflammatory cy-
tokines and growth factors, and further
regulate immune functions via presen-
tation of antigens. The scavenger receptor
mediated uptake of modified lipoproteins
transforms the macrophages into lipid-
loaded foam cells, the accumulation of
which is the hallmark of the fatty streak,
the initial stage of atherosclerosis (Fig. 1).

The transition of the fatty streak into
more advanced stages of the disease ap-
pears to involve the coalescence of de-
posited lipids coupled with the death of

Fig. 1 Initiation of a fatty streak. Lipoproteins such as LDL become trapped within the
extracellular matrix of the artery. The trapped lipoproteins are modified by processes such as
oxidation or glycosylation (mmLDL, oxLDL) and become proinflammatory leading to the
activation of endothelial cells to express adhesion molecules such as VCAM-1 and chemokines
such as MCP-1. Monocytes are then recruited into the arterial intima and differentiate into
macrophages most likely in response to increased expression of M-CSF. The modified
lipoproteins are then taken up by scavenger receptors such as CD36 and the SRA1 expressed by
the macrophages and this leads to foam cell formation. The excess cholesterol taken up by the
foam cells is esterified by ACAT and stored in lipid droplets. It can be converted back to the
more soluble free cholesterol and exported to extracellular HDL acceptors via cholesterol
transporters, such as ABC-A1. (From Glass, C. K., Witztum, J. L. (2001) Atherosclerosis. The
road ahead, Cell 104(4), 503–516, included with permission of the Publisher.)
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foam cells to form acellular necrotic zones.
As in any classical inflammatory response,
formation of the necrotic zones is ac-
companied by a wound-healing response
where smooth muscle cells are recruited
to encapsulate the necrotic zones by form-
ing a fibrous cap around the lipid pools
and necrotic debris (Fig. 2). With ongo-
ing hyperlipidemia, however, there is a
continuous influx, trapping, and modifi-
cation of lipoproteins in the developing
lesion that recruits additional inflamma-
tory cells and leads to formation of new
fatty streaks adjacent to or on top of
the initial lesions. The combination of
layering of new fatty streaks and ero-
sion of the fibrous cap destabilizes the

plaques allowing fissures, ruptures, and
intraplaque hemorrhage to occur. While
the exact mechanisms that cause plaques
to rupture are currently unknown, the
activation and/or death of macrophages
with release of proteolytic enzymes such
as matrix metalloproteinases, likely play a
role. The resulting erosion and rupture
exposes procoagulant proteins such as tis-
sue factor to the blood and facilitates the
formation of mural and occlusive thrombi
(Fig. 3). The occlusion of the main coro-
nary arteries causes the clinical outcomes
of myocardial ischemia, angina, and ulti-
mately myocardial infarction. Occlusion of
cerebral vessels can lead to ischemic stroke
while occlusion of peripheral blood vessels

Fig. 2 Atherosclerotic lesion progression. Continued deposition of lipoproteins coupled with
foam cell formation and interactions between foam cells, Th1 and Th2 T Helper cells and
smooth muscle cells contribute to a chronic inflammatory response. Cytokines secreted by
lymphocytes and macrophages exert both pro- and antiatherogenic effects. As part of a
wound-healing response smooth muscle cells migrate from the medial portion of the arterial
wall, proliferate, and secrete extracellular matrix proteins that form a fibrous cap. (From Glass,
C.K., Witztum, J.L. (2001) Atherosclerosis. The road ahead, Cell 104(4), 503–516, included with
permission of the Publisher.)
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Fig. 3 Plaque rupture and thrombosis. The death of macrophage-derived foam cells and
coalescence of trapped lipoproteins leads to the formation of an acellular necrotic zone and
accumulation of extracellular cholesterol. Macrophage secretion of matrix
metalloproteinases and neovascularization contribute to weakening of the fibrous cap.
Plaque rupture exposes blood components to tissue factor, initiating coagulation, the
recruitment of platelets, and the formation of a thrombus. (From Glass, CK and Witztum JL,
Cell 2001; 104(4): 503–516, included with permission of the Publisher.)

is associated with critical limb ischemia
and gangrene.

3
Gene Therapy Targets for Cardiovascular
Disease in the Lipoprotein Pathways

3.1
The Lipoprotein Pathways Provide Many
Potential Gene Therapy Targets

A major risk factor for premature
atherosclerosis is abnormalities in lipopro-
tein metabolism. In addition, people with
diabetes mellitus frequently have lipopro-
tein abnormalities that elevate the risk of
premature atherosclerosis that is already
associated with diabetes.

Lipoprotein metabolism involves the
interplay of the intestine, the liver, adipose
tissue, and muscle. Endocrine organs
also play a role, chiefly pancreatic islets,
adrenals, the hypothalamus, and adipose
tissue. However, the following discussion
will emphasize the role of the liver because
it is the most readily accessible target
for gene therapy that is based upon the
intravenous injection of DNA or DNA
within a vector or carrier.

Animals transport large quantities of
lipids through the bloodstream on car-
rier particles called lipoproteins. Lipopro-
teins consist of a shell of proteins
called apolipoproteins, amphipathic lipids,
primarily phospholipid and unesteri-
fied cholesterol, surrounding a core of
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Tab. 1 Density, diameter, and composition of plasma lipoproteins.

Class Density [g mL−1] Diameter [nm] Chol PL Protein TG CE

Chylomicrons 0.93 75–1200 2 7 2 86 3
VLDL 0.93–1.006 30–80 7 18 8 55 12
IDL 1.006–1.019 25–35 9 19 19 23 29
LDL 1.019–1.063 18–25 8 22 22 6 42
HDL2 1.063–1.125 9–12 5 33 40 5 17
HDL3 1.125–1.210 5–9 4 35 55 3 13

Notes: Values represent percentage of dry mass. Chol = cholesterol; PL = phospholipids;
TG = triacylglycerols; CE = cholesterol esters.

nonpolar lipid. The core composition
consists of variable proportions of triacyl-
glycerol and cholesterol ester.

When plasma is subjected to ultracen-
trifugation, most proteins sediment at the
bottom of the centrifuge tube. Because
they are associated with lipid and have a
low buoyant density, lipoproteins float in
the ultracentrifuge. The density at which
they float is the basis for their classification
(Table 1). In fasting plasma, most of the tri-
acylglycerol is carried by very low-density
lipoprotein (VLDL) particles. Cholesterol
and cholesterol ester are carried by low-
density lipoprotein (LDL) and high-density
lipoprotein (HDL) particles, with LDL car-
rying about two-thirds of all cholesterol in
human plasma.

3.2
Specific Genes are Critical for Dietary Lipid
Absorption in the Intestine

It is important to remember that ordi-
narily, the major component of dietary
fat is always triacylglycerol, not choles-
terol. For example, milk and butter have
very little cholesterol but are very high in
triacylglycerol. Triacylglycerol (and other
glycerolipids, such as phospholipids) is hy-
drolyzed in the intestinal lumen to yield
monoglycerides and free fatty acids. These

lipolysis products are then absorbed by
the intestinal epithelial cells and resyn-
thesized as triacylglycerols, phospholipids,
and cholesterol esters. Thus, the intestine
mediates both lipolysis (in the lumen) and
reesterification (within the epithelial cells)
of dietary lipids. The molecular mecha-
nisms underlying intestinal absorption of
fatty acids are still not understood. There
is no consensus about whether a specific
transporter is involved in fatty acid trans-
port into the enterocytes.

Cholesterol absorption into the entero-
cyte is also not well understood. A specific
inhibitor of cholesterol absorption, Eze-
timibe, is in clinical use and is one line of
evidence that there is a specific transporter
for cholesterol at the membrane of the
enterocyte that faces the intestinal lumen
(the apical membrane).

The free fatty acids coming from intesti-
nal lipolysis are solubilized into micelles
within the intestinal lumen. These mi-
celles consist of bile acids, cholesterol,
and phosphatidylcholine. Bile acids are
detergent-like molecules produced from
cholesterol by the liver. Together with
phospholipid and cholesterol, bile acids
are secreted from the apical membrane
of hepatocytes into the bile canaliculi,
which drain into the bile duct and finally
into the duodenum. As discussed below,
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conversion of cholesterol to bile acids and
secretion of biliary cholesterol are the prin-
cipal routes of cholesterol elimination.

Two membrane cholesterol transporters
have been identified in the intestine. One
consists of a heterodimer of two pro-
teins, ABCG5, and ABCG8. This pair is
located at the apical membrane and trans-
ports cholesterol out of the enterocyte into
the lumen. In addition, the transporter
transports plant sterols and thus protects
animals from accumulation of these non-
physiological sterol molecules. Mutations
in ABCG5 or ABCG8 cause a rare disease
called sitosterolemia, which involves ele-
vated levels of cholesterol and plant sterols
in the bloodstream. ABCA1 also transports
cholesterol out of enterocytes. In contrast
to ABCG5/ABCG8, this transporter ap-
pears to transport cholesterol across the
basolateral membrane of the enterocyte, to
the bloodstream and/or lymphatics. Over-
expression of ABCG5/ABCG8 in trans-
genic mice reduces cholesterol absorption,
making this an attractive target for thera-
peutic intervention.

3.3
The Intestine Exports Lipids
on Chylomicron Particles

Since the intestine is primarily an ab-
sorptive organ, it must have the means
of exporting newly absorbed lipids. The
enterocyte reesterifies fatty acids and
monoglycerides to form triacylglycerols
and phospholipids. Absorbed cholesterol
is esterified to form cholesterol esters. Tria-
cylglycerols and cholesterol esters are then
packaged into the core of lipoprotein parti-
cles unique to the intestine – chylomicrons.
Rather than being secreted into the blood-
stream, chylomicrons are secreted into
the lymphatics. By secreting chylomicrons
into the lymphatics, they gain entrance

into the general circulation via the thoracic
duct. This guarantees that extrahepatic
tissues, principally adipose tissue and
muscle, are the first to be exposed to
the newly secreted chylomicrons – if chy-
lomicrons were secreted directly into the
bloodstream, they would first be delivered
to the liver, via the portal vein.

After entry into the bloodstream, chy-
lomicrons interact with the luminal sur-
face of the capillary beds of adipose tissue
and muscle. Here resides the enzyme
lipoprotein lipase, which hydrolyzes the tri-
acylglycerols all the way to free fatty acids
and glycerol. (Cholesterol esters are not
substrates for lipoprotein lipase.) The free
fatty acids are then absorbed where they
are reesterified and stored in triacylglyc-
erol droplets (in adipocytes) or oxidized for
energy (in muscle). The chylomicron de-
pleted of its triacylglycerol (a chylomicron
remnant) is rapidly cleared from the circu-
lation by the liver. There is significant vari-
ation in the abundance and activation state
of lipoprotein lipase. This affects the ef-
ficiency of clearance of triacylglycerol-rich
lipoproteins and is therefore an attractive
target for gene therapy.

3.4
The Liver is a Major Producer of Plasma
Lipoproteins

Adipose tissue and liver are quite active
in the conversion of carbohydrate into
fat. Adipose tissue stores the fat in the
form of triacylglycerol droplets. However,
these droplets are quite dynamic; they are
continuously being formed and turned
over. The turnover of adipocyte droplets
occurs through the action of hormone-
sensitive lipase. The free fatty acids
that are released from adipocytes can
go to the liver where they can be
used to make ketone bodies and/or are



224 Gene Therapy and Cardiovascular Diseases

reesterified to form triacylglycerol again.
Whether derived from adipose tissue
or from de novo synthesis, the liver
does not generally store triacylglycerol.
Triacylglycerol accumulation in the liver is
generally regarded as a pathological state,
termed fatty liver or hepatic steatosis.

3.5
Lipoprotein Lipase as a Target for Gene
Therapy

In a healthy liver, triacylglycerol is
packaged for secretion within the secretory

pathway. This involves transfer of triacyl-
glycerol to the endoplasmic reticulum lu-
men and interaction with apoB100 (Fig. 4).
Within the secretory pathway, there are
several steps in which triacylglycerol is in-
corporated into a growing VLDL particle.
VLDL is then secreted into the blood-
stream. Like chylomicrons, VLDL interacts
with lipoprotein lipase while in the cir-
culation. However, unlike chylomicrons,
the depletion of triacylglycerol from VLDL
yields a VLDL remnant, also termed in-
termediate density lipoprotein (IDL), which
goes on to produce a stable lipoprotein,
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LDL
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ApoA5

Lipoprotein
Lipase

ApoB100
ApoB100

ApoB100

+

Fig. 4 Metabolic interrelationships of liver-derived plasma lipoproteins. The
liver secretes VLDL, a particle enriched in triacylglycerol. It carries various
apolipoproteins. ApoB100 is the only nonexchangeable protein on VLDL
particles. ApoC2 and possibly, apoA5, are activators of lipoprotein lipase. This
enzyme resides on the luminal surface of the capillary endothelium of adipose
tissue and muscle and hydrolyzes the fatty acids from VLDL triacylglycerols.
The resulting particle, IDL, can be cleared from the circulation by the liver or
can become LDL. Clearance of IDL is mediated by apoE. Clearance of LDL is
mediated by apoB100. The LDL receptor plays a critical role in the clearance of
IDL and LDL; both apoE and apoB100 can bind to the LDL receptor. The LRP
acts as a backup for IDL clearance; in the absence of the LDL receptor, it can
clear IDL by binding to apoE.
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LDL. Owing to the loss of most of the
triacylglycerol, the predominant neutral
lipids of LDL are cholesterol and choles-
terol ester.

The catabolism of VLDL is dependent
upon efficient hydrolysis of its triacylglyc-
erol core by lipoprotein lipase. Lipopro-
tein lipase deficiency results in dramatic
hypertriglyceridemia, liver enlargement
(hepatomegaly), and inflammation of the
pancreas (pancreatitis). However, elevated
plasma VLDL can result from many other
as-yet unidentified causes. It is very com-
mon in the human population and is
associated with obesity, diabetes, and in
some individuals, high-carbohydrate diets.
Although these individuals have normal
levels of lipoprotein lipase, increasing the
level of this enzyme might still be a use-
ful therapeutic strategy to lower plasma
triacylglycerols. Since it is presently not
feasible to target genes to the normal sites
of expression of lipoprotein lipase (muscle
and adipose tissue), expression in a non-
physiological site, the liver, has been tested
in mice and in a naturally occurring feline
model of lipoprotein lipase deficiency.

In addition to the expected role of
lipoprotein lipase in catalyzing the hydrol-
ysis of lipoprotein triacylglycerol, there is
also a nonenzymatic property of potential
therapeutic value. Lipoprotein lipase binds
to lipoproteins and also binds to lipopro-
tein receptors in the LDL receptor family,
most notably, the LDL receptor-related pro-
tein (LRP). In addition, lipoprotein lipase
can bind to cell surface proteins that are
enriched in acidic carbohydrate residues,
the proteoglycans. The best evidence that
these nonenzymatic functions are thera-
peutically relevant is the demonstration
that a mutant form of lipoprotein lipase
lacking enzymatic activity is still able to
reduce plasma triacylglycerol by about 20
to 30%.

Lipoprotein lipase-mediated hydrolysis
of triacylglycerol causes fatty acids to be
taken up at the site of hydrolysis. In the
liver, this leads to reesterification of the
fatty acids and can result in an increase
in cellular triacylglycerols. Through mech-
anisms not clearly understood, excessive
triacylglycerol accumulation dampens the
cell’s responsiveness to insulin. In the
liver, insulin normally suppresses glucose
production. Thus, one potential side ef-
fect of expression of lipoprotein lipase in
the liver is to reduce the ability of insulin
to suppress glucose production, a poten-
tial problem for people who are already
insulin-resistant or diabetic.

3.6
The LDL and VLDL Receptors are Attractive
Targets for Gene Therapy

LDL is cleared from the circulation in
large part through its interaction with the
LDL receptor. Mutations affecting the ex-
pression or function of the LDL receptor
are responsible for a common inherited
disorder, familial hypercholesterolemia. In-
creased expression of the LDL receptor
reduces LDL levels; thus, the LDL recep-
tor has been used in gene therapy for
hypercholesterolemia.

The VLDL receptor is a member of
the LDL receptor family. It is expressed
in a wide range of tissues, but not in
the liver. However, adeno-associated virus
was used to express this receptor in the
livers of mice lacking the LDL receptor.
These mice experienced a 40% reduction
of cholesterol, due to enhanced clearance
of both VLDL and LDL. Since patients
who do not express the LDL receptor are
immunologically naı̈ve to this antigen,
gene therapy with the VLDL receptor
might be an effective treatment that would
avoid the danger of immune rejection.
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3.7
Increased Cholesterol and Phospholipid
Efflux via ABCA1 Can Prevent
Atherosclerosis

Epidemiological studies show an inverse
relationship between HDL levels and
risk of premature atherosclerosis. Unlike
VLDL and chylomicrons, HDL is formed
from its protein and lipid components
in the bloodstream and interstitial fluids
rather than within the secretory pathway
of cells. The major apolipoproteins of HDL
are apoA1 and apoA2. These proteins
are secreted from hepatocytes and in-
testinal epithelial cells independently and
also as minor components of VLDL and
chylomicrons. ApoA1 and apoA2 bind to
phospholipids. Phospholipids are available
from the surface of VLDL after lipoly-
sis. In addition, cells are able to efflux
phospholipids and cholesterol through the
action of ABCA1 (Fig. 5). Its crucial role
in this process was established by the
discovery that two types of severe in-
herited HDL deficiency syndromes are
caused by mutations in ABCA1, Tangier
Disease, and familial hypoalphalipopro-
teinemia (FHA).

Tangier Disease is a rare recessive
disorder in which patients have almost
no HDL. Cholesterol ester accumulates
in macrophages and macrophage-rich
tissues like spleen and liver. FHA is
a very common dominant disorder in
which people have low HDL (typically
<30 mg dL−1) and suffer from premature
heart disease even without an elevation in
LDL. Approximately 40% of patients with
premature coronary heart disease have low
HDL, making it the most common lipid
disorder of heart disease patients.

Tangier Disease and FHA are caused
by mutations in ABCA1. Tangier Dis-
ease patients are homozygous (or inherit

two different mutant alleles). FHA pa-
tients are heterozygous for mutations
at the ABCA1 locus. ABCA1 mutations
lower HDL because they prevent phos-
pholipid and/or cholesterol from efflux-
ing and becoming associated with apoA1
and apoA2. In the absence of suffi-
cient lipid, apoA1 is rapidly cleared by
the kidneys.

Why do mutations in ABCA1 lead to
premature heart disease? ABCA1 fulfills a
rate-limiting step in the pathway by which
cells get rid of cholesterol, and thus might
be a critical protector against cholesterol
overload. With the exception of hepato-
cytes, cells are unable to catabolize large
quantities of cholesterol and must there-
fore protect themselves from cholesterol
overload by expelling cholesterol to an
appropriate extracellular carrier. It is inter-
esting that ABCA1 is especially abundant
in macrophages; macrophages can become
engorged with cholesterol esters and form
foam cells in the arterial wall. A mutation
in ABCA1 might therefore predispose an
individual to atherosclerosis by impeding
cholesterol efflux (Fig. 1).

Proof-of-principle studies in mice nom-
inate ABCA1 for the gene therapist’s ar-
senal. Moderate overexpression of ABCA1
decreases atherosclerosis in mice, despite
having a minimal effect on HDL levels.
The most plausible explanation is that
macrophage ABCA1 function is more im-
portant than HDL levels in protecting an
animal from atherosclerosis. Indeed, if an-
imals are transplanted with macrophages
derived from mice lacking ABCA1, they
show increased atherosclerosis. These
animal studies suggest that increased
expression of ABCA1 in macrophages
might be a sensible gene therapy strat-
egy for protection against or treatment of
atherosclerosis.
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Fig. 5 ABC transporters involved in cholesterol transport. ABCG5 and ABCG8 function
together as a heterodimer and mediate the transport of cholesterol from hepatocytes across
the canalicular (apical) membrane into the bile. The ABCG5/G8 complex is also involved in
cholesterol and plant sterol efflux from the enterocytes of the intestine to the intestinal lumen.
This reduces the net absorption of cholesterol and prevents absorption of plant sterols.
ABCA1 transports cholesterol and phospholipids on the sinusoidal (basolateral) surface of
hepatocytes and enterocytes. In addition, ABCA1 is abundant in macrophages where it
mediates cholesterol and phospholipid efflux. ApoA1 interacts with ABCA1 and mediates the
formation of precursors to HDL (preβHDL). The esterification of the cholesterol in the
preβHDL by the blood-borne enzyme, lecithin cholesterol acyl transferase (LCAT), produces
mature HDL. Mature HDL can bind to the SR-B1 receptor and deliver cholesterol esters to
hepatocytes. Much of the cholesterol ester is thus delivered and hydrolyzed by a cellular
cholesterol esterase and secreted into bile as unesterified cholesterol.

3.8
Some Apolipoproteins Can Prevent
Atherosclerosis

ApoA1 is a major protein constituent of
HDL. It is an activator of an enzyme

in the bloodstream, LCAT. This enzyme
transfers a fatty acid from the sn-2 position
of phosphatidylcholine to cholesterol to
form a cholesterol ester. It enables HDL
to ‘‘accept’’ cholesterol from cells or
other lipoproteins and then to fill its
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core with the cholesterol by esterifying
it. ApoA1 also interacts with ABCA1
to mediate cholesterol and phospholipid
efflux from cells.

Overexpression of apoA1 in transgenic
mice or injection of large quantities of
the apoA1 protein produces dramatic
effects on atherosclerosis – both preven-
tion and regression of atherosclerotic le-
sions. ApoA1 overexpression is a very
attractive prospect for gene therapy. The
biggest difficulty is that apoA1 levels in
human plasma are already quite high,
∼1 mg mL−1. Thus, with present tech-
nology, it would be quite difficult to
achieve a significant increase in this steady
state level.

ApoA5 is a newly discovered apolipopro-
tein that is associated with VLDL. Its
deletion in mice results in elevated tri-
acylglycerols and its overexpression in
transgenic mice drives down triacylglyc-
erol levels. It is likely that it plays a role
in the ability of lipoprotein lipase to hy-
drolyze VLDL triacylglycerol. ApoA5 might
be an attractive candidate for gene therapy
of hypertriglyceridemia.

ApoE is a ligand for the LDL recep-
tor and virtually all other members of the
LDL receptor family. It is associated with
VLDL and chylomicrons and to a varying
extent, with HDL. Chylomicrons depend
on apoE for their clearance from the
circulation. In addition, although VLDL
does have another competent LDL recep-
tor ligand, apoB100, VLDL remnants are
inefficiently cleared in the absence of apoE.
There are three common allelic variants of
apoE – apoE2, apoE3, and apoE4. ApoE2
has a greatly reduced affinity for its re-
ceptors and is therefore associated with
impaired clearance of VLDL and chylomi-
cron remnants. From these properties,
one might predict that increasing apoE
levels might be therapeutically desirable

by promoting efficient removal from the
circulation of remnant lipoproteins. How-
ever, studies in transgenic mice and rabbits
revealed two unexpected consequences of
apoE overexpression. First, increased apoE
synthesis in the liver leads to increased
VLDL production. Second, increased apoE
in the VLDL particle slows the hydrolysis
of triacylglycerol by lipoprotein lipase.

3.9
The Liver SR-B1 Receptor Protects against
Atherosclerosis

The scavenger receptor-B1 (SR-B1) is
highly expressed in tissues that actively
convert cholesterol into steroid hormones;
for example, adrenals, ovaries, and testis.
It is also highly expressed in hepatocytes.
SR-B1 binds to HDL and mediates the
selective uptake of cholesterol ester from
the HDL particle into the cell. Unlike
the uptake of LDL particles, the particle
itself is spared and can then recycle back
to pick up another cargo of cholesterol.
The overexpression of SR-B1 in transgenic
mice causes a drastic drop in HDL
levels and protects the animals from
atherosclerosis. Conversely, disruption of
the gene raises HDL and increases the
susceptibility of animals to atherosclerosis.
Interestingly, increased SR-B1 expression
increases the secretion of cholesterol
into the bile, indicating that uptake of
cholesterol from HDL effectively targets
the HDL toward biliary secretion.

The foregoing might seem to contra-
dict the known inverse relationship be-
tween HDL levels and atherosclerosis.
However, increased HDL can be due to
increased HDL production or decreased
HDL turnover. Increased HDL production
is thought to be beneficial because it pro-
motes cholesterol flow back to the liver.
However, increased HDL, if it is due to an
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impairment in its ability to deliver choles-
terol to the liver, is not beneficial. The
transgenic experiments in mice suggest
that increased SR-B1 expression in the
liver might be a viable approach to gene
therapy for atherosclerosis.

4
Vascular and Inflammatory Targets for
Gene Therapy

Small clinical trials of gene therapy for
cardiovascular disease have been limited
to induction of angiogenesis in the heart
and legs for the treatment of angina and
critical limb ischemia or to blocking of the
proliferative response following injury in-
duced by angioplasty and vascular grafting
as a means of preventing restenosis. These
trials have involved use of adenoviruses
and DNA-containing liposomes for local-
ized overexpression of angiogenic growth
factors such as vascular endothelial growth
factor (VEGF), fibroblast growth factor
(FGF), hepatocyte growth factor (HGF)
and antisense oligonucleotides or decoy
oligonucleotides for inhibiting expression
of cell cycle genes such as c-Myc or for
preventing binding of transcription fac-
tors such as E2F to cis-acting response
elements respectively. The localized over-
expression of VEGF and other growth
factors in the heart and limbs have had
mixed results with some recorded suc-
cesses in formation of collateral vessels,
increased blood flow, and reduced pain.
Large-scale clinical trials in the United
States have been slowed because of the
problems with virus-related inflammation
and with VEGF-induced edema.

As discussed in the first section of
this chapter, genes involved in lipid and
lipoprotein metabolism are potential tar-
gets for reducing hyperlipidemia and the

consequent deposition and retention of
lipids and lipoproteins in the artery wall.
However, there are still a considerable
number of individuals who develop car-
diovascular disease who do not have ap-
preciably elevated lipids or are resistant
to current therapies. Thus, other targets
need to be considered. Genes involved in
regulating leukocyte function and the in-
flammatory response within the artery wall
are potential candidates.

4.1
Adhesion Molecules and Leukocyte Counter
Receptors

The adhesion molecules, vascular cell adhe-
sion molecule (VCAM-1) and intercellular
adhesion molecule (ICAM-1), are mem-
bers of the immunoglobulin superfamily
of proteins. Together with their leukocyte
counter receptors, the integrins VLA4 and
MAC-1/CD11b:CD18, are potential targets
for gene therapy. VCAM-1 and ICAM-1 are
expressed by endothelial cells and support
the tight binding of monocytes and lym-
phocytes to the endothelial cell plasma
membrane. The selectins (E-, P-, and L-
selectins) are also adhesion molecules
that play a role in the initial tether-
ing and rolling of leukocytes along the
surface of the blood vessel. They are lectin-
like molecules that recognize carbohydrate
containing counterreceptors.

Knockouts of ICAM-1, E-, and P-
selectins in mice all partially inhibit devel-
opment of atherosclerosis. Thus, localized
inhibition of expression of these genes
might prevent initiation of lesions and
limit progression of established lesions
due to layering and the continuous in-
flux of leukocytes. Adenovirus-mediated
gene transfer to endothelial cells has been
successful in both in vitro and in vivo stud-
ies and suggests that this approach could
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be used for inhibiting expression of the
adhesion molecules.

The transient nature of adenoviral-
mediated gene transfer is a cause for
concern. Given that the atherosclerotic
lesions develop over several decades, ef-
fective adenoviral therapy would require
repeated injections. The use of retroviruses
or adeno-associated viruses to incorpo-
rate the gene into the cellular genome
might be a better alternative. However, this
approach is also limited by the small per-
centage of endothelial cells that proliferate
under normal circumstances. Blocking ex-
pression of the leukocyte integrins is even
more problematic. Currently, this would
require transfection of bone marrow stem
cells and would likely compromise the ca-
pacity to mount an inflammatory response
at other sites. Overexpression of secreted
forms of the adhesion molecules may be
an effective alternate approach.

4.2
Cytokines

Cytokines are cell regulatory proteins that
are key factors in the initiation and con-
trol of inflammation. They are classified as
members of several different families of
proteins that include: the tumor necrosis
factor (TNF) family, interleukins, inter-
ferons, colony-stimulating factors, growth
factors, and chemokines. There are signif-
icant overlaps in the functions of many
of the cytokines. This overlap is in part
due to the convergence of signal transduc-
tion pathways from the different cytokine
specific receptors leading to activation
of the same transcription factors. How-
ever, in other cases cytokines can have
opposite effects and are frequently des-
ignated as being either proinflammatory
or anti-inflammatory. Serum cytokine lev-
els are elevated in people with established

cardiovascular disease. Virtually, every ma-
jor pro- and anti-inflammatory cytokine
is expressed by cells within atheroscle-
rotic lesions and all vascular cell types
are capable of responding to these pro-
teins. Thus, there is significant potential
for the inhibition and treatment of CVD
by manipulating the production of or re-
sponse to cytokines using gene transfer
approaches.

4.3
Chemokines and Chemokine Receptors

Monocyte chemotactic protein (MCP-1)
and IL-8 are two potent leukocyte chemoat-
tractants (chemokines) that play a role in
recruiting leukocytes into the sites of in-
flammation. MCP-1 is expressed by all
of the cell types within atherosclerotic
lesions. Recent data from studies on
atherosclerosis-prone mice with targeted
deletion of MCP-1 or the chemokine recep-
tors CCR-2 or CXCR-2, and studies of bone
marrow transplantation of cells overex-
pressing MCP-1 or devoid of IL-8, strongly
suggest that these molecules play a critical
role in the initiation of fatty streaks.

Recent gene therapy studies with an N-
terminal deletion mutant of the human
MCP-1 gene transfected into the skeletal
muscle of the atherosclerosis-prone apoE
knockout mice have demonstrated the po-
tential for inhibiting atherosclerosis by
blocking MCP-1 activity. However, as with
the adhesion molecules, there are caveats
with regard to targeting the MCP-1, IL-8,
and/or CCR-2 and CXCR-2 genes for CVD
gene therapy. Because MCP-1 is expressed
by all of the cells within the lesions and
IL-8 primarily by macrophages, it is un-
clear whether adenoviral or retroviral ap-
proaches would be successful in inhibiting
MCP-1 or IL-8 expression by macrophages.
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Primary macrophages are extremely diffi-
cult to transfect, therefore, blocking their
capacity for expressing MCP-1, IL-8, or the
receptors likely would require repeatedly
knocking out the genes in bone marrow
cells. This again raises the question, to
what extent would this compromise the in-
flammatory response at other sites. Thus,
localized overexpression of mutated forms
of these proteins such as the N-terminal
deletion mutant sited above is the most
logical approach to targeting chemokines
for prevention and treatment of cardiovas-
cular disease.

4.4
Interleukins, the TNF-α family, and
Interferon-γ

Currently, in vitro and limited in vivo data
suggest that IL-1, IL-2, TNF-α, IL-3, IL-
6, IL-12, IL-15, and IL-18 appear to have
proatherogenic properties, while the IL-1
receptor antagonist (IL-1ra), IL-9, IL-10,
IL-11 and possibly IL-4, and IL-13 are
likely to be antiatherogenic. Thus, localized
inhibition of proatherogenic cytokines
and overexpression of antiatherogenic
cytokines with gene therapy has significant
potential for prevention and treatment of
cardiovascular disease.

TNF-α and IL-1-β are the proinflam-
matory cytokines that have received the
most attention. In vitro studies have clearly
demonstrated that these two cytokines po-
tently stimulate the expression of adhesion
molecules and chemokines and suggest
that they play an important role in the
atherogenic process. Surprisingly, targeted
deletion of TNF-α or the p55 TNF-α recep-
tor is not protective of atherosclerosis in
mouse models. Furthermore, the chronic
administration of a TNF-α binding pro-
tein reduces fatty streak formation only in
female apoE knockout mice. The effects

of deletion of IL-1 on atherosclerosis have
not been reported. However, in knockouts
of the IL-1ra, there was a trend toward
increased foam-cell lesion area compared
with the wild-type littermate controls. Suc-
cessful gene therapy studies in animal
models of cerebral, pancreatic, and ar-
ticular inflammation with IL-1ra further
support the potential for this approach to
cardiovascular disease.

CD40 and CD40 ligand are mem-
bers of the TNF receptor and protein
families respectively. They are expressed
by monocytes, macrophages, dendritic
cells, lymphocytes, endothelial cells, and
smooth muscle cells and play a role in
many inflammatory processes including
the expression of adhesion molecules,
cytokines, chemokines, and matrix met-
alloproteinases. Recent data suggests that
CD40/CD40 ligand play fundamental roles
in the atherogenic process as CD40 lig-
and–apoE double knockout mice have
significantly reduced atherosclerosis and
lesions that contain reduced numbers of
inflammatory cells, are connective tissue
rich, and are likely resistant to plaque rup-
ture. Thus, CD40 or CD40 ligand are both
additional potential targets for localized
CVD gene therapy.

Interferon gamma (IFN-γ ) is an
immuno-stimulatory cytokine that in-
creases antigen presentation by macrop-
hages and the activation of T lymphocytes.
As macrophages and T lymphocytes are
key cellular components of the atheroscle-
rotic lesions at all stages of lesion devel-
opment, gene therapy that targets IFN-γ
expression could have a significant impact
on the disease process. This is supported
by several studies in mice that demon-
strate a critical role for this cytokine.
For example, atherosclerotic lesions are
significantly reduced in IFN-γ -deficient
mice crossed with either LDL-receptor
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knockout or apoE knockout mice and are
increased with chronic administration of
recombinant IFN-γ . Interleukin-18 (IL-18)
in part promotes inflammatory responses
through the release of IFN-γ . Admin-
istration of recombinant IL-18 to apoE
knockout mice, like the administration of
IFN-γ , significantly increases lesion size.
Not surprisingly, in IFN-γ /apoE double
knockout mice, there are no effects of IL-18
on lesion development.

IL-2 is another interleukin with probable
proatherogenic properties. It also func-
tions to alter T-lymphocytes by affecting
a shift to a Th1 T helper cell phenotype. It
is expressed within atherosclerotic lesions
and serum levels are increased in people
with ischemic heart disease and unstable
angina pectoris. However, to date, IL-2 has
not been shown to play a direct role in the
development of lesions in animal mod-
els. In contrast to IL-2, IL-4 and IL-10 in
part function to cause a shift toward an
antiatherogenic Th2, T helper cell pheno-
type. There is reduced atherosclerosis in
LDL-receptor knockout mice transplanted
with bone marrow from IL-4 deficient
mice but no increase in atherosclerosis
in cholesterol-fed, IL-4 deficient mice. On
the other hand, fatty streak formation
in IL-4-deficient mice immunized with
HSP65 or Mycobacterium tuberculosis is
significantly reduced when compared with
lesions in wild-type C57BL/6 mice.

In addition to causing a Th2 shift, IL-
10 inhibits differentiation of monocytes
to macrophages, macrophage presentation
of antigens, generation of reactive oxygen
and nitrogen species, and endothelial cell
expression of ICAM-1. There is accelerated
formation of atherosclerotic lesions in IL-
10 knockout mice and reduced formation
of lesions in IL-10 transgenic mice. Thus,
localized overexpression of IL-4 and IL-
10 could provide some protection against

cardiovascular disease. There is also recent
evidence that IL-6 may play a role in the
development of atherosclerosis. Treatment
of fat-fed C57BL/6 or apoE knockout
mice with recombinant IL-6 significantly
increases fatty streak formation.

4.5
Growth Factors and Receptors

Growth factors are potent regulators of
cellular functions including prolifera-
tion, migration, differentiation, and sur-
vival/apoptosis. Many growth factors and
growth factor receptors are expressed
or deposited in atherosclerotic lesions.
These include all forms of platelet-
derived growth factor (PDGF), basic fi-
broblast growth factor (bFGF), vascular
endothelial growth factor (VEGF), insulin-
like growth factors (IGF-1 and IGF-2),
thrombin, endothelin-1, angiotensin-II,
heparin binding-epidermal growth fac-
tor (Hb-EGF), several forms of trans-
forming growth factor-beta (TGF-β),
and the hematopoietic growth factors:
macrophage colony-stimulating factor (M-
CSF), granulocyte colony–stimulating fac-
tor (G-CSF), and granulocyte-macrophage
colony-stimulating factor (GM-CSF).

The original ‘‘Response to Injury’’ hy-
pothesis of Glomset and Ross posited that
denuding injury to the endothelium led to
the activation and attachment of platelets
with release of PDGF. This was thought to
lead to increased smooth muscle cell mi-
gration and proliferation and development
of atherosclerotic lesions. Over the past
three decades, the paradigm has shifted
to account for the crucial role of inflam-
matory cells and the potential protective
role of smooth muscle migration and pro-
liferation in the formation of the fibrous
cap (Figs. 1–3). Thus, for gene therapy ap-
proaches to CVD, localized overexpression
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of growth factor genes could help stabilize
lesions at risk of rupture and thrombosis.
As proof of principle, transplant of fetal
liver cells from mice deficient in PDGF-BB
or chronic treatment with a PDGF-receptor
antagonist or anti-PDGF receptor antibod-
ies in apoE knockout mice leads to the
formation of lesions that contain mostly
macrophages, appear less mature, and
have a reduced frequency of fibrous cap
formation as compared with control mice.
In contrast to primary atherosclerotic le-
sions, smooth muscle migration and pro-
liferation contributes to restenosis following
angioplasty and other interventions. Gene
therapy approaches to inhibiting growth
factor expression postinjury have been in
development for several years.

Stimulating or inhibiting the expres-
sion of individual growth factors alone
may not be sufficient to control vascular
smooth muscle cell migration and pro-
liferation. This is because both smooth
muscle cell migration and proliferation
are exceedingly complex processes and in-
volve dissociation from the extracellular
matrix through the activation and secre-
tion of proteases, engagement of multiple
growth factor receptors with activation of
a variety of receptor associated and cyto-
plasmic kinases, activation of transcription
factors, and production and activation of
proteins involved in cell cycle traverse
and DNA synthesis such as cyclins and
cyclin-dependent kinases. Thus, there are
potentially many targets other than growth
factors or their specific receptors for gene
therapy. This has been demonstrated by
the ongoing clinical trials previously cited
where antisense oligonucleotides or decoy
oligonucleotides for inhibiting expression
of cell cycle genes such as c-Myc or for
preventing binding of transcription fac-
tors such as E2F are being tested as the

means of preventing restenosis following
angioplasty.

The hematopoietic growth factors M-
CSF and GM-CSF play a role in the
differentiation of monocytes and possi-
bly in regulating macrophage proliferation
and death within atherosclerotic lesions.
Thus, these factors may also be good tar-
gets for gene therapy for both early and
unstable lesions. This has been supported
by data showing that M-CSF deficient mice
crossed with apoE knockout mice have
significantly reduced atherosclerosis. Fur-
thermore, chronic administration of an
antibody that blocks the M-CSF receptor
(c-fms) also reduces early lesions in apoE
knockout mice.

Angiogenic growth factors such as the
VEGFs, HGF, and the angiopoietins have
already been mentioned with regard to on-
going clinical trials for the induction of col-
lateral circulation in people with occluded
coronary and peripheral arteries. How-
ever, small neovessels also form in advanced
atherosclerotic lesions and are additional
conduits for recruitment of leukocytes into
the established lesions. Blocking neovascu-
larization could help reduce inflammation
and stabilize the lesions. Thus, localized
inhibition of expression of these factors or
their respective receptors (FLT and FLK
for VEGFs and Tie receptors for angiopoi-
etins) are potential additional CVD targets.

5
Pro- and Antioxidant Enzymes

There is now ample evidence that polyun-
saturated fatty acids, phospholipids, and
cholesteryl-esters within lipoproteins that
become trapped within the extracellular
matrix of the artery wall can become oxi-
dized. In vitro studies have demonstrated
that macrophage scavenger receptors
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(MSR) recognize oxidized lipoproteins and
that foam cell formation is due in part to
the accumulation of oxidized lipoproteins.
The uptake of oxidized lipids can lead to
intense oxidative stress within the foam
cells and likely contributes to cell death.

It is currently unclear exactly how
lipoproteins are oxidized within the artery
wall. Several lines of evidence indicate
that proinflammatory enzymes such as
myeloperoxidase and the lipoxygenases
can oxidize lipoproteins. Macrophages also
express the bacteriocidal enzymes NADPH
oxidase and the inducible form of nitric
oxide synthase that generate the super-
oxide anion and nitric oxide respectively.
These reactive oxygen and nitrogen species
can also contribute to lipoprotein modifica-
tion and oxidative stress within foam cells.
Thus, it is possible that gene therapy could
be used to inhibit expression of these en-
zymes within atherosclerotic lesions and
thus reduce formation of the necrotic
zones and help stabilize lesions that are
susceptible to plaque rupture and throm-
bosis. This is supported by studies showing
that mice deficient in 5-lipoxygenase or
12/15 lipoxygenase are protected from
atherosclerosis and that mice transgenic
for 12/15 lipoxygenase have accelerated
formation of lesions.

In contrast to the lipoxygenases, knock-
out of myeloperoxidase and the NADPH
oxidase subunits do not protect mice from
atherosclerosis. As with other essential
proinflammatory factors, a deficiency of
these enzymes can have a significant effect
on the capacity to mount an inflamma-
tory response as is seen in people with
a deficiency of NADPH oxidase and the
resulting chronic granulomatous disease.
Thus, future gene therapy to inhibit the ex-
pression or activity of these enzymes will
require viral targeting to leukocytes only
within the artery wall.

All cell types have protective mecha-
nisms against the buildup of pro-oxidants
that could disrupt cellular functions by ox-
idizing lipids, proteins, and DNA. These
protective mechanisms include formation
of the primary endogenous antioxidant
glutathione by the enzyme complex glu-
tamate cysteine ligase. Glutathione acts by
enzymatically and chemically converting
electrophilic centers to thioether bonds
and as a substrate in the glutathione
peroxidase mediated destruction of hy-
droperoxides. Complete glutathione redox
systems are located in both the mito-
chondria and cytoplasm. Reduction of
oxidized glutathione by glutathione reduc-
tase utilizes reducing equivalents supplied
by NADPH and consumes NADPH at
a higher rate than most other NADPH-
dependent enzymes. Under conditions of
oxidative stress with active glutathione
redox cycling (as would occur in foam
cells containing increased lipid perox-
ides), the cell’s supply of glutathione
and NADPH can be depleted, thus limit-
ing many important redox sensitive and
biosynthetic reactions and can lead to
cell injury and death. Cells also contain
superoxide dismutases that convert the
superoxide anion to hydrogen peroxide
and the enzyme catalase that converts hy-
drogen peroxide to water. Thus, targeted
overexpression of the enzymes involved
in glutathione metabolism – the super-
oxide dismutases and/or catalase could
help reduce oxidative stress and foam
cell death.

6
Scavenger Receptors

There are now known to be at least three
families of broad specificity scavenger re-
ceptors that are expressed primarily by



Gene Therapy and Cardiovascular Diseases 235

macrophages within human atheroscle-
rotic lesions. These include the type A
family (subtypes I–III and the macrophage
receptor with collagenous structure or
MARCO), type B receptors that include
CD36, SR-B1/CLA-1 and the splice vari-
ant SR-B2, and an additional group
of receptors such as the mucin-like
receptor macrosalin/CD68 and LOX-1.
All of these receptors bind oxidized
LDL, but CD36 now appears to be
the major receptor on macrophages
responsible for accumulation of oxi-
dized LDL.

Recent studies of hyperlipidemic mice
with targeted deletions of SRA I/II or
CD36 have clearly established that both
types of receptors play a fundamental role
in foam cell formation and lesion develop-
ment in vivo. Macrophages within human
lesions also express a specific receptor that
recognizes advanced glycosylation end-
product (AGE) proteins, the LDL receptor,
VLDL receptor, and the LDL-receptor re-
lated protein/α2-macroglobulin receptor
(LRP). Because all of these receptors
are expressed primarily by macrophages,
this again brings up the problem that
primary macrophages are extremely dif-
ficult to transfect and blocking their
capacity for expressing scavenger re-
ceptors would likely require repeatedly
knocking out the genes in bone mar-
row cells. Like adhesion molecules, an
alternate approach that should be ef-
fective is the overexpression of soluble
decoy scavenger receptors that would bind
and clear modified lipoproteins and re-
duce lipoprotein trapping in the artery
wall and the subsequent formation of
foam cells. This is supported by a re-
cent study showing that there is reduced
atherosclerosis in LDL-receptor deficient
mice treated with an adenoviral construct

containing the human MSR AI extracellu-
lar domains.

7
Transcription Factors

Decoy oligonucleotides have been used to
block binding of activated transcription
factors to their consensus DNA response
elements in the promoters of many genes.
This may be a viable approach to re-
ducing expression of many cytokines and
other proinflammatory factors in vivo be-
cause activation of transcription factors
such NF-κB, AP-1, and the STAT pro-
teins are end points common to signal
transduction pathways activated by var-
ious proinflammatory stimuli. Blocking
the activation or expression of NF-κB
could be a particularly effective therapy
as there is activated NF-κB in all of the
cell types within atherosclerotic lesions. In
addition to blocking activation of NF-κB
with decoy oligonucleotides, stimulating
the activity of the natural inhibitors of
NF-κB, the I-κB proteins, or inhibiting
the expression or activity of the I-κB ki-
nases that phosphorylate the I-κB proteins
leading to the proteosomal degradation
of the NF-κB inhibitors, may also be vi-
able approaches. Targeting the expression
of the NF-κB subunits p65 and p50 is
another possible approach. Other tran-
scription factors such as Egr-1, Nrf-1, and
Nrf-2 may also be potential targets for
cardiovascular disease. Egr-1 is an essen-
tial factor for regulating the expression
of tissue factor, a key procoagulant pro-
tein expressed by cells in atherosclerotic
lesions. Nrf-1 and Nrf-2 are important fac-
tors for regulating the expression of pro-
and antioxidant enzymes and bind to con-
sensus antioxidant response elements of
these genes.



236 Gene Therapy and Cardiovascular Diseases

8
Noninflammatory Gene Targets

There are a large number of proteins that
are not directly part of the inflammatory
response that are potential targets for CVD
gene therapy. These include proteins that
regulate cell death, cellular proteases that
may play a role in breaking down the
arterial extracellular matrix, proteins that
play a role in regulating blood pressure
and vascular tone, pro- and anticoagulant
proteins, and osteogenic proteins that may
contribute to vascular calcification.

8.1
Cell Death

As noted, the death of macrophages likely
plays a fundamental role in the formation
of the necrotic zones of advanced lesions.
There is ample evidence showing the
presence of macrophages with fragmented
DNA (a marker of cell death) located within
or adjacent to these necrotic zones. The
death of smooth muscle cells also plays
a role in the thinning of the fibrous cap,
and like the macrophages, smooth muscle
cells with fragmented DNA have been
documented within atherosclerotic lesions
from both humans and experimental
animals. Thus, strategies designed to
reduce cell death within atherosclerotic
lesions could help stabilize the plaques
and prevent plaque rupture and formation
of occlusive thrombi.

Although it is currently unclear what
induces the death of either cell type in vivo,
there is in vitro evidence that apoptosis
(programmed cell death or cellular suicide)
can be induced in both macrophages and
smooth muscle cells by oxidized lipids
and other proinflammatory factors. Thus,
proteins known to play a role in apoptotic
death are potential targets for gene therapy.

These include death-promoting proteins
such as Fas (a death receptor that is a
member of the TNF-α receptor family)
and the Fas ligand, the cysteine proteases
(caspases 3, 8, 9), and other death
pathway effector proteins such as Fas-
associated death domain (FADD) (Fas-
associated protein with death domain),
TNF receptor associated death domain
(TRADD) (TNF receptor associated death
domain protein), TRAF (TNF receptor
associated factor), and receptor interacting
protein (RID). There are also a number
of antiapoptotic proteins such as c-FLIP
(Fas-associated death domain (FADD)
protein (FADD)-like interleukin-1 beta-
converting enzyme [FLICE (caspase-8)]-
inhibitory protein), BCL-2 and BCL-X that
could provide protection against cell death
if locally overexpressed.

8.2
Proteases

Secretion of proteolytic enzymes such as
the matrix metalloproteinases (MMPs) by
cells within the blood vessel plays an es-
sential role in enabling the cells to migrate
and proliferate. However, excess secretion
of these enzymes by activated leukocytes
or release of lysosomal enzymes such as
cathepsins following the death of cells
likely contributes to the breakdown of the
extracellular matrix and to the fissure and
rupture of the plaques. This is supported
by data showing the presence of activated
MMPs in unstable human atherosclerotic
plaques. Thus, strategies designed to in-
hibit the expression of these proteolytic
enzymes or the activation of the zymogen
forms by membrane-associated enzymes
such as the ADAM family of proteases
could help prevent plaque destabiliza-
tion and formation of occlusive thrombi.
Cells within atherosclerotic lesions also
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express specific tissue inhibitors of metal-
loproteinases (TIMPs) and thus localized
overexpression of these inhibitors could
also be an effective gene therapy approach
for cardiovascular disease.

8.3
Regulators of Vascular Tone and Blood
Pressure

Elevated blood pressure is a known risk
factor for cardiovascular disease. It is
well established that as atherosclerotic
lesions progress, the affected blood vessel
loses its capacity to adequately vasodilate.
Controlling acute changes in vascular tone
that cause vasospasm may be even more
fundamental to CVD as evidence suggests
that vasospasm may precipitate plaque
rupture and the formation of occlusive
thrombi. There are currently many drugs
available for chronically controlling high
blood pressure but very few for managing
vasospasm. Thus, localized gene therapy
that targets the production of vasoactive
substances by arterial wall cells or the
response of smooth muscle cells to these
vasoactive substances leading to increased
vasodilation and reduced vasospasm may
be effective approaches for the treatment
of cardiovascular disease.

Nitric oxide is an extremely potent
vasodilator and most endothelial cells ex-
press an endothelium specific form of
nitric oxide synthase (e-NOS). However,
e-NOS expression and NO production are
reduced in atherosclerotic arteries. Thus,
a localized increase in the expression of
e-NOS could help alleviate the impaired
vasodilatory properties of atherosclerotic
arteries. Endothelial cells also produce
the vasodilatory prostaglandin, prostacy-
clin (PGI2). PGI2 is produced from arachi-
donic acid by the action of the cyclooxyge-
nases followed by PGI2 synthase. Thus,

increased expression of PGI2 synthase
could be an effective approach for in-
creasing PGI2 synthesis. Endothelial cells
also produce a variety of vasoconstrictors
such as endothelin-1 and endothelial cell
hyperpolarizing factors. Thus, inhibiting
expression of the proform of endothe-
lin or the endothelin-converting enzyme
that activates endothelin could help con-
trol vasoconstriction. There are also en-
dogenous inhibitors of endothelin acti-
vation such as the endothelin-converting
enzyme inhibitor that could also be lo-
cally overexpressed and play a beneficial
role in regulating blood pressure. Sim-
ilarly, endothelial cells express a form of
the angiotensin-converting enzyme (ACE).
Angiotensin-II is a potent vasoconstrictor.
It is produced following the conversion of
angiotensinogen to angiotensin-I by renin
and from angiotensin-I to angiotensin-II
by ACE. Thus, inhibition of endothelial ex-
pression of ACE could also be an effective
therapy. Finally, blocking the response of
smooth muscle cells to these various vaso-
constrictors or increasing the response to
the vasodilators by targeting expression of
the specific smooth muscle cell receptors
or the down stream signal transduction
pathways may also be effective gene ther-
apy targets.

8.4
Coagulation Related Genes

There are a variety of pharmacological
agents that effectively inhibit thrombosis,
and chronic administration of these drugs
is associated with reduced frequencies
of angina and myocardial infarction in
people with established cardiovascular dis-
ease. However, because we still do not
know what causes atherosclerotic plaques
to rupture and because plaque rupture is
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unpredictable, administration of anticoag-
ulants throughout the three to four decades
that lesions develop may not be practical
for most people due to the accompany-
ing bleeding disorders. Thus, specifically
blocking the expression of procoagulant
proteins such as tissue factor by cells
within atherosclerotic lesions, may be an
effective approach to preventing localized
formation of occlusive thrombi following
plaque rupture. Tissue factor participates
in the extrinsic pathway of coagulation and
binds to and activates factor VIIa, which in
turn activates factor X enabling it to convert
prothrombin to thrombin and thrombin to
convert fibrinogen to fibrin, the primary
protein component of blood clots. Cells
within atherosclerotic lesions also express
a specific tissue factor inhibitor; thus an
additional possibility would be to stimu-
late expression of this inhibitor. Another
potential approach for reducing formation
of occlusive thrombi is to increase the
production of thrombolytic factors such
as plasmin by increasing the localized ex-
pression of tissue plasminogen activator or
reducing the expression of the plasmino-
gen activator inhibitors.

8.5
Osteogenic Proteins

Bone mineral (calcium-phosphate) is de-
posited in most advanced atherosclerotic
plaques and in heart valves. However, it
is still controversial as to whether calcifi-
cation of the plaques is a good prognostic
indicator of subsequent CVD events. Nev-
ertheless, preventing vascular calcification
is beneficial for interventions such as an-
gioplasty and for reducing the need for
heart valve replacement. Vascular calcifi-
cation is now known to be an active cellular
mediated process that is analogous to the
process by which cartilage is converted to

bone. It thus involves a balance between
bone forming osteoblast type cells and
bone removing osteoclast type cells and
the expression of proteins that are both
pro-osteogenic and antiosteogenic. These
include the matrix gla proteins, osteo-
pontin, osteoprotegrin, osteonectin, and
the bone morphogenic proteins. Thus, lo-
calized gene therapy designed to either
increase or inhibit expression of these
proteins could have dramatic effects on
reducing plaque calcification and compli-
cations resulting from ‘‘stiffening’’ of the
blood vessels.

See also Medicinal Chemistry.
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Keywords

Demographics
The study of populations, especially growth rate and age structure.

Effective Population Size
The size of an ideal population that would show the same rate of decay in
heterozygosity as the actual population.

Electrophoresis
The movement of molecules on a solid medium through an electric field. Various
support mediums are used, including filter paper, starch gel, agarose, and
polyacrylamide.

Molecular Clock
The rate of molecular genetic change at a given gene, often including the assumption
of a constant rate.

Polymorphism
Two or more genetically distinct types in the same interbreeding population.

1
Introduction

The molecular genetic analysis of popula-
tions involves three main stages: sample
collection, analysis, and interpretation.
The sample must be representative of the
population, and therefore collections need
to be random and sufficiently large. The
number of samples analyzed is especially
important when comparisons are based on
allele frequencies. In each case, the allele
frequency determined by the sample will
be an estimate, and the 95% confidence
limits around that estimate depend on the
sample size as follows:

p ± 1.96

√
p(1 − p)

n

where p is the allele frequency and n
is the sample size. For example, for an
estimated allele frequency of 55%, the 95%

confidence limits around that estimate
would range from 33 to 77% for a sample of
20 and from 45 to 65% for a sample of 100.

The method of molecular analysis and
choice of genetic marker will depend on
the specific question being addressed, al-
though in general it is advantageous to
assess diversity at a number of indepen-
dent loci. Interpretation of results will
depend in part on the method of analy-
sis. DNA analytical methods offer great
potential through the analysis of specific
regions of the nuclear, mitochondrial, and
chloroplast genomes, but numerous evolu-
tionary mechanisms can effect change over
time, and therefore interpretation based on
time-dependent change must be done cau-
tiously. An understanding of the genetic
structure of populations facilitates the un-
derstanding of dispersal, reproductive, and
social behavior, and provides essential data
for the conservation of natural variation.
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It has long been recognized that inher-
ited characters vary and that the quan-
tification of this variation can be used to
distinguish local races. However, it was
not until the advent of protein gel elec-
trophoresis in the 1960s that the extent of
genetic variation in natural populations
began to be appreciated. Thousands of
species have been investigated for protein
polymorphisms, and most displayed ex-
tensive variation. Gel electrophoresis of
allozymes (different electrophoretic forms
of a given enzyme) became the standard
method for the comparison of genetic vari-
ation within and between populations, and
it is still in use today. However, most of
the variation present in the genome can-
not be detected by this method. The DNA
sequence determines, through an RNA in-
termediary, the amino acid sequence in
the polypeptides that combine to form
proteins. Only a small proportion of the
genome is translated into proteins, and
the three-letter codon that determines the
sequence of amino acids is degenerate,
especially in the second and third posi-
tions (see Sect. 2). Therefore, even within
the DNA sequence that encodes the pro-
tein, there can be considerable variation
that is not expressed. Furthermore, only
a small proportion of the changes that
do affect the amino acid sequence will
also affect the charge properties of the
protein, which determine its migration
through an electric current (and conse-
quently only some changes can be detected
by the electrophoretic method). Innova-
tions over the last several decades have
enabled the analysis of DNA directly, pro-
viding greater resolution and facilitating
the interpretation of variation. This arti-
cle concentrates on the use of these DNA
analytical methods to interpret population-
level genetic variation.

2
Nature of Mutations and Mutation Rates

Mutations that affect the sequence of
nucleic acids can occur through the
conversion of a single base (e.g. a point
mutation changing A to T), through the
loss by deletion of one or more bases,
and through the addition by insertion of
one or more bases. Change can also occur
through the operation of a variety of DNA
‘‘turnover’’ mechanisms. For the purpose
of this discussion, two mechanisms that
generate variation in repetitive regions
of DNA by changing the number of
repeated elements will be emphasized.
These are DNA slippage (Fig. 1a) and
unequal crossing-over (Fig. 1b). In each
case, a misalignment of DNA strands
causes the molecule to be repaired in
such a way that there is a gain or loss in
an array of repeated elements. Repetitive
DNA regions are very common in most
vertebrate and plant genomes, and change
in the copy number of repeats generally
occurs at a much higher rate than change
due to point mutations. For this reason,
they provide high resolution to population
genetic analyses and are often used.

Eukaryotic genes are divided into coding
(exons) and noncoding regions (introns).
Introns are transcribed into RNA, but not
translated into proteins (Fig. 2), which
means that these sequences are not
phenotypically expressed. Point mutations
accumulate at a higher rate in noncoding
regions, in part because of a diminished
level of selection. Within coding regions,
the second or third position of the
codon is often ‘‘synonymous’’; that is,
the nucleotide in those positions can
change without changing the encoded
amino acid. For the nuclear genome of
eukaryotes, the nucleotide substitution
rate (per base pair, per year) in introns
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(a)

(b)

Fig. 1 (a) One of several possible DNA
slippage mechanisms: the end result is
an extension of the array within a single
chromatid. Similar mechanisms lead to
contraction of the array or slippage
during replication. The process
illustrated involves endo-
nuclease-mediated breakage, slippage
of the upper strand, and poly-
merase-mediated repair events. The
boxes represent repeated elements.
(b) Unequal crossing-over. Two strands,
each with five repetitive elements,
undergo an unequal crossing-over
event, resulting in the gain of one
element for the upper strand and a
corresponding loss from the
lower strand.

Genomic DNA

Exon 1 Exon 2 Exon 3
Intron 1 Intron 2

Promoter

Initial transcript

Mature mRNA

Fig. 2 Division of genes into coding (exons) and noncoding (introns) regions. The initial
transcript is enzymatically modified to represent only the exon regions of the gene in the
mature messenger RNA.
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and synonymous sites ranges from about
1 × 10−9 to 10 × 10−9 with an average of
about 5 × 10−9. In exons, the rate varies
from about 0.004 × 10−9 in histone genes
to 2.8 × 10−9 in interferon A. Natural
selection (see Sect. 3.1) usually prevents
major disruption of coding sequences with
repetitive DNA regions (though there are
exceptions such as the FMR1 locus), but
this is a common feature of noncoding
regions. The rate of DNA turnover in these
repetitive sequences depends on which
mechanisms are affecting change and
various other factors. The rate of change
due to these processes can be very fast;
rates up to 10−2 have been documented.

3
Dissemination of Genetic Change in
Natural Populations

Natural selection and genetic drift are
the two principal mechanisms by which
genetic change is spread through a popula-
tion. The correct interpretation of genetic
variation depends on how the DNA re-
gion under analysis is affected by each
of these mechanisms. Although it is be-
yond the scope of this article to provide
a detailed discussion, the basic tenets are
outlined below.

3.1
Natural Selection

The biochemical, morphological, physi-
ological, or behavioral consequences of
genetic makeup (genotype) are referred to
as the phenotype. Natural selection is the
differential reproductive success of differ-
ent phenotypes. Generally, if a region of
DNA is not expressed phenotypically (nor
affected by or closely linked to a phenotypi-
cally expressed region), it is not exposed to

natural selection. On the other hand, some
genes are critical to survival or reproduc-
tive success and therefore are under strong
selective control. A simple model for the
change in allele frequency due to selec-
tion in a two-allele system for a diploid
organism can be expressed as follows:

p′ = p2w11 + pqw12

W

where p′ is the frequency of allele A1

after selection, p is the frequency of A1

before selection, q is the frequency of A2

before selection, w11 is the viability of
the homozygous genotype A1A1, w12 is
the viability of the heterozygous genotype
A1A2, and W is the average viability. From
this relationship, it is possible to derive the
expected change in allele frequency over
time due to selection and make predictions
about the dynamics of natural selection
under different environmental conditions.

Genetic variation at a locus can be
maintained in a population by balancing
selection such as overdominance (when
the heterozygote condition is selected
for) and frequency-dependent selection,
or limited by directional selection (when
one allele is favored at the expense
of the others). Adaptation to specific
habitats and the general character of
the local environment can also affect
genetic diversity. For example, it has been
proposed that habitat specialists might
be expected to show lower levels of
genetic diversity than habitat generalists,
and species inhabiting relatively stable
environments might be expected to show
low variability. In each case, the prediction
is based on the idea that a more complex
or variable environment will support a
greater degree of genetic variation within
the population as a whole.
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3.2
Genetic Drift

Genetic drift is the random changes in
allele frequency over time in finite pop-
ulations, resulting from variation in the
number of offspring among individuals.
According to the ‘‘neutral theory,’’ most
evolution occurs through the random fix-
ation of selectively neutral (or slightly
deleterious) mutations. This theory pre-
dicts that change accumulating in this way
will do so at an approximately constant
rate (a molecular clock). When this is true,
genetic change can be used to interpret
the demographic histories of populations.
Figure 3 plots the expected relationship
between effective population size, genetic
diversity, and the time (in generations) re-
quired for lost variability to be recovered.

The relationship between diversity (ex-
pressed as heterozygosity) and population
size can be expressed as follows:

Ht = Ht−1

(
1 −

(
1

2Ne

))

where Ht is the heterozygosity in genera-
tion ‘‘t,’’ Ht−1 is the heterozygosity in the
previous generation, and Ne is the effec-
tive population size. In general, diversity
is lost more quickly in small populations
owing to the greater likelihood of sexually
recombining alleles that are identical by
descent (inbreeding).

Stochastic events (such as a population
bottleneck) can also reduce variation in
a population. The result is a small
population in which the effects of genetic
drift are expected to reduce levels of
variation, both as a consequence of the
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Fig. 3 The theoretical changes in average heterozygosity when a
population goes through a bottleneck. Logistic growth is assumed, and
the intrinsic rate of growth r is set at 0.1. In one case (solid line), the
bottleneck effective population size is N0 = 2; in the other (dashed line)
N0 = 10 [After Nei (1987)].
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sampling of genotypes (and the resulting
loss of allelic diversity) and by inbreeding
(as described above). Once variation has
been lost, the process of accumulating
new mutations is very slow (Fig. 3). An
equilibrium level of variation will take on
the order of the inverse of the mutation
rate to recover, which is in some cases
longer than the expected lifespan of the
species.

4
Methods of Analysis

There are numerous methods by which
genetic variation can be directly or indi-
rectly measured. This article concentrates
on those methods that have been funda-
mental to population genetic studies, now
and historically. The evolutionary history
of a given gene can be affected by vari-
ous processes including selection and drift,
and provides just one record in the study
population. For this reason, it is important
to investigate variation at as many loci as
practical, so that information on the his-
tory of the population can be accumulated,
rather than simply the history of a gene in
that population. At the same time, there
can be some utility to choosing markers
of a particular level of polymorphism to
facilitate different types of analyses. For
example, a marker that evolves relatively
slowly but is thought to be selectively neu-
tral would allow a relatively unambiguous
assessment of the phylogenetic relation-
ship between distantly related taxa. At the
other extreme, hypervariable markers such
as microsatellite or minisatellite arrays (see
Sect. 5) can be used to assess paternity
and close kinship relationships. For com-
parisons among populations, too much
variation will obscure genetic differences
(saturation will lead variation within a

population to be as great as that between
populations), and too little variation will
not permit sufficient resolution. Repetitive
DNA regions can vary in the rate of change
over time over a very broad spectrum, ow-
ing to the nature of the processes involved.
The comparison of these loci therefore
needs to take this potential rate hetero-
geneity into account.

4.1
Sample Collection

Essentially, any cellular tissue is suitable
for the extraction of DNA (see Sect. 4.3),
though it some tissues (such as bone
or wood) are harder to extract DNA
from than from others (such as skin or
leaves). The choice of tissue for enzyme
electrophoresis (see Sect. 4.2) may be
restricted by which enzyme systems are
expressed in different tissues. The first step
in any project is to define the objectives
and plan what can be accomplished on
the basis of time and budget. In most
cases, it will be more important to include
multiple loci than very large numbers of
individuals; however, small sample sizes
risk low power (see below) and distortion
of allele frequencies due to sampling
effects. The analysis of a large number
of loci helps minimize the impact of
locus-specific effects, such as selection,
as indicated in the previous section.
Some applications will require a choice
among types of loci, for example, tests for
biparental kinship require nuclear loci and
high resolution, and the obvious choice
becomes microsatellite loci (see Sect. 5.5).

There are two types of error in the
relevant statistical comparisons among
populations. A type I error occurs when
a null hypothesis that should be accepted
is rejected. In biological studies, the
allowance for this type of error is often
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set at 5%, though a more stringent
criterion should be adopted if a large
number of comparisons are done. A type
II error occurs when a null hypothesis
that should be rejected is accepted. This
is usually expressed as the power of the
test, which is 1 minus the type II error.
For a comparison between two populations
using just one marker, with a difference of
5% between allele frequencies, thousands
of individuals would need to be screened
to statistically distinguish between them,
given a type I error of 5% and a power
of 90%. The solution is to use more
markers with an emphasis on those
with a high level of variability. Typically,
it will be sufficient to represent each
population with a random sample of at
least 50 individuals and compare putative
populations at 10 to 20 polymorphic loci.

The collection of samples will depend
to some extent on the biology of the
study species. In mobile, sexually repro-
ducing species, the dispersal behavior of
males and females can affect the dis-
tribution of genotypes. For example, if
females are phylopatric (reproducing rear
where they were born), genetic variation
between adult males and females in local
samples may vary. Furthermore, in this
case, the comparison of populations us-
ing a matrilineally inherited marker (such
as mtDNA in mammals) will exaggerate
the difference between populations. It is
also important to take into account tem-
poral and spatial patterns of movement
in mobile species. A project that begins
sampling in one location and finishes
in another sometime later might simply
follow the migration of a single repro-
ductive population! With plant species, it
is important to consider the dispersal of
both pollen and seeds, and the possibility
that seeds ‘‘bank’’ in the soil, providing a

reservoir of genetic material from previous
generations.

4.2
Enzyme Electrophoresis

The migration of proteins through an
electric field in a gel matrix can be
measured by enzyme electrophoresis. The
charge properties of the protein determine
the extent and direction of migration.
The different electrophoretic forms of the
enzyme are known as allozymes. Tissue
homogenized in buffer can be used as
the source material, and specific enzymes
can then be visualized by immersing
the gel into a medium containing the
reaction conditions for that enzyme such
that a colored dye is incorporated into
the end product. The dye produces bands
on the gel indicating the position of
the enzyme. The number of bands will
depend on the number of subunits in
the enzyme and on whether the locus is
homozygous or heterozygous. Gels can be
prepared from a variety of media (starch,
polyacrylamide, agar, etc.) and run by a
variety of methods (horizontal, vertical,
disc, etc.). For screening large numbers
of individuals in a population survey, the
most common method (also the simplest
and least expensive) is horizontal starch
gel electrophoresis. The apparatus for this
method is schematized in Fig. 4. Gels
running 10 to 30 samples can be cut
horizontally 2 times (giving 3 slices) and
each slice stained for a different enzyme.
In most cases, the resolution of bands is
sufficient, and poor resolution can often
be improved by using a different gel
medium or running method. In general,
the different methods are designed to
improve resolution and to permit the
separation of more subtle differences
between alleles.
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Gel matrix

Buffer

Sample well
Wick Electrode

Fig. 4 Nondenaturing horizontal gel electrophoresis of proteins.

4.3
DNA Extraction

DNA is extracted from tissue by removing
proteins, fats, and carbohydrates and then
precipitating the DNA out of an aqueous
salt solution. This procedure is usually
straightforward for animal tissues, but it
can be quite difficult with plant material
because naturally occurring chemicals
degrade the DNA or inhibit further
analysis. The first step is to homogenize

the tissue under an aqueous-based buffer
that promotes cell lysis. By the most
common method (Fig. 5), the homogenate
is mixed with phenol and chloroform,
which are immiscible with water. The
proteins and other cellular compounds go
into the organic (phenol) phase, while the
DNA remains in the aqueous phase. After
several repetitions, the DNA is precipitated
with salt and ethanol. A careful preparation
of DNA will include sheared fragments
20 to 100 kb long. Excessive agitation

Grind tissue in
liquid nitrogen

Mix, then spin in centrifuge
to separate phases

Digest with
SDS-proteinase K

Aqueous phase

Phenol–
chloroform
extract

Precipitate DNA from
aqueous phase with
salt and 100% ethanol

Fig. 5 Phenol–chloroform extraction of DNA from solid tissue.
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further shears (degrades) the DNA. Since
nucleases (which can be present on the
fingers and particulate matter in the air)
will also degrade DNA, the procedure must
be done under sterile conditions.

4.4
RFLP Analysis

Restriction fragment length polymor-
phisms (RFLPs) can be analyzed when
DNA is digested with a special enzyme
called a restriction endonuclease (Fig. 6).
These enzymes recognize specific short
sequences of DNA (e.g. the enzyme EcoRI
recognizes the sequence GAATTC) and
cleave the DNA at every instance of that
sequence. Mutations that create new sites
or eliminate old ones can occur. The next
step is to separate the DNA fragments
by size in a gel matrix. This is done
by electrophoresing the samples through
an agarose or polyacrylamide gel under
buffer. DNA naturally assorts by size (on a
roughly logarithmic scale) by this method.
The double-stranded DNA in the gel is

then made single-stranded (usually with
an alkaline solution) and is transferred by
‘‘Southern blotting’’ onto a solid mem-
brane that binds DNA (Fig. 7). Then, a
segment of DNA to be compared be-
tween individuals (e.g. the Adh gene or
the mitochondrial genome) is labeled with
a radioisotope (or some nonradioactive
label) and hybridized (whereby comple-
mentary strands of DNA combine and
re-form a double-stranded molecule) to the
DNA bound to the membrane. Only the
fragments of bound DNA that match this
DNA probe will be made radioactive. After
exposure to X-ray film, these relevant frag-
ments can be visualized as black (exposed)
bands on the film (Fig. 8). Now that DNA
sequencing (see Sect. 4.5) has become rou-
tine and affordable, RFLP analysis is used
less frequently for population studies.

4.5
DNA Sequencing

The procedure that determines the se-
quence of nucleic acid bases comprising

5′-AGAGTACCGTTTAGAATTCTGCCCATGGCTAC -3′
3′-TCTCATGGCAAATCTTAAGACGGGTACCGATG -5′

AGAGTACCGTTTAG -OH

TCTCATGGCAAATCTTAA
AATTCATGGGCATCA

HO-GTACCCGTAGT

EcoRI

EcoRI

P
P

Fig. 6 Restriction digestion with the enzyme EcoRI. Digestion
leaves a 3′ hydroxyl group and a 5′ phosphate group exposed, and
either a 5′ overhang (shown), a 3′ overhang, or blunt ends,
depending on the enzyme. EcoRI has a 6-bp recognition site. Many
other common enzymes have 4-bp recognition sites.
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Absorbent paper
Weight

Wick

Membrane

Buffer

Gel

Fig. 7 Southern blotting to transfer DNA from gel to membrane.

Fig. 8 Panel of 12 lions
digested with AvaII and
hybridized with a heterologous
mtDNA probe. (Courtesy of
Robyn Hottman and Steve
O’Brien.)
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2.7

1.7

kb

a segment of DNA offers the greatest
resolution for comparisons of genetic dif-
ferentiation and permits the greatest scope
for interpretation. There are several meth-
ods of DNA sequencing, but the one used
most frequently is chain termination. By
the chain termination method, a single-
stranded DNA template is divided into four
reaction mixes, one for each nucleotide
base (A, T, C, G). A DNA polymerase
(an enzyme that can synthesize DNA
along a single-stranded template, starting
at a double-stranded/single-stranded in-
terphase), a short (15–25 bases) primer
segment of DNA, and all four deoxynu-
cleotide bases are included in each reaction
(one of which is labeled either radioactively
or with a fluorescent dye). In addition, each
reaction will include a smaller quantity
of one of the four dideoxynucleotides (A,

T, C, or G). These bases lack the 3′-OH
group (Fig. 6) necessary for DNA chain
elongation and therefore terminate the re-
action at every occurrence of that base. A
comparison of the length of strands syn-
thesized for each of the four reactions gives
the sequence of bases (Fig. 9). Modern se-
quencing is facilitated by the polymerase
chain reaction (see Sect. 4.6) and visual-
ized by computer-generated profiles that
display a series of peaks, each representing
a different nucleotide labeled with a differ-
ent fluorescent dye. This allows for very
rapid analysis as the sequencing machine
generates a computer file of the sequence
as the DNA runs through the gel. It also
permits the running of all four sequenc-
ing reactions (one for each nucleotide) in
a single lane, since each is labeled with a
distinct dye.
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Fig. 9 A small portion of the nucleic
acid sequence that can be ‘‘read’’ from a
gel subjected to the chain termination
method. The four reactions (one for
each nucleic acid residue) are run side
by side on a 6% polyacrylamide gel.

4.6
PCR Analysis

The polymerase chain reaction (PCR) per-
mits the enzymatic amplification of a spe-
cific segment of DNA. This technique has
greatly facilitated population-level screen-
ing of genetic variation by saving time
and reducing expense. Two short primers
of single-stranded DNA (usually 15–25
bases long) are designed flanking a re-
gion of interest. These are often based
on published DNA sequences of particu-
lar genes or are developed from cloned
DNA. A programmable heating block is
then used to vary the reaction conditions.
First the reaction mix is heated to dena-
ture the template DNA (to separate the
double helix into its two complementary
strands); then the temperature is low-
ered to allow the primers to anneal to
the template, the reaction mix is heated
to an optimal temperature for the poly-
merase, and the cycle is repeated 20 to 40
times (Fig. 10). The key to this technique
is the use of a thermostable polymerase
(most polymerases would be denatured
and rendered inactive by the high temper-
atures necessary for the DNA denaturation
step).

4.7
SSCP and Gradient Gel Analysis

Single-strand conformation polymor-
phisms (SSCPs) are based on the
sequence-dependent mobilities of dena-
tured (single-stranded) DNA when run
through a nondenaturing gel. PCR-
amplified DNA, usually 100 to 200 bp long,
is denatured and loaded onto a gel in non-
denaturing conditions. As the molecule
migrates through the gel, it reanneals
with itself, folding into a hairpin struc-
ture. The conformation and mobility of
this structure depend on the sequence
of DNA residues. As little as a single
base change in 200 can alter the dis-
tance a fragment will migrate in the gel,
although there is no simple correspon-
dence between sequence composition and
mobility. Therefore, differences can be de-
tected quickly (permitting the screening
of a large number of samples simulta-
neously), but they must be quantified
by sequencing all products with distinct
mobilities.

Gradient gel electrophoresis, an al-
ternative method for detecting single
base changes, is based on the melting
(denaturing) properties of DNA in solu-
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Fig. 10 The polymerase chain reaction (PCR). (a) Short oligonucleotide ‘‘primers’’
anneal to the denatured template DNA. (b) The reaction is cycled between
denaturing, annealing, and extension temperatures. (c) Repeated cycling results in
an exponential amplification of the target sequence.

tion. DNA melts in domains of two
dozen to several hundred base pairs. Se-
quence changes within a domain are
characterized by mobility changes. As the
double-stranded molecule passes through
the denaturing gradient, it becomes in-
creasingly denatured, and its mobility
reflects the sequence within each melt-
ing domain. Changes within the last
domain would not normally be detected
because sequence-dependent migration is
lost upon completion of strand dissoci-
ation. To correct for this degradation, a
30- to 40-bp GC-rich sequence (a ‘‘GC-
clamp’’) is added to the 5′ end of the PCR
primers used to amplify the sequence be-
ing analyzed.

4.8
RAPD Analysis

Random amplified polymorphic DNA
(RAPD) analysis uses just one short
oligonucleotide (usually 10–12 bp) in a

PCR reaction to amplify random segments
of DNA. It works because a small num-
ber of fragments (5–10) will be amplified
when the oligonucleotide anneals by
chance on each template strand over a size
range that can be amplified by PCR (usu-
ally about 3 kb). A 10-mer, for example,
will anneal by chance once every million
base pairs (about a thousand times in the
human genome). There are two ways by
which the amplified fragments can show
polymorphisms. First, the amplified re-
gion may be repetitive and show length
variation in the population (i.e. there will
be a variable number of tandem repeats:
VNTR). In this case, the relevant band will
show a size variation, although very large
alleles may not amplify (PCR preferentially
amplifies smaller fragments). Second, a
single base-pair polymorphism may inter-
fere with the annealing of the primer in
some individuals. In this case, the band
will be present or absent, but if present, it
is not expected to vary in size.
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5
Choice of Genetic Marker and Interpretation

The nuclear genome is a mosaic of DNA
regions under the influence of different
mechanisms affecting change, and it is
conserved by selection to different degrees.
In addition, there are the mitochondrial
genomes and, in plants, the chloroplast
genomes, with their own unique proper-
ties. A population geneticist can use this
variation in the mode and rate of evolu-
tion to advantage, but it also means that
results must be interpreted cautiously. Six
types of genetic marker are described here,
each with different properties and, in some
cases, best suited to particular levels of
analysis.

5.1
Allozymes

Enzymes are a functional part of cell
physiology and are therefore exposed to
natural selection. The apparent rate of
evolution in these markers varies greatly,
from about 10−9 to 10−6 change per
gene (given an average length of 1,000 bp)
per year. In some cases – for example,
in the histone genes – there is clearly
strong selection, which would need to
be considered when population patterns
are interpreted. However, studies have
shown that even in coding regions,
the evolutionary rate is often relatively
constant over time, and therefore allozyme
polymorphism can be useful for assessing
the differentiation of populations by drift.
As described in Sect. 4.2, the analytical
procedure (enzyme electrophoresis) is
relatively fast and inexpensive; however,
the level of resolution possible is relatively
low, because only a small proportion of
the total variation in a gene is expressed

or detectable by electrophoresis (see Fig. 2
and Sect. 5.2).

The data generated by this method are
for the most part Mendelian, and the pat-
terns resulting from segregation at a single
locus can usually be distinguished. This
means that data can be interpreted with
respect to theoretical predictions about the
frequency of genotypes in a population,
based on the frequency of alleles. Devi-
ations from the expected frequency (as
predicted by Hardy–Weinberg; see Sect. 6)
can be quantified statistically and inter-
preted. Furthermore, knowing the func-
tion of the encoded protein can help with
the interpretation of patterns of variation
and deviations from expected frequencies.
For example, an excess of heterozygotes
could indicate selection for heterozygotic
individuals (heterosis), while an excess of
homozygotes could indicate inbreeding or
directional selection. Knowledge of the
gene product could help determine the
likely factor. When the data are consistent
with Hardy–Weinberg expectations, for-
mulations to interpret genetic distance and
relative levels of variation can be applied
(see Sect. 6).

5.2
Nuclear Genes

Sequence data of nuclear genes, includ-
ing those encoding enzymes, offer an
immediate advantage over enzyme elec-
trophoresis. This is because coding and
noncoding regions can be differentiated,
and within the coding region of the gene,
synonymous and nonsynonymous sites
can be distinguished. Thus, regions that
are likely to be under the influence of nat-
ural selection can be separated from those
that are more likely to be evolving at a
neutral rate. It also becomes possible to
compare sequences and to determine the
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mode of mutation (point mutation, dele-
tion, insertion, rearrangement, etc.), and
in some cases, the mechanism. All these
factors contribute to the accurate interpre-
tation of the observed variation.

For comparisons between conspecific
populations, it is necessary to identify
both alleles for each individual, and this
is typically more difficult in nuclear DNA
sequencing than in enzyme electrophore-
sis because of the need to sequence a
number of clones from each individual to
ensure that both alleles have been sam-
pled. One relatively easy way around such
detailed sequencing is to screen the pop-
ulation using either the SSCP or gradient
gel methods. These methods identify se-
quences that are distinct by as little as
one base pair. In most cases, a single
locus will show two bands when het-
erozygous and one when homozygous
(although sometimes there are repeatable
artifact bands related to additional sta-
ble conformations of the single strands).
Combined with DNA sequencing to distin-
guish the different phenotypes indicated
by SSCP or the gradient gel, this approach
provides an efficient and very powerful pro-
tocol for the screening of variation at the
population level. It shares most of the ad-
vantages of allozyme electrophoresis (apart
from considerations of difficulty and ex-
pense) and provides considerably greater
resolution.

Variation in nuclear genes can also be
quantified using the RFLP method, which
permits the rapid screening of a large
number of samples. RFLP is limited, how-
ever, in that the precise character of the
variable restriction sites is not known (un-
less the region has been sequenced and
the sites can be mapped), and the al-
lelic relationship at a locus cannot always
be readily determined. Another considera-
tion is the effect of methylation, to which

some restriction enzymes are sensitive.
Methylated sites are not cut by sensitive
enzymes. This property originally evolved
in bacteria as a defense against restric-
tion enzymes produced by bacteriophage.
Especially in the nuclear genome, some
sites may be methylated, potentially cre-
ating within or between populations an
RFLP that does not reflect a real sequence
difference.

5.3
Mitochondrial DNA

In multicellular animals, the mitochon-
drial genome is a double-stranded, closed-
circular molecule ranging in length from
15.7 to 19.5 kb. It evolves at a higher rate
than comparable nuclear genomic regions
(5–10 times faster; Fig. 11) and in most
cases shows strict maternal transmission
(no paternal contribution to the F1 gen-
eration). These two factors have made
mitochondrial DNA (mtDNA) an attrac-
tive marker for the genetic comparison of
animal populations. Higher levels of vari-
ation permit greater resolution, and the
lack of sexual recombination facilitates in-
terpretation. In plants the transmission is
matrilineal, but the level of variation is
generally very low.

Variation across the mitochondrial
genome is heterogeneous, as a result of
varying levels of sequence conservation,
and in the ‘‘control region,’’ DNA slip-
page. A common and very useful method
of analysis is to sequence mtDNA re-
gions that have been amplified by PCR.
Sequences of up to 1,000 bp can now be
routinely amplified and sequenced, and
this is now the most common method of
analysis.

Demographic considerations are impor-
tant to the interpretation of mtDNA
variation for two main reasons. First,
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Fig. 11 Rates of nucleotide substitution in single-copy nuclear DNA and mtDNA, plotted
with the theoretical rate without saturation effects in mtDNA (dashed line). [After Brown
et al. (1979) in Hoelzel and Dover (1991).]

mtDNA is more labile to extreme
fluctuations in population size than
nuclear DNA, since a single mating
pair will pass on four copies of the
nuclear genome but only one copy of
the mitochondrial genome. Also, the
local extinction of matrilines can limit
the diversity of mtDNA, especially in
small populations. Second, the geographic
distribution of mitochondrial haplotypes
will depend on the dispersal behavior
of females. If females are less likely to
disperse (as is commonly the case for
mammals), then mtDNA variation may
show greater geographic structuring than
nuclear DNA variation. Interpretation can
also be complicated by the existence of
more than one form of the mitochondrial
genome in an individual, but this condition
(heteroplasmy) is relatively rare.

5.4
Chloroplast DNA

Sequence variation in the chloroplast
genome (cpDNA) is highly conserved, as
is variation in the size of the genome for
most taxa, though the range for all plant
species is large (120–217 kb). Inheritance
can be biparental, strictly maternal, or
strictly paternal depending on the species.
Most population studies have found very
low levels of cpDNA variation, though
there are exceptions. The utility of this
genome as a population genetic marker
will depend on the mode of transmis-
sion and level of variation for a given
taxa. Strict paternal or maternal trans-
mission may provide useful information
even if the relative level of variation
is low.
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5.5
Minisatellite DNA

There is an abundance of repetitive ‘‘satel-
lite’’ DNA in the nuclear genome of
most complex organisms. These regions
are classified according to their composi-
tion and structure. Minisatellite arrays are
nested repeats of a highly conserved core
sequence, 15 to 40 bp long, interspersed on
most chromosomes. A minisatellite array
can be up to 20 to 25 kb long. A high rate

of unequal crossing-over generates a high
level of length variation in these arrays.
The ‘‘DNA fingerprinting’’ method took
advantage of the conserved minisatellite
core sequence and the large number of
loci sharing that core repeat. A probe for
the core sequence was used in a multilo-
cus RFLP analysis, which reveals a ladder
of hypervariable bands that could iden-
tify an individual or determine paternity
with a very small chance of error (Fig. 12).
While DNA fingerprinting is a powerful

10.2

4.1

3.0

Fig. 12 Minisatellite DNA variation (DNA fingerprints). DNA
from 11 southern elephant seals was digested with HaeIII
and probed with (CAC)n. Fragment sizes shown in kilobases.
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tool for the assessment of close kinship, the
interpretation of variation in this marker at
the population level is not straightforward.
One problem is that variation saturates
such that variation within a population is
often as great as variation between popula-
tions. This marker is typically more useful
to a population geneticist as a tool to reveal
reproductive strategy, which in turn has an
important effect on the genetic structure
of a population.

Exceptions to this general rule exist,
especially when genetic variation for a
population or species has been reduced.
In this case, variation for the multilocus
pattern must be statistically treated as a
phenotype, since the allelic relationship
between bands in the fingerprint cannot
be determined in most cases. Typically,
a relative measure of ‘‘band-sharing’’ is
used as an index of genetic relatedness.
An alternative is to clone an individ-
ual locus and use that DNA as a probe.
Single-locus minisatellite length variation
can be treated as a Mendelian charac-
ter, although interpretation of levels and
patterns of variation should be tempered
by the understanding that various mech-
anisms (e.g. unequal crossing-over and
slippage) may promote change at differ-
ent rates. It should not be assumed that

these rates are constant over the relevant
time frames for population-level compar-
isons.

5.6
Microsatellite DNA

Microsatellites are small arrays (typically
about 100 bp) of simple di- and trinu-
cleotide repeats (longer repeat elements
are less common). These arrays vary in
length over time because of DNA slip-
page (Fig. 1). The rate of change varies
considerably among loci, but some are
hypervariable like minisatellite loci. They
are visualized by designing oligonucleotide
primers on either side of the array and
amplification by PCR (see Sect. 4.6). A
radioactive or fluorescent label is incor-
porated during the amplification, typically
by labeling one of the primers. The am-
plification products are then run on a
long polyacrylamide gel (to allow single
base-pair resolution), and each individual
should be represented by one (homozy-
gote) or two (heterozygote) bands (Fig. 13).
Polymerase slippage during amplification
usually creates artifact bands. Screening
for microsatellite DNA variation is often
done using fluorescent labels and a DNA
sequencing machine (see Sect. 4.5). This

Fig. 13 Microsatellite DNA variation for 45 southern elephant seals.
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allows the simultaneous running of multi-
ple loci in a single lane (using multiple
dyes) and computer-generated genotype
data that can be precisely sized and com-
pared using internal lane size standards.

Microsatellite DNA is especially useful
for kinship assessment and paternity anal-
yses, because a single locus is amplified
at a time, and therefore Mendelian expec-
tations and interpretation can be tested
and applied (unlike multilocus DNA fin-
gerprinting; see Sect. 5.5). Application at
the population level is extremely common,
though there are some important consid-
erations for interpretation. These include
recognition of the broad range of evolu-
tionary rates among loci and the potential
for rates to change over evolutionary time
(e.g. with the accumulation of a muta-
tion that interrupts the repetitive array
and therefore the process of DNA slip-
page). However, the main consideration
is the evolutionary model. Genetic dis-
tance measures are often assessed under
the assumption of ‘‘infinite alleles,’’ which
means that a new mutation should be
considered novel. Given sufficient evolu-
tionary time, this assumption is violated
for sequence data (and distance measures
have been derived to account for this; see
Sect. 6 and Fig. 11), since there are only
four nucleotides in the genetic code. Over
time ‘‘back mutations’’ occur, which can
lead to the underestimation of evolution-
ary change (see Sect. 6). This is likely to
happen more frequently with microsatel-
lite DNA loci, both because of the high rate
of change and because of the nature of the
change. Different alleles represent differ-
ent numbers of repeats in the array, and
the process of slippage can either add or re-
move repeats over a finite range for a given
locus. Therefore, back mutation is quite
likely. Interpretation of genetic distance
at this type of locus therefore requires a

different evolutionary model, referred to
as the stepwise mutation model, whereby
evolution is assumed to occur in steps.

6
Statistical Analysis of Variation

A full mathematical description of the sta-
tistical methods for assessing and compar-
ing levels of variation within and between
populations is beyond the scope of this ar-
ticle (for reviews see Nei 1987 and Hartl
2000). However, I will briefly describe a
few of the general ideas and some of
the assumptions on which these analy-
ses are based. For genetic changes that
are selectively neutral, the accumulation
of change can be interpreted to estimate
time-dependent differentiation within and
between populations. For the analysis of
DNA, a statistical interpretation is gener-
ally based on the following assumptions:
(1) that nucleotides are distributed ran-
domly in the genome, (2) that variation
arises solely by base substitution, (3) that
substitution rates are the same for all nu-
cleotides, and (4) that all relevant bands on
a gel can be detected, and similar bands
are not scored as identical.

The fourth condition can be controlled
by careful methodology. The first three
conditions do not strictly hold, but Nei
(1987) has argued that small deviations
will not significantly alter the results. Also,
since there are only four bases in the ge-
netic code, there is a certain probability that
mutations will revert (e.g. from A to T then
back to A). Formulations have been derived
to compensate for this effect (see review in
Nei 1987). Allozyme variation is measured
phenotypically (as the electrophoretic mo-
bility of proteins). Therefore, it is especially
important to establish that these characters
follow the Mendelian rules of segregation
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during sexual recombination. This is usu-
ally done by conducting pedigrees or, when
this is not practical, by testing for corre-
spondence to the Hardy–Weinberg rule
(which states that the gene and genotype
frequencies will remain constant between
generations in an infinitely large, random
mating population). This rule is expressed
as follows:

p2 + 2pq + q2 = 1

where p and q are allele frequencies
in a two-allele system, and p2, 2pq and
q2 represent the expected frequencies of
the A1A1, A1A2, and A2A2 genotypes re-
spectively. Deviations from the expected
Hardy–Weinberg proportions of geno-
types could indicate the action of selection
or inbreeding.

At equilibrium, the amount of variation
in a population depends on two factors:
the effective population size (Ne) and
the mutation rate (µ). This is typically
summarized using the parameter θ :

θ = 4Neµ

Estimates of θ can be derived from vari-
ous measures of diversity including het-
erozygosity, nucleotide diversity, and gene
diversity. Average heterozygosity is simply
the number of heterozygous individuals
(having two different alleles at a locus)
divided by the total number of individu-
als. In Hardy–Weinberg equilibrium, the
expected number of heterozygotes for a
locus with two alleles is 2pq (see above).
When there are more than two alleles (as
is typically the case), we can calculate ho-
mozygosity (having the same two alleles
at a locus) by summing the squared fre-
quency for each allele, and subtract this
total from 1 to derive expected heterozy-
gosity (since 1 minus the homozygosity

equals heterozygosity). Nucleotide diver-
sity is a measure of the mean sequence
divergence among alleles, while gene di-
versity is a measure of the number of
different alleles in a population.

A common way to compare the level of
diversity among and within populations
is by using the inbreeding coefficients
proposed by Sewall Wright in 1969, called
F-statistics. The inbreeding coefficient can
be defined as the probability that a pair
of alleles in an inbred individual is
identical by descent. Within a population,
we can define FIS as a measure of
the reduction in heterozygosity (H) in
an individual due to nonrandom mating
(FIS = (HS − HI)/HS), where HS is the
expected heterozygosity for the population
(based on Hardy – Weinberg expectations)
and HI is the average heterozygosity of
all genes in an individual. We can use
the same reasoning to assess genetic
structure among populations. In this
case, FST = (HT − HS)/HT, where HT
is the expected heterozygosity for the
entire sample (all populations combined)
and HS is the average HS among all
individual populations. It is essentially
a measure of the proportion of genetic
variance that is explained by differences
among as opposed to within populations,
and it varies over a range from 0 (no
differentiation among populations) to 1
(completely isolated populations).

The application of these and similar
methods allow estimates of gene flow,
the time since populations diverged, the
relative effective size among populations,
and variation in mutation rates for a given
gene among populations. The application
of statistical methods such as Bayesian
inference and autocorrelation can also help
interpret patterns of population structure
and mixing, though further detail is
beyond the scope of this review. Additional
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methods based on likelihood estimates
and measures of genetic similarity can
assign individuals to populations on the
basis of their genotype (typically using
microsatellite DNA loci) and can assess
the dispersal behavior of different classes
of individuals (e.g. males vs females).

Another important method reflects the
way in which we think about the rela-
tionship among genotypes. Through phy-
logenetic reconstructions, we can explore
possible historical relationships among
taxa, and this has been very useful
at the population level (often referred
to as phylogeography). It also allows us
to think about the ancestral relation-
ship between pairs of genotypes. If we
think backwards in time, we can con-
sider the time when two evolutionary
paths come together, at the point of co-
alescence. This represents the point at
which these genes shared a most re-
cent common ancestor and the time
that has elapsed since then (the coales-
cence time). The pattern of coalescence
is affected by the processes of demo-
graphic change and natural selection, and
therefore allows inference about these
processes. The utility of this approach
is greatly facilitated by DNA-sequencing
nonrecombining genomes (such as mito-
chondrial DNA), which allows us to trace
lineages through the comparison of varia-
tion among homologous sequences at the
level of the nucleotide.

7
Conclusions

Molecular methods have made it possible
to test theoretical expectations about ge-
netic diversity directly and have greatly fa-
cilitated our understanding of populations

at the genetic level. Every year, there are
significant advances that make this work
ever more powerful and more routine. This
has especially included advances in the
computer-based screening of gels for DNA
sequences and genotypes, and the software
developed to analyze such data. There have
also been exciting advances in the meth-
ods of interpretation, some of which are
described above. In future, technology that
allows us to further increase the number of
sequences we analyze and the number of
genotypes we can screen will allow greater
insight into the evolution of population
structure and diversity. These data allow
us to understand evolutionary processes at
a fundamental level and help us protect di-
versity in natural populations and thereby
species for future generations.

See also Genetics, Molecular Basis
of; Genetic Variation and Molecular
Evolution.
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Keywords

Heme
Protoporphyrin IX, the ring molecule holding an iron atom to which oxygen can bind.

Distal
The side or face of a heme molecule within Hb, which is free to bind oxygen.

Proximal
The side or face of the heme that is covalently linked to a histidine side chain.

Allostery
The phenomenon of a protein changing shape on binding ligands or substrates.

Cooperativity
The phenomenon of multiple ligand binding showing an increase (positive
cooperativity) or decrease (negative cooperativity) in ligand affinity with
increasing ligation.

p50
The partial pressure of oxygen, usually measured in mmHg, needed to half-saturate a
sample of Hb.

� Hemoglobin is the oxygen-carrying protein of the blood, binding oxygen at iron-
containing heme groups within the protein. Its structure is well characterized in
both the deoxy and oxy forms, and comparison of these structures has shown how
the protein changes its conformation as the number of bound oxygen molecules
increases. These conformations have different ligand affinities, and so the protein
can regulate how tightly oxygen is bound. A detailed understanding of the protein
mechanism and control of ligand affinity requires the study of mutant proteins. Many
mutated hemoglobins have been detected clinically, but these naturally occurring
mutants have generally been of limited use in analyzing hemoglobin function.
A number of expression systems have therefore been devised to produce human
hemoglobin from microorganisms. These systems make possible the alteration of
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specific residues or groups of residues so that their functional role may be tested.
Together with the wide variety of biophysical techniques employed in the study
of hemoglobin, genetic engineering has proved to be a powerful tool for testing
the function of different parts of the protein. Hemoglobin remains one of the
most important systems for testing ideas concerning protein folding and function,
protein interactions, and cooperativity. It is far from being completely understood,
despite the widespread impression that this is so. The last decade has seen an
explosion in hemoglobin research triggered by the ability to create artificial mutants
of hemoglobin, and the increasing need for a safe, cheap blood substitute. This
review attempts to highlight some of the advances made in recent years.

1
Introduction

Myoglobin (Mb) and hemoglobin (Hb)
were the first proteins whose structures
were determined by X-ray crystallogra-
phy, the analysis of X-rays scattered from
the protein in crystalline form. Both Mb
and Hb form highly ordered crystals,
which allow fine details of the protein
to be resolved. Human carbonmonoxy
hemoglobin has now been refined to
1.25-Å resolution (Protein Data Bank en-
try 1IRD (see the Protein Data Bank home
page http://www.rcsb.org/pdb/)). Mb is an
oxygen storage protein of the muscle. It
consists of a polypeptide chain wrapped
around a heme group, a ring molecule
with an iron atom at its center, which
gives the molecule its red color (Fig. 1).
The polypeptide is coiled into eight α-
helices (labeled alphabetically from the
N-terminus) packed together to give a com-
pact, roughly spherical shape. The heme
is buried in a cleft in the protein between

the E- and F-helices, and the iron atom is
covalently attached to a histidine residue
on the F-helix. Since this is the eighth
residue from the N-terminus of the helix,
it is known as residue F8 as shown in Fig. 2.
Oxygen binds to the opposite side of the
heme, the ‘‘distal’’ side, in a ligand pocket.
Two amino acid residues, histidine E7 and
valine E11, touch the ligand in oxy-Mb.
Both these residues are highly conserved
throughout globin evolution. Histidine E7
is called the distal histidine to distinguish
it from the ‘‘proximal histidine’’ F8. Mb
binds to oxygen in a simple fashion with a
single, fixed equilibrium constant.

As the oxygen-carrying protein of the
blood, Hb has the conflicting task of

Fig. 1 A schematic diagram showing
the highly helical tertiary structure of α

globin. The polypeptide is shown as a
ribbon trace of the Cα atoms, and the
heme molecule is shown as
individual atoms.

N

C
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His F8

His E7

Fig. 2 A closer view of the heme region
of β-globin, showing carbon monoxide
bound to the heme iron. The heme is
sandwiched between the E- and
F-helices, and is covalently attached to
the F-helix through the side chain of the
histidine F8 residue. The E7 residue is
also a histidine, which contacts ligands
bound to the distal side of the heme.

binding oxygen tightly in the lungs and
releasing it readily in the tissues. A sim-
ple oxygen-binding protein such as Mb
would be extremely inefficient at trans-
porting oxygen in this way. Hb changes
its oxygen affinity with oxygen partial
pressure, lowering it sufficiently to re-
lease oxygen around the body at relatively
high oxygen concentrations. The means
by which this is accomplished remained
a puzzle until the structure was solved in
both liganded and unliganded forms by
Perutz and coworkers. The molecule con-
sists of four Mb-like subunits, two α-type
and two β-type, each containing a heme
group. The four subunits form two αβ

dimers, which adopt slightly different po-
sitions relative to each other in the liganded
and unliganded forms. Each αβ dimer is
relatively rigid. In the deoxy form, the
protein constrains the iron atom at the
center of each heme group, pulling it to-
ward the proximal side. This form, which
has more bonding interactions between

the αβ dimers than the oxy form and
is energetically favored in the absence
of ligand, is known as the T-(tense)state.
Ligand binding at any heme serves to
weaken the dimer–dimer interaction, and
as more ligands bind to the protein, it
favors the R-(relaxed)conformation more.
In this form, the subunits have a higher
oxygen affinity because the constraints on
the movement of the iron atom are no
longer there. Several allosteric effectors
are known, which shift the equilibrium
toward the T-state. These include chlo-
ride ions, hydrogen ions (above pH 6) and
organic phosphates. Human red cells con-
tain 2,3 diphosphoglycerate (DPG), which
lowers the oxygen affinity of Hb substan-
tially. Inositol hexaphosphate (IHP) is a
nonphysiological ligand, which exerts an
even stronger effect.

Researchers in the hemoglobin field are
often asked why they work on a protein
that is ‘‘solved.’’ This is a natural question;
it is now more than 30 years since
Perutz put forward his famous ‘‘trigger’’
hypothesis that oxygen binding to the
heme iron atoms pulls on the proximal
histidine, breaking salt bridges holding
the tetramer in the T-conformation and
allowing the protein to relax to the R-state.
In the Perutz model, the protein makes
a concerted switch between two possible
quaternary states. This idea has been
subjected to numerous tests and is found
to be in very good agreement with the
experimental data. It is the classic example
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of protein allostery found in biochemistry
textbooks, and is unquestioningly accepted
by generations of undergraduates. It
cannot, however, be the whole truth
since the intermediates on the pathway
between the T- and R-states cannot have
infinite energy (though at least one paper
has suggested they might). The nature
of these intermediates, and their energy
relative to the deoxy T- and oxy R-states,
has been a topic of heated debate for
decades and is not yet fully resolved.
The genetic engineering of hemoglobin
opened up an enormous array of possible
experiments through which the limits of
the Perutz model could be tested and our
understanding of hemoglobin expanded.

It should also be realized that the data
with which Perutz worked 30 years ago
were of a different standard when com-
pared to X-ray data collected today. X-ray
generators were very weak, and the film
used to detect scattered X rays was not sen-
sitive enough for accurate measurements
of weak reflections. Today’s synchrotron X-
ray sources are many orders of magnitude
brighter than simple laboratory genera-
tors, and image plate and CCD detectors
allow the very rapid acquisition of accu-
rate data to high resolution from small
protein crystals. As crystallographic hard-
ware and software have improved, it has
become possible to refine Hb structures to
higher resolution, even allowing individual
atoms to be visualized in the best cases.
The best current refinement of oxyHb was
performed in 1983. Although at a nominal
resolution of 2.1 Å, the geometry and tem-
perature factors of the model clearly show
that the data and software quality that ex-
isted 20 years ago were much inferior to
those of today. Crystallographic laymen
should not be fooled into thinking that
the resolution or the crystal ‘‘R-factor’’ are
uniformly reliable indices of model quality.

Since the methods of data collection and
refinement can also affect the final model,
it is not too surprising to find that crystal
structures of different Hbs solved by the
same research group at the same time are
more similar in some ways than models of
native Hb from different groups.

Furthermore, it should be emphasized
that crystallographic structures of even the
highest quality cannot answer all ques-
tions concerning Hb binding to oxygen.
Crystallography can tell us where atoms
are, but not necessarily what they do, or
how much energy is stored in a particular
atomic interaction. In order to understand
the relationship between the protein struc-
ture and its function, it is necessary to
measure the affinity and kinetics of Hb for
particular ligands, under different condi-
tions. For example, it was noticed that the
positions of the distal histidine and valine
side chains are different in the α- and β-
subunits, and appeared to have different
functional roles. This observation provided
the stimulus for the engineering of mutant
proteins, but without the functional ex-
periments the crystallographic hypotheses
cannot be tested. Even when only clini-
cally detected mutant Hbs were available,
several of these played an important role
in helping Perutz formulate his ideas.
The ability to produce any desired mu-
tant on demand allows us to investigate
aspects of Hb function that are still incom-
pletely understood, such as the Bohr effect,
the change in oxygen affinity with pH.
Functional analysis of such mutants com-
plements the crystallographic work and
provides a deeper insight into the protein
mechanism. More recently, the production
of Hb in microorganisms has allowed the
protein to be labeled isotopically, greatly
increasing the usefulness of nuclear mag-
netic resonance (NMR) in addressing
structural and functional issues of such
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a large protein. This review focuses on the
genetic engineering of hemoglobin; metal-
substituted hemoglobins, chemically mod-
ified Hbs, and native animal Hbs fall
outside its scope. The reader should re-
member, however, that our understanding
of this protein has come from a wide
range of biophysical techniques applied
over many years. Indeed, hemoglobin has
been a principal protein used to hone
many of those techniques, now widely
applied elsewhere.

2
Expression Systems

The first requirement for a high yield of
the protein of interest is a strong pro-
moter that directs the transcription of the
gene to form messenger RNA (mRNA).
The promoters used are generally in-
ducible. The first system successfully used
to produce usable quantities of human
globins in a microorganism utilized an
Escherichia coli plasmid carrying the λ PL

promoter, which is switched off with λ-
repressor. At that time, in the mid 1980s,
this was the expression system of choice;
a temperature-sensitive mutant of the λ-
repressor was used to prevent transcription
in the early growth phase. Gene expression
was switched on by heat-shock at 42 ◦C to
inactivate the repressor. The synthesis of
large amounts of protein also depends on
efficient translation of the mRNA. The ex-
pression of eukaryotic genes in E. coli is
often difficult due to differences in codon
usage and the mechanism of translation
initiation. In E. coli, ribosome binding to
mRNA involves base pairing of the 16S
rRNA (part of the 30S subunit) to the
Shine–Dalgarno region, about nine bases
upstream of the initiator AUG codon. Sec-
ondary structure of the mRNA around the

initiation site can have a marked inhibitory
effect on translation. Indeed, if such a
secondary structure is present, it may be
removed only by altering the codons corre-
sponding to the N-terminus of the protein
to be expressed. Many eukaryotic genes, α-
and β-globin among them, are very poorly
expressed by simple expression systems.
To overcome this problem, Nagai and
Thøgersen developed the cleavable fusion
protein expression vector using the blood
clotting factor FXa. A leader sequence from
a highly expressed protein is coupled to a
short sequence encoding the tetrapeptide
recognition site of FXa (Ile-Glu-Gly-Arg)
and then the coding sequence of inter-
est. The fusion protein produced in high
yield can then be treated with FXa to
release the C-terminal region correspond-
ing to the desired polypeptide product.
This method is now used routinely with
histidine-tagged proteins, but β-globin was
one of the first proteins to be expressed as
a cleavable fusion protein. α-globin proved
more difficult to express with this sys-
tem, possibly due to the structure of the
mRNA around the initiation codon. A key
advantage of this system is that it pro-
duces mammalian globins with the correct
N-terminal amino acids, with the initia-
tor methionine removed. Escherichia coli
is relatively inefficient at removing this
residue if the second residue is valine or
serine, and the extra methionine can have
a marked effect on the functional proper-
ties of the protein. The main drawback,
however, is that the fusion protein method
produced inclusion bodies in E. coli, and
requires the globin to be dissolved in urea
or guanidine hydrochloride before cutting
with FXa and refolding with heme. Over-
all, the cleavage/refolding procedure has
an efficiency of about 25% in general, but
can be lower if unstable mutants are made,
so considerable effort is required to make
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these mutants on the 50 to 100 mg scale.
The method is, however, capable of syn-
thesizing Hb, which is structurally and
functionally identical to native human Hb.
The report by Nagai, Poyart, and Perutz
on the oxygen-binding properties of this
protein is the first paper demonstrating
the production of functional Hb using a
bacterial host.

A completely different expression vec-
tor, described by Hoffman and colleagues
in 1990, contains coding sequences for
both α- and β-globin in a single operon,
the two being linked by a ‘‘translational
coupler.’’ Ribosomes produce both types
of globin from a single mRNA. Coex-
pression of α- and β-globin in this way
within the cell results in the production of
folded, fully functional tetrameric Hb. Es-
cherichia coli increases production of heme
to such an extent that the cells turn red. The
globin genes were constructed from syn-
thetic oligonucleotides to optimize codon
usage, and transcription is driven by an
IPTG (isopropylthiogalactoside) inducible
promoter. Interestingly, the expression of
β-globin alone gave mainly insoluble pro-
tein with no heme incorporated, so the
coexpression of α- and β-globin appears
to be necessary for the protein to fold. Hb
produced in this way shows 4 hemes per
tetramer and less than 5% oxidation of the
hemes. The visible spectrum is identical to
that of native HbA. However, amino acid
sequencing shows that the β-subunits, and
90% of the α-subunits, retain the initiator
methionine. Although the oxygen affinity
and cooperativity of the protein are very
close to those of native HbA, the Bohr
effect is roughly 50% less, reflecting the
role of the N-termini in mediating the pro-
ton dependence of the oxygen affinity. The
binding of inositol hexaphosphate (IHP)
to the protein also appears to be weakened
by the extra methionine residues.

Hernan and colleagues investigated the
importance of optimizing the codon usage
in the expression of α- and β-genes in
E. coli. Using a T7 expression system,
they reported the first successful attempt
to express β-globin from its cDNA as
a nonfusion protein. In common with
Hoffman et al., these researchers found
that expression of β-globin alone led to the
production of large amounts of insoluble
protein within the cell. Attempts to
express α-globin alone were unsuccessful,
indicating that either the mRNA or
the protein is less stable than its β-
globin counterpart. The expression of
β-globin to a high level (as an inclusion
body) allowed the protein to be refolded
with native α-globin using the procedure
developed by Nagai, but without FXa
cleavage. Amino acid sequencing showed
retention by the recombinant protein of
the deformylated N-terminal methionine
residue. This system, therefore, produces
Hb tetramers identical to HbA except that
the β-subunits have an extra N-terminal
residue.

Clearly, the principal problem in synthe-
sizing Hb in E. coli is the inefficient re-
moval of the N-terminal methionine from
the protein. Two approaches have been
used to overcome this difficulty. Firstly,
Wagenbach and colleagues used the yeast
Saccharomyces cerevisiae as the host organ-
ism. Coexpressing α- and β-globin genes
in yeast yielded folded, tetrameric Hb with
correctly processed N-termini, showing
the different preferences of eukaryotic and
prokaryotic methionyl aminopeptidases.
Ho and colleagues used a different ap-
proach and chose to overexpress the native
methionyl aminopeptidase together with
globin genes. This method also produces
authentic human Hb. The pHE2 plasmid
made by the Ho group is now the most
widely used expression system, and has led
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to an enormous increase in the number of
publications on artificial Hb mutants. Any
system in which the host microorganism
yields folded tetrameric Hb with heme in-
corporated is significantly easier to work
with than the original Nagai system. Con-
cerns have been raised, however, regarding
the folded Hb produced in E. coli, which
is reported by some authors to be slightly
more prone to oxidation than HbA. Refold-
ing the chains from denaturant produces
protein with spectral and functional char-
acteristics essentially identical to those of
native HbA, but such systems cannot be
used to make protein on a large scale with-
out considerable effort.

Although strictly outside the scope of
this review, there is also a considerable
body of research on recombinant Mb. This
is largely based on work from the Sligar
group, which succeeded in producing
folded, functional Mb within E. coli. With
greater difficulty, the FXa fusion method
can also be used to make mutant Mbs. Mb
has served as a very useful model system,
especially in testing ideas concerning the
heme pocket. Since it is much simpler
than Hb, having only a single subunit, it is
rather easier to work with. Functional and
crystallographic analyses of mutant Mbs,
however, have played an important role in
shaping ideas concerning ligand binding
and selectivity of Hb.

3
Distal Residues

Two very highly conserved residues in the
distal pocket lie in van der Waals contact
with ligand molecules, a histidine (E7)
and a valine (E11). In deoxy Hb, the
distal valine of the β-subunit lies over
the heme and obstructs oxygen binding.
The equivalent residue in the α-subunit

is further from the iron, and oxygen can
seemingly be accommodated more readily.
It was therefore predicted that ligands
will bind to the α-subunits first. Kinetic
experiments have clearly shown, however,
that the very bulky t-butyl isocyanide
binds to the β-subunits faster than the
α-subunits, a result that underlines the
difficulties in predicting function from
structure. Further differences in the distal
residues were seen in the high-resolution
structure of oxy-Hb. In the α-subunits, a
hydrogen bond was found between the
oxygen ligand and the distal histidine.
Since hydrogen atoms are very weak
X-ray scatterers, hydrogen bonding in X-
ray crystallographic models of proteins is
generally inferred from the positions of
other atoms. A similar hydrogen bond has
been found in oxy-Mb, and demonstrated
by neutron scattering. Strangely, no such
hydrogen bond appeared to form in the
β-subunit.

The interactions between the distal
residues and bound ligands, proposed on
the basis of crystallographic structures,
could be tested only by obtaining suitable
mutant Hbs in which the distal residues
of the α- and β- subunits were replaced
with other amino acids. To examine the
proposed steric hindrance of the valine E11
residue, a number of different mutants
are needed in which this amino acid is
replaced with larger or smaller apolar
residues. If the distal valine side chain does
sterically hinder oxygen binding, these
mutations should cause the oxygen affinity
to change. Similarly, replacing the distal
histidine residue with apolar residues will
exclude the possibility of a hydrogen bond
between the E7 residue and bound oxygen.
If this bond were to occur in the native
protein, the oxygen affinity should fall.

Aspartate, glutamate, and alanine have
all been found at the E11β position in
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naturally occurring Hbs. The first two of
these mutants are unstable, since the in-
troduction of a negative charge into the
heme pocket greatly increases the rate
of oxidation of the heme. Hb Sydney,
α2β(E11 Ala)2, is thermally unstable be-
cause the weakened heme–protein contact
allows the heme to dissociate from the
protein more easily. This mutant is po-
tentially very interesting since the amino
acid change is quite conservative. How-
ever, patients producing Hb Sydney also
produce HbA, since humans carry two
copies of the β-globin gene, and Hb Sydney
cannot be separated from HbA since the
two show identical electrophoretic behav-
ior. Nevertheless, mixtures of Hb Sydney
and HbA purified from hemolysate were
shown to have increased oxygen affinity
in the T-state. This experiment was one
of the first in which it was shown that
even conservative mutations can have im-
portant functional effects if they occur at
key residues in the protein. To determine
the behavior of the mutant more precisely,
however, requires the synthesis of an arti-
ficial mutant.

3.1
Oxygen Equilibrium Curves

Since the principal function of Hb is to
transport oxygen around the body, the
majority of mutational studies of Hb
have focused on the effects of amino
replacements on the oxygen affinity of the
protein. These measurements are carried
out using an oxygen cell, ideally measuring
spectral changes for both the oxygenation
and deoxygenation curves to ensure that
these are identical. These experiments
show the well-known sigmoidal curves due
to the increase in oxygen affinity with
increasing oxygenation. The oxygenation
was first studied in detail by Hill, who used

a logarithmic plot (now named after him)
to chart the oxygenation of the protein
with increasing oxygen partial pressure.
The slope of the curve is known as n,
the cooperativity – the degree to which the
ligation state of the hemes influences the
ligand affinity of its neighbors. nmax is
a very sensitive test of the quality of a
sample of HbA. An important test for any
expression system, therefore, is its ability
to produce wild-type HbA with essentially
identical oxygenation properties to those
of HbA.

The Nagai and Thøgersen FXa fusion
protein expression system led to the pro-
duction of a number of mutant Hbs with
altered distal residues in the β-subunit. Va-
line E11 was changed to alanine, leucine,
and isoleucine, and histidine E7 was
changed to glutamine. Upon comparison
of the oxygen equilibrium curves of HbA
and Hb (Val E11β→Ala), it was found that
the T-state oxygen affinity of the mutant
protein is higher, but the R-state affinity
is unaltered. Thus, the distal valine side
chain does sterically hinder ligand bind-
ing, as suggested by the crystal structure,
but only in the T-state. By determining the
structure of deoxy Hb held in the R-state
by a chemical cross-link, it has been shown
that the β-chain distal valine moves only
0.3 Å from its position in T-state deoxy Hb,
but it moves a further 0.7 Å in oxy-R state
Hb. It seems that the smaller movement
associated with the change of quaternary
structure imposes greater strain on the lig-
and than the larger movement associated
with ligation of the R-state.

The oxygen equilibrium curve of Hb Val
E11β→Leu is superimposable over that
of HbA, the increase in size of the E11
residue having no effect on the oxygen
affinity in either quaternary state. Hb (Val
E11β→Ile), however, shows a markedly
reduced oxygen affinity throughout its
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oxygen equilibrium curve but retains its
cooperativity. The different properties of
these proteins appear to be related to the
flexibility of the E11 residue as much as
to its size. Both valine and isoleucine are
forked at the Cβ atom, which prevents
rotation about the Cα–Cβ bond when
these residues sit within an α-helix. In the
crystal structure of Hb (Val E11β→Ile),
the δ-methyl group of the isoleucine E11
sits over the heme iron atom, pushing
histidine E7 away and repelling ligands.
Leucine E11 does not cover the ligand
binding site or press against the distal
histidine. It was clearly demonstrated that
nonbonded interactions with the distal
valine could reduce ligand affinity, and
that the size and conformation of the E11β

residue are important determinants of its
ability to hinder ligand binding. Three
α-chain distal valine mutants (valine →
alanine, leucine, and isoleucine) have
been made with a modified form of the
Nagai and Thøgersen system. Their oxygen
equilibrium curves are superimposable on
that of HbA. The contrast in behavior
between the two subunit types is exactly
that predicted from the crystallographic
structure of native HbA; the E11 side
chain of the α-chain clearly exerts no direct
control over the oxygen affinity in the way
the equivalent β-globin residue does.

In deoxy Hb, a water molecule is found
within the heme pocket of the α-subunits
but not the β-subunits. This water is
hydrogen bonded to the distal histidine
and lies close to the position the second
oxygen atom occupies in oxy-HbA. It was
not clear from the structural data, however,
whether this water molecule reduces the
affinity for heme ligands by competing
with them for occupancy of the heme
pocket. The structures alone suggested no
significant functional role for the water
molecule, but a different conclusion was

reached from the association rates of a
number of ligands binding to mutant
Mbs – the distal histidine slows down
the rate of ligand binding by holding a
water molecule in the heme pocket with
a hydrogen bond. The role of this water
molecule was further complicated by the
finding that in cryo-cooled crystals of deoxy
human Hb, one α-subunit has the water
molecule while the other does not.

Hbs having the distal histidine of either
the α- or β-subunits replaced by glycine
were too unstable to permit the accurate
measurement of the oxygen equilibrium
curves, the heme rapidly oxidizing to the
ferric state. The histidine was also replaced
by glutamine, an α-apolar amino acid
capable of donating hydrogen bonds. This
mutation is found in the α-subunits of
opossum Hb, but all other vertebrate Hb
sequences determined have histidine at
the E7 position. In the case of the β-subunit
mutant, the replacement led to a rise in the
T-state oxygen affinity of the protein, but
the R-state affinity was unchanged. The
electron density map of this mutant in
the deoxy form showed the E7 glutamine
residue to be well localized, but the Nε and
Oε atoms of the side chain could not be
distinguished. The higher T-state oxygen
affinity was attributed to the relief of steric
hindrance due to the greater flexibility of
the glutamine compared to histidine.

3.2
Rates of Ligand Binding

More detailed information regarding the
function of the distal residues has been
obtained from the kinetic studies of ligand
binding in which the R-state rate parame-
ters of the mutant Hbs binding to oxygen
and carbon monoxide were determined.
The group of Prof. J.S. Olson in Houston,
in particular, has studied the functional
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effects of mutations in Mb and Hb in great
detail. For Hb, the largest effects were
found when histidine E7α was replaced
by glycine. Although oxygen equilibrium
experiments could not be carried out on
this unstable mutant, it was possible to
measure the association and dissociation
constants of oxygen binding to R-state pro-
tein and to calculate the oxygen affinity
(K = kon/koff ). In native globins, the dis-
tal histidine residue blocks ligand access
to the heme from the solvent, and must
swing away from the heme pocket to al-
low ligands to enter or leave. Removing
the imidazole side chain creates a channel
to the heme iron so that diatomic ligands
can enter the heme pocket unhindered. In
α-globin, this change allows both CO and
oxygen to bind to the protein about seven
times faster. The dissociation rate of CO
is not greatly affected, but the dissociation
of oxygen increased 60-fold. Replacing his-
tidine E7α by glutamine gave similar but
smaller effects, and the oxygen affinity is
considerably decreased by either mutation.
When the native protein is compared with
Hb (His E7α→Gly), the distal histidine ap-
pears to stabilize bound oxygen by about
1 kcal mol−1 and to destabilize bound CO
by about the same amount.

The β-subunits of Hb showed quite
different functional behavior when the
distal histidine residue was changed to
other amino acids. Mutating histidine E7β

to glycine, glutamine, or phenylalanine
has remarkably little effect on the rates
of oxygen or carbon monoxide binding.
Each of the mutant β-subunits binds to
these ligands with rates indistinguishable
from those of the native subunit, despite
the considerable differences in the nature
of the E7 residues. Histidine E7β is not,
therefore, an effective barrier to ligand
binding, unlike its counterpart in the α-
subunits, which is consistent with the

relatively high association rates observed
for the native protein. The dissociation
rates are also insensitive to changes in
the E7 side chain. This agrees with the
1983 crystallographic structure of oxy-Hb,
which shows histidine E7β to be too far
away and in an unsuitable position to
form a strong hydrogen bond with bound
oxygen. Replacing the distal histidine of
Mb with phenylalanine reduces the oxygen
affinity 130-fold, yet the same mutation has
no effect on the R-state oxygen affinity of
β-globin. Nevertheless, NMR results from
the Ho group suggest the distal histidine
of both subunits in HbA can hydrogen
bond to oxygen in the binding site.

From the oxygen equilibrium curves, it
is clear that replacing the α-subunit distal
valine with other aliphatic apolar residues
has no effect on the oxygen affinity.
When valine is changed to leucine or
isoleucine, the R-state oxygen association
and dissociation rates remain the same,
but mutating the E11 residue to alanine
causes both rates to increase roughly
sevenfold. This mutation also increases
the association rate of carbon monoxide
10-fold, but does not alter the dissociation
rate. These increases in association rates
show that Val E11α must be a kinetic
barrier to diatomic ligands binding. α

globin (Val E11α→leucine) shows CO
rate parameters indistinguishable from
those of the native protein; α globin
(Val E11α→leucine) seems to bind CO
only half as quickly, but the rate is the
same as that of the native protein within
error. The kinetics of oxygen and CO
binding to β-globin are unaffected by
mutating the distal valine residue to either
alanine or leucine. This finding agrees
with the oxygen equilibrium curves, which
show that these mutations leave the R-
state oxygen affinity of Hb unchanged.
Replacing valine E11β with isoleucine
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lowers the oxygen association rate (and
affinity) by about 10-fold. None of the β-
globin E11 mutants showed an increase in
association rate for either ligand.

3.3
Discrimination between Ligands

Carbon monoxide is constantly released
into the blood by heme breakdown and
binds to free heme very tightly. Hb, there-
fore, has to weaken the binding of carbon
monoxide to remain able to transport oxy-
gen. Oxygen binds to simple hemes in a
bent fashion, whereas CO assumes a linear
conformation perpendicular to the heme
plane. There is no room for CO to bind in
this way to heme proteins without severe
steric strain, which led to the suggestion
that heme proteins can discriminate be-
tween oxygen and carbon monoxide by
selectively sterically hindering CO bind-
ing. This type of steric discrimination is
found in some model heme compounds,
so distal steric hindrance can lower CO
affinity relative to oxygen affinity, but heme
proteins do not necessarily behave in the
same way. Native α- and β-globins have M
values (M = KCO/KO2) of about 250, while
that of Mb is much lower, about 20. The
M value of β-globin is little altered by re-
placing the distal histidine with glycine,
but the same mutation in α-globin and Mb
raises the M value to 7000 and 2000 respec-
tively. Similarly, replacing valine E11 with
alanine increases the M-value of α-globin
to 2700 but does not affect the β-globin
value significantly. The distal residues of
both α-globin and Mb, therefore, discrimi-
nate against CO binding, both by selective
steric hindrance and by the formation of
a hydrogen bond with oxygen. The distal
residues of β-globin do not behave this
way, at least in R-state Hb.

The precise geometry adopted by CO in
globins, and the energy penalty incurred
by the steric clash with the E7 and
E11 residues, have been the subject of
numerous papers from crystallographic
and spectroscopic groups. The discussion
was occasionally marked by a distinct
clash of these two cultures. The structure
of carbonmonoxy Hb has in fact been
refined several times, beginning with the
2.7-Å refinement by Baldwin (PDB code
2HCO). At this resolution, the heme
geometry is rather imprecise and so in
the model the heme was fixed as a rigid
plane, and the ligand geometry cannot
be modeled reliably. Higher resolution
(2.1 Å) was achieved in 1991 by the
Dodson group, who found the ligand
in both subunits in a position almost
perpendicular to the heme. This contrasted
with an earlier model of Mb in which
the ligand was modeled in a strongly
bent conformation into rather ambiguous
electron density, albeit at 1.5-Å resolution.
A more recent HbCO model refined to
2.2 Å also shows a strongly bent ligand.
Spectroscopic evidence has in general
favored a linear Fe-C-O conformation. The
best current model of HbCO in the Protein
Data Bank is refined to 1.25-Å resolution,
allowing individual atoms of the ligand
to be visualized, and shows the ligand
of both subunits lying close to the heme
normal. MbCO has now been re-refined
to even higher (1.15 Å) resolution (PDB
code 1BZR), showing the ligand position
to be similar to that in HbCO. Earlier
crystallographic models of carbonmonoxy-
heme proteins may have suffered from
ligand loss or heterogeneity, and problems
with insufficient care in handling model
restraints during refinement.

Resonance Raman spectroscopy is ide-
ally suited to studies of heme proteins
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since the well-characterized ligand bend-
ing and stretching frequencies are sen-
sitive to any distortion caused by the pro-
tein. Different vibrational frequencies have
been assigned to the stretching modes
ν(Fe-CO) and ν(C-O). For carbonmonoxy
HbA, these are 507 and 1951 cm−1 re-
spectively, compared to 495 cm−1 and
1954 cm−1 for a simple model heme
compound. HbCO gives a sharp line at
507 cm−1, showing that both subunits
have very similar environments for the
ligand. Replacing the distal valine of ei-
ther subunit with alanine, leucine, or
isoleucine, or replacing valine E11β with
methionine, produces no effect on any
of these vibrational modes; the spectra of
these seven mutant Hbs were shown by
Lin and coworkers to be identical to that of
HbA. This result is quite surprising, since
it was known that the CO affinity of the
mutant proteins is altered. The drop in CO
affinity cannot be due to strong tilting or
bending of the ligand away from the heme
normal since this would bring about sig-
nificant changes in the Raman spectrum.
The ligand geometry therefore appears to
remain unaltered in the different mutants
and the steric strain is taken up by the
protein moiety, not the ligand.

4
Proximal Histidine Mutants

Site-directed mutagenesis also permitted
an ingenious test of Perutz’s stereochem-
ical model by deleting the bond between
the proximal histidines and the heme iron
atoms in the α- or β-subunits, or both
together. Barrick and colleagues of the
Ho group showed that Hb mutants in
which the proximal histidine is replaced
by glycine can mimic HbA in the presence
of imidazole, which binds to the proximal

face of the heme just like a histidine side
chain. Removing the covalent link between
the heme and the F-helix releases any ten-
sion between the two. These experiments
showed clearly that the proximal as well
as the distal histidines behave differently
in the α- and β-subunits, confirming the
earlier results of Fujii and colleagues of
the Morimoto group, who worked exten-
sively with metal hybrid Hbs. The rate
of carbon monoxide binding was found
to be controlled by proximal effects in
the α-subunits rather than the distal ef-
fects, which are much more pronounced
in the β-subunits. Proximal detachment
significantly increased the ligand affinity
and reduced cooperativity. It was found
that, in the presence of CO bound to all
four hemes, releasing tension in the α-
subunits led to considerable T-structure,
but releasing tension in the β-chains did
not. Releasing tension in both led to an
intermediate between the two. Barrick
and colleagues showed that detachment
of the α- and β-hemes has opposing ef-
fects, but their results can be interpreted
as showing that the position of the β-heme
iron is relatively insensitive to the qua-
ternary state, and that distal effects are
more important in this subunit. rHbCO
(His87α→Gly) is held in the T-state by
the α-chain freed of the pull of the heme
iron; the additional mutation in rHbCO
(His 87α→Gly/His92β→Gly) allows the
β-heme to move more in response to dis-
tal ligand, leading to a smaller value of L,
the allosteric equilibrium constant, [T]/[R].
rHbCO (His 92β→Gly) is fully in R-state
since the α- subunit iron is pulled close to
the heme, and the ligated heme in the β-
subunit is freer to move away from Val E11.
This mutant also showed a tendency to
split into αβ dimers. Although, the loss of
heme-F helix coupling prevents quaternary
structure switching, in accordance with the
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Perutz model, residual cooperativity was
found indicating additional heme–heme
communication pathways that do not in-
volve the Fe–His bond.

5
C7 Mutants

Of all the hydrogen bonds and salt bridges
in the α1β2 interface of deoxy Hb, the hy-
drogen bond between tyrosine C7(42)α1

and asparagine G1(99)β2 appears to be
one of the strongest. Asp 99β is altered
in several clinically detected Hbs that
have high oxygen affinity and bind oxy-
gen noncooperatively as a result of the
destabilization of the T-state. Tyr42α has
not been found to be altered in a naturally
occurring mutant, however. This residue
has been mutated to phenylalanine and
histidine using the Nagai and Thøgersen
system. Hb Tyr42(C7)α→Phe shows prop-
erties very similar to those of the natural
Asp99β mutants, indicating that the al-
tered oxygen binding by these proteins
results from the loss of the hydrogen bond
rather than from a change in the size
or shape of the residues. Replacing C7α

with histidine gives a protein with prop-
erties intermediate between HbA and Hb
Tyr42(C7)α→Phe, showing that a weak
hydrogen bond can form between the his-
tidine and the asparagine, thus allowing
the protein to bind oxygen cooperatively.

The β-subunit residue equivalent to
tyrosine 42α is phenylalanine 41β. This
has been mutated to tyrosine, in an attempt
to see if the newly introduced hydroxyl
group can hydrogen bond to Asp94α,
stabilizing the T-state. This mutation has
been discovered clinically (Hb Mequon),
but its properties were studied only as
a hemolysate. The R- and T-state oxygen
affinities of the purified protein were

similar to those of HbA. L0, the allosteric
equilibrium constant of deoxy Hb, was
higher for the mutant protein, so the T-
state is stabilized. The binding of chloride
and 2,3 diphosphoglycerate (DPG) were
normal. Molecular dynamics simulations
have shown that the tyrosine residue is
not in fact likely to interact with Asp94α;
probably it hydrogen bonds to the carbonyl
group of His97(FG4)β in the same β-
chain. It is proposed that this interaction
stabilizes the hydrogen bond between
Asp99β and Tyr42α.

6
N-terminal Mutants

As described earlier, the synthesis of hu-
man α- and β-globin in E. coli as nonfusion
products results in proteins carrying an ex-
tra methionine residue at the N-terminus.
Three such proteins have been synthesized
and described in detail, one carrying the ex-
tra residue on the β-chains (‘‘β + 1Met’’),
and the mutants Val1(NA1)β→Ala and
Val1(NA1)→Met. The last of these was
made by simply deleting the first valine
codon so that the methionine replaces
valine1β. Changing the first codon to ala-
nine allows E. coli to remove the initiator
methionine. The β-chains were refolded
with heme and α-globin after purification.
These mutants show similar oxygen bind-
ing and identical CO binding kinetics to
HbA in the absence of allosteric effectors.
In the presence of IHP, the CO binding
of β + 1Met is significantly altered, but
the other mutants behave normally. None
of the mutations appeared greatly to alter
the dimer–tetramer equilibrium or coop-
erativity, though the mutants all showed
lower oxygen affinity than HbA. The al-
losteric effects of DPG was abolished and
the effect of IHP diminished in the case
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of Hb β + 1Met. The Val1(NA1)β→Met
mutant was found to have a Bohr effect
identical (within error) to that of HbA.

The crystal structures of the three
mutants have been solved in the deoxy
form and refined to 1.8-Å resolution to
observe the perturbations caused by the
changes. In deoxy HbA, valine 1β makes
several contacts with the H-helix and
EF corner of the same β-subunit. The
hydrophobic side chain lies in a pocket
between these two, and the α-amino group
forms a hydrogen bond with the carbonyl
oxygen atom of leucine 78β. An anion-
binding site found between valine 1β

and lysine 82(EF6)β binds phosphate and
sulfate ions, but since the crystals were
grown from ammonium sulfate, the ion is
sulfate in this case.

In all three mutants, the structural
changes are localized to the N-terminus
of the β-subunits, but the β + 1Met and
Val1β→Ala mutants showed different
changes from the Val1β→Met. In the
first two, the amino-terminus of the β-
chain becomes more mobile and the
affinity for anions drops. Nearly all of
the interactions with the H-helix and EF
corner are weakened or broken as the
N-terminus moves away. This effect is
greater in the β + 1 Met mutant, the
extra methionine nearly abolishing anion
binding. In Hb Val1β→Ala, the β-subunit
N-terminus moves toward the EF corner
so that the α-amino group can bind to
Asp79(EF3)β. This group then competes
with anions for the amino group and so
lowers anion affinity. Unlike the other
two mutants, Val1β→Met increases the
affinity for anions and decreases the
mobility of the N-terminus. The X-ray
crystallographic difference map between
this mutant and HbA clearly shows extra
density for the methionine and the bound
sulfate. The main chain coordinate shifts

are smaller in this mutant than in the other
two, although the more bulky methionine
side chain causes some movement away
from the H-helix. This mutant therefore
shows the least perturbed structure, yet has
the greatest difference in oxygen binding
affinity compared to HbA.

How can this apparent anomaly be
explained? The most likely explanation
comes from the study of Hbs from ru-
minants such as cows, which have lower
intrinsic oxygen affinity than other mam-
malian Hbs. Perutz and Imai noted that
these Hbs have large hydrophobic residues
at the 2(NA2)β position and proposed that
such proteins interact more tightly with
the H-helix and EF corner, pulling the
A-helix with them, stabilizing the T-state
in a manner analogous to DPG binding
to HbA. This mechanism fits very well
with the observed functional and struc-
tural properties of the Val1(NA1)β→Met
mutant. Increased anion binding to the
N-terminus of the β-chain in this mu-
tant also agree with the observation that
bovine Hb shows increased oxygen-linked
chloride binding.

7
Trp37(C3)β

Both from the earliest crystal structures
and, more clearly, from the later X-ray
studies of T-state Hb with varying degrees
of ligation by Paoli and coworkers, it is ev-
ident that Trp37β at the α1β1 interface
is a key residue in Hb function. Four
mutant β-globins in which this Trp is
replaced by Tyr, Ala, Gly, or Glu have
been expressed in E. coli and reconsti-
tuted into tetramers with normal α-globin
and subjected to a variety of analyses in-
cluding crystal structure determination.
Kinetic measurements of CO binding to
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the deoxygenated mutant Hbs and analy-
tical gel chromatography indicate that the
tetrameric form is destabilized, resulting
in considerable dissociation of even the de-
oxygenated hemoglobins into αβ dimers at
micromolar protein concentrations. Even
with IHP added to stabilize the T-state, the
normal behavior of HbA was not restored.
The substitutions at 37β showed the same
order of tetramer destabilization, increase
in oxygen affinity, decrease in cooperativity
and apparent tension in the iron–histidine
bond: Tyr < Ala < Gly < Glu. Both ter-
tiary and quaternary structure changes
were found in the X-ray models of the de-
oxy mutant Hbs. The tertiary changes cen-
tered around Asp94(G1)α–Pro95(G2)α
and Asp99(G1)β –Asn 102(G4)β, with no
significant tertiary changes seen within the
C-helix carrying the mutated residue. The
mobility of the last two residues of the α-
subunits showed increased mobility, and,
in the Gly and Glu mutants the Fe-His(F8)
bonds in the α- and β-subunits were found
to be shortened. These results indicate that
the globin fold is less able to restrain the
deoxy heme iron from moving toward the
heme plane if Trp37β is altered.

A more detailed study of Hb dimer-
ization was reported by Vallone and col-
leagues, who measured the dissociation
constant for five single and three double
mutants of HbCO by analytical ultracen-
trifugation. The free energy change of
dimerization was found to vary linearly
with the hydrophobic surface area buried.
Each square Ångstrom of hydrophobic sur-
face area was found to increase the binding
energy by 15 cal mol−1, in good agreement
with the theoretical estimate by Eisenberg
and MacLachlan. Other mutagenic stud-
ies by the group of Manning suggest that
residues distant from the contact interface
may also contribute significantly to the free
energy of dimer–dimer association.

8
Blood Substitutes

The need for an artificial blood substitute
has been highlighted in recent years by
concern regarding blood-transmitted dis-
eases, but another considerable problem
is the failure of the supply of donated
blood to meet the rising demand. To be
useful, the desired blood substitute must
be nontoxic and long-lasting, and it must
have oxygen-binding characteristics close
to those of whole blood. Hb itself is an
obvious starting material to make a suit-
able oxygen-carrying solution, but there
are substantial problems associated with
the introduction of free Hb into the circula-
tion. First the plasma protein haptoglobin
binds to Hb to form a complex, which
is rapidly removed from the bloodstream.
Once the haptoglobin level has dropped,
free Hb passes through the kidneys as αβ

dimers. Free Hb is also liable to irreversible
oxidation to metHb, which does not bind
oxygen. In any case, blood has an oxy-
gen affinity substantially lower than free
human Hb because of the DPG present
inside the red cell.

Since even highly purified Hb derived
from human blood is harmful when
introduced into the bloodstream, the
protein must be modified in some way
before it can be used as a blood substitute.
A great deal of effort has been devoted
to finding suitable chemical modifications
to stabilize the tetramer and lower its
oxygen affinity. However, any substitute
based on human blood still retains some
risk of transfer of pathogens from the
donor, and the production of Hb on a
large scale in microorganisms seems a
more likely route to a safe product. As
mentioned earlier, ruminant Hbs have
an intrinsically low oxygen affinity in the
absence of DPG and it has been suggested
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that bovine Hb may be more suitable for
modification into a blood substitute. The
use of transgenic animals might also be
used to produce human Hb (or a variant)
in an animal host to prevent antigenic
responses in patients, but there are still
concerns regarding pathogens in Hb from
such sources.

Three problems remain though: the
short lifetime of free Hb in the blood,
the need to reduce oxygen affinity while
maintaining cooperativity, and the reac-
tivity of Hb with nitric oxide, NO. The
first difficulty, Hb dissociation into dimers
small enough to pass through the kid-
neys, can be overcome by cross-linking
the tetramer. An ingenious means of co-
valently linking two αβ dimers without
using chemical methods is described by
Looker and coworkers. These investiga-
tors, noticing that the N-terminus of one
α-chain is close to the C-terminus of the
other, reasoned that a tandem fusion of
two α-globin chains would be able to fold
with β-globin and function as a normal
tetramer, but would prevent dissociation
into αβ dimers. The expression vector
produced is very similar to that of Hoff-
man et al. but contain two copies of the
α-globin gene fused by a glycine codon
instead of a normal α-globin gene. The ‘‘di-
α-globin’’ gene and the β-globin gene are
organized in a single operon. Upon induc-
tion with IPTG, host E. coli cells produce
β-globin and the di-α-globin, which fold
and incorporate heme to give a molecule
very similar in overall structure to HbA.
The fusion of the α-subunits was not ex-
pected to alter the oxygen affinity of the
protein. Naturally occurring mutants de-
scribed clinically were therefore examined
to find the one with suitable properties,
namely, low oxygen affinity and high stabil-
ity. Looker et al. identified Hb Presbyterian
(Asn 108β→Lys) as a suitable mutation.

Four mutant Hbs were synthesized:

rHb 0.0: (Val1α→Met), (Val1β→Met)
rHb 0.1: di-α Hb (Val1α→Met), (Val1β

→ Met)
rHb 1.0: (Val1α→Met), (Val1β→Met,

Asn108β→Lys)
rHb 1.1: di-α, (Val1α→Met), (Val1β→

Met, Asn 108β→Lys)

All four proteins showed substantially
reduced Bohr effects and lowered coop-
erativity. However, rHb 1.1 shows oxygen
affinity comparable to that of human blood.
This protein was crystallized in the de-
oxy form to determine its structure. The
Asn108β→Lys mutation causes substan-
tial shifts of the B- and G-helices, but the
mechanism by which it reduces oxygen
affinity was not clear. The crystal structure
was solved a few years later.

The linking of the α-subunits has been
shown to increase the intravascular half-
life of Hb three- to fourfold in rats,
and kidney function was not detectably
impaired in dogs when 30% of the blood
volume was replaced with an isotonic
solution of rHb 1.1. Clinical trials with
rHb 1.1 and other cross-linked Hbs derived
from human blood showed a marked
hypertensive effect due to the reaction
of the free Hb with nitric oxide. This
unforeseen difficulty has in fact proved
the major stumbling block for all attempts
to produce a safe blood substitute from
Hb, natural or artificial.

8.1
Nitric Oxide

Nitric oxide (NO) acts as a chemical mes-
senger in the control of many important
processes in the human body, and a vast
literature has grown up around its effects,
in a remarkably short space of time. NO
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activates guanyl cyclase, leading to a variety
of tissue-specific responses. NO is highly
unstable and was therefore believed to act
only locally. The introduction of free Hb
into the circulation can remove NO by two
main reactions – firstly, the direct binding
of NO to deoxy hemes, and secondly, the
oxidation of oxy-Hb by NO to give metHb
and nitrate. NO can also bind to metHb
and reduce it to the ferrous form, but this
reaction is probably too slow to have any
clinical relevance. The rate of the second
reaction can be lowered significantly by
increasing the bulk of apolar residues in
the heme pocket. It has been shown that
the reactivity of both α- and β-globin to
NO can be reduced in this way. A series of
recombinant Hbs has been produced with
a range of rate constants for NO-induced
oxidation, and it has been demonstrated
that the hypertensive effect of these mu-
tants in rats correlates very well with this
reaction rate. In contrast, the overall oxy-
gen affinity and autooxidation rates of the
rHbs did not correlate with the observed
changes in blood pressure. The data also
suggest that the entire hypertensive effect
may be attributed to the reaction of NO
with deoxy and oxy-Hb.

This last point was somewhat con-
tentious in the 1990s, following reports
suggesting that Hb might have a pre-
viously unrecognized function as a NO
transporter. It was proposed by Stamler
and coworkers that the single cysteine
residue in human Hb, 93β, could bind
NO when the protein is oxygenated and
in the R-state, and then release it as the
protein switched back to the T-state on los-
ing oxygen in the tissues. Injecting free
Hb locked in the R-state should there-
fore cause a greater hypertensive effect,
since it would not release NO readily.
Using a recombinant Hb with a desta-
bilized T-state (and therefore high oxygen

affinity), it could be shown that the hyper-
tensive effect is in fact independent of p50
and cooperativity. Additional experiments
showed that the thiol groups on the in-
jected Hbs remained free. Other results
have equally cast doubt on the hypothesis
that Hb serves as a NO carrier; for exam-
ple, the amount of S-nitrosohemoglobin
found in vivo is very low, and escape from
the red cell would be very difficult for NO
due to the high concentration of reactive
hemes present. Attention has now focused
away from cysteine 93β. The recombinant
Hb-based artificial oxygen carriers there-
fore seem to have a considerable advantage
over formulations based on human or an-
imal blood, since the NO reactivity may
be significantly reduced while preserving
the desired oxygen-binding characteristics.
The Olson group has used recombinant
Mb as a test system in order to find mu-
tants around the heme, which can inhibit
NO binding while allowing oxygen to bind
freely. Similar work by the group of pro-
fessors Brunori, Chiancone, and Vallone
in Rome has also shown that residue B10
exerts control over ligand selectivity. By re-
placing Leu B10 with tyrosine and His E7
with glutamine, the Rome group showed
that NO binding could be reduced signifi-
cantly while allowing oxygen to bind.

Recent research from the group of
Yonetani has indicated, however, that
natural Hbs carrying NO on the α-subunits
(which have higher NO affinity than the β-
subunits) may overcome the problem of
hypertension. A number of commercial
enterprises are continuing to work hard
since many years to find a chemical
modification to convert natural Hb into
a safe, sterile alternative to present-day
blood transfusions. The problems with
this technology are highlighted by at
least one company that is investigating
methods of removing A and B type
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antigens from red blood cells to allow
‘‘typeless’’ transfusions. Stockholders in
such a company are clearly betting that
recombinant Hb research does not solve
the clinical problems quickly.

8.2
96α Val→Trp

Another artificial Hb with low oxygen
affinity but high cooperativity has been
investigated by the Ho group in the hope
of finding a clinically useful oxygen carrier.
This is the 96αVal→Trp mutant. Molec-
ular dynamics simulations suggested that
the indole side chain of the tryptophan
might interact with 99β Asp, but the crys-
tal structure later showed that instead it
points into the central cavity and forms hy-
drogen bonds with 101βGlu. (Hb seems
to provide too stern a test for molecular
dynamics at present). Combining this mu-
tation with the Asn 108β→Lys mutation
of Hb Presbyterian gives a recombinant
Hb with even lower affinity, which retains
cooperativity. Unfortunately, it also oxi-
dizes very easily. A third (29αLeu→Phe)
mutation was added in an attempt to slow-
down oxidation, but had limited effect.
Analysis of this triple mutant was com-
plicated by the appearance of bis-histidine
hemichrome, and overall the tetramer was
significantly destabilized.

9
Animal Hemoglobins

Globins are found in an enormous variety
of organisms including bacteria, yeast,
plants, and vertebrates. Their evolution has
been the subject of numerous discussions,
and the protein family clearly has a
very ancient lineage. In the course of
vertebrate evolution, Hbs have appeared

with different functional properties. Not
all animal Hbs use DPG (as human Hb
does) as an allosteric effector. Some fish
Hbs use ATP, rhinoceros Hbs use GTP,
and cat and sheep Hbs use no such
effector at all. These different properties
can be explained by mutations found at
the DPG binding site of human Hb. Other
properties of animal Hbs are less easily
explained, and site-directed mutagenesis
has been used to investigate them by
mutating human HbA.

9.1
Geese

Animals living at high altitudes have de-
veloped Hbs with high oxygen affinity
to extract oxygen from the thinner at-
mosphere. This is particularly true of
high-flying birds such as bar-headed geese,
which migrate over the Himalayas at al-
titudes of around 10 000 m. The closely
related greylag goose has Hb with an
oxygen affinity much closer to that of
HbA. Sequence comparison between the
two Hbs revealed only four amino acid
changes. Perutz predicted that the increase
in oxygen affinity would be found to be due
to a single mutation, Pro 119(H2)α→Ala.
This residue forms a contact with D6β

(which is leucine in bar-headed goose but
methionine in man) at the α1β1 subunit
interface. All mutations that disrupt such
contacts destabilize the T-state relative to
the R-state. The prediction was confirmed
by engineering this mutation into human
Hb using the Nagai and Thøgersen ex-
pression system. Jessen and coworkers
demonstrated that the mutant Hb shows
the same increase in oxygen affinity as
bar-headed goose Hb compared to greylag
goose. From the X-ray crystal structure, it
is clear that the mutation has caused only
localized effects and not a gross change
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in the molecule. Interestingly, the Andean
goose, which flies across a mountain chain
in another continent, has evolved a Hb in
which the D6β residue is changed to ser-
ine. This breaks the same contact and leads
to the same increase in oxygen affinity.

The combination of the known molec-
ular structure of human Hb and the
sequences of the two highly related goose
Hbs allowed Perutz to predict which was
the functional mutation. Unfortunately, it
has generally not proved possible to predict
or explain so easily the unusual properties
of a number of animal Hbs.

9.2
Fish

Within physiological conditions, human
Hb shows a decrease in oxygen affinity
as pH falls, a phenomenon called the
alkaline Bohr effect. The cause of the Bohr
effect has been the subject of numerous
studies, but a recombinant Hb was used
by the Nagai group to confirm the major
role of His 146β. Many bony fish Hbs
show an exceptionally strong alkaline
Bohr effect, known as the Root effect
after its discoverer. Oxygen affinity drops
sharply and oxygen binding becomes
noncooperative as the pH is lowered
to about 6 or less. The effect has an
important physiological function, namely,
supplying oxygen to the swim bladder
and the eye. Both these organs secrete
lactic acid into the bloodstream, which
then discharges oxygen. It was suggested
by Perutz that this increased stabilization
of the T-state relative to the R-state by
hydrogen ions is due to a single mutation,
Cys 93(F9)β→Ser. The serine hydroxyl
group was thought to form a hydrogen
bond with the terminal histidine, His 146β

in the T-state. This histidine forms a salt

bridge with Asp 94β in T-state, but not
R-state, HbA.

Perutz’s idea was tested by Luisi and
Nagai in Cambridge, who made a series
of human Hb mutants with the Nagai
and Thøgersen system. The mutations
Cys 93β→Ser and His 143β→Arg were
introduced sequentially. Both reduced
the Bohr effect. Additional changes, Asp
94β→Glu, His 144β→Gln, His 2β→Glu
and Glu 90β→Ser, did lead to an increase
in the Bohr effect, but the overall oxygen
affinity of the final mutant is much higher
than that of native fish Hbs.

The X-ray crystal structures of Hb from
the Antarctic fish Pagothenia bernachii
(now renamed Trematomus bernachii) have
been solved in both the deoxy T-state and
the carbonmonoxy R-state, but unfortu-
nately these provide few clues to the groups
responsible for the pH dependence of the
allosteric equilibrium. A pair of close car-
boxyl groups was suggested to destabilize
the R-state under acid conditions, but can-
not alone be responsible for the very low
oxygen affinity found at low pH. Further-
more, the deoxy structure shows that the
C-terminal β-chain histidine residue does
not form a salt bridge equivalent to the one
found in human Hb. This was a consid-
erable surprise since this salt bridge is a
major contributor to the pH dependence of
human Hb. It seems, however, that there
are a number of different groups, which
can cause the Bohr or Root effects.

The R-state structure of another Root
effect Hb, from a fish called spot, has also
been solved by Mylvaganam and coworkers
from which it was suggested that the
effect is in fact caused by destabilization
of the R-state rather than stabilization of
the T-state. However, the major Hb from
Trematomus newnesi, a close relative of
T. bernachii is only different at 14 residues
from T. bernachii Hb but has almost no
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pH dependence at all. It also has all the
residues suggested to destabilize the R-
state at low pH. Clearly, the Root effect
could not be solved by simple examination
of the models, so the Nagai group in
Cambridge has produced more mutants
attempting to transfer the Root effect
from T. bernachii Hb to T. newnesi Hb,
but so far without success. The final
proof of any proposed mechanism will
be its transplantation into human HbA by
mutagenesis.

9.3
Crocodiles

Uniquely among vertebrate Hbs, the
principal allosteric effector of crocodile
Hb is not an organic phosphate but
bicarbonate ions, which strongly stabilize
the T-state. Two bicarbonate ions bind to
each Hb tetramer, lowering the oxygen
affinity as much as IHP does in HbA. This
effect is possibly related to the ability of the
crocodile to remain submerged for long
periods. It was suggested by Perutz that
the DPG binding site of human Hb has
been modified by three or four mutations
to create a pair of bicarbonate ion binding
sites related by the molecular twofold
axis. Site-directed mutagenic experiments

based on this hypothesis have failed to
transplant bicarbonate binding, however.

An alternative site was proposed at the
β-subunit C-helices, which form a sliding
contact with the α-FG corners. Crocodile
Hbs show two more positive charges than
HbA in this highly conserved region of
the molecule. A number of experiments
to identify the true bicarbonate binding
site have been carried out using the
expression vector described by Hoffman
et al. This work involved mixing crocodile-
like and normal human globins to create
mixed tetramers, conclusively showing
that the bicarbonate binding site is found
in the β-subunits. It has now been
demonstrated that the bicarbonate effect is
introduced into human Hb by mutations
in the C-helix, but additional mutations
in the α-subunit are required to maintain
cooperative oxygen binding. A total of 12
mutations were introduced into human
hemoglobin to confer the bicarbonate
effect. The resulting mutant, called Hb
Scuba, shows the same bicarbonate effect
as native crocodile Hb. Crocodile Hbs have
one of the mutations mentioned earlier at
the C7 position, Phe 41β→Tyr, and it is
believed the bicarbonate hydrogen bonds
to this residue (Fig. 3). Hb Scuba has
now been crystallized and further research
is underway to investigate its properties.

Fig. 3 A diagram of the Hb tetramer
with the α-chains shown in dark gray
and the β-chains shown in light gray.
The 38β and 41β residues are
implicated in the bicarbonate binding by
crocodile Hbs, but a precise
stereochemical model of this interaction
has yet to be worked out.

b38
b41
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So far, Hb Scuba is perhaps the most
dramatic result from the Hb engineering,
but it demonstrates that the evolution
of new ligand binding sites may require
more than the three or four mutations
envisioned by Perutz or Kimura’s ‘‘neutral
hypothesis,’’ and some of these may
not have an obvious relevance from the
molecular model of the protein.

10
Evolution

Genetic engineering has not only allowed
us to probe the workings of the protein, but
also allowed us to understand its evolution
better. Hb evolution has attracted a great
deal of interest because there is so much
sequence data available for globins from
many different species, and the structures
of several of these proteins are known.
The α- and β-globin genes appear to
have diverged from a common ancestor
around 500 million years ago. Although
very similar, vertebrate α-globin has no
equivalent of the D-helix in β-globin
(Fig. 4). Human α-globin is therefore 5
amino acid residues shorter than β-globin.
Two mutants were made by Komiyama

and colleagues to test the functional
role of the D-helix, one with the helix
removed from the β-subunits and one
with the same sequence inserted into
the α-subunits. The Hoffman expression
vector was used to synthesize the proteins
as functional tetramers with a valine to
methionine mutation at the N-terminus
of each subunit. Both proteins, αD+
and βD−, folded and incorporated heme
within the cell. Neither the insertion
nor the deletion appreciably affected the
oxygen affinity or cooperativity of oxygen
binding – a remarkable demonstration of
how robust the protein is to mutation. The
Olson group has shown, however, that
the loss of the D-helix does destabilize
the βD−-subunit, which loses heme more
readily than the native protein. Although
neutral to ligand binding, removal of the D-
helix from the β-subunits is an unfavorable
mutation for the organism.

11
Nuclear Magnetic Resonance Spectroscopy
(NMR)

In the last few years, both X-ray crystal-
lography and macromolecular NMR have

N

C

D helix

Fig. 4 The tertiary structure of
β-globin, showing the extra D-helix not
found in the α-chain. Apart from the
D-helix, the overall structure of α- and
β-globins is very similar. Deletion of the
D-helix from the β-subunits and its
insertion into the α-subunits still gives a
functional Hb tetramer with cooperative
oxygen binding.
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been transformed by improvements in
hardware and software. 800 MHz NMR
magnets are now relatively common at
protein research facilities, and 900 MHz
machines are available, at a cost. Improve-
ments in magnets and probes have now
brought much larger proteins within the
sphere of NMR, provided that they can be
isotopically labeled appropriately. In the
1970s and 1980s, NMR was restricted to
studies of the heme pocket or histidine
residues of Hb. This work included some
key work by the Ho group on the Bohr
effect, which was a subject of considerable
controversy.

In healthy humans, the pH of the blood
is very tightly controlled within strict lim-
its. Hb can, however, respond to small
local changes in pH brought about by
metabolism; decreases in pH lower the
oxygen affinity, a phenomenon called the
alkaline Bohr effect or, more usually, sim-
ply the Bohr effect. In fact, in 1904, Bohr
discovered the drop in oxygen affinity
with increased levels of carbon dioxide,
five years before the concept of pH was
put forward. The so-called acid Bohr ef-
fect, the decrease in oxygen affinity with
rise in pH, is only seen at unphysiolog-
ically low pH for human Hb. The Bohr
effect is expressed as the number of hy-
drogen ions released upon oxygenation
(there is an absolute thermodynamic re-
lationship between the change in oxygen
affinity and the number of hydrogen ions
taken up on oxygen binding). Histidine
side chains have a pK close to neutral,
and, therefore, are often able to bind or
lose protons as their environment in pro-
tein changes. Proton NMR is extremely
useful for studying the Bohr effect since
the histidine resonances are often sepa-
rate from other peaks in the spectrum.
Furthermore, it is possible to find the pK

of these histidines by titration, measur-
ing the shift in peak positions with pH.
One difficulty with this approach, how-
ever, is in assigning the resonances to
the correct residues. Although many his-
tidines could be assigned with confidence,
marked disagreements also occurred. Us-
ing artificial Hb mutants, the Ho group
has now completed the assignment of all
surface histidine residues and measured
their pKa values. These 24 residues ac-
count for 86% of the Bohr effect at pH 7.4
in 0.1 M chloride.

More recently, however, the Ho group
has produced N15 isotopically labeled hu-
man HbA for analysis by NMR. This is
an exciting development, which will al-
low us to analyze in much greater detail
the protein in solution. For the major-
ity of proteins, there is little doubt that
crystal structures reflect the structure in
solution quite faithfully – enzymes are still
active in the crystal, and different crys-
tal forms of the same protein but with
different neighbor contacts show very sim-
ilar structures. In the case of an allosteric
protein such as Hb, there is the possibil-
ity that the crystallization might disturb
the allosteric equilibrium, and select one
allosteric form from a range of energeti-
cally similar conformations in equilibrium
in solution. A new conformation of HbA
was found in the early 1990s, called the
R2 state. Within a few years, several pa-
pers appeared in which it was suggested,
more or less strongly, that this might bet-
ter reflect the ‘‘true’’ structure of HbA.
In particular, this crystal form was grown
from polyethylene glycol instead of ammo-
nium sulfate, and the belief grew that the
‘‘high salt’’ conditions used by Perutz to
make oxyHb and metHb crystals might
inhibit Hb from undergoing the com-
plete allosteric transition. A short article
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in 1999 by the author critically review-
ing the evidence each way suggested that
obituaries of the R-state seemed prema-
ture. This drew a heated response from
Mueser and colleagues, but crystallogra-
phy alone is not able to test the solution
state of a protein, and the case against
the R-state remains weak at best. Recently,
Lukin and colleagues have used isotopi-
cally labeled HbA to assess how well the
NMR data agree with the R and R2 crys-
tal structures. Under the conditions used,
0.1 M sodium phosphate at pH 7.0, it was
found that a structure intermediate be-
tween the two fits the data best. NMR will
no doubt play a large role in future Hb
research.

12
Summary

Clearly, it has proved difficult to judge the
functional roles of residues in Hb from
the crystallographic structures alone, even
where these are refined to high resolution
in different ligation states. The functional
properties of individual parts of the protein
can be tested only by synthesizing mutants
and analyzing the differences between
them and HbA. Although the different
effects on oxygen affinity of the valine E11
side chain were predicted correctly, the
relative affinities of the α- and β-subunits
for ligands were not. Despite many years
of research, there is still much to learn
about the nature of cooperative oxygen
binding and the pathway by which deoxy
Hb switches to oxy-Hb and back again.
Site-directed mutagenesis continues to
play an important role in this research; in
fact, protein expression systems allowing
folded, tetrameric Hb to be produced
directly have led to a renaissance in
the field.

While many clinically observed Hb
mutations have shown that alteration
of surface residues rarely affects too
drastically the physiological properties of
the protein, it is still remarkable that
these changes produce so little effect.
The tolerance of the globin fold to
residue changes no doubt accounts for
its evolutionary success. This property,
fortunately, also gives us the opportunity
to alter much of the sequence and still
produce a functional protein, allowing
many more mutants of interest to be
made. While Hb is often presented
in a rather ‘‘cut-and-dried’’ fashion in
biochemistry textbooks, there remain a
number of unsolved issues, and, no doubt,
artificial mutants will be needed to resolve
them.
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Keywords

Adjuvant Genes
Genes (often cytokine genes) that are used for the enhancement of the efficacy of
recombinant vaccines.

Attenuating Genes
Genes that are used to enhance the safety of vaccines or vectors by reducing the
virulence of agents.

Baculovirus
An insect virus widely used for abundant and inexpensive generation of recombinant
proteins in insect cells or larvae.

Chimeric
Describing a fusion product of two or more genes or polypeptides often retaining the
activities of both proteins.

Recombinant
An organism, nucleic acid, or proteins generated by genetic engineering.

Vaccinia Virus
An orthopoxvirus of uncertain origins causing no known disease that provides
protective immunity against a number of orthopoxvirus infections, including smallpox.

Vector
A bacterium, virus, or a plasmid that is used for the introduction of nucleic acid
(typically DNA) molecules for the generation of recombinants.

� Using the techniques of molecular biology, effective modern vaccines are being
developed by a variety of innovative methods that circumvent some of the
problems associated with conventional vaccines. Live recombinant vaccines, which
are prepared by isolating an immunogenic gene(s) from a disease organism and
inserting it into a vector, are most promising. Such vaccines can provide immunity
to agents that cannot be reliably attenuated or inactivated without destroying
immunogenicity and allow one to distinguish vaccinated from infected animals.
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1
Introduction

Over the past century, the gradual accumu-
lation of knowledge concerning contagion
and immunity has led to great advances
in our ongoing struggle against infectious
disease. In an effort to gain protection
from the most serious infections, we have
progressed from the earliest type of quar-
antine (the shunning of the obviously ill) to
deliberate, though controlled and limited,
exposure to an attenuated disease agent.
One of the earliest examples of such ex-
posure is seen in the battle against the
dreaded scourge, smallpox. The dangerous
and sometimes deadly practice of variola-
tion – a deliberate exposure to the lesions
of human cases in hopes of contracting
a mild form of the disease – was prac-
ticed sporadically for centuries before the
fortuitous discovery of the protection af-
forded by related, less virulent strains of
virus. By 1796, Dr. Edward Jenner had
begun to carefully introduce pox pustu-
lar material from cowpox lesions into his
patients’ skin – a process called vaccina-
tion – to protect against smallpox. The lat-
ter half of the nineteenth century brought
an explosion of discoveries in immune pro-
tection, with specific vaccines produced for
a wide variety of human and animal dis-
eases. Over time, many of the most serious
of human disease threats have retreated as
a result of the advances of classical vac-
cine therapy.

Classical vaccines have generally been
of three types: live attenuated agents, in-
activated (killed) agents, or their modified
toxins (toxoids). Vaccinia virus (VV), the
poxvirus strain that protects human beings
from smallpox, was attenuated naturally
during its adaptation to different species.
From the time of Pasteur and Koch, lab-
oratories have worked to produce other

attenuated disease agents (by varying their
conditions of growth and maintenance
or multiple passages through a differ-
ent host species) or to find nonvirulent,
protective strains in nature. To produce
effective vaccines of some disease agents,
it has been necessary to attempt inacti-
vation of the agent by heat or chemicals,
often destroying the nucleic acid while
retaining the protein or carbohydrate com-
ponents of the agent, thus eliminating its
capacity for growth or replication while re-
taining the protective, immunity-inducing
antigens.

The live attenuated and inactivated vac-
cines each have their advantages and
disadvantages. Inactivated vaccines are
usually easier to produce and are the only
protection available against certain dis-
eases. Protection against diseases caused
by secreted toxins can be similarly ac-
complished by using heat or chemicals
to convert these to toxoids, without toxi-
city but still immunogenic. However, the
optimal dose of inactivated antigens must
be provided for effectiveness, and even
then these vaccines are poor inducers
of cell-mediated immunity (CMI). Addi-
tionally, although thorough inactivation
relieves safety concerns, there have been
instances of diseases resulting from in-
complete inactivation of an agent. Thus,
inactivated vaccines often are less effective
than live attenuated vaccines because live
vaccines have the capacity to reproduce or
replicate in the host organism, amplifying
the antigen, and are excellent inducers of
CMI. This amplification effect increases
the stimulus to the immune system and
may elicit a better immune response by
providing optimal amounts of antigen.
Maintaining live cultures and producing
live vaccines, however, is much more
demanding, requiring special laboratory
and transport facilities. Many live vaccines
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are heat labile and must be refrigerated,
further complicating their use in remote
areas. Other safety concerns also arise with
live vaccines because attenuated strains
may revert to virulence in the vertebrate
host or an arthropod vector, new strains
of the agent may arise from the vaccine
strain, or the vaccine may actually induce
the disease in pregnant or debilitated ani-
mals.

A further serious disadvantage of clas-
sical vaccines is that, whether live or
killed, they contain whole disease agents
that elicit a full range of immune re-
sponses. Thus, with very few exceptions,
one cannot develop a serological test for
distinguishing animals vaccinated with ei-
ther live attenuated or inactivated vaccines
from those recovered from natural infec-
tions. This is an important consideration
in epidemiological studies, animal disease
diagnosis and control, as well as in eco-
nomics. Restrictions on the export/import
of animals and their products because of
positive antibody tests can result in sub-
stantial economic losses.

Advances in molecular biology in the
last thirty years have given rise to a re-
markable new generation of vaccines that
includes subunit, synthetic peptide, live
recombinant, and DNA vaccines. These
advances include the identification of
an agent’s specific, immunity-inducing
molecules, the synthesis of all or the
active portions of these molecules, and
the incorporation of the responsible im-
munogenic genes into the genome of a
nonvirulent carrier or vector agent. A wide
variety of vaccines are now being devel-
oped for use and may greatly improve
our ability to protect against infectious
diseases. Live recombinant vaccines, in
particular, appear to hold great promise
for continuing improvements in disease
control.

2
Recombinant Vaccines

2.1
Vectors

Recombinant DNA technology now makes
it possible to retain most of the advantages
of live vaccines, while overcoming many of
their inherent safety hazards and logistical
disadvantages, by inserting and expressing
heterologous genes in a variety of different
viruses. Both DNA and RNA viruses are
used extensively as expression vectors.
Although the relatively small size of
most of these viruses facilitates genetic
engineering, this property also restricts
the amount of DNA that can be inserted
into the virus particle. In addition, many
of these virus vectors have a limited
host range that does not allow their
replication in the vaccine’s target species.
They may be defective, requiring either a
helper virus or special cell lines for their
replication. Furthermore, many of these
vectors are oncogenic and therefore may be
unsuitable for use as vaccines in humans
and domestic animals.

2.2
Vaccinia Virus

The disadvantages of the vector systems
can be overcome by using VV as a vector
and by creating a live recombinant vaccine
with the immunogenic genes of disease
agents incorporated into the VV genome.
When the VV vector is introduced into an
animal, the virus replicates in the host’s
cells and the foreign genes are expressed
along with those of VV; thus, the animal
becomes immune both to VV and to the
agent from which the foreign gene was
taken. The history of VV in human hosts
attests to its safety: during this past cen-
tury, the VV vaccination procedure has
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protected hundreds of millions of people
worldwide from smallpox, with minimal
side effects and no adverse environmental
impact, despite global release of the VV
under varying hygienic conditions. Vacci-
nation with this virus has been achieved
by scarification (light scratching of the
skin), by subcutaneous or intramuscular
injection, and by intranasal or even oral
administration. It can be grown outside
the laboratory by scarification of the ab-
domen of a single calf to prepare more
than 200 000 vaccine doses – a great ad-
vantage for use in developing countries.
The virus is heat stable, particularly in
the lyophilized state, and it can be recon-
stituted easily. Modern vaccine technology
now gives us, through genetic engineering,
the capability of using VV as a live vector to
protect animals and people against other
unrelated, disease agents.

A member of the poxvirus family, VV
is a large, double-stranded DNA virus that
packages a complete transcription system
and replicates in the cytoplasm of infected
cells. The virus has a wide host range that
includes humans, cattle, horses, swine,
sheep, goats, mice, and monkeys, mak-
ing it useful for both human and a variety
of animal vaccines. Its large genome can
accept more than a dozen heterologous
genes, opening the possibility of produc-
ing a multivalent vaccine that could protect
against several diseases with one admin-
istration. The molecular biology of the
virus is well documented and supports
the engineering techniques necessary for
producing, isolating, and identifying re-
combinants. The genome contains more
than a dozen nonessential regions that can
be used for incorporation of foreign anti-
gen genes and reporter genes that assist
in identifying the desired recombinants,
in addition to the commonly used viral
marker, the TK (thymidine kinase) gene.

Using recombinant DNA technology, con-
venient marker rescue techniques and
plasmid vectors containing homologous
sequences to the virus DNA have been de-
veloped that allow recombination within
infected cells.

2.3
Genetic Engineering

The application of recombinant DNA tech-
nology to constructing recombinant VVs
utilizes convenient marker rescue tech-
niques and plasmid vectors containing
homologous sequences to the virus DNA,
allowing recombination within infected
cells. The strategy for using VV as a
vector (as shown in Fig. 1) involves first
constructing a plasmid carrying a foreign
(heterologous) gene. This unit consists
of a VV promoter fused to a foreign-
protein-coding sequence that is flanked
by DNA from a nonessential region of
the VV genome. The chimeric gene is
incorporated into the VV genome by ho-
mologous recombination in tissue culture
cells that have been infected with wild-
type VV and then transfected with the
plasmid. Although any nonessential re-
gion of the VV genome can be used
as the site of gene insertion, the thymi-
dine kinase gene locus provides some
advantages because recombinants are then
TK−. The TK− phenotype serves to atten-
uate viral pathogenicity, and also can be
easily distinguished from wild-type TK+
virus by 5-bromo-2′-deoxyuridine (BrdU)
selection. Rapid screening of recombi-
nants of interest can also be facilitated
with the co-expression of reporter genes,
such as the Escherichia coli β-galactosidase
(lacZ) gene. Expression of the lacZ gene
results in a blue coloration in the pres-
ence of 5-bromo-4-chloro-3-indolyl-β-D-
galactopyranoside (X-Gal); one is thereby
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Fig. 1 Construction of recombinant VV vaccines
by homologous recombination. The VV transfer
vector contains the VV TK gene insertionally
inactivated by a foreign (heterologous) gene
under the control of a VV promoter. Upon
infection of cells in tissue culture with the
wild-type VV (TK+ phenotype) and transfection
of the same cells with the transfer vector, a
double crossing-over event may occur between
the homologous sequences in the transfer vector
and the VV genome. This results in the transfer
of the heterologous gene under the VV promoter

to the VV genome, and the insertional
inactivation of the TK gene. Recombinant VVs
are selected from wild-type viruses by serial
plaque assays in TK− cell lines in the presence of
BrdU. TK− cells infected with wild-type VV (with
TK activity) are able to phosphorylate BrdU and
lethally incorporate this thymidine analog into
the VV genome. TK− cells infected with
recombinant VVs (without TK activity) are unable
to incorporate BrdU into the VV genome and as
a result, progeny viruses are viable.

able to distinguish recombinants from
wild-type virus by their blue plaque
phenotype.

3
Vaccinia Virus Recombinant Vaccines

A description of three VV recombinants
that we have constructed and used with

varying degrees of success as vaccines will
illustrate the potential of these agents: a
vaccine for rinderpest that induced 100%
protection against a challenge greater than
1000 times the normally lethal dose,
a vaccine for vesicular stomatitis that
was moderately successful in protecting
against the disease, and a vaccine for
simian immunodeficiency virus (SIV) that
did not prevent infection but significantly
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reduced the virus load from control levels
and delayed the onset of clinical disease.

3.1
A Vaccinia Virus Recombinant Vaccine for
Rinderpest

Our most successful VV recombinant vac-
cine is one developed for rinderpest virus
(RPV), the causative agent of the single
most important viral disease of livestock
in developing countries. An acute, febrile,
highly contagious viral disease of rumi-
nants (particularly cattle and buffalo) with
a rapid course and a mortality rate ex-
ceeding 90%, rinderpest is characterized
by inflammation, hemorrhaging, necrosis,
and erosion of the gastrointestinal tract ac-
companied by bloody diarrhea, wasting,
and death. This disease was controlled in
Africa in the 1970s by an international
effort called the Joint Project/15 (JP/15),
which vaccinated 124 million cattle, but
recent resurgences have necessitated a sec-
ond Pan-African Rinderpest Campaign,
currently in progress.

Continuing outbreaks of rinderpest have
pointed out the logistical difficulties of
reliance on live vaccines in the regions
where this disease is prevalent, but the
vaccine currently in use, the Plowright
tissue culture rinderpest vaccine (TCRV)
for rinderpest, is an attenuated, live
vaccine with the limitations common to
such preparations. It is extremely heat
labile and requires maintenance of a cold
chain; in most instances, the vaccine
must be used within 30 minutes of
reconstitution to ensure potency. TCRV is
effective, but the requirement of skilled
personnel for vaccine preparation and
administration and a need for refrigeration
facilities – often lacking in the hot and
isolated areas in which the disease is
prevalent – are obstacles to its use.

A VV recombinant vaccine for rinder-
pest, many felt, would provide an alterna-
tive and circumvent many of the obstacles
limiting the use of TCRV. The heat-stable
lyophilized form of VV is easily pro-
duced, stored, and transported; and it can
be administered by a number of routes
including scarification, intradermal, intra-
muscular, subcutaneous, and oral. It is
possible, as was shown in the smallpox
eradication campaign, for each indepen-
dent area to carry on vaccine production
by collecting and emulsifying scabs from
vaccinated animals for use as needed.
The self-sufficiency thus afforded to lo-
cal animal handlers is a rare and valuable
empowerment for developing countries
that frees them from reliance on interna-
tional assistance. For these reasons, a VV
recombinant vaccine for rinderpest is a
valuable addition to the arsenal of defense
and raises the possibility of eradicating
this disease. Our efforts to construct such
a vaccine have had a highly successful
conclusion: we have produced one of the
two most effective recombinant vaccines
to date. Our rinderpest vaccine, which
was designated as a prototype for genet-
ically engineered vaccines for export, has
been approved for field trials in Kenya
and Ethiopia by the U.S. Department of
Agriculture/Animal and Plant Health In-
spection Service and the U.S. Agency for
International Development. The other suc-
cessful agent is a recombinant VV vaccine
for rabies, currently being extensively used
to eradicate sylvatic rabies in Europe and
North America.

The causative virus of rinderpest is
enveloped and has a single-stranded RNA
genome with a minus polarity. It is in the
family Paramyxoviridae and is a member of
the morbillivirus genus along with measles
virus of human beings, distemper virus of
dogs, and peste-des-petits-ruminants virus
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(PPRV) of goats and sheep. We propagated
the highly virulent Kabete ‘‘O’’ strain
of RPV in primary bovine kidney cells
and characterized eight viral proteins. We
made cDNA copies of the phosphoprotein
(P), hemagglutinin (H), fusion (F), and
nucleoprotein (N) genes and determined
the complete nucleotide sequence of these
genes. In all paramyxoviruses, the H
and F surface proteins elicit protective
immunity. Standard procedures were used
to construct VV recombinants expressing
the H gene (vRVH) or the F gene (vRVF)
of RPV.

Using these VV recombinants (vRVH
and vRVF), protective immune response
studies in cattle were conducted in the high
containment facility at the Plum Island
Animal Disease Center. Each animal was
shown to be seronegative to RPV prior to
vaccination, and 108 plaque-forming units
(PFU) of the VV recombinant vaccine was
administered in a single vaccination by
intradermal inoculation and scarification.
Groups of five animals received either one
recombinant (vRVH or vRVF) or a mixture
of both recombinants (vRVH + vRVF).
Two animals were vaccinated with TCRV
as positive controls, and two were left
unvaccinated as negative controls. For a
VV control, two animals were vaccinated
with v50, a VV recombinant expressing
the glycoprotein gene of the vesicular
stomatitis virus (VSV).

Pock lesions developed as early as four
days in all animals vaccinated with the
recombinants, but were limited to the
site of inoculation and healed completely
by two weeks. Humoral responses to the
vaccines were assessed by serum neutral-
ization (SN) assay. All animals vaccinated
with the recombinants or TCRV produced
SN antibodies to RPV. As expected, control
animals had no detectable antibody titer.

To evaluate protection, all animals were
challenged subcutaneously with a heavy
dose (103 TCID50 –tissue culture infec-
tious dose for 50% of subjects) of RPV
in the prescapular lymph node region on
day 35 following primary immunization.
As low as 1 TCID50 induced clinical rinder-
pest with 100% mortality. Cattle vaccinated
with the recombinants or TCRV were com-
pletely protected when challenged, even
though the inoculation was greater than
1,000 times a lethal dose of RPV. Some of
the cattle, most of these vaccinated with
the F recombinant (vRVF), had strong
anamnestic responses to RPV after chal-
lenge inoculation; this indicated replica-
tion of the challenge virus. No anamnestic
response could be demonstrated in the
groups vaccinated with the mixture of both
recombinants and TCRV, indicating little
or no challenge virus replication.

Viral infection and spread are mediated
by receptor binding (to H) and membrane
fusion (by F), so it is reasonable to ex-
pect a vaccine preparation containing both
antigens to be superior to one containing
the H- or the F-glycoprotein alone. Vacci-
nating with the vRVF + vRVH mixture in
the field, however, is cumbersome and ex-
pensive, and particularly burdensome for
developing countries. For this reason as
well as to obtain greater standardization
and more reliable results, we decided to in-
clude both genes in a single recombinant.
Using techniques similar to those de-
scribed earlier, we developed a VV (Wyeth
strain) double recombinant that includes
both the F and the H genes (vRVFH) of
RPV; this recombinant expresses the au-
thentic RPV F- and H-proteins. The F and
H genes were inserted into the VV TK and
H gene regions, respectively, thus inacti-
vating these VV genes and giving an even
more highly attenuated VV recombinant
vaccine. Indeed, cattle vaccinated with this
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double recombinant (vRVFH) had no pock
lesions at the site of inoculation, indicating
a high degree of attenuation.

Cattle were vaccinated with 108 PFU of
vRVFH by intradermal inoculation in the
neck region. Two groups of cattle were vac-
cinated with VV recombinants and kept in
separate isolation rooms. In the first group,
five animals were vaccinated with vRVFH.
In the second group, four animals were
vaccinated with a mixture of vRVF and
vRVH. In addition, two unvaccinated an-
imals were housed with each group, to
assess the transmissibility of VV recombi-
nants from vaccinated to contact animals.
Unlike animals vaccinated with the mix-
ture of vRVH and vRVF, those vaccinated
with vRVFH developed no detectable pock
lesions; a thorough examination failed to
demonstrate pock lesions in the contact
animals in both groups. Further, serum
samples taken from contact animals on
the days of vaccination (day 0) and chal-
lenge (day 28) were negative to VV by SN
and plaque reduction assays. All cattle vac-
cinated with the recombinants produced
SN antibody to RPV as early as eight
days after vaccination. However, all con-
tact and control animals lacked detectable
SN antibody to RPV during the course of
the experiment.

One month postvaccination, all animals
in both groups were challenge-inoculated
with 103 TCID50 of the pathogenic Ka-
bete ’’O’’ strain of RPV. Cattle vaccinated
with VV recombinants (both groups) were
completely protected from rinderpest, ex-
hibiting no detectable illness and a normal
temperature of 38 ◦C. The four unvacci-
nated contacts developed high fever (42 ◦C)
by day 2 and died by day 6 after chal-
lenge, showing lesions typical of severe
rinderpest. Daily monitoring for two weeks
showed no detectable clinical disease in
vaccinated animals, and the experiment

was terminated. In a confined field trial
in DebreZeit, Ethiopia, the vaccine was
shown to be effective for at least one year
postvaccination.

We have also tested vRVFH and the
parental Wyeth strain for pathogenicity by
inoculating immunodeficient nude mice
intraperitoneally, and no clinical disease
was detected in 12 test mice. In addi-
tion, we assessed the effects of vRVFH
and the mixture of single recombinants
(vRVF + vRVH) on the immune systems
of rhesus macaques infected with the
simian immunodeficiency virus (SIV).
These monkeys suffer from an immun-
odeficiency disease virtually identical to
the human acquired immunodeficiency
syndrome (AIDS). Hence, SIV is a le-
gitimate model for HIV. Four normal
macaques and four SIV-infected macaques
were vaccinated with vRVFH. Apparently,
the lack of development of pock lesions in
cattle vaccinated with vRVFH is host spe-
cific; both groups of monkeys developed
small pock lesions at the site of inocula-
tion, but these healed completely by two
weeks postvaccination. No clinical disease
or dissemination of VV was observed in
either normal or SIV-infected macaques
during a one-month observation following
vaccination.

More recently, we have developed a
second-generation recombinant VV vac-
cine (v2RVFH) that induces both humoral
immune responses and protective immu-
nity comparable to those elicited by TCRV.
We enhanced efficacy by using strong syn-
thetic promoters to increase the expression
of the F and H genes of RPV. Moreover,
we added the lacZ gene to serve as an easily
identifiable marker to aid in recombinant
VV selection during the development of
the vaccine, and more importantly, to dis-
tinguish the vaccine virus (v2RVFH) from
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other naturally occurring poxviruses dur-
ing vaccination programs.

Compared to vRVFH or the single
recombinants expressing F or H, v2RVFH
displays a distinct plaque morphology
in cell culture that is characterized by
the formation of massive syncytia due
to higher levels of expression of both
glycoproteins. Radioimmunoprecipitation
studies showed that the band intensities
for the F- and H- proteins expressed by
v2RVFH were at least threefold higher
than those generated by vRVFH or the
single recombinants. We conducted short-
and long-term safety and efficacy studies
in African cattle, and demonstrated that
as little as 102 PFU of v2RVFH, given
intramuscularly, protects 50% of the
vaccinated cattle from virulent challenge
with RPV. Unlike the intradermal route,
the intramuscular route facilitates mass
vaccination of cattle under field conditions.
We also showed that a dose of 108 PFU of
v2RVFH induced levels of SN antibodies to
RPV comparable to those elicited by TCRV,
and that this dose provides sterilizing
immunity to cattle for at least two years
postvaccination. This level of protection
suggests that v2RVFH confers long-term
immunity equivalent to TCRV. Lastly,
v2RVFH is not only highly efficacious but
also safe, since it is attenuated by the
insertional inactivation of the TK gene.
As a result, no pock lesions were detected
after vaccination, and there was no lateral
transmission to contact animals.

Rinderpest appears to be an excellent
candidate for eradication using the VV
recombinant vaccines. There is only one
serotype of RPV, although there are differ-
ent strains manifesting different degrees
of pathogenicity in the field. A vaccine
against one strain will immunize against
all, including peste-des-petits ruminants
virus (PPRV) of sheep and goats. Use of

the rinderpest recombinant VV vaccines
in areas of the world where PPRV is en-
demic would also aid in the control and
eradication of PPR.

3.2
Vaccines for Peste-des-Petits Ruminants

Peste-des-Petits Ruminants (PPR) is a
disease of small ruminants caused by
a virus (PPRV) closely related to RPV
of cattle. The disease is characterized
by necrotizing and erosive stomatitis,
enteritis, and pneumonia. Morbidity and
mortality are very high, and the virus is a
serious health problem in small ruminants
in Africa and the Middle East. Although
cattle can be infected with PPRV, they
do not exhibit clinical disease. Vaccination
of goats with vRVFH provided complete
protection against a challenge-inoculation
with 103 TCID50 of PPRV.

All goats used in these experiments
were determined to be seronegative to
PPRV and RPV at the start of the study.
Eight goats were vaccinated with 108

PFU of vRVFH by intradermal inoculation
and scarification. For controls, six goats
were vaccinated with the parental VV
(Wyeth strain). On day 35 postvaccination,
goats were challenge-inoculated with 103

TCID50 of PPRV, strain Mieliq-Sudan,
by subcutaneous injection just anterior
to the prescapular lymph node. Serum
was collected on days 0, 35, 42, and
56, and titers to RPV and PPRV were
determined by SN and by ELISA (enzyme-
linked immunosorbent assay). Antibody
directed to the F-protein was measured
by ELISA only, because the glycoprotein
is not the antireceptor of the virus and
does not usually induce SN antibody.
Goats vaccinated with vRVFH had SN
(32–512) and ELISA (2–16) titers to RPV
and undetectable SN titers to PPRV by
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day 35 postvaccination. Anti-PPRV ELISA
titers of vaccinated goats were undetectable
in four goats and low (2, 2, 2, and 8)
in the remaining four goats on the day
of challenge.

All control animals lacked detectable SN
and ELISA titers to either PPRV or RPV
on the day of challenge. After challenge
inoculation, however, there was a strong
anamnestic response, as indicated by high
SN and ELISA titers. In contrast, the
postchallenge ELISA titers to PPRV and
RPV of goats vaccinated with vRVFH
ranged from 64 to 2048 and from 64 to
1024, respectively. Although SN titers to
PPRV could not be detected in the animals
vaccinated with vRVFH on the day of
challenge inoculation, all vaccinees were
completely protected against PPRV, and no
clinical signs (e.g. fever or diarrhea) were
exhibited over the following period. In
contrast, all the control animals vaccinated
with the parental Wyeth strain of VV were
febrile (>39.7 ◦C) and suffered from severe
PPR within 4 days postchallenge. Three
animals died; the rest were euthanized.

Clearly, this vaccine – a VV double re-
combinant vaccine expressing the F and H
genes of RPV – completely protects goats
against PPR, even though no neutralizing
antibody to PPRV could be detected before
challenge inoculation. Although no anti-
PPRV ELISA titers were found in four of
the vaccinated animals, and the remain-
ing four had very low titers, all vaccinated
goats were equally protected. It has been
reported that in cattle administered classic
live viral vaccines to RPV, any detectable
SN titer is associated with complete pro-
tection; this was, however, the first report
of protection in the morbillivirus group
in the complete absence of SN antibody
to the homologous virus. In this regard,
we have recently provided evidence that
CMI may be the major determinant in

protection against morbilliviruses. Cattle
vaccinated with subunit antigens (F and
H) of RPV expressed in baculovirus pro-
duced viral neutralizing antibody but were
not protected.

Control of PPR is of great economic
importance in countries engaged in large-
scale rearing of small ruminants. Until a
recombinant vaccine is developed express-
ing the homologous F and H genes of
PPRV, vRVFH may be used for the control
of PPR. Replication of VV is unaffected by
antibody to PPRV, and vRVFH can be used
to immunize young animals that still have
passive (maternal) antibody to PPRV. Also,
one can employ a serological test to distin-
guish vRVFH-vaccinated goats from those
exposed to the whole virus, either by vac-
cination or infection. We have developed
such rapid, inexpensive diagnostic kits on
the basis of the N gene of RPV and PPRV
(see Sect. 4).

3.3
A Vaccinia Virus Recombinant Vaccine for
VSV

One of the earliest VV recombinants
prepared and tested in our laboratory
was a vaccine for vesicular stomatitis
(VS), a contagious disease of horses,
cattle, and pigs characterized by vesicular
lesions on the tongue and other areas of
the oral mucosa. Interestingly, the virus
can be used to infect mice in a model
system in which it causes neuropathy
and death in 100% of the subjects. A
serious cause of economic loss throughout
North and South America, this disease
is notable for the confusion of diagnosis
between VS and foot-and-mouth disease,
a pathological epizootic condition with a
100% morbidity rate.

Experimental attenuated and inactivated
VSV vaccines have been developed, but
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the U.S. Department of Agriculture gen-
erally prohibits their use for vaccination
because vaccinees cannot be distinguished
from naturally infected animals. It is pos-
sible to distinguish animals vaccinated
with a subunit preparation by serology,
however, and this is an essential consider-
ation for epidemiological studies, disease
control, and establishment of quarantine
programs. Advantages of subunit and live
vaccines could theoretically be combined
in a VV recombinant expressing specific
VSV proteins, and such recombinants
were constructed by the methods described
for rinderpest.

Of all the antibodies to various proteins
of VSV, only those directed to G, the exter-
nal glycoprotein, have been shown to be
protective in mice. When DNA copies of
mRNAs for the G- or N- proteins of VSV
were linked to a VV promoter and inserted
into the genome of VV, the recombinants
retained infectivity and synthesized VSV
polypeptides. We demonstrated that the
polypeptides expressed by these recombi-
nants are similar or identical in size and
antigenicity to the natural VSV proteins,
and that the G-glycoprotein is transported
normally to the cell surface (perhaps im-
portant for antigenicity). After intradermal
vaccination with live recombinant virus
expressing the G-protein (v50), mice pro-
duced VSV-neutralizing antibodies. VSV
SN titers were detected by day 14 and in-
creased over a 42-day period. Half the mice
were given a booster vaccination on day 28,
which resulted in a seven- to eightfold in-
crease in SN titers over that obtained with
a single vaccination.

Challenge was carried out by intra-
venous injection of VSV, which pro-
duces lethal encephalitis in mice within
6–12 days. For control purposes, a group
of mice was vaccinated with vHBs4, a VV
recombinant that expresses the hepatitis

B virus surface antigen gene. When this
group was challenged, 7 of 11 animals died
of encephalitis. By contrast, only 1 of 15
mice that received a primary vaccination
with v50 died, and none of 16 that received
the two vaccinations died.

To further evaluate the immunogenic-
ity of the recombinant virus, cattle were
vaccinated intradermally and later given in-
tralingual challenge injections of virulent
VSV; the degree of protection correlated
directly with the neutralizing antibody pro-
duced following vaccination. After vacci-
nation, typical pox lesions appeared within
four days. SN titers to VSV were detected
on day 7 and reached values of 80–480
by day 29. At that time a second vac-
cination was given, following which the
titers increased several fold. On day 44,
the cattle were challenged by intralingual
injection of 102 and 103 PFU of VSV. Pre-
liminary experiments indicated that most
unvaccinated cattle challenged in this man-
ner developed vesicular lesions within two
days. All controls (unvaccinated cows and
cows vaccinated with vHBs4) developed
typical vesicular lesions at the 102 and 103

PFU VSV injection sites. In contrast, only
two of six vaccinated cows developed vesic-
ular lesions at the lower challenge dose
of VSV. The remaining four cows had no
lesions at the 102 PFU VSV injection sites,
although all animals developed lesions at
the 103 PFU sites.

Good correlation was observed between
antibody titers and protection against
challenge with 102 PFU of VSV. All
animals that were protected had SN
antibody titers of 1280 or greater, whereas
those that were sensitive had titers of 640 or
lower. The degree of protection obtained
is particularly noteworthy in view of the
severity of the experimental challenge,
compared to that of a natural infection.
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The VV recombinants protected mice
against a VSV challenge that would
normally kill all mice within 6 to 12 days.
In cattle, two successive vaccinations with
the VV recombinant vaccine for VSV
provided protection for two-thirds of the
animals against a challenge of 100 PFU;
this protection was closely correlated with
neutralizing antibody titers. The lack of
complete protection for all vaccinees may
indicate a need for CMI, which is poorly
induced by vaccines expressing only the G-
protein. It also may be possible to construct
recombinants synthesizing considerably
more G-glycoprotein, which would provide
more effective protection.

3.4
Recombinant Vaccinia Virus Vaccines for
SIV

Experimental infection of rhesus mac-
aques with SIV provides a valuable animal
model for AIDS vaccine research. Several
lines of inquiry recently have brought out
the following information:

1. Inactivated whole-virus vaccines have
provided limited protective immunity
against SIV in macaques challenged
with virus propagated in human but
not rhesus peripheral blood mononu-
clear cells.

2. Complete protection from challenge
with pathogenic, rhesus-grown SIV
was demonstrated reproducibly only
in monkeys vaccinated with non-
pathogenic (attenuated) nef-deleted SIV
mutants.

However, whether a live retroviral vaccine
could ever meet the safety requirements
for human use is highly questionable;
this virus integrates into the host genome,
induces disease in some animals long after
vaccination, and is pathogenic in neonates.

Thus, as an alternative to inactivated
and live attenuated classical vaccines, we
and others have evaluated the potential
of priming rhesus macaques with a live
recombinant VV vaccine expressing the
glycoproteins of SIV, and then boost-
ing with the same recombinant subunit
antigen expressed in mammalian cells,
Chinese hamster cells (CHO), or a bac-
ulovirus expression vector (see Sect. 4).
Protection in these animals was evaluated
by intravenous challenge with pathogenic
SIV isolates. Although binding antibod-
ies were detected in all animals following
immunization with these recombinants,
neutralizing antibodies were undetectable
one week prior to virus challenge – results
that differed from those for macaques
vaccinated with whole, inactivated SIV.
However, all animals became infected after
intravenous inoculation with 1–10 AID50

(animal-infectious dose for 50% of sub-
jects) of challenge virus.

There was no protection against infec-
tion afforded by any of our recombinant
vaccines, even though in vitro suppression
of virus was demonstrated, and cell-free
infectious virus loads in plasma (plasma
viremia) of macaques primed and boosted
with certain preparations of SIV sur-
face glycoprotein were considerably lower
than in unimmunized controls at 2 weeks
postchallenge (typically the peak of viremia
during acute infection). These studies
suggest that immunization with surface
glycoprotein may not necessarily provide
protective immunity against immunode-
ficiency virus infection, even though the
relationship between reduction in virus
load and delay in the onset of disease
remains to be evaluated. One protocol
did have notable success in heightening
the immune response: animals primed
with a VV recombinant vaccine and then
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boosted with a baculovirus subunit prod-
uct showed greatly enhanced antibody
responses compared to those boosted with
the original vaccine.

3.5
Safety and Efficacy of Live Recombinant
Vaccines

With the threat of untoward effects always
in mind, we have investigated possibil-
ities of further attenuation of our VV
recombinant vaccines by the insertion of
lymphokine genes like interferon-gamma
(IFN-γ ) or interleukin-2 (IL-2). This gives
us a new approach to enhance safety that
should be applicable to other live recom-
binant vaccines. We constructed fusion
proteins of IFN-γ (human and murine
species) with various immunogens and
demonstrated reduced pathogenicity for
immunodeficient (athymic nude) mice
with several VV recombinants express-
ing these proteins. Immunodeficient mice
were able to clear the recombinant VV at
doses as high as 108 PFU, while as few as
102 PFU of VV is normally 100% lethal for
nude mice. Mixtures of recombinant VVs
were always lethal to the mice if one of the
recombinant viruses did not express the
IFN-γ gene, showing that IFN-γ -induced
attenuation in VV is only operational in a
‘‘cis’’ fashion.

We have further provided evidence that
the antiviral and attenuating activities
of IFN-γ have different mechanisms of
action. We demonstrated that, unlike an-
tiviral activity, the attenuating activity of
IFN-γ is not species specific. Moreover, we
have shown attenuating activity of IFN-γ
in the absence of any detectable antivi-
ral activity. Although human IFN-γ did
not have antiviral activity on murine cells,
expression of this cytokine did increase
the attenuation of recombinant VVs for

athymic mice. It is interesting to note that
the anti-inflammatory genes of VV (e.g.,
its secreted IFN-γ receptor homolog) do
not appear to block the attenuating activity
of IFN-γ .

The development of an adjuvant system
for VV recombinant vaccines may be cru-
cial if the technology is to be considered
an effective alternative to classical forms of
vaccination, such as inactivated or live at-
tenuated vaccines. We demonstrated that
IFN-γ mixed with G-glycoprotein of VSV
reproduces the adjuvant effect of complete
Freund’s adjuvant and further increases
the anamnestic response on booster ad-
ministration. Others demonstrated the
adjuvant effects of IL-2.

The use of immunoregulatory genes like
IFN-γ and IL-2 as adjuvant genes in mul-
tivalent VV recombinant vaccines must
be further evaluated. If these lymphokine
genes work as adjuvants to augment the
immune response, the concept of vaccina-
tion will be revolutionized. Such natural
products could eliminate the need for
harsher adjuvants (e.g., Freund’s) and thus
avoid the untoward effects presently ob-
served. The human IFN-γ gene could be
incorporated into VV vectors for human
pathogens, and similar vectors could be
constructed for other domestic species.

Another method to increase the safety
and efficacy of recombinant VVs is to
inactivate or delete virulence genes. The
NYVAC VV was constructed by deleting
18 VV genes from the extremities of the
virus in which the virulence and species-
specificity genes are encoded. This virus is
similar to MVA, causing an aborted infec-
tion in mammalian cells but replicating in
chicken embryo cells. These viruses gen-
erally require multiple boosts to generate
protective immunity; thus, we have been
exploring the effect of deleting VV viru-
lence genes individually. VV is one of many
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viruses with genes that code for specific
proteins to suppress host immunity. These
immunomodulating genes are usually not
essential for virus growth in vitro. They
include homologs of cytokine receptors,
complement control proteins, and serine
protease inhibitors (serpins). In particular,
VV contains a gene (B8R) that codes for a
secreted protein with sequence similarity
to the extracellular domain of the IFN-γ
receptor. The B8R protein neutralizes the
antiviral activities of IFN-γ from several
species. Serpins play important roles in the
regulation of immune and inflammatory
responses as well as cell death. The B13R
(SPI-2) gene codes for a serpin homolog
that interferes with host inflammatory
responses by inhibiting the proteolytic
activity of caspase-1, also known as IL-
1β converting enzyme, and granzyme B.
Similarly, the (SPI-1) B22R gene plays a
role in reducing the host’s immune re-
sponses to the virus. We hypothesized
that deleting these immunomodulating
genes would increase the efficacy and
safety of recombinant VVs. While dele-
tion of these genes had no effect on virus
replication in vitro, recombinant VVs lack-
ing these genes were attenuated for mice.
There was a significant decrease in weight
loss and mortality in normal mice, and
immunodeficient nude mice survived sig-
nificantly longer than controls inoculated
with parental virus. Finally, the deletion of
these genes did not reduce humoral im-
mune responses. Mice and rats vaccinated
with the recombinant VVs showed identi-
cal humoral responses to both homologous
and heterologous genes expressed by VV.

3.6
Potential Recombinant Vaccines for HIV

Several laboratories are investigating VV
recombinants as vaccines for human

immunodeficiency virus (HIV) infection.
It has been shown that the HIV antigens
expressed by some of these recombinants
are correctly processed and transported
to the appropriate cellular compartments.
Moreover, experimental animals as well
as human volunteers that were vaccinated
were shown to develop detectable CMI
to the expressed HIV proteins. There is
considerable interest and some optimism
that an effective vaccine might be prepared
using VV as a vector.

Innovative solutions to the safety prob-
lems occasioned by putting such a vaccine
into general use are gaining attention,
especially following the report of a dissem-
inated VV infection caused by smallpox
vaccination of an army recruit with sub-
clinical HIV infection. It has been demon-
strated that VV is attenuated by insertional
inactivation of its TK gene. Also, the ex-
pression of IL-2 and murine IFN-γ has
prevented disseminated VV infection in
immunodeficient nude mice.

4
Baculovirus Expression Vectors and Rapid
Diagnostic Kits

The VV recombinant vaccines prepared
for rinderpest, PPR, VS, and SIV, all lend
themselves to employment of a new rapid
diagnostic technique that our laboratory
has prepared in kit form. The baculovirus
expression vectors used in our laboratory
give us the capacity to produce large
quantities of different virus proteins that
may be used as coating antigens for
ELISAs. When an internal protein gene
such as the N gene of RPV or VSV,
or the gag gene of SIV, is incorporated
into the genome of this insect virus
strain before infection of a larval host, the
virus polyhedrin promoter drives a very
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high level of expression of recombinant
protein (up to 67% of the weight of the
larva). The protein from one infected and
homogenized larva (0.2–0.3 g) provides
antigen sufficient for coating 200 standard
96-well ELISA plates, which can be used
to diagnose up to 10 000 serum samples
in duplicate. Purification of the N or gag
protein appears to be unnecessary; there
was no interference or loss of sensitivity
using the crude larval lysate for coating
ELISA plates.

Used in conjunction with a recombinant
vaccine incorporating a gene for a major
immunogen of the disease agent, these
ELISAs allow distinction of vaccinated an-
imals from those that have been naturally
infected. Vaccination with the recombi-
nant produces antibody to the incorporated
gene’s product only, while natural in-
fection brings about responses to many
different antigens. This test differentiates
animals showing responses to a variety of
proteins (naturally infected by the disease
agent) from those that respond only to the
vaccine’s foreign gene product (vaccinees).

We have also introduced a novel ap-
proach for the production of monoclonal
antibodies to one specific protein of a virus
or other agent consisting of several pro-
teins, without the use of purified antigen
in either the immunization or screening
phase of the procedure. This approach uti-
lizes a VV recombinant expressing the
gene of the target protein for the im-
munization of mice and the whole virus
for screening of the hybridoma to identify
the desired monoclonal antibodies. This
system has been effective in producing
monoclonal antibodies to rare antigens
like Alzheimer’s protein, or to those – the
VSV nucleocapsid (N) protein, for exam-
ple – that cannot be easily screened for
biological activities such as hemagglutina-
tion or neutralization.

5
Advantages of Vaccinia Virus Recombinants

Experience with mass production, stor-
age, and administration of smallpox vac-
cine suggests that VV or related poxvirus
recombinants could be the basis for
veterinary and human vaccines offer-
ing advantages over current preparations.
Lyophilized VV is heat stable and can be
effectively administered by a variety of
methods. During the global eradication of
smallpox, scarification or jet gun admin-
istration was used to vaccinate millions
of people. We have vaccinated animals by
intradermal inoculation and scarification,
and we plan to investigate the effective-
ness of oral administration for wildlife
and cattle.

It is possible to make a polyvalent vac-
cine using VV as the vector, by expressing
several genes that represent a number
of unrelated agents. While the manip-
ulations for including several genes are
increasingly difficult with each addition,
new methods are being developed rapidly.
The possibility of developing a polyvalent
vaccine, with a single VV recombinant ex-
pressing a number of heterologous genes,
is especially important for nomadic re-
gions of Africa and Asia. Theoretically,
one stock of VV could carry genes from
most of the important livestock diseases in
a region, and one inoculation could vac-
cinate an animal against half-a-dozen or
more diseases.

The VV recombinant vaccine contains
very few antigens in common with disease
agents, and so we have found it possible
to develop diagnostic kits for rinderpest,
vesicular stomatitis, and simian AIDS that
can distinguish vaccinated animals from
those exposed to the whole agent either
by infection or vaccination. Currently, we
are expanding this technology to provide
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rapid diagnosis for a variety of livestock
diseases.

We recognize the potential safety prob-
lems with widespread use of VV as a
vector for different vaccines. However, the
strains used for vaccine construction were
used worldwide without serious problems
in the successful eradication of smallpox.
Further, it has been demonstrated that
insertional inactivation of the TK gene
attenuates the virus. In constructing the
first rinderpest double recombinant vac-
cine (vRVFH), the TK gene of VV was
inactivated by insertion of the RPV H gene;
insertional inactivation of the VV HA re-
gion by incorporating the F gene of RPV
has led to further attenuation of the re-
combinant virus. The absence of detectable
pock lesions at the site of vaccination by the
double recombinant is an indication of its
greater attenuation, even though it is still
completely protective. Moreover, vRVFH
is highly attenuated and is apathogenic for
both athymic nude mice and SIV-infected
rhesus macaques.

To improve efficacy, we constructed a
second generation VV double recombinant
vaccine for rinderpest (v2RVFH) that
expresses both the F and H genes of
RPV under strong synthetic VV promoters
at the TK site. v2RVFH-infected cells
express higher levels of the F and H
glycoproteins than vRVFH and show
extensive syncytium formation.

It is important that safety considerations
be thoroughly addressed before live recom-
binant viruses are introduced into the envi-
ronment. The rapidly expanding epidemic
of HIV, particularly in Africa, demands
that live vaccines do not pose a threat to
indigenous populations. The safety of VV
recombinant vaccines has been confirmed
by the absence of transmission of VV from
vaccinated to contact animals. No pock le-
sions or antibody to VV, as measured by

SN and plaque reduction assays, could be
demonstrated in control animals housed in
contact with cattle vaccinated with vRVFH
or v2RVFH. We believe that these out-
standing safety features of these vaccines
make them suitable for field use. We be-
lieve also that these vaccines are only the
first to bring the benefits of modern molec-
ular biology and biotechnology to disease
control. As knowledge and expertise in
these fields expand, recombinant vaccines
will be constructed for many of the more
stubborn afflictions of human beings and
animals, providing creative solutions to
disease problems, old and new.

See also Gene Targeting; Medicinal
Chemistry.
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Keywords

DNA Polymerase
Enzymes that make DNA using DNA as a template. There are several different DNA
polymerases in most cells and they have somewhat different properties with respect to
their error rate and ability to use noncanonical templates (examples of noncanonical
templates are ribonucleotides in DNA, 8-oxy-Guanine and other chemical lesions in
bases or backbone).

Evolution
Change with time or in the series (generations) of a lineage in the same direction as the
flow of time.
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Genetics
Mechanisms by which information is transferred between generations. The term
‘‘genetics’’ has its origins in biology and ‘‘generations’’ refers to progeny cells, viruses,
or multicellular organisms. The genetic properties of descent with modification are
present in other contexts, such as computer programs known as genetic algorithms.

Genetic Evolution
Change in the hereditary information with time, especially if transferred to subsequent
generations.

Genetic Algorithms
A class of computer algorithms with certain characteristics. GAs consist of bit strings
that give rise to progeny bit strings. Some progeny are identical to the parent and some
are different. The population of bit strings compete with each other for survival and
reproduction according to selection criteria mediated by the program environment.

Genetic Change
Alterations of hereditary information. Typically – but not always – genetic change
occurs concomitantly with replication of the organism.

Mutation
A genetic change in which preexisting hereditary information is not transferred to a
new context.

Recombination
A genetic change in which preexisting hereditary information is transferred to a new
context.

Recombination, Homologous, Legitimate, Generalized
Recombination in which the similarity of two sequences is a requisite for their ability
to recombine. To a first approximation, the homologous recombination depends on the
similarity not on the specific sequence.

Stress
A differentiated physiological state in response to nonoptimality perceived by the
organism. SOS in response to the stress of DNA damage was the first characterized
stress response. Others include responses to osmotic stress, the presence of unfolded
proteins in the cytoplasm, and various nutritional starvations. Various stress responses
tend to partially overlap.

Intelligence
Tools and mechanisms for receiving information from the environment and adjusting
responses; problem solving – arguments over types and measures of intelligence
abound.
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Genetic Intelligence
Hereditary information responsible for the mechanisms that generate genetic change.

Environment
Systems are often defined as having an ‘‘inside’’ and an ‘‘outside.’’ The environment of
a system consists of anything ‘‘outside.’’ The outside of an organism is defined by its
skin; the outside of a cell is defined by its membrane. The outside of a chromosome is
the cellular milieu and the outside of a DNA base is all of the above as well as its
sequence context.

Random Mutation
A mutation that is no more likely to occur in environments that select for it than in
environments that do not. In the context of genetics and mutation, ‘‘random’’ does not
mean that every possible change is equally likely to occur. Even in the narrow context
of point mutations, there are inherent biases in all examined systems.

Adaptive, Directed, or Cairnsian Mutation
A mutation that is more likely to occur in circumstances in which the mutation is
advantageous, that is, nonrandom mutation. ‘‘Strong’’ adaptive mutations are those
that do not appear to be generalized stress-responses and that are highly specific.

Lethal Environmental Selection
Environments that kill unfit organisms and kill them quickly, that is, before they have
the ability to mount a stress response that might prolong their agony, or, allow them to
consider ways to escape the problematic situation of the selection.

Nonlethal Environmental Selection
Environments that prevent, stop, or slow the growth of unfit organisms without killing
them. These situations provide the organism with problems that it has the opportunity
to solve over time. Often a stress response may be involved in an organism’s attempt to
solve the problem of nonlethal or slowly lethal selections.

Fixation of Genetic Change in an Individual Organism
An irrevocable commitment that a new allele will be inherited by progeny.

� The purpose of this article is fourfold: (1) To frame the intellectual context of
‘‘adaptive’’, ‘‘directed’’, or ‘‘Cairnsian’’ mutation. This area of research is – and
will likely remain – controversial. (2) To review the points to be considered when
critically reading in the field; (3) to consider the question of how mechanisms for an
‘‘intelligent’’ generation of diversity could evolve and, in this context; (4) to suggest
connections between the fields of genetic algorithms in computer science and those
of biological evolution proper (carbon – rather than silicon – based life forms).
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1
Historical and Intellectual Context

Lamarckian interpretations persisted
longer in microbiology than in other
domains of biology. In part, this was due
to the plethora of traits and organisms
being observed and interpreted with a
limited set of conceptual tools. Different
traits and mechanisms turned out to be
involved, which are now realized to include
at least five classes: operon induction,
mutation, transposition, chromosome
rearrangement, especially duplication, and
phase variation such as those mediated by
the site-specific recombination systems,
lysogenic transformations, and other
extragenic elements. The difficulty in
inferring genotype from phenotype
for these quite different mechanisms
contributed to the confusion. The polemic
reached high levels and resolution of
the controversy – albeit temporary – had
a major effect on the development of
modern molecular biology.

Luria and Delbruck made an enormous
dent in the debate with their classic
experiments that were designed to address
one aspect of the Generation of Diversity
(GOD) question: ‘‘Do mutations arise in
response to the conditions that select for
them or are mutagenic variants preexisting
in the population but unseen in the
absence of selection?’’ The Luria and
Delbruck experiments are of the following
form. A number of replica liquid cultures
were each inoculated with a small number
of bacteria. ‘‘Small’’ means few enough
cells such that no T1 phage–resistant cells
are present to begin with. The cultures
were then allowed to grow to saturation
and the number of mutant cells in a
sample was determined. Mutant cells were
enumerated by spreading samples of the
cultures onto petri plates that had been

seeded with several million T1 phages.
Only cells resistant to T1 phage could
give rise to colonies. The question is,
‘‘Did the T1-resistant phage exist in the
liquid culture before there existed any
selection for them or was the resistance
to T1 phage induced by the selective
condition itself?’’ In the former case,
the role of the environment is restricted
to selection for preexisting mutants; in
the latter case, the environment also
plays a role in generating the mutants it
subsequently selects. Luria and Delbruck
made the quantitative argument that
resistance to T1 phage arose in the
absence of selection. The argument was
based on two elements: (1) If each cell
has a given probability (e.g. one in a
million) of mutating in response to the
challenge, when a large number (typically
one hundred million cells present in one-
tenth of a milliliter of a saturated overnight
culture of the bacteria) of bacteria are
spread onto a plate, the number of resistant
mutants found on each plate should
represent a Poisson distribution around
the arithmetic average (e.g. 100 in the
numerical example given). (2) On the other
hand, suppose that mutants arise during
the nonselective overnight growth at the
same rate of one in a million. Mutant cells,
arising before the culture is saturated,
will give rise to mutant progeny, and
cultures will therefore contain clones of
mutants rather than single mutants. Luria
and Delbruck’s model in which mutants
arise independently of their subsequent
selection predicted a wide (i.e. wider
than Poisson distribution) variation in the
number of mutants in a series of cultures.
The quantitative analysis of Luria and
Delbruck assumes that mutation occurs
at a constant probability per cell division.

The respreading experiments of New-
comb, as well as the replica plating of
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Lederberg and Lederberg were both ad-
vanced as confirmation of the conclusion
reached by Luria and Delbruck. Replica
plating used sib-selection to achieve a di-
rect demonstration that clones of resistant
mutants (to the drug streptomycin) existed
prior to and independent of selection.

The formulation of Luria and Delbruck
states that mutation is a function of the
number of cell generations with a fixed
probability of mutation at each generation.
This way of thinking about mutation res-
onated well with a molecular mechanism
that involved misinsertion of bases during
normal replication. It also fits with a model
of gradualistic evolution that occurs via
the misinsertion of bases during normal
replication. Molecular clocks based on a
constant rate of random-base substitution
made tidy icing on the hostess twinkee of
the neo-Darwinian synthesis.

Many interpretations of these three
classic experiments erroneously conflate
the elements of clonality with the time that
a mutant arises. The incorrect assumption
being that if mutants arise independent of
the selection, then mutants will give rise
to clones before the assay. On the other
hand, if mutants arise after the selection
is imposed, then each mutation event will
result in a separate enumerable colony. In
the former case, enumerating the number
of mutants is an indirect measure of the
mutation rate; in the latter case, the rate of
mutation is given simply by counting the
number of mutant cells and dividing it by
the total number of cells tested.

A shrill stridency associated with the
view that all mutations arise without
regard to their subsequent selection is well
illustrated by Monod in his 1970 book
Chance and Necessity:

In modern biological research, some of the
most outstanding work, both as to method-
ology and to significance, bears upon the

area known as molecular genetics (Benzer,
Yanofsky, Brenner and Crick). In particular,
this work has made it possible to analyze
the different types of discrete accidental alter-
ations a DNA sequence may suffer. Various
mutations have been identified as due to

1. The substitution of a single pair of
nucleotides for another pair;

2. The deletion or addition of one or several
pairs of nucleotides; and

3. Various types of ‘‘scrambling’’ of the
genetic text by inversion, duplication,
displacement, or fusion of more or less
extended segments.

We call these events accidental; we say that
they are random occurrences. And since
they constitute the only possible source of
modifications in the genetic text, itself the
sole repository of the organism’s hereditary
structures, it necessarily follows that chance
alone is at the source of every innovation, of
all creation in the biosphere. Pure chance,
absolutely free but blind, at the very root
of the stupendous edifice of evolution: this
central concept of modern biology is no
longer one among other possible or even
conceivable hypotheses. It is today the sole
conceivable hypothesis, the only one that
squares with observed and tested fact. And
nothing warrants the supposition – or the
hope – that on this score our position is likely
ever to be revised (pp. 112–113 Italics are in
the original)

Monod goes on to say:

There is no scientific concept, in any of the sci-
ences, more destructive of anthropocentrism
than this one, and no other so rouses an in-
stinctive protest from the intensely telonomic
creatures that we are.

Monod is correct in the consequences of
his last statement but he is wrong in his
dogmatic emphasis on the impossibility of
contradiction. The authors of the present
article believe that ‘‘modern biological
research’’ including molecular genetics
does not preclude the opportunity for
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theory and experiment in which mind and
nature are not a priori at odds.

2
Cairns and Precursors

In 1988, a paper that continues to stimu-
late intense work and controversy among
molecular biologists, geneticists, evolu-
tionists, and even philosophers was pub-
lished. The results suggest that some
mutations arise more frequently when
they are being selected for, in appar-
ent contradiction to the idea that muta-
tions arise without regard for their utility.
The role of the environment in selecting
among preexisting variants is not chal-
lenged by these approaches; rather the
environment is endowed with roles in gen-
erating the variation upon which selection
acts.

An essential aspect of protocols that
search for adaptive mutagenesis is the
use of nonlethal selection, for example,
lactose prototrophy. Luria and Delbruck’s
selection was for resistance to phage T1. A
cell becomes resistant to T1 by mutating
its gene for the phage receptor. Escherichia
coli has about 200 phage receptors on its
surface. Even if a bacterium was ‘‘smart’’
enough to immediately mutate the gene
for the receptor as soon as it ‘‘saw’’ itself
threatened by phage, it would still be dead
by virtue of an already existing protein.
Phage receptors are passed along with the
wall at cell division. Vulnerability to phage
lysis continues for several generations
even after a mutation prevents the gene
from encoding a new phage receptor.
For this reason, the experimental protocol
of phage resistance was only capable of
documenting mutations that had occurred
several generations before selection was
applied. This protocol was only able to

address the point that mutants can and do
arise in the absence of selection. It was
never capable of addressing the question
of whether selection can induce mutation.
A similar limitation is inherent in the
Lederberg and Lederberg experiments
because of the nature of the streptomycin-
resistance assay. In order for the resistance
phenotype to be expressed in a cell,
sensitive ribosomes must be diluted out
by growth after the mutation has occurred.

Cairn’s 1988 paper and the questions
raised by it were not without precursors.
Some of these precursors will be men-
tioned with an eye to what was different in
the formulation of Cairns.

Max Delbruck may have been the
first to recognize the limitations that
could be rigorously inferred from his
paper with Luria. In the 1946 Cold
Spring Harbor Symposium (published in
1947), Delbruck says ‘‘. . . In view of our
ignorance of the causes and mechanisms
of mutations, one should keep in mind
the possible occurrence of specifically
adaptive mutations. . .or should exclude
their occurrence in a variety of specific
cases.’’

The conclusion that mutation occurs
as a consequence of errors arising dur-
ing replication is incomplete on several
counts. Frances Ryan, in the late 1950s
and early 1960s, demonstrated that pro-
totrophic revertants of E. coli histidine
auxotrophs could accumulate while the
cells were not growing. Meiosis is another
case in which genetic change is massively
increased during a single replicative gen-
eration. Interallelic recombination per cell
division in yeast meiosis is increased be-
tween 103 and 104 when compared to
the mitotic recombination rate between
the same alleles. Radiation and chemi-
cal stimulation of genetic change certainly
make it clear that the environment can
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create the lesions in DNA, which are
subsequently processed to fix mutations.
Premutagenic lesions of many sorts in
many sorts of cells are induced by chem-
icals or radiation in nongrowing cells and
require subsequent growth for enumera-
tion. That they may also require growth for
their fixation has the makings for adaptive
mutagenesis.

Mutagenic mechanisms can alter repli-
cation fidelity even at nonlesioned sites.
One of the products of the SOS DNA
damage-repair response regulon acts as
a negative regulator of the 5′ > 3′ ex-
onuclease of DNA polymerase. When the
5′ > 3′ exonuclease functions, the poly-
merase is between 103 and 104 times
more accurate. This nuclease activity is
known as editing or proofreading because
it preferentially excises incorrectly, that
is, non-Watson–Crick-paired terminal nu-
cleotides. During the SOS response, over-
all DNA replication is decreased in fidelity.
The qualitative nature of genetic change
is also altered during the SOS response,
that is, some types of mutations arise
relatively more frequently than others.
Nontargeted mutagenesis during the SOS
response was the subject of considerable
polemic around ideas of ‘‘inducible evolu-
tion’’ that were the immediate precursors
of controversy around specifically adaptive
mutation.

Barbara McClintock considered ge-
nomic change to be an important mech-
anism for both differentiation and evo-
lution. These ideas were formed before
the rise of the operon theory, partly in
the context of somatic adaptation. Mc-
Clintock remained concerned with the
possibilities and properties of adaptive ge-
nomic change. In her 1983 Nobel prize
lecture, she said ‘‘A goal for the future
would be to determine the extent of knowl-
edge the cell has of itself and how it

utilizes this knowledge in a ‘‘thought-
ful’’ manner when challenged.’’ James
Shapiro, in the discussion of his 1984
paper, pointed out that the Luria and
Delbruck, Newcomb and Lederberg and
Lederberg experiments involved imme-
diately lethal selection and could only
detect mutants that had originated in
the absence of selection. He ended this
important paper with the statement: ‘‘In-
deed, now that we know about mobile
genetic elements, inducible mutator sys-
tems and multiple biochemical activities
that reorganize DNA molecules, the most
pertinent questions in studies of heredi-
tary change must be questions of control
and regulation.’’

The special contribution of Cairns
and colleagues is that the distinction
between generalized stress responses
and ‘‘thoughtful’’ reactions of the or-
ganism was for the first time ex-
plicitly incorporated into experimental
protocols. The adequacy of the meth-
ods used has been the subject of
much criticism and refinement, but the
field of adaptive mutation, while not
getting calmer, has – on average – been
reaching higher intellectual levels ever
since.

If Ryan had included nonselected genes
in his experiments, adaptive mutation
as presently discussed would have been
discovered before 1960. Shapiro’s 1984 pa-
per does not include nonselected genes;
when the experimental design was ex-
tended to include tests inherent in Cairns
et al. 1988, the results of Mittler and
Lensky indicated a more generalized stress
response. On the other hand, more re-
cent work by Shapiro in 1994 indicated
that the sequence of mutations was dif-
ferent depending on whether the muta-
tions arose under selective or nonselective
conditions.
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3
Critical Reading of the Adaptive Mutation
Literature

This field of science is likely to remain
populated by mixed herds of sheep, goats,
and unicorns. To aid critical reading, some
hints and questions to keep in mind
while examining the literature will be
enumerated.

1. If mutants occur prior to selection but
they grow slowly, then the appearance
of Luria–Delbruck ‘‘jackpots’’ will be
suppressed. Slow growers also may
come up later under selection giving a
false clue that the mutation arose after
the selection was imposed.

2. Always consider the possibility of, and
the amount of, growth under condi-
tions where growth is not supposed to
happen. For example, in cases where a
lactose negative cell is asked to mutate
such that it can grow on medium with
lactose as the sole carbon source, might
there be a smidgen of glucose in the lac-
tose medium? Even if cell numbers do
not increase, there may be cell turnover
via cannibalism. Is there a chance for
cross-feeding between cell types that
are present, or could cross-feeding arise
under the selective conditions? In the
absence of growth, are other processes
such as phage induction, conjugation,
or meiosis still possible and how might
they contribute to the results observed?

3. Is the type of change occurring under
selection the same type that occurs
during nonselective growth? If the
spectrum of mutations recovered is
different, then the evidence is much
stronger that a different mechanism
is operating under one condition than
another. One must be on the lookout
for unexpected sources of selection and
for reconstructions to address them.

4. Are the genetic dependencies of muta-
tion the same under selective and non-
selective conditions? Different genetic
dependencies are bona fide evidence of
different pathways, although one must
always be cautious of the ‘‘kicking ’em
when they’re down’’ syndrome, that is,
some mutations may result in a cell
that is weaker and not able to grow well
under challenged conditions.

5. Is the selection completely lethal or
nonlethal? If nonlethal, how much of
a stress is it? Is there a general stress
response pathway – such as SOS, car-
bon starvation (cAMP), or amino acid
starvation (stringent response), which
could be invoked under the experi-
mental conditions? In what ways does
the experimental design distinguish be-
tween known stress responses and keep
in mind the possibility of new ones?

6. What is the evidence for specificity?
Are there control genes that are not
under selection but whose mutation or
recombination rate can be measured?
What is the relation of control genes and
their assays to the experimental ones?
The best experimental designs have
symmetry, that is, selections for one
or the other gene with measurement
of the rate of change in both. Are
the results reported as both absolute
quantities of change (e.g. mutation rate
per cell) and as a ratio of different
types of change? Is the evidence for
‘‘adaptive’’ mutation based only on the
time of mutants arising or is it also
based on ratios and the spectrum of
mutation? For example, it has been
noted that some replicons give a higher
mutation rate under some physiological
conditions. Again, this speaks about the
consideration of experimental design
and the necessity to be both rigorous
and open-minded in considering both
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what the results ‘‘make you believe’’
and what they ‘‘allow you to believe.’’

4
Mechanisms Proposed for Adaptive
Mutagenesis

Many mechanisms have been proposed
for the apparently Lamarckian inheri-
tance that occurs under some regimes of
nonlethal selection. In this section, sev-
eral such mechanisms will be mentioned.
Some of the following classifications are
orthogonals. This list should be considered
rather like a deck of cards of ideas, which
the thinker can draw upon in interpreting
results and controversies.

1. Mechanisms in which the mutation rate
is increased over a small portion (say
1%) of the genome in each cell such
that in a population all regions will
be highly mutagenized. This category
was proposed by Barry Hall who
subsequently provided counterevidence
to the corollary that sequence changes
should be clustered.

2. Mechanisms in which the global gen-
eration of mutations is increased in
response to properly perceived stress
(PPS). This class of events is to gen-
eralize most directly from SOS-induced
mutagenesis and from the facts of meio-
sis, that is, that there are physiological
circumstances of PPS in which the
overall mutation rate is altered. Slightly
more focused and specific are models in
which the mutation rate for a subset of
the total genes in the organism is altered
as a function of some condition. Can-
didate mechanisms to focus mutation
onto a subset of genes include genes
and processes that regulate operon and
regulon expression. The induction of

specialized DNA polymerases and/or
the inhibition of polymerase editing can
enter via this route.

3. Mechanisms that invoke error-prone
DNA synthesis, either over small re-
gions of the genome such as gaps
created during conditions of starvation
or over an entire round of replication.
Specialized polymerases can contribute
to region, lesion, or time-restricted mu-
tation.

4. Homologous recombination is part of
several proposals. Rosenberg has re-
viewed recombination models of sev-
eral sorts including those in which
error-prone synthesis is concomitant
with recombination and others in which
the degree of sequence similarity re-
quired for homologous recombination
is varied under conditions of properly
perceived stress.

5. Most intriguing are mechanisms in
which the generation of mutation and
its fixation are separated. This separa-
tion is accomplished by making fixation
dependent on growth at the critical mo-
ment. This class of mechanisms was
first suggested in the seminal 1988
article by Cairns et al. They proposed
a specific mechanism in which error-
prone transcription occasionally results
in a wild-type transcript being produced
from a mutant locus. This mRNA will
allow the cell to grow momentarily. The
model further proposes that the change
in physiology attendant to momentary
growth results in a burst of reverse
transcriptase activity that acts on mRNA
resulting in DNA that homologously re-
combines with the chromosomal locus
to fix the mutation.

FW Stahl proposed a mechanism in
which gaps in the DNA arise during
starvation and are filled in by error-prone
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DNA synthesis. New DNA synthesis is
normally undermethylated and subject
to mismatch correction in favor of the
old chain. However, if the cell starts
to grow – for example, owing to error-
prone synthesis resulting in a wild-type
allele – then the mismatch will be resolved
by replication, and the mutation will
be fixed in one of the progeny cells.
Shapiro and colleagues have proposed
and presented supporting evidence that
gene fusions mediated by phage mu
are modified by local transcription and
replication.

Models of the type proposed by Cairns
and by Stahl have often been discounted
on the basis of evidence of double mutants
among the products of single selections.
This finding is taken to be evidence of the
cells having been through a general state
of high mutation rate spread throughout
the genome. Although consistent with
a temporary state of generalized high
mutation, the presence of double mutants
among the products of selection for single
mutants is not definitive evidence. It
has not been generally appreciated that
the same result would be obtained if
reversible intermediates were present at
several places around the genome at the

same time. If the integrated effect of
reversible intermediates is positive for
cell replication, then they will all be
rescued via replication in a sort of ‘‘group
hitchhiking.’’

5
How Might Genetic Intelligence Have
Evolved?

The generation of genetic variation is, in
large part, a function of the genes and
physiology of DNA metabolism. Genes
responsible for the generation of particular
alleles will tend to be coinherited with
the alleles that they played a role in
generating. The components exist for
feedback between the generators of genetic
diversity and the environment that selects
among variants. The utilization of this
capability to generate, among the range
of all possible variations that subset
that is ‘‘anticipated’’ to be of use, is
admittedly a radical proposition but we
contend that it should be taken seriously.
Figure 1 illustrates the conventional view
of evolution. In this simple view, the
sole act of the environment is to select
among variants; there is no role for the

Organisms

Variants

Selection

Fig. 1 A conventional view of
evolution. The environment
functions only at the selection
step.
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environment to play in the generation of
diversity. In Fig. 2, a more complex and
realistic view of evolution is shown. The
environment acts both on the generation
of variation and as a selective agent among
variants.

The action of the environment on the
generation of variation takes several forms
and goes via several routes. In direct
action on DNA, radiation or chemicals
alter the chemistry leading to a change
in base sequence. These agents can also
act less directly by modifying proteins
involved in DNA metabolism. This is the
route by which topoisomerase inhibitors
or agents that alter nucleotide pools can
promote mutation and recombination.
Even the most direct action of the outside
environment on DNA requires processing
by DNA repair and replication proteins in
order to become fixed as a mutation. The
‘‘environment’’ of a DNA sequence means
the cell’s internal milieu and state as well
as that which is outside an organism’s
skin or membrane. Even its sequence
context is properly considered part of the
‘‘environment’’ of a particular base.

At no stage of evolution could the gener-
ation of diversity ever be purely ‘‘random,’’
if by ‘‘random’’ it is meant that every sort of
change is equally probable. For the initial
discussion, let us limit the case to substi-
tution mutations in which the polymerase
allows the pairing and ligation of a non-
Watson–Crick base pair, and uses that
mispair as the primer for further exten-
sion. Until another round of replication,
the mutation is not fixed; it remains vul-
nerable to mismatch correction. A purely
random model for the generation of mis-
sense mutations would suppose that all the
substitutions are equally common and that
the rate of substitution is invariant. Both
these points are not accurate statements.
The rate of each possible substitution

mutation is different, both because the
polymerase has a different propensity to
make each sort of mistake and because
the mismatch correction system has dif-
ferent affinities for each of the possible
mismatched base pairs. The rate of sub-
stitution mutation is strongly affected by
the nucleotide pools; such pools are altered
with cell physiology. The proofreading of
polymerase is specifically inhibited by the
SOS-induced gene umuD. Transcriptional
focusing could allow regulation of genetic
change to be as tightly coupled to the or-
ganism’s perception of its environment, as
is gene expression.

Much of what is inherited is not due
to a direct effect on survival; rather
it is the product of neutral selection.
The information mediated by perception
that modulates physiology may or may
not be congruent with that which alters
genetic metabolism. In Fig. 2, what is
the relationship of information flowing
through arrows 3 and 4, and what
modulates that relationship via physiology
and evolution? We are not claiming
that evolution moves inexorably toward
anticipatory mutation. We simply point out
that the tools and feedback mechanisms
exist such that life could evolve the
ability to focus the generation of variation
where an evolved mechanism ‘‘guesses’’ or
‘‘anticipates.’’ Mutation rate is sometimes
portrayed as a compromise of fidelity,
economy, and the occasional need to
generate variation. Differential variation
with respect to genes and time offers a way
out of compromise, particularly if sensitive
to the environment.

Rapid bacterial evolution to antibiotic re-
sistance and clonal evolution in oncogene-
sis both involve concerted genetic changes
that may include aspects of selection-
promoted mutation. The immune system
of mammals has several aspects of focused
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Fig. 2 A more complete view of evolution. The environment functions at three
stages. (1) The environment is the proximate agent of selection. (2) The environment
is perceived by the organism. (3) Organisms use their perception of the environment
to modify their physiology, as in operon induction. (4) Organisms use their
perception of the environment to modify their genetic metabolism, as in the SOS
and p53 pathways. (5) The environment directly impinges on the DNA directly via
such agents as radiation and chemical mutagens. (6) The environment can interact
indirectly on DNA via the genes of DNA metabolism, as in topoisomerase inhibitors
in chemotherapy. (7) The organism modifies environmental interaction with the
genome as in metabolic activation, or, detoxification.

and adaptive mutation, including somatic
mutagenesis at the VDJ junction and re-
ceptor editing. Study of these processes
implies a further feedback loop.

6
Genetic Algorithms

Genetic algorithms are computer codes
inspired by analogies to biology and the
chromosome, and capable of evolving.
In this section, the means of generating
diversity in genetic algorithms and the

possibility of using genetic algorithms
to evolve a pseudogenetic intelligence
are discussed. Computer algorithms are
not constrained to mimic the biological
systems that inspired them. However,
in terms of mechanisms to generate
diversity, there is a richness of carbon-
based genetics, which has not yet found its
way into silicon.

The evolution of a computer began
by constructing analogies for natural
components. The binary code sequence
of 0s and 1s is analogous to the nucleotide
sequences of G, A, T, and C. The
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next analogy involves natural selection.
Selection is typically taken to be a process
whereby individuals of greater fitness are
more likely to survive and propagate. The
fitness evaluation of genetic algorithms is
not directly related to the generation of
diversity and will not be discussed here
further.

The basic outline of a genetic algorithm
is as follows:

1. Create a population of chromosomes
2. Evaluate the fitness of all chromosomes
3. Select parents from among fitter chro-

mosomes
4. Produce offspring from parents while

employing diversity generating opera-
tors

5. Apply selective pressure to remove less
fit chromosomes

6. Return to step 2.

Each of these steps requires variables
that may be chosen arbitrarily. In particu-
lar, the variable operators in step 4 could
be developed to give genetic algorithms
greater potential for generating diversity
in manners similar to natural systems.

Genetic algorithms utilize bit strings
analogous to chromosomes. The length of
the chromosome is arbitrary for any given
algorithm. The figure below is an example
of a binary chromosome of length 40.

1010010010000101111001100101010101010101

The reproductive aspect of genetic algo-
rithms varies widely in method, but there
are some common features that are es-
sential to any genetic algorithm. The most

important of these features is the gener-
ation of diversity among the offspring of
the parent chromosomes.

It is the generation of diversity and
the subsequent selection for the fittest
individuals that allows genetic algorithms
to display evolutionary behavior. Natural
systems have evolved a wide variety of
techniques for altering the arrangement
of their chromosomes and analogous
techniques can be instituted in genetic
algorithms. Doing so might have the
double advantage of allowing genetic
algorithms to adapt to more complex
situations while also providing a tool for
observing evolutionary behavior of the
algorithm.

The simplest means of generating di-
versity in a genetic algorithm is random
mutation concomitant with replication. A
bit flip (from 0 to 1 or vice versa) occurs at
an identical and fixed probability for each
position at each replication. This is analo-
gous to random-base substitutions in the
nucleotide sequence of an organism. The
probability with which mutation occurs is
set by the algorithm design. We doubt that
random mutations alone can provide the
optimal generation of diversity for genetic
algorithms.

Insertion and deletion of single bases are
simple extensions of base substitutions.
Polymerase replication errors are most
commonly cited as the cause for these
mutations in natural systems. They are
manifested in a genetic algorithm in the
same manner as random bit flips, at
some given probability in each reproduced
chromosome. Below are examples from
both nucleotide and binary sequences.

Random Mutation
Natural chromosome

Parent GATCCGTACGATCGGGGGCTACATCCTGAGA
Offspring GATCCGTACGATCGGAGGCTACATCCTGAGA
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Binary chromosome
Parent 0100101010100101110010101010001
Offspring 0100101010100100110010101010001
Random Insertion

Natural chromosome
Parent GATCCGTACGATCGCGGGCTACATCCTGAGA
Offspring GATCCGTACGATCGCGGGGCTACATCCTGAGA

Binary chromosome
Parent 0100101010100101110010101010001
Offspring 01001010101001011110010101010001
Random Deletion

Natural chromosome
Parent GATCCGTACGATCGCGGGCTACATCCTGAGA
Offspring GATCCGTACGATCGGGGCTACATCCTGAGA

Binary chromosome
Parent 0100101010100101110010101010001
Offspring 010010101010010110010101010001

It is important to note that these three
mutations do not always occur at the same
rate at every location of a natural chro-
mosome. They frequently depend upon
sequence context. For example, inserted
bases resulting from a looping-out error
on a newly synthesized DNA strand occur
more often in stretches of repeated bases
(i.e. GACCTAAAAATCGAT). Therefore,
the genetic algorithm that seeks to model
this phenomenon must vary the probabil-
ity of the mutation occurring in specific
sequence environments. These types of
mutations can provide diversity from par-
ent to offspring but do not allow any

Parent 1 1111111111111111111111111111111111111111
Parent 2 0000000000000000000000000000000000000000
Offspring 1 1111111111000000000000000000000000000000
Offspring 2 0000000000111111111111111111111111111111

exchange of information between exist-
ing parents. For that to occur, mating, and
some form of genetic recombination must
take place.

Genetic recombination is a common
occurrence in natural systems and forms
the basis of sexual reproduction. The
ability to exchange and reorder DNA is

fundamental to the evolution of sexual
organisms; it is also important to genetic
algorithms. Currently, genetic algorithms
recombine in very limited, but powerful,
ways. The figure illustrates a common
form of recombination used. In this
technique, the two parent chromosomes
are first passed through a crossover
probability function. This determines the
probability that the two parents will
recombine. Once passed, a point on
the chromosome is randomly chosen
(in this case the tenth position) and
the codes are swapped from parent to
parent.

The power of this procedure derives
from the fact that it allows the exchange
of large blocks of code; blocks that could
contain useful groups of code. Studies have
shown that blocks of code that tend to
increase the fitness of the chromosome
increase their frequency in the popula-
tion over many generations. These blocks



Genetic Intelligence, Evolution of 327

have been termed schemata and they are
roughly analogous to genes. Other exten-
sions of this procedure are sometimes
used, typically allowing for more than
one crossover point. However, despite
its power, this technique is not an ac-
curate representation of natural systems.
Biological organisms do not experience
completely random recombinations. In-
stead, there are a number of regulatory
conditions that affect the probabilities of
where and when recombination occurs. In
homologous (= generalized = legitimate)
recombination, such as that which occurs
during meiosis, recombination is depen-
dent on similarity between two sequences.
The exact degree of similarity required
is itself a genetically regulated parameter.
Similarity matching in genetic algorithms
would require an operator that compares
lengths and similarity, and if satisfied, re-
combines after an appropriate probability
function. For example, the two parent chro-
mosomes in the figure below will only
recombine if there is similarity in 9 bits
out of 10, and then only 50% of the time.

Parent 1 1010100100111011010100101011010010101011
Parent 2 0001011000101011011111001101011010111100
Offspring 1 1010100100111011011111001101011010111100
Offspring 2 0001011000101011010100101011010010101011

This form of recombination has several
advantages. It possesses a greater number
of variables that can be altered to study
their effect. The size of the region of sim-
ilarity, the degree of similarity required,
where and how often within the region
of similarity the recombination will oc-
cur, and the probability of recombination
then occurring are all arbitrary values. The
analogies of these values are poorly un-
derstood in natural systems and genetic
algorithms can provide insight into their
interactions. Also, unlike recombinational

operators that predetermine the number
of crossover points, this method has the
inherent potential for multiple crossovers.
In biological systems, the probability of
multiple crossovers is often different from
the simple product of individual events.
This genetic property called interference
has not yet been incorporated into genetic
algorithms.

The recombinational model just de-
scribed allows for the creation of recombi-
national hotspots and coldspots. Hotspots
are regions where generalized recombina-
tion occurs with increased frequency; they
are a common phenomenon in biological
organisms. Hotspots would be invoked at
the point of the probability check. The
probability that recombination occurs once
homology has been established could then
be directly influenced by the sequence
of the similarity. In addition to specific
sequences influencing the probability of
recombination, the probability could be
made a function of the ratio of 1s to 0s,
or it could depend upon the prevalence
of repeated bits (analogous to the proposal

that GC regions or perfect palindromes are
hotspots in biological systems).

Homologous recombination is not the
only means by which natural organisms
recombine. Site-specific recombination oc-
curs not because of sequence similarity
but because of the recognition of cer-
tain sequences by specific proteins that
bind to those sequences. The chemical
pathways are not significant for genetic
algorithms, but their results can be simu-
lated to good effect. Typically, site-specific
recombination removes, inserts, or copies
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regions of DNA, as is the case with many
transposons. Including an analogous func-
tion in genetic algorithms would allow
another means of generating diversity
among binary chromosomes. For example,
in the chromosome below, the sequence
0000011111 is a transposable element that,
at some probability, will move itself into
the center of any sequence of 011001.

Parent 1 110101001100000111110011010110110010101011
Offspring 1 110101001100110101101100000111110010101011

Occasionally, in natural systems trans-
posons will incorporate and relocate pieces
of chromosomal DNA. Genetic algorithms
can also model this behavior. For example,
the previous transposable element could
be made to recognize only the repeat 0s
and 1s of the sequence, regardless of the
code in between them.

Parent 1 110101001100000101011111110011010110110010
Offspring 1 110101001100110101101100000101011111110010

Such a system allows useful groups of
code (i.e. genes) to be moved around the
chromosome. Alternately, they could be
deleted once excised, copied into the new
location without being removed from their
original site, inverted, or a combination of
the latter two.

As with homologous recombination,
site-specific recombinational techniques

require many arbitrary values. The se-
quences recognized, the size of the trans-
posable unit, the probability of a recombi-
national event occurring, and the rate at
which each type of recombinational event
occurs all must be given to the algorithm.

Most cells contain a great deal more
DNA than that required for encoding
their genes. Eukaryotic chromosomes are

estimated to be up to 98% irrelevant DNA.
These vast quantities of unused DNA are
considered to be a sort of blackboard
upon which evolution can scribble without
affecting those regions of the chromosome
encoding essential genes. Therefore, some
expansion of the bit sequences available
must occur. One means of doing this is to

elongate the chromosomes with regions of
‘‘junk’’ sequence that are not included in
the fitness evaluation.

Biological evolution is horizontal as
well as vertical. Intergeneric recombina-
tion moves DNA between widely separated
lineages. Plasmids and viruses move DNA
from cell to cell with great promiscu-
ity. Many prokaryotics are metabolically

Parent 1
110101001100000101011111110011010110110010

Deleted
11010100110011010110110010

Copied
1101010011000001010111111100110101101100000101011111110010

Inverted
110101001111111110101000000011010110110010

Copied and Inverted
1101010011000001010111111100110101101111111110101000000010
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adapted for the uptake of DNA they en-
counter in the environment. Given that
natural organisms have a great deal more
DNA than just their chromosomes, genetic
algorithms could profit from analogous
forms of binary code.

Regions of code that do not initially en-
code useful genes must at some point
become recruited into the fitness evalua-
tion if they are to ever be more than ‘‘junk’’
code. Regulation of which regions of the
chromosome are to be used in the fit-
ness evaluation is under the control of the
chromosome in natural systems. Aspects
of gene regulation and expression can
be incorporated into genetic algorithms
to provide similarity to natural systems.
An analogy with promoter sequences can
be used to determine which region of the
chromosome is to be evaluated, thus defin-
ing the genes. They also make it possible
to hand over some controls to the chromo-
some itself. For example, the probability
that homologous recombination will oc-
cur could be given to the chromosome
by encoding the probability value on the
chromosome after a specific promoter. As
a result, one of the variables that influ-
ences the generation of diversity is itself
subject to genetic change. Any value usu-
ally specified in the structure of a genetic
algorithm could be relocated to the chro-
mosome in this way, in effect giving the
chromosome the ability to alter its own
means of changing. It is even possible
to allow the chromosomes to evolve pro-
moters by predefining both default values
for the variables and the sequence of a
promoter, initially absent from the pop-
ulation, which would encode the value of
that variable. In this way, we hope to evolve
genetic intelligence as the binary chromo-
some takes control of its own means of
changing. New insights are almost cer-
tain to arise through the simultaneous

study of carbon- and silicon-based life
forms.
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Keywords

Biological Evolution
A nondirected, dynamic process of diversification resulting from the steady interplay
between spontaneous mutagenesis and natural selection.

DNA Rearrangement
Results from mostly enzyme-mediated recombination processes, which can be intra- or
intermolecular.

Evolution Gene
Its protein product acts as a generator of genetic variations and/or as a modulator of
the frequency of genetic variations.

Gene Acquisition
Results from horizontal transfer of genetic information from a donor cell to a receptor
cell. With bacteria, this can occur in transformation, conjugation, or phage-mediated
transduction.

Natural Selection
Results from the capacity of living organisms to cope with the encountered
physicochemical and biological environments. Largely depending on its genetic setup
and physiological phenotype, each organism may have either a selective advantage or a
selective disadvantage as compared to the other organisms present in the
same ecosystem.

Spontaneous Mutation
Defined here as any alteration of nucleotide sequences occurring to DNA without the
intended intervention of an investigator. The term mutation is used here as a synonym
of genetic variation.

Transposition
DNA rearrangement mediated by a mobile genetic element such as a bacterial
insertion sequence (IS) element or a transposon.
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Variation Generator
An enzyme or enzyme system whose mutagenic activity in the generation of genetic
variation has been documented.

� The comparison of DNA sequences of genes and entire genomes offers interesting
insights into the possible evolutionary relatedness of genetic information of living
organisms. Together with a relatively rich database from experimental microbial
genetics, conclusions can be drawn on the molecular mechanisms by which genetic
variations are spontaneously generated. A number of different specific mechanisms
contribute to the overall mutagenesis. These mechanisms are here grouped into three
natural strategies of the spontaneous generation of genetic variations: local changes
of DNA sequences, intragenomic rearrangement of DNA segments, and acquisition
of foreign DNA by horizontal gene transfer. These three strategies have different
qualities with regard to their contributions to the evolutionary process. As a general
rule, none of the known mechanisms producing genetic variants is clearly directed.
Rather, the resulting alterations in the inherited genomes are more random. In
addition, usually only a minority of resulting variants provide a selective advantage.
Interestingly, in most of the molecular mechanisms involved, the products of so-
called evolution genes are involved as generators of genetic variation and/or as
modulators of the frequencies of genetic variation. Products of evolution genes work
in tight collaboration with nongenetic factors such as structural flexibilities and
chemical instabilities of molecules, chemical and physical mutagens, and random
encounter. All of these aspects contributing to the spontaneous generation of genetic
variations together form the core of the theory of molecular evolution. This theory
brings neo-Darwinism to the molecular level. In view of the increasing evidence
coming particularly from microbial genetics, knowledge of molecular evolution can
be seen as a confirmation of Darwinism at the level of biologically active molecules,
in particular, nucleic acids and proteins. Philosophical and practical implications of
this knowledge will be briefly discussed.

1
Introduction

Evolutionary biology has traditionally de-
voted its major attention to the comparison
of phenotypical traits of higher organ-
isms, both of those actually living and
of those that have been extinct (paleon-
tological fossils). The resulting theory of
descent is, together with other criteria, at
the basis of the systematic classification

of living organisms. Darwin’s theory of
natural selection brought a new element
into the understanding of the long-term
development of forms of life. Natural se-
lection is the result of organisms coping
with the encountered living conditions that
are dependent on both the environmental
physicochemical conditions and the activ-
ities of all living forms in a particular
ecological niche. The Darwinian theory
of evolution also postulated that intrinsic
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properties of life are not entirely stable
and principally identical for all organ-
isms of a given species. In the so-called
modern synthesis, in which evolutionary
biology and genetics became integrated,
transmissible phenotypic variations repre-
senting the substrate of natural selection
were explained as due to genetic varia-
tions (or mutations). Shortly thereafter,
deoxyribonucleic acid (DNA) was identi-
fied as the carrier of genetic information.
DNA is thus also the target for mutagen-
esis. Within the last few decades a rapid
development of molecular genetics with
novel research strategies leading to ge-
nomics, sequencing of entire genomes,
and functional studies of genes and their
products paved the way for hitherto in-
accessible knowledge on the basis of life
and its multiple manifestations. This also
relates to the process of molecular evolu-
tion. A synoptical insight into the various
molecular mechanisms contributing to the
generation of genetic variations represents
a molecular synthesis between the neo-
Darwinian theory and molecular genetics.
This synthesis can confirm the Darwinian
evolution at the molecular level.

2
Principles of Molecular Evolution

The principles of molecular evolution to
be outlined here are founded on

1. the neo-Darwinian theory of evolution
with its three pillars of genetic variation,
natural selection, and isolation;

2. the solidly established microbial genet-
ics database;

3. DNA sequence comparisons with bioin-
formatic tools;

4. physicochemical knowledge on the re-
activity, conformational flexibility, and

chemical stability of biologically ac-
tive molecules.

2.1
Evolutionary Roles of Genetic Variation,
Natural Selection, and Isolation

The long-term maintenance of any form
of life requires a relatively high stability
of its genetic information. However, rare
occasional genetic variations occur in all
organisms. This gives rise to mixed pop-
ulations of organisms with the parental
genome and organisms having one or
more alterations in their genome. These
populations are steadily submitted to nat-
ural selection. The experience shows that,
in general, favorable genetic variations are
considerably less frequent than unfavor-
able ones. The latter provide a selective dis-
advantage. Indeed, genetic variants with
unfavorable genetic alterations will sooner
or later get eliminated from propagating
populations, which will become enriched
for organisms carrying favorable genetic
variations. It should be noted that by far
not all alterations in the nucleotide se-
quences of a genome will lead to a change
in the phenotype of the organism. How-
ever, such silent and neutral mutations
may later become physiologically relevant
in conjunction with still other, upcoming
DNA sequence changes.

Natural selection is by no means a
constant element. It varies both in time
and in space. This is due to variations
in the physicochemical environmental
conditions as well as to variations of the
life activities of all the different organisms
present in a particular ecological niche
and forming an ecosystem. Since a genetic
variation may also affect the influence
that the organism exerts on the other
organisms present in the same ecosystem
(e.g. think of weeds and pathogenicity
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effects, but also of beneficial, synergistic
effects), any novel mutation may not
only influence the life of the concerned
organism itself but also the lives of other
cohabitants of the same ecological niche.

The third pillar of biological evolu-
tion – besides genetic variation and natural
selection – is isolation. Evolutionary biolo-
gists define two different aspects of isola-
tion. One of these is geographic isolation,
which may seriously reduce the number
of potential habitats for an organism. The

other type of isolation is called reproductive
isolation. For example, two distantly re-
lated diploid organisms may not be fertile
in sexual reproduction. But reproductive
isolation can also be seen in a wider def-
inition to seriously limit the possibility of
horizontal transfer of segments of genetic
information between two different kinds
of organisms.

As summarized in Fig. 1, genetic vari-
ation drives biological evolution. Com-
plete genetic stability would render any
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Fig. 1 Synoptical presentation of major elements of the theory of molecular
evolution. A number of specific mechanisms, each with its own characteristics,
contribute to the four groups of mechanisms of genetic variation listed. Each of
the specific mechanisms follows one and sometimes more than one of the three
principal, qualitatively different strategies of genetic variation.
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evolutionary process impossible. A very
high frequency of genetic variation would
rapidly lead to the extinction of the con-
cerned organisms because of the stated
prevalence of unfavorable mutations in the
spontaneous generation of genetic varia-
tions. It is natural selection together with
the available sets of genetic variants that
determines the direction of biological evo-
lution, or in other words, the directions
in which the branches of the tree of evo-
lution grow. Finally, the geographic and
reproductive isolations modulate the evo-
lutionary process.

2.2
Molecular Mechanisms of the Generation
of Genetic Variation

The concept to be presented here re-
quires the reader to question some long-
established textbook knowledge, such as
the claim that spontaneous mutations
would largely result from errors, accidents,
and illegitimate processes. We defend here
the alternative view that living nature ac-
tively cares for biological evolution

1. by making use of intrinsic properties
of matter such as a certain degree of
chemical instability and of structural
flexibility of molecules, and

2. by having developed genetically en-
coded systems, the products of which
are involved in the generation of ge-
netic variations and in modulating the
frequencies of genetic variation.

It might be relevant to mention here that
the term mutation is differently defined in
classical genetics and in molecular genet-
ics. In classical genetics, a mutant is any
variant of a parental form, showing in
its phenotypic properties some alteration
that becomes transmitted to the progeny.

In contrast, it has become a habit in
molecular genetics to call any alteration
in the parental nucleotide sequence of the
genome a mutation, whether it has pheno-
typic consequences or not. There is good
reason to assume that in most sponta-
neously occurring mutagenesis events, the
specific mechanism involved will not pay
attention to whether the sequence alter-
ation at the involved target site will cause
a phenotypic alteration or not. Therefore,
for studies on mechanisms and on the
statistics of their occurrence, it is indicated
to follow the molecular genetics definition
of the term mutation, which we use here
as a synonym of genetic variation. We will
use the term spontaneous mutation to label
any type of DNA sequence alteration unin-
tended by the investigator. This definition
says nothing about whether a mutation
relates to a phenotypic change.

At present, the research on genetic vari-
ation mainly follows two strategies. First,
the increasing availability of entire and
partial genome sequences offers excellent
means to compare regulatory sequence
elements, specific domains of genes, en-
tire genes, groups of genes, and entire
genomes with regard to DNA sequence
homologies and genome organization.
Within a given species, this can reveal
a genetic polymorphism. Between more or
less related species, it can give a reliable
measure for evolutionary relatedness. For
example, the molecular clock – an indica-
tor of evolutionary relatedness – is based
on single nucleotide alterations. Sequence
comparisons can often suggest how se-
quence alterations could have occurred in
the course of past evolution. Secondly,
a more reliable insight into the genera-
tion of genetic variations can be gained
by the observation of individual processes
of mutagenesis. In view of the large size
of genomes and of the rare and random
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occurrence of spontaneous DNA sequence
alterations, this approach is relatively dif-
ficult. However, a rich database is already
available from microbial genetics, particu-
larly from bacteria and their viruses and
plasmids. Their relatively small genomes
are haploid so that phenotypic effects
caused by genetic variation normally be-
come rapidly manifested. With appropriate
selection and screening techniques, this
allows one to identify occasional, function-
ally relevant mutations in populations. On
the other hand, investigations on structural
alterations in the genomes of individual
bacterial colonies, for example, by the
study of restriction fragment length poly-
morphism, can reveal when and where on
the genome a DNA rearrangement must
have occurred.

A quite solid, general result of this type of
experimental investigations reveals that in
the spontaneous generation of genetic vari-
ations, it is not just a single mechanism at
work. Rather, a number of mechanistically
different processes contribute to the over-
all mutagenesis. We will discuss selected
examples below. Interestingly, a critical
evaluation of the situation shows that the
specific mechanisms of mutagenesis of-
ten depend both on nongenetic elements
and on activities of specific enzymes, the
products of the so-called evolution genes.
The multitude of thus identified, distinct
mechanisms contributing to the forma-
tion of genetic variations can be grouped
into three qualitatively different natural
strategies (Fig. 1). These are

1. local changes in the DNA sequences,
2. rearrangement of DNA segments

within the genome,
3. the acquisition by horizontal transfer of

a DNA segment originating in another
kind of organism.

Selected examples for each of these
strategies will be discussed in Sects. 4, 5,
and 6.

3
Genetic Variation in Bacteria

Several seminal discoveries, largely based
on work carried out with microorganisms
between 1943 and 1953, were essential
for the later development of molecu-
lar genetics.

1. It was realized that bacteria and bacte-
riophages have genes that can mutate,
and that spontaneous mutations in
microorganisms normally arise inde-
pendently of the presence of selective
agents. It was also learned that the
genetic information of bacteria and of
some bacteriophages is carried in DNA
molecules rather than in other biologi-
cal macromolecules such as proteins.

2. The newly discovered phenomena of
DNA transformation, bacterial con-
jugation, and bacteriophage-mediated
transduction revealed natural means of
horizontal gene transfer between differ-
ent bacterial cells.

3. It was seen that horizontal gene trans-
fer has natural limits, including sys-
tems of host-controlled modification,
which are today known as DNA restric-
tion–modification systems.

4. Mobile genetic elements were identi-
fied as sources of genetic instability
and were seen to represent media-
tors of genetic rearrangements. While
such rearrangements are often caused
by transposition, they can also result
from the integration of a bacteriophage
genome into the genome of its bac-
terial host strain, which is thereby
rendered lysogenic.



338 Genetic Variation and Molecular Evolution

It is at the end of this fruitful period of
discoveries, in 1953, that structural anal-
ysis of DNA molecules led to the double-
helix model. The filamentous structure of
DNA molecules made it clear as to how
genetic information could be contained in
the linear sequences of nucleotides. The
double helical nature of the model also
offered an understanding of semiconser-
vative DNA replication at the molecular
level and thus of information transfer
into progeny.

Many classical microbial genetic inves-
tigations were carried out with Escherichia
coli K-12. Its genome is a single circu-
lar DNA molecule (chromosome) of about
4.6 × 106 bp. In periods of growth, the rate
of spontaneous mutagenesis is about 10−9

per bp and per generation. This represents
one new mutation in every few hundred
cells in each generation. E. coli has several
well-studied bacteriophages and plasmids.
This material facilitates investigations on
life processes in these bacteria.

Under good growth conditions, the gen-
eration time of E. coli, measured between
one cell division and the next, is very short,
on the order of 30 min. Upon exponential
growth, this leads to a multiplication fac-
tor of 1000 every 5 h. Thus, a population
of 109 cells representing 30 generations
is reached from an inoculum of a single
cell in only 15 h. This rapid growth rate
greatly facilitates population genetic stud-
ies and thus facilitates investigations on
the evolutionary process.

On the filiform DNA molecules of E. coli
and its bacteriophages and plasmids, the
genetic information is relatively densely
stored as linear sequences of nucleotides
or base pairs. Genes depend on the
presence of continuous sequences of base
pairs (reading frames) that encode specific
gene products, usually proteins, and of
expression control signals that ensure

the occurrence of gene expression at the
relevant time with the needed efficiency.
Mutations can affect reading frames as
well as control signals, both of which
represent specific DNA sequences. In
addition, some specific DNA sequences
relate to the control of the metabolism of
the DNA molecules, in particular, their
replication.

In the following Sects. 4, 5, and 6, we will
describe selected examples of mechanisms
contributing each in its specific manner to
the formation of genetic variants. We will
group them into the already mentioned
three major natural strategies (Fig. 1),
although, as we will later see, some of the
specific mechanisms involve more than
one of these strategies.

4
Local Changes in the DNA Sequences

The process of DNA replication is one
of the important sources of genetic
variation, which may depend both on
structural features of the substrate DNA
and on functional characteristics of the
replication fork.

Some of the ‘‘infidelities’’ of DNA repli-
cation are likely to depend on tautomeric
forms of nucleotides, that is, a structural
flexibility inherent in these organic com-
pounds. Base pairing depends on specific
structural forms. Conformational changes
of nucleotides can result in a mispairing
if short-living, unstable tautomeric forms
are ‘‘correctly’’ used in the synthesis of
the new complementary strand upon DNA
replication. For this reason, we do not con-
sider mutations resulting in this process
as errors and call them infidelities. DNA
replication is indeed one of the sources of
nucleotide substitution, and this plays an
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important role in the evolutionary devel-
opment of biological functions.

An inherent low degree of chemical in-
stability of nucleotides represents another
source of mutagenesis. For example, cyto-
sine can undergo oxidative deamination to
become uracil. Upon replication, this gives
rise to an altered base pairing and results
also in nucleotide substitution.

Other replication infidelities that may
relate to slippage in the replication fork
can result in either the deletion or the
insertion of one or a few nucleotides in the
newly synthesized DNA strand. If such
mutations occur within reading frames
for protein synthesis, the phenotypic effect
may be drastic. This is the case when,
in the protein synthesized from a gene
affected by a frameshift mutation, the
amino acid sequence downstream of the
site of mutation strongly differs from that
of the nonmutated product. In addition,
the size of such a mutated protein is
usually altered depending on the chance
occurrence of an appropriate stop codon
in the new reading frame.

Proofreading devices and other enzy-
matic repair systems prevent replication
infidelities from producing mutations at
intolerably high rates. Generally, they act
rapidly after replication by screening for
imperfect base pairing in the double helix.
Successful repair thereby requires specific
means to distinguish the newly replicated
DNA strand from its template, the comple-
mentary parental strand. Because of these
correction activities, many primary mis-
pairings are removed before they have the
opportunity to become fixed as mutations.
DNA repair systems modulate the frequen-
cies of mutagenesis.

Genetic information of some viruses,
and sometimes also segments of genetic
information of chromosomal origin, may
pass through RNA molecules, which may

later become retrotranscribed into DNA.
No efficient repair systems are known
to act at the level of RNA. Indeed,
RNA replication shows a higher degree
of infidelity than DNA replication. In
consequence, genetic information that
becomes replicated as RNA molecules
generally suffers increased mutation rates.

A relatively large number of internal and
environmental chemicals exert mutagenic
effects by means of molecular mechanisms
that in many cases are well understood and
often cause local DNA sequence changes.
Some intermediate products of the nor-
mal metabolic activities of a cell may be
mutagenic and may thus contribute to
spontaneous local mutagenesis. The muta-
gens of the environment include not only
a multitude of chemical compounds but
also ultraviolet radiation and some physic-
ochemical constraints such as elevated
temperature, which influence the chem-
ical stability of nucleotides. Each of these
mutagens and mutagenic conditions con-
tributes in a specific way to the generation
of genetic variations.

Again, many of the potential sequence
alterations brought about by internal and
environmental mutagens are efficiently re-
paired by enzymatic systems. However,
since the efficiency of such repair is
rarely 100%, evolutionarily relevant mu-
tations persist.

5
Intragenomic DNA Rearrangements

Various recombination processes are well
known to mediate DNA rearrangements,
which often result in new nucleotide
sequences.

While in haploid organisms general
recombination is not essential for prop-
agation, it influences genetic stability at
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the population level in various ways as
a generator of new sequence varieties.
For example, it can bring about sequence
duplications and deletions by acting at
segments of homology that are carried
at different locations in a genome. Gen-
eral recombination is also known to act in
the reparation of damage caused to DNA
by ionizing radiation. In this case, an in-
tact genome can become assembled from
undamaged segments of sister copies of
the chromosome by homologous recom-
bination. The best-known contribution of
general recombination to genetic diversity
is meiotic recombination bringing about
random recombinants between the pater-
nal and the maternal chromosomes in
diploid organisms.

Two other widely spread types of recom-
bination systems are dealt with in more
detail in Sects. 5.1 and 5.2: site-specific re-
combination and transposition. Both are
known to contribute to genetic variation.
Still other recombination processes, such
as the one mediated by DNA gyrase can, for
the time being, perhaps best be grouped
as illegitimate recombinations. This group
may contain several different molecular
mechanisms that act with very low effi-
ciency and have remained at least in part
unexplained.

5.1
Site-specific DNA Inversion at Secondary
Crossover Sites

Genetic fusions represent the results of
joining together segments of two genes
(gene fusions) or of two operons (operon
fusions) that are not normally together. An
operon is a set of often functionally related
genes that are copied into messenger RNA
(i.e. transcribed) as a single unit. As a
result of this organization, those genes
are coordinately regulated; that is, they

are turned on or off at the same time.
Therefore, in an operon fusion, one or
more genes are put under a different
transcription control, but the genes per
se remain unchanged. In contrast, gene
fusion results in a hybrid gene composed
of sequence motifs and often of functional
domains originating in different genes.

In site-specific DNA inversion, a DNA
segment bordered by specific DNA se-
quences acting as sites of crossing-over
becomes periodically inverted by the action
of the enzyme DNA invertase. Depending
on the location of the crossover sites, DNA
inversion can give rise to gene fusion or
to operon fusion. The underlying flip-flop
system can result in microbial populations
composed of organisms with different phe-
notypic appearances: if, for example, the
DNA inversion affects the specificity of
phage tail fibers, as is the case with phages
P1 and µ of E. coli, phage populations with
two different host ranges will result.

Occasionally, a DNA sequence that de-
viates considerably from the efficiently
used crossover site, a so-called secondary
crossover site, can serve in DNA inversion,
which thus involves a normal crossover site
and a secondary crossover site. This pro-
cess results in novel DNA arrangements,
many of which may not be maintained be-
cause of lethal consequences or reduced
fitness; but if a few new sequences are
beneficial to the life of the organism, these
may be selectively favored. This DNA re-
arrangement activity can thus be looked at
as evolutionarily important. Since many
different DNA sequences can serve in
this process as secondary crossover sites,
although at quite low frequencies, site-
specific DNA inversion systems act as
variation generators in large populations
of microorganisms. I have thus postulated
that this evolutionary role of DNA inver-
sion systems may be more important than
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their much more efficient flip-flop mecha-
nism, which can at most help a microbial
population to more readily adapt to two
different, frequently encountered environ-
mental conditions. As a matter of fact,
other strategies could be used as well for
the latter purpose.

Computer-aided comparison of DNA
sequences quite often reveals that inde-
pendent genes may consist of a particular
domain with high homology and of other
DNA sequences showing no significant
signs of relatedness. DNA inversion us-
ing secondary sites of crossing-over is a
potential source of such mosaic genes.
DNA inversion can span over relatively
large distances in DNA molecules and has
the advantage of not loosing any DNA se-
quences located between the two sites of
crossing-over. Deletion formation repre-
sents another source for gene fusion, but
it has the disadvantage that the DNA se-
quences between the sites of crossing-over
are usually eliminated.

5.2
Transposition of Mobile Genetic Elements

Nine different mobile genetic elements
have been found to reside, often in several
copies, in the chromosome of E. coli K-12
derivatives. This adds up to occupation
of about 1% of the chromosomal length
by such insertion sequences, also called
IS elements. At rates on the order of
10−6 per individual IS element and
per cell generation, these mobile genetic
elements undergo transpositional DNA
rearrangements. These include simple
transposition of an element and more
complex DNA rearrangements such as
DNA inversion, deletion formation, and
the cointegration of two DNA molecules.
Because of different degrees of specificity
in the target selection upon transposition,

the IS-mediated DNA rearrangements are
neither strictly reproducible nor fully
random. Transposition activities thus also
act as variation generators. In addition
to DNA rearrangements mediated by the
enzyme transposase, which is usually
encoded by the mobile DNA element
itself, other DNA rearrangements just take
advantage of extended segments of DNA
homologies at the sites of residence of
identical IS elements at which general
recombination can act. Altogether, IS
elements represent a major source of
genetic plasticity of microorganisms.

Transposition occurs not only in grow-
ing populations of bacteria but also in
prolonged phases of rest. This is readily
seen with bacterial cultures stored at room
temperature in stabs (little vials containing
a small volume of growth medium in agar).
Stabs are inoculated with a drop of a bacte-
rial culture taken up with a platinum loop,
which is inserted (‘‘stabbed’’) from the top
to the bottom of the agar. After overnight
incubation, the stab is tightly sealed and
stored at room temperature. Most strains
of E. coli are viable in stabs during sev-
eral decades of storage. That IS elements
exert transpositional activities under these
storage conditions is easily seen as follows.

A stab can be opened at any time, a small
portion of the bacterial culture removed,
and the bacteria well suspended in liquid
medium. After appropriate dilution, bacte-
ria are spread on solid medium. Individual
colonies grown upon overnight incuba-
tion are then isolated. DNA from such
subclones is extracted and fragmented
with a restriction enzyme. The DNA frag-
ments are separated by gel electrophoresis.
Southern hybridization with appropri-
ate hybridization probes can then show
whether different subclones reveal re-
striction fragment length polymorphisms
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(RFLPs), which are indicative of the occur-
rence of mutations during storage.

If this method is applied to subclones
isolated from old stab cultures, and
if DNA sequences from residential IS
elements serve as hybridization probes,
an extensive polymorphism is revealed.
None or only little polymorphism is seen
with hybridization probes from unique
chromosomal genes. Good evidence is
available that transposition represents a
major source of this genomic plasticity
observed in stabs, which at most allow
for a very residual growth at the expense
of dead cells. One can conclude that
the enzymes promoting transposition are
steadily present in the stored stabs. Indeed,
the IS-related polymorphism increases
linearly with time of storage for periods as
long as 30 years. In a culture of E. coli strain
W3110 analyzed after 30 years of storage,
each surviving subclone had suffered on
the average about a dozen RFLP changes as
identified with hybridization probes from
eight different residential IS elements, of
which IS5 was the most active. Lethal
mutations could of course not be identified
in this study.

Lethal mutations that affect essential
genes for bacteriophage reproduction can
be accumulated in the prophage state
of the phage genome in its lysogenic
host. Such mutants can be screened
for their inability to produce infective
phage particles upon induction of phage
reproduction. Experiments were carried
out with E. coli lysogenic for a phage
P1 derivative grown in batch cultures at
30 ◦C for about 100 generations allowing
for alternative periods of growth and rest.
Most of the independent lethal mutants
could thereby be identified to be caused
by the transposition of an IS element
from the host chromosome into the P1
prophage that is maintained in its host

as a plasmid. In these experiments, IS2
was the most active element and it mainly
inserted into a few preferred regions of the
P1 genome, but each time at another site.
The used insertion targets did not show
any detectable homology or similarity
with each other. This is another good
example for an enzymatically mediated
variation generator. The experiment as
such identifies IS transposition as a major
source of lethal mutagenesis.

There is no evidence available that bacte-
rial mobile genetic elements would play an
essential role in the bacterial life span ex-
tending from one cell division to the next.
However, these elements are major players
in the evolution of bacterial populations.
As we have seen here, they contribute to
intragenomic DNA rearrangements. De-
pending on the target sequences involved,
the resulting mutations may often be lethal
by interrupting essential reading frames or
expression control regions. Favorable mu-
tations may be relatively rare, but these can
contribute to evolutionarily advantageous
developments of the genome. In Sect. 6,
we will see that mobile genetic elements
also play important roles in the natural
strategy of DNA acquisition.

6
DNA Acquisition

While the mutagenesis mechanisms be-
longing to the strategies of local changes
in the DNA sequences (Sect. 4) and of in-
tragenomic DNA rearrangements (Sect. 5)
are exerted within the genome and can
affect any part of the genome, an addi-
tional strategy of spontaneous sequence
alterations depends on an external source
of genetic information. In DNA or gene
acquisition, genetic information indeed
originates from an organism other than
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the one undergoing mutagenesis. In bac-
teria, DNA acquisition can occur by means
of transformation, conjugation, or virus-
mediated transduction. In the latter two
strategies of horizontal gene transfer, a
plasmid or a virus, respectively, acts as
natural gene vector.

The association and dissociation of chro-
mosomal genes with natural gene vectors
often arises from transpositional activities
and from general recombination acting at
IS elements that are at different chromo-
somal locations. These mechanisms have
been well studied with conjugative plas-
mids and with bacteriophage genomes
serving in specialized transduction. For
example, composite transposons, which
are defined as two identical IS elements
flanking a segment of genomic DNA (of-
ten with more than one gene unrelated
to the transposition process), are known
to occasionally transpose into a natural
gene vector and, after their transfer into a
receptor cell, to transpose again into the re-
ceptor chromosome. Hence, together with
other mechanisms, such as site-specific
and general recombination, transposition
represents an important promoter of hori-
zontal gene transfer.

Several natural factors seriously limit
gene acquisition. Transformation, con-
jugation, and transduction depend on
surface compatibilities of the bacteria in-
volved. Furthermore, upon penetration of
donor DNA into receptor cells, the DNA
is very often confronted with restriction
endonucleases. These enzymes cause a
fragmentation of the invading foreign
DNA, which is subsequently completely
degraded. Before fragments become de-
graded, however, they are recombinogenic
and may find a chance to incorporate all or
part of their genetic information into the
host genome. Therefore, we interpret the
role of restriction systems as follows: they

keep the rate of DNA acquisition low, and
at the same time they stimulate the fixation
of relatively small segments of acquired
DNA to the receptor genome. This strat-
egy of acquisition in small steps can best
offer microbial populations the chance to
occasionally extend their biological capaci-
ties without extensive risk of disturbing the
functional harmony of the receptor cell by
acquiring too many different functions at
once. These considerations have their rel-
evance at the level of selection exerted on
the hybrids resulting from horizontal DNA
transfer. This selection represents one of
the last steps in the acquisition process.

DNA acquisition by horizontal gene
transfer is a particularly interesting source
of new genetic information for the receptor
bacterium because the chance that the
acquired DNA exerts useful biological
functions is quite high – most likely, it has
already assumed the same functions in the
donor bacterium.

An interesting hypothesis links the
universality of the genetic code with the
important role played by horizontal gene
transfer in the evolutionary development
of the living world. According to this
view, those organisms using the most
common genetic language would, in the
long term, be able to profit best from
the increasing worldwide pool of genetic
functions under the pressure of adapting
to changing living conditions.

7
The Three Natural Strategies Generating
Genetic Variations Contribute Differently to
the Evolutionary Process

Biological evolution is a systemic process.
As outlined above, many different specific
mechanisms contribute to generate ge-
netic diversity that represents at any time
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the substrate for natural selection. The
building up of functional complexity is a
stepwise process, in which many random
attempts of genetic alterations become
rapidly rejected, while relatively few novel
sequences are approved as favorable by
natural selection and are maintained and
amplified. The genome can thus be seen as
a cabinet in which key information from fa-
vorable historical developments is stored.
Stepwise, additional favorable information
is added. In the context of changing selec-
tive conditions, stored information, having
lost its functionally beneficial relevance,
may be deleted or favorably altered. As we
have seen, a multitude of different mech-
anisms are behind this dynamic process.
For a better understanding of the events,
we have grouped the identified mecha-
nisms into three major natural strategies
of genetic variation: local changes in the
DNA sequences, intragenomic DNA rear-
rangements, and DNA acquisition. These
three strategies have different qualities
with regard to their contributions to bi-
ological evolution.

The local DNA sequence change is
probably the most frequently involved
strategy of genetic variation. Indeed, its
frequency, which depends primarily on
intrinsic properties of matter, chemical
instability and conformational flexibility,
would be intolerably high if it would not be
modulated by efficient enzymatic systems
of DNA repair. Local sequence changes
bring about nucleotide substitution, the
deletion and the insertion of one or a few
base pairs, or a local scrambling of a few
base pairs. These sequence changes can
contribute to a stepwise improvement of
a biological function. It must be kept in
mind that the functional test for such
improvement is carried out by natural
selection. In principle, a long series of
stepwise local sequence changes could

also be expected to bring about a novel
biological function. However, this kind of
long-term process can gain efficiency only
once natural selection starts to be exerted
on such upcoming function.

In contrast, the reshuffling of DNA
segments within the genome can be
considered as a tinkering with existing
elements, whereby favorable gene fusions
and operon fusions may occasionally
result. DNA rearrangement can also be
the source of gene duplication and higher
amplification, which are widely recognized
contributions to the evolutionary progress.

In Sect. 6, we have already pointed to the
evolutionarily high efficiency of horizontal
gene transfer. As a matter of fact, DNA
acquisition allows the recipient organism
to share in the success of evolutionary de-
velopments made by others. In drawing
the evolutionary tree of bacteria, DNA ac-
quisition should be accounted for by more
or less randomly adding temporal horizon-
tal shunts between individual branches. It
must be kept in mind that usually only
small DNA segments flow through such
shunts in horizontal gene transfer.

Several of the specific mechanisms of
genetic variation employ, strictly speak-
ing, more than one of the three strategies
shown in Fig. 1. In transposition of IS
elements, for example, a chromosomal
DNA segment consisting of the mobile
genetic element can undergo a translo-
cation and thereby become inserted at
a new target site. As a rule, the target
sequence thereby gets duplicated, which
usually involves a few nucleotides. Thus,
this transposition event will consist of both
a DNA rearrangement and a local sequence
change.

As far as we know, most of the well-
studied microbial strains use in parallel
each of the three natural strategies for
the generation of genetic variations. In
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addition, bacteria very often use not only
one, but several different specific mech-
anisms for mutagenesis by each of the
strategies. Dissimilar specific mechanisms
often work with different efficiencies as
reflected by their contribution to the over-
all mutation rate. For any given strategy,
it might be less relevant which specific
mechanism is at work than the fact that
the particular strategy finds its application
with an evolutionarily useful efficiency.
In other words, specific mechanisms may
substitute for each other within a strategy,
at least to some degree. This rule does
not apply between the strategies because
of the difference in the qualities of their
evolutionary contributions.

The efficiency displayed by a given
specific mechanism of spontaneous mu-
tagenesis may depend on both internal
(e.g. availability of enzymes that medi-
ate mutagenesis) and external factors (e.g.
environmental stress). It is also to be
noted that some mechanisms may act
more or less randomly along a DNA
molecule, while other mechanisms may
show regional or site preferences for their
activities. In view of these considerations,
we tend to assume that an evolutionar-
ily fit (or well prepared) organism should
best be able to use a few specific muta-
genesis mechanisms for each of the three
strategies to generate genetic variations. In
Sect. 8, we will explain what we mean by
evolutionary fitness.

8
Evolution Genes and Their Own
Second-order Selection

The attentive reader will have seen in the
description of some specific mechanisms
contributing to the spontaneous mutagen-
esis that besides a number of nongenetic

factors, specific products of genes are very
often at work. These gene products can
belong to systems for repair of DNA dam-
age and will, in this case, modulate the
frequency of mutagenesis. Similarly, re-
striction enzymes seriously reduce both
the chance of DNA acquisition and the
size of a DNA segment that may even-
tually be acquired by the recipient cell.
Other gene products such as transposases
and other mediators of DNA recombina-
tion act as generators of genetic variations.
Since variation generators and modula-
tors of the frequencies of genetic variation
are evolutionary functions, we call the
underlying genetic information evolution
genes. In the microbial world, these evolu-
tion genes generally play no essential role
in the physiology of individual lives go-
ing by cell division from one generation
to the next. Under laboratory conditions,
neither restriction–modification systems
nor enzymes for DNA rearrangements are
needed for the propagation of bacteria. The
role of such enzyme systems is primarily
evolutionary and becomes manifest at the
level of populations.

We assume that evolutionary genes are
themselves submitted to selective pres-
sure. However, such selection cannot
follow the rules of direct selection for
improvements of essential functions such
as those of housekeeping genes. Rather,
the selection for the presence and im-
provement of a variation generator will be
exerted at the level of populations. Clearly,
it will also be an individual that may one
day undergo a mutation, which improves
an evolutionary function. This function
will also be exerted in its progeny in which
appropriate genetic variants of genes for di-
rectly selected products will be either more
or less abundant. Any genetic alteration
that affects an evolution gene and proves in
the long term to be of higher evolutionary
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value will be maintained and will provide
an evolutionary benefit to the carrier of
the involved gene. In the long run, this
will lead to fine-tuning of the evolutionary
functions of both variation generators and
of modulators of the frequency of genetic
variation. The underlying indirect selec-
tion based on the cells ability to provide
genetic variants at a well-balanced level is
called second-order selection.

We must be aware that some gene
products may exert their essential func-
tions for the benefit of both the life
of the individual and the evolutionary
progress of the population. In these cases,
we assume that evolutionary selection
is exerted for both kinds of functions
and will eventually bring the gene to a
fine-tuned state to optionally carry out
its functions for each of the different
purposes. However, as we have already
mentioned, a number of gene products in-
volved in genetic variation are inessential
for the lives of individual bacterial cells.
Similarly, the products of many house-
keeping genes are inessential for biological
evolution.

9
Arguments for a General Relevance of the
Theory of Molecular Evolution for All Living
Organisms

Largely on the basis of evidence from mi-
crobial genetics, we have so far postulated
that the products of a number of evolu-
tion genes contribute, each in its specific
way, to the generation of genetic variants at
evolutionarily useful frequencies. Thereby,
the sources of mutagenesis may relate ei-
ther to the activity of the evolution gene
product itself (e.g. a transposase) or to a
nongenetic factor (e.g. a chemical muta-
gen or an intrinsic structural flexibility of

a nucleotide). In many cases, nongenetic
factors and products of evolution genes co-
operate in the formation of genetic variants
at physiologically tolerable and evolution-
arily beneficial levels. This is, for example,
the case in spontaneous mutagenesis by an
environmental mutagen when some of the
primary damage on the DNA gets success-
fully repaired while some other damage
leads to a fixed mutation.

The theory of evolution postulates that
life on Earth started almost four billion
years ago with primitive, unicellular mi-
croorganisms. It is in the first two billion
years that microbes must have developed
the basis for the actual setup of evolution-
ary strategies and the underlying evolution
genes. One can postulate that the acquired
evolutionary capacities could have allowed
some microbial populations to undergo a
division of labor in more and more sta-
ble associations of cells. This development
might later have led to multicellular or-
ganisms. In this kind of development,
the evolutionary fitness of the involved
organisms might have been an impor-
tant precondition. At still later stages
of further evolutionary development, the
three natural strategies for generating ge-
netic variations (Sects. 4 to 7) must have
continued exerting their evolutionary in-
fluence together with some other factors
such as the formation of symbiotic asso-
ciations. As a matter of fact, we attach
considerable evolutionary relevance to en-
dosymbiosis of higher organisms with
bacteria. Such situations of cohabitation
may form an ideal condition for occasional
horizontal gene transfer between the close
associates.

A scientifically justified quest for fur-
ther experimental proof of the postulates
of the theory of molecular evolution re-
mains quite difficult to be answered.
Clearly, there is a need for research on
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the spontaneous generation of genetic
variation in higher organisms, ideally at
the level of the genomes. While this
is already quite difficult in microorgan-
isms, it is of increased perplexity with
the much larger genomes of higher or-
ganisms. However, sequence comparisons
now offer fruitful ways to search for se-
quence homologies, sequence similarities,
single nucleotide polymorphisms, as well
as for traces of intragenomic DNA rear-
rangements and of horizontal transfer of
genetic information. Data so far available
are in support of the principles of molec-
ular evolution outlined in Sect. 2, which
are likely to be valid for any kind of living
organism.

Some of the general evolutionary strate-
gies developed in microorganisms must
have also turned out to be useful for the de-
velopmental and physiological processes
at somatic levels of higher organisms.
The generation of antibody diversity in
the immune systems of vertebrates by
genetic rearrangements and so-called so-
matic mutagenesis is a good example.
Another example is the enzymatic re-
pair of DNA damage caused in somatic
cells by external mutagens such as UV
irradiation.

These considerations illustrate that
whatever gene function may prove to
be useful for whatever particular pur-
pose, it may be evolutionarily retained
and in the course of time further fine-
tuned. We have already encountered this
principle in the microbial world, where
we have postulated multifunctional en-
zymes (such as working both for the
physiology of the cells and for an evo-
lutionary task) to become evolutionarily
improved both by direct and by second-
order selection for the various functions.
This may also be the case in higher
organisms.

10
Conceptual Aspects of the Theory of
Molecular Evolution

With reference to Sect. 2.2, it is fair to again
explicitly state that for the time being,
evolution genes and evolution functions
are a concept rather than a fully proven fact.
This concept is based on a particular way to
interpret numerous available experimental
data. We will briefly analyze the difficulties
to clarify the situation in a scientific
debate. This will be followed by pointing to
philosophical and more practical values of
a deeper understanding of the molecular
processes that drive biological evolution.

10.1
Pertinent Scientific Questions

In the history of scientific investigations,
biologists have often searched for evidence
that living organisms would be able to
specifically modify, or adapt, their genetic
information in order to better cope with
upcoming changes in the living condi-
tions. Most of these attempts have failed to
give the expected response. In other cases,
where a certain degree of specific adap-
tation could be observed, specific causal
explanations have sometimes been found
upon deeper investigation. However, there
is at present no good scientific evidence
for a general rule that genetic alterations
would always be directed toward a specific
goal. This situation favors the view that
spontaneous mutations affect DNA more
or less randomly, which is in line with the
general observation that only a minority of
spontaneous mutants prove to be favorable
under the encountered living conditions.

The postulate of evolution genes that act
as generators of genetic variations may be
a surprise in this context. This has to do
with a widely followed concept of genetic
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information as a strict program for the ful-
fillment of a specific task. This definition
does apply to many housekeeping genes,
the products of which efficiently catalyze
a reaction that reliably always yields the
same product. This is not how a variation
generator that does not work efficiently and
that yields a different product from case
to case functions. A good example is the
transposition of mobile genetic elements.
However, not all scientists see the pri-
mary function of a mobile genetic element
in genetic variation. Rather, some col-
leagues interpret IS translocation, which
often goes along with the replication of the
element, as a selfish activity. This interpre-
tation considers mobile genetic elements
as parasites with the argument that their
activity would often harm their host cell.

This discussion shows that the concept
of evolution genes cannot easily be de-
fended by referring to scientific evidence.
Rather, the concept reflects an attitude of
the observer of natural events. According
to the view defended in this article, nature
actively cares for biological evolution. The
products of evolution genes are actively
involved in generating different kinds of
genetic variants at frequencies insuring
both a certain genetic stability required for
maintaining the concerned form of life and
a low frequency of genetic variations as the
driving force of evolution. This interpreta-
tion recognizes biological evolution as an
essential principle of self-organization of
life on Earth.

Another pertinent question that cannot
find an easy scientific answer relates to
the evolutionary function of viruses. At
least some viruses are clearly identified
to sometimes act as gene vectors in
horizontal gene transfer. Some of them
also temporarily integrate their genome
into the host genome. This relates to the
lysogenic state of bacteria as well as to

endogenous viruses such as retroviruses
that reside in many higher organisms.
Again, one may wonder if these viruses
primarily fulfill evolutionary functions for
the evolutionary development of their
hosts or whether they should rather be
looked at as parasites that may carry out
some evolutionary function by accident.

While prokaryotic organisms have
genomes that are relatively densely
packed with functional genes, many
higher organisms have extended segments
of intergenic DNA sequences, some
of which are highly repetitive. Some
of these noncoding sequences are
highly homogeneous with regard to
their nucleotide composition. While the
biological roles played by noncoding
regions are still not well understood, it
has been postulated that compositional
constraints may influence natural
selection. These aspects have not been
covered in this article and they may
more specifically relate to the molecular
evolution of higher organisms, in addition
to the principles outlined here largely
on the basis of evidence from microbial
genetics.

10.2
Philosophical Values of the Knowledge on
Molecular Evolution

One of the central questions of human
curiosity is to know where life – and more
specifically human life – comes from. The
Darwinian theory opposed to the idea of a
specific act of creation for each particular
form of life, the alternative explanation of a
steady evolutionary development implying
the descent of the actual species from com-
mon ancestors. The directions of evolution
are thereby given by natural selection act-
ing steadily on all available forms of life
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including all present variants. Until re-
cently, the sciences could not specifically
explain how genetic variants are generated.
With recently developed research strate-
gies, molecular genetics can now fill this
gap. The branch of science called molecular
evolution explains that there is not just a
single source for genetic variants. Rather,
many different specific mechanisms con-
tribute to the generation of genetic variants
at low frequencies. These mechanisms fol-
low one and sometimes more than one
basic strategies of evolutionary develop-
ment. These are local changes in the DNA
sequences, rearrangements of DNA seg-
ments within the genome, and acquisition
of segments of foreign DNA by hori-
zontal gene transfer. As a general rule,
spontaneous mutagenesis is not specifi-
cally directed; it is at least to some extent
random, so that only a minor fraction of
spontaneous genetic variants turn out to
be favorable for the concerned organism
and thus provide it with a selective ad-
vantage. Nevertheless, new knowledge on
the precise molecular mechanisms of the
generation of genetic variations provides
strong evidence that, in many cases, spe-
cific enzymes are involved – the products
of evolution genes. These products work in
tight collaboration with nongenetic factors
that can be intrinsic properties of matter or
environmental conditions. This view of the
evolutionary process represents the core of
a theory of molecular evolution and it can
be seen as an extension of neo-Darwinism
at the molecular level.

It should be clearly stated that the
theory of molecular evolution does not
explain the origin of life. It can, however,
explain that biological evolution exerted
in all living beings is a steady, dynamic
process that is actively promoted not only
by intrinsic properties of matter but also by
the intervention of products of evolution

genes or more generally of evolutionary
functions of many different gene products.
A recently published book devoted to these
exciting insights is entitled Darwin in
the Genome.

The high philosophical value of this ex-
tension of our worldview is obvious and
merits to be widely discussed and eval-
uated in its various cultural dimensions.
One interesting aspect is the implied du-
ality of the genome. Indeed, evolution
genes are located together with all the
other genes on the genome and on ac-
cessory DNA molecules such as plasmids
and viral genomes. While probably a major
part of gene products carries out functions
to benefit the cell and the individual, of-
ten a multicellular organism, probably a
minority of gene products works for the
biological evolution of the concerned pop-
ulation. Note, however, that the generation
of a novel genetic variant obviously also oc-
curs in an individual cell. But this act of
creation has only a small chance to bring to
the concerned cell and to its descendants
a selective advantage. More often, the mu-
tation is unfavorable and renders the life
of the concerned organism more trouble-
some. As long as the spontaneous rate of
mutagenesis remains low (mostly thanks
to the intervention of evolution genes),
unfavorable mutations are tolerable at the
level of propagating populations.

Incidentally, the situation described here
offers a possible explanation to the quite
difficult theodicean question: why does
God, despite His love for the human
creature, admit that physically evil events
such as a mutation causing an inherita-
ble disease can occur to individuals? As a
matter of fact, Genesis describes creation
as a stepwise process, which implies the
permanent evolutionary expansion of the
diversity of life forms. Genesis also states
that God evaluated this system as good.
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Hence, biological evolution occurs accord-
ing to God’s intention to amplify diversity
of life on our planet. Occasional unfavor-
able mutations affecting rare individuals
in populations is a sacrifice brought to the
creative force residing in the system of
molecular evolution.

In brief, the genetic information con-
tained in each genome – of bacteria as well
as of all higher organisms – represents an
internal duality. It serves individuals for
the fulfillment of their individual lives
and it serves populations for a slow but
steady expansion of life forms and thus of
biodiversity.

10.3
Aspects Relating to Practical Applications
of Scientific Knowledge on Molecular
Evolution

Living organisms today occupy an amaz-
ing variety of ecological niches on our
planet Earth. These niches include ex-
treme physicochemical conditions such as
elevated temperatures, high pressure, and
quite unusual compositions of chemical
elements. However, despite the intrinsic
potential of the living world to evolutionar-
ily expand, one can estimate the carrying
capacity of the planet for life to be in the
order of 1030 living cells. Although this is a
very large number, it seriously limits free
expansion of life in its various forms.

The following reflections should help
illustrate this statement. An adult human
being carries in the order of 1013 cells. The
human population today, thus occupies a
share of about 1023 cells of the available
1030. Incidentally, this happens to be
close to the average available for each
of the estimated 107 different species
of organisms on the planet. Bacteria
propagate by cell division as outlined in
Sect. 3. Extending the reflections made

there, one can conclude that from an
inoculum with one single bacterial cell,
one can theoretically expect to obtain 1030

cells within only 50 h. In reality, growth
will be stopped much earlier by lack of
nutrition, but this reflection illustrates
well the enormous internal forces for
expansion of a given form of life.

Similarly, a high potentiality for evolu-
tionary expansion toward more diversity
resides in the mechanisms of molecular
evolution that are described in this article.
These mechanisms can serve us as a basis
to better understand both the origin and
the steady replenishment of biodiversity
as well as the internal limits set to evo-
lutionary expansion. This knowledge can
and should increasingly be used as a back-
ground for any measures taken toward the
protection of biodiversity and of habitats
for diverse forms of life. Last but not the
least, a better understanding of the evo-
lutionary process can be of help to render
the development of agricultural and related
practices more sustainable.

Genetic engineering offers ample new
possibilities for the sustainable produc-
tion of medical drugs, to obtain food of
higher quality, and to reduce the nocent
impact of the human civilization on the en-
vironment. The serious reservations made
by large parts of the human population
impede many of the proposed biotech-
nological applications. A part of these
concerns refer to unpredictable long-term
effects of genetically modified organisms
(GMO) that are released into the environ-
ment, such as in agricultural applications.
Scientific assessments of long-term and,
in particular, evolutionary effects of such
applications are thus required. Knowledge
of the natural strategies of molecular evo-
lution can provide a good basis for such
studies. As a matter of fact, in genetic en-
gineering, DNA sequence alterations are
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brought about within the genome by site-
directed mutagenesis in studies of the
biological functions of specific genes. In
addition, well-defined segments of DNA
are introduced into other organisms either
in view of amplifying the particular DNA
segment or in view of harvesting a specific
gene product. GMO can also directly serve
in applications as GM food and for biore-
mediation by microorganisms. A candid
comparison of these practices involving
genetic engineering with the natural strate-
gies of generation of genetic variations
reveals a high degree of similarities. The
amounts of nucleotides or lengths of DNA
sequences involved in these genetic modi-
fications, both in genetic engineering and
in the natural genetic variation, are of
the same order of magnitude. Depend-
ing on the strategy involved, they may
concern one to a few base pairs, or in
other instances, a DNA segment contain-
ing a sequence domain or one to a few
genes, both in intragenomic DNA rear-
rangements and in the horizontal transfer
of DNA between two different organisms.
Thus, one can principally expect that long-
term evolutionary risks of GMO compare
with the biohazard intrinsic to the natu-
ral process of biological evolution. Similar
risks may also be inherent in classical
breeding techniques.

These considerations ask for a more in-
tegral, holistic, and critical evaluation of
the impact of past and present human
activities on the natural process of biolog-
ical evolution. Such assessments should
address any human impact on genetic vari-
ation, natural selection, and isolation. As
far as we know from the long-term history,
the foundations of life and its evolutionary
development on Earth are relatively robust.
This is good news for us human beings,
but it should not exempt us from a respon-
sible and well-reflected use of our scientific

knowledge in any attempt to render our
own lives more easy and comfortable.

See also Bacterial Growth and
Division; Genetics, Molecular Basis
of.
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Oncogene
A gene that has a dominant transforming effect on normal host cells frequently
mediated by growth factors, growth factor receptors, or intermediaries in the signal
transduction process.

Small-cell Lung Cancer
A specific lung cancer histology in which the cells frequently contain neurosecretory
granules. The cancers, often disseminated at diagnosis, initially respond well to
chemotherapy but recur rapidly.

Tumor Suppressor Gene
A gene whose homozygous deletion or inactivation contributes to transformation of
the host cell.

� Lung cancer is a paradigm of carcinogen-induced human cancer. It is estimated
that for every 3 million cigarettes purchased, a lung cancer follows 35 years later.
Although the majority of lung cancers occurs in men, the incidence in women is
rising rapidly in some regions.

Epidemiologic studies have irrefutably linked cigarette smoking and human lung
cancer as well as other etiologic agents such as asbestos and radon. However, the
molecular events within the cell that culminate in the development and progression
of human lung cancer remain poorly understood. This is an important area for
future research for several reasons. Elucidation of the molecular events in the
genesis of lung cancer may have relevance to mechanisms for other carcinogen-
induced tumors. Prevention, early diagnosis, and treatment strategies will be more
rationally designed if they are based on molecular mechanisms.

The observation that genes responsible for carcinogenesis were altered forms
of genes normally present in eukaryotic cells initiated many of the advances in
molecular biology that have increased our understanding of lung carcinogenesis at
the molecular level. Many of these genes have been implicated in the development of
human cancer. An understanding of the molecular basis for lung carcinogenesis is
essential for the development of improved methods of diagnosis, staging, treatment,
and prevention for lung cancer.

The cell of origin for lung cancers is controversial. All histologies for non–small-
cell lung cancer (NSCLC) have phenotypic features of the differentiated cell types
in normal or injured bronchial epithelium. Small-cell lung cancer (SCLC) cells
have neuroendocrine markers including high levels of the polypeptide hormones
gastrin-releasing peptide and calcitonin, creatine kinase isoenzyme BB, L-dopa
decarboxylase, and neuron-specific enolase. Endocrine cells can be found in normal
bronchial mucosa. Thus, one possibility is that each of the four major histologies
arises from alterations in its preexisting normal counterpart.

An alternative hypothesis is that the four types of lung cancer arise from a common
stem cell and are related through a common differentiation pathway of the normal
bronchial epithelium. This is supported by the clinical observation that SCLC tumors
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can contain mixtures of SCLC and non-SCLC histologies. These transitions have
been observed in vitro following insertion of the appropriate oncogene. For example,
insertion of a mutated H-ras oncogene in SCLC cells with overexpression of c-myc
causes transition to the large-cell undifferentiated phenotype.

1
Familial Predisposition to Lung Cancer

That the vast majority of cigarette smokers,
including heavy smokers, do not develop
lung cancer suggests the existence of
an inherited predisposition or cofactors
such as additional carcinogens. Studies
have compared risk factors in individuals
with histologically verified lung cancer and
individuals with other smoking-related
cancers. There was lack of increased risk
of developing lung cancer when only
lung cancer in relatives was considered.
However, there was a significant excess
of cancers at all sites for relatives of
the lung cancer patients. This suggests
a heritable variation in response to
carcinogens. Respiratory diseases also
predispose to development of lung cancer.
Lung cancer families have been studied.
The development of lung cancer in young
individuals (50 or less) was compatible
with Mendelian codominant inheritance
of a rare autosomal gene. This gene was
not involved for older persons, reflecting
the medical history of noncarriers
having long-term exposure to tobacco.
The aryl hydrocarbon hydroxylase gene
product can metabolize promutagenic and
procarcinogenic compounds in cigarette
smoke. The aromatic hydrocarbon-
inducible cytochrome P4501 A I gene
is highly expressed at the RNA level in
normal lung from active cigarette smokers,
but not in normal lung from nonsmokers.
The ability to metabolize debrisoquine is

genetically determined and is associated
with susceptibility to lung cancer. Studies
have shown that the ability to metabolize
debrisoquine is independently associated
with susceptibility to lung cancer in a
case–control study.

The rapid development of technology
in molecular biology has resulted in
the identification of genetic alterations
in human lung cancer. However, the
plethora of genetic abnormalities detected
has created some confusion as to their
significance in the genesis and progression
of lung cancer. Small-cell lung cancer has
been extensively studied, partly because
of the availability of many established
SCLC cell lines that can be grown in
serum-free, chemically defined media.
However, only 20% of lung cancers are
of the small-cell type. Furthermore, the
biologic behavior of SCLC is quite distinct
from NSCLC. SCLC disseminates early
in its course and exhibits a marked
sensitivity to chemotherapy followed by
early recurrence. Thus, it is possible
that genetic events in SCLC and NSCLC
may differ. Recent studies summarized
here indicate differences. Thus, molecular
mechanisms may not be generalizable
among the different forms of lung cancer.
The relative importance and sequence
dependence of these genetic alterations in
the genesis and progression of lung cancer
is unknown.

This article summarizes areas of recent
investigation of molecular events in
human lung cancer including oncogene
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Tab. 1 Oncogenes and ‘‘tumor suppressor
genes’’ altered in lung cancer oncogenes.

c-myc, L-myc, N-myc, c-myb, K-ras, N-ras, H-ras,
c-raf, c-fur, c-fes, c-fms, c-erb B-1 (EGFR), c-erb
B-2 (HER2, neu), c-sis, c-rlf, bcl

Tumor Suppressor Genes p53, RB, APC,
CDH13, RARβ, FHIT, RASSF1A, TIMP3, p16,
MGMT, DAPK, FUS1

Source: Minna J.D., Roth J.A., Gazdar A.F.
(2002) Focus on lung cancer, Cancer Cell 1,
49–52.

activation and inactivation of tumor
suppressor genes. Table 1 lists the genes
that have been implicated in lung
carcinogenesis.

2
Oncogene Activation

2.1
myc Family

One of the first specific genetic changes
associated with lung cancer was the ob-
servation that the c-myc oncogene was
amplified in a subgroup of SCLC cell
lines. The SCLC cell lines having an am-
plified c-love gene are morphological and
biochemical variants of SCLC (SCLC-V).
SCLC-V cell lines have a rapid doubling
time, higher cloning efficiency, increased
tumorigenicity, and increased resistance
to X-rays compared to SCLC. In addition,
SCLC-V cell lines do not express L-dopa de-
carboxylase or peptide hormones, which
are typically expressed on cells of neu-
roendocrine origin. They are distinguished
from NSCLC, however, by having elevated
levels of the BB isoenzyme or creatine
kinase and neuron-specific enolase. It
has been reported that SCLC-V cell lines
showed high levels of c-myc amplification

and c-myc mRNA levels. Only one NSCLC
cell line out of five in the report showed
c-myc amplification. The c-myc gene was
transfected into the H209 classic SCLC
cell line. One of the transfectants express-
ing high levels of c-myc had an increase
in doubling time and increased cloning
efficiency, but L-dopa decarboxylase lev-
els and bombesin-like immunoreactivity
were unchanged.

Amplification of c-myc was observed in
both classic and variant SCLC cell lines.
However, c-myc mRNA levels were more
elevated in the variant cell lines. Three clas-
sic lines had amplification of N-myc RNA
and one variant line had amplification of
N-myc and myb. Three SCLC-V cell lines
showed high levels of a v-fms-related tran-
script related to but not identical with the
CSF 1I receptor. Subpopulations of SCLC
cells with intermediate neuroendocrine
differentiation have been identified. The
cell lines expressed some neuroendocrine
markers such as L-dopa decarboxylase, but
not others such as bombesin and neu-
rotensin. These cell lines also had high
levels of c-myc protein. Expression of c-
myb protein was seen for two cell lines
in which c-myc expression was low or
not detectable. Expression of c-rafl pro-
tein was low in 11 of the 12 cell lines.
Four of five NSCLC cell lines expressed c-
myc protein at high levels, and these were
all of the large-cell undifferentiated mor-
phology. In another study, 3 of 27 NSCLC
DNA samples from primary tumors had
amplification of the c-myc gene. Others
have identified high levels of c-myc mRNA
in an NSCLC cell line in the absence of
DNA amplification. Run-on transcription
studies for this cell line showed that the
transcriptional rate for c-myc was high.

Analysis of SCLC cell lines for c-myc
amplification revealed additional EcoRl re-
striction fragments suggesting myc-related
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genes. A third gene in the myc family,
L-myc, was cloned and showed homology
to c-myc and N-myc. Four SCLC cell lines
had amplified L-myc genes. The L-myc gene
has been cloned and sequenced and con-
sists of 3 exons and 2 introns spanning
6.6 kb of human DNA. There is homology
with discrete regions of N-myc and c-myc.
The L-myc gene encodes a series of nuclear
phosphoproteins that arise by alternative
mRNA processing. L-myc can cooperate
with an activated c-Ha-ras to transform
primary rat-embryo fibroblasts. However,
the transforming efficiency was 1 to 10%
of that seen with c-myc. One study found
a correlation between restriction fragment
length polymorphisms (RFLPs) of the L-
myc gene and lymph node metastases in
NSCLC. The presence of either the S band
(6 kb) or the S and L (10 kb) bands was
associated with lymph node metastases.

Amplification and increased expression
of the N-myc gene occurs in SCLC and
NSCLC. Expression of N-myc in SCLC
biopsies was detected by in situ hybridiza-
tion. Increased expression was associated
with poor response to chemotherapy and
short survival. Amplification of N-myc
gene sequences ranging from 5- to 170-fold
was observed in SCLC cell lines. Both c-myc
and N-myc were amplified, but only one
member of the myc family was amplified
in any one cell line. Amplification of N-myc
has been reported in an adenocarcinoma of
the lung. Others have found amplification
of one of the myc family in 2 of 12 SCLC
cell lines. Again, only one member of the
family was amplified in each cell line. All
cell lines had deletions of chromosome 3.
When fresh tumor specimens were an-
alyzed, amplification and rearrangement
of myc genes was heterogeneous. N-myc
or L-myc amplification was noted in 4 of
17 small-cell cancers. Amplification of c-
myc was seen in 3 of 12 non–small-cell

lung cancers. In some cases, amplifica-
tion was seen in the primary tumor but
not metastases. In two cases, amplifica-
tion was seen only in cell lines, not in the
original tumors. Expression of myc family
genes was demonstrated in SCLC cell lines
and nude-mouse xenografts using in situ
hybridization techniques. The molecular
mechanisms regulating the expression of
each of the myc family genes are complex.
Both c-myc and L-myc mRNA showed loss
of transcriptional attenuation, which cor-
related with overexpression seen in cell
lines without gene amplification. Regula-
tion of N-myc expression correlated with
promoter activity and gene amplification.

An interesting association between re-
sponsiveness to bombesin and myc family
expression has been noted by one in-
vestigator. SCLC cell lines responsive to
bombesin showed constitutive expression
of L-myc. Nonresponsive cell lines ex-
pressed N-myc or c-rnyc.

The significance of increased expres-
sion of myc family genes remains un-
certain. Initially, c-myc amplification was
described in SCLC cell lines with vari-
ant morphology. This variant morphology
is also called small-cell/large-cell carcinoma
and is thought to indicate an unfavorable
prognosis. Cell lines with the variant mor-
phology have relatively more resistance
to chemotherapy and radiation therapy.
However, review of pathology specimens
of patients with extensive-disease SCLC
showed that the variant cell type was rare,
occurring in only 4.4% of 550 specimens.
There were no significant differences in
response rates to chemotherapy or prog-
nosis for patients with ‘‘classic’’ compared
with variant morphology. Amplification
of the c-myc gene was more frequent in
cell lines from SCLC patients with tumor
relapse than in untreated patients. Am-
plification of c-myc was associated with
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shorter survival in relapsed patients. The
role of increased expression of myc family
genes in the genesis of lung cancer re-
quires further definition. It is likely that
increased c-myc expression leads to pro-
gression of SCLC; it appears unlikely to be
a primary event because it is detected in
a minority of tumors. The association of
increased c-myc expression with the vari-
ant cell type and the significance of this
cell type require additional clarification.
Increased expression may occur by several
mechanisms and is not always associated
with gene amplification. Alterations in myc
expression in NSCLC have not been ex-
tensively studied, but in one case several
NSCLCs showed increased expression of
c-myc.

2.2
ras Family

Oncogenes of the ras family (homologous
to the rat sarcoma vines) have three
primary members (H-ras, K-ras, and N-
ras) and are among the most common
activated oncogenes found in human
cancer. The ras genes code for a protein
that is located on the inner surface of the
plasma membrane, have GTPase activity,
and may participate in signal transduction.
ras oncogenes are activated by point
nucleotide mutations that alter the amino
acid sequence of p21.

2.3
ras in Carcinogen-induced Tumors

Studies in mice with carcinogen-induced
lung cancers implicate genes of the
ras family in the carcinogenesis pro-
cess. Mouse lung tumors induced by
tetranitromethane contained mutated K-
ras genes. Mice harboring the mu-
tated H-ras transgene developed tumors

exclusively in the lungs within weeks
of birth. Lung tumors can be induced
in mice with the tobacco-specific ni-
trosamines 4-(N-methyl-N-nitrosamino)-
1-(3-pyridyl)-1-butanone (NNK) or ni-
trosodimethylamine (NDMA). Ninety per-
cent of these tumors had transforming
genes in the NIH3T3 assay, and in all lung
tumors, this was K-ras. The mutations were
generally GC-to-AT transitions, indicating
that DNA methylation is the most likely
pathway to the induction of neoplasia by
these carcinogens.

2.4
Human Studies

Amplification of ras oncogenes is un-
common in lung cancer. Heighway and
Hasleton found no amplification of K-ras
in 25 primary specimens. However, in one
study a lymph node metastasis showed 30-
fold amplification of K-ras. Expression of
p21 as measured by binding of monoclonal
antibody rp-35 increases with increasing
size of the primary tumor.

Activation of the K-ras oncogene by point
mutation occurs in lung cancer cell lines. A
mutation in codon 12 (glycine to cysteine)
occurs in Calu 1 and in codon 61 in PR310
(glutamine to histidine). RFLP analysis for
a codon 12 mutation (glycine to arginine)
did not show any mutations in 24 primary
NSCLC lung cancers. Other mutations
have been detected in the 12th codon us-
ing a highly sensitive technique based on
amplification with the polymerase chain
reaction and detection with a panel of
oligonucleotide probes. K-ras mutations
in most studies were confined to ade-
nocarcinomas of the lung and occurred
in 30% of tumors. Mutations were not
observed in adenocarcinomas from non-
smokers. K-ras mutations appear to be an
independent prognostic factor, indicating



Genetics and Molecular Biology of Lung Cancer 359

a poor prognosis, and are unrelated to
conventional staging criteria such as tu-
mor size or lymph node metastases. In all
patients studied, mutations occurred in a
single allele.

ras mutations can also influence the
differentiation of tumor cells. For exam-
ple, infection of SCLC cell lines with the
Harvey murine sarcoma virus alters the
phenotype of variant cells but not that
of classic cells. Following infection, the
variant SCLC cell line developed features
of a large-cell undifferentiated lung carci-
noma including increased carcinoembry-
onic antigen (CEA) and keratin expression.

Studies done to date favor the interpre-
tation of ras activation as a progression
factor in lung cancer. It apparently is
activated in about one-third of adenocar-
cinomas arising in patients with a heavy
smoking history. Antisense (AS) technol-
ogy has been used to find the effects of
eliminating expression of a mutant K-ras
oncogene in NSCLC cells. A homozy-
gous mutation at codon 61 was detected
in the NCI-H460a large-cell undifferenti-
ated NSCLC cell line clone with a normal
glutamine residue (CAA) substituted by
histidine (CAT), using hybridization with
specific oligonucleotide probes. An AS K-
ras RNA construct selectively blocked the
production of mutant p21, allowing in-
vestigators to study the contribution of
the mutated p21 protein to the malig-
nant phenotype. A recombinant plasmid
clone was constructed using a wild-type,
2-kb K-ras genomic DNA segment carry-
ing second and third exons with flanking
intron sequences subcloned into an Apr-
I-neo expression vector in AS orientation.
The intron sequence used has a low de-
gree of homology with other ras genomic
sequences, leading to specific inhibition of
K-ras with preservation of H-ras and N-ras
expression. Previous studies on uptake of

ras AS oligonucleotides by cancer cells re-
sulted in cell death instead of regulated
growth. This is probably because func-
tional p21 protein is necessary for cell
viability, and the oligonucleotides unselec-
tively blocked p21 expression produced by
all three members of the ras gene family.
Unselective blockade of oncogene expres-
sion can therefore be toxic to both normal
and cancer cells. The 2 kb DNA insert
was stably integrated into H460a cells as
shown by Southern hybridization. North-
ern blot analysis detected expression of AS
RNA. Western blot analysis showed 95%
reduction in K-ras p21 protein synthesis in
the clones expressing the AS RNA, while
H460a cells and sense K-ras clones showed
unchanged levels of K-ras p21 protein. To-
tal p21 detected with a pan-ras monoclonal
antibody showed only a slight decrease
in the AS clones, suggesting that other
ras genes were not affected. AS trans-
fectants showed a threefold reduction in
growth compared to sense transfectants
and parental H460a cells but continued to
grow in culture. Expression of AS K-ras
RNA reduced the growth rate of H460a
tumors in nu/nu mice. Tumorigenicity
of cell lines expressing AS RNA was as-
sessed by subcutaneous injection of 105

cells in nu/nu mice. Unmodified H460a
cells formed tumors in all mice in 15 days.
No tumor developed in mice injected with
H460a AS cells during 120 days of ob-
servation, while H460a cells transfected
with Apr-I-neo S plasmid formed tumors
similar to H460a cells. These experiments
show that in H460a cells engineered to
synthesize AS K-ras RNA, the levels of
K-ras mRNA and K-ras p21 protein are
dramatically reduced. Thus, a recombinant
construct can be made that distinguishes
among members of the ras family. AS
RNA generated from the genomic DNA
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of the K-ras gene can thus specifically in-
hibit K-ras expression. Inhibition of K-ras
reduced the growth rate of H460a cells
but did not alter cell viability or contin-
ued growth in culture. This suggests that
redundancy in p21 expression may com-
pensate for absence of expression by one
member of this family so that functions
essential for maintenance of cell viabil-
ity are preserved. This technique provides
an opportunity to determine the effects of
selective inhibition of oncogenic protein
expression on the malignant phenotype.
This study and subsequent confirmatory
ones showed that reversal of a single ge-
netic abnormality was sufficient to prevent
human cancer cells from forming tumors.
Thus, reversing all the genetic lesions in
a cancer cell is not necessary for a ther-
apeutic effect. These observations raise
the intriguing possibility of specific gene
therapy for cancer. Sequences could be de-
livered to tumor cells via viral vectors that
specifically inhibit expression of the onco-
genes activated in the cancer cell. Such
constructs would be relatively nontoxic be-
cause, as in the preceding example, they
could target a single gene whose function
might be subsumed by other redundant
genes of the same family. Thus, repeated
infusions of immunologically distinct vec-
tors could be performed. Retroviral vectors
have the added advantage of being incor-
porated in the genome of only cells that
replicate, thus favoring integration in can-
cer cell DNA.

Sporadic alterations in a variety of
other oncogenes have been described.
Amplification of c-erb B-1, c-myc, and c-myb
as well as deletions in c-H-ras and c-myb
have been reported. Expression of multiple
protooncogenes in SCLC was determined
in one study using Northern analysis.
Increased expression of myc family genes
was confirmed. ras family and c-raf I

were expressed in all cell lines. Other
oncogenes including c-fes, c-fos, c-erb B-1,
c-mos, c-sis, c-erb A, c-src, and c-abl were
expressed weakly or not expressed at all.
Components of telomerase including the
RNA (hTR) and enzyme activity (hTERT)
are expressed at high levels in lung cancers
and may provide a mechanism for cellular
immortality.

3
Growth Factors and Autocrine–Paracrine
Growth Control

Tumor cells that produce a growth factor
and express its receptor may show self-
stimulatory or autocrine growth. Cells that
are regulated by an autocrine loop have
several features. They secrete a biologically
active growth factor and demonstrate
increased proliferation to that factor.
Antibodies that bind specifically to the
growth factor will inhibit cell growth.
Growth factors may act to stimulate growth
in adjacent cells in a paracrine manner.
Interaction of ligand and receptor in the
cytoplasm of the cell may result in the
formation of an internal autocrine loop.

Autocrine growth factors have been
implicated in the stimulation of SCLC cell
growth. The majority of SCLC cell lines
produce bombesin. This 14–amino acid
peptide is identical to a carboxyterminal
heptapeptide sequence of a mammalian
analogue, gastrin-releasing peptide. SCLC
cell lines express a single class of high-
affinity, saturable binding receptors for
bombesin. Bombesin is also a potent
stimulator of clonal growth for human
NSCLC. Bombesin receptors have not
been demonstrated on NSCLC. Oncogene
products related to growth factor receptors
of the tyrosine kinase family are implicated
in retrovirally induced neoplasia. For
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example, v-erb B, the transforming gene
of avian erythroblastosis virus, codes for
a truncated version of the epidermal
growth factor receptor (EGFR). Activation
of the overexpressed normal receptor gene
appears to be sufficient for transformation
of NIH 3T3 cells. NSCLC cells express
high levels of functional EGFR. This is an
uncommon finding for SCLC. NSCLC cells
also show amplification of the EGFR gene.
This suggests that growth factors and their
receptors may play an important role in the
development and/or maintenance of the
malignant phenotype. In contrast to SCLC,
autocrine growth control mechanisms
have not been clearly defined for NSCLC.
Studies have suggested that insulin-like
growth factor I (IGF-I) may participate in
autocrine growth stimulation.

3.1
c-erb B-2

c-erb B-2 is a member of the EGFR fam-
ily, which comprises three genes with a
receptor-like structure: an external Iigand
binding domain, a transmembrane do-
main, and a cytoplasmic tyrosine kinase
domain. The neu/c-erb B-2 oncogene was
first identified in an ethylnitrosourea-
induced rat neuroblastoma. The rat onco-
gene is activated by a point mutation, but
the mechanism in human cells appears to
be overexpression. The gene has homology
to the EGFR gene, and the gene product
(185 kDa) is a tyrosine kinase. The struc-
ture of this protein is receptor-like and
several ligands have been identified. The
erb 13-2 gene is activated in NSCLC. In
one study, amplification of the c-erb B-2
occurred in only 10% of 60 paired samples
of NSCLC and normal lung. However, ade-
nocarcinomas showed high mRNA levels
of c-erb B-2. In contrast, SCLC cells did
not express c-erb B-2. A study of freshly

excised surgical specimens confirmed and
extended these findings. NSCLC speci-
mens showed high levels of c-erb B-2 RNA
expression in 6 of 16 samples compared
to paired normal lung samples. Increased
expression occurred in both early and
advanced stages. Fresh SCLC showed
minimal or no expression. In a study
using immunohistochemical techniques,
expression of the c-erb B-2 gene product,
p185, occurred at higher levels in the tu-
mor than in bronchiolar epithelium. The
investigators found that c-erb B-2 expres-
sion in adenocarcinomas is independently
correlated with diminished survival.

3.2
TGF-α

Transforming growth factor type alpha
(TGF-α) is a single polypeptide of 50 amino
acids that is derived from a 160–amino
acid transmembrane precursor by pro-
teolytic cleavage. TGF-α is structurally
and functionally related to the epidermal
growth factor (EGF) and it binds to the
EGFR. TGF-α alone does not transform
normal rat kidney (NRK) cells. Anchorage-
independent growth is seen when TGF-α
and TGF-β are added together. TGF-α
is a candidate autocrine growth factor
for NSCLC. Earlier studies indicated that
medium conditioned from A549 lung car-
cinoma cells can promote the growth of
human NSCLC cells in culture. This con-
ditioned medium is known to contain
TGF-α, and exogenous TGF-α added to
cultures increased colony formation.

It appears that it is not necessary for
TGF-α to be cleaved from its conserved
integral membrane glycoprotein to have
biologic activity. When baby hamster kid-
ney (BHK) cells were transfected with
an expression vector containing altered
sequences, the cells did not secrete TGF-α
but expressed the pro-TGF-α on the cell
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surface. The membrane-bound pro-TGF-α
bound to EGFR on A431 cells and induced
receptor autophosphorylation. Solubilized
pro-TGF-α induced tyrosine autophos-
phorylation of EGFR in intact receptor-
expressing cells and stimulated anchorage-
independent growth of NRK fibroblasts.
Thus, both pro-TGF-α and TGF-α could
function as autocrine growth factors. Pos-
sibilities include interaction of pro-TGF-α
with a cytoplasmic form of the EGFR as
well as with EGFR expressed on adjacent
cells.

The presence of EGFR on lung cancer
cells suggests that an autocrine/paracrine
growth mechanism may be operative. This
possibility was investigated in vitro with
cloned NSCLC cell lines. None of the cell
lines expressed EGF by Northern analy-
sis. All cell lines expressed TGF-α mRNA.
TGF-α binds to the EGFR and therefore
the investigators studied the biologic re-
sponse to and production of TGF-α by
these cell lines. Each cell line expressed
EGFR by [I125]EGF competitive binding
and Scatchard analysis and by phospho-
rylation. The receptors were functionally
active as determined in immune-complex
kinase assays. The cloned NSCLC cell lines
H322a, H226b, H596b, and H460a showed
stimulated uptake of tritiated thymidine
in response to both TGF-α and EGF. Ex-
ogenously added TGF-α increased colony
formation in soft agar for three of the four
cell lines in media containing serum. All
cell lines expressed some TGF-α mRNA,
although to differing degrees. Cell lysates
and spent media competed for EGFR bind-
ing with EGF, thus showing production of
TGF-α-like activity.

There was heterogeneity in the mech-
anism of autocrine growth stimulation
among the four cell lines. H322a and
H226b cells were specifically growth-
inhibited by the anti-TGF-α monoclonal

antibody AB-3 at low cell density,
suggesting that the antibody blocks an au-
tocrine growth loop. This inhibition was
dose-dependent and did not occur follow-
ing addition of the isotope identical to
monoclonal antibody MOPC21. However,
the AB-3 antibody did not alter the growth
of H460a and H596b cells even though
these cells express EGFR and secrete
TGF-α. Suramin, which blocks binding
of ligand to receptor in other autocrine
systems, inhibited the growth of both cell
lines. Addition of TGF-α specifically re-
versed inhibition by suramin. Addition of
platelet-derived growth factor did not re-
verse suramin inhibition. This suggests
that autocrine activation for this cell line
occurred in the intracellular compartment
between unprocessed receptor and un-
secreted ligand. TGF-α appears to be
an important autocrine growth factor for
NSCLC cells of both squamous and ade-
nocarcinoma histologies.

4
Tumor Suppressor Genes

The inactivation of certain genes may con-
tribute to tumor growth. In one scenario,
both copies of the gene must be eliminated
or inactivated to eradicate the growth-
suppressive function of the gene. Because
both copies must be eliminated, the tumor
suppressor gene is called recessive. The
retinoblastoma (Rb) gene supports this
model. Patients with familial predisposi-
tion have a germ line inactivation of one
copy of the Rb gene. The tumor develops
when the wild-type allele is either inacti-
vated or deleted. This model has spawned
multiple studies searching for consistent
chromosomal deletions in human tumors.

One of the earliest and most consis-
tent chromosomal deletions in lung cancer
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occurs in chromosome 3 (p14–p23) for
SCLC. Cytogenetic studies of fresh tumors
confirmed observations on cell lines. Al-
lelic loss in this region was documented
with polymorphic DNA probes and oc-
curred at a high frequency. Loss of het-
erozygosity for alleles on chromosomes 3,
11, 13, and 17 occurs in NSCLC as well. The
high frequency of chromosomal deletions
for both SCLC and NSCLC has suggested
that loss of specific gene function may be
a critical step in the development of lung
cancer. Two candidate suppressor genes
are the nuclear oncogenes p53 and Rb.

Loss of heterozygosity on chromosome
13q suggests that the Rb locus, located
at I3q14, may be deleted. Studies show
that up to 60% of SCLC and 75% of
carcinoid cell lines do not express Rb
mRNA. However, 90% of NSCLC cell lines
expressed Rb.

The p53 gene encodes a 375–amino
acid phosphoprotein that can form com-
plexes with viral proteins such as large
T-antigen and E 113. Missense mutations
are common for the p53 gene and are
essential for the transforming ability of
the oncogene. The mechanism of p53
transformation is controversial. The p53
gene appears multifunctional, with major
domains that can transactivate, bind pro-
teins, bind sequence-specific DNA, and
oligomerize with p53. Abnormalities in
one or more of these functions could
contribute to abrogation of the tumor
suppressor function of p53. Certain mu-
tations also have a dominant transforming
capability. The wild-type p53 gene may
suppress genes that contribute to uncon-
trolled cell growth and proliferation or
activate genes that suppress uncontrolled
cell growth. Thus, absence or inactivation
of wild-type p53 may contribute to transfor-
mation. However, some studies indicate
that the presence of the mutant p53 may be

necessary for full expression of the trans-
forming potential of the gene.

Mutations of p53 are common in a
wide spectrum of tumors. These muta-
tions occur in both NSCLC and SCLC
cell lines and fresh tumors. The precise
role of these mutations in oncogenesis
and the mechanisms involved are subjects
of active investigation. Mutations in p53
positively correlate with lifetime cigarette
consumption. Radon exposure, which in-
creases lung cancer risk, is also associated
with p53 mutations, although the mu-
tation types differ from those seen in
tobacco-associated lung cancer. Insertion
of a wild-type p53 in lung cancer cell lines
with a mutant or deleted p53 can suppress
their growth, even though the cells have
multiple genetic lesions. The p53 protein
may be overexpressed in lung cancer cells,
although this effect is not always associated
with the presence of a mutant p53 gene.
However, overexpression of the p53 pro-
tein has correlated positively with a poor
prognosis. Deletions in 171, p53 muta-
tions, and 3p deletions have been detected
in preneoplastic lesions of the lung such
as severe dysplasia. Mutations in p53 and
ras appear to be independent events.

A common theme with many of the
genetic lesions occurring in cancers is their
relationship to regulation of progression
through the cell cycle. Premature entry
of cells into the next phase of the cell
cycle may prevent completion of important
molecular events such as DNA repair and
may lead to genetic instability. The cell
cycle may pause at both the G1 and G
checkpoints. Phosphorylation of the Rb
protein will release the transcription factor
E2F and mediate transition across the G1
checkpoint. Inactivation of Rb by mutation
or deletion could therefore cause a state of
activation. A gene encoding an inhibitor
(called variously p21, WAF-1, Cip1, or
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Sdi1) of the cyclins – the proteins that
mediate cell cycle progression – is one
of the downstream effectors of p53 and
mediates G1 arrest. Another inhibitor of
the cyclin system is p16. This gene is
frequently inactivated in many cancers
including lung cancer.

Tumor suppressor genes that less fre-
quently inactivate in lung cancers include
PTEN, hOGG1 (DNA repair), and BAP1
(ubiquitination). The primary mechanism
of inactivation of expression of the major-
ity of tumor suppressor genes identified
to date is promoter hypermethylation.
Frequent inactivation of expression by pro-
moter methylation has been observed for
APC, CDH13, RARβ, FHIT, RASSF1A,
TIMP3, p16, MGMT, and DAPK. Methy-
lated DNA sequences can also be detected
in the bronchial epithelium from smokers
without lung cancer.

5
Premalignancy and Second Primary Cancers

Many of these molecular alterations have
been identified in lung epithelium of
current and former smokers without
lung cancer. Such changes are almost
never found in true lifetime nonsmokers
(less than 100 cigarettes smoked in
a lifetime). Many of these molecular
lesions are clonal. Such clonal changes
can persist for decades after smoking
cessation, suggesting a proliferation in
cell population. 3p allele loss at several
3p sites appears to be the earliest change
followed by 9p (p16 locus), which can
be identified in histologically appearing
normal epithelium in smokers.

Patients who have had a primary ep-
ithelial cancer of the upper aerodigestive
tract (head and neck, esophagus, and
lungs) have a higher risk of developing

a simultaneous or subsequent second pri-
mary cancer. It is hypothesized that the
epithelial surface of the upper aerodiges-
tive tract may share a common carcinogen
exposure and increased risk of cancer
development. It is thought that epithe-
lial cancers can arise independently as
separate primary cancers following pro-
longed carcinogen exposure. This effect
is called field cancerization. Such field ef-
fects have also been proposed for breast
and colorectal cancers. This hypothesis
is testable in that it predicts that if a
common carcinogen is involved, second
primary cancers will arise from similar
but independent events.

To be informative, a molecular marker
for determining the independent origin of
cancers must have several characteristics.
The marker should be associated with the
development of the cancer. Alterations in
the marker such as mutations should oc-
cur early in the development of the cancer.
Finally, these mutations should be clonally
preserved. The p53 gene fulfills these cri-
teria for the three most common primary
and second primary cancers of the aerodi-
gestive tract: head and neck, lung, and
esophagus. Many studies have shown that
inactivation of the p53 gene by mutation or
deletion results in cell transformation. Mu-
tations in the p53 gene occur early in the de-
velopment of upper aerodigestive tract can-
cers and are detected frequently in fresh
tumor specimens. Mutations in the p53
gene occur in premalignant lesions from
aerodigestive tract cancers. Mutations of
the p53 gene have been frequently detected
in early-stage cancers of the head and neck,
as well as the lung and esophagus, and the
incidence of these mutations does not in-
crease with advancing stage of disease, as
would be expected if p53 mutations were
associated with cancer progression. Muta-
tions of the p53 gene show clonal fidelity
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for recurrent cancers and metastases. Dif-
ferences in p53 mutations between the pri-
mary cancer and second primary cancers
would provide evidence of independent
origin for these multifocal tumors.

Thirty-one patients with primary cancers
of the head and neck and associated second
primary cancers were studied by single-
strand conformation polymorphism anal-
ysis and DNA sequencing. The overall
frequencies of p53 mutations among pri-
mary tumors and second primary cancers
were 42% (13/31) and 37%(13/35) respec-
tively. Mutations were found in 19 of 52
head and neck squamous cell carcinomas
(36%), in 4 of 7 squamous cell carcinomas
of the lung (57%), in 2 of 5 adenocarcino-
mas of the lung, and in 1 of 2 squamous
cell carcinomas of the esophagus. Twelve
samples had p53 mutations on exon 5,
nine on exon 7, and one on exon 8. Six
samples had mutations in more than one
exon. Twenty-one of 31 patients (68%) had
p53 mutations in one or more specimens.
In all 21 cases, the genetic lesions were dis-
cordant, such that the presence or location
of the mutations differed from those of
the second and third primary cancers. In
the five patients with p53 mutations in the
initial primary cancer and second primary
cancer, the mutations occurred in differ-
ent regions of the p53 gene. In the other
16 patients, a p53 mutation was found in
one primary tumor but not in the other.
In eight of these cases, a mutation was
found in the first primary but not the sub-
sequent primary cancer, and in the other
eight cases, a p53 mutation was not de-
tected in the initial primary cancer but was
detected in subsequent primary cancers.

The discordant p53 mutations in sec-
ond primary cancers arising in patients
with primary epithelial cancer of the up-
per aerodigestive tract suggest that these
cancers arise as independent events. These

observations provide the first indication of
a molecular basis for field cancerization
effects in cancers of the upper aerodiges-
tive tract.

6
Conclusions and Future Prospects

Elimination of tobacco consumption is the
most effective way to prevent lung can-
cer. However, this goal remains elusive.
Even if it is achieved, lung cancer will de-
velop well into the twenty-first century in
a large number of persons with long ex-
posure histories. Thus, early detection and
new therapeutic options are needed to im-
prove the dismal survival for lung cancer.
Progress in defining the molecular events
involved in the genesis of lung cancer cells
has been rapid over the last five years.
Potential benefits for patients may be sub-
stantial. Identification of persons at high
risk for development of lung cancer based
on molecular profiles may enable cost-
effective implementation of prevention
and early detection programs. Conven-
tional therapy has emphasized killing of
the last cancer cell by surgical excision or
destruction by radiation or chemotherapy.
Alteration of oncogene expression by re-
combinant gene constructs may result in
reversal of the transformed phenotype.

Successful therapy and prevention in-
terventions that reverse genetic lesions
may be possible. Genetic constructs could
specifically inhibit expression of mutant
proteins by dominant oncogenes and could
replace the function of deleted or mutated
tumor suppressor genes if they could be
delivered with high efficiency to tumor
cells in vivo. Viral vectors have the potential
for this. The aerodigestive tract is suited to
this approach because high concentrations
of these relatively nontoxic agents could
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be achieved with local installation, thus
avoiding the dilutive effects of intravenous
injection. If these agents are efficacious,
their lack of toxicity may provide a suffi-
ciently high therapeutic index, permitting
their use as an adjuvant to surgery to treat
patients with earlier stages of cancer, or
as preventive therapy for individuals with
documented genetic abnormalities in pre-
malignant lesions.

See also Genetics, Molecular Basis
of; Medicinal Chemistry.
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Aneuploidy
The presence of an extra or missing chromosome (or chromosomes) in a cell or an
organism. Any condition in which the chromosomes are not all present in
equal number.

Attenuation
A mechanism by which gene expression in prokaryotes is regulated by the premature
termination of transcription.

Autosomal Inheritance
The pattern of inheritance observed for genes located on chromosomes other than the
sex chromosomes (chromosomes carrying sex-determining genes).

CentiMorgan (cM)
The measure of the distance between markers on genetic maps based on the average
number of crossover events that occur during meiosis. A distance of 1 cM indicates
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that 1 recombinant chromosome is present among every 100 chromosomes produced
during meiosis.

Codon
The unit of three contiguous nucleotides in mRNA specifying the incorporation of one
amino acid in the polypeptide produced by translating that mRNA on the
polyribosomes.

Complementation Test
The introduction of two recessive mutations into the same cell but on different
chromosomes (a trans heterozygote) to determine whether the mutations are both in
the same gene or are in two different genes. If the mutations are both in the same
gene, the m1+/+m2 heterozygote will exhibit a mutant phenotype, whereas if they are
in two different genes, the trans heterozygote will exhibit the wild-type phenotype.

Crossing-over
A recombination process through which new combinations of genes on specific
chromosomes are produced by the breakage and reunion of their DNA molecules.

Dominance
The control of the phenotype of an organism by one allele of a gene correlated with the
exclusion of any effect of the other allele.

Epistasis
The interaction of nonalleles. Any condition in which an allele of one gene masks the
expression of one or more alleles of a different gene (a nonallele).

Exon
A nucleotide sequence of a gene that corresponds to a sequence that is present in the
final processed RNA product of the gene.

Frameshift Mutation
A mutation that alters the codon reading frame of a gene, by either inserting or
deleting one or more nucleotide pairs in multiples other than three.

Gain-of-function Mutation
A mutation that produces a gene product with a new function.

Genetic Map
A diagram of a chromosome with distances between markers based on recombination
frequencies (centiMorgans).

Heritability
The proportion of the total phenotypic variability present for a trait that results from
genetic factors rather than environmental effects.
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Independent Assortment
During meiosis, each pair of homologous chromosomes lines up at the metaphase
plate independently of every other pair. As a result, the alleles of a gene on one
chromosome segregate independently of the alleles of a gene on any
nonhomologous chromosome.

Intron
A sequence of nucleotide pairs in a gene that is not present in the mature RNA because
it is excised from the primary transcript during processing.

Loss-of-function Mutation
A mutation that impairs or abolishes the expression of a gene or renders its product
less active or nonfunctional.

Meiosis
The process by which the chromosome number in reproductive cells is reduced to half
the number present in other (somatic) cells of the body. Chromosomes duplicate once
and cells duplicate twice to produce haploid gametes.

Mitosis
The separation of the daughter chromatids produced by chromosome replication and
the division of the cytoplasm to produce two identical progeny cells.

Mutation
A heritable change in the structure of the genetic material of an organism. When used
in the broad sense, mutations include both ‘‘point mutations,’’ involving changes in
the structure of individual genes, and gross changes in chromosome structure
(chromosome aberrations). In the narrow sense, mutations include only ‘‘point
mutations.’’ The term mutation is used to refer to (1) the process by which the change
occurs and (2) the result of the process, the alteration in the gene or genetic material.

Nondisjunction
The failure of homologous chromosomes or sister chromatids to separate or disjoin
from each other during meiosis or mitosis.

Polyploidy
The presence of three or more copies of each chromosome in a cell or an organism.

Recombination
The generation of new combinations of genes in progeny, which were not present
together in either of the parents, either (1) by independent assortment of
nonhomologous chromosomes during meiosis or (2) by crossing-over (breakage and
exchange of parts) of homologous chromosomes during meiosis or mitosis.
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Segregation
The separation of the maternal and paternal chromosomes, and thus the alleles of
genes in heterozygotes, from each other during the reductional division of meiosis.

Sex-linked Inheritance
A pattern of inheritance that occurs when the gene controlling a trait is located on a
chromosome carrying genes that determine the sex phenotype of the organism.

Suppressor Mutation
A mutation that partially or completely eliminates the phenotypic effect of
another mutation.

Transition
A mutation resulting from the replacement of one purine with the other purine and/or
one pyrimidine with the other pyrimidine.

Transposable Genetic Element
A DNA unit that can move from one location in a genome to another location or even
to a different genome.

Transversion
A mutation resulting from the replacement of a purine with a pyrimidine and/or a
pyrimidine with a purine.

� The phenotype of a living organism is controlled by its genotype, the summation of
its genetic information, acting within the constraints imposed by the environment
in which the organism exists. Much of the genetic material of an organism is
organized into basic functional units called genes, which specify RNA and/or
protein products. Some genes encode one primary gene product, either an RNA
molecule or polypeptide. Other genes produce two or more related polypeptides by
RNA editing, differential transcript splicing, or the assembly of genes from gene
segments during development. The genetic information of all living organisms,
whether viruses, bacteria, corn plants, or humans, is stored in the sequence of bases
(purines and pyrimidines) or base pairs in the deoxyribonucleic acid (DNA) present
in their chromosomes. In some viruses, the genetic information is stored in the
sequence of bases in ribonucleic acid (RNA). The genetic information is encoded
using a four-letter alphabet: the four bases adenine (A), guanine (G), cytosine (C),
and thymine (T). In RNA, uracil (U) replaces the thymine present in DNA. In the
double-stranded DNA present in most cellular organisms, adenine and thymine
form one base pair (A:T) and guanine and cytosine form a second base pair (G:C).

The genetic material of an organism must carry out three essential functions:
(1) the genotypic function, transmission of the genetic information from generation
to generation; (2) the phenotypic function, directing the growth and development of
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the offspring into mature, reproductive adults; and (3) the evolutionary function,
mutation, allowing organisms to evolve in response to changes in the environment.
Mutation produces new genetic variability, which provides the raw material for
evolution. Recombination of genetic material occurs by the independent assortment
of nonhomologous chromosomes and by crossing-over between homologous
chromosomes. This recombination provides new combinations of genes and thus
new phenotypes on which natural selection acts during the process of evolution.

1
Genetic Information

The genetic information of living organ-
isms is stored in large macromoleules
called nucleic acids. These nucleic acids
are of two types: DNA contains the sugar
2′-deoxyribose and RNA contains the sugar
ribose. In all eukaryotic organisms, the ge-
netic information is stored in giant DNA
molecules located in one to many chro-
mosomes, the number depending on the
species. In some viruses that contain no
DNA, the genetic information is stored
in RNA.

1.1
Four-letter Alphabet

The genetic information is stored in
nucleic acids using a four-letter alphabet:
the four bases adenine (A), guanine (G),
cytosine (C), and thymine (T) in DNA or
uracil (U) in RNA. In DNA, which has
a double-stranded structure in cellular
organisms, the bases are present in pairs:
A with T and G with C (Fig. 1). Although a
four-letter alphabet may seem too simple
to store enough information to produce
the vast phenotypic variability observed in
living organisms, recall that the Morse
code is based on just two symbols – dots
and dashes. Moreover, computers perform
their amazing feats using a binary code

composed of 0s and 1s. Even with just
four letters, a vast amount of genetic
information can be stored in the large
nucleic acids present in living cells.
Consider, for example, that one complete
copy of the human genome (all the
genetic information in one complete set
of human chromosomes) contains three-
billion (3 × 109) base pairs of DNA. Since
the number of different sequences of 4
letters used n at a time is 4n, one can see
that the human genome has the capacity to
store a huge amount of information with
n = 3 × 109.

1.2
The Gene, the Basic Unit of Function

The basic functional unit of genetic infor-
mation is the gene, defined operationally by
the complementation test and most com-
monly specifying the amino acid sequence
of one polypeptide chain or the nucleotide
sequence of one RNA molecule. Different
forms of a given gene are called alleles.
The wild-type alleles of a gene are those
that exist at relatively high frequencies in
natural populations and yield wild-type
or ‘‘normal’’ phenotypes; they are usu-
ally symbolized by a + or a symbol with
a + superscript (e.g. w+ for the allele that
yields wild-type red eyes in fruit flies). Al-
leles of a gene that result in abnormal
or non-wild-type phenotypes are called
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Fig. 1 Two-dimensional view
of a segment of
double-stranded DNA showing
the four base pairs used to store
genetic information. A : T

G : C

T : A
C : G
T : A

G : C

3′ 5′

DNA double helix

T : A

C : G

A : T

5′

DNA strand 1 DNA strand 2

A : T base pair

3′

C : G

G : C base pair

T : A base pair

C : G base pair

mutant alleles. They are usually symbol-
ized by one to three letters written in italics
(e.g. w and wap for the alleles that cause
white and apricot eye color respectively
in fruit flies). Many eukaryotes such as
corn plants, fruit flies, and humans contain
two copies of their genome in most cells,
two copies of each of their chromosomes;
such eukaryotes are called diploids. Thus,
diploid organisms may contain two differ-
ent alleles of any given gene, in which case
they are heterozygous (e.g. w/w+, wap/w+,
w/wap) or two identical copies of a given
gene, in which case they are homozygous
(e.g. w+/w+, w/w, wap/wap). A wap/w+ het-
erozygous fruit fly has wild-type red eyes.
The w+ allele is expressed in this heterozy-
gous fly; w+ is thus called the dominant
allele. The wap allele is not expressed in
this heterozygous fly; it is said to be reces-
sive because its effect on the phenotype is
masked by the w+ allele.

The complementation test is performed
by producing cells or organisms that
contain two recessive mutant genes located
on two different chromosomes, that is,
trans heterozygotes, and by determining
whether these cells or organisms have
mutant or wild-type phenotypes. If the

two mutant genes are allelic, that is, the
defects or mutations are in the same gene,
the trans heterozygote will have a mutant
phenotype. If the two mutant genes are
not allelic, that is, the mutations are in
two different genes, the trans heterozygote
will have the wild-type phenotype. The
rationale behind the complementation test
is illustrated in Fig. 2.

1.3
Genes are Located on Chromosomes

One of the important discoveries in
biology was that the genetic information of
organisms is present in structures called
chromosomes, because the transmission
of these organelles could be followed
during cell division and reproduction. This
research culminated in the ‘‘Chromosome
Theory of Inheritance,’’ which is the core of
modern genetics. The DNA molecules that
carry the genetic information are packaged
into chromosomes with the aid of proteins
and RNA molecules. In a eukaryotic
cell, the chromosomes are present in a
membrane-bounded compartment called
the nucleus. The prokaryotic equivalent
is the nucleoid, which is not surrounded
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Homologous chromosome copy 1

Homologous chromosome copy 2

(a) Two mutations in the same gene.

No active w + gene product

Gene 1

Gene 1

Mutation w

Mutation

Mutant apricot-
colored eyes

wap

Homologous chromosome copy 1

Homologous chromosome copy 2

(b) Two mutations in two different genes.

Active
v + gene product

Active
w + gene product

Gene 1 Gene 2

Gene 1 Gene 2

Mutation wap

Mutation

Wild-type red-
colored eyes

v+

+
^

^

Fig. 2 Illustration of the complementation test used to operationally define the gene, the
basic unit of function of genetic material. The operation is to place the two recessive
mutations in question in the same cell or cells of a multicellular organism on two separate
chromosomes, that is, to construct a trans heterozygote, and to determine whether this cell
or organism has a mutant or a wild-type phenotype. If the phenotype is mutant, the two
mutations are in the same gene; this is illustrated for the w (white eyes) and wap (apricot
eyes) mutations of Drosophila in (a). If the phenotype of the trans heterozygote is wild type,
the two mutations are in two different genes and the two mutations are said to complement
each other. Complementation between the wap and v (vermilion eye color) mutations of
Drosophila is illustrated in (b); note that active (wild-type) products of both genes (w+ and
v+) are present in the trans heterozygote shown in (b) – thus, the wild-type phenotype.

by a membrane. An important function
of the chromosomes is to ensure the
proper distribution of the genetic material
to daughter cells during cell division.

Each chromosome contains a single
large DNA molecule packaged in a ma-
trix of RNA and protein. The DNA is
highly compacted by coiling and super-
coiling. If the DNA in a single human
chromosome were uncoiled so that it

was a perfectly linear molecule, it would
measure between 2.5 and 8.5 cm in
length. During cell division, this DNA
molecule is present in a chromosome
that is only about 0.5 µm in diameter
and 3 to 10 µm in length. Eukaryotic
chromosomes have several distinct struc-
tural features that are visible under the
light microscope (Fig. 3). After replica-
tion, each chromosome is composed of
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Fig. 3 The structure of a highly
condensed replicated eukaryotic
chromosome. (Reproduced from
Snustad, D.P., Simmons, M.J., Principles
of Genetics, 3rd edition, Copyright 
2003 by John Wiley & Sons, Inc.,
Hoboken, NJ, USA. This material is used
by permission of John Wiley &
Sons, Inc.)

Telomere

Centromere
(primary constriction)

Kinetochore

Sister chromatids

DNA

two sister chromatids joined together at
a constriction called the centromere The
kinetochore, a protein structure present
in each centromere, plays an impor-
tant role in the separation of daughter
chromosomes during cell division. The
position of the centromere varies from
the middle to the end of the chromo-
some. The ends of the chromosomes
are called telomeres; they contain unique
molecular structures that enhance chro-
mosome stability.

1.4
Autosomal and Sex-linked Inheritance

In many eukaryotes, sex phenotype is
controlled by key regulatory genes that
are present on chromosomes that are
not present as morphologically identical
or nearly identical pairs of homologous
chromosomes. In humans, for exam-
ple, an important male-determining gene,
SRY (for sex-determining region of the
Y), which encodes the testis-determining
factor (TDF), is located on a small chro-
mosome called the Y chromosome. This
chromosome is normally present only in

males (there are rare exceptions). Dur-
ing reproductive divisions, it pairs with
a much larger chromosome called the X
chromosome, which is present in two copies
in females. The X and Y chromosomes
share common terminal regions, allow-
ing them to pair during meiosis. This
chromosomal mechanism of sex determi-
nation is called the XX-XY mechanism.
It occurs in humans and other mam-
mals, the fruit fly Drosophila melanogaster,
and a number of other species. In some
species, the Y chromosome is com-
pletely absent and males have one less
chromosome than females (the XX-XO
mechanism of sex determination). The
X and Y chromosomes are referred to
as sex chromosomes, and all the other
chromosomes (present in morphologically
identical pairs) are called autosomes. Hu-
mans, for example, contain the 2 sex
chromosomes and 44 autosomes (22 ho-
mologous pairs).

The human Y chromosome plays a
major role in sex determination; however,
it is small and contains very few genes
that affect other traits. In contrast, the
X chromosome is large and contains
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a large number of important genes.
The absence of an X chromosome is
lethal in humans. Given that females
contain two X chromosomes and males
contain one X and one Y, whereas both

females and males contain two copies of
each autosome, traits controlled by genes
located on sex chromosomes will exhibit
different patterns of inheritance than
traits controlled by genes on autosomes

Male gametes

Female gametes

Pigmented

a + a

Female gametes

g + g

a + a +

Pigmented

a + a

Autosomal
chromosome

a

a +

a +

a +

a

a

Pigmented

a + a

Albino

a a

I. Autosomal inheritance: albinism in humans.

II. X-linked inheritance: green color blindness in humans.

3 normally
pigmented:
1 albino
for both
females
and males

Male gametes

Normal vision

g + g +

Normal vision

g + g

g +

g +

g +

g

Normal vision

g +

Color blind

g

All females
have normal
vision

Half the males
have normal
vision; half
are green
color blind

X chromosome

Y chromosome

Fig. 4 Autosomal versus sex-linked (X-linked) inheritance. (a) Autosomal
inheritance: the expected results are shown for a mating between two individuals
who are both heterozygous for a recessive allele causing albinism. (b) X-linked
inheritance: the predicted results are shown for a mating between a woman who is
heterozygous for a recessive allele causing green color blindness and a male with
normal vision.
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(Fig. 4). In humans, albinism is caused
by a recessive mutation in any of several
autosomal genes, whereas green color
blindness is caused by a recessive mutant
allele of a gene on the X chromosome.

Note that the X chromosome of a
male is always passed to his daughters,
because the offspring would be male if it
received a Y chromosome. Given that the
X chromosome contains many essential
genes, a son has to get an X chromosome
from his mother. Because a male has
only one X chromosome, recessive traits
such as color blindness and hemophilia
are expressed much more frequently in
males. Males are hemizygous (‘‘half that
of a zygote’’) for X-linked genes; if a
recessive X-linked allele is present, it
will be expressed. Females contain two
X chromosomes; they will have to be
homozygous for a recessive X-linked allele
to express the trait. Thus, if an X-linked
recessive allele is present in a population
with a frequency of q, and if there is
random mating in the population with
respect to this trait, the recessive trait will
occur with a frequency of q in males and
a frequency of q2 in females. To express
the trait, females will have to obtain one
X chromosome carrying the mutant allele
from the mother via the egg and a second
X chromosome carrying the mutant allele
from the father through the sperm.
These are independent events, and the
probability that two independent events
will both occur is equal to the product
of the probabilities of the individual
events (q × q = q2). Thus, it is easy to see
why males express X-linked traits more
frequently than females. In contrast, traits
controlled by genes located on autosomes
are usually expressed with equal frequency
in the two sexes.

Females who receive a recessive X-
linked mutant allele from their father often

do not express it because they receive
the wild-type allele from their mother.
However, they will transmit the mutant
allele to half of their hemizygous sons, who
will express the trait. These heterozygous
women are referred to as ‘‘carriers’’ of the
trait; they carry the mutation, but do not
show any effect of its presence.

Females have two copies of every gene
on the X chromosome; males have only
one. In humans and other mammals, this
difference in gene dosage is corrected by
inactivating one of the two X chromosomes
in each cell in females. This inactivation
occurs at random, so half of a woman’s
cells express her maternal X chromosome
and the other half express her paternal
X chromosome. Women are, therefore,
mosaics for the expression of genes on
their X chromosomes. The inactivation
occurs early during development and
results in a highly condensed chromosome
that is visible under the light microscope
as a densely staining ‘‘Barr body.’’ The
inactivated X chromosome undergoes
reactivation during oogenesis so that all
eggs contain active X chromosomes.

Sex is determined by many different
mechanisms in other species. In birds,
males contain two identical sex chromo-
somes and females contain two distinct
sex chromosomes. In ants, bees, wasps,
and other Hymenoptera, males have only
one copy of each chromosome, whereas
females carry two copies. Males are ‘‘hap-
loid’’; they develop from unfertilized eggs.
Females are diploid, developing from
fertilized eggs as in most other eukary-
otes. In still other species, special sex
chromosomes are not present, and envi-
ronmental factors play key roles in sex
determination. Thus, when considering
sex-linked inheritance, one must not ex-
trapolate from humans and fruit flies to
other species.
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1.5
Mendelian versus Quantitative Traits

Mendel studied pea plants that differed
in specific phenotypic characteristics such
as red flowers versus white flowers, tall
versus dwarf, round seeds versus wrin-
kled seeds, and so on. As a result, he was
able to classify the progeny of his crosses
into distinct phenotypic classes and cal-
culate the frequency of each class. Such
traits are now referred to as Mendelian
traits, because they yield the predicted
monohybrid, dihybrid, and so on, seg-
regation ratios in genetic crosses. Many
other traits show continuous variation
such that the progeny of crosses cannot
be placed into discreet phenotypic classes.
In humans, height and weight exhibit
continuous variation from the shortest or
smallest individual to the tallest or heav-
iest individual. The inheritance of such
traits must be studied using quantitative
measurements; therefore, the traits are
commonly called quantitative traits. The
genes that control quantitative traits are
no different than the genes that control
Mendelian traits. The difference is that
quantitative traits are influenced by a large
number of genes; they are multifacto-
rial, being influenced by many factors,
both genetic and environmental. Geneti-
cists have developed statistical tools that
can be used to estimate the number of
genes affecting a trait, the proportion of
the phenotypic variability that is genetic
(caused by genes), and the proportion
that is environmental (due to environ-
mental factors). For a given trait, the
proportion of the total phenotypic vari-
ability that is caused by genetic factors is
the trait’s heritability. Estimates of heri-
tability for traits such as yield in grains
and growth rate in domestic livestock
have played an important role in the

enhanced agricultural productivity real-
ized in developed countries of the world
during the last half century.

1.6
Genomics: Analyses of Entire Genomes

The science of genetics began with
Mendel’s monohybrid, dihybrid, and
trihybrid crosses in garden peas at the
monastery in Brünn (now Brno in the
Czech Republic). Most of the early stud-
ies focused on the effects of one or a
few genes. As the science matured, slot-
blot and dot-blot hybridization technology
allowed geneticists to simultaneously ex-
amine the expression of many genes.
These blot hybridization procedures cul-
minated in the development of microarray
technologies that facilitated studies of hun-
dreds to thousands of genes at once.
Then, in 1995, the complete nucleotide se-
quence of the genome of the bacterium
Haemophilus influenzae was published.
The nucleotide sequences of many other
bacteria were subsequently reported, along
with the sequence of the genome of the
yeast Saccharomyces cerevisiae. The nearly
complete sequences of several model sys-
tems – the worm Caenorhabditis elegans,
the fruit fly D. melanogaster, and the plant
Arabidopsis thaliana – followed. Then, in
early 2001, two drafts of the sequence
of the human genome were published,
followed in 2002 by drafts of the se-
quences of the genomes of two subspecies
of rice.

Sophisticated computer programs were
developed that allowed scientists to scan
these sequences and identify open read-
ing frames (ORFs), sequences with no
‘‘stop’’ signals that would prevent the
synthesis of a protein product in at
least one of the three reading frames.
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These tools could be used to predict the
presence and location of all the genes
in a genome with reasonable accuracy.
Gene-specific hybridization probes were
then synthesized on the basis of the gene
sequences and were used to prepare whole-
genome microarrays. New technologies
were used to array thousands of oligonu-
cleotide hybridization probes on silicon
wafers only a few square centimeters in
size. These microarrays, commonly called
‘‘gene chips,’’ allow geneticists to simul-
taneously study the expression of all the
genes in an organism. All these devel-
opments led to a new subdiscipline of
genetics – genomics – focused on the struc-
ture and function of entire genomes.

2
DNA Replication: The Genotypic Function

The genetic information of an organism
must be transmitted from cell to cell
during development and from generation
to generation during reproduction. This
transfer of genes from parents to off-
spring – the genotypic function – occurs by
the accurate replication of DNA, that is,
by the production of two progeny DNA
molecules that are identical to the parental
DNA molecule.

2.1
Semiconservative Replication

When Watson and Crick worked out the
double-helix structure of DNA in 1953,
they recognized that the complementary
nature of the two strands – A paired with
T and G paired with C – might play an
important role in its replication. If the
two strands of a parental double helix
of DNA separated, the base sequence
of each parental strand could serve as
a template for the synthesis of a new
complementary strand, producing two
identical progeny double helices. This
process is called semiconservative replication
because the parental double helix is half
conserved, each parental single strand
remaining intact (Fig. 5). Meselson and
Stahl documented the semiconservative
replication of DNA in E. coli in 1958.

2.2
Proofreading

DNA replication is amazingly accurate
with only about one error for every bil-
lion bases incorporated. This accuracy is
necessary to keep the mutation load at a
tolerable level, especially in large genomes
such as those of mammals, which con-
tain 3 × 109 nucleotide pairs. On the basis

Fig. 5 Semiconservative DNA
replication. The single strands of the
parental double helix are separated and
each strand serves as a template for the
synthesis of a complementary strand of
DNA. The process results in the
production of two progeny double
helices that are identical to the parental
double helix.
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of the dynamic structures of the four
nucleotides in DNA, the observed fidelity
of DNA replication is much higher than
expected. The thermodynamic changes in
nucleotides that allow the formation of
hydrogen-bonded base pairs other than
A : T and G : C predict error rates of 10−5 to
10−4 or 1 error per 10 000 to 100 000 incor-
porated nucleotides. The predicted error
rate of 10 000 times the observed error rate
raises the question of how this high fidelity
of DNA replication is achieved. The answer
is that a mechanism for proofreading the
nascent DNA chain as it is being synthe-
sized has evolved in living organisms.

DNA proofreading involves scanning the
termini of nascent DNA chains for errors
and correcting them before continuing
chain extension. This process is carried
out by a 3′ → 5′ exonuclease activity that
is built into DNA polymerases. When
a template–primer DNA has a terminal
mismatch (an unpaired or incorrectly

paired base or sequence of bases at the 3′
end of the primer), the 3′ → 5′ exonucle-
ase activity of the DNA polymerase clips
off the unpaired base or bases (Fig. 6).
When an appropriately base-paired termi-
nus is produced, the 5′ → 3′ polymerase
activity of the enzyme begins resynthe-
sis by adding nucleotides to the 3′ end
of the primer strand. In mutant organ-
isms that lack the proofreading activity of
polymerases, the mutation rate is orders
of magnitude higher than that in organ-
isms with normal proofreading activity.
Thus, proofreading is an important com-
ponent of the semiconservative replication
of DNA.

2.3
The Complex Replisome

DNA replication is complex, requiring
the participation of a large number of
proteins, and only a few of the most
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Fig. 6 Proofreading by the 3′ → 5′ exonuclease activity of DNA polymerases during DNA
replication. If DNA polymerase is presented with a template and primer containing a 3′ primer
terminal mismatch (a), the 3′ → 5′ exonuclease activity will cleave off the mismatched terminal
nucleotide (b). Then, given a correctly base-paired primer terminus, DNA polymerase will
catalyze a 5′ → 3′ covalent extension of the primer strand (c). (Reproduced from Snustad, D.P.,
Simmons, M.J., Principles of Genetics, 3rd edition, Copyright  2003 by John Wiley & Sons, Inc.,
Hoboken, NJ, USA. This material is used by permission of John Wiley & Sons, Inc.)
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important features of the process will
be considered here. A nucleic acid chain
has a chemical polarity based on the
phosphodiester bonds that link the 5′ and
3′ carbons of adjacent nucleotides; that is,
each chain will have a 5′ carbon at one
end and a 3′ carbon at the other end. The
complementary strands of a DNA double
helix have opposite chemical polarity,
with one strand 5′ → 3′ and the other
strand 3′ → 5′, moving unidirectionally
along the molecule. Because both nascent
strands are extended as a replication fork
moves along a parental double helix, one
strand is extended at the macromolecular
level in the 5′ → 3′ direction and the
other strand in the 3′ → 5′ direction.
However, DNA polymerases only catalyze
5′ → 3′ synthesis; at the molecular level,
all synthesis is 5′ → 3′.

DNA synthesis is continuous on the
progeny strand that is being extended
in the overall 5′ → 3′ direction but is
discontinuous on the strand growing
in the overall 3′ → 5′ direction (Fig. 7).
Discontinuous replication occurs by the
synthesis of short DNA strands (1000
to 2000 nucleotides long in bacteria
and 100 to 200 nucleotides long in
eukaryotes). The short DNA strands are
called ‘‘Okazaki fragments’’ after the
scientists who discovered them.

The Okazaki fragments are initiated
by short RNA primers synthesized by
DNA primase. The RNA primers are sub-
sequently replaced by DNA sequences
by the combined 5′ → 3′ exonucle-
ase and polymerase activities of a
repair DNA polymerase (DNA poly-
merase I in Escherichia coli), and the
Okazaki fragments are then joined by
DNA ligase.

DNA replication involves many addi-
tional enzymes and other proteins. Repli-
cation requires that the two strands of

a parental DNA molecule be separated
during the synthesis of new complemen-
tary strands. Given that each gyre, or
turn, of DNA is about 10 nucleotide pairs
long, a DNA molecule must be rotated
360◦ once for every 10 replicated base
pairs. In E. coli, DNA replicates at a rate
of about 30 000 nucleotides per minute.
Thus, a replicating DNA molecule must
spin at 3000 revolutions per minute to
facilitate the unwinding of the parental
DNA strands. The unwinding process is
catalyzed by enzymes called DNA heli-
cases. The unwound strands are prevented
from re-pairing by becoming coated with
single-strand DNA-binding proteins (SSB
proteins). The binding of SSB proteins to
single-stranded DNA is cooperative; that is,
the binding of the first SSB monomer stim-
ulates the binding of additional monomers
at contiguous sites on the DNA chain.
Because of the cooperativity of SSB pro-
tein binding, an entire single-stranded
region of DNA is rapidly coated with
SSB protein.

Bacterial chromosomes contain circular
molecules of DNA. With DNA spinning
at 3000 revolutions per minute during un-
winding of the parental strands, a swivel
or axis of rotation is required to pre-
vent tangles of supercoils from forming
ahead of the replication fork. The re-
quired axes of rotation are provided by
enzymes called DNA topoisomerases. The
topoisomerases catalyze transient breaks
in DNA molecules but use covalent link-
ages to themselves to hold on to the cleaved
molecules, allowing subsequent reforma-
tion of the cleaved bonds. The transient
single-strand break produced by the ac-
tivity of topoisomerase I provides an axis
of rotation that allows the segments of
DNA on opposite sides of the break to
spin independently, with the phosphodi-
ester bond in the intact strand serving as
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DNA polymerase III
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Fig. 7 Diagram of a replication fork in E. coli showing the major components
of the replisome (rNMP, ribonucleoside monophosphates). (Reproduced
from Snustad, D.P., Simmons, M.J., Principles of Genetics, 3rd edition,
Copyright  2003 by John Wiley & Sons, Inc., Hoboken, NJ, USA. This
material is used by permission of John Wiley & Sons, Inc.)

a swivel. Thus, during DNA replication,
only a short segment of DNA in front
of the replication fork needs to spin – the
segment up to the closest transient nick by
topoisomerase I. Another E. coli topoiso-
merase called DNA gyrase is also required
for DNA replication. DNA gyrase uses
energy from ATP and introduces and

removes negative (left-handed) supercoils
in DNA.

DNA replication also requires a num-
ber of different proteins that are in-
volved in the initiation or priming of
synthesis at specific origins of repli-
cation. These proteins bind to specific
nucleotide sequences at the origin and
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induce localized strand separation or ‘‘bub-
bles’’ in which the synthesis of nascent
strands begins. All the enzymes and
DNA-binding proteins involved in repli-
cation assemble into a replisome at each
replication fork and act in concert as
the fork moves along the parental DNA
molecule (Fig. 7).

3
Gene Expression: The Phenotypic Function

The genetic information controls the
growth and development of the organism,
be it a virus, a bacterium, a plant, or an
animal. This genetic information must be

expressed accurately – the phenotypic func-
tion – both spatially and temporally to pro-
duce the appropriate three-dimensional
form of the organism. In multicellu-
lar organisms, the genetic information
must control the growth and differenti-
ation of the organism from the single-
celled zygote to the mature adult. To
accomplish this phenotypic function, each
gene of an organism must be expressed
at the proper time and in the proper
cells during development. The initial
steps in the pathways of gene expres-
sion, transcription and translation, are
quite well elucidated; these steps are
illustrated for the expression of the hu-
man β-globin gene in Fig. 8. In contrast,
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steps in the expression of the human gene (HbA
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encoding β-globin: transcription, translation,
and the proteolytic removal of the

amino-terminal methionine residue from the
primary translation product. For simplicity, only
the terminal portions of the coding sequence
and the polypeptide product are shown.
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we are just beginning to understand
morphogenesis at the cell, tissue, and or-
gan levels.

3.1
Colinearity between Gene and Polypeptide

The genetic information is stored in linear
sequences of nucleotide pairs in DNA (or
nucleotides in RNA, in some cases). Tran-
scription and translation convert this ge-
netic information into colinear sequences
of amino acids in polypeptides, which
function as the key intermediaries in the
genetic control of the phenotype. The first
three base pairs of the coding sequence
of a gene specify the first amino acid of
the polypeptide, the next three base pairs
(four to six) specify the second amino acid,
and so on, in a colinear fashion (Fig. 9).
Although the coding regions of most of
the genes in higher eukaryotes are in-
terrupted by noncoding sequences called
introns, their presence does not invalidate
the concept of colinearity. The presence of
introns in genes simply means that there
is no direct correlation in physical dis-
tances between the positions of base-pair
coding triplets in a gene and the positions
of amino acids in the polypeptide speci-
fied by that gene. The coding sequences
and the polypeptides that they encode are
still colinear.

3.2
Transcription

The first step in gene expression,
transcription, involves converting genetic
information stored in the form of base
pairs in double-stranded DNA into the
sequence of bases in a single-stranded
molecule of messenger RNA (mRNA).
This process is catalyzed by enzymes called
RNA polymerases and occurs when one
strand of the DNA is used as a template
to synthesize a complementary strand of
RNA using the same base-pairing rules as
for DNA replication, except that uracil is
incorporated into RNA at positions where
thymine would be present in DNA (see
Fig. 8, top). Like replication, transcription
is a complex process involving numerous
proteins called transcription factors. Tran-
scription is initiated at specific sequences
within regions called promoters located
adjacent to the gene. Transcription initia-
tion factors bind to these sequences and
induce localized unwinding of the DNA
molecule. RNA synthesis occurs within
these locally unwound ‘‘transcription bub-
bles’’ as RNA polymerase moves along
the DNA template strand. Chain exten-
sion occurs in the 5′ → 3′ direction by a
mechanism very similar to DNA synthe-
sis. The termination of transcription also
occurs at specific nucleotide sequences,

Base-pair triplets in coding region

Amino acids in polypeptide gene product

Gene:

Polypeptide: aa1-aa2-aa3-aa4-aa5-aa6-aa7-aa8-

1 2 3 4 5 6 7 8 201202 203

Transcription

Translation

-aa201-aa202-aa203

Fig. 9 Colinearity between the base-pair triplets in the coding region of a
gene and the amino acid sequence in the polypeptide product of the gene.
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sometimes with the aid of other termina-
tion proteins.

3.3
Introns and RNA Splicing

Most of the genes of eukaryotes are
interrupted by sequences that are not
represented in the mature RNA products
of these genes. These sequences are called
introns (for intervening sequences). The
coding sequences and other sequences that
are present in the final RNA products of
these interrupted genes are called exons
(for expressed sequences). The structure
of a typical eukaryotic gene is shown in
Fig. 10.

Not all eukaryotic genes contain introns,
so they are not required for expression.
When present, the number of introns per
gene varies from one to over 50, and the

intron size varies from about 50 nucleotide
pairs to thousands of nucleotide pairs. The
human DMD gene, which is responsible
for Duchenne muscular dystropy when
nonfunctional, is one of the largest known.
The DMD gene contains 78 introns and is
over 2.5-million nucleotide pairs in length.
Rare genes of Archaea and of a few viruses
of prokaryotes also contain introns. In the
case of these ‘‘split’’ genes, the primary
transcript contains the entire sequence of
the gene and the intron sequences are
excised during RNA processing.

For genes that encode proteins, the splic-
ing mechanism must be precise; it must
join exon sequences with accuracy to the
single nucleotide to assure that codons in
exons distal to introns are read correctly.
Accuracy to this degree would seem to re-
quire precise splicing signals, presumably
nucleotide sequences within introns and
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Fig. 10 Structure of a typical eukaryotic gene.
Note that the intron sequences are present in the
primary transcript but are removed during
nuclear processing to produce the mature
mRNA prior to its export to the cytoplasm for

translation. (Reproduced from Snustad, D.P.,
Simmons, M.J., Principles of Genetics, 3rd edition,
Copyright  2003 by John Wiley & Sons, Inc.,
Hoboken, NJ, USA. This material is used by
permission of John Wiley & Sons, Inc.)



388 Genetics, Molecular Basis of

at the exon–intron junctions. However, in
the primary transcripts of nuclear genes,
the only completely conserved sequences
of different introns are the dinucleotide se-
quences at the ends of introns. In primary
transcripts, all introns begin with GU and
end with AG. For nuclear genes, there is
also one somewhat conserved sequence
located about 30 nucleotides from the 3′
splice site. The introns of genes of mi-
tochondria and chloroplasts also contain
conserved sequences, but they are differ-
ent from those of nuclear genes.

There are three major classes of intron
excision from RNA transcripts. The in-
trons of tRNA precursors are excised by
precise endonucleolytic cleavage and liga-
tion reactions catalyzed by special splicing
endonuclease and ligase activities. The
introns of some rRNA precursors are
removed autocatalytically in a unique reac-
tion mediated by the RNA molecule itself.
No protein enzymatic activity is involved.
The introns of nuclear pre-mRNA tran-
scripts are excised in two-step reactions
carried out by complex ribonucleoprotein
particles called spliceosomes. For details
about the splicing mechanisms, see [Lewin
(2000) or Alberts et al. (2002)].

3.4
RNA Editing

According to the central dogma of molec-
ular biology, genetic information flows
from DNA to RNA to protein during
gene expression. Normally, the genetic
information is not altered in the mRNA
intermediary. However, the discovery of
RNA editing has shown that exceptions do
occur. RNA editing processes alter the in-
formation content of gene transcripts in
two ways: (1) by changing the structures
of individual bases and (2) by inserting or
deleting uridine monophosphate residues.

The first type of RNA editing, which results
in the substitution of one base for another
base, is rare. This type of editing was dis-
covered in studies of the apolipoprotein-B
(apoB) genes and mRNAs in rabbits and
humans. Apolipoproteins are blood pro-
teins that transport certain types of fat
molecules in the circulatory system. In
the liver, the apoB mRNA encodes a large
protein 4563 amino acids long. In the intes-
tine, the apoB mRNA directs the synthesis
of a protein only 2153 amino acids long.
Here, a C residue in the pre-mRNA is
converted to a U, generating an inter-
nal UAA translation–termination codon,
which results in the truncated apolipopro-
tein. The C → U conversion is catalyzed
by a sequence-specific RNA-binding pro-
tein with an activity that removes amino
groups from cytosine residues. In some
transcripts present in plant mitochondria,
most of the Cs are converted to U residues.

A second, more complex type of
RNA editing occurs in the mitochondria
of trypanosomes. In this case, uridine
monophosphate residues are inserted (oc-
casionally deleted) into gene transcripts,
causing major changes in the polypep-
tides specified by the mRNA molecules.
This RNA editing process is mediated
by guide RNAs transcribed from distinct
mitochondrial genes. The guide RNAs
contain sequences that are partially com-
plementary to the pre-mRNAs to be edited.
Pairing between the guide RNAs and the
pre-mRNAs results in gaps with unpaired
A residues in the guide RNAs. The guide
RNAs serve as templates for editing, as
Us are inserted in the gaps in pre-mRNA
molecules opposite the As in the guide
RNAs. In some cases, two or more differ-
ent guide RNAs participate in the editing
of a single pre-mRNA. For some unknown
reason, RNA editing plays a major role in
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the expression of genes in the mitochon-
dria of trypanosomes and plants.

3.5
Translation

During translation, the sequence of bases
in the mRNA molecule is converted
(‘‘translated’’) into the specified sequence
of amino acids in the polypeptide gene
product according to the rules of the ge-
netic code (Fig. 8, center). Each amino acid
is specified by one or more codons, and
each codon contains three nucleotides. Of
the 64 possible nucleotide triplets, 61 spec-
ify amino acids and 3 specify polypeptide

chain termination. Translation occurs on
ribosomes, which are complex macro-
molecular structures located in the cyto-
plasm (Fig. 11). Translation involves three
types of RNA, all of which are tran-
scribed from DNA templates (chromoso-
mal genes). In addition to mRNAs, 3 to
5 RNA molecules (rRNA molecules) are
present as part of the structure of each
ribosome, and 40 to 60 RNA molecules
(tRNA molecules) function as adaptors
by mediating the incorporation of the
proper amino acids into polypeptides in
response to specific nucleotide sequences
in mRNAs. The amino acids are attached
to the correct tRNA molecules by a set of
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activating enzymes called aminoacyl tRNA
synthetases. The tRNA molecules con-
tain nucleotide triplets called anticodons,
which base pair with the codons in mRNA
during the translation process.

The ribosomes may be thought of as
workbenches, complete with machines
and tools needed to make a polypeptide.
They are nonspecific in the sense that they
can synthesize any polypeptide (any amino
acid sequence) encoded by a particular
mRNA molecule, even an mRNA from a
different species. Each mRNA molecule
is simultaneously translated by several
ribosomes, resulting in the formation
of polyribosomes. The translation of the
sequence of nucleotides in an mRNA
molecule into the sequence of amino
acids in its polypeptide product can be
divided into three stages: (1) polypeptide
chain initiation; (2) chain elongation; and
(3) chain termination.

In E. coli, the translation initiation pro-
cess involves the 30S subunit of the
ribosome, a special initiator tRNA, an
mRNA molecule, three soluble protein
initiation factors IF-1, IF-2, and IF-3, and
one molecule of GTP. In the first stage of
the initiation of translation, a free 30S sub-
unit interacts with an mRNA molecule and
the initiation factors. The 50S subunit joins
the complex to form the 70S ribosome
in the final step of the initiation process.
The addition of the 50S ribosomal sub-
unit to the complex positions the initiator
tRNA, methionyl-tRNAMet

f , in the peptidyl
(P) site of the ribosome with the anti-
codon of the tRNA aligned with the AUG
initiation codon of the mRNA. Methionyl-
tRNAMet

f is the only aminoacyl tRNA that
can enter the P site directly, without first
passing through the aminoacyl (A) site.
With the initiator AUG positioned in the
P site, the second codon of the mRNA
is in register with the A site, dictating

the aminoacyl tRNA binding specificity
at that site and setting the stage for the
second phase in polypeptide synthesis,
chain elongation.

The process of polypeptide chain elon-
gation is basically the same in both
prokaryotes and eukaryotes. The addition
of each amino acid to the growing polypep-
tide occurs in three steps: (1) binding of an
aminoacyl tRNA to the A site of the ribo-
some; (2) transfer of the growing polypep-
tide chain from the tRNA in the P site to
the tRNA in the A site by the formation of
a new peptide bond; and (3) translocation
of the ribosome along the mRNA to posi-
tion the next codon in the A site. During
step 3, the nascent polypeptide-tRNA and
the uncharged tRNA are translocated from
the A and P sites to the P and E sites re-
spectively. These three steps are repeated
in a cyclic manner throughout the elonga-
tion process. Polypeptide chain elongation
proceeds rapidly. In E. coli, all three steps
required for the addition of one amino acid
to the growing polypeptide chain to occur
in about 0.05 s. Thus, the synthesis of a
polypeptide containing 300 amino acids
takes only about 15 s.

Polypeptide chain elongation undergoes
termination when any of the three chain-
termination codons (UAA, UAG, or UGA)
enters the A site on the ribosome. These
three stop codons are recognized by sol-
uble proteins called release factors (RFs).
In E. coli, there are two release factors,
RF-1 and RF-2. RF-1 recognizes termi-
nation codons UAA and UAG; RF-2 rec-
ognizes UAA and UGA. In eukaryotes,
a single release factor (eRF) recognizes
all three termination codons. Termina-
tion is completed by the release of the
mRNA molecule from the ribosome and
the dissociation of the ribosome into
its subunits.
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3.6
Inteins

Occasionally, the primary translation prod-
uct of a gene contains one or more
short amino acid sequences, called in-
teins, that excise themselves from the
nascent polypeptide. Inteins occur in both
eukaryotic and prokaryotic polypeptides;
one of the first inteins discovered is in
the RecA protein (required for recombi-
nation) in Mycobacterium tuberculosis, the
bacterium that causes tuberculosis. The
ability to carry out intein excision is a
function of the structure of the primary
translation product and is thus encoded
in the gene just like any other amino
acid sequence.

3.7
Some Complex Gene/Protein Relationships

As discussed in Section 3.3, most
eukaryotic genes are split into expressed
sequences (exons) and intervening
sequences (introns). In some cases,
transcripts of split genes may undergo
several different types of splicing, making
the relationships between genes and
proteins more complex than the usual
one gene–one polypeptide. In other cases,
expressed genes are assembled from
‘‘gene pieces’’ during the development
of the specialized cells in which they
are expressed.

When the transcripts of an interrupted
gene undergo alternate pathways of tran-
script splicing, different exons are joined
to produce a related set of mRNAs that
encode a family of closely related polypep-
tides. These interrelated polypeptides are
called protein isoforms. Alternate splicing
pathways are often tissue-specific, produc-
ing related proteins that carry out similar,
but not necessarily identical, functions in

different types of cells. The mammalian
tropomyosin genes produce complex fam-
ilies of protein isoforms. Tropomyosins
regulate muscle contraction in animals.
One mouse tropomyosin gene produces
at least 10 different polypeptides by alter-
nate pathways of transcript splicing. Genes
of this type do not fit the one gene–one
polypeptide concept very well. Such genes
can be defined as DNA sequences that are
single units of transcription and encode a
set of protein isoforms.

Genetic information is not always or-
ganized into genes of the type described
in Section 1.2. In a few cases, genes
are assembled from a storehouse of
gene segments during the development
of an organism. The immune system of
vertebrate animals depends on the syn-
thesis of proteins called antibodies to
provide protection against infections by
viruses, bacteria, toxins, and other for-
eign substances. Each antibody contains
four polypeptides, two identical heavy
chains and two identical light chains.
The light chains are of two types: kappa
and lambda. Each antibody chain con-
tains a variable region, which exhibits
extensive diversity from antibody to an-
tibody, and a constant region, which is
largely the same in all antibodies. In
germ-line chromosomes, the DNA se-
quences encoding these antibody chains
are present in gene segments, and the
gene segments are joined together to
produce genes during the differentiation
of the antibody-producing B-lymphocytes
from progenitor cells. The B-lymphocytes
subsequently differentiate into antibody-
secreting plasma cells.

This process of gene assembly during
development is illustrated in Fig. 12. A
kappa light chain gene is assembled from
three gene segments Vk (V for variable
region), Jk (J for joining segment), and
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Fig. 12 Assembly of a gene encoding an
antibody kappa light chain from gene segments
during B-lymphocyte differentiation in humans.
(Reproduced from Snustad, D.P., Simmons,

M.J., Principles of Genetics, 3rd edition, Copyright
 2003 by John Wiley & Sons, Inc., Hoboken, NJ,
USA. This material is used by permission of John
Wiley & Sons, Inc.)

Ck (C for constant region) during B-
lymphocyte development. Together, the
Vk and Jk gene segments encode the
variable region of the kappa light chain,
whereas the Ck gene segment encodes the
constant region. No functional Vk –Jk –Ck
kappa light chain gene is present in any
human germ-line chromosome. Instead,
human chromosome 2 contains a cluster
of about 300 Vk gene segments, another
cluster of 5 Jk gene segments, and a
single Ck gene segment (Fig. 12). During
the differentiation of each B-lymphocyte,
recombination joins one of the Vk gene
segments to one of the Jk gene segments.
Any Jk segments remaining between the
newly formed Vk –Jk exon and the Ck

gene segment become part of an intron

that is removed during the processing
of the primary transcript. Similar somatic
recombination events are involved in the
assembly of the genes encoding antibody
heavy chains, lambda light chains, and
T-lymphocyte receptor proteins.

3.8
Pathways of Gene Expression are Often
Complex

The pathway through which a gene ex-
erts its effect on the phenotype of the
organism is often long and complex, espe-
cially in multicellular eukaryotes (Fig. 13).
Pathways of gene action frequently involve
protein–protein and other macromolecu-
lar interactions, cell–cell interactions and
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intercellular communication by hormones
and other signal molecules, tissue and or-
gan interactions, and restrictions imposed
by environmental factors. Note that, al-
though not shown here, each gene also
has an effect on the phenotype of the
population in which the organism lives
(population genetics) and ultimately on
the phenotype of the biosphere (ecologi-
cal genetics).

3.9
Pleiotropy and Epistasis

Sometimes, a single gene influences many
aspects of an organism’s phenotype. When
this occurs, the gene is said to be
pleiotropic. The mutant gene that causes
sickle-cell anemia in humans provides
a classic example of pleiotropy. This in-
herited disorder results from a mutation
in the β-globin gene that changes the
sixth amino acid from a glutamic acid
in the wild-type β-globin to a valine in
the sickle-cell polypeptide. This amino
acid substitution alters the conformation
of the polypeptide, causing aggregation
of hemoglobin molecules and the devel-
opment of grossly deformed red blood
cells. These sickle-shaped cells have re-
duced capacity to transport oxygen and,
therefore, cause the anemia. However, the
sickle cell allele not only causes hemolytic
anemia in the homozygous state but also
has many other effects such as enlarged
spleen, impaired growth, recurrent pain,
and increased susceptibility to microbial
and viral infections. Perhaps the allele’s
most unexpected pleiotropic effect is the
enhanced resistance to Paramecium falci-
parum malaria, which it provides when
present in the heterozygous state.

When two or more genes influence a
trait, an allele of one of them may mask
the effects of alleles of the other gene on

the phenotype. When an allele has such an
overriding effect, it is said to be epistatic
to the other genes. The occurrence of
such interactions between different genes
(nonalleles) is called epistasis. There are
many examples of epistasis. In Drosophila,
a recessive mutation in the cinnabar gene
causes the eyes of the fly to be bright red. A
recessive mutation in another gene results
in white eyes. Flies that are homozygous
for both these mutations have white eyes.
The white mutation is, therefore, epistatic
to the cinnabar mutation. In humans and
other mammals, recessive mutant alleles
that cause albinism are usually epistatic to
other genes affecting eye and hair color.

3.10
Penetrance and Expressivity

Sometimes, a mutant gene can be present
in an organism without having any
effect on its phenotype. Such a gene is
said to exhibit incomplete penetrance. In
humans, polydactyly, the presence of extra
fingers and toes, provides an example
of incomplete penetrance. This condition
is caused by a dominant mutation that
results in polydactyly in some, but not
all, individuals who are known to carry it.
Penetrance is measured by determining
what proportion of the individuals who
carry a gene exhibit the trait made possible
by its presence. Incomplete penetrance can
be a serious problem in pedigree analysis,
sometimes resulting in the assignment of
incorrect genotypes.

In other cases, the presence of a gene
may result in a range of phenotypic
effects from mild to severe. Such a gene
is said to exhibit variable expressivity.
The dominant Lobe eye mutation in
Drosophila provides an example of variable
expressivity; its phenotypic effect varies
from tiny compound eyes, through a
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full range of intermediates, to large,
lobulated eyes.

3.11
Intragenic Complementation

The results of complementation tests
are usually unambiguous when recessive
mutations that result in the synthesis of
no gene product, partial gene products,
or totally defective gene products are
used – for example, deletions of segments
of genes or polypeptide chain–terminating
mutations. When mutations that cause
amino acid substitutions are used, the
results are sometimes ambiguous because
of the occurrence of a phenomenon called
intragenic complementation.

The functional forms of some proteins
are dimers or higher multimers consist-
ing of two or more polypeptides. These
polypeptides may be either the prod-
ucts of a single gene or the products
of two or more different genes. When
the active form of the protein contains
two or more homologous polypeptides,
intragenic complementation sometimes
occurs. Intergenic complementation (dis-
cussed in Section 1.2) and intragenic com-
plementation are distinct phenomena.

As a simple example of intragenic com-
plementation, consider an enzyme that
functions as a homodimer, that is, a
protein containing two copies of a spe-
cific gene product. An organism that is
heterozygous for two different mutations
in the gene will produce some dimers
that contain the two different mutant
polypeptides. We call these heterodimers.
Such heterodimers may have partial or
complete (wild-type) function; when this
occurs, intragenic complementation has
occurred. In such cases, the trans het-
erozygote has a wild-type phenotype or
a phenotype intermediate between mutant

and wild type. Why such heteromultimers
should be active when the two correspond-
ing homomultimers are inactive is not
clear. Apparently, the wild-type sequence
of amino acids in the nonmutant segment
of one mutant polypeptide somehow com-
pensates for the mutant segment of the
polypeptide encoded by the second mu-
tant allele, and vice versa. In the case of
noncomplementing mutations in a gene
encoding a multimeric protein, the hetero-
multimers are nonfunctional, just like the
mutant homomultimers.

3.12
Intergenic Noncomplementation

In some cases, mutations known to be
located in two different genes fail to com-
plement each other. This phenomenon
is called intergenic noncomplementation,
and it has become a powerful tool for
identifying genes encoding products that
interact. If two different polypeptides are
part of a macromolecular complex, mu-
tations in the two genes encoding them
may not complement each other. The
presence of mutant polypeptides in the
complex may render the entire complex
nonfunctional, even if wild-type products
of both genes are present. Thus, the
occurrence of intergenic noncomplemen-
tation provides evidence that the two gene
products interact in some way. Intergenic
noncomplementation is allele-specific; not
all mutations in the genes involved will
exhibit the phenomenon.

3.13
Regulation of Gene Expression

In all organisms, gene expression is highly
regulated so that energy is used to syn-
thesize gene products only when those
products are needed for the growth and
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differentiation of the organism. In higher
eukaryotes, only a small proportion of the
genes in any genome are expressed in
a given cell type. Thus, gene expression
is highly programmed such that genes
needed to make neurons are only turned
on in developing nerve cells, genes needed
to make red blood cells are only expressed
in progenitors of erythrocytes, and so on.
Most microorganisms exhibit a striking
ability to regulate the expression of spe-
cific genes in response to environmental
signals. The expression of particular genes
is turned on when the products of these
genes are needed for growth. Their expres-
sion is turned off when the gene products
are no longer needed. Gene expression
is regulated at several different levels:
transcription, mRNA processing, mRNA
turnover, translation, and posttranslation
(Fig. 14). However, the regulatory mecha-
nisms with the largest effects on phenotype
act at the level of transcription.

Most regulatory mechanisms fit into
two general categories: (1) the rapid
turn-on or turn-off of gene expression
in response to environmental changes
(especially important in microorganisms)
and (2) preprogrammed circuits of gene
expression (important in all organisms).

Certain ‘‘housekeeping’’ gene prod-
ucts – tRNA molecules, rRNA molecules,
ribosomal proteins, and the like – are es-
sential components of all living cells.
These genes are continually being ex-
pressed in most cells; they are referred to
as constitutive genes. Other gene products

are needed only in the presence of specific
metabolites. They are not expressed in the
absence of the metabolite but are turned
on when the metabolite is present. This
process is called induction. Genes whose
expression is regulated in this manner
are called inducible genes; their products,
if enzymes, are called inducible enzymes.
Enzymes that are involved in catabolic
pathways are often inducible. Other genes
are turned on and they synthesize their
gene products unless the metabolite syn-
thesized by those products is present in
the environment. Then, they are turned
off. This process is called repression, and
genes that are regulated in this manner
are called repressible genes. Enzymes that
are components of anabolic pathways are
often repressible. Both induction and re-
pression occur at the level of transcription.

The regulation of gene expression, in-
duction or repression, can be accom-
plished by both positive and negative
control mechanisms. Both mechanisms
involve the participation of regulator
genes – genes whose products regulate the
expression of other genes. In positive
control mechanisms, the product of the reg-
ulator gene functions by turning on the
expression of one or more genes, whereas
in negative control mechanisms, the product
of the regulator gene is involved in shut-
ting off the expression of genes. Positive
and negative regulation mechanisms can
both mediate either inducible or repress-
ible gene expression.

3. RNA stability

1. Transcription 2. RNA processing 4. Translation 5. Posttranslation

Function
performed
by polypeptide

PolypeptidemRNARNA transcriptDNA

Fig. 14 Pathway of gene expression showing five stages at which gene expression is
regulated.
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A given gene is expressed when RNA
polymerase binds to its promoter and syn-
thesizes an RNA transcript that contains
the coding region of the gene. The prod-
uct of the regulator gene acts by binding
to a site called the regulator protein bind-
ing site (RBS) adjacent to the promoter of
the structural gene (or genes). When the
product of the regulator gene is bound to
RBS, transcription of the structural gene(s)
is turned on in a positive control sys-
tem or is turned off in a negative control
system. The regulator gene products are
called activators in positive control systems
and repressors in negative control systems.
Whether a regulator protein can bind to the
RBS depends on the presence or absence
of effector molecules in the cell. The effectors
are usually small molecules such as amino
acids, sugars, and similar metabolites. The
effector molecules involved in induction of
gene expression are called inducers; those
involved in repression of gene expression
are called corepressors.

The effector molecules (inducers and
corepressors) bind to regulator gene prod-
ucts (activators and repressors) and cause
changes in the three-dimensional struc-
tures of these proteins. Such changes in
protein conformation are called allosteric
transitions. In the case of activators and
repressors, the allosteric transitions alter
their ability to bind to regulator protein
binding sites adjacent to the genes that
they control.

In microorganisms, operons – negatively
and coordinately regulated units of gene
expression – play important regulatory
roles. Each operon contains one to many
structural genes, adjacent to promoter and
operator sequences. The operator is the
binding site for the repressor (inducible
system) or the repressor/corepressor
complex (repressible system). When
the repressor or repressor/corepressor

complex is bound to the operator,
it prevents RNA polymerase from
transcribing the structural genes of
the operon. When the repressor is
not bound to the operator, RNA
polymerase binds to the promoter and
transcribes the genes in the operon.
Another important regulatory mechanism
in microorganisms – attenuation – occurs
by the control of premature termination of
transcription.

Regulation of gene expression in eu-
karyotes usually involves the binding of
several proteins called transcription factors
to upstream promoters and to regulatory
sequences called enhancers and silencers,
which can be located either upstream of,
downstream from, or within the genes
that they regulate. As the names sug-
gest, enhancers and silencers increase
and decrease, respectively, the levels of
gene expression.

3.14
RNA-mediated Gene Silencing

RNA-mediated gene silencing (RMGS)
was first studied in plants where it
was called posttranscriptional gene silencing
(PTGS). Similar RNA-induced gene silenc-
ing processes were subsequently discov-
ered in animals and fungi and were called
RNA interference (RNAi) and quelling, re-
spectively. RMGS is triggered by the pres-
ence of double-stranded RNA (dsRNA).
The dsRNA may be composed of two
complementary or partially complemen-
tary single strands or a self-complementary
RNA molecule containing complementary
regions such that it folds back on it-
self and forms a hairpin-like structure.
The dsRNAs are degraded to 21- to 22-
nucleotide-long dsRNA fragments called
small interfering RNAs (siRNAs) by the
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ribonuclease ‘‘Dicer.’’ The siRNA frag-
ments subsequently become associated
with an endonuclease-containing complex
called RISC for ‘‘RNAi silencing com-
plex.’’ This complex binds to and degrades
mRNA molecules that contain sequences
complementary to the sequence of the
siRNAs. RMGS requires several other gene
products, including an RNA-dependent
RNA polymerase, an RNA helicase, and the
proteins in RISC. Additional components
of the RMGS pathways are currently being
investigated in both plants and animals.

RMGS is believed to be a defense mech-
anism protecting the host organism from
viral infections, runaway transposons, and
other invading DNAs and dsRNAs. In
addition, the recent identification of fam-
ilies of naturally occurring microRNAs
with self-complementary sequences that
form ‘‘hairpin’’ structures and give rise
to siRNA-like fragments suggests that
RMGS may play important roles in regu-
lating growth and development and other
important natural processes. Finally, the
mechanisms by which PTGS, RNAi, and
quelling occur in various species are prob-
ably similar but not necessarily identical.
Indeed, there are probably multiple path-
ways by which RMGS can occur, even
within a species.

In addition to their normal biological
function(s), RMGS has become an im-
portant tool for reverse genetic analyses,
allowing researchers to shut off genes in
a controlled manner. In C. elegans, RNAi
was used to systematically ‘‘knock out’’
the expression of each of the genes on
chromosomes I and III respectively. In
plants, chimeric gene cassettes that direct
the synthesis of hairpin RNAs and induce
PTGS have proven to be effective in pro-
ducing gene knockouts. Thus, RMGS is
an important tool in the field of func-
tional genomics.

4
Mutation: The Evolutionary Function

Although the genetic information must
be transmitted from generation to gen-
eration with considerable accuracy, it is
not static, but it undergoes occasional
change or mutation – the evolutionary func-
tion – to produce new genetic variability
that provides the raw material for ongoing
evolution. The new variant genes produced
by mutation are called mutant alleles and
often result in abnormal or mutant phe-
notypes. When used in the narrow sense,
mutation refers only to changes in the
structures of individual genes. However, in
the broad sense, mutation refers to any her-
itable change in the genetic material and
includes gross changes in chromosome
structure or chromosome aberrations. In
addition, the word mutation refers not
only to the change in the genetic mate-
rial but also to the process during which
the change occurs.

4.1
Dominance, Partial Dominance, and
Codominance

When mutations occur producing new
mutant alleles, these alleles can exhibit
a range of interactions with the original or
wild-type allele. The phenomenon of inter-
actions between various alleles of a given
gene is called dominance. If an organism
that is heterozygous for a wild-type allele
and a mutant allele has the same pheno-
type as an organism that is homozygous
for the mutant allele, the mutant allele is
dominant and the wild-type allele is reces-
sive. If the heterozygote has the wild-type
phenotype, the reverse is true: the mu-
tant allele is recessive and the wild-type
allele is dominant. If the phenotype of the
heterozygote is intermediate between the
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phenotypes of the respective homozygotes,
the mutant allele exhibits partial dominance
(sometimes called semidominance) or no
dominance (if the phenotype is precisely
intermediate to the phenotypes of the two
homozygotes). If both alleles produce their
phenotypic effects in heterozygotes, the
alleles are said to be codominant. Hu-
mans with the AB blood type (genotype
IAIB), for example, have both type A anti-
gens and type B antigens on their red
blood cells. Thus, the IA and IB alleles
are codominant.

4.2
Transitions, Transversions, and Frameshift
Mutations

Point mutations within individual genes
may be either base-pair substitutions
or the insertion or deletion of one
or a few contiguous base pairs. Base-
pair substitutions usually result in the
substitution of a single amino acid in
the mutant polypeptide gene product.
Base-pair substitutions are of two types:
transitions and transversions. Transitions

occur when one purine is substituted for
the other purine and the corresponding
pyrimidine for pyrimidine substitutions
take place in the complementary strand
of DNA. Transversions involve purine
for pyrimidine and pyrimidine for purine
substitutions. Of the 12 different base-pair
substitutions, 4 are transitions and 8 are
transversions (Fig. 15).

Sickle-cell anemia in humans is the
result of a single base-pair substitution,
a transversion, in the adult β-globin gene.
This disorder occurs in individuals who
are homozygous for the altered β-globin
gene. This single base-pair substitution in
the HbS

β gene changes the sixth amino acid
of the β-globin polypeptide from glutamic
acid in HbA

β homozygotes to valine in HbS
β

homozygotes (Fig. 16). This one amino
acid change in the human β-globin chain
results in sickle-shaped red blood cells
and in sickle-cell anemia in individuals
homozygous for the HbS

β allele. Thus, a
single base-pair substitution in DNA can
have a very large effect on the phenotype
of the organism harboring the mutation.

Fig. 15 Base-pair substitutions
in DNA.

A:T

G:C

T:A C:G

Transition
Transversion

Fig. 16 The mutational origin
of sickle-cell anemia in humans.
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Fig. 17 The effect of a frameshift mutation, in this case a C:G base-pair insertion.
(Reproduced from Snustad, D.P., Simmons, M.J., Principles of Genetics, 3rd edition,
Copyright  2003 by John Wiley & Sons, Inc., Hoboken, NJ, USA. This material is
used by permission of John Wiley & Sons, Inc.)

The insertion or deletion of one or two
base pairs within the coding sequence of
a gene alters the codon reading frame in
the mRNA (Fig. 17); thus, such mutations
are referred to as frameshift mutations.
Frameshift mutations usually result in
totally nonfunctional gene products.

4.3
Gain-of-function and Loss-of-function
Mutations

Mutations may also be classified on the ba-
sis of their effect on the function of the al-
tered gene products. Mutations that dimin-
ish or eliminate the activity of a gene prod-
uct are called loss-of-function mutations.
Most recessive mutations are simple loss-
of-function mutations. However, some
loss-of-function mutations are dominant
(for example, when the mutant product
interferes with the activity of the wild-type
gene product) or partially dominant (for
example, when the threshold level of gene
product activity requires two functional
copies of the gene). Many dominant mu-
tations are gain-of-function mutations; they

produce mutant alleles that encode prod-
ucts with new functions. Some gain-of-
function mutations result in the synthesis
of altered polypeptides with novel activity.
Others result in the synthesis of the gene
products in cells or tissues in which they
are not normally synthesized.

4.4
Suppressor and Enhancer Mutations

Two classes of mutations have proven to
be especially valuable to researchers in-
vestigating the genetic control of a specific
biological process. Given an organism with
a mutant phenotype caused by a mutation
in one gene that affects a trait, researchers
can often identify other genes affecting
the trait by screening for suppressor mu-
tations or enhancer mutations. Suppressor
mutations partially or completely cancel
the effect of the original mutation, whereas
enhancer mutations cause the mutant phe-
notype to be more extreme. In both cases,
the mutations usually occur in genes that
encode products involved in the same path-
way or process, acting either upstream of
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or downstream from the product of the
gene altered by the original mutation.

4.5
Chromosome Aberrations

There are four types of gross chromosome
rearrangements or chromosome aberrations:
duplications, deletions, inversions, and
translocations. A duplication is the occur-
rence of a segment of a chromosome in
two or more copies per genome. A dele-
tion or deficiency results from the loss of a
segment of a chromosome. An inversion
occurs when a segment of a chromo-
some is turned end-for-end relative to its
orientation in a normal chromosome. A
translocation results when a segment of a
chromosome is broken off and becomes
reattached to another chromosome. All
four types of chromosome aberrations can
have major effects on the phenotype and
fertility of an organism.

4.6
Polyploidy

Numerical changes in chromosome num-
ber are referred to as changes in ploidy.
Euploidy involves variations in the num-
ber of copies of the genome or complete
sets of chromosomes in a cell or an or-
ganism. Aneuploidy occurs when there are
missing or extra copies of one or a few
chromosomes.

All the other sections of this article
have focussed on the genetics of diploid
(2n) organisms such as humans and
fruit flies. Diploid organisms contain two
copies of the genome in their germ-
line cells and most, but not all, somatic
cells. However, not all organisms are
diploids; some animals, for example,
certain fish and salamanders, and many
plants are polyploid, that is, contain more

than two copies of the genome. Many
important crop species are polyploids:
seedless watermelons are triploid (3n),
cotton is a tetraploid (4n), bread wheat
is a hexaploid (6n), and strawberries are
octaploids (8n). Polyploidy has played an
important role in the evolution of plants.

4.7
Nondisjunction and Aneuploidy

During mitosis, each chromosome dupli-
cates and the two daughter chromosomes
separate, with one going to each progeny
cell. Similarly, during meiosis, the two ho-
mologous chromosomes separate during
the first division, and then the two daugh-
ter chromosomes (previously chromatids)
move to separate cells during the second
division. The result of a normal mitosis or
meiosis is that all the progeny cells receive
complete sets of chromosomes. Occasion-
ally, however, homologous chromosomes
and daughter chromosomes fail to sepa-
rate or disjoin properly during mitosis or
meiosis. The failure of chromosomes to
separate properly during mitosis or meio-
sis is called nondisjunction. Nondisjunction
produces cells or gametes with extra or
missing chromosomes; it is the primary
cause of aneuploidy.

Whereas euploidy is not detrimental
per se, aneuploidy is, especially in ani-
mals. In humans, aneuploidy is almost
always lethal. Excluding individuals who
are mosaics containing cells with two or
more different karyotypes (chromosome
sets), only seven types of aneuploidy ex-
ist in humans. Monosomy occurs when
one member of a pair of chromosomes
is missing; trisomy occurs when three
copies of a chromosome are present. In
humans, only one monosomic condition,
Turner syndrome (X0, the presence of a
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single X chromosome), is viable. Mono-
somy for any of the autosomes is lethal.
Five trisomic conditions are viable in hu-
mans: Klinefelter syndrome (XXY), Down
syndrome (trisomy 21), Patau syndrome
(trisomy 13), Edward syndrome (trisomy
18), triplo-X (XXX), and XYY. Trisomy for
any of the other autosomes is lethal. The
message is clear; the genes in our genome
have evolved as a coadapted set of instruc-
tions. Each of the genes in our genome
must be expressed at the proper time and
in the proper place during development to
produce a normal human being. Anything
that disrupts the delicate balance of pre-
programmed gene expression required for
normal development is highly deleterious.

4.8
Expanding Trinucleotide Repeats in
Humans

Another class of mutations – expanding
trinucleotide repeats – are responsible for
several inherited neurological diseases in
humans. Tandemly repeated sequences of
one to six nucleotide pairs are known as
simple tandem repeats. Such repeats are
dispersed throughout genomes, including
the human genome. Repeats of three nu-
cleotide pairs, trinucleotide repeats, are
known to increase in copy number and
give rise to mutant alleles. In humans, sev-
eral trinucleotides undergo such increases
in copy number. Expanded CGG trinu-
cleotide repeats on the X chromosome are
responsible for fragile X syndrome, the
most common form of inherited mental
retardation. Normal X chromosomes con-
tain from 6 to about 50 copies of the CGG
repeat at the FRAXA site. Mutant X chro-
mosomes contain up to 1000 copies of
the tandem CGG repeat at this site. CAG
and CTG trinucleotide repeats are involved
in several inherited neurological diseases,

including Huntington disease, myotonic
dystrophy, Kennedy disease, dentatorubral
pallidoluysian atrophy, Machado Joseph
disease, and spinocerebellar ataxia. In all
these neurological disorders, the sever-
ity of the disease is correlated with tri-
nucleotide copy number – the higher the
copy number, the more severe the disease
symptoms. In addition, the expanded tri-
nucleotides associated with these diseases
are unstable in somatic cells and between
generations. This instability gives rise to
the phenomenon of ‘‘anticipation,’’ which
is the increasing severity of the disease or
earlier age of onset that occurs in succes-
sive generations as the trinucleotide copy
number increases.

5
Recombination: New Combinations of
Genes to be Acted on by Natural or Artificial
Selection

Mutation produces new genetic variability,
but the resulting mutant genes must
be placed in new combinations with
previously existing genes so that natural
selection (or artificial selection in the
case of plant and animal breeding) can
preserve those combinations that produce
the organisms best adapted to specific
environments (or desired by the breeder).
These new combinations are produced
by recombination mechanisms that are
essential to the process of evolution.

5.1
Segregation

In an organism that is heterozygous for
two different alleles of a gene, such as
tall (D) and dwarf (d) in Mendel’s peas,
the two alleles segregate from each other
during the formation of gametes. The
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Fig. 18 Segregation of alleles
during the first division
of meiosis.

D

D d

d

1/2 D 1/2 d+Gametes:

Separation of homologous chromosomes
 during the first division of meiosis

biological basis of this segregation is
the pairing and subsequent separation of
homologous chromosomes during the first
(reductional) division of meiosis (Fig. 18).

5.2
Independent Assortment

New combinations of genes on nonho-
mologous chromosomes are produced by

the independent assortment of chromo-
somes during the first division of meiosis
(Fig. 19). Consider a cross between two
double homozygotes, for example, AA BB
and aa bb, where genes A and B are on dif-
ferent chromosomes. The F1 progeny (F1

for first filial generation) will be double
heterozygotes (Aa Bb). Half of the ga-
metes produced by F1 progeny will have
the same combination of alleles as the

b

A

Gametes:

Orientation 1

1/4 AB 1/4 Ab1/4 ab 1/4 aB+ + +

a A a

B b B

1/2
Orientation 2

1/2

Pairing of homologous chromosomes in the first division of meiosis

Fig. 19 The generation of new combinations of genes by the
independent assortment of nonhomologous chromosomes
during meiosis.
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parents (1/4 AB + 1/4 ab). The other half
will have new (recombinant) combinations
of the alleles (1/4 Ab and 1/4 aB). The re-
combination of pairs of alleles on different
chromosomes is the result of the indepen-
dent assortment of the homologous chromo-
somes during the first division of meiosis.
Each pair of homologous chromosomes
lines up at the metaphase plate indepen-
dently of every other pair. Both maternal
chromosomes may be on the same side
of the metaphase plate, with the two pa-
ternal chromosomes on the other side, or
one maternal chromosome may be on the
same side of the metaphase plate as the pa-
ternal member of the other chromosome
pair, and vice versa. The result is that the
segregation of the alleles of a gene on one
chromosome occurs independently of the
segregation of the alleles of any gene on a
nonhomologous chromosome.

5.3
Linkage, Crossing-over, and Genetic Maps
of Chromosomes

Because organisms contain far more genes
than chromosomes, not all pairs of alleles
can assort independently of one another.
Humans, for example, contain 23 pairs of
chromosomes and approximately 35 000
genes. Thus, each chromosome contains

many genes. Genes that are relatively close
together on the same chromosome tend to
stay together; if less than 50% of the ga-
metes produced during meiosis in a double
heterozygote have a recombinant combi-
nation of the alleles (see Section 5.2), the
genes are said to be linked. New combina-
tions of the alleles of genes on the same
chromosome are produced by crossing-over
(breakage and exchange of parts) between
homologous chromosomes during meio-
sis and mitosis (Fig. 20). During an early
stage (prophase) of meiosis, the homolo-
gous chromosomes pair (a process called
synapsis) side by side. This pairing fa-
cilitates crossing over, which occurs by
cutting DNA strands with enzymes called
endonucleases, exchanging single strands
of DNA from homologous chromosomes
with the aid of recombination proteins,
and rejoining the strands of DNA in new
combinations with the assistance of DNA
polymerases and DNA ligases. DNA lig-
ases seal single-strand breaks in DNA
molecules; they play important roles in
replication, recombination, and DNA re-
pair processes.

The frequency of crossing over and
thus the frequency at which recombi-
nant combinations of linked genes occur
are approximately proportional to the dis-
tance between genes on the chromosome.

Crossover

Recombinant gametes: Cd and cD

Crossing-over between genes located
on homologous chromosomes

C

c cd D

D c d

Fig. 20 The generation of new combinations of genes by crossing-over
between genes located on homologous chromosomes during meiosis
or mitosis.
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This relationship is used to prepare ge-
netic maps of chromosomes, which show
the linear order and the relative positions
of genes on a chromosome. Crosses are
performed between organisms with differ-
ent combinations of the alleles of genes
on a specific chromosome, and the fre-
quency of gametes carrying recombinant
combinations of the alleles of the genes
is determined. As an interesting historical
sidelight, this genetic mapping procedure
was developed by Alfred H. Sturtevant
while he was still an undergraduate work-
ing in Thomas Hunt Morgan’s laboratory
at Columbia University in 1911. When
genes are relatively far apart on a chro-
mosome, multiple crossovers may occur
between them. When two crossovers (or
an even number) occur between two genes,
the second cancels out the first, and all the
resulting gametes will have parental com-
binations of the alleles of the genes. Thus,
map distances are based on the average
number of crossovers between genes. One
map unit (one centiMorgan, cM) is the
genetic distance in which an average of 1

chromatid out of a 100 will have under-
gone a crossover event. For distances less
than 20 map units, the map distance is
approximately equal to the proportion of
recombinant chromosomes produced in
percent, or 1 cM equals the distance yield-
ing 1% recombinant gametes. Figure 21
contains an abbreviated genetic map of
the X chromosome in D. melanogaster.

5.4
Transposable Genetic Elements

Living organisms contain remarkable
DNA elements that can jump from one
site in the genome to another site. These
mobile elements are called transposable ge-
netic elements or transposons. The insertion
of one of these transposons into a gene
will often render the gene nonfunctional,
producing a mutant allele. Indeed, the
wrinkled allele that Mendel studied in the
garden pea was caused by the insertion of
a transposable element.

Transposable elements are present in
both prokaryotes and eukaryotes and

Fig. 21 Abbreviated genetic
map of the X chromosome of
Drosophila. Distances are given
in centiMorgans (approximately
equal to the percentage of
recombinant chromosomes).
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exhibit a variety of structures and mech-
anisms of transposition. However, most
of them can be grouped into one of three
classes. Cut-and-paste transposons move by
excision from one site and insertion into
another site. Replicative transposons move
during replication, with the old copy re-
maining at the initial site and the nascent
copy being inserted at a new site. Thus,
the copy number increases with each
transposition. Retrotransposons move via
the synthesis of DNA copies of the RNA
transcribed from the element (‘‘retro’’
for reverse flow of genetic information,
RNA → DNA, rather than DNA → RNA
as in transcription). Some of the retrotrans-
posons are closely related to retroviruses,
or RNA tumor viruses, that use this
RNA → DNA lifestyle.

Transposable genetic elements are ma-
jor components of genomes, making up
more than 40% of the DNA in the human
genome and perhaps as much as 80% of
the maize genome. They are responsible
for a large number of spontaneously occur-
ring mutations and play important roles in
genome evolution. Crossing-over between
two copies of a transposon in a chromo-
some will produce deletions or inversions
depending on their orientations with re-
spect to each other. Two transposons can
also move the segment of DNA between
them from one location to another if they
transpose simultaneously. Indeed, trans-
posable elements are in part responsible
for the rapid spread of antibiotic and drug
resistance in bacteria, a phenomenon of
major concern to the medical community.

5.5
Physical Maps of Chromosomes

Whereas genetic maps are based on re-
combination frequencies, physical maps of
chromosomes are based on the molecular

distances – base pairs (bp), kilobases (kb,
1000 bp), and megabases (Mb, 1-million
bp) – separating genes or molecular mark-
ers. Physical distances do not correlate di-
rectly with genetic map distances because
recombination frequencies are not always
proportional to molecular distances. How-
ever, the two are often reasonably well
correlated in euchromatic regions of chro-
mosomes. In humans, 1 cM is equivalent,
on average, to about 1 Mb of DNA.

When mutations change the nucleotide
sequences in restriction enzyme cleavage
sites, the enzymes no longer recognize
them. Other mutations may create new re-
striction sites. These mutations result in
variations in the lengths of the DNA frag-
ments produced by digestion with various
restriction enzymes. Such restriction frag-
ment length polymorphisms, or RFLPs, have
proven invaluable in constructing detailed
genetic and physical maps of chromo-
somes. The RFLPs can be mapped just
like other genetic markers; they segregate
in crosses as though they are codomi-
nant alleles. Correlations between genetic
and physical maps can be established by
positioning clones of genetically mapped
genes or RFLPs on the physical map. Mark-
ers that are mapped both genetically and
physically are called anchor markers. They
anchor the physical map to the genetic
map and vice versa. Sequence-tagged sites
(STSs) – unique genomic DNA sequences
200 to 500 base pairs long – and expressed-
sequence tags (ESTs) – DNA copies of mR-
NAs – are often used as hybridization
probes to anchor physical maps to ge-
netic maps.

In humans, the most useful RFLPs in-
volve short sequences that are present as
tandem repeats. The number of copies
of each sequence present at a given
site on a chromosome is highly vari-
able. These sites, called variable number



Genetics, Molecular Basis of 407

tandem repeats (VNTRs) are highly poly-
morphic. VNTRs vary in fragment length
because of differences in the number
of copies of the repeated sequence be-
tween the restriction sites. Microsatellites
are another class of polymorphisms that
have proven extremely valuable in con-
structing high-density maps of eukaryotic
chromosomes. Microsatellites are poly-
morphic tandem repeats of sequences
only two to five nucleotide pairs long.
They are called microsatellites because
they are a subset of the satellite sequences
present in the highly repetitive DNA of
eukaryotes. When two or more segments
of a chromosome have been identified,
mapped physically, and shown to over-
lap, they are said to form a contig, and
their combined physical maps form a con-
tig map.

5.6
Map-position-based Identification of Genes

The availability of detailed genetic and
physical maps of chromosomes permits
researchers to isolate genes on the basis
of their location in the genome. This
approach, called positional cloning, can
be used to identify any gene regardless
of its function. The steps in positional
cloning are illustrated in Fig. 22. The
gene is first mapped to a specific region
of a chromosome by genetic crosses or,
in the case of humans, by pedigree
analysis. The gene is next localized on
the physical map of this region of
the chromosome.

Positional cloning involves ‘‘walking’’
or ‘‘jumping’’ along a chromosome until
the desired gene is reached. Chromosome
walks are initiated by the selection of
a molecular marker (e.g. RFLP or gene
clone) close to the gene and the use of
this clone as a hybridization probe to

screen a genomic library for overlapping
sequences. Physical maps are constructed
for the overlapping clones identified in
the library screen, and the restriction
fragment farthest from the original probe
is used to screen a second genomic
library constructed by using a different
restriction enzyme or prepared from a
partial digest of genomic DNA. Repeating
this procedure several times and isolating
a series of overlapping genomic clones
allow a scientist to walk the required
distance along a chromosome to the
desired gene.

When the distance from the closest
molecular marker to the gene of interest
is large, a technique called chromosome
jumping can be used to speed up an
otherwise laborious walk. Each jump can
cover a distance of 100 kb or more. Like
a walk, a jump is initiated by using a
molecular probe such as an RFLP as a
starting point. However, with chromo-
some jumps, large DNA fragments are
prepared by partial digestion of genomic
DNA with a restriction endonuclease. The
large genomic fragments are then circular-
ized with DNA ligase. A second restriction
endonuclease is used to excise the junc-
tion fragment from the circular molecule.
This junction fragment will contain both
ends of the long fragment; it can be
identified by hybridizing DNA fragments
separated by gel electrophoresis to the ini-
tial molecular probe. A restriction map of
the junction fragment is prepared, and
a restriction fragment that corresponds
to the distal end of the long genomic
fragment is cloned and used to initi-
ate a chromosome walk or a second
chromosome jump. Chromosome jump-
ing has proven especially useful in work
with large genomes such as the hu-
man genome.
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Fig. 22 Steps involved in cloning of genes on
the basis of their location in the genome
(positional cloning). The gene is first mapped to
as small a region of a chromosome as possible.
In humans, mapping must be done using family
pedigree data, and candidate genes must be
screened by comparing the sequences of genes
from ‘‘normal’’ individuals with the sequences
from individuals with the trait or genetic
disorder. In other species, mapping is done

using data from genetic crosses, and candidate
genes are screened by transforming mutant
organisms with the wild-type allele of the gene
and seeing whether it restores the wild-type
phenotype. (Reproduced from Snustad, D.P.,
Simmons, M.J., Principles of Genetics, 3rd edition,
Copyright  2003 by John Wiley & Sons, Inc.,
Hoboken, NJ, USA. This material is used by
permission of John Wiley & Sons, Inc.)

Verification that a clone of the desired
gene has been isolated is accomplished
in various ways. In organisms such as
Drosophila, verification is achieved by in-
troducing the wild-type allele of the gene
into a mutant organism and showing
that it restores the wild-type phenotype.

In humans, verification commonly in-
volves determining the nucleotide se-
quences of the wild-type gene and several
mutant alleles and showing that the cod-
ing sequences of the mutant genes are
defective and unable to produce functional
gene products.
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Keywords

Genome Scanning
High-speed survey of the presence or absence of landmarks throughout a genome and
the measurement of their copy number in each locus.

Restriction Landmark
Use of restriction enzyme sites as guideposts throughout the genome.

Blocking (in RLGS)
Reduction of background by interfering with the incorporation of labeling reagents
into nonspecific-damaged sites of DNA with pretreatment using enzyme reaction(s).

� The restriction landmark genomic scanning (RLGS) technology is a method for
high-speed survey of the presence or absence of restriction landmarks throughout
a genome and the measurement of their copy number based on the new concept
that restriction enzyme sites are used as landmarks. RLGS employs (1) direct
end-labeling of the genomic DNA digested with a restriction enzyme and (2) high-
resolution, two-dimensional electrophoresis. RLGS has the following advantages.
(1) High speed–scanning ability. Thousands of restriction landmarks can be scanned
simultaneously. (2) Scanning field can be extended by the use of different kinds of
landmarks in an additional series of electrophoresis; (3) This method can be applied
to any organism because direct labeling of restriction enzyme sites, and not the
hybridization procedure, is employed as a detection system. (4) Spot intensity
reflects the copy number of the restriction landmark. Thus, haploid and diploid
genomic DNAs can be distinguished. (5) Using a methylation-sensitive enzyme, the
methylated state of genomic DNA can be screened. Thus, RLGS is a very useful
system not only for genome mapping but also for various studies in biological and
medical fields, such as research for cancer development, aging, and so on.
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1
Concept of ‘‘Genome Scanning’’

Genome scanning is defined as high-speed
survey of the presence or absence of land-
marks throughout a genome and measure-
ment of their copy number in each locus.
Originally, the concept of ‘‘genome scan-
ning’’ arose from the idea of overall detec-
tion of the physical condition of the whole
genomic DNA. From this standpoint, it
would be simplest to detect all fragments
of genomic DNA generated by restric-
tion enzyme cleavage after electrophoresis
followed by ethidium bromide staining.
Initially, efforts were made to visualize
whole genomic DNA fragments accord-
ing to this approach using the Escherichia
coli genome. However, this approach was
limited to small-sized genomes. As the
complexity of the genome increases, the
copy number of DNA molecules of the
haploid genome equivalent decreases in
the specific amount of genomic DNA and
it becomes more difficult to separate and
detect the DNA fragments. In the case of
the human genome, which is 3 × 109 bp,
a single copy locus per haploid genome of
1 µg human genomic DNA produces only
0.5 attomoles (5 × 10−19 mol) fragments.

To overcome this problem, scanning
only landmark information was tried, ig-
noring the other genomic DNA regions.
A landmark would be a guidepost on
the genome, which can be visualized as
signals through the assay method (scan-
ning method), representing a one-to-one
correspondence of a signal to its locus.
The ideal landmark and scanning method
should offer the following: (1) robust land-
mark signals that can be detected repro-
ducibly, (2) high speed–scanning ability
(multiplex scanning), (3) measurement of
landmark copy number from its sig-
nal strength, (4) simple procedure and

robotization, (5) expandability of scanning
field, (6) applicability to any organism,
(7) exportability of the information of land-
mark to any organism, and (8) exportability
of the technique and the information to
other laboratories.

As the most classic method, Southern
hybridization initially provided a quantita-
tive and qualitative method for visualizing
landmarks directly from genomic DNA
using a probe with a unique sequence. In
this system, a signal specific to each lo-
cus can be detected because characteristic
molecule recognition of DNA hybridiza-
tion occurs in a sequence-specific manner.
Next, a polymerase chain reaction (PCR)
was developed as an alternative method
for detecting landmarks. PCR is a tech-
nique for amplifying a region of several
hundred base pairs, flanked by a pair
of oligonucleotide primers. In the PCR
technique, the specificity of signals de-
pends on the specificity of hybridization
of the primers to a unique genomic
locus.

To facilitate the screening of genome
DNA, two approaches can be considered
for identifying landmarks on complex
genomes such as mammals. One approach
is the simplification of the procedure for
detecting loci by establishing robotized sys-
tems. In Southern hybridization, using a
unique probe and in PCR, for amplifying a
unique sequence, a robust but a single
landmark can be identified. To estab-
lish hybridization- or PCR-based genome
scanning, the development of a robotized
system is essential, because only one lo-
cus can be assayed in one procedure. The
other approach is the development of a
multiplex method by which multiple loci
can be screened in one procedure. Typi-
cal techniques of hybridization-based and
PCR-based multiplex methods are DNA
fingerprinting using repeating sequences
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(VNTR, IAP etc.) as probes and the Alu-
PCR method respectively. Trials to identify
mutant loci and construct genome map-
ping have proved successful in some
cases using these conventional approaches
based on the concept of genome scanning.
However, the type of available repeat-
ing sequences limits the scanning field
and scanning speed, because the basic
principle of both approaches to produce
signal specificity is sequence-to-sequence
hybridization.

Our group has introduced a new con-
cept termed restriction landmark, in which
each restriction enzyme recognition site
can be used as a landmark. On the
basis of this concept, we developed a
restriction landmark genomic scanning
(RLGS) method, which employs (1) direct
end-labeling of the genomic DNA di-
gested with a restriction enzyme and
(2) high-resolution, two-dimensional elec-
trophoresis. This method provides an al-
ternative multiplex approach to genome
analysis. Because of the strict speci-
ficity of sequence recognition of the re-
striction enzyme, this technique enables
us to scan multiple and robust land-
marks. Here, we present the concept and
method of RLGS, which allows restriction
landmarks to be surveyed throughout a
genome.

In 2003, the completion of human
genome sequence was announced. The
draft genome sequences of many other
model organisms have also been re-
ported. The database provides us with a
substantial amount of information that
can influence medicine, drug design,
and industrial and agricultural produc-
tion. The genome sequence is just a
part of genetic information, however, be-
cause DNA modification, mainly methy-
lation, is essential genetic and epigenetic
information.

2
Principle of RLGS

2.1
Breakthroughs Enabling the Development
of RLGS

Direct end-labeling followed by elec-
trophoretic separation had been very diffi-
cult with genomic DNA of high complex-
ity, such as those of mammals. However,
three significant breakthroughs paved the
way for the development of RLGS. First
was the discovery of effective enzymes.
Conventionally used 6-bp cutters produce
too many DNA fragments that cannot
be separated as discrete signals. Vari-
ous 8-bp cutters or rare cutters were
discovered, which could produce an ap-
propriate number of DNA fragments for
analysis. Second was the establishment of
a high-resolution electrophoretic system.
Methods of fine disk agarose gel elec-
trophoreses for the first dimension (1st-D)
have been developed to enable high-
resolution electrophoretic separation. This
enabled us to subject the 1st-D agarose
samples to high-resolution polyacrylamide
gel electrophoresis in the second dimen-
sion (2nd-D), because the thickness of the
second polyacrylamide gel depends on the
thickness of the first agarose gel. Third
was the development of the technique for
blocking nonspecific radioactive incorpo-
ration. As the genome size increases, the
copy number of DNA fragments gener-
ated from the specific amount of DNA
decreases. However, the background ra-
dioactivity produced by the incorporation
into nonspecific-damaged sites of genomic
DNA does not change. Therefore, the
signal/noise ratio decreases, depending
on the genome size. Generally, when
the genome size increases to more than
1 × 108 bp, it becomes very difficult to
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detect the signals, because they become
buried in the background. To overcome
this problem, we developed a blocking
technique to reduce the nonspecific in-
corporation of radioactivity. The principle
of the blocking technique is based on
the incorporation of the dideoxynucleotide
analog into the damaged sites, such as
nicks, gaps, and/or double-strand breaks.
After the blocking reaction, the radioac-
tive nucleotides cannot be elongated by
the polymerase reaction from the sites
in which these nucleotide analogs are in-
corporated. Moreover, if a sulfur atom of
the analog is connected to the phosphorus
atom at a position in place of an oxygen
atom in the molecules, such as dideoxy-[α-
thio] nucleotide analogs, it is very difficult
to eliminate it by the 3′ exonuclease activity
of polymerase in the labeling step (Fig. 1).

2.2
The Principle and Procedure of RLGS

RLGS is a technique for scanning restric-
tion landmarks at intervals of less than
1 Mbp. As mentioned above, the random
cleavage caused during the preparation of
sample DNAs affects the RLGS pattern.
To produce a clear pattern with low back-
ground, DNA of high quality is essential.
The critical factors are not only the aver-
age length and the extent of damage (nicks
and gaps) to it but also the content of
the DNA population, which is less than
10 kbp in length, because such small DNA
fragments increase the background. In the

DNA preparation procedure, more care
should be taken to avoid enzymatic degra-
dation (with endonuclease leaking from
the lysosome and other enzymes in the
lysis step), rather than mechanical shear-
ing. Therefore, when DNA is prepared by
proteinase K and the phenol extraction
method, the samples should be treated
for less than 10 min, with an excess of
Proteinase K.

Figure 2 shows the entire procedure of
the RLGS method. In comparison with
conventional DNA electrophoresis, this
procedure that consists of eight steps is
specially designed to reduce the back-
ground generated by the incorporation of
radioactivity in the blocking step (a) and
to separate a large number of DNA frag-
ments very precisely (high-resolution, two-
dimensional electrophoresis, (b–f)).

(a) Blocking: The principle of the block-
ing procedure is mentioned above. This
step is done to reduce the background gen-
erated by the incorporation of radioactivity
into the nonspecifically damaged sites.

(b) Landmark cleavage (with restriction en-
zyme A): This step is for cleavage of
genomic DNA at the restriction land-
marks. The type of restriction enzymes
used should be chosen by the frequency
of sites in the genome and the sensitiv-
ity of DNA methylation. The restriction
enzyme B should be selected on the ba-
sis of the frequency of the restriction
sites that have an appropriate number of
spots that appear on the RLGS pattern.

Fig. 1 Dideoxynucleotide
analog for blocking method
(dideoxynucleoside [α-thio]
triphosphate).
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↓ (b) Landmark cleavage ( with restriction enzyme A ) 
↓ (c) Labeling ( at restriction landmark ) 

↓ (d) Fragmentation with restriction enzyme B
                       (→ produced fragments: AA, AB, and BB) 

↓ (e) First fractionation ( by 0.8% agarose gel electrophoresis )

↓ (g) Second fractionation ( by 5% polyacrylamide gel electrophoresis )
↓ (h) Autoradiography 

↓ (f) Fragmentation of labeled DNA with restriction enzyme C
( → produced fragments: AC, AB, and AA)
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Fig. 2 Procedure for genome scanning by two-dimensional gel
electrophoresis. x1 and x2 represent the distance from a restriction
landmark to the neighboring site for restriction enzyme A or B. y1 or
y2 represent the distance from the site of A to C. 1 and 2 indicate the
labeled sites at the end of the landmark.

The number of analyzable spots is lim-
ited to less than 3000 spots in one gel by
the resolution of the present technique.
DNA methylation affects the RLGS pat-
tern when methylation-sensitive enzyme
is used as restriction enzyme A. In other
words, the change of DNA methylation
throughout the genome can be scanned,
using a methylation-sensitive enzyme.
Further discussion is presented below (see
Sect. 5).

(c) Labeling: The labeling method de-
pends on the shape of the end of the

restriction fragment. In the case of the 5′-
protruding end, a filling reaction of [α-32P]
deoxynucleotide with DNA polymerase is
used. And for labeling at the 3′-protruding
ends (or blunt end), a reaction of addition
of [α-32P] dideoxynucleotide with termi-
nal deoxynucleotidyl transferase (terminal
transferase) at the 3′ end of the DNA frag-
ments is used (Hayashizaki, Y. et al. (1995)
VCH Publishers, pp. 813–817).

(d) Fragmentation of labeled DNA with
restriction enzyme B: This step is for
further cleavage of the labeled genomic
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DNA at the restriction landmark sites
in a test tube. Because the total length
of human or other mammalian genomic
DNA is approximately 3 × 109 bp, more
than 3000 DNA fragments with an av-
erage length of 1 Mbp will be produced
by digestion with a restriction enzyme,
even if NotI, the most infrequent 8-bp
recognition enzyme, is used. However,
such long DNA fragments cannot be pre-
pared from DNA resources, such as cancer
tissues, and, even if these DNA frag-
ments were to be separated, pulse-field
gel electrophoresis is used although its
resolution is not enough to analyze so
many DNA fragments. To solve this prob-
lem, we employed the digestion reaction
of labeled fragments with restriction en-
zyme B, which appears more frequently
in the genome than restriction landmarks.
Owing to reduction in the length of the
DNA fragments, the high-resolution disc
agarose gel can be used, in which the en-
tire resolution range is expanded to more
than 40 cm.

In the case in which restriction enzyme
A is used and the number of restriction
sites are more than approximately 6000 in
the genome (average length of this enzyme
is less than 500 kbp), the treatment
of restriction enzyme B is sometimes
skipped. At the present level of the
technique, too many such spots cannot
be separated in one gel. However, if the
fragmentation with restriction enzyme B
is omitted, the average length of DNA
fragments of almost all 8-bp cutters and
rare cutters will be more than 30 kbp and
these fragments will be trapped at the top
of the agarose gel, resulting in reduction
of the spot number. The final RLGS profile
is the screening of an appropriate number
of spots dispersed over most of a two-
dimensional field.

(e) First fractionation by agarose gel elec-
trophoresis: To obtain a good RLGS
profile in the 1st-D agarose gel elec-
trophoresis, the gel should be as thin and
fine as possible, and the samples should be
electrophoresed as long as possible to pre-
cisely separate more than 3000 signals. The
prototype procedure using a horizontal gel
of this step is described in other literature.

(f) Fragmentation of labeled DNA with
restriction enzyme C: To resolve so
many signals, these fragments should
be subjected to further separation. The
agarose disc gel should be treated with
reaction mixture of restriction enzyme
C. Usually, an enzyme whose restriction
sites are more frequent than those of
restriction enzyme B, such as a 4-bp cutter,
should be used as the restriction enzyme
C. Owing to this cleavage reaction, the
DNA fragments can be electrophoresed
depending on the distance from the site
of restriction enzyme A to C (y1 and y2 in
Fig. 2).

(g) Second fractionation: After the con-
nection of the 1st-D agarose gel to the
2nd-D polyacrylamide gel, the DNA frag-
ments are subjected to further 2nd-D gel
electrophoresis. The sizes of the DNA frag-
ments range from 2 kbp to 70 bp. Though
technically vertical gels are used, original
protocol has been described as the hori-
zontal electrophoresis system.

(h) Autoradiography: The final gel sam-
ples are dried and autoradiographed.

3
Techniques

In this section, we describe the most
recent protocol, which uses a vertical elec-
trophoresis system. Use of an alternative
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horizontal electrophoresis system has
been described in other literature.

3.1
Preparation of Genomic DNA

3.1.1 Materials and Stock Buffers

Materials Proteinase K (Nakalai), RNase
A (Nakalai), phenol (the commercially
available phenol should be distilled), chlo-
roform, isoamyl alcohol, sodium sarko-
sylate, 8-hydroxyquinoline, 50-mL Falcon
tube, mortar and pestle, and dialysis tube.

Stock buffers
• TE: 10 mM Tris-Cl pH 7.5, 1 mM EDTA.
• PCI (phenol-chloroform-isoamyl-0.1%

8-hydroxyquinoline): Distilled phenol,
chloroform, and isoamyl alcohol are
mixed in a ratio of 50 : 49 : 1, and 8-
hydroxyquinoline is adjusted to 0.1% in
the final mixed reagent. PCI should be
buffered with TE.

• Lysis buffer: 1 mg mL−1 Proteinase
K, 150 mM EDTA, 1% sarkosyl, and
10 mM Tris-Cl pH 8.0.

3.1.2 DNA Preparation
A sample of 0.5 g of tissue wrapped
in aluminum foil is frozen with liquid
nitrogen. The sample is crushed with a
hammer, and then powdered in a mortar
that has been chilled in liquid nitrogen.
For the study of cell lines, a cell pellet
washed with phosphate-buffered saline
(PBS) can be used in place of the powdered
tissue. The sample is transferred into
a 50-mL Falcon tube, followed by the
addition of 20 mL lysis buffer. Stirring
with a spatula gives a viscous sample.
The mixture is incubated at 55 ◦C for
5 min and then 20 mL of PCI is added
immediately, followed by gentle stirring
until the border between the aqueous and
phenol phases disappears. The sample is

centrifuged at 3000 rpm for 30 min with
RL101 swing rotor (Tomy). The aqueous
phase is transferred into a new 50-mL
Falcon tube. This phenol extraction should
be repeated more than twice. The sample
is dialyzed overnight against TE that
has been autoclaved. After recovery from
dialysis tube, 20 µL of 1 mg mL−1 boiled
RNase A is added to digest RNA and is
incubated for 2 h at 37 ◦C. The elimination
of RNA is confirmed by 0.8% agarose
electrophoresis using 1 µL of the reaction
mixture. Next, PCI extraction is performed
to inactivate RNase A. Ethanol, 40 mL, is
added with gentle stirring. The precipitate
is transferred to an Eppendorf sample tube
and suspended in 500 µL of TE.

3.2
Blocking and Direct DNA Labeling at
Restriction Landmark

3.2.1 Materials and Stock Buffers

Materials DNA polymerase I (Toy-
obo), deoxynucleoside [α-thio] triphos-
phates (dGTP[α]S, dATP[α]S, dCTP[α]S,
dTTP[α]S, (Toyobo)), dideoxynucleo-
side [α-thio] triphosphates (ddGTP[α]S,
ddATP[α]S, ddCTP[α]S, ddTTP[α]S, (Toy-
obo)), dideoxynucleoside triphosphates
(ddGTP, ddATP, ddCTP, ddTTP, (Toy-
obo)), [α-32P] dGTP (3000 Ci mmol−1)
(Amersham, UK), [α-32P] dCTP (6000 Ci
mmol−1) (Amersham), NotI (Takara),
EcoRV (Toyobo), MboI (Takara), Seque-
nase Ver. 2.0 (Amersham), terminal de-
oxynucleotidyl transferase (Takara), bro-
mophenol blue (BPB), xylene cyanol (XC),
and dithiothreitol (DTT).

Stock buffers
• 10 × high buffer (HB): 500 mM Tris-Cl

(pH 7.4), 100 mM MgCl2, 1 M NaCl,
and 100 mM DTT.
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• 10 × medium buffer (MB): 500 mM
Tris-Cl (pH 7.4), 100 mM MgCl2,
500 mM NaCl, and 100 mM DTT.

• 4 × blocking buffer (BB): 4 × MB,
1.6 µM dGTP[αS], 0.8 µM dCTP[αS],
16.0 µM ddTTP[αS] (or ddTTP), and
16.0 µM ddATP[αS] (or ddATP).

• TE buffer: 10 mM Tris-HCl (pH 7.4),
1 mM EDTA.

• PCI; refer to Sect. 3.1.1.

3.2.2 Procedures of Blocking, Restriction
Enzyme Digestions, and Labeling

Blocking The genomic DNA is treated
with 1.75 units of DNA polymerase I in
10 µL of 1 × high buffer in the presence
of 0.4 µM dGTP[αS], 0.2 µM dCTP[αS],
4.0 µM ddTTP[αS] (or ddTTP), and 4.0 µM
ddATP[αS] (or ddATP). ddTTP[αS] and
ddATP[αS] (Fig. 1) rather than ddTTP and
ddATP are recommended to obtain a good
pattern. This combination of nucleotide
analog is applied to the labeling of NotI
landmarks. In this blocking reaction, the
deoxynucleoside [α-thio] triphosphate(s)
(dXTP[αS]), which is incorporated into the
site of landmark cleavage (dGTP[αS] and
dCTP[αS] in this case), should be cho-
sen as 0.4 µM or 0.2 µM of dXTP[αS] (the
concentration depends on the specific ac-
tivity of the radioactive compound used in
the labeling step) and the dideoxynucleo-
side [α-thio] triphosphate(s) (ddYTP[αS]),
which cannot be incorporated into the
site of landmark cleavage (ddTTP[αS] and
ddATP[αS]), should be chosen as 4.0 µM of
ddYTP[αS]. This reaction mixture is incu-
bated at 37 ◦C for 30 min. DNA polymerase
I is inactivated by heating at 65 ◦C for
30 min.

Protocol 1

7.0 µL sample DNA
2.5 µL 4 × blocking buffer

0.5 µL DNA polymerase I [3.5U/L]
10 µL total

↓ Mix with pipetting
↓ Incubate at 37 ◦C for 30 min
↓ Incubate at 65 ◦C for 30 min.

Landmark cleavage DNA is digested
with enough units of landmark restric-
tion enzyme A, such as NotI. The re-
action mixture is incubated at 37 ◦C
for 2 h.

Protocol 2

10.0 µL sample DNA
2.0 µL 10 × HB
2.0 µL 10 × HB
2.0 µL NotI [10 U µL−1]
6.0 µL H2O

20.0 µL total
↓ Mix with pipetting
↓ Incubate at 37 ◦C for 2 h.

Labeling The cleavage ends are filled
in with 1.3 units of Sequenase Ver.
2.0 in the presence of 0.165 µM [α-32P]
dGTP (3000 Ci mmol−1) and 0.165 µM
[α-32P] dCTP (6000 Ci mmol−1) at 37 ◦C
for 30 min. The polymerase reaction is
stopped by heating up to 65 ◦C for
30 min.

Protocol 3

20.0 µL sample
0.3 µL 1M DTT
1.0 µL [α-32P]dGTP
1.0 µL [α-32P]dCTP
0.1 µL Sequenase Ver. 2.0

[13 U µL−1]
22.4 µL total

↓ Mix with pipetting
↓ Incubate at 37 ◦C for 30 min
↓ Incubate at 65 ◦C for 30 min.
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Cleavage with restriction enzyme B The
second digestion is performed with restric-
tion enzyme B, such as EcoRV, in 30 µL
of 1 × high buffer. The final reaction mix-
ture is as shown in Protocol 4. The reaction
mixture is incubated at 37 ◦C for 1 h.

Protocol 4

22.4 µL sample DNA
1.0 µL 10 × HB
2.0 µL EcoRV [10 U µL−1]
4.6 µL H2O

30.0 µL total
↓ Mix with pipetting
↓ Incubate at 37 ◦C for 1 h.

3.3
Two-dimensional Separation with
Electrophoresis

3.3.1 Materials, Apparatus, and Stock
Solution

Materials
• SeaKem GTG agarose (FMC); acry-

lamide (Nakalai); methylenebisacry-
lamide (Nakalai); ammonium persulfate
(Nakalai); bovine serum albumin (BSA)
(Sigma, fraction V); disposable plastic
syringes (1 mL, 5 mL); needles, three-
way stopcocks for syringes.

• 10 × 1st-D buffer (for 1st-D): Dissolve
242 g Tris, 109 g sodium acetate trihy-
drate, 42 g NaCl, 23.4 g EDTANa2 in
1.8 L of H2O and adjust the pH to 8.15
with acetic acid. Adjust the volume to
2 L and autoclave it. The pH of the
1 × buffer is 8.0.

• 10× tris-borate, EDTA (TBE) buffer (for
2nd-D): Dissolve 1210 g Tris, 770 g boric
acid, and 75 g EDTANa2 in H2O and
adjust to 20 L. Final concentration for
electrophoresis is 1 × TBE.

• 6 × dye solution: 0.25% BPB, 0.25% ×
C in (30% glycerol) in H2O.

• 10% ammonium persulfate (Nakalai).
• N,N,N′,N′-Tetramethylethylenediamine

(TEMED) (Nakalai)

Gel
• 1st-D agarose gel: 0.8% agarose (SeaKem

GTG) in 1 × 1st-D buffer with 5% su-
crose. (Adjust 0.24 g agarose to 30 mL
with 1 × 1st-D buffer containing 5%
sucrose.)

• Connecting gel: 0.8% agarose (SeaKem
GTG) in 1 × TBE with 5% sucrose.
(Adjust 0.24 g agarose to 30 mL with
1 × TBE containing 0.2 mL 6 × dye
without glycerol.)(note) Polyacrylamide
gel should be prepared just before the
use for 2nd-D gel electrophoresis.

Electrophoretic apparatus
• 3.0 mm i.d., 3.6 mm o.d., 10 m (for

in situ digestion) (#9), Teflon tubing,
(Nichias).

• 3 mm i.d., 5 mm o.d., 1 m (No. 7078BR),
Silicon tubing (for 1st-D), (Sanplatec).

• 1st-D gel holder (composed of 4 mm i.d.
and 60-cm long glass tube with a 2.4 mm
i.d. and 63-cm long Teflon tubing inside.
Silicon stopper #4 with a hole is set at
4 cm below the top edge).

• Electrophoretic tank for 1st-D (Fig. 3).
• Electrophoretic tank for 2nd-D (Figs. 4

and 5).
Note: 1st-D gel holder and elec-

trophoretic tanks for 1st-D and 2nd-D are
manufactured and supplied by Biocraft
Inc., Tokyo, Japan: URL, http://www.bio-
craft.co.jp; E-mail, info@bio-craft.co.jp.

Preparation of the gel holder for the vertical
1st-D disc gel The prototype 1st-D disc gel
method with Teflon tubing was originally
developed by Asakawa. In this protocol, we
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introduce an extensively modified Teflon
tubing method that was adapted from
Okazaki et al.

3.3.2 Gel Casting for Vertical 1st-D Disc
Gel
• Melt the agarose gel solution in a

microwave oven.
• Cool the solution down to 55–65 ◦C

(Fig. 6).
• Connect a 5-mL plastic syringe fitted

with a three-way stopcock to the top
edge of the 1st-D gel holder with a 3-cm
long silicon tubing.

• Suck up the gel solution (Fig. 6) grad-
ually to reach the line (1 cm below the
top).

• Close the stopcock and hold it on the
support stand (Figs. 7 and 3).

• Wait for 15 min for the gel to solidify.
• Open the stopcock to the air and

disconnect it.
• Add 350 mL of 1 × 1st-D buffer to the

cathodal bottom tank.
• Fit each gel on the anodal top tank at the

silicon stopper.
• Place the anodal tank on the cathodal

tank and fill the anodal tank with 350 mL
of 1st-D buffer.

Fig. 3 1st-D electrophoretic tank with
1st-D gel holder on the hanging parts.

3.3.3 Running 1st-D Gel
• Apply an aliquot of sample containing

1.5 µg DNA.
• Electrophoresis at 100 V for 1 h and

230 V for about 23 h until the BPB
migrates 50 cm.

Fig. 4 Assembly of glass plates
in the 2nd-D electrophoretic
apparatus. 5 glass plates and 4 gel spaces
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1st-D agarose gel

2nd-D gel

Glass plate

Agarose gel

Fig. 5 Partial cross-section of a
2nd-D electrophoretic apparatus
after the 1st-D gel connection.

Fig. 6 Casting of 1st-D gel.

3.3.4 Extruding the Gel
• After electrophoresis, remove the catho-

dal top buffer with an aspirator and take
out each gel holder.

• Expel the gel slowly using a cut-off
yellow tip of a 1-mL syringe (Fig. 8).

• Cut off the gel 4 cm from the bottom
edge (Fig. 9).

• Soak the gel in 50-mL Falcon tube
containing 40 mL of 1 × HB (Fig. 10).

• Sway the tubes gently and equilibrate
the buffer system of the gel for 10 min.
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Fig. 7 Magnified view of the hanging parts and 1st-D gel holder.

Fig. 8 Syringes to expel the 1st-D gel.

Fig. 9 Cutting the 1st-D gel.
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Fig. 10 Changing the buffer system for
the 1st-D gel.

• Change the buffer again and equilibrate
completely for 10 min.

3.3.5 In Situ Restriction Enzyme Digestion
Prepare Teflon tubing with an inside
diameter that is slightly larger than that of
the gel. Mount the 10-mL plastic syringe
and connect it to the 3.0 mm i.d. and
45-cm long Teflon tubing (#9) with 3-cm
silicon tubing.

• Pour the equilibrated gel into a tray
containing 20 mL of 1 × HB (Fig. 11).

• Gently suck up the gel into the Teflon
tubing (Fig. 11).

• Remove the buffer inside the Teflon
tubing.

• Fill the tubing with 1.5 mL of enzyme so-
lution, 1500 units of restriction enzyme

(MboI), and 0.01% BSA by sucking up
slowly (Fig. 12).

• Remove the syringe and make loop
the tubing by connecting one end to
the other.

• Put the looped tubing into a plastic bag
(Fig. 13).

• Seal the bag and incubate at 37 ◦C
for 2 h.

3.3.6 Preparation of 2nd-D Gel

Preparation of acrylamide of gel solution
The polyacrylamide gel solution should be
prepared just before the 2nd-D gel elec-
trophoresis. Usually, 5% polyacrylamide
gel is employed. Dissolve 145 g acry-
lamide, 5 g methylenebisacrylamide, 2-g
ammonium persulfate in 3 L of 1× TBE
buffer. Add 0.8 mL TEMED just before
solidifying the gel.

2nd-D gel assembly Figures 4 and 5 show
the recent type apparatus for the vertical
2nd-D electrophoretic system. This is com-
posed of upper and lower electrophoretic
tank and a box containing 5 glass plates
with 1-mm thick spacers between the glass
plates, which enables the preparation of 4
gels by pouring acrylamide solution into
the box in one procedure. It is not nec-
essary to reset the glass plates onto the
electrophoretic apparatus. This apparatus
can be also used as an electrophoretic
tank itself.

The glass plates for 2nd-D are 480
(W) × 410 (H) × 5 (thick) mm in size. The
gel is cast into a gel box carrying 4 gel
spaces, which are made by 5 glass plates
neatly placed side by side with 1-mm gel
spacers in between. After the gel plates and
spacers are assembled, acrylamide gel so-
lution is poured. The gel surface is adjusted
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Fig. 11 Using a syringe to pull the 1st-D gel up into the
Teflon tubing.

Fig. 12 Filling the tubing with enzyme C solution.

5 mm below the tapering edge of the glass
plate. 1 mL of 2-butanol is laid gently on
each acrylamide gel solution. Wait for 1 h
for the gel to solidify.

3.3.7 Running 2nd-D Gel
• Rinse the top of the gel with 1 × TBE to

remove 2-butanol and wipe the surface

with a sheet of paper (Kimwipe) to
remove the TBE completely.

• After 2 h, digestion with MboI expels
the 1st-D gel from the tubing into a
50 mL-Falcon tube containing 40 mL of
1 × TBE.

• Shake the tubes gently and equilibrate
the buffer system of the gel for 10 min.
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Fig. 13 Tubing loop in the plastic bag.

Fig. 14 Placing the 1st-D gel on the 2nd-D gel (top view).

• Discard the buffer and place the 1st-D
gel on the top of 2nd-D acrylamide gel
(Figs. 14 and 15).

• Connect 1st-D gel and 2nd-D gel with
2 mL of connecting gel using a 5-mL
syringe with 22 g needle.

• Pour 0.2 mL of 6 × dye solution on the
gel.

• Electrophorese at 100 V for 1 h and
150 V for about 23 h till the BPB reaches
the bottom.

3.3.8 Gel Drying and Autoradiography
• Dry up the gel at 80 ◦C.
• Autoradiography using XAR5 (Kodak)

in the cassette with intensified screen,
Quanta Rapid (Sterling, see sup-
plier, Knight Imaging Products at URL,
http://www.ssl.gb.com/knight/
intensifying screens.htm).

• 24 h for short exposure.
• 7 to 10 days for long exposure (Fig. 16).



Genome Scanning Method; Restriction Landmark Genomic Scanning (RLGS) 429

Fig. 15 Placing the 1st-D gel on the 2nd-D gel (side view).

Fig. 16 RLGS profile of
hamster genome DNA. NotI,
EcoRV, and MboI were used as
restriction enzymes A, B, and C
respectively.
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4
RLGS Pattern and Its Advantages

Figure 16 shows the resulting RLGS
profile using NotI, EcoRV, and MboI
as restriction enzyme A (restriction
landmark), B, and C respectively. As
shown in Fig. 2, the x, y coordinates
((x1, y1), (x2, y2)) of each spot indicate
the distances from the site of restriction
enzyme A through B, and from A through
C, respectively. In spite of the large size
of mammalian or plant genomes, it is
inconceivable that two sets of identical
valued parameters (x, y) were to be
produced from different landmarks on
the genome. Therefore, one spot on the
RLGS profile corresponds to one locus.
In the mice RLGS profile, more than
2500 spots appeared in one gel, indicating
that the information corresponds to more
than 2500 times that from Southern
hybridization or PCR with unique probes
(primers). The high resolution of this
system results from the two-dimensional
system of combining agarose gel and
polyacrylamide gel, and almost all the
regions of the two-dimensional area are
used efficiently to separate a large amount
of spots.

RLGS has the following advantages
for genome scanning. (1) It has high
speed–scanning ability. Thousands of re-
striction landmarks can be scanned si-
multaneously. (2) The scanning field can
be extended by using different kinds of
landmarks in an additional electrophoresis
series. More than 10 kinds of restriction
enzymes can be used (Table 1). (3) This
method can be applied to any organ-
ism because direct labeling of restriction
enzyme sites, and not hybridization pro-
cedure, is employed as a detection system.
(4) Spot intensity reflects the copy num-
ber of the restriction landmark. In Fig. 16,

Tab. 1 Landmark enzymes A (both vertebrate
methylation-sensitive and -insensitive), B
and C.

5MeCG-sensitive enzyme A
NotI, SfiI, FseI, CspI, MluI, AscI, BssHII, ClaI,
XhoI, Eco52I, SalI, NarI, NruI, RsrII

5MeCG-insensitive enzyme A
PacI, SwaI, Sse8387I, PmeI, EagI

Enzyme B (also used as enzyme C)
BamHI, DraI, EcoRI, EcoRV, HindIII, PstI,
PveII, SphI

Enzyme C
MboI, HinfI

several enhanced spots can be seen. These
spots are derived from ribosomal DNA,
which is the typical repetitive sequence in
mammalian genome. The fact that haploid
and diploid genomic DNAs can be distin-
guished in RLGS will be used for linkage
analysis. (5) Using methylation-sensitive
enzyme, the methylated state of ge-
nomic DNA can be screened (see Sect. 5).
(6) When CpG-rich enzymes, such as NotI,
BssHII and so on are used, CpG islands
near the genes are preferentially screened.
In the case of NotI, 89% of all NotI
spots are located on or near the tran-
scripts. Thus, RLGS is very advantageous
compared with hybridization-based and
PCR-based genome scanning methods.

5
Screening for DNA Methylation Using
RLGS-M

The RLGS method can be used in two
ways. One is for genome scanning of
the copy number of each locus corre-
sponding to a spot using a methylation-
insensitive enzyme as a restriction land-
mark. The other is for the detection of DNA
methylation throughout the genome using
a methylation-sensitive enzyme. Table 1
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lists both types of restriction enzymes.
Generally, the only known site for DNA
methylation is the 5-position of the cy-
tosine residue (5MeC), which is prefer-
entially located on the palindromic din-
ucleotide 5′CG3′/5′GC3′. The 5MeCpG
methylation-insensitive enzyme cleavage
is not affected by DNA methylation in
the vertebrate genome. The recognition
sites of PacI and SwaI do not include
the C residue, and the site for Sse8387I
also does not include the CG sequence,
although the population of 5MeC located
on CG sequence is not small. Therefore,
when using these enzymes on the RLGS
profile, the intensity of the spots depends
entirely on the copy number of the corre-
sponding locus.

As shown in Fig. 17 (RLGS-M, re-
striction landmark genomic scanning for
DNA methylation), the intensity of the
RLGS spots changes depending on DNA
methylation when a 5MeCpG-sensitive en-
zyme is used as restriction enzyme A. If

both alleles of the restriction landmark
for a methylation-sensitive restriction en-
zyme, such as NotI, BssHII and so on
are demethylated, the corresponding spot
displays full intensity. However, if one
or both of the alleles are methylated,
the spot intensity is reduced by half or
disappears (Fig. 17). Thus, the degree of
methylation can be screened by taking ad-
vantage of methylation-sensitive enzymes.
Examples of this have been reported in
other literature.

The RLGS method described here can
be applied to many biological fields such
as, cancer research (detection of amplifi-
cation, loss of heterozygosity, methylation
change), high-speed genome mapping (a
large number of analyzable loci), isolation
of imprinting genes, identification of indi-
viduals, and phylogenic analysis of species.
Thus, the RLGS method is very useful for
scanning not only the change of copy num-
ber of each locus but also the change in
DNA methylation.

Fig. 17 Schematic representation of
alteration in spot intensity due to
genomic DNA methylation. (a) when
both alleles are demethylated, the spots
show diploid intensity; (b) when one
allele is methylated, the corresponding
spot shows half intensity; (c) when both
alleles are methylated, the spots
disappear. R, restriction landmark; MeR,
the methylated restriction site.
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6
Virtual RLGS

To develop analyses using RLGS
profiles, the most important step is
the identification of polymorphic spots.
However, the amount of DNA available
for cloning in a single spot is very small.
In addition, the isolated-out acrylamide
gel fragment contains two thousand times
as many nonlabeled DNA fragments as
the labeled DNA fragments. Therefore,
it sometimes has the difficulty to clone
the target DNA fragment. To overcome
this problem for organisms where the
entire genomic DNA sequence is known,
we have developed a novel and efficient
computer simulation to identify the
spots, which we call RLGS pattern-
designated virtual imaging restriction
landmark genome scanning (Vi-RLGS).
We used the Arabidopsis genome sequence
to construct a Vi-RLGS system because its
entire nuclear genomic DNA sequence has
recently been reported, although there are
a few small gaps.

First, a computer simulation for the
RLGS procedure was written, following
the flowchart shown in Fig. 2. In this sim-
ulation program, the landmark restriction
enzymes and the recognition sites are indi-
cated by A. Similarly, B and C indicate the
second and third restriction enzymes, re-
spectively. Therefore, ‘‘AA,’’ ‘‘AB,’’ ‘‘AC,’’
‘‘BB,’’ ‘‘BC,’’ and ‘‘CC’’ indicate DNA frag-
ments with the respective sites at either
end. In step (b), the DNA is digested with
enzyme A. Next, it is digested with en-
zyme B, and ‘‘AA’’ and ‘‘AB’’ fragments
are used in the following step. In step (f),
in-gel digestion with enzyme C follow-
ing 1st-D electrophoresis is performed,
and step (g) involves 2D-electrophoresis
in the computer simulation. Presently,
there are some gaps in the Arabidopsis

genomic sequence, and the data used in
this program have sequence ends at ei-
ther end. The landmarks located in the
regions of flanking gaps and the end se-
quences of inserts are irregular spots that
affect the RLGS analysis. Therefore, the ir-
regular spots are simulated manually and
added to the resulting simulation patterns.
Finally, the ‘‘AC,’’ ‘‘AB,’’ and ‘‘AA’’ frag-
ments are presented as Vi-RLGS profiles
containing sequence information as well
as their chromosome location.

To compute the size of each DNA
fragment, we used Southern’s method
in which the reciprocal of mobility (M)
plotted against fragment length (L) is linear
(L = 1/M). This relationship is linear
over a wider range than the conventional
semilogarithmic plot. In addition, the
following equation was adapted to high
voltage gradients and the scanning range
used in the RLGS method:

M = k1

L − k2
+ M0

Where

M0 = M3 − M1A

1 − A

A =
{

L1 − L2

L2 − L3

} {
M3 − M2

M2 − M1

}

k1 = L1 − L2

1/(M1 − M0) − 1/(M2 − M0)

k2 = L1 −
{

k1

M1 − M0

}
.

M0 is a factor calculated to give the
best fit to a straight line with the above
equation. To calculate M0, three points,
defined by molecular weight standards
L1, L2, and L3 and their corresponding
mobilities (M1, M2, and M3) were chosen.
To provide the precise simulation pattern,
three data points were obtained from
actual electrophoresis patterns using a
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1-kbp ladder marker in a 1st-D 0.8%
agarose gel and a 100-bp ladder marker
in a 2nd-D 5% polyacrylamide gel, and
were substituted for L1–3 and M1–3 in
the above equation. In a preliminary test
of this program, a simulated pattern was
generated using the entire chloroplast
genome sequence for Arabidopsis thaliana.
NotI is used as a universal restriction
landmark enzyme in animal and plant
RLGS analysis. Here, we performed a
NotI-Arabidopsis simulation profile using
our Vi-RLGS system, and EcoRV and MboI
were used as enzymes B and C respectively
(NotI-EcoRV-MboI).

The Vi-RLGS patterns in the range 0.6
to 7.5 kbp in 1st-D and 50 to 300 bp in the
2nd-D are shown in Fig. 18(a), and the real
RLGS pattern in the range corresponding
to Fig. 18(a) is shown in Fig. 18(b). The
two spots indicated by arrows in Fig. 18(b)
were cut from the gel and cloned using
the previous method. The sequences con-
firmed that their patterns concurred with
the theoretical Vi-RLGS. There is a differ-
ence in the number and pattern of spots
in Figs. 18(a and b). There are two possi-
ble reasons for this difference: (1) there
are some gaps in the Arabidopsis ge-
nomic DNA sequence; specifically, highly
repeated sequences, such as centromeres,
telomeres, the ribosomal RNA gene clus-
ters, and their flanking regions have not
yet been reported; and (2) DNA modifi-
cation. In plant DNA, 5′-methylcytosine
(5MeC) occurs at cytosine residues in
symmetrical sequences, such as CpG and
CpNpG. In Arabidopsis genomic DNA, the
5MeC content (5MeC/5MeC+C) is approx-
imately 5.2%. NotI is sensitive to 5MeC,
while EcoRV and MboI are insensitive
to this methylation. Black arrowheads in
Fig. 18(b) indicate spots that are present in
Fig. 18(a) and absent or faint in Fig. 18(b).
To confirm the influence of 5MeC in NotI

landmark detection, the spots indicated by
arrows in Fig. 18(b) were subjected to a
PCR assay. Primers to amplify an approx-
imately 1-kbp sequence containing NotI
sites were synthesized and NotI-digested
genomic DNA was amplified. The pres-
ence of amplification products indicates
that the NotI sites are methylated and
that the RLGS spot cannot be detected
in the real RLGS pattern. Figure 18(c)
shows the PCR assay of six spots: 4T16H5,
4F13C5, 2F26H6, 3T28A8, 2F12C20, and
4T24H24. Spots present in the real RLGS
pattern, 4T16H5 and 4F13C5 were not am-
plified, and the masked spots 2F26H6,
3T28A8, 2F12C20, and 4T24H24 were
amplified. The amplified DNA fragments
were cloned and confirmed to contain NotI
sites in the target DNA region. In addi-
tion, the RLGS pattern of approximately
22%-reduced 5MeC hypomethylated Ara-
bidopsis plants generated using AzaC was
produced. As a result, some spots present
in Fig. 18(a) and absent in Fig. 18(b) were
present in RLGS pattern from hypomethy-
lated plants. This means that the masked
spots mainly result from DNA methyla-
tion. To find spots present in virtual RLGS
files and absent in real RLGS patterns
requires exhaustive detection of methy-
lated regions in Arabidopsis genomic DNA.
Owing to the analysis of the difference
between Vi-RLGS and the experimen-
tally produced RLGS pattern, the dynamic
change of methylation status of genomic
DNA can be screened. On the other hand,
the yellow arrowheads in Fig. 18(b) are ab-
sent or have a slight difference of mobility
in the Vi-RLGS profiles. We speculate that
they result from gaps in the sequence or
from sliding due to methylation in the
flanking regions. Nevertheless, the com-
parison of virtual and real RLGS patterns
identified approximately 80% of the spots
in the real RLGS pattern based on their
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Fig. 18 Comparison of the Vi-RLGS profile
using nucleic DNA sequences of A. thaliana and
an experimental RLGS pattern
(NotI-EcoRV-MboI). (a) Vi-RLGS profile of
nuclear genomic DNA. Each spot is given the
clone name available at the Web site of The
Arabidopsis Information Resource (TAIR). Head
numbers indicate the chromosome number.
Circle (violet): chromosome 1; rhombus
(yellow): chromosome 2; triangle (red):
chromosome 3; cross (blue): chromosome 4;
square (green): chromosome 5. (b) The real

RLGS pattern corresponding to the region
shown in (a). Black arrowheads indicate spots
present only in the Vi-RLGS profile. White
arrowheads indicate spots that are absent in the
Vi-RLGS profile. (c) PCR assay of seven spots
comparing uncut genomic DNA and
NotI-digested genomic DNA. The marker is
HincII-digested ø174. (d) Vi-RLGS analysis of the
mutant. (e) Southern hybridization pattern of
control (C) and the mutant (M) digested with
NotI and EcoRV using a clone of the deleted
region as the probe. (See color plate p. xxiii.)



Genome Scanning Method; Restriction Landmark Genomic Scanning (RLGS) 435

M
ar

ke
r

+ 
4T

16
H

5-
U

nc
ut

− 
4T

16
H

5-
N

ot
I

− 
4F

13
C

5-
N

ot
I

+ 
2F

26
H

6-
U

nc
ut

+ 
2F

26
H

6-
N

ot
I

+ 
3T

28
A

8-
N

ot
I

+ 
2F

12
C

20
- N

ot
I

+ 
3T

28
A

8-
U

nc
ut

+ 
2F

12
C

20
-U

nc
ut

+ 
4T

24
H

24
-U

nc
ut

+ 
4T

24
H

24
- N

ot
I

+ 
4F

13
C

5-
U

nc
ut

(c)

(d)

(e)

4T15F16 ( +,+ )

4FCA1( +,+ )

4FCA1( +,− )

4F13C5 ( +,− )

4T16H5 ( +,+ )

4T805 ( +,+ )

Control Mutant

Control Mutant

CENT

2.1 to 2.4 Mb

Chromosome IV

Fig. 18 (Continued).

pattern and molecular weight as deter-
mined by 1st-D and 2nd-D mobility.

Mutations can be induced using physi-
cal mutagens, such as X rays, gamma rays,
fast neutrons, and ion beams. Since we
expect the Vi-RLGS method to be useful

for detecting genetic mutations, such as
deletions and translocations, we analyzed
the RLGS patterns of an X-ray-induced
mutant. Figure 18(d) shows that spots
4FCA1 and 4F13C5 are absent in the
mutant RLGS pattern. These spots are
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linkage markers localized on chromosome
IV. In addition, one 4FCA1 spot (cen-
tromere side) is present and another is
absent in the mutant pattern. These re-
sults indicate that a deletion occurred
just downstream from 4FCA1. Since spots
4T16H5 and 4T8O5, which are close to
4F13C5, are present in the mutant pat-
tern, this deletion is approximately 2.1
to 2.4 Mbp in size. To confirm the
deletion, a clone of the region between
4FCA1 and 4F15C5 was isolated and
used as a probe in Southern hybridiza-
tion (Fig. 18e). The hybridization pattern
showed that this region was absent in the
mutant genome.

Presently, there are 177 known NotI
sites in the Arabidopsis genome. The Vi-
RLGS system revealed that if enzyme B
is replaced with another restriction en-
zyme (excluding EcoRV) such as DraI,
approximately 88.7% (157/177 spots) of
the NotI sites will be present in the resolv-
able scanning field of the NotI-EcoRV-MboI
and NotI-DraI-MboI patterns. In addi-
tion, the average size of a NotI fragment
of Arabidopsis genomic DNA is approx-
imately 706 kbp (125 Mbp = Arabidopsis
genome size/177). Although some spots
are masked by DNA methylation, our
NotI-EcoRV-MboI profile covers 79.5% of
all NotI sites, and an Mbp-order dele-
tion is readily detected by the NotI-Vi-
RLGS profiles. Further Vi-RLGS analysis
using various other landmark enzymes
will increase the number of effective
landmarks and allow more detailed ge-
nomic scanning.

Vi-RLGS saves considerable time and
labor, and provides a simple procedure
for identifying polymorphic spots in RLGS
analysis as well as for screening suit-
able restriction enzymes. In theory, this
method is useful for the genomic anal-
ysis of organisms with large genomes,

even without sequence information for
each chromosome. Therefore, the Vi-
RLGS system offers a different spectrum
of mutation detection than microarrays,
and will be a useful tool for detecting mu-
tations in DNA length and modification
in forthcoming postgenome sequencing
research.

7
Perspective

One of the advantages of RLGS when
compared with protein 2-dimensional gels
is that the spots of interest can be cloned.
The spot cloning technique will expand the
application field of RLGS. In fact, a gene
whose mRNA transcription is regulated
in imprinted manner was cloned using
this technique.

The concept of genome scanning arose
from the need to survey the genome in
the biochemical approach to DNA. Three
classic methods that have been previ-
ously developed are hybridization-based
method, PCR-based method and staining
(ethidium bromide)-based method. RLGS
is a fourth type based on the novel con-
cept that restriction enzyme sites can be
used as landmarks by direct end-labeling,
resulting in a variety of specific features
and advantages.

The RLGS method had previously
been applied to several major research
fields, including (1) screening polymor-
phism, genetic linkage analysis, and po-
sitional cloning; (2) cloning of imprinted
genes; (3) methylation and genome struc-
ture analyses in a tumor or a cloned
animal; and (4) discrimination of agricul-
tural crop cultivars.

Analysis of genome modification, such
as methylation, is the most important tar-
get phenomenon. When the location on
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the genome is specified, microarray or
PCR techniques can be used. In particular,
microarray analysis has enormous capac-
ity to screen many points throughout the
genome. However, the whole genome se-
quence data is the essential prerequisite
for the design of the microarray. On the
other hand, to screen the genome whose
entire sequence has not been analyzed,
RLGS is used as it is clear that it is
the most rapid system to discover new
landmarks because the microarray sys-
tem can only screen known sites that
are printed in a microarray. Even in
the screening of a completely sequenced
genome, RLGS is very rapid, economical,
and convenient for screening the methy-
lation status of genomic DNA because,
unlike microarrays, it does not require any
special equipment. Thus, RLGS will be a
useful method to compliment microarray
technology for analyzing whole genome
sequence data.
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Keywords

Blue–white Selection
Not really selection but color identification. Vectors carrying the β-galactosidase (lacZ)
gene (or part of it) produce blue plaques in the presence of 5-bromo-4-chloro-3-indolyl-
β-D-galactopyranoside (X-gal). If this gene is located in a stuffer fragment, then all
recombinants will form white plaques and parental vectors will produce blue plaques
in the presence of X-gal.

Genetic Selection
Usually, in cloning, selection against parental, nonrecombinant molecules in favor of
the recombinant. For λ-based vectors used for construction of genomic libraries, the
two most commonly used types of selection are Spi and supF. Spi+ phages carrying red
and gam genes cannot grow in E. coli lysogens carrying prophage P2; since, however,
the majority of the vectors contain these genes in a stuffer fragment, only recombinant
phages can grow in such E. coli strains. Selection for supF exploits λ vectors carrying
amber mutations. These vectors cannot replicate without the supF gene, which must be
present either in the host or in the cloned insert. If the insert carries the supF gene,
only recombinant phages will be able to replicate in an E. coli host without the
suppressor gene.

Polylinker
A short DNA fragment (in the vector) that contains recognition sites for many
restriction enzymes, which can be used for cloning DNA fragments into this vector.

Restriction Enzyme
An enzyme that recognizes a specific sequence in DNA and can cut at or near this
sequence. In cloning procedures, the most commonly used enzymes produce specific
protruding (sticky) ends at the ends of the DNA molecule. Each enzyme produces
unique sticky ends. The DNA molecules possessing the same sticky ends can be
efficiently joined with the aid of DNA ligase (see ligation).

(STS) Sequence-tagged Site
A short (200–500 bp) sequenced fragment of genomic DNA that can be specifically
amplified using PCR. STS represents or is linked to some kind of marker (i.e. it is
mapped to a specific locus on a chromosome).

� By virtue of the powerful technology developed in molecular biology, it is pos-
sible to isolate any DNA fragment in the genome of an organism and, after
reverse transcription, any transcribed gene in the form of a complementary DNA.
The isolation (cloning) procedure involves the insertion of the DNA fragment
into a vector, capable of replication in a microorganism, which allows production
of large quantities of the DNA fragment for physical or biological analysis. Upon
determination of the location in the genome from which the particular DNA
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fragment was derived, that fragment acquires the property of a DNA marker. Such
DNA markers are a prerequisite for physical and genetic mapping of the genome
of the organism. DNA markers are also of importance for the diagnosis of genetic
diseases. DNA markers can be divided into several different classes depending on
the way in which the markers were selected among the fragments of genomic DNA.
Examples of such classes are anonymous, micro- and minisatellites, restriction
fragment length polymorphism (RFLP) markers, and NotI linking clones.

Vectors and clone libraries of different types can be used to clone markers.
Lambda-based vectors and genomic libraries of different kinds are commonly used
for this purpose. Many different variants of λ-based vectors that combine features
of different cloning vehicles (plasmids, M13 and P1 phages) have been created
for this purpose. The use of each vector is usually limited to a specific task:
the construction of general genomic libraries (which contain all genomic DNA
fragments) or special genomic libraries (which contain only a particular subset of
genomic DNA fragments). Among these special libraries, NotI linking and jumping
libraries have particular value for physical/genetic mapping and sequencing of the
human genome. Shotgun and slalom libraries are usually used for sequencing
purpose and comparative genomics.

1
Principles

In molecular biology, ‘‘cloning’’ is the
insertion of DNA with interesting infor-
mation into a specific vector that allows
replication and transfer of the cloned DNA
from one host to another. The vector
containing the inserted DNA is called a
recombinant vector to distinguish it from
its parental vector, which does not contain
any foreign DNA. Usually, ‘‘interesting in-
formation’’ is a piece of DNA obtained
from any target organism; it can be a gene
(or part of a gene) or simply anonymous
DNA sequences for which no function is
yet known. It can originate directly from
DNA or can be obtained from reverse tran-
scription of RNA molecules. The main
idea of cloning is to obtain the interesting
piece of DNA in a quantity large enough
for analysis and further experiments. Now,
the vectors and strategies used for cloning
come in many different types. This chapter

concentrates on the widely used λ-based
vectors and the construction of genomic
libraries, which played an important role
in the Human Genome Project.

A genomic library is a collection of
recombinant vectors; it contains DNA
fragments representing the genome of
a particular organism. Genomic libraries
can be either general, containing DNA
fragments covering the whole genome,
or special, containing only specific ge-
nomic fragments that differ in certain
parameters. Some are CG rich whereas
others contain only particular size frag-
ments of DNA obtained after digestion
with a particular restriction enzyme, con-
tain specific repeats, and so on. Important
special genomic libraries are the jumping
and linking types (see Sect. 2.3).

Cloned DNA fragments can be located
to a specific site of a chromosome, af-
ter which they can serve as markers for
physical and genetic mapping. Different
types of markers are used. The so-called
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anonymous markers represent randomly
cloned DNA fragments whose functions
or specific features are not known. Other
DNA markers can possess specific fea-
tures. They can contain a known gene or
expressed sequences with unknown func-
tion, CpG islands (also associated with
genes, see Sect. 3.2), or recognition sites
for rare cutting restriction enzymes con-
venient for long-range mapping. Such
markers can be polymorphic, that is, they
have different structures in different indi-
viduals (they are usually distinguished on
the basis of different mobility in gel elec-
trophoresis). Such markers are extremely
important in mapping and cloning human
disease genes and for construction of ge-
netic maps. Three types of polymorphic
markers are commonly used (Fig. 1).

Single-nucleotide polymorphism (SNP)
markers are DNA fragments that have a

point mutation in some individuals of a
population. The advantages of SNPs are
their abundant numbers (>106) and the
fact that they can be detected by nonelec-
trophoretic methods, for example, using
microarrays. However, usually SNP has
only two alleles. A subtype of SNPs are
RFLP markers that recognize genomic
fragments containing polymorphic recog-
nition sites for a particular restriction
endonuclease (e.g. TaqI, MspI). The same
chromosomal regions in different individ-
uals contain or lack this recognition site.

A second form of DNA polymorphism
results from variation in the number
of tandemly repeated (VNTR) DNA se-
quences in a particular locus. Usually,
they are divided in two types – mini- and
microsatellites. Minisatellites are DNA
fragments 0.1 to 20 kb long that contain
many copies (from 3 to more than 40) of

Allele 1

2 kb 4 kb
BamHI BamHI BamHI

Allele 2

6 kb

BamHI BamHI BamHI

RFLP
markers

VNTP
markers

Allele 1

0.6 kbBamHI BamHI

Repeats

Allele 2

1.4 kbBamHI BamHI

Repeats

Allele 3

1.6 kbBamHI BamHI

Repeats

Fig. 1 The difference between RFLP and VNTR polymorphism.
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6 to 60 bp repeats. All these repeats share
a 10 to 15 bp core sequence similar to the
generalized recombination signal (chi) of
E. coli. When DNA from different individ-
uals is digested with a restriction enzyme
that does not cut inside these repeats, the
length of the fragments produced will de-
pend on the number of repeats at the
locus. Since the minisatellites and re-
peats constitute a relatively large fragment,
it is possible to discriminate between
different alleles using ordinary nondena-
turing gel electrophoresis and Southern
blot analysis. Many different alleles (usu-
ally more than five) can be distinguished
at a locus containing minisatellites. Min-
isatellites cluster around the distal ends
of human chromosomes and, sometimes,
are located near the genes.

Microsatellites are relatively short DNA
fragments (usually <100 bp) with repeat
units from 1 to 5 bp (such as A, AC,
AG, AAC, AAAG, etc.). They are numer-
ous (5 × 105) and uniformly distributed
throughout the human genome with an
estimated average spacing of about 6 kb.

Microsatellites can be very polymorphic
(more than 10 alleles at the same locus),
and polymorphism usually increases with
the number of repeats. Microsatellites with
fewer than 10 copies are usually not poly-
morphic. Since microsatellites are short,
they can be analyzed quickly by using
the polymerase chain reaction (PCR) with
primers flanking each locus. Different al-
leles can be resolved using denaturing
gel electrophoresis. Very frequently, mi-
crosatellites are associated with Alu repeats
(see Sect. 3.1) and this creates problems for
their use with PCR, since Alu repeats are
conserved in the human genome. Thus,
flanking primers for the microsatellite
located in the Alu repeat are unlikely to be
useful because they prime from many Alu
repeats and, instead of discrete bands, give

a smear after electrophoretic separation of
the PCR products.

An optimal marker should have the fea-
tures of all the different types of markers
just discussed. The ideal marker should
contain (1) a gene, (2) a CpG island that
has been shown to be very conserved in
the genome and can be used for compar-
ative gene mapping in different species,
(3) a rare cutting restriction site useful for
physical mapping, and (4) polymorphic se-
quences (e.g. microsatellites). One of the
best candidates for having all these fea-
tures together is NotI linking clones, that
is, recombinant clones containing the NotI
restriction site.

2
Techniques

2.1
General Characteristics of λ-based Vectors
Used for Construction of Genomic Libraries

Among other more modern vectors used
for construction of genomic libraries
(yeast, bacterial and P1 artificial chromo-
somes; YAC, BAC, and PAC respectively),
phage λ-based vectors are still very pop-
ular. The reason is that the genetics and
features of both λ phage and E. coli (the
host for λ phage) are well known. The
size of the phage DNA that can be pack-
aged into viable phage particles is limited
between 37.7 and 52.9 kb. This means
that it is possible to biologically regulate
the size range of the cloned DNA frag-
ment. There exist extremely efficient in
vitro systems for packaging such DNA
into λ phage particles (109 plaque-forming
units per µg of DNA) to produce vi-
able phages. To combine the features of
different vector systems, extensive modifi-
cations of λ phage vectors were developed
(Fig. 2).
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Cosmids are essentially plasmids that
contain the cos region of phage λ

responsible for packaging of DNA into
the phage particle. The advantages of cos-
mids are easy handling (as with plasmids)
and large cloning capacity. Since the plas-
mid body is usually small (3–6 kb), large
DNA molecules (46–49 kb) can be cloned
in these vectors.

Phasmids are λ phages that have an
inserted plasmid. They have the same ba-
sic features as λ phage vectors, but the
inserted foreign DNA fragment can be
separated from the body of the phage DNA
and converted into the plasmid form. After
the conversion, the cloned DNA fragment
will exist as a recombinant plasmid.

Hyphages represent another type of λ-
based vectors. They were constructed from
M13 vectors with a built-in cos site of λ.
Since these vectors have the main features
of M13 vectors, they can be obtained in
single-stranded form. Their distinctive fea-
ture is the capability to be packaged with
high efficiency into λ-phage-like particles.
This decreases the chance of recovering
nonrecombinant vectors and opens the
possibility of constructing a representative
genomic library in single-stranded form.

Diphasmids are vectors, which offer the
opportunity to combine the advantages of
phages (λ and M13) and plasmids. Diphas-
mids can be divided into two classes: those
that can replicate as phage λ (an improve-
ment over phasmids) and those that are
incapable of replicating as phage λ (i.e.
a cosmid capable of being packaged into
phage M13 particles).

In some cases, it is more convenient to
work with a genomic library in plasmid
than in λ phage form. The construction of
a representative genomic library directly
in a plasmid vector has several drawbacks
and difficulties. However, all these prob-
lems can be easily solved with the help

of phasmid and diphasmid vectors. Often
a genomic library is constructed in a λ

phage and then converted in its entirety to
plasmid form.

2.2
Construction of General Genomic Libraries

Representativity is one of the most im-
portant features of a genomic library. In a
‘‘representative’’ genomic library, every ge-
nomic DNA fragment will be present in at
least one of the recombinant phages of the
library. In practice, however, this is diffi-
cult to achieve. Some genomic fragments
are not clonable because of the strategy
used for construction of the genomic li-
brary. For example, if the maximal cloning
capacity of the vector is 18 kb and EcoRI
digestion is used to construct the library,
no genomic EcoRI fragments bigger than
18 kb will be present. In some cases, ge-
nomic DNA fragments can suppress the
growth of the vector or the host cell, with
the result that its cloning can be restricted
to specific vector systems.

The important reason for decreased
representativity is the different replication
potential of different recombinant phages.
Most researchers work with amplified
libraries. The ligated DNA molecules
are packaged into the λ phage particles
and plated on a lawn of E. coli cells
(usually many petri dishes are used for
such plating). Then all λ phage particles
are eluted from the plaques, and the
liquid eluted from all the petri dishes is
mixed. Glycerol or dimethyl sulfoxide is
added to the eluate, and the aliquots are
kept at – 76 ◦C. This procedure is called
amplification of the library.

With amplification, a library can be kept
for many years and can be used for many
experiments by many researchers. On
the other hand, each recombinant phage
present in the library gives a single plaque
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at the first plating, and since different
recombinant phages differ in their growth
potential, there may be differences of 100
times in the abundance of clones after
amplification. This means that in the
amplified library, some of the phages are
present 100 times more often than others.
In this case, to recover all recombinant
phages obtained after packaging into λ

phage particles, one needs to plate 100
times more phages than that obtained after
the original plating. Since such quantities
are difficult to achieve in practice, some
recombinant phages are virtually lost from
the library after amplification.

How is the representativity of a library
estimated? A library is considered to be
representative if after the first plating (be-
fore amplification) it contains a number
of recombinant clones together, contain-
ing genomic DNA fragments equal to 7
to 10 genome equivalents. For example,
human genomic DNA contains approx-
imately 3 × 109 bp. If the vector contains
on an average 15 kb inserts, the representa-
tive library should contain 1.4 to 2.0 × 106

recombinant clones.
The way in which the genomic DNA

fragments are produced for cloning is
also important. The more randomly the
genomic DNA is broken, the more repre-
sentative a library can be obtained. Clearly,
the EcoRI enzyme (6 bp recognition site)
will cut genomic DNA less randomly than
Sau3AI (4 bp recognition). Probably, the
shearing of DNA molecules using phys-
ical methods (e.g. syringe, sonication) is
the most reliable way to obtain randomly
broken DNA molecules.

An important characteristic feature of a
library is the percentage of recombinants.
For most purposes, if a library contains
more than 80% of recombinant phages,
it is better to omit the genetic selection
procedure because it usually decreases the

representativity of the library. To calculate
the percentage of recombinants, one can
use genetic (Spi) selection as in the case of
λEMBL vectors. Another approach relies
on blue–white color identification (e.g. λ-
Charon series). A third class of vectors
has both genetic selection and blue–white
color identification (λSK4, λSK6). There
are three commonly used ways to construct
genomic libraries (Table 1, Fig. 3).

The original (‘‘classical’’) method in-
cludes generation of sheared genomic
DNA fragments using physical or en-
zymatic manipulations followed by the
physical separation of fragments of a
particular size using, for example, ultra-
centrifugation or gel electrophoresis. The
vector DNA is digested with two (or even
three) restriction enzymes whose recogni-
tion sites are located in the polylinker and
are separated by a few base pairs. The arms
and the stuffer piece are purified from the
small oligonucleotide molecules released
after the digestion by, for example, pre-
cipitation with polyethylene glycol (PEG)
6000. The stuffer piece and both arms will
now have different sticky ends, preventing
re-creation of the original vector molecules
during subsequent ligation with genomic
DNA fragments.

In the second ‘‘dephosphorylation’’ ap-
proach, the phage arms are prepared by si-
multaneous digestion with two restriction
enzymes as shown earlier. Genomic DNA
is partially digested to the extent that DNA
fragments with sizes in the range of 15
to 20 kb will represent the majority of the
products. These DNA fragments are de-
phosphorylated to prevent their ligation to
each other and are then ligated to the vector
arms. If too big or too small genomic DNA
fragments are ligated to the phage arms,
size limitations will make it impossible for
these recombinant molecules to yield vi-
able phages. Compared to the preceding
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(a)

S B R R B S

Left arm Right arm

cos L R cos 

λEMBL 3

Digestion with
BamHI + EcoRI

Eukaryotic genomic DNA

Partial digestion with
Sau 3AI, isolation of
DNA fragments
15–20 kb in lengthcos L B B R cos 

R R

Stuffer
Ligation with
T4 DNA ligase

R cos L R cos L R cos L

Packaging in vitro
 into  λ phage
particles

(b) B X S R R S X B

Left arm Right arm

cos L R cos

λ SK5

Digestion with
BamHI + EcoRI

Eukaryotic genomic DNA

Partial digestion
with Sau 3AI

cos L S S R cos

R R

Stuffer
piece

Ligation with
T4 DNA ligase

R cos L R cos L R cos L

Packaging in vitro
into   λ phage
particles

Partial filling-in of
termini with Klenow
fragment of E. coli
DNA polymerase

dATP
dGTP

dCTP
dTTP

5´-GATC
3´-AG

GA-3´
CTAG-5´

GTC-3´
CAGCT-5´

cos L

5´-TCGAC
3´-CTG

R cos

Fig. 3 Two approaches for constructing genomic libraries:
(a) classical method and (b) partial filling-in method. Lcos and
Rcos – left and right parts of the cos site correspondingly; B, BamHI;
R, EcoRI; S, SalI; X, XmaIII.
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dATP
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ori ori
M13

lacI
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3´-AA cos

R L

ori

lacI GAA-3´
GTTAA-5´
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AH

ori
M13

Ligation with 30–45 kb Sau3AI genomic DNA fragment

lacZ
cos

R L
Ampr

ori ori
M13

lacI

5´-AGCTT
3´-AA cos

R L lacI GAA-3´
GTTAA-5´

Ampr

ori
M13

RS

lacZ ori

in vitro packaging

R L

S B A H

Fig. 4 One approach to the construction of genomic libraries in cosmid vectors (not all
restriction sites are shown): A, AccI; B, BamHI; H, HindIII; R, EcoRI; S, SmaI.

method, this procedure is quick, and rep-
resentative libraries can be obtained from
a small quantity of genomic DNA.

The third ‘‘partial filling-in’’ method,
also avoids fractionation steps (Fig. 3).
Phage arms are prepared as described be-
fore (in this particular case SalI and EcoRI
are shown, but many other combinations
can be used), and the sticky ends produced
are partially filled in with the Klenow frag-
ment of DNA polymerase I (or other DNA
polymerase) in the presence of dTTP and
dCTP. Genomic DNA partially digested
with Sau3AI is also partially filled in, but
in the presence of dATP and dGTP. Un-
der such conditions, self-ligation of vector
arms or genomic DNA is impossible.

Genomic libraries can be constructed in
cosmids using the same approaches just
described. The absence of selection against
nonrecombinant vector and the possi-
bility of packaging into phage particles
concatemers composed solely of cosmid

fragments make it even more important to
prevent self-ligation of vector fragments.
Many similar approaches have been sug-
gested and one of them is shown in (Fig. 4)
where the formation of vector-concatemers
is prevented by partial filling in.

A similar effect can be achieved by
dephosphorylation or by digestion at the
first step with AccI and SmaI instead of
EcoRI and HindIII. SmaI produces blunt
ends and AccI gives sticky ends with only
two protruding base pairs. The ligation of
these ends will be far less effective than
that for BamHI and Sau3AI sticky ends
(four protruding base pairs).

2.3
Construction of Jumping and Linking
Libraries. Use of Linking and Jumping
Clones to Construct a Physical
Chromosome Map

For long-range mapping and cloning of
large stretches of genomic DNA, the
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two most widely used methods are con-
struction of overlapping DNA sequences
(contigs) using chromosome walking (e.g.
BAC cloning) and chromosome jumping.
The technique of BAC cloning is now used
by many laboratories. Still, this approach
is not devoid of problems and drawbacks.
These problems could be diminished,
however, by using jumping/linking li-
braries. Moreover, jumping and linking
libraries can be used independently for
construction of a long-range restriction
map using pulsed field gel electrophore-
sis (PFGE). Jumping clones contain DNA
sequences adjacent to neighboring NotI
sites, and linking clones contain DNA
sequences surrounding the same restric-
tion site.

The two best-known kinds of jumping
libraries are the NotI jumping library and
the ‘‘general’’ jumping (hopping) library.
The basic principle of both methods is
to clone only the ends of large DNA
fragments rather than continuous DNA
segments, as in BAC clones. Internal
DNA is deleted by controlled biochemical
techniques. The main difference is that in
the first type of library, complete digestion
with a rare cutting enzyme (NotI is the
most popular) is used, and the second
is based on a partial digestion with a
frequently cutting enzyme, followed by
isolation of DNA fragments of desired size.
Using the first type of library, it is possible
to jump over long distances (>1000 kb),
but only from certain starting points
(i.e. those containing the recognition site
for the rare cutting enzyme). Using the
hopping library, it is possible to start
jumping from practically any point and
to cover a defined but shorter distance
(<150 kb). Only the first type of jumping
libraries can be used in conjunction with
linking libraries to create genomic maps,
as described next.

There are two main approaches for
the construction of NotI jumping and
linking libraries. According to the first
method (Fig. 5a), jumping libraries are
constructed as follows: DNA of high
molecular mass, isolated in low-melting
agarose, is completely digested with NotI.

The DNA is ligated at very low concentra-
tion, in the presence of a dephosphorylated
plasmid containing a marker (supF gene),
and is then circularized, trapping the supF
gene, which acts like a marker to select
clones that contain the ends of a long frag-
ment. Another enzyme, one that has no
recognition site in the plasmid, is used
to digest the large circular molecules into
small fragments, each of which is cloned
in a vector phage carrying amber muta-
tions. Recombinant phages containing the
plasmid with the two terminal fragments
are selected in an E. coli strain lacking the
suppressor gene.

The linking library can be constructed
in different ways. In the original protocol,
the genomic DNA is partially digested
with Sau3A and size selected to obtain
10 to 20 kb fragments. The DNA is then
diluted and circularized in the presence
of supF marker plasmid. The circular
products are digested with NotI, ligated
into a NotI-digested suppressor-dependent
vector (NotEMBL3A), and plated on a
suppressor-negative host.

In another approach, DNA from a total
genomic library in a circular form (e.g. cos-
mid) is digested with NotI, and a selectable
marker (e.g. resistance to the antibiotic) is
inserted into recombinants containing this
site. Then these recombinants are selected
by their resistance to the antibiotic.

The most important drawback is that all
these methods used to construct linking
libraries exploit strategies and vectors
different from those used to construct
jumping libraries. Thus, some fragments
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Genomic DNA

LINKINGJUMPING
Sau3A partial digestion
Selection of 20-kb size
DNA fragments

NotI complete
digestion
B B

B B B
B

Circularization
in presence
of supF marker

Digest with BamHI Digest with NotI

Ligate into
λ  vector

B

B

B B

B

BB

λNM1151ABS λ NotEMBL3A

N N

N

Genomic DNAI.

Digest with NotI

Ligation

Digest with BamHI

Ligation

Circles Linear

(cannot ligate)

Partial filling-in
dATP+dGTP
GA 3′
CTAG 5′

3′
CTAG 5′

5′ GATC
3′

5′ GATC
3′AG

Ligation with λSK4, λSK17, and λSK22 arms

II.

(a)

(b)

NotI

Fig. 5 Two approaches for the construction of jumping and linking libraries: (a) using
supF marker and (b) using partial filling in. (a) Black boxes, supF marker; B, BamHI.
(b) Black and white bars denote NotI sites and vertical slashes represent BamHI sites;
(b I), (b II), construction of the jumping library; (b II), construction of the linking
library. In this case, digestion of the genomic DNA with BamHI is the first step.

present in one library (e.g. jumping) will
be absent in another (e.g. linking), which
creates serious problems for the use of
these libraries in mapping.

An integrated approach for construc-
tion of jumping and linking libraries is
outlined in Fig. 5(b). The most important
feature here is that the same vectors and
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protocol are used for construction of both
libraries.

For the linking library, genomic DNA
is completely digested with BamHI. Sub-
sequently, the DNA is self-ligated at a
very low concentration (without a supF
marker) to yield circular molecules as the
main product. To eliminate any linear
molecules, the sticky ends are partly filled
in with the Klenow fragment in the pres-
ence of dATP and dGTP. Since the Klenow
fragment also has exonuclease activity, all
the BamHI sticky ends are neutralized
and nearly all ends generated upon ran-
dom DNA breakage become unavailable
for ligation. Subsequently, the DNA is cut
with NotI and cloned in λSK4, λSK17, and
λSK22 vectors.

The same strategy is applied in the con-
struction of a NotI jumping library. One
initial step is added: genomic DNA is
fully digested with NotI and self-ligated
at a very low concentration. The sub-
sequent steps are the same as for the

linking library. An obvious difference
between this approach and the preced-
ing ones is that the procedure combines
a biochemical selection for NotI jump-
ing fragments with improved ligation
kinetics during the preparation of the li-
braries (see Table 2 for a comparison of
two methods).

In theory, a linking library is sufficient
to construct a physical chromosomal
map. When linking clones are used to
probe a PFGE genomic blot (NotI-digested
genomic DNA), each clone should reveal
two DNA fragments, which are adjacent
in the genome. Thus, in principle, one
should be able to order the rare cutting
sites with just a single library and one
digest, although it will generally not
be possible to distinguish between two
fragments of the same size. To resolve such
ambiguities, it is important to use several
different libraries, each for a particular
enzyme, and to overlap the resulting
patterns just as in ordinary restriction

Tab. 2 Comparison of two main methods for construction of Not I jumping libraries.

Method I (with supF marker) Method II (with partial filling in)

Materials required for construction of jumping library

2 µg genomic DNA (10 mL ligation volume) 1 µg genomic DNA (5 mL ligation volume)
40 µg vector arms 1 µg vector arms
500 µL-sonicated extract (SE) for in vitro

packaging
15 µL SE

2000 µL freeze-thaw extract for in vitro
packaging (FTL)

10 µL FTL

Cloning capacity

0–12 kb 0.2–23 kb

Expected yield

1–5 × 104/µg genomic DNA 1–5 × 105/µg genomic DNA

Percentage of recombinants before genetic selection

<1% 45–60%

Maximum sizes of jumps

450 kb >1000 kb
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Fig. 6 Long-range mapping using jumping and linking libraries.

fragment analysis. To accomplish this for
the whole human genome will be very
laborious. However, for small stretches
of the genome containing 5 to 10 NotI
sites, this approach can be efficient. The
use of jumping and linking libraries in
a complementary fashion simplifies this
approach (Fig. 6).

Moreover, by cross-screening the two
libraries, it should be possible in prin-
ciple to jump from clone to clone
(–jumping–linking–jumping, etc.), to
generate an ordered map without us-
ing PFGE techniques at all. One of the
main problems with this approach is
that the presence of very CG-rich re-
gions and repeats in the human DNA
may result in cross-hybridization between
different clones.

In the shotgun sequencing approach
for long-range genome mapping, the hy-
bridization technique is replaced by se-
quencing. Jumping and linking clones
are sequenced from the ends and, sub-
sequently, the linear order of the NotI
clones on a chromosome can be estab-
lished using a computer program. Even a
20 bp sequence is likely to uniquely iden-
tify a sequence in the human genome.
The sequence data provide a means to

discriminate even between different in-
stances of the same class of repeats.

3
Applications and Perspectives

3.1
Cloning DNA Markers Specific for a
Particular Chromosome

It is important, for many purposes, to clone
individual DNA markers for a specific
chromosome. The most straightforward
approach for such purposes is to prepare
special libraries that contain recombinant
clones from a particular chromosome.
One approach is based on the use of the
fluorescence-activated cell sorter (FACS)
system. FACS operates on the principle
of rapid analysis of suspended particles,
single cells, or even chromosomes. A
suspension of chromosomes stained with
fluorescent dyes (usually Hoechst 33258
and chromomycin A3) passes through
the focus of a laser beam that excites
the DNA-bound fluorescent dyes. Equal-
sized droplets are formed by ultrasonic
dispersion, and the droplets containing the
desired chromosome as indicated by the
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fluorescence measurement are deflected
from the main stream by an electric field
and collected in a tube. DNA isolated
from sorted chromosomes can be used
for construction of genomic libraries.

Another approach is based on the use of
hybrid cell lines. To obtain such somatic
cell hybrids, human cells are fused with ro-
dent cells (e.g. mouse or hamster). When
the resulting hybrid cells are grown in cul-
ture, there is a progressive loss of human
chromosomes until only one or a few of
them are left. At this step, some of the seg-
regant hybrid cells can be quite stable. In
a modification of this technique, a human
cell line is transfected with a plasmid vec-
tor or infected with a retroviral vector that
contains a selectable marker (e.g. gpt or
neo). Transfected clones are screened for
those that contain only a single integrated
plasmid per cell (and thus containing a
single marked chromosome). These trans-
formants are micronucleated by prolonged
colcemid treatment and the microcells,
containing only one chromosome, are
produced using special techniques. The
microcells are fused to mouse cells, and
the resulting human–mouse microcell
hybrids, containing the single marked
chromosome, are isolated by growth in
selective medium. Hybrid cells containing
only fragments of human chromosomes
can be produced using human chromo-
somes with translocations and deletions,
or the fragments can be produced ex-
perimentally by X-irradiation (radiation
hybrids). Such hybrid cell lines are very
useful not only for constructing genomic
libraries but also for physical mapping of
already isolated DNA markers and genes.
Another advantage of somatic hybrid cells
is that DNA is available in large amounts
and can be used for different purposes.
Human-specific clones can be isolated

from the library by hybridization to total
human DNA.

At least 40% of the human genome
consists of repetitive sequences of dif-
ferent kinds. Among them, about 50%
are repeats randomly distributed in the
human genome – different kinds of short
(SINE) and long (LINE) interspersed (re-
peating) elements. The most abundant
among them is the Alu repeat family. Alu
repeats are present at >1.0 × 106 copies
per genome with an estimated average
spacing of about 3 kb. Alu repeats have
a length of about 300 bp and consist of
2 homologous units. Related repeats also
exist in other mammals. Different mem-
bers of this family from the same species
usually have homology of 80 to 90% but
are only about 50% identical in different
species. These repeats have conserved and
variable regions. It is possible to find con-
served sequences that are species-specific.
These conserved sequences can be used
as primers for PCR, to specifically am-
plify human sequences in the presence of
nonhuman DNA. These features are the
basis for using Alu repeats for isolation of
human chromosome–specific sequences
from hybrid cell lines containing human
and nonhuman DNA sequences. More-
over, if a hybrid cell line contains only
a short piece of human chromosome,
the Alu-PCR approach can be used for
isolation of markers specific for a de-
fined region of the chromosome. The
principles of the approach are shown
in Fig. 7.

In the case of two hybrid cell lines,
one containing a complete human chro-
mosome (HCL1) and the other carrying
the same chromosome but with a deletion
(HCL2), this method offers the possibil-
ity of obtaining markers specific for the
deletion. This variant can be called the dif-
ferential Alu-PCR approach for obtaining
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Fig. 7 General scheme for Alu-PCR.

DNA markers. The approach is mainly
used in two variants.

In one variant, Alu-PCR is done using
DNA from both cell lines, and the products
of the reactions are separated by agarose
gel electrophoresis. Some bands present
in the products from HCL1 will be absent
among the products from HCL2. These
bands can be excised and cloned, giving
markers localized in the deletion. The
disadvantage of this approach is that
usually such Alu-PCR results in a large
number of products that have a very
complex pattern and look like a smear
on the gel. Among the solutions to this
problem that have been suggested is the
use of more specific primers (only for a
subset of the Alu repeats), or genomic
DNA digested with restriction enzyme.
Another solution is to use hybrid cell lines
that contain only small pieces of human
chromosomes.

The second variant of the Alu-PCR
approach is mainly used in connection
with sources that contain only a limited
amount of human material: YAC clones
and radiation hybrid cell lines containing
small pieces of the human chromosomes.
The YACs can, for example, be used for
Alu-PCR and the total products of the
PCR reaction can be used as a probe to
screen genomic libraries (e.g. in cosmids).
The hybridization pattern reveals which

cosmids are present in one YAC, which in
other YACs, and which are present in one
but absent in another. Such an approach
is also useful for mapping.

Another approach to obtaining region-
specific libraries is to use chromosome
microdissection to physically remove the
chromosomal region of interest; the
minute quantities of microdissected DNA
can be subjected to a microcloning proce-
dure. Spreads of human chromosomes are
made and stained using standard cytoge-
netic techniques. DNA from an individual
band is then cut from the chromosome
using ultrafine glass needles or is isolated
with the help of laser equipment. In the
latter case, all other chromosomes are de-
stroyed by the laser, and intact DNA is
present only in the chromosome of in-
terest. DNA obtained from only a few
(2–20) chromosomes is enough for con-
structing a region-specific library. This
DNA is amplified using PCR and cloned
in plasmid or λ vectors.

3.2
CpG Islands as Powerful Markers for
Genome Mapping; CpG Islands and
Functional Genes

Although human DNA is highly methy-
lated, stably unmethylated sequences
(about 1% of the genome) have been
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observed in human chromosomal DNA.
Such sequences occur as discrete ‘‘is-
lands,’’ usually 1 to 2 kb long, that are
dispersed in the genome. They are usu-
ally called CpG (rich) islands because they
contain more than 50% of CG (human
genome contains, on average, about 40%
of CG contents). Their distinctive feature
is the presence of CpG pairs at a pre-
dicted frequency, whereas elsewhere in
the genome, it is present at a frequency
less than 25%. Altogether, there are about
30 000 islands in the haploid genome (the
average spacing is about 1 per 100 kb). It
is now clear that the majority (if not all)
of CpG islands are associated with genes.
It has been shown that recognition sites
for many of the rare cutting enzymes are
closely associated with CpG islands. For
example, at least 82% of all NotI and 76%
of all XmaIII sites are located in the CpG
islands. More than 20% of CpG-island-
containing genes have at least one NotI
site in their sequence, while about 65% of
these genes have XmaIII site(s).

3.3
Alu-PCR and Subtractive Procedures to
Clone CpG Islands from Defined Regions of
Chromosomes

The Alu-PCR approach is used success-
fully for cloning DNA markers, but it
does result in cloning small DNA frag-
ments (500 bp) between Alu sequences.
Alu sequences are distributed in a ran-
dom fashion and are not linked with
genes or other markers. An obvious sug-
gestion for making Alu-PCR more useful
for mapping is to use not simply genomic
DNA from different sources but linking
libraries constructed from these sources.
This modification has certain advantages:
using isolated probes, it is easy to clone
a parental linking clone (e.g. NotI), which

is a natural marker on the chromosome,
convenient for linkage with other markers.
Furthermore, linking clones are located in
CpG-rich islands that are associated with
genes. According to this scheme, linking
libraries are constructed from different hy-
brid cell lines containing either whole or
deleted human chromosomes. Then, total
DNA isolated from these libraries can be
used for Alu-PCR in the manner described
in Sect. 3.1. However, in this case every
PCR product (either discrete bands or total
product) is used as a probe to isolate link-
ing clones from the defined region of the
chromosomes.

Genomic subtractive methods represent
potentially powerful tools for identification
of deleted sequences and cloning re-
gion–specific markers. This approach has
given rewarding results in less-complex
systems such as yeast or cDNA libraries,
but the great complexity of the human
genome has generated serious problems.
These problems can be overcome by reduc-
ing the complexity of the human genomic
sequences. Two approaches have been
suggested to achieve this aim. In one (rep-
resentational difference analysis), only a
subset of genomic sequences (e.g. BamHI
fragments less then 1 kb) is used for
subtractive procedures; this approach will
result in cloning of random sequences. In
the other, NotI linking libraries are used
instead of whole genomic DNA. Interme-
diate products, that is, circles after the
first ligation step can also be successfully
utilized for subtraction (Fig. 8).

The NotI linking library is at least 100
times lower in complexity than the whole
human genome. It is approximately equal
in complexity to the yeast genome. Since
this approach is not linked with Alu
repeats, it offers the possibility of isolating
NotI linking clones that are unavailable for
cloning using Alu-PCR.
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3.4
IBD (Identical-by-descent) Fragments for
Identification of Disease Genes

Development of the methods permit-
ting cloning of identical sequences (CIS)
between two sources of DNA can be
very useful for many purposes, including
isolation of disease genes. Identical-by-
descent(IBD) sequences refer to segments
of the human genome shared by two in-
dividuals because they are inherited from
a common ancestor. Regions that are IBD
between individuals affected with a dis-
ease conceivably can contain the disease
gene(s). Two approaches were suggested
to clone such IBD sequences.

In GMS (genomic mismatch scanning),
each DNA preparation is digested with PstI
to yield fragments with protruding 3′ ends.
The 3′ protruding ends are protected from
digestion by exonuclease III (ExoIII) in
later steps. One of the DNA preparations
is fully methylated at all GATC sites
with E. coli Dam methylase (DAM+).
The other DNA preparation remains
unmethylated. The two DNA pools are
then mixed in equal ratios, denatured,
and allowed to reanneal. Digestion of
the reannealed DNA with both DpnI and
MboI, which cut at fully methylated and
unmethylated GATC sites respectively,
results in digestion of the homohybrids.
The heterohybrids are resistant to both
DpnI and MboI digestion and survive
this treatment. Discrimination between
perfect, mismatch-free heterohybrids and
those with mismatches is done by the
MutHLS enzyme. Only perfect duplexes
will escape nicking during this step.
All DNA molecules, except mismatch-
free ones, are degraded further with
ExoIII. Thus, the full-length, unaltered
heterohybrids are purified from the other
DNA fragments.

Another method was called CIS (cloning
of identical sequences). The scheme of the
CIS-procedure is shown in Fig. 9.

DNA A and B is digested with BamHI
and ligated to special linkers containing
two recognition sites for MvnI. DNA A is
PCR-amplified in the presence of dUTP
and m5dCTP; thus, all cytosines will be
methylated. DNA B is PCR-amplified in
the presence of normal dCTP and biotiny-
lated primers. The two DNA preparations
are mixed in equal ratios, denatured, and
hybridized. Subsequently, the DNA is di-
gested with MvnI. This enzyme can digest
only dsDNA molecules without methylcy-
tosine and will digest all homohybrids B
(they contain at least four sites for MvnI).

The DNA mixture is next treated with
mung bean nuclease. This nuclease de-
stroys all imperfect hybrids and ssDNAs.
Thus, after this treatment we will have only
perfect homohybrids A and perfect (with-
out any mismatches) heterohybrids. The
DNA mixture is then treated with UDG
(uracil-DNA glycosylase). This enzyme re-
moves the uracil base from the DNA and
thus destroys all DNA from individual A.
As a result, there will be only ssDNA from
individual B, which is identical to the DNA
in individual A.

3.5
Strategies to Map and Sequence Genomes;
Hierarchical, Whole-genome, and Slalom
Sequencing Approaches

During the last few years, impressive
progress has been made in mapping and
sequencing whole genomes of various
organisms. Two basic strategies have so far
been employed for genome sequencing.

According to one scheme (hierarchical
approach), the whole genome is mapped
using different types of markers, and a
minimal set of large-insert clones, such



Genomic DNA Libraries, Construction and Applications 461

DNA A DNA B

B

B

B

B m m B

B Bm m

m

B m m

b b

b

b

b

b
b

b

b

B

B Bm m

B Bm m

b

b b

b

B m m B

B m m B B m m B

Bm m

m

B

Bm m

m

B

Bm m

m

B

Bm

m

B Bm m

m

B

b

B Bm m

m

Bm m

m

B

B

B
B B

B

B B

B B

B B

B B

B B

B B

B B

B B

b b
b b

b b

B B

B B

Ligate
BamHI
linkers

B B

PCR amplification with

Homohybrids A

Homohybrids B

Heterohybrids Denaturation,
hybridization

Digest with Mvnl
(destroy homohybrids B)

Mung bean nuclease
(destroy imperfect hybrids
and single-stranded DNA) 

Purification of biotinylated
molecules with streptavidin beads,
PCR amplification

Homohybrids A

dUTP(  ) and
d5mCTP(m)

dCTP and biotinylated
primers (b)

x x

x x

x x

x x

x x

x x

m 

Heterohybrids

UDG (destroy dUTP containing DNA)
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as cosmids, PAC, or BAC clones, is
established. Subsequently, these large-
insert clones are sequenced using a
shotgun sequencing strategy: small-insert
libraries, containing randomly sheared

fragments of the large-insert clones, are
constructed and sequenced.

A variant of this strategy, the whole-
genome shotgun (WGS) sequencing strat-
egy, was developed later and has proved
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valuable. This method involves end se-
quencing of large- (PAC, BAC, cosmids)
and small-insert (2 and 10 kb) clones.
DNA fragments in the small-insert clones
are generated by physical shearing of
whole genomic DNA. All resulting reads
are joined in one sequence with special
computer programs. The WGS method
requires the generation of sequences cov-
ering the whole genome 10 to 15 times.
If sequence coverage is less, then the con-
tig assembly process cannot be completed,
and sequences and clones will just repre-
sent islands, without connection or order.
Therefore, despite impressive technologi-
cal progress, mapping and sequencing of
even small bacterial genomes is expensive
and laborious.

After completion of the genomic se-
quence from one organism, there will
be a great demand, in many cases, for
comparison with the genomes of other in-
dividuals, related species, pathogenic and
nonpathogenic strains, and so on, in the
growing field of comparative genomics.
Such comparisons are highly relevant to
our understanding of human and animal
health, evolution, and ecology.

An efficient strategy for simultaneous
genome mapping and sequencing was re-
cently developed. The approach is based on
slalom libraries, which combine features
of general genomic, jumping, and linking
libraries. First experiments demonstrated
the feasibility of the approach, and showed
that the efficiency (cost-effectiveness and
speed) of existing mapping/sequencing
methods can be improved at least 5- to
10-fold. The slalom allows the establish-
ment of a physical map, with minimal
sets of overlapping clones, which will pin-
point differences in genome organization
between organisms. At the same time, con-
siderable sequence coverage of the genome
(about 50%) will be achieved. This will

make it possible to locate virtually every
gene in a genome, for more detailed (com-
parative) study. Furthermore, since the
efficiency of contig assembly in the slalom
approach is virtually independent of se-
quence read length, even short sequences,
as produced by rapid high-throughput se-
quencing techniques suffice to complete
a physical map and sequence scan of a
small genome. A combination of these new
sequencing techniques with the slalom ap-
proach increases the power of the method
10 to 50 times more and makes it an effi-
cient tool for comparative genomics. The
main principle of the slalom libraries is
shown in Fig. 10.

Two standard genomic EcoRI- and
BamHI-digested libraries are constructed
and they will completely cover the whole
genome. The problem is how to put EcoRI
and BamHI fragments in the correct order.
It can be solved using the connecting
library. The connecting library can be
constructed as follows: DNA isolated ‘‘en
masse’’ from an EcoRI library is digested
with BamHI, circularized in the presence
of the Kanr gene, and plated on agar
with kanamycin. The clones isolated in
this manner will be identical in structure
to the clones from an EcoRI jumping
library prepared in the classical way.
By comparing end sequences in these
three slalom libraries, all clones can be
positioned relative to each other and a
minimal contig of overlapping clones may
be established.

3.6
Restriction-site-tagged Microarrays to Study
CpG-Island Methylation

Methylation, deletions, and amplifications
of cancer genes constitute important
mechanisms in carcinogenesis, and CGI
(CpG-island-containing) microarrays were
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suggested to study hypermethylation in
cancer cells. These microarrays can de-
tect methylation changes in tumor DNA.
However, it is unclear whether these mi-
croarrays can be used to detect hemizygous
methylation or copy-number changes. As
the whole human genome DNA is used
for labeling and the clones are small
(0.2–2 kb), this creates a serious prob-
lem. Oligonucleotide-based microarrays
also can be used to study methylation
changes in cancer cells; however, only a
limited number of genes can be tested in
such experiments.

A rough estimation is that the human
genome contains 15 000 to 20 000 NotI
sites. Therefore, thousands of genes could
be tested with NotI clone microarrays. The
fundamental problems for genome-wide
screening using NotI clones are (1) the

size and complexity of the human genome,
(2) the number of repeat sequences, and
(3) the comparatively small sizes of the in-
serts in NotI clones (on average 6–8 kb).
A special procedure was developed to am-
plify only regions surrounding NotI sites,
the so-called NotI representations (NRs,
see Fig. 8). Other DNA fragments were
not amplified. Therefore, only 0.1 to 0.5%
of the total DNA is labeled. Interestingly,
sequences surrounding NotI sites contain
10-fold fewer repetitive sequences than the
human genome on average, and there-
fore, these microarrays are not as sensitive
as other methods to the background hy-
bridization caused by repeats. The main
idea of this application is clear from Fig. 8
(tumor DNA). If a particular NotI site is
present in the DNA, then the circle will be
opened with NotI and labeled. However, if
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this NotI site is deleted or methylated, then
the NR will not contain the correspond-
ing DNA sequences. The NotI microarrays
can simultaneously detect copy-number
changes and methylation and, therefore,
they allow the simultaneous study of ge-
netic and epigenetic factors.

The technique underlying the prepa-
ration and use of NotI microarrays is
applicable to any restriction enzyme and
represents a new type of microarray, re-
ferred to as restriction-site-tagged (RST)
microarrays. Such RST microarrays can be
used for different purposes, for example,
to study species composition of complex
microbial systems.

3.7
Restriction-site-tagged Sequences to Study
Biodiversity

There is still much to learn about the
human normal microflora. The human
gut contains approximately 1 to 2 kg
of bacterial cells. The number of these
cells in the intestine is 10 to 100 times
larger than the number of cells in the
human body, but at best 10 to 15%
of the microbial species are known. To
be able to analyze complex microbial
mixtures is of great importance for many
applications. For instance, differences
between individual compositions of the
normal flora will be instrumental for
future analysis of the effects on the
normal flora composition of diet, foods,
geographical location, and medication.
Conversely, the effects of gut microflora on
aging, autoimmunity, and colonic cancer
risk can be studied.

Analysis of human NotI flanking se-
quences (see Sect. 2.3) have demonstrated
that even short sequences surrounding
NotI sites can yield information sufficient

to isolate new genes or uniquely describe
eukaryotic or prokaryotic genomes.

These results led to the realization that
it would be possible to use short se-
quences surrounding NotI sites or, in
general, restriction-site-tagged sequences
(RSTS) for the analysis of complex mi-
crobial mixtures. The collection of NotI
tags represents the NotI sequence passport
or in short NotI passport. NotI passport-
ing means the process of creating NotI
tags/passports.

The general design of the experiment
is as follows. Genomic DNA is digested
with NotI and ligated to a linker with
NotI sticky ends. This linker contains
the BpmI recognition sites. This restric-
tion nuclease cuts 16/14 bp outside of the
recognition site. The ligation mixture is
PCR-amplified with special primers and,
finally, 19 bp tags flanking NotI sites are
generated. DNA from, for instance, fe-
cal samples and surgical specimens is
digested with NotI, and a NotI passport
for the particular specimen is gener-
ated. A comparison of such passports
from different individuals or from the
same individual before and after drug
treatment will reveal the differences be-
tween them.

Analysis of tags for NotI, PmeI, and
SbfI for 70 completely sequenced bacteria
revealed that more than 95% of tags are
species-specific and even different strains
of the same species can be distinguished.
None of these tags matched human or
rodent sequences. Therefore, the approach
allows analysis of complex microbial
mixtures such as those in the human gut
and identification with high sensitivity of a
particular bacterial strain on a quantitative
and qualitative basis.

A similar approach can be used for
eukaryotic cells, for example, for analysis
of cancer cells.



Genomic DNA Libraries, Construction and Applications 465

RSTS-passporting and RST-microarray
approaches are mutually complementary.
These two approaches are based on com-
pletely different biochemical techniques
but aim to solve the same problems.

4
Summary

While several different strategies are avail-
able to obtain and use DNA markers for
identifying and mapping DNA sequences
in complex organisms, no single system is
likely to suffice for obtaining a complete
and accurate map and sequence of the hu-
man genome. Rather, a combination of
different approaches and vector systems
is needed to corroborate data from differ-
ent sources.

See also Body Expression Map of
Human Genome; Genetics, Molec-
ular Basis of.

Bibliography

Books and Reviews

Ausubel, F.M., Kingston, R.E., Brent, R., Moore,
D.D., Sedman, J.G., Struhl, K., Smith, J.A.
(1987–2003) Current Topics in Molecular
Biology, Wiley, New York.

Bird, A. (2002) DNA methylation patterns and
epigenetic memory, Genes Dev. 16, 6–21.

Brown, T.A. (1999) Genomes, Wiley, New York
co-published with BIOS Scientific Publishers,
Oxford.

Collins, F.S. (1988) Chromosome Jumping, in:
Davis, K.E. (Ed.) Genome Analysis: A Practical
Approach, IRL Press, Oxford, pp. 73–94.

Mueller, R.F., Young, I.D. (2001) Emery’s
Elements of Medical Genetics, Churchill
Livingstone, Edinburgh.

Poustka, A., Lehrach, H. (1988) Chromosome
Jumping: A Long Range Cloning Technique,

in: Setlow, J.K. (Ed.) Genetic Engineering
Principles and Methods, Vol. 10, Brookhaven
National Laboratory, Upton, New York
and Plenum Press, New York, London,
pp. 169–193.

Sambrook, J., Fritsch, E.F., Maniatis, T. (1989)
Molecular Cloning: A Laboratory Manual, 2nd
edition, Cold Spring Harbour Laboratory
Press, Cold Spring Harbour, New York.

Strachan, T., Read, A. (1999) Human Molecular
Genetics, Wiley, New York co-published with
BIOS Scientific Publishers, Oxford.

Zabarovsky, E.R., Kashuba, V.I., Gizatullin, R.Z.,
Winberg, G., Zabarovska, V.I., Erlandsson, R.,
Domninsky, D.A., Bannikov, V.M., Pokrovs-
kaya, E., Kholodnyuk, I., Petrov, N., Za-
kharyev, V.M., Kisselev, L.L., Klein, G. (1996)
NotI jumping and linking clones as a tool
for genome mapping and analysis of chro-
mosome rearrangements in different tumors,
Cancer Detect. Prev. 20, 1–10.

Zabarovsky, E.R., Winberg, G., Klein, G. (1993)
The SK-diphasmids – vectors for genomic,
jumping and cDNA libraries, Gene 127,
1–14.

Primary Literature

Adorjan, P., Distler, J., Lipscher, E., Model, F.,
Muller, J., Pelet, C., Braun, A., Florl, A.R.,
Gutig, D., Grabs, G., Howe, A., Kursar, M.,
Lesche, R., Leu, E., Lewin, A., Maier, S.,
Muller, V., Otto, T., Scholz, C., Schulz, W.A.,
Seifert, H.H., Schwope, I., Ziebarth, H.,
Berlin, K., Piepenbrock, C., Olek, A. (2002)
Tumour class prediction and discovery by
microarray-based DNA methylation analysis,
Nucleic Acids Res. 30, e21, 1–9.

Allikmets, R.L., Kashuba, V.I., Bannikov, V.M.,
et al. (1994) NotI linking clones as tools to join
physical and genetic mapping of the human
genome, Genomics, 19, 303–309.

Bicknell, D.C., Markie, D., Spurr, N.K., Bod-
mer, W.F. (1991) The human chromosome
content in human x rodent somatic cell hy-
brids analyzed by a screening technique using
Alu PCR, Genomics 10, 186–192.

Bird, A., Taggard, M., Frommer, M., Miller, O.J.,
Macleod, D. (1985) A fraction of the mouse
genome that is derived from islands of
nonmethylated, CpG-rich DNA, Cell 40,
91–99.

Brenner, S., Johnson, M., Bridgham, J., et al.
(2000) Gene expression analysis by massively



466 Genomic DNA Libraries, Construction and Applications

parallel signature sequencing (MPSS) on
microbead arrays, Na. Biotechnol. 18, 630–634.

Brookes, A.J., Porteous, D.J. (1991) Coincident
sequence cloning, Nucleic Acids Res. 19,
2609–2613.

Brown, P.O., Botstein, D. (1999) Exploring the
new world of the genome with DNA
microarrays, Nat. Genet. 21(Suppl. 1), 33–37.

Broder, S., Venter, J.C. (2000) Sequencing the
entire genomes of free-living organisms: the
foundation of pharmacology in the new
millennium, Annu. Rev. Pharmacol. Toxicol.
40, 97–132.

Carninci, P., Shibata, Y., Hayatsu, N., et al.
(2001) Balanced-size and long-size cloning of
full-length, cap-trapped cDNAs into vectors of
the novel lambda-FLC family allows enhanced
gene discovery rate and functional analysis,
Genomics 77, 79–90.

Cheung, V.G., Gregg, J.P., Gogolin-Ewens, K.J.,
et al. (1998) Linkage-disequilibrium mapping
without genotyping, Nat. Genet. 18, 225–230.

Collins, F.S., Weissman, S.M. (1984) Directional
cloning of DNA fragments at a large distance
from an initial probe: a circularization method,
Proc. Natl. Acad. Sci. U.S.A. 81, 6812–6816.

Collins, F.S., Drumm, M.L., Cole, J.L., et al.
(1987) Construction of a general human
chromosome jumping library, with application
to cystic fibrosis, Science 235, 1046–1049.

Costello, J.F., Fruhwald, M.C., Smiraglia, D.J.,
et al. (2000) Aberrant CpG-island methylation
has non-random and tumour-type-specific
patterns, Nat. Genet. 24, 132–138.

Cross, S.H., Charlton, J.A., Nan, X., Bird, A.P.
(1994) Purification of CpG islands using a
methylated DNA binding column, Nat. Genet.
6, 236–244.

Eads, C.A., Danenberg, K.D., Kawakami, K., et al.
(2000) MethyLight: a high-throughput assay to
measure DNA methylation, Nucleic Acids Res.
28, e32, 1–8.

Galm, O., Rountree, M.R., Bachman, K.E., et al.
(2002) Enzymatic regional methylation assay:
a novel method to quantify regional
CpG methylation density, Genome Res. 12,
153–157.

Gonzalgo, M.L., Liang, G., Spruck, C.H., et al.
(1997) Identification and characterization of
differentially methylated regions of genomic
DNA by methylation-sensitive arbitrarily
primed PCR, Cancer Res. 57, 594–599.

Hayashizaki, Y., Hirotsune, S., Okazaki, Y.
(1993) Restriction landmark genomic

scanning method and its various applications,
Electrophoresis 14, 251–258.

Kunkel, L.M., Monaco, A.P., Middlesworth, W.,
Ochs, H.D., Latt, S.A. (1985) Specific cloning
of DNA fragments absent from the DNA
of a male patient with an X chromosome
deletion, Proc. Natl. Acad. Sci. U.S.A. 82,
4778–4782.

Kutsenko, A., Gizatullin, R., Al-Amin, A.N., et al.
(2002) NotI flanking sequences: a tool for
gene discovery and verification of the human
genome, Nucleic Acids Res. 30, 3163–3170.

Lamar, E.E., Palmer, E. (1984) Y-encoded,
species-specific DNA in mice: evidence
that the Y chromosome exists in two
polymorphic forms in inbred strains, Cell 37,
171–177.

Lander, E.S., Linton, L.M., Birren, B., et al.,
International Human Genome Sequencing
Consortium (2001) Initial sequencing and
analysis of the human genome, Nature 409,
860–921.

Larsen, F., Gundersen, G., Prydz, H. (1992)
Choice of enzymes for mapping based on
CpG islands in the human genome, Genet.
Anal. Tech. Appl. 9, 80–85.

Li, J., Protopopov, A., Wang, F., et al. (2002) NotI
subtraction and NotI-specific microarrays to
detect copy number and methylation changes
in whole genomes, Proc. Natl. Acad. Sci. U.S.A.
99, 10724–10729.

Li, J., Wang, F., Kashuba, V., et al. (2001)
Cloning of deleted sequences (CODE): a
genomic subtraction method for enriching and
cloning deleted sequences, Biotechniques 31,
788–793.

Li, J., Wang, F., Zabarovska, V.I., et al. (2000)
COP – a new procedure for cloning single
nucleotide polymorphisms, Nucleic Acids Res.
28, e1,1–5.

Lindblad-Toh, K., Tanenbaum, D.M., Daly, M.J.,
et al. (2000) Loss-of-heterozygosity analysis
of small-cell lung carcinomas using
single-nucleotide polymorphism arrays, Nat.
Biotechnol. 18, 1001–1005.

Lisitsyn, N., Lisitsyn, N., Wigler, M. (1993)
Cloning the differences between two complex
genomes, Science 259, 946–951.

Lucito, R., West, J., Reiner, A. (2000) Detecting
gene copy number fluctuations in tumor
cells by microarray analysis of genomic
representations, Genome Res. 10, 1726–1736.

Mirzayans, F., Mears, A.J., Guo, S.W., Pearce,
W.G., Walter, M.A. (1998) Identification of



Genomic DNA Libraries, Construction and Applications 467

the human chromosomal region containing
the iridogoniodysgenesis anomaly locus by
genomic-mismatch scanning, Am. J. Hum.
Genet. 61, 111–119.

Myers, E.W., Sutton, G.G., Delcher, A.L., et al.
(2000) A whole-genome assembly of Droso-
phila, Science 287, 2196–2204.

Nelson, S.F. (1995) Genomic mismatch
scanning: current progress and potential
applications, Electrophoresis 16, 279–285.

Nelson, S.F., McCusker, J.H., Sander, M.A.
(1993) Genomic mismatch scanning: a new
approach to genetic linkage mapping, Nat.
Genet. 4, 11–18.

Nussbaum, R.L., Lesko, J.G., Lewis, R.A., Led-
better, S.A., Ledbetter, D.H. (1987) Isolation
of anonymous DNA sequences from within
a submicroscopic X chromosomal deletion
in a patient with choroideremia, deafness,
and mental retardation, Proc. Natl. Acad. Sci.
U.S.A. 84, 6521–6525.

Palmisano, W.A., Divine, K.K., Saccomanno, G.,
et al. (2000) Predicting lung cancer by
detecting aberrant promoter methylation in
sputum, Cancer Res. 60, 5954–5958.

Pinkel, D., Segraves, R., Sudar, D., et al. (1998)
High resolution analysis of DNA copy
number variation using comparative genomic
hybridization to microarrays, Nat. Genet. 20,
207–211.

Poustka, A., Pohl, T.M., Barlow, D.P., Frischauf,
A.M., Lehrach, H. (1987) Construction and
use of human chromosome jumping libraries
from NotI-digested DNA, Nature 325,
353–355.

Protopopov, A., Kashuba, V., Zabarovska, V.I.,
et al. (2003) An integrated physical and gene
map of the 3.5-Mb chromosome 3p21.3
(AP20) region implicated in major human
epithelial malignancies, Cancer Res. 63,
404–412.

Ronaghi, M., Pettersson, B., Uhlen, M., Ny-
ren, P. (1998) A sequencing method based
on real-time pyrophosphate, Science 281,
363–365.

Rosenberg, M., Przybylska, M., Straus, D. (1994)
‘RFLP subtraction’: a method for making
libraries of polymorphic markers, Proc. Natl.
Acad. Sci. U.S.A. 91, 6113–6117.

Shi, H., Maier, S., Nimmrich, I., et al. (2003)
Oligonucleotide-based microarray for DNA
methylation analysis: principles and applica-
tions, J. Cell Biochem. 88, 138–143.

Smith, C.L., Lawrance, S.K., Gillespie,
G.A., et al. (1987) Strategies for map-
ping and cloning macroregions of mam-
malian genomes, Methods Enzymol. 151,
461–489.

Snijders, A.M., Nowak, N., Segraves, R., et al.
(2001) Assembly of microarrays for genome-
wide measurement of DNA copy number, Nat.
Genet. 29, 263, 264.

Sugimura, T., Ushijima, T. (2000) Genetic and
epigenetic alterations in carcinogenesis,
Mutat. Res. 462, 235–246.

Ushijima, T., Morimura, K., Hosoya, Y., et al.
(1997) Establishment of methylation-sensitive-
representational difference analysis and
isolation of hypo- and hypermethylated
genomic fragments in mouse liver tumors,
Proc. Natl. Acad. Sci. U.S.A. 94, 2284–2289.

Velculescu, V.E., Zhang, L., Vogelstein, B.,
Kinzler, K.W. (1995) Serial analysis of gene
expression, Science 270, 484–487.

Venter, J.C., Adams, M.D., Myers, E.W., et al.
(2001) The Sequence of the Human Genome,
Science 291, 1304–1351.

Waterston, R.H., Lindblad-Toh, K., Birney, E.,
et al. (2002) Initial sequencing and
comparative analysis of the mouse genome,
Nature 420, 520–562.

Worm, J., Aggerholm, A., Guldberg, P. (2001)
In-tube DNA methylation profiling by
fluorescence melting curve analysis, Clin.
Chem. 47, 1183–1189.

Yan, P.S., Chen, C.M., Shi, H., et al. (2001)
Dissecting complex epigenetic alterations in
breast cancer using CpG island microarrays,
Cancer Res. 61, 8375–8380.

Zabarovska, V.I., Gizatullin, R.G., Al-Amin,
A.N., et al. (2002) Slalom libraries: a new
approach to genome mapping and sequencing,
Nucleic Acids Res. 30, e6, 1–8.

Zabarovska, V., Kutsenko, A., Petrenko, L., et al.
(2003) NotI passporting to identify species
composition of complex microbial systems,
Nucleic Acids Res. 31, e5, 1–10.

Zabarovska, V., Li, J., Fedorova, L., et al. (2000)
CIS – cloning of identical sequences between
two complex genomes, Chromosome Res. 8,
77–84.

Zabarovsky, E.R., Allikmets, R.L. (1986) An
improved technique for the efficient
construction of gene library by partial filling-in
of cohesive ends, Gene 42, 119–123.

Zabarovsky, E.R., Boldog, F., Thompson, T., et al.
(1990) Construction of a human chromosome



468 Genomic DNA Libraries, Construction and Applications

3 specific NotI linking library using a novel
cloning procedure, Nucleic Acids Res. 18,
6319–6324.

Zabarovsky, E.R., Boldog, F., Erlandsson, R.,
et al. (1991) A new strategy for mapping the
human genome based on a novel procedure
for constructing jumping libraries, Genomics
11, 1030–1039.

Zabarovsky, E.R., Kashuba, V.I., Zakharyev,
V.M., et al. (1994) Shot-gun sequencing
strategy for long range genome mapping: first
results, Genomics 21, 495–500.

Zabarovsky, E.R., Winberg, G., Klein, G. (1993)
The SK-diphasmids – vectors for genomic,
jumping and cDNA libraries, Gene 127,
1–14.

Zardo, G., Tiirikainen, M.I., Hong, C.,
et al. (2002) Integrated genomic and
epigenomic analyses pinpoint biallelic gene
inactivation in tumors, Nat. Genet. 32,
453–458.

Zoubak, S., Clay, O., Bernardi, G. (1996) The
gene distribution of the human genome, Gene
174, 95–102.



469

Genomic Imprinting, Molecular
Genetics of

Robert Feil, Yuji Goto, and David Umlauf
Centre National de la Recherche Scientifique, Montpellier, France

1 Genomic Imprinting 471
1.1 Embryological Evidence 472
1.2 Imprinted Chromosomal Domains 474

2 Imprinted Genes 476

3 Molecular Mechanisms 478
3.1 Imprinting-control Regions 478
3.2 Reading the Imprint 480

4 Imprinting and Disease 481

5 Evolution of Imprinting 483

Bibliography 484
Books and Reviews 484
Primary Literature 484

Keywords

Androgenetic Embryo
An embryo with two paternal genomes, and no maternal genome, produced by nuclear
transplantation.

Chromatin
DNA packaged around nucleosomes. The degree of packaging differs between active
(euchromatic) and inactive (heterochromatic) chromosomal regions.
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DNA Methylation
Attachment of methyl (CH3) groups to the bases of DNA. In mammals, DNA
methylation occurs at cytosines that are followed by guanines (at CpG dinucleotides).

Epigenetic Modification
Any heritable, but reversible, alteration of DNA or associated nucleosomes above the
level of the DNA sequence. This additional layer of information may indicate the
parental origin of the chromosome.

Genomic Imprinting
A parent-of-origin-dependent mechanism whereby certain gene loci become expressed
from only the maternal or only the paternal chromosome.

Histone Modification
The histones in nucleosomes can be altered by covalent modifications. At
imprinting-control regions, these modifications are different between the
parental alleles.

Imprinting and Behavior
Some imprinted domains are associated with behavioral phenotypes, and genetic
disruption of certain imprinted genes gives aberrant behavior.

Imprinting and Cancer
The epigenetic maintenance of imprinting is frequently deregulated in cancer. Since
imprinted genes are important in cell proliferation and differentiation, such
deregulation is probably involved in the process of tumorigenesis.

Imprinting and Growth
Many imprinted genes influence fetal growth and development. Imprinted genes that
enhance growth are mostly expressed from the paternal allele. Several other imprinted
genes, which reduce growth, are expressed from the maternal allele.

Imprinting-control Regions
DNA sequence elements that are essential for imprinted gene expression. They are
modified by DNA methylation and epigenetic modifications on the chromatin.

Nucleosome
The basic structural unit of chromatin, consisting of ∼150 bp of DNA wrapped around
an octamer of histone proteins (two each of four different histones).

Nutrient Transfer
Imprinted genes are important for the development of the extraembryonic
membranes. These are essential for nutrient transfer to the developing embryo.
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Parthenogenesis
The derivation of offspring from eggs only. Parthenogenesis is viable in some animal
groups, such as in bird species, but is embryonic lethal in mammals because of the
functional nonequivalence of the maternal and the paternal genome.

Uniparental Disomy
Inheritance of a particular chromosome in two copies from one parent, with absence of
the chromosome from the other parent.

� Genomic imprinting is a developmental mechanism in mammals and other
organisms leading to repression or expression of genes depending on whether
they are inherited from the mother or the father. The imprinted expression of
genes is regulated by various epigenetic alterations, including DNA methylation
and covalent modifications at histones. A large number of imprinted genes have
been identified in placental mammals. Mostly clustered in the genome, these play
important roles in embryonic and extraembryonic development, and in behavior.
In humans, genetic and epigenetic alterations at imprinted genes are involved in
different disease syndromes and in cancer.

1
Genomic Imprinting

Gene expression is not determined solely
by the DNA code itself. It depends also
on different epigenetic features. The term
epigenetic is used to refer to mechanisms
that do not involve changes in the DNA
sequence and that are heritable from
one cell generation to the next. Unlike
heritable changes due to mutation or di-
rected gene rearrangement (such as in
the immunoglobulin genes), epigenetic
modifications are reversible and can be
removed from genes and chromosomes
without leaving behind any permanent
change to the genetic material. The main
epigenetic modifications by which gene
expression can be altered are DNA methy-
lation and modifications to the chromatin.
A well-known epigenetic mechanism is

X-chromosome inactivation. In mam-
malian X-chromosome inactivation, se-
quential epigenetic modifications lead to
the (random) transcriptional repression of
one of the two X-chromosomes in all the
somatic cells of females.

In this article, we consider a particu-
lar class of epigenetic imprints, those that
mark the parental origin of genomes, chro-
mosomes, and genes. Genes regulated by
such ‘‘genomic imprinting’’ are expressed
depending on whether they are on the
maternally or on the paternally derived
chromosome. Some imprinted genes are
expressed only from the paternal chro-
mosome, whereas others are exclusively
expressed from the maternal chromo-
some. During the last fifteen to twenty
years, imprinting has evolved from the
initial observations in mouse embryos to
a rapidly expanding field with importance
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for mammalian development and genetics,
and human disease. A large number of im-
printed genes have now been identified. In
addition, molecular studies have unraveled
the underlying molecular mechanisms.
Imprinting is not unique to mammals
but is known to occur in seed plants
and invertebrate species as well. This ar-
ticle, however, focuses on the regulation
and role of autosomal imprinted genes
in mammals.

Following the discovery of genomic im-
printing, and the identification of the
first imprinted genes in mammals, re-
searchers in the field hypothesized that
the epigenetic marks that regulate parent-
of-origin-dependent expression are estab-
lished in either the female or the male
germ line and (after fertilization) are
maintained throughout development. This
epigenetic information needs to be re-
moved upon passage of the imprinted gene
through the germ line in the developing
fetus, however, so that new imprints can
be established. Recent studies on DNA
methylation and other epigenetic modi-
fications showed that, indeed, there are
three distinct phases in imprinting: estab-
lishment of the imprint in the male or
female germ line, somatic maintenance of
the imprint after fertilization, and its era-
sure upon (re-)passage through the germ
line (Fig. 1).

1.1
Embryological Evidence

Embryological studies in the mouse pro-
vided the first evidence that, in mam-
mals, both a maternal and a paternal
genome are required for the production
of viable offspring. Significantly, it was
found that monoparental embryos, carry-
ing either two maternal or two paternal
genomes, cannot develop to term. Such
monoparental embryos were obtained by
nuclear transplantation, immediately fol-
lowing the fertilization of the egg by the
sperm. By replacing the female pronucleus
(female genome) with a male pronu-
cleus (male genome), for example, it
was possible to produce androgenetic em-
bryos (which have two paternal genomes).
Conversely, embryos with two maternal
genomes (gynogenotes) were made by re-
placing the male pronucleus with a female
pronucleus. Embryos with two maternal
genomes were derived by activation of un-
fertilized eggs (parthenogenesis) as well.
Intriguingly, both gynogenetic (partheno-
genetic) and androgenetic embryos sur-
vived only for a few days after implantation
in the uterus and were found to have major
developmental abnormalities.

Gynogenetic (parthenogenetic) and an-
drogenetic embryos have different de-
velopmental phenotypes (Fig. 2). After

Zygote Fetus
Adult
animal

Maintenance Maintenance

Early germ cellsGametes
Establishment

ErasureFertilization

Fig. 1 Ontogeny of genomic imprinting: germ line establishment, somatic
maintenance, and erasure.
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YS

YS

TB

TB

Day 10 of gestation

Gynogenote AndrogenoteFertilized
zygote

TB

YS

Fig. 2 Normal, androgenetic, and gynogenetic mouse embryos and their extraembryonic
membranes at day 10 of gestation. Shown are the embryo, the yolk sac (YS), and the
trophoblast (TB).

implantation into recipient females, par-
thenogenetic conceptuses develop to only
about day 10 of gestation, with an appar-
ently normal but small embryo. Develop-
ment of the extraembryonic membranes
(yolk sac and trophoblast), in contrast, is
severely deficient, and these are the tissues
that are important for nutrient transfer
to the embryo. The phenotype of andro-
genetic conceptuses is opposite to that
of parthenogenetic conceptuses. Whereas
the extraembryonic tissues are normal in

the androgenetic conceptuses, the embryo
proper is retarded and progresses rarely
beyond the four- to six-somite stage. The
investigations on monoparental embryos
established that both the parental genomes
are required for normal mammalian devel-
opment. They also provided evidence for
the existence of genetic loci at which ex-
pression depends on the parental origin
of the gene. In parthenogenetic and an-
drogenetic embryos, individual imprinted
genes are either expressed from both the
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gene copies (double gene dose) or are not
expressed at all. Cumulatively, the aberrant
levels of expression of imprinted genes are
responsible for the striking phenotypes of
the two types of monoparental embryos.

1.2
Imprinted Chromosomal Domains

The embryological evidence from the
monoparental embryos was reinforced by
genetic studies demonstrating that spe-
cific chromosomal domains are subject to
imprinting. Particularly, mice that were
heterozygous for chromosomal transloca-
tions were intercrossed to obtain embryos
and offspring with uniparental disomy for
individual chromosomes (or chromosomal
regions). Since during meiosis there is
sometimes nondisjunction at the chro-
mosome with the translocation, some of
the resulting gametes comprise two copies
of the translocated chromosome, whereas
others contain none. Embryos that arise
from two of such opposite gametes will
have two copies of all the chromosomes,
but for the translocated chromosome, both
the copies will be paternal or mater-
nal. By using different translocation lines,
such uniparental disomic embryos were
generated for almost all autosomal chro-
mosomes. Phenotypic analyses unraveled
the role of subsets of imprinted genes that
reside in two paternal or two maternal
copies in the different uniparental dis-
omies. These studies also revealed that the
maternal and paternal copies of individual
chromosomal regions have frequently op-
posite roles in development and after birth
(Fig. 3).

One of the imprinted domains is on
the distal portion of mouse chromo-
some 7. When present in two maternal
copies (maternal disomy), it leads to re-
duced growth and fetal death, whereas

paternal disomy of this distal region is
associated with enhanced growth and em-
bryonic death. Some 10 imprinted genes
have been mapped to this region. Sev-
eral of these are part of the insulin-like
growth factor/insulin signaling pathway
(IGF/INS pathway). Being key players
in the regulation of fetal growth and
development, they contribute to the op-
posite growth phenotypes in the maternal
and paternal distal-7 disomies. The corre-
sponding chromosomal region in humans,
chromosome 11p15.5, is involved in the
Beckwith–Wiedemann syndrome (BWS),
a human growth disorder that can be
caused by paternal disomy of this im-
printed region.

Another chromosomal domain with op-
posite phenotypes in paternal and mater-
nal disomies is the proximal portion of
chromosome 11. Mice with paternal dis-
omy of this region are larger than their
normal littermates, whereas maternal dis-
omy mice are smaller. This indicates that
there are imprinted genes in this region,
of which aberrant levels of expression in
the maternal and paternal disomies cause
their abnormal growth. So far, two im-
printed genes have been identified in this
domain, U2af1-rs1 and Grb10. The latter
could be responsible for the phenotypes
of the maternal and paternal disomies. Its
main embryonic transcript is expressed
from the maternal allele only, and it en-
codes a protein with a negative effect on
the growth-regulating IGF/INS pathway.

Disomy phenotypes at a few other im-
printed domains involve abnormal post-
natal behavior. Paternal disomy for distal
mouse chromosome 2, for instance, gives
offspring that are hyperactive, whereas ma-
ternal disomy is associated with reduced
activity after birth. Such behavioral phe-
notypes emphasize that imprinted genes
can affect behavior. A small number of
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imprinted genes were discovered on dis-
tal mouse chromosome 2. Two of these
have neuroendocrine functions (Gnas and
Gnas-xl) and are involved in the behavioral
phenotypes of the maternal and paternal
disomy mice.

In total, 12 chromosomal regions with
imprinting phenotypes have been iden-
tified on 8 different autosomal chromo-
somes (Fig. 3). The large majority of the
known imprinted genes maps to these
chromosomal regions. Probably, the re-
mainder of the genome comprises few
imprinted genes or contains imprinted
genes that give rise to minor phenotypes
only when present in two maternal or two
paternal copies.

2
Imprinted Genes

It is unknown which proportion of mam-
malian genes is imprinted and estimates
vary between about 100 and a 1000 genes.
To date, however, some 70 imprinted
genes have been detected in the mouse
and most of these are imprinted in hu-
mans as well. A consistent feature of
imprinted genes is that they are organized
in clusters in the genome. These clusters
are hundreds to several thousands of kilo-
bases in size and are similarly organized
in humans and mice. We selected several
imprinted clusters as examples, and we
describe their roles in development and
behavior. A comprehensive presentation
of imprinted genes is given elsewhere.

A well-known imprinted cluster is
on distal mouse chromosome 7 (Fig. 4)
and on the corresponding chromosome
11p15.5 in humans. This cluster comprises
11 imprinted genes. Several of these genes
play key roles in fetal growth and devel-
opment. The insulin-like growth factor-2

gene (Igf2), at the proximal side of the
cluster, is expressed from the paternal al-
lele only. Transgenic mice inheriting a
null Igf2 allele from the father are much
smaller than their littermates; maternal
inheritance of the targeted allele does not
alter the phenotype. This strong paternal
effect on fetal growth is primarily due to the
loss of IGF2 in the extraembryonic mem-
branes, which decreases nutrient transfer
to the developing fetus. The neighboring
insulin-2 gene (Ins2), also of the IGF/INS
pathway, is located at about 20 kb from
Igf2. In the yolk sac, it is the paternal chro-
mosome that expresses Ins2, whereas the
maternal chromosome is repressed. The
paternal expression of Igf2 and Ins2 is reg-
ulated by an ‘‘imprinting-control region’’
downstream of Igf2, close to a maternally
expressed imprinted gene (H19) that pro-
duces a noncoding RNA. At the distal side
of the cluster, the Cdkn1c gene (also called
p57Kip2) codes for a cyclin-dependent ki-
nase inhibitor. This imprinted gene is
expressed from the maternal allele only.
When Cdkn1c expression is ablated by
gene targeting in the mouse, offspring are
enhanced in size and also display other
similarities to the Beckwith–Wiedemann
syndrome in humans. Interestingly, a
similar growth phenotype arises as a con-
sequence of Igf2 overexpression in mice.
One role of CDKN1C could therefore be
to inhibit the growth-promoting action of
IGF2. Thus, several genes in the imprinted
gene cluster are involved in the regulation
of fetal growth and seem part of the same
signaling pathway.

Four of the other imprinted genes at the
distal 7 cluster display allelic expression in
the extraembryonic tissues, in which they
are expressed from the maternal allele.
One of these, Ascl2 (also named Mash2) en-
codes a transcription factor that is essential
for placental development. Genetic studies
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show that the imprinting of the four ex-
traembryonic genes, and that of Cdkn1c, is
regulated by a second ‘‘imprinting-control
region,’’ which is located in the central
portion of the cluster.

Amongst the imprinted genes that influ-
ence the IGF/INS pathway, there is also
the IGF2-receptor gene (Igf2r) on mouse
chromosome 17. Igf2r is expressed exclu-
sively from the maternal allele and exerts
a negative effect on growth by reducing
the levels of active IGF2. Whereas most
imprinted mouse genes are imprinted in
humans as well, Igf2r is one of the excep-
tions. In humans, this gene is expressed
from both the parental alleles.

Some chromosomal domains comprise
imprinted genes that are expressed pre-
dominantly in the brain. One of these
clusters maps to the central portion of
mouse chromosome 7 (and to human
chromosome 15q11–q13) and comprises
a large number of genes that are all
expressed from the paternal chromo-
some only (Fig. 5c). In humans, loss
of expression at these genes (SNRPN,
ZNF127, NDN, and others) leads to the
Prader–Willi syndrome, a variable disor-
der that is partly due to a hypothalamic de-
fect (see below). Biallelic expression of the
genes and loss of expression of a neighbor-
ing imprinted gene (UBE3A) is associated
with the clinically distinct Angelman syn-
drome (AS). The regulation of imprinting
in this domain is complex and involves at
least two distinct genetic elements.

A minority of imprinted genes are not
part of an imprinted gene cluster. One
of these is the U2af1-related sequence-
1 gene (U2af1-rs1) on proximal mouse
chromosome 11. This intronless gene is
repressed on the maternal chromosome
and encodes a brain-specific RNA splicing
factor homologous to the splicing factor
U2AF. The imprinted U2af1-rs1 gene has

arisen via a retrotransposition event in
rodents, and in humans there is no
equivalent imprinted gene.

3
Molecular Mechanisms

3.1
Imprinting-control Regions

The expression of imprinted genes is reg-
ulated by epigenetic modifications that
mark the parental alleles to be active or
repressed. These epigenetic modifications
are put onto key regulatory elements, de-
pending on the parental origin of the allele,
and lead to the allelic gene expression.

At all imprinted loci, there are sequence
elements at which DNA methylation is
present on one of the two parental alleles
only. At many of these ‘‘differentially
methylated regions’’ (DMRs), the DNA
methylation originates from either the
egg or the sperm. After fertilization,
the allelic methylation is maintained in
the somatic cells. Regions with such a
germ line methylation mark are essential
in the control of imprinting. They are
referred to as imprinting-control regions.
Most imprinting-control regions are rich
in CpG dinucleotides and correspond to
CpG islands.

At the imprinted U2af1-rs1 gene, DNA
methylation is present exclusively on the
repressed maternal allele (Fig. 5a). This
differential DNA methylation becomes
established during oogenesis along its
CpG island, located at the 5′ side of the
gene, and spreads throughout the entire
maternal gene during early embryonic
development.

The maternally expressed Igf2r gene has
an imprinting-control region within the
second intron that is methylated on the
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Fig. 5 Reading the imprint. Imprinting-control regions confer allelic gene expression at
the (a) U2af1-rs1 gene, (b) the Igf2r locus, (c) the imprinted cluster containing the Igf2
gene, and (d) at the PWS/AS region in the mouse. Lollypops indicate the allele-specific
DNA methylation at the imprinting-control regions. Antisense transcripts are shown as
interrupted lines; circles indicate transcriptional enhancers.

maternal allele (Fig. 5b). This maternal
methylation is established during ooge-
nesis and is maintained in all the somatic
lineages. The intronic imprinting-control
region is essential for the allelic repression
at the locus: removal by gene targeting
leads to expression from both the parental
alleles.

Most imprinting-control regions are
methylated on the maternal allele. How-
ever, in some, the DNA methylation is
found at the paternal allele, and it is the
maternal allele that is unmethylated. One
of these paternal methylation marks con-
trols the allelic expression of the Igf2 and
Ins2 genes on distal mouse chromosome 7
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(Fig. 5c). This region, a CpG island lo-
cated upstream of the close-by H19 gene,
acquires its DNA methylation during sper-
matogenesis. After fertilization, this pater-
nal mark is maintained in all the somatic
tissues. Deletion of the control region gives
rise to biallelic expression of Igf2 and Ins2.

It is unclear why imprinting-control
regions attract DNA methylation in either
the female or the male germ line. Several
studies suggest, however, that close-by
tandemly-repeated sequences might be
essential in this choice process.

More is known about the DNA methyl-
transferases (DNMT) that are involved in
the germ line establishment of the methy-
lation marks. The methyltransferases
DNMT3A and DNMT3B are essential
in this process. In addition, a DNMT-
like protein (DNMT3L) is required for
the establishment of methylation imprints
as well, particularly in the female germ
line. Once established, allelic patterns of
DNA methylation need to be maintained
in the developing embryo. The mainte-
nance methyltransferase, DNMT1, plays
an important role in this process and
differential chromatin features are likely
to be involved as well. At imprinting-
control regions, pronounced differences
in histone modifications have been de-
tected between the parental alleles. Levels
of histone acetylation are low on the allele
that comprises methylated DNA, whereas
high levels of acetylation are present on
the chromatin of the opposite, unmethy-
lated, allele. In addition, there are strong
allelic differences in histone methylation
at specific lysine residues on histone H3.
Whereas methylation of lysine residue 9
of H3 is detected on the parental al-
lele that has DNA methylation, it is on
the opposite parental allele (without DNA
methylation) that there are high levels of

H3 lysine-4 methylation. At several im-
printed loci, there is also evidence for
allele-specific chromatin compaction, oc-
curring in association with the differential
histone modifications.

It is not yet understood how DNA methy-
lation, histone acetylation, and histone
methylation are mechanistically linked at
imprinting-control regions. However, at
several imprinting-control regions, (allelic)
DNA methylation was found to be linked
to histone deacetylation (the removal of
the acetyl group from the histones). This
link is brought about by proteins that
bind the methylated DNA and attract
large protein complexes that comprise hi-
stone deacetylases. It is to be explored
also to which extent the differential his-
tone modifications are important in the
somatic maintenance (and germ line es-
tablishment) of the allelic patterns of DNA
methylation at imprinted loci. Nonhistone
proteins, binding to the unmethylated al-
lele of many imprinting-control regions,
are likely to be involved in the maintenance
of the allelic DNA methylation as well.

3.2
Reading the Imprint

Imprinting-control regions are compara-
ble in that they all have allele-specific
DNA methylation and differential chro-
matin organization. The way in which
this gives rise to imprinted gene expres-
sion differs between loci. The simplest
scenario, whereby differential methylation
and associated chromatin features lead to
imprinted gene expression, is that of the
U2af1-rs1 gene on mouse chromosome
11 (Fig. 5a). Here, methylated DNA and
compacted chromatin are present across
the promoter on the maternal allele. As a
consequence, the gene can be transcribed
from the paternal allele only.
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The imprinting-control region of Igf2r
regulates allelic expression in a rather dif-
ferent way (Fig. 5b). Here, the maternal
methylation covers the promoter of an an-
tisense transcript. As a consequence, this
antisense transcript (named Air) is pro-
duced from the (unmethylated) paternal
allele only. Via a yet-unclear mechanism,
this paternal antisense transcript represses
the paternal Igf2r gene and two flank-
ing ion-transporter genes (Slc22a2 and
Slc22a3). A similar antisense transcript is
produced at the imprinting-control region
that regulates the extraembryonic tissue-
specific imprinted genes on distal mouse
chromosome 7 (Fig. 3).

Another example of how a germ line
mark conveys imprinted expression is
provided by the Ins2-Igf2-H19 locus on dis-
tal mouse chromosome 7 (Fig. 5c). Here,
the imprinting-control region located up-
stream of the noncoding H19 gene, is
methylated on the paternal allele and acts
as a chromatin boundary on the unmethy-
lated maternal allele. In fact, this upstream
element has multiple recognition sites for
a zinc finger protein called CTCF. The
binding of CTCF is prevented by methyla-
tion. This chromatin protein is therefore
associated with the unmethylated maternal
allele only, at which it forms a specialized
chromatin structure. This unusual struc-
ture insulates the Igf2 and Ins2 promoters
from their enhancers (located downstream
of H19). As a consequence, Igf2 and Ins2
are repressed on the maternal chromo-
some. This maternal repression is not
exclusively at the transcriptional level but
influences posttranscriptional processes
as well.

The central portion of mouse chro-
mosome 7 (Fig. 5d) corresponds to the
Prader–Willi syndrome (PWS) region and
Angelman syndrome (AS) region on hu-
man chromosome 15q11–13. The key

regulatory element in this domain is the
5′ portion of the SNRPN gene and it is
methylated on the maternal chromosome.
This imprinting-control region is essen-
tial for the paternal expression of SNRPN
and its flanking genes (including Znf127
and Ndn). When the element is deleted
on the paternal chromosome, these brain-
specific genes are all no longer expressed.
Upstream of the SNRPN gene, a paternal
RNA of several hundreds of kilobases in
size is produced as well. This transcript is
in antisense orientation to a gene at the far
extremity of the imprinted domain. This
gene, UBE3A, is the only one in the cluster
that is repressed on the paternal chro-
mosome. The SNRPN imprinting-control
region itself is regulated by a second
control region, which is located further up-
stream, and is essential for the acquisition
of the allelic DNA methylation at SNRPN.
Precisely how the allelic expression and re-
pression is brought about along thousands
of kilobases remains to be unraveled. It
has been observed, however, that there is
differential timing of replication in the S-
phase between the parental chromosomes
along the entire domain. Such a differen-
tial replication timing has been detected
at other imprinted loci as well. Future
work should investigate the role of the dif-
ferential replication timing and whether
it reflects differential chromatin organiza-
tion along entire imprinted domains.

4
Imprinting and Disease

In many genetic diseases, the clinical
manifestations depend on whether the
mutation is inherited from the mother
or the father. Although imprinting is
suspected to be involved, causal genes
and molecular mechanisms are yet to
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be identified for most of these disorders.
Clinical phenotypes can be associated with
uniparental disomies as well, similarly as
in the mouse. Additionally, imprinting
can become deregulated during embryonic
development, by epigenetic alterations or
by somatic mutations, resulting in loss
or biallelic expression of imprinted genes.
Such somatic loss of imprinting can result
in specific disease phenotypes as well.

Beckwith–Wiedemannsyndrome(BWS)
is a fetal overgrowth syndrome with a high
incidence of embryonal tumors, including
Wilms’ tumor of the kidney and rhab-
domyosarcoma. Genetically, the syndrome
is linked to the cluster of growth-related
imprinted genes comprising IGF2 (see
Fig. 4). Paternal disomy of this domain
is responsible for a proportion of cases
and leads to a double dose of IGF2 expres-
sion and loss of expression of CDKN1C
and other maternally expressed genes in
the cluster. BWS can also be caused by
genetic mutations at CDKN1C and by
alterations at the KVLQT1 gene, where
there is one of the two imprinting-control
centers of the cluster. The finding that
the growth syndrome can be caused by
mutations at different places in the im-
printed domain supports the idea that its
genes are coregulated and involved in the
same biological functions. The majority
of the BWS cases are sporadic, however,
and apparently without genetic mutations.
These are mostly caused by epigenetic
alterations in the developing embryo. In
some of the sporadic cases, for instance,
there is aberrant, biallelic methylation at
the imprinting-control region at the H19
gene (Fig. 5c). This results in expression
of IGF2 from both the parental chromo-
somes during development and therefore
in fetal overgrowth.

The neurobehavioral Angelman syn-
drome (AS) includes mental retardation,

ataxia, and hyperactivity and arises from
maternal deletion or paternal disomy of
the imprinted domain on chromosome
15q11–13. Prader–Willi syndrome (PWS),
on the other hand, arises from paternal
deletion or maternal disomy of this im-
printed domain. This opposite syndrome
involves mild mental retardation, obesity
due to hyperphagia, and hypogonadism.
Cases with small genetic deletions have
been identified, and analysis of these pa-
tients has revealed that the PWS and AS
are caused by distinct regions in the large
imprinted domain (Fig. 5d). The smallest
identified deletions in PWS remove the
imprinting element at the 5′ portion of
SNRPN. This gives loss of expression of
SNRPN, NDN, ZNF127, and several other
genes in the cluster. The smallest deletions
in AS removes the control region that is
essential for the establishment of the epi-
genetic imprint at SNRPN. Consequently,
there is expression of SNRPN, NDN, and
ZNF127 from both the parental alleles and
loss of expression of the UBE3A gene lo-
cated at the end of the cluster. The latter
seems to be the main cause of the clinical
phenotype of AS.

Amongst other imprinting disorders
are Albright Hereditary Osteodystrophy
(AHO), linked to a cluster of imprinted
neuroendocrinal genes on human chro-
mosome 20q, and transient neonatal di-
abetes mellitus (TNDM), linked to chro-
mosome 6q24–25. The latter is mostly
sporadic and is caused by aberrant ex-
pression of the imprinted gene ZAC. This
zinc finger protein–encoding gene has a
CpG island with maternal DNA methy-
lation. It was discovered recently that in
cases of TNDM without genetic defects,
this imprinting-control region has lost its
methylation.

Epigenetic alterations at imprinting-
control regions occur frequently in tumors
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as well. This has been observed in Wilms’
tumor of the kidney, but also in lung
cancer, breast cancer, and various other
cancers. In particular, IGF2 was found
to be expressed from both the parental
alleles during tumorigenesis and this
could confer a proliferative advantage to
the cells. In many cases, the biallelic
IGF2 expression is caused by acquisition
of DNA methylation at the imprinting-
control region upstream of H19, similarly
as in BWS. This epigenetic alteration
occurs early in tumor formation and could
be linked to the pathological tendency of
tumorigenic cells to acquire methylation
at CpG islands.

When early embryos are taken from
their natural environment and put into
a culture dish, it can lead to aberrant
imprinting as well. This was observed
in the mouse and in domestic animals.
It is unclear, at present, whether loss
of imprinting due to embryo culture
is mechanistically comparable to that in
human imprinting disorders or in tumors.
However, culture of embryos and early
embryonic cells can also induce aberrant
DNA methylation at imprinting-control
regions. This results in biallelic, or loss of,
imprinted gene expression and can have
pronounced phenotypic consequences at
later developmental stages. An important
issue to be investigated is whether there
are culture conditions that do not affect
imprinting and would thus be best suitable
for in vitro culture and manipulation
procedures in animals and humans.

5
Evolution of Imprinting

There is a lot of interest in how broadly im-
printing is conserved amongst mammals.
Also, in species other than the mouse,

both the parental genomes are essential
for normal development. Parthenogenesis,
for instance, leads to embryonic lethality
in humans, pigs, and sheep. In the latter
(ruminant) species, parthenogenetic con-
ceptuses die shortly after implantation,
due to deficient development and func-
tioning of the extraembryonic membranes.
These studies indicate that imprinting is
conserved amongst different groups of
mammals. Indeed, most of the known im-
printed mouse genes are also imprinted in
humans and, as far as this has been ana-
lyzed, in other placental mammals as well.

Evolutionary biologists have proposed
several hypotheses to explain why im-
printing has arisen in placental mam-
mals and to account for the different
imprinting-related phenotypes. In placen-
tal mammals, there is continuous transfer
of nutrients from the mother animal to the
developing offspring, and this determines
their development and growth. Possibly,
the most attractive theory of imprinting
says that paternally inherited genes tend to
increase nutrient transfer and thereby the
growth of the developing fetus. This would
enhance their chances of being propagated
to future generations. Maternally derived
genes, however, would be best propagated
by limiting the growth of the developing
fetus. This is because too high a bur-
den of nutrient transfer compromises the
reproductive success of the mother ani-
mal and hence of all its offspring. During
the evolution of placental mammals, there
would therefore have been a ‘parental tug-
of-war’ between these opposing maternal
and paternal strategies, leading to bal-
anced combinations of expression levels
of maternally and paternally derived genes.
As outlined with different examples, im-
printed genes such as Igf2, Ins2, and Igf2r
indeed play important roles in nutrient
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transfer and growth, for instance, by pro-
moting or reducing the development of the
extraembryonic tissues. Other imprinted
genes are important in determining the
activity of the newborn animals, which,
again, could have an impact on nutrient
transfer, but now after birth.

See also Genetics, Molecular Basis
of.
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Keywords

Oxidative Stress
Excess accumulation of reactive oxygen species (ROS) resulting from metabolism,
exposure to environmental oxidants, toxicants, radiation, or numerous biotic and
abiotic stresses, which perturb cellular redox balance to a more oxidized state and
disrupt normal biological functions, often leading to cell death.

Reactive Oxygen Species (ROS; Including ‘‘Free Radicals’’)
Highly reactive oxygen intermediates, which, at certain cellular concentrations are
highly toxic to cells often leading to cell death. These include hydrogen peroxide,
superoxide anion, hydroxyl radicals, and singlet oxygen. At cellular equilibrium, ROS
may play key signaling roles in gene expression.

Signal Transduction
A mechanism by which cells or organisms perceive a signal and transmit it via the
proper pathways to elicit a genomic response.

Genome
The totality of a cell’s genetic information, including genes and other DNA sequences.

Gene
A segment of the genome (DNA) that codes for a functional product.

Promoter
A sequence of nucleotides on the DNA that is required for the initiation of
transcription by RNA polymerase.

Genomic Fluidity
The capacity of the genome to reorganize rapidly in response to a given stimulus
or signal.



Genomic Responses to Oxidative Stress 491

� The environment in which they exist affects all living organisms. Differences
among individual organisms in response to environmental stresses are common,
whether the stress factors are natural environmental variations, infectious agents,
environmental chemicals, or any other natural or anthropogenic environmental
variables. During their evolution, organisms have evolved a variety of ways of
adapting to environmental changes. However, the underlying mechanisms by which
cells or organisms perceive environmental adversity and mobilize their defenses
to it are just beginning to be understood. Such an understanding is essential
in any future attempts to engineer organisms for greater tolerance or resistance
to more frequent and rapid environmental changes. As a consequence of recent
developments in molecular biosciences and elucidation of the human and other
genomes and genomic analyses, a deeper appreciation of the mechanisms by which
genes may perceive environmental signals and start a cascade of biochemical events
to effect a response to a given signal is now emerging. The most fundamental stress
encountered by all aerobic organisms is ‘‘oxidative stress,’’ which is a consequence
of the aerobic lifestyle on our planet. A broad range of environmental stresses
affecting prokaryotes and eukaryotes are directly or indirectly related to oxygen
toxicity. Organisms have evolved sophisticated ways of coping with life in an
oxygen-requiring environment. This oxygen paradox is dealt with below.

1
Introduction

Every living organism is affected by its
environment. The environment, whether
internal or external to the organism, is
continually changing, and the organism
must adapt if it is to survive. However,
an organism apparently well adapted to
the environment at any one time may be
poorly adapted only a short time later if
it cannot modify its physiology or behav-
ior in response to changing conditions.
Organisms that can adjust to changes in
the environment are likely to exhibit a
greater degree of adaptiveness than those
that cannot. Environmental changes, ir-
respective of its source, cause a variety of
‘‘stresses’’ or ‘‘shocks’’ that a cell must face
repeatedly, and to which its genome must
respond in a programmed manner for the
organism to survive. Thus, a dominant

theme in modern biology is gene expres-
sion. It is desirable to determine how genes
are expressed in a selective manner in re-
sponse to an external or internal signal or
stimulus. Examples are responses to light,
oxidative stress, pathogenicity, wound-
ing, anaerobiosis, thermal shock, and the
‘‘SOS’’ response in microorganisms. For
cells of any organism to respond to external
cues, they must be able to perceive these
cues or signals and transduce such percep-
tions into the appropriate response. Some
sensing mechanism(s) must be present to
alert the cell to imminent danger and to
trigger the orderly sequence of events that
will mitigate this danger. In addition, there
are genomic responses to unanticipated,
unprogrammed challenges for which the
genome is unprepared, but to which it
responds in discernible though initially
unforeseen and unpredictable ways. Many,
though not all, signals are perceived at
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the cell surface by plasma membrane re-
ceptors. Activation of such receptors by
mechanisms such as ligand binding may
lead to alterations in other cellular compo-
nents, ultimately resulting in alterations in
cell shape, ion conductivity, gene activity,
and other cellular functions. Identification
and isolation of mutants that are unable
to respond, or that respond abnormally to
a particular signal may provide ways to
decipher the mechanisms by which a par-
ticular signal is transduced into a given
response. Long before humans began ma-
nipulating and altering their environment,
organisms from the simplest to the most
complex began evolving methods to cope
with stressful stimuli. Consequently, most
living cells possess an amazing capacity
to cope with a wide diversity of envi-
ronmental challenges, including natural
and synthetic toxins, pathogens, extreme
temperatures, high metal levels, and ra-
diation. Many studies in the past have
demonstrated clear ‘‘cause-and-effect’’ re-
lationships upon exposure of a given
organism or cell to a particular environ-
mental factor or stressor. However, only
recently have certain environmental in-
sults been shown to elicit specific genomic
responses. At present, little is known of
the underlying molecular mechanisms by
which the genome perceives environmen-
tal signals and mobilizes the organism
to respond. Such information is not only
interesting in and of itself, but is also
essential in any future attempts to en-
gineer organisms for increased tolerance
to environmental adversity. Recent dra-
matic advances in molecular biology and
genomics have made it possible to investi-
gate the underlying mechanisms utilized
by organisms to cope with environmental
stresses. Investigations of genomic re-
sponses to challenge are shedding light

on unique DNA sequences capable of per-
ceiving stress signals, thus allowing the
cell or organism to mobilize its defenses.
The general picture emerging from re-
cent studies involves the sensing of a
signal and the transduction of the signal
to the transcription apparatus to catalyze
transcription initiation. The steps involved
in such a process may be summarized
as follows:

• A signal, normally the intracellular or
extracellular concentration of a small
molecule, is perceived by a sensor.

• The signal is then transmitted to the
regulatory ‘‘activator’’ protein.

• The signal transduction changes the
conformation of the activator protein.

• The altered activator protein binds to a
specific DNA site.

• The DNA–protein interaction catalyzes
the binding or activity of RNA poly-
merase to facilitate transcription initi-
ation.

2
Gene Responses

Terminally differentiated cells express an
array of genes required for their stable
functioning and precise metabolic roles.
A genome can respond in a rapid and
specific manner by selectively decreasing
or increasing the expression of specific
genes. Genes whose expression is in-
creased during times of stress presumably
are critical to the organism’s survival un-
der adverse conditions. Examination and
study of such ‘‘stress-responsive’’ genes
has implications for human health and
well being, for agricultural productivity,
and for furthering basic biological knowl-
edge. In addition to aiding the organism
under stress, genomes that are modified by
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stress can be utilized to study the molec-
ular events that occur during periods of
increased or decreased gene expression.
The mechanisms by which an organism
recognizes a signal to alter gene expres-
sion and responds to fill that need are
important physiologically and render pos-
sible the examination of gene regulation
under various environmental regimens.
The mechanisms of induction of stress
response in genes are similar among vari-
ous organisms examined. Similarities in
stress-induced changes in gene expres-
sion have been observed for a variety
of stressors. Some that have been stud-
ied in detail include radiation, thermal
shock, pathogenic infections, anaerobio-
sis, trauma, photostress, physical wound-
ing, oxidative stress, water stress, and
heavy metals. In all cases, specific changes
in transcript and/or protein expression
have been observed in various organisms
subjected to such challenges.

Recently, numerous studies by several
laboratories using a variety of organisms
indicate that oxidative stress is a common
denominator underlying many diseases
and environmental insults, which can
lead to cell death in virtually all aerobes.
It is also becoming clear that a variety
of different biotic and abiotic stresses
cause their deleterious effects, directly
or indirectly, via reactive oxygen species
(ROS) generation.

For example, numerous toxic environ-
mental chemicals such as xenobiotics,
pesticides, herbicides, fungicides, ozone,
cigarette smoke, and radiation, cause
harmful environmental effects via gener-
ation of free radicals and other reactive
oxygen species.

The focus of this report will be on oxida-
tive stress, its causes and consequences,
and mechanisms employed by organisms
to cope with it.

3
Oxygen and Oxygenation of the Earth

Of all the planets in our solar system,
only Earth is known to contain molecular
oxygen (O2) in its atmosphere and to
support aerobic life. However, when Earth
was formed about 4.5 billion years ago, its
atmosphere was unlike the present, being
primarily reducing and essentially free
of oxygen. The earliest living organisms
were most likely anaerobic heterotrophs
living in the primitive ocean depths,
shielded from the damaging effects of solar
ionizing radiation. The earliest relatively
low levels of oxygen were likely the result
of photolytic dissociation of water by the
sun’s ionizing radiation. The bulk of
Earth’s present oxygen concentration (21%
O2) is derived from the photosynthetic
activities of cyanobacteria and plants.
It has been estimated that the earth
contains about 410 × 103 Emol (1 Erda
mole = 108 mol) of oxygen, and of this,
38.4 × 103 Emol is in the hydrosphere as
water. Molecular oxygen is present in
the atmosphere (37 Emol) and in the
hydrosphere (0.4 Emol) and undergoes
continuous turnover, with the total oxygen
exchange estimated at ∼15 × 103 Emol
per 106 years. Aerobic life is responsible
for the major portion of oxygen turnover,
with photosynthesis being the main input
into the oxygen reservoir, and respiration,
the main output. The two processes are in
approximate equilibrium, and fossil fuel
combustion is the major source of oxygen
loss from the reservoir.

The accumulation of dioxygen (O2)
in the earth’s atmosphere allowed for
the evolution of the enormous variety
of aerobic organisms that use O2 as
the electron acceptor, thus providing a
higher yield of energy compared with
fermentation and anaerobic respiration.
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4
Reactive Oxygen and Oxygen Toxicity

In its ground state (its normal config-
uration, O2), molecular oxygen is rela-
tively unreactive. However, during normal
metabolic activity and as a consequence of
various environmental perturbations (e.g.
extreme temperatures, radiation, xenobi-
otics, toxins, air pollutants, various biotic
and abiotic stresses, and diseases), O2 is
capable of giving rise to frightfully reactive
excited states as free radicals and deriva-
tives.

The oxidation powers of molecular oxy-
gen are restricted because electrons can
only be absorbed from another species
whose electron spin is antiparallel to the
two unpaired, parallel-spin electrons in
diatomic oxygen. This spin restriction
renders ground state molecular oxygen
sufficiently unreactive, so that it can-
not abstract electrons from other species.
However, removal of the spin restriction
by adding a single e−, or upon transfer of
energy to oxygen from a photosensitizer
(e.g. chlorophyll; flavin-containing com-
pounds), increases the reactivity of oxygen.
Photosensitizers can harvest light and en-
ergize O2 to form singlet oxygen (1�gO2),
which can interact directly with another
molecule, transferring the additional en-
ergy to the target molecule.

The complete reduction of O2 to water
requires four electrons. O2 has a pref-
erence for a stepwise univalent pathway
of reduction resulting in partially reduced

intermediates (Fig. 1). The reactive species
of reduced dioxygen include the super-
oxide radical (O2

•−), hydrogen peroxide
(H2O2), and the hydroxyl radical (OH•).
The latter can also be generated by the
interaction of O2

•− and H2O2 in the
presence of metal ions. Both O2

•− and
OH• are extremely reactive and can cause
molecular damage leading to cell death.
The hydroxyl radical reacts with virtually
anything, inflicting indiscriminate and ex-
tensive intracellular damage. The O2

•− is
the conjugate base of a weak acid, the
perhydroxyl radical (HO2), whose pKa is
4.69 ± 0.08. Thus, under acidic conditions,
the very reactive perhydroxyl radical may
predominate following a one-electron re-
duction of dioxygen, while at higher pH
values the O2

•− is predominant. These and
the physically energized form of dioxygen,
singlet oxygen (1O2) are the biologically
most important ROS (Table 1). An activa-
tion energy of ∼22 kcal mol−1 is required
to raise molecular oxygen (O2) from its
ground state to its first singlet state. In
higher plants, this energy is readily ob-
tained from light quanta via such transfer
molecules as chlorophyll. Unless abated,
all of these intermediate oxygen species
are extremely reactive and cytotoxic in all
organisms. ROS can interact with pro-
teins, lipids, and nucleic acids to cause
severe molecular damage (Table 2). Thus,
oxygen provides a paradox in that it is
essential for aerobic life and yet, in its re-
duced forms, it is one of the most toxic
substances with which life on earth must
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univalent reduction of oxygen to
water leading to generation of
various intermediate ROS.
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Tab. 1 Reactive oxygen species (ROS) of interest in oxidative stress.

Name Notation Some comments & basic sources

Molecular oxygen (triplet
ground state)

O2; 3� Common form of dioxygen gas

Singlet oxygen (1st excited
singlet state)

1O2; 1� Photoinhibition; UV irradiation; PS II e−
transfer Rx (chloroplasts)

Superoxide anion O2
•− Formed in many photooxidation Rx

(flavoprotein, redox cycling); Mehler Rx in
chloroplasts; mitochondrial e− transfer Rx;
glyoxysomal photorespiration; peroxisomal
activity; nitrogen fixation; Rx of O3 and OH−
in apoplastic space; defense against
pathogens; oxidation of xenobiotics

Hydrogen peroxide H2O2 Formed from O2
•− by dismutation;

photorespiration; β-oxidation;
proton-induced decomposition of O2

•−;
defense against pathogens

Hydroxyl radical OH• Decomposition of O3 in apoplastic space;
defense against pathogens; Rx of H2O2 with
O2

•− (Haber-Weiss); Rx of H2O2 with Fe++
(Fenton); highly reactive with all
macromolecules

Perhydroxyl radical O2H• Protonated form of O2
•−; Rx of O3 and OH− in

apoplastic space

Ozone O3 UV radiation or electrical discharge in
stratosphere; Rx involving combustion
products of fossil fuels and UV radiation in
troposphere

cope. ROS are found in virtually all intra-
cellular organelles or compartments as a
consequence of normal metabolic activity.
Each organelle or compartment has poten-
tial targets for oxidative damage, as well as
mechanisms for the elimination of excess
ROS accumulation.

5
Defenses against Reactive Oxygen

To minimize the damaging effects of
ROS, aerobic organisms evolved both
nonenzymatic and enzymatic antioxi-
dant defenses (Table 3). Nonenzymatic

defenses include compounds of intrinsic
antioxidant properties, such as vitamins C
and E, glutathione, and β-carotene. Purely
enzymatic defenses, such as superoxide
dismutases (SOD), catalases (CAT), and
peroxidases (Px) protect by directly scav-
enging superoxide radicals and hydrogen
peroxide, converting them to less reactive
species. Superoxide dismutases catalyze
the dismutation of O2

•− to H2O2, and
catalases and peroxidases reduce H2O2

to 2H2O. The similarity between the
SOD and CAT reactions is that each
is an oxidation–reduction in which the
substrate, O2

•− for SOD and H2O2 for
CAT, is both reductant and oxidant,
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Tab. 2 Examples of ROS damage to lipids,
proteins, and DNA.

Oxidative Damage to Lipids:
• Occurs via several mechanisms of ROS

reacting with fatty acids in the membrane
lipid bilayer leading to membrane leakage
and cell death.

• In foods, lipid peroxidation causes rancidity
and development of undesirable odors
and flavors.

Oxidative Damage to Proteins:
• Site-specific amino acid modifications

(specific AA differ in their susceptibility to
ROS attack)

• Fragmentation of the peptide chain
• Aggregation of cross-linked reaction

products
• Alteration in electrical charge
• Increase in susceptibility to proteolysis
• Oxidation of Fe-S centers by O2

•− destroys
enzymatic function

• Oxidation of specific AA ‘‘marks’’ proteins
for degradation by specific proteases

• Oxidation of specific AA (e.g. Try) leads to
cross-linking

Oxidative Damage to DNA:
• DNA deletions, mutations, translocations
• Base degradation, single-strand breakage
• Cross-linking of DNA to proteins

whereas different reductants are required
for the peroxidases, depending upon their
specificities. Under some conditions, CAT
can act as an efficient peroxidase. SODs
deal with the first product of the univalent
reduction of O2, converting it to H2O2,
which must then be destroyed by cata-
lases and/or peroxidases. Thus, the SODs
and CATs serve, in tandem, as frontline
antioxidant defenses:

O2
•− + O2

•− + 2H+ SOD−−−→ O2

+ H2O2(K2 = 2.4 × 109 M−1 s−1)

H2O2 + H2O2
CAT−−−→ 2H2O

+ O2(K1 = 1.7 × 107 M−1 s−1)

H2O2 + R(OH)2
Px−−−→ 2H2O

+ R(O)2(K4 = 0.2–1 × 103 M−1 s−1)

5.1
Superoxide Dismutase (SOD)

SODs have been isolated and character-
ized from a wide variety of organisms.
One class consists of SODs with Cu(II)
plus Zn(II) at the active site (Cu/ZnSOD),
another with Mn(III) (MnSOD), a third
with Fe(III) (FeSOD), and a fourth with
Ni(II/III) (NiSOD). Cu/ZnSODs are gen-
erally found in the cytosol of eukaryotic
cells, in chloroplasts, and in some prokary-
otes; MnSODs are found in prokaryotes
and in mitochondria; FeSODs are gener-
ally found in prokaryotes, in algae, and in
some higher plant chloroplasts; NiSODs
have been found in Streptomyces. Unlike
most other organisms that have only one
of each type of SOD in the various cellular
compartments, plants have multiple forms
of each type encoded by more than one
gene, indicative that plants have far more
complex antioxidant defenses. Plants also
produce a large variety of small nonenzy-
matic antioxidant compounds as second
tier defenses, such as glutathione, ascor-
bate, tocopherols, flavonoids, alkaloids,
and carotenoids in high concentrations
that are capable of quenching ROS. The
dismutation of O2

•− to O2 + H2O2 by SOD
is hardly a bargain, as the resulting H2O2

can react with metal ions, giving rise to
the highly toxic OH•. Fortunately, catalases
come to the rescue by degrading H2O2

to O2 and H2O. Most aerobes, including
mammals, possess at least one form of
homotetrameric catalase with ferriheme at
the active sites.
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Tab. 3 Some natural antioxidants.

(A) Nonenzymatic antioxidant molecules

Antioxidant molecule Subcellular location

Ascorbate (vitamin C) Plastid; apoplast; cytosol, vacuole
β-carotene Plastid
Glutathione, reduced (GSH) Plastid; mitochondrion; cytosol
Polyamines (e.g. putrescine,

spermine)
Nucleus; plastid; mitochondrion; cytosol

α-tocopherol (vitamin E) Cell & plastid membranes
Zeaxanthin Chloroplast

(B) Antioxidant Enzymes

Enzyme EC Number Subcellular Location

Ascorbate peroxidase (APx) 1.11.1.11 Plastid stroma & membranes; cytosol
Peroxidases (nonspecific) 1.11.1.7 Cytosol; cell wall-bound; apoplast
Catalase (CAT) 1.11.1.6 Glyoxysome; peroxisome; cytosol;

mitochondria
Superoxide dismutases (SOD) 1.15.1.1 Cytosol (Cu/ZnSOD); plastid

(Cu/ZnSOD;FeSOD); mitochondrion
(MnSOD); peroxisome (Cu/ZnSOD)

Dehydroascorbate reductase
(DHAR)

1.8.5.1 Cytosol; plastid stroma

Glutathione reductase (GR) 1.6.4.2 Mitochondrion; cytosol; plastid stroma
Monodehydroascorbate

reductase (MDHAR)
1.6.5.4 Plastid stroma

Glutathione S-transferases
(GST)

2.5.1.18 Cytosol; Microsomal

5.2
Catalase (CAT)

CAT is largely, but not exclusively, local-
ized in peroxisomes, wherein many H2O2-
producing enzymes reside. Thus, catalase,
which exhibits a high Km for H2O2, can
act upon the H2O2 produced before it dif-
fuses to other parts of the cell. Catalase
is a tetrameric heme-containing enzyme
that is found in all aerobic organisms.
Because of its wide distribution, evolution-
ary conservation, and capacity to rapidly
degrade hydrogen peroxide, it has been
proposed that CAT plays an important role

in systems that have been evolved to allow
organisms to live in aerobic environments.

Catalase is one of the most active cata-
lysts produced by nature. It decomposes
hydrogen peroxide at an extremely rapid
rate, corresponding to a catalytic center
activity of about 107 min−1. Depending
upon the concentration of H2O2, it ex-
erts a dual function. At low concentrations
(<10−6 M) of H2O2, it acts ‘‘peroxidati-
cally,’’ where a variety of hydrogen donors
(e.g. ethanol, ascorbic acid) can be oxidized
in the following manner:

RH2 + H2O2 −−−→ R + 2H2O
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At high concentrations of substrate,
catalase decomposes toxic hydrogen per-
oxide at an extremely rapid rate using
the ‘‘catalatic’’ reaction in which H2O2

acts as both an acceptor and donor of
hydrogen molecules: 2H2O2 → 2H2O +
O2.

Catalase is unique among H2O2 de-
grading enzymes in that it degrades
H2O2 without consuming cellular reduc-
ing equivalents. Hence, catalase provides
the cell with a very energy-efficient mecha-
nism to remove hydrogen peroxide. There-
fore, when cells are stressed for energy
and are rapidly generating H2O2 through
‘‘emergency’’ catabolic processes, H2O2 is
degraded by catalase in an energy-efficient
manner. This results in a net gain of
reducing equivalents and, therefore, of cel-
lular energy. It has been proposed that
catalase may be uniquely suited to reg-
ulate the homeostasis of H2O2 in the
cell. In the catalatic mode, catalase has
a very high apparent Michaelis constant
and, therefore, is not easily saturated with
substrate. Thus, the enzyme activity in-
creases linearly over a wide range of H2O2

concentrations and, thereby, maintains
a controlled intracellular H2O2 concen-
tration. In mammalian systems, organs
with high concentrations of catalase (i.e.
liver and kidney) have low levels of en-
dogenous H2O2 and organs with low
concentrations of catalase (i.e. lung and
heart) have high endogenous levels of
H2O2. Further, if catalase activity is in-
hibited, H2O2 concentrations rise in the
liver. As in the case of SOD, multiple
catalases (isozymes), encoded by specific
genes are found in plants, whereas ani-
mals exhibit one form of catalase. Both
Cat and Sod genes respond differentially
to various stresses known to generate ROS
(Fig. 2).

6
ROS, Telomeres, and Aging

Many hypotheses have been proposed to
explain the root cause of aging. One
broad-based hypothesis is that generalized
homeostatic failure leads to age-related
decline. Another is the ‘‘free-radical the-
ory of aging’’ suggesting that endogenous
ROS continually damage cellular macro-
molecules, including DNA. Incomplete
repair of such damage would lead to its
accumulation over time resulting in age-
related deterioration.

The evidence implicating the genera-
tion of ROS as key factors in determining
longevity is accumulating. Much of the
earlier evidence was correlative. However,
recent evidence has identified longevity-
influencing genes responsive to ROS. It
has further been shown that continual
induction of DNA damage during nor-
mal aging results in genomic instability
due to persistent DNA lesions, mutations,
stalled repair, and transcription interfer-
ence. The involvement of ROS in limiting
lifespan has been suggested by analyses
of transgenic Drosophila, which systemati-
cally overexpress both Sod and Cat genes.
Some strains of these transgenic flies live
up to 30% longer than their natural coun-
terparts, whereas flies carrying only one of
these constitutively expressed transgenes
do not live longer, suggesting that ROS tox-
icity plays an important role in longevity.

Much attention has also recently been
given to the role of telomere shortening
as a causative factor in aging/senescence.
Telomeres are stretches of repetitive
DNA of tandem short sequence repeats
(TTAGGG) that ‘‘cap’’ the ends of
eukaryotic chromosomes to protect against
degradation. Telomeres, in most human
cells, shorten with each round of
DNA replication because they lack the
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Fig. 2 Response to acute ozone exposure of the Sod (top-left) and Cat
(top-right) genes in maize leaves after 6 h O3 fumigation. As noted,
some of the transcripts are upregulated (e.g. Sod3, Sod4, Cat1, Cat3),
while others are downregulated (e.g. Sod1, Cat2). The 18S rRNA is a
loading control. The production of H2O2 in maize leaves (bottom-left)
in response to wounding. Seven-day-old plants were excised at the
base of the stems and supplied with DAB (diaminobenzidine) for 6 h.
The plants then were wounded and continuously supplied with DAB for
4 h. The production of H2O2 can be visualized by the deposition of the
brown-red (dark areas) color products in the leaves. (a) Control and
wounded leaves (wounding was conducted near the main vein), (b)
control and wounded leaves (wounding was conducted at the main
vein and cut at the leaf edges). Cat transcript accumulation in response
to wounding (bottom-right). RNA was isolated from similarly treated
leaves, indicative that differential transcript accumulation is effected by
induction of H2O2. (See color plate p. xxv.)

enzyme telomerase. Telomerase is a
specialized reverse transcriptase, which
helps to replicate the telomere ends
of chromosomes. However, telomerase
is normally expressed only in germ-
line cells and is derepressed in tumor
cells in which telomeres are stabilized.
It has recently been demonstrated that
oxidative stress is the main reason for
telomere shortening. It has been observed
that H2O2 plus Cu(II) induced 8-oxo-7,

8-dihydro-2′-deoxyguanosine (8-oxodG)
formation in the telomere sequences
more efficiently than in nontelomere
sequences. Oxidative damage is not
repaired as well in telomeric DNA as
elsewhere in the chromosome. Oxidative
stress accelerates telomere loss, while
antioxidants decelerate it. Thus, oxidative
stress is a critical modulator of telomere
loss and telomere-driven replicative
senescence is primarily a stress response.
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Given the available information, aging
is likely a multifactorial process; whether
ROS are peripheral targets that corre-
late with longevity or with central reg-
ulators of human aging remain to be
resolved.

7
Oxidative Stress

Reactive oxygen species such as superoxide
(O2

•−), hydrogen peroxide (H2O2), and hy-
droxyl radical (OH•) are produced in all aer-
obic organisms and normally exist in the
cell in balance with antioxidant molecules.
Oxidative stress occurs when this critical
balance is disrupted because of depletion
of antioxidants or excess accumulation of
ROS, or both (Fig. 3). That is, when antiox-
idants are depleted and/or if the formation

of ROS increases beyond the ability of
the defenses to cope, then oxidative stress
and its noxious consequences ensue. Such
stress can happen when severely adverse
environments or physiological conditions
overwhelm biological systems. One rapid
and clear indicator of oxidative stress is the
induction of antioxidant defenses and/or
increases in endogenous ROS levels. The
formation of ROS can be accelerated as
a consequence of various environmental
stress conditions, including UV radiation,
high light intensities, exposure to herbi-
cides, extreme temperatures, toxins such
as cercosporin and aflatoxin, air pollutants,
metals, wounding, and xenobiotics. Many
inducers of oxidative stress are known;
carcinogens, mutagens, and toxins. It has
become evident that ROS production is a
common denominator in many diseases
and environmental insults and can lead to

AOX
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ROS

AOX

ROS

ROS

Equilibrium
(AOX = ROS)

Oxidative stress
(Excess ROS)

Oxidative stress
(Depleted AOX)

OxidantsAntioxidants

Fig. 3 Oxidative stress results from imbalance between the levels of antioxidants (AOX) and reactive
oxygen species (ROS). Cells are normally able to balance the production of oxidants and antioxidants
to maintain redox equilibrium. Oxidative stress occurs when this equilibrium is upset by excess levels
of ROS, or depletion of antioxidant defenses.
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severe cellular damage leading to phys-
iological dysfunction and cell death in
virtually all aerobes (Fig. 4).

When oxidative stress occurs, cells func-
tion to counteract the oxidant effects and
to restore redox balance by resetting criti-
cal homeostatic parameters. Such cellular
activity leads to activation or silencing of
genes encoding defensive enzymes, tran-
scription factors, and structural proteins.

8
ROS Can Serve Necessary and Useful
Functions

It has recently become clear that ROS are
not always harmful metabolic by-products
as generally believed. When tightly regu-
lated, ROS perform critical functions in
the cell. In fact, a significant body of evi-
dence indicates that ROS, particularly O2

•−
and H2O2, act as intracellular signaling
molecules. In bacteria, the transcription

factor OxyR activates a number of genes
inducible by H2O2, while the transcrip-
tion factors SoxR/SoxS mediate responses
to O2

•−. Yeast also has two distinct adap-
tive stress responses, one directed toward
H2O2 and one toward O2

•−. In higher
eukaryotes, both animals and plants, oxida-
tive stress responses are more complex and
are modulated by several regulators. ROS-
dependent redox cycling of cysteinyl thiols
is critical for establishing protein–protein
and protein–DNA interactions that deter-
mine many aspects of signal transduction
pathways by regulating the activity of many
transcription factors. For example, acti-
vation of nuclear factor κB (NFκB) and
activator protein-1 (AP-1), known to have
critical roles in proliferation, differentia-
tion, and morphogenesis, can result from
stimulation by diverse agents proceed-
ing through a common pathway involving
ROS generation. The pathway leading to
H2O2 production and subsequent redox
activation of NFκB has been shown to
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Fig. 4 Scheme showing some of the initiators (stressors) of ROS and the biological consequences
leading to a variety of physiological dysfunctions that can lead to cell death.
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involve the Rho family of small GTP-
binding proteins.

Both intracellular and extracellular
sources of ROS are capable of modulat-
ing gene expression. Low doses of H2O2

(<20 µM) can elicit changes in phospho-
rylation of specific regulatory proteins
including protein kinase B (AKT). Direct
signaling action of H2O2 in the differential
regulation of antioxidant genes in plants
likely occurs via protein–DNA interactions
in the region of the antioxidant respon-
sive element (ARE; TGACTCA), NFκB,
and ABA responsive element (ABRE-2;
ACGT) in the promoters of these genes.
In addition to induction of defense gene
expression, other roles of ROS in plants
include direct killing of pathogens, involve-
ment in cell wall structure, and promotion
of programmed cell death. In yeast and an-
imal cells, ROS have been shown to arrest
cell division, and cell cycle progression is
under negative ROS control. A clear and
powerful example of how ROS are put
to constructive use was the observation

that O2
•− plays an important role against

invading microbes, in effect serving as a
broad-spectrum antibiotic. In response to
invasion by pathogens, plants also mount a
broad range of defense responses, includ-
ing a rapid and transient production of
large amounts of ROS (‘‘oxidative burst’’).

Thus, ROS play different, or even op-
posing roles, during different cellular
processes (Fig. 5). For example, under
physiological conditions, H2O2 may play
an important role in signal transduction
pathways and in activation of the transcrip-
tion factor NFκB, while under pathologic
(stress) conditions, H2O2 can lead to apop-
tosis or necrosis. Consequently, the steady
state level of ROS within cells is critical
and is determined by the interplay between
ROS-generating mechanisms and the sub-
tle modulating roles played by cellular
antioxidants. In plants, H2O2 is gener-
ated under a diverse range of biotic and
abiotic conditions, and its accumulation
in specific tissues at specific developmen-
tal times, in the appropriate quantities,
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Fig. 5 Scheme showing some of the useful pleiotropic roles of ROS known to occur in
most higher organisms, indicative of the fact that ROS are not always harmful to cells.
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benefits plants and can mediate cross-
tolerance to other stresses. H2O2 affects
gene expression and activates MAP ki-
nases, which in turn function as regulators
of transcription.

9
Oxidative Stress and Gene Expression

Although observations have led to the
suggestion that cells have the means to
sense ROS and to induce specific re-
sponses, the underlying mechanisms are
still not fully understood. The transcrip-
tional network that responds to ROS in
eukaryotes is currently being deciphered,
whereas the prokaryotic system is bet-
ter understood.

Nearly two decades ago, it was shown
that the expression of ∼30 proteins were
induced by H2O2 in bacteria. Of these
30 proteins, 12 were maximally induced
within 10 min and 18 between 10 and
30 min. The OxyR regulatory protein was
subsequently shown to regulate expression
of 9 of the 12 rapidly induced proteins.
The tetrameric OxyR protein is a member
of the LysR family of transcription acti-
vators and exists in two forms, reduced
and oxidized; only the oxidized form is
able to activate transcription. Further stud-
ies led to the identification of a number of
OxyR-activated genes. Similarly, the SoxRS
regulatory proteins were found to regulate
expression of O2

•−-responsive proteins in
bacteria. Regulation of the SoxRS regu-
lon occurs by conversion of SoxR to an
active form that enhances soxS transcrip-
tion. The enhanced levels of SoxS in turn
activate expression of the regulon. In ad-
dition to SoxR and OxyR, several other
transcriptional regulators modulate the ex-
pression of antioxidant genes in bacteria,

indicative of the complexity and connec-
tivity of overlapping regulatory networks.
No apparent homologs of OxyR, SoxR, or
SoxS have been found in eukaryotes, but a
number of other transcription factors have
been found to play a role in regulating the
expression of antioxidant genes in eukary-
otes. In yeast, transcription regulators of
antioxidant genes include ACE1, MAC1,
YAP1, YAP2, HAP1, and HAP2/3/4. In
higher eukaryotes, oxidative stress re-
sponses are more complex and are mod-
ulated by several different regulators. In
mammalian systems, NFκB and AP-1 are
involved in regulating the oxidative stress
response. The ‘‘antioxidant responsive
element’’ (ARE), present in the pro-
moter region of mammalian glutathione
S-transferase (GST), metalothionein-I, and
MnSod genes, causes induction of these
genes in response to oxidants. NFκB,
AP-1, and ARE have also been found in
promoters of antioxidant genes in higher
plants (Fig. 6). The role of these factors
is not unique to activation of antioxidant
genes, as they are known (particularly
NFκB) to play central roles in regulat-
ing cellular responses to other stresses
as well as regulating normal growth
and metabolism.

There is substantial evidence that a
variety of biotic and abiotic stresses in-
duce ROS, which serves as a common
factor in regulating various signaling path-
ways (Fig. 7). Similar stresses also ac-
tivate mitogen-activated protein kinases
(MAPK)s with kinetics that either precede
or parallel H2O2 production, suggesting
that MAPKs may be one of several con-
verging points in the defense-signaling
network. In addition, exogenous applica-
tion of several plant hormones and toxins
has been shown to induce O2

•− and H2O2

synthesis, leading to differential induction
of some antioxidant genes and isozymes
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Fig. 6 Schematic representation of the promoter region of each of the three catalase (cat)
genes of maize indicating the locations of the NFκB, ARE, AP-1, and ABRE motifs relative to
the transcription start site (+1) of each gene.
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Fig. 7 Convergence of various biotic
and abiotic stress stimuli onto MAPK
pathways via ROS as a common factor,
leading to activation of antioxidant
defense genes. Alternative pathways
have also been implicated.

(Fig. 8). Thus, the identification of all
genes and proteins regulated by H2O2

is an important step toward treatments
that might confer tolerance to multiple,
but interrelated, stresses. In addition to

induction/repression of antioxidant de-
fense genes, ROS are known to similarly
affect expression of a variety of other genes
involved in different signaling pathways in
microbes, yeast, plants, and animals.
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Fig. 8 Schematic representation of the possible signal transduction pathways
of cat1 gene expression in response to the plant hormone abscisic acid (ABA)
and osmotic stress in maize. ARE: antioxidant responsive element; ABRE2: ABA
responsive element; CBF1: cat1 binding factor-1; CBF2: cat1 binding factor-2.

10
Genomic Scale ROS-Responsive Gene
Expression

The advent of microarray expression
analysis makes possible the assessment
of gene expression on a genomic scale,
rendering tens of thousands of genes
assayable in a single experiment. Thus,
identification of ROS-responsive genes
on a global scale is now tenable. DNA
microarrays can comprehensively examine
gene expression networks during oxidative
stress. There is now significant progress
being made in surveying gene expression
in response to H2O2 in Escherichia coli,
yeast, and higher plants.

A genome-wide transcription profile of
E. coli cells exposed to H2O2 was exam-
ined with a DNA microarray composed of
4169 E. coli open reading frames. Gene
expression was measured in isogenic wild
type and oxyR deletion mutants (�oxyR) to
confirm that the H2O2-response regulator
OxyR activates most of the H2O2-inducible
genes. A very rapid and strong induction
was observed of a set of OxyR-regulated

genes in the wild type but not in the
�oxyR, providing internal validation of
the experiment and confirmation for the
induction of the oxidative stress genes
identified earlier by other means. Several
new H2O2-inducible genes were also iden-
tified: some were members of the OxyR
regulon and some were induced by an
OxyR-independent mechanism suggestive
of other H2O2 sensors and regulators in
E.coli. Several genes repressed by OxyR
were highly expressed in the �oxyR mu-
tant. Overall, the mRNA of 140 genes in
the wild type, and 167 genes in the �oxyR
were significantly induced after H2O2

treatment. It was also found that soxS
was induced by H2O2, indicating an over-
lap with other regulatory pathways. Two
genes, Fpr and sodA, known to be mem-
bers of the SoxRS regulon were also highly
induced by H2O2 in both wild type and
�oxyR. The microarray data also showed
an overlap between oxidative stress, heat
shock, and SOS responses. The results
from the E. coli microarrays clearly in-
dicate that the activities of transcription
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factors in addition to OxyR and SoxRS are
likely modulated by oxidative stress.

Whole-genome expression patterns in
Saccharomyces cerevisiae cells exposed to
H2O2, in addition to other stresses, indi-
cated that about two-thirds of the genome
is involved in the response to environmen-
tal changes, and the global set of genes
induced/repressed by each environmental
signal were identified. The response to ox-
idative stress involves about one-third of
the yeast genome and the maximal effects
on gene expression occur slightly later,
relative to other stresses examined dur-
ing similar time courses, with most of the
transcriptome returning to prestress lev-
els within 2 h following exposure to H2O2.
Genes that are repressed for ∼60 min after
exposure to H2O2 are only transiently re-
pressed in other stress time courses. Thus,
genes encoding the translation apparatus
and its regulators are remarkably coor-
dinated for each environmental change,
although the dynamics of each response
are different. The expression programs
following H2O2 or O2

•− treatment were es-
sentially identical despite the fact that dif-
ferent ROS are involved. There was strong
induction of genes known to be involved in
detoxification of both H2O2 and O2

•−, such
as catalase, superoxide dismutase, and
glutathione peroxidase, as well as genes in-
volved in oxidative and reductive reactions
(e.g. thioredoxin, glutathione reductase,
glutaredoxin). The genes most strongly
induced in response to H2O2 and O2

•−
were dependent on the transcription factor
Yap1p for their induction. Genes moder-
ately induced by ROS and other signals are
regulated by different transcription factors,
depending on the conditions, and different
upstream signaling pathways may govern
their response. It has also been demon-
strated that in Schizosaccharomyces pombe,
H2O2 activates the Sty1 (stress-activated

mitogen-activated protein kinase, MAPK)
pathway in a dose-dependent manner via
two sensing mechanisms. At low H2O2 lev-
els, a two-component signaling pathway,
which feeds into either of the two (Wak1 or
Win1) stress-activated mitogen-activated
protein kinase kinase kinases (MAPKKKs)
regulates Sty1. At high H2O2 levels, how-
ever, Sty1 activation is controlled mainly
by an independent two-component mech-
anism, which requires the function of both
Wak1 and Win1. In addition, the individ-
ual bZip transcription factors, Pap1 and
Atf1, were found to function within a lim-
ited range of [H2O2]: Pap1 activates target
genes at low [H2O2], whereas Atf1 controls
transcriptional responses to high [H2O2],
with some minor overlap. Some apparent
cross talk among Sty1, Atf1, and Pap1
has been detected. Thus, S. pombe de-
ploys a combination of stress-responsive
regulatory proteins to gauge and trigger
the appropriate transcriptional response
to increasing H2O2 concentrations. This
organism mounts two separate responses
to oxidative stress – an adaptive response
to low-level H2O2 exposure that protects
it from subsequent exposures to higher
[H2O2], and an acute response that allows
the cell to survive a sudden, potentially
lethal dose of H2O2.

Large-scale cDNA microarray analysis
of the Arabidopsis transcriptome during
oxidative stress identified 175 nonredun-
dant expressed-sequence tags (ESTs) from
a sample of 11 000, which are regu-
lated by H2O2. Of these, 62 are repressed
and 113 are induced. In addition, RNA
blots showed that some of the H2O2-
regulated genes are also modulated by
other signals known to involve oxidative
stress. Furthermore, a substantial portion
of these genes have predicted functions in
defense response, cell rescue and signal-
ing, and transcription, underscoring the
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pleiotropic effects of H2O2 in the re-
sponse of plants to stress. Overall, the
microarray used was estimated to repre-
sent only ∼30% of the Arabidopsis genome,
depending on redundancy, and 1 to 2%
of the genes represented in the array
are affected by H2O2-imposed oxidative
stress, being comparable to the situation
in yeast. Of the 175 genes identified as
H2O2-responsive, most have no obvious
direct role in oxidative stress but may be
linked to oxidative stress indirectly, as
a consequence of other biotic and abi-
otic stresses, explaining their sensitivity
to H2O2. Among the genes induced by
H2O2 were genes encoding transcription
factors, suggesting that they may mediate
downstream H2O2 responses. As in other
organisms, expression of the MAPKs in
Arabidopsis is induced by oxidative stress,
which in turn can mediate the induction
of oxidative stress-responsive genes.

11
Approaching an Integrated View of Stress
Responses

The traditional view of ROS as mere
indiscriminate, reactive by-products of cel-
lular metabolism has recently undergone a
metamorphosis. This view came about by
the discovery that ROS may act as signal-
transducing molecules and that activation
of intracellular transcription factors such
as OxyR, SoxRS, NFκB, and AP-1 occur
via interaction with ROS, leading to gene
transcription (Fig. 9).

Genome sequencing and expression
profiling using DNA or oligonucleotide
microarrays and related technologies, have
been used effectively in the study of global
gene expression patterns in response to
different growth and environmental con-
ditions to which organisms are exposed.

Subsequent hierarchical clustering meth-
ods allow for the allocation of genes,
coregulated temporally or in response to
a given signal, into specific expression
groups or regulons. The numbers of genes
that can be detected by these methods in
response to any given environmental or de-
velopmental signal far exceed the limited
number that could have been detected only
a few years ago. With the current meth-
ods, the expression of tens of thousands of
genes can be detected in a single experi-
ment in response to ROS, or to any given
signal. Since transcription of genes into
mRNA is governed by transcription factors
that bind to cis-regulatory regions of the
DNA in the vicinity of the target gene, the
question arises as to whether large coregu-
lated groups of genes share cis-regulatory
elements that bind to common transcrip-
tion factors. The data available with respect
to oxidative stress seem to suggest this.
Cis-acting elements within the promoters
of ROS-activated genes are being defined
as well as their cognate trans-acting fac-
tors. A comparative analysis of promoter
sequences of genes with similar expres-
sion profiles should provide a basis for
unraveling common regulatory sequences
and overlapping gene expression networks
modulating ROS-responsive genes. The
antioxidant enzymes catalase and superox-
ide dismutase play key roles in modulating
the levels of endogenous H2O2 and O2

•−,
which at specific concentrations act to,
in turn, modulate the expression of other
ROS-responsive genes.

The use of microarrays and future
derivations thereof, to examine global gene
responses to ROS is assured. It has be-
come clear that there are far more genes
and gene clusters responding to ROS than
previously thought, and that ROS likely
play far more key roles in cellular ac-
tivities than anticipated. As global gene
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Target
genes
 

Transcription

Motif

Environment

ROS

Transcription factors
(e.g. OxyR,NFkB,AP1,ARE,HSF1)

Modulation by antioxidants

Metabolism

Protein kinase
cascades

Transcription
factors

Fig. 9 The major signaling pathways activated in response to oxidative stress. ROS
originating from environmental signals or from metabolic activity are modulated by
antioxidants to nontoxic levels at which point they serve as signaling molecules. ROS can
activate gene transcription in two ways: (1) via transcription factors, such as NFκB, AP-1,
and ARE-binding proteins (ARE-BP) that can interact directly with specific DNA motifs on
promoters of target genes, or (2) via activation of MAPK cascades, which in turn activate
transcription factors that trigger target gene transcription. The degree to which a given
pathway is activated depends on the nature and duration of the stress, as well as on cell
type and developmental stage.

responses to ROS are examined tempo-
rally and spatially along with different time
courses and varied oxidant concentrations,
even more complex regulons and regu-
latory cascades will emerge. It will also
be instructive to examine gene expression
profiles in specific mutants to help delin-
eate the roles of specific regulators and of
ROS. The identification of alternate path-
ways of ROS-dependent gene expression
and characterization of the redox-sensing
mechanisms involved should point to new
insights and directions. Some genes have
been identified whose transcription is re-
sponsive to a variety of stresses in addition
to oxystress, while others appear to be

responsive only to ROS or other specific
signals. Although some regulatory systems
have been implicated in modulating such
responses, the complete network of regu-
lators of ROS responses that activate such
genes remains unclear.

Microarray results from different organ-
isms clearly underscore the fluidity of
genomes to reorganize and respond to
changes in the cellular and extracellular
environment. However, characterization
of global gene expression programs at the
transcript level is only the first step toward
defining the role or function of each ROS-
responsive gene. It is not unlikely that
small changes in gene expression could
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lead to large alterations in protein levels.
Consequently, proteomic analyses are es-
sential to correlate mRNA changes with
protein levels. There is, in fact, ample data
demonstrating that ROS can alter the ac-
tivity of cellular proteins.

A large and growing number of se-
quenced genomes and emerging technolo-
gies present us with enormous opportuni-
ties to advance biological science and our
knowledge of how genomes perceive sig-
nals to respond to variable environments.
Oxidative stress and the responses to it
seem to be central to many of the key bio-
logical questions. However, as the eupho-
ria of new sequencing and technological
advances begin to fade, we must recognize
the magnitude of the problems that still
need to be solved. Knowing the sequences
of tens of thousands of ROS-responsive
genes only reminds us that we still do not
know the many proteins they encode, nor
the biochemical or biological function of
the great majority of such proteins. How
such proteins interact with ROS to drive
the various physiological processes in aer-
obic organisms remain a great puzzle. For
the future, the fundamental challenge will
be to integrate the information now being
obtained on gene expression patterns with
structural, topological, and functional pa-
rameters and interactions of the various
proteins encoded by ROS-responsive reg-
ulons, and to view the cell in which they
function holistically.

12
The Paradox

The oxygen paradox is indeed the paradox
of evolution itself. Evolutionary pressures
have made the best of a bad situation by
generating mechanisms to curtail the un-
desirable toxic effects of ROS, which are

an unavoidable consequence of the aerobic
lifestyle, and to put them to constructive
uses. Indeed, evolution has coopted ROS to
serve necessary and useful purposes in the
maintenance of cellular homeostasis and
in the communication of cells with the ex-
ternal environment. The focus must now
be placed toward a more thorough under-
standing of how ROS-mediated signals are
perceived, transduced, and interpreted by
the cell’s genetic machinery. Perhaps the
most noteworthy observation to date con-
cerning oxidative stress and its negative
and positive roles is its universality among
aerobic organisms and the similarities
emerging in the regulatory mechanisms
underlying their roles in all species.

The classical view of ROS as villains that
indiscriminately destroy biomolecules has
undergone a shift in which positive biolog-
ical roles are considered as well. It is now
accepted that ROS, particularly H2O2 and
O2

•−, are carefully regulated metabolites
capable of signaling and communicating
critical information to the cell’s genetic
machinery. Redox regulation of gene ex-
pression by oxidants and antioxidants is
emerging as a vital mechanism in the
health of all eukaryotes, including man.

It would indeed be interesting and
challenging to identify all the changes
in gene expression regulated by oxidative
stress, and to determine their commonality
among diverse species. Such a global
analysis of the effects of H2O2 and O2

•−
on the transcriptome of eukaryotes has not
yet been attained, but with the emergence
of postgenomic technologies it will likely
be not far off.

13
Genomic Fluidity

There are programmed responses to stress
that are initiated within the genome itself,
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which can lead to new and irreversible
genomic modifications. Thus, in many
organisms, the genome may reorganize
itself on facing an adversity for which
it is unprepared in order to ensure the
organism’s survival. For example, cells are
able to sense the presence in their nuclei of
ruptured ends of chromosomes and then
to activate mechanisms that will bring
together and then unite these ends, one
with another. This is the most revealing
example of the sensitivity of cells to what
is occurring within them.

The capacity of the genome to reorganize
and respond rapidly (‘‘genomic fluidity’’)
was solidified by the pioneering work of
Barbara McClintock, who demonstrated
that discrete genetic loci could transpose
in the genome of maize, and was subse-
quently shown to occur universally among
all organisms. Genomic flexibility is an
extraordinary adaptability of organisms to
their environment. In the course of evolu-
tion, those organisms that had the capacity
to adapt to new environments survived.
This capacity was due to the ability of each
organism or species that survived, to pos-
sess in its biological repertoire the means
to cope with environmental adversity. In
situations in which multiple environments
existed, those organisms that possessed
motility (e.g. animals) could exchange one
environment for another; those with a sta-
tionary lifestyle (e.g. plants) had to rely
on alternate defenses; a case in point
being the far more complex, genetically
and biochemically, antioxidant defenses
in plants versus their animal counter-
parts. However, in adverse environments
(natural or anthropogenic) from which or-
ganisms cannot escape, they must rely
on diverse and unique sets of responses
encoded within, or resulting from the
flexibility of their genome. Environmental

stress itself can instigate genome modi-
fications by mobilizing cell mechanisms
that can restructure genomes in various
ways. A novel example is the restructur-
ing of the host genome by plant galls.
In this case, one organism is forced to
produce a wholly new structure for the
benefit of another. The exact structural
organization of a given gall gives it a
uniqueness that begins with an initial
stimulus characteristic of each invasive
species. The galls on legume roots associ-
ated with nitrogen-fixing bacteria provide
a clear example of reprogramming of the
plant (legume) genome by a stimulus re-
ceived from a foreign organism (bacteria).
In other examples, a single plant may
have several distinctly different galls on its
leaves, each catering to a different insect
species. The stimulus for placing the insect
egg into the leaf initiates reprogramming
of the plant’s genome, forcing it to make
a unique structure adapted to the needs
of the developing insect. Such genomic
reprogramming induced by a variety of
organisms, including bacteria, fungi, and
insects, are not a requisite response of
the plant host genome during its normal
developmental cycle. Interestingly, gall for-
mation involves upregulated levels of ROS
and of antioxidant defense genes. Such
genomic reorganization allows the organ-
ism to cope with stress, and in the long
term may provide the bases for evolution
of new species.

As the genome of various organisms
is being investigated with state-of-the-
art molecular techniques, more knowl-
edge is being gained on the structural
components involved in the response
of specific genes to environmental in-
sult. However, we are just beginning
to learn about how the cell perceives
danger and initiates the truly remark-
able observed responses to it. Once such
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information is available, and a better un-
derstanding of the defense response is
attained, the engineering of organisms
for resistance or sustained tolerance to
various adverse environmental stresses
will be possible.

A signal transduction pathway contains
elements that enable a signal to be trans-
mitted within and between cells and to be
translated into an appropriate response.
Cells can respond to a variety of envi-
ronmental, physical, and chemical stimuli
using a diverse range of transduction and
response mechanisms. The essential fea-
tures of a signal transduction pathway
comprise a receptor (recognition element)
capable of detecting a stimulus, second
messengers (transmission elements) such
as calcium or phosphorylation cascades,
and response elements (e.g. gene tran-
scription). Such signaling networks are
now amenable to study and dissection
by biochemical and genetic approaches
that may elucidate the underlying mech-
anisms and lead to the identification of
the molecules responsible. A thorough un-
derstanding of how organisms perceive,
respond, and adapt to changing environ-
mental and developmental stimuli is now
attainable.

14
Conclusions

The survival of organisms on earth de-
pends upon the interactions of their
genomes with the environments in which
they exist. In the course of evolution, or-
ganisms evolved a complex array of mech-
anisms for adapting to both minor and
major fluctuations in the environment.
The emergence of oxygenic photosynthe-
sis presented early life forms with the
greatest environmental challenge and an

opportunity. The challenge was to develop
antioxidant defenses in order to survive;
the opportunity was to exploit the reac-
tivity of oxygen for energy yielding and
biosynthetic reactions. The opportunity led
to the highly diversified life forms that
evolved sufficient defenses and managed
to exploit the aerobic lifestyle. Oxygen tox-
icity likely led to massive extinctions of
those organisms unable to cope with it, un-
less they took refuge in isolated anaerobic
niches. Thus, oxygen is a ‘‘double-edged
sword’’ in that it makes life on earth pos-
sible, but in its reduced forms (reactive
oxygen species, ROS), it is highly toxic and
lethal. Oxidative stress can arise from an
imbalance between generation and elim-
ination of ROS leading to excess ROS
levels inflicting indiscriminate damage to
virtually all biomolecules leading to var-
ious diseases and cell death. The notion
that ROS are merely toxic by-products of
O2 metabolism has recently been altered
by experimental evidence indicating that
ROS are carefully regulated metabolites
capable of signaling and communicating
information to the cell’s genetic machin-
ery. Redox regulation of gene expression
by oxidants and antioxidants is emerg-
ing as a vital mechanism in the health
and disease of all organisms. Irrespec-
tive of how or when ROS are generated,
an increase in intracellular oxidants re-
sults in two critical effects: damage to
various cell components and activation
of specific signaling pathways, influenc-
ing various cellular processes leading to
proper cell functions or to cell death.
Genomic tools are accelerating the discov-
ery of ROS-responsive genes on a global
scale and are expanding our understand-
ing of the oxidative stress response and the
pleiotropic roles of ROS in signaling and
gene expression.
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See also Genetics, Molecular Basis
of.
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Bacterial Artificial Chromosome (BAC)
A single-copy plasmid cloning system for large DNA molecules (100–300 kb).

Base-calling
Derivation of nucleotide assignments from sequencing chromatograms.

Fingerprinting
Enzymatic restriction of large-insert clones electrophoretically separated and viewed on
an agarose gel.

Genetic Map
A set of genetic markers ordered by their recombination frequencies.

Genome
The complete complement of DNA for an organism consisting of all genes and
organized on one or more chromosomes.

Physical Map
An ordered set of large-insert clones providing a physical coverage of a genome.

Production or Shotgun Sequencing
A generation of redundant, raw sequence data from random subclones of a longer
target clone.

� Beginning with the landmark work of Watson and Crick and continuing with the
technological breakthroughs of the 1970s, 1980s, and the 1990s, molecular genetics
and genomics has revolutionized all aspects of biology. Today, scientists are able to
decipher the precise order of every nucleotide of an organism’s complete genome,
using a conceptually simple approach called shotgun sequencing. Briefly described,
shotgun sequencing involves randomly breaking the target genome into smaller
pieces, which are sequenced and reassembled into a complete sequence using
computer software. Genome sequences provide a basis for further research into
gene regulation, pathology, evolution, and metabolism. In order to appreciate a
complete genome sequence for the experimental data that it is, it is necessary to
review the steps taken to generate genomic sequence. This article will review both the
technical aspects of genome sequencing as well as the various strategies employed
for sequencing large, eukaryotic genomes.
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1
Introduction to Genome Sequencing

The history of modern genomics devel-
oped from a fusion of genetics, cytogenet-
ics, biochemistry, and molecular biology.
Each of these fields has contributed to
our understanding of the material basis of
inheritance and how genes code for organ-
ismal phenotypes. We may briefly define
a genome as the complete set of DNA for
a given organism, organized into chromo-
somes and containing all the genes, which
code for the organism’s traits (Fig. 1).
Thus, historically separate fields of study
find union in genomics, the study of or-
ganismal genomes. Genome sequencing
represents one of the most fundamental
steps in genomic analysis. To sequence
a genome is to decipher the precise or-
der of nucleotides (the sequence) of that
genome. Genome sequencing serves as
a foundation for future analyses of gene
regulation, chromosome structure, genetic
pathologies, and evolution.

With the historic deciphering of the
chemical structure of DNA by Watson and
Crick in 1953, the modern era of molecular
biology and genomics began in earnest. Ef-
ficient methods of DNA sequencing were
introduced in the 1970s, and the complete
16 569 bp human mitochondrial genome
sequence was published in 1980. By the
middle of the 1980s, researchers were al-
ready beginning to discuss the feasibility

of deciphering the sequence of the entire
human genome, and the official Human
Genome Project began in 1990. The suc-
cessful application of shotgun sequencing
to bacterial genomes by the Institute for
Genomic Research in the mid-1990s ush-
ered in a period of rapid expansion of
genome sequencing. Today, the complete
genomes of more than 100 bacteria and
archaea have been sequenced, together
with several eukaryotes. Two different
drafts of the human genome sequence
were published in 2001, and the hu-
man genome sequence was completed in
2003.

Despite the enormous changes wrought
on modern biology by genomics, the
basic techniques of DNA sequencing
have not fundamentally changed in the
30 years since their development. This
article will begin with an overview of
Sanger’s sequencing technique and the
shotgun strategy utilized in modern
genome-sequencing projects. We will then
discuss strategies for obtaining the se-
quence of large genomes, including the
hierarchical mapping/sequencing method
and the whole-genome shotgun (WGS)
that has recently become popular for
sequencing eukaryotic genomes. The ar-
ticle will conclude with a brief sum-
mary of methods for identifying bio-
logical features in raw DNA sequence
data.

Fig. 1 An organism’s genome
is the complete complement of
DNA, (a) consisting of all genes
and (b) organized into
chromosomes. (a) (b)
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2
The Sequencing Technique

The basic sequencing technique developed
in the 1970s begins with the polymeriza-
tion of synthetic strands of DNA from a
template strand. The template strand is
a cloned piece of DNA that originates
from the organism of interest (see be-
low). The polymerization of the synthetic
strand of DNA takes place in a mixture
of normal deoxynucleoside triphosphates
(dNTPs) and a dideoxynucleoside triphos-
phate (ddNTP). ddNTPs lack a 3′ hydroxyl
but in all other ways are identical to nor-
mal dNTPs. They can substitute for normal
dNTPs in DNA polymerization reactions,
but the missing 3′ hydroxyl prevents elon-
gation of any DNA strand when a ddNTP is
incorporated (Fig. 2). As a result, the chain
terminates at ddNTP incorporation, giv-
ing ddNTPs their colloquial name ‘‘chain
terminators.’’

Chain terminators are used in sequenc-
ing by including a small amount of them
in a synthetic DNA polymerization reac-
tion. The result is random incorporation
of chain terminators into growing DNA
strands, yielding a complete set of frag-
ments that begin at the same 5′ end but
terminate at 3′ positions where a chain
terminator has been incorporated (Fig. 2).
For example, when ddATP is included in
synthetic DNA polymerization, the result-
ing strands will vary in length but all will
terminate at the 3′ end with an adenine.
Using the other three ddNTPs, fragments
can be generated that terminate with a
known base at the 3′ end of the fragment
(Fig. 3).

Chain-terminated fragments are then
size-fractionated by electrophoresis on a
polyacrylamide slab gel. Because the gel
has a very fine pore size, fragments
differing in length by a single nucleotide

can be separated. This allows each chain-
terminated fragment to be distinguished
on the polyacrylamide gel. Traditionally,
fragments in the gel were visualized by
incorporating radioactively labeled dATP
in the sequencing reactions and exposing
the gel to X-ray film after electrophoresis.

One of the major innovations that ren-
dered genome sequencing practical is the
introduction of fluorescent labels, which
alleviated the need for radioactive dATP
and X-ray film. In fluorescent sequencing,
the DNA fragments corresponding to the
four different ddNTP chain terminators
are labeled with a different fluorescent tag.
These tags are excited by a laser at the
end of the gel and the fluorescent light
is detected at the different wavelengths of
each of the four dyes. Detection of the
fluorescent tags can take place as the elec-
trophoresis is still occurring, eliminating
the need to stop the electrophoresis and
expose the gel to X-ray film. For fluo-
rescent tags attached to the sequencing
primer (dye-primer), the four sequencing
reactions corresponding to the four bases
must occur in isolation. Alternatively, flu-
orescent tags can be attached directly to
the ddNTP (dye terminator), which al-
lows for a single sequencing reaction in
a single container for each template to
be sequenced. Generally, dye-terminators
reduce the frequency of anomalous mobil-
ity during electrophoresis but are poorly
recognized by the DNA polymerase, pre-
sumably because of the added bulk of
the attached fluorescent dye. Dye primers,
while requiring isolated preps and an ex-
tra mixing stage prior to electrophoresis,
provide a consistently readable signal.

A record of fluorescent tags as they pass
by the detector during electrophoresis is
called a sequence trace. A trace can be con-
verted to a visual representation called
a chromatogram (Fig. 4) for translation
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Fig. 2 (a) During normal DNA polymerization, the 3′ hydroxyl is
necessary for formation of the phosphate bond that elongates the
nascent DNA strand. (b) If the 3′ hydroxyl is missing, as when a
ddNTP (chain terminator) is incorporated, the nascent strand cannot
be elongated further.
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ddATP ddCTP ddGTP ddTTP

ATGCCGACTTGCAAA
ATGCCGACTTGCAA
ATGCCGACTTGCA
ATGCCGA
A

ATGCCGACTTGCAAAGC
ATGCCGACTTGC
ATGCCGAC
ATGCC
ATGC

ATGCCGACTTGCAAAG
ATGCCGACTTG
ATGCCG
ATG

ATGCCGACTTGCAAAGCT
ATGCCGACTT
ATGCCGT
AT

Sequence

ATGCCGACTTGCAAAGCT

ATGCCGACTTGCAAAGC

ATGCCGACTTGCAAAG

ATGCCGACTTGCAAA

ATGCCGACTTGCAA

ATGCCGACTTGCA

ATGCCGACTTGC

ATGCCGACTTG

ATGCCGACTT

ATGCCGACT

ATGCCGAC

ATGCCGA

ATGCCG

ATGCC

ATGC

ATG

AT

 A

A C G T

ATGCCGACTTGCAAAGCT

Prim
er

(a)

(c)

(b)

Fig. 3 (a) The sequencing reaction generates fragments from the template, which is
originally cloned into a suitable sequencing vector. (b) For each of the four chain
terminators, all possible fragments that terminate at the 3′ end with that nucleotide
are generated in the sequencing reaction. (c) When electrophoresed on a
polyacrylamide gel, the fragments can be visualized, and the sequence can be read
directly from the gel.

into a nucleotide sequence. Translation
of a chromatogram into a sequence is
called base calling. In the chromatogram,
nucleotides correspond to peaks of fluores-
cence, which are displayed with different

colors representing different nucleotides.
Because of the obvious need for rapid
base calling in large-scale genome projects,
software has been developed to automate
the process. There are several base-calling



Genomic Sequencing (Core Article) 519

A A A A A A A AT T T T T T TC G C C C CC G G G GG
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Base-calls

Guanine

Cytosine

Thymine

Fig. 4 A sequence chromatogram generated by an automatic sequencer and visualized
as fluorescent intensity (y-axis) and electrophoretic mobility (x-axis).

programs available, including commercial
software provided by manufacturers of
automated DNA sequencers. The Phred
program, developed by Phil Green at the
University of Washington, is the most
commonly used program today.

Phred base-calls in a four-step process.
First, peak locations are predicted us-
ing Fourier methods. Prediction of peak
location is necessary for regions where nu-
cleotides are unreadable or ambiguous. In
the next two steps, the program identi-
fies observed peaks and matches them to
the predicted peak locations. As observed
peaks are matched to the predicted peak
locations, the program is able to identify
and resolve ambiguities in the sequence.
Finally, any unambiguous observed peak
that was not matched to a predicted peak
is called and inserted into the sequence.

Owing to problems inherent in the
sequencing reaction and in electrophore-
sis, sequence traces rarely yield a perfect
sequence. Aberrant mobility of short se-
quences, unreacted sequencing reagents,
DNA hairpin structures, and even sim-
ple diffusion can all produce regions of
ambiguity in sequence traces. Because of
these problems, Phred assigns an error
probability to each base in the sequence.

In calculating the error probability, Phred
considers peak spacing, the ratio of the
largest uncalled peak to the called peaks,
and the peak resolution for the short
sequence surrounding each nucleotide.
Phred converts the error probabilities into
‘‘quality values,’’ which are 10 times the
negative logarithm of the error probability.
Thus, a quality value of 30 corresponds to
an error probability of 1 in 1000. Higher
Phred quality values are to be desired.

A second technical advance that facil-
itated the rate of genome sequencing
is the advent of practical capillary elec-
trophoresis. Originally, for each limited
set of sequencing reactions, a separate
polyacrylamide gel needed to be created
for the electrophoresis step, and the slab
gel had to be exposed to X-ray film to
visualize the radioactively labeled DNA
fragments. With fluorescent labels, the
sequence can be read by a fluorescent
detector during electrophoresis. In either
case, the step of creating the slab gel was
time consuming, and electrophoresis in
a slab gel separates the sequencing frag-
ments slowly. With capillary sequencers,
the DNA fragments are fractionated by
electrophoresis through a gel embedded in
a capillary tube with an internal diameter
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of 100 µ. Capillary sequencers require
fewer reagents for the gel and completely
eliminate the time-consuming process of
manually preparing, loading, and editing
the electrophoretic gel.

The addition of robotics to DNA se-
quencing processes provided a means to
automate the more repetitive processes.
When combined with fluorescent detec-
tion and capillary electrophoresis, highly
automated sequencing devices such as the
ABI PRISM 3730 or 3100 DNA Analyzers
and the Amersham Pharmacia MegaBACE
4000 automated sequencing system can
sequence hundreds of thousands of nu-
cleotides everyday (Fig. 5). Special plates
containing the results of sequence reac-
tions are merely loaded into the machines.
Robotics within the machine load each
sample into a capillary, and detectors
record the fluorescence as the fraction-
ated sequencing fragments approach the
end of the capillary.

Owing to limitations of the electrophore-
sis technique, approximately 500 to 1000
nucleotides can be reliably read from
each template, even when using a capil-
lary sequencer. To sequence even a small
genome like the 0.5 Mb genome of My-
coplasma genitalium, the DNA molecule
must be broken into small pieces that
are able to be sequenced. The general

strategy employed for recovering the com-
plete sequence of a large DNA molecule
is called shotgun sequencing. First proposed
in the early 1980s, shotgun sequencing re-
quires random fragmentation of the longer
DNA molecule, cloning the fragments
into a sequencing vector, and sequenc-
ing the fragments (Fig. 6). The sequence
of the original DNA molecule is then
assembled from the fragments using com-
putational algorithms.

The first step in shotgun sequencing is
the subcloning of the DNA sequencing
target, also called library construction. In
this step, the target DNA is broken into
smaller pieces, which are then cloned into
vectors that can be used in sequencing
reactions. Any collection of clones that
represent complete coverage of a larger
piece of DNA is called a library. To create a
sequence-ready shotgun library, the DNA
of the target molecule is a fragment
enzymatically by a partial digestion with a
nuclease or restriction enzyme, or the DNA
can be physically sheared, for example,
by sonication. Physical shearing generally
produces a more randomized sample of
the target sequence and is more suitable
for high throughput sequencing centers.

Two types of cloning vectors are avail-
able for shotgun sequencing, each with
its advantages and disadvantages. The

Fig. 5 A modern capillary
sequencer, the ABI Prism 3100
Genetic Analyzer.
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Target sequence

Shotgun library 

Production sequencing

Assembly

Finishing

A CB

Fig. 6 In the shotgun-sequencing strategy, the target sequence is fragmented into
random pieces, which are cloned in a sequencing vector to form the shotgun library.
Production sequencing generates sequence data for the shotgun clones to at least a
sixfold coverage. Computer programs assemble the shotgun reads into contiguous
sequences. During finishing, various strategies are used to close the remaining gaps,
including identification by end sequences and shotgun sequencing of a clone that
spans the gap A, primer walking B, and alternative chemistry sequencing C.

first is bacteriophage M13, which nat-
urally exists as single-stranded DNA.
Since DNA sequencing templates must
be single-stranded DNA, M13 naturally
provides sequence-ready DNA templates.
M13 clones exhibit a bias, in that repet-
itive sequences are poorly represented
in M13 libraries. Alternatively, double-
stranded plasmid clones can also serve
as the vector for subcloning shotgun li-
braries. Plasmids do not exhibit the same
cloning bias as M13 vectors, and thus
represent the target DNA sequence more
evenly. The disadvantage of plasmids is
that they are double-stranded and therefore
require additional steps to purify single-
stranded DNA sequencing templates. A
large genome-sequencing center will often
use a combination of M13 and plas-
mid subclones for different sequencing
needs.

Having created a suitable shotgun li-
brary, the next step is typically referred
to as production sequencing, because it re-
sembles the factory production typical of
an assembly line. A random selection of
shotgun clones is prepared and sequenced
using the automated sequencing tech-
niques discussed above. The number of
clones necessary to reconstruct the origi-
nal target sequence depends on the average
length of sequence obtained from a single
shotgun clone, the length of the target
sequence, and the desired accuracy of
the completed sequence. For production
sequencing, genome-sequencing centers
typically strive for a six- or eightfold cov-
erage of the target sequence; that is, each
nucleotide of the target is sequenced six
(or eight) different times. This level of re-
dundancy assures that most of the target
sequence will be covered by the randomly
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positioned shotgun clones, and whatever
gaps or ambiguities remain after the shot-
gun sequencing can be quickly resolved.

After generating a sixfold redundant
shotgun sequence, the sequence traces
are then processed computationally. First,
the traces are base-called using Phred or
a comparable program. Second, the se-
quences are ‘‘assembled’’ into contiguous
sequences called contigs. A contig is com-
posed of two or more sequence reads
that originate from an overlapping region
of the target sequence. Contig assembly
begins with an automated step, and con-
cludes with a manual editing stage. The
automated step is carried out by an as-
sembler program such as Phrap, the TIGR
Assembler, or CAP3. The assembler ex-
amines the sequence reads for regions
of near identity (allowing for errors in
the sequence read) and attempts to recon-
struct the original target sequence. If the
sequence reads were a perfect and redun-
dant random representation of the target
sequence, the assembler could theoreti-
cally reconstruct the entire target sequence
from the shotgun sequence. In reality, vari-
ations in the quality of sequence reads,
regions of the target with low shotgun
representation, and repetitive sequences
can result in assembly of many different
contigs (depending on the size of the tar-
get sequence and the redundancy of the
shotgun clones).

All assembly programs work in very sim-
ilar ways. First, regions of overlap are iden-
tified by doing standard sequence compar-
isons between the sequence reads. Unlike
a normal sequence comparison program,
however, assemblers also consider the
quality values of the sequence reads in cal-
culating similarity scores between reads.
From the overlap information, the assem-
bler then reconstructs sequence contigs
and some also calculate quality values of

each nucleotide in the contig, based on the
number of reads available at that position.
To be certain that the contig comes only
from the target sequence, sequence reads
are typically filtered before assembly in or-
der to remove contaminating DNA, such
as vector sequence, that often appears at
the 5′ end of a sequence read.

Having completed the automatic assem-
bly, the sequence rarely resolves into a
single contig of uniform quality. Reasons
for obtaining multiple contigs include fail-
ure of the assembly program, cloning
bias, regions that are difficult to sequence,
and regions that were poorly represented
in shotgun sequence reads by chance.
To resolve these problems and to pro-
duce a single contig of uniform quality,
manual inspection and editing of the con-
tigs is necessary, together with additional
sequencing reactions where appropriate.
This manual phase is called either gap
closure or more commonly finishing.

Finishing is aided by the use of a
graphical contig editor such as Consed.
For each assembly, Consed displays a list
of the contigs and sequence reads. After
selection of a contig, Consed displays
the consensus sequence together with
each sequence read that was assigned
to that region by the assembler. The
consensus sequence is displayed at the top
of the assembly window, and the sequence
reads appear in an alignment format just
below the consensus (Fig. 7). Important
features such as base quality are color-
coded for easy identification of low-quality
regions. Other windows in Consed display
the actual chromatograms of any desired
sequence reads.

The additional work necessary to close
a gap in the sequence assembly depends
on the cause of the gap. Regions of low
shotgun representation can often be re-
solved by sequencing the opposite end
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Fig. 7 A sequence assembly shown in a window of Consed. The consensus contig sequence is
displayed at the top of the window, with individual sequence reads aligned and displayed
beneath. The background color indicates the relative quality of base-calls. Uppercase letters with
white backgrounds are of high quality; lowercase letters with black background are of poor
quality. Nucleotides represented as x come from contaminating vector sequences, which have
been removed prior to assembly.

of the clone insert for reads adjacent to
the low-quality region. This will gener-
ate sequence reads for both ends of the
clone insert and will usually provide suf-
ficient sequence coverage to allow the
gap to be closed. If the gap is caused
by vector bias, it will be necessary to
clone the missing region into a differ-
ent vector. For example, as we discussed
above, M13 does not effectively clone re-
gions of repetitive DNA. Utilization of
both M13 and plasmid clones can re-
solve problems caused by this cloning
bias. In cases in which the assembly al-
gorithm has failed to derive the correct
consensus sequence, the statistical param-
eters of the assembly algorithm can be
manipulated to generate the desired as-
sembly. For example, assembly algorithms
assemble regions with tandem repeats
poorly. These errors are easily identified
because of the abnormally large number

of sequence reads assigned to a single
region.

The most difficult class of problems en-
countered in finishing are regions that
are intrinsically difficult to sequence, such
as simple sequence repeats, homopoly-
meric regions, or regions with secondary
structure. These types of gaps are easily
identified because of the uniformity with
which the quality drops off. In other types
of gaps, the low quality may be observed
in only a few of the shotgun reads, but
in areas that are difficult to sequence, all
shotgun reads will exhibit the same low
quality at the same point in the sequence.

Resolution of sequence gaps requires
a number of different strategies, each de-
signed to deal with a particular sequencing
problem. For example, specialized chem-
istry designed for simple sequence repeats
can produce high-quality reads of repeti-
tive regions. Larger repeats or secondary
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structures could require a targeted sub-
cloning strategy designed to break up the
difficult region prior to sequencing. In an-
other finishing strategy, called primer walk-
ing, sequencing primers are designed from
the sequences at the boundaries of gaps.
The sequencing reaction is then repeated,
generating new sequence. This process of
primer development and sequencing is re-
peated until the gap is closed.

After finishing has produced a single con-
tig, the consensus sequence is validated
in a number of ways. First, the length
of the sequence is compared to the ex-
pected length of the target sequence. The
expected length is typically measured by
a restriction digest of the target sequence.
Second, the length of the restriction frag-
ments observed for the target sequence are
compared to the length of the restriction
fragments predicted for the consensus se-
quence. Whereas matching the length to
the expected length confirms that a se-
quence of the correct size has been gener-
ated, matching the predicted and observed
restriction fragment lengths ensures that
the general order of the sequence assem-
bly is good. This procedure can be repeated
with multiple restriction enzymes to verify
the assembly even further.

3
Sequencing Bacterial and Archaeal
Genomes

As outlined in the previous section, the
basic technique of shotgun sequencing
is suitable for contiguous sequences of
10 Mb or less with few repeat sequences.
For the small genomes of many bacte-
ria and archaea, a straightforward shot-
gun strategy works well. The size and
repetitive nature of eukaryotic genomes

prevent the ready application of a shotgun-
sequencing technique, necessitating spe-
cialized strategies for sequencing these
genomes. Depending on the level of com-
pletion required, eukaryotic genomes are
sequenced by a mapping strategy (for
high-quality sequences) or by a whole-
genome shotgun (WGS) strategy (for
rough draft sequences), or by a hybrid
of both. Strategies currently in devel-
opment attempt to target the genes of
large eukaryotic genomes by specialized
cloning techniques. In this section, we
will discuss the shotgun strategy used
to generate the first bacterial genome
sequence, Haemophilus influenzae. The fol-
lowing section will focus on strategies used
in eukaryotic genome sequencing.

The first organismal genome completely
sequenced by the shotgun method was that
of H. influenzae, sequenced by a team from
the Institute for Genomic Research (TIGR)
and published in 1995. As a bacterial
genome, the repetitive DNA content was
much lower than most eukaryotes, and
the size of the complete chromosome
was only 1.8 million nucleotides. Despite
being the first organismal genome, the
issues considered and strategies employed
in sequencing are still representative of
modern genome projects.

Because the success of the shotgun
method depends on a random selection
of sequence templates, the TIGR team
expended much care on template library
construction. Two types of libraries were
made for the H. influenzae project: a
short-insert (1.6–2 kb) plasmid library
and two long-insert (15–20 kb) λ phage
libraries. The plasmid library was used
as the primary sequencing template,
while the λ libraries were reserved for
finishing and validation (we will discuss
the utilization of the λ libraries below).
For all libraries, the genomic DNA was
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mechanically sheared rather than digested
by restriction enzymes. As mentioned
previously, shearing the source DNA
ensures a more random library sample
than restriction digest.

On the basis of simple statistical cal-
culations, we know that the probability
that a nucleotide will be unsequenced in a
shotgun-sequencing project is Po = e−m,
where m is the genome coverage. Se-
quencing random clones sufficient to cover
the genome five times (fivefold coverage)
results in a probability of 0.0067 that
a nucleotide will be unsequenced. For
the 1.8 million-nucleotide H. influenzae
genome, a fivefold shotgun coverage
should result in approximately 12 000
unsequenced nucleotides, distributed ran-
domly throughout the genome in sequence
gaps between the contigs.

Given an average high-quality read-
length of 460 nucleotides (the limits of the
sequencing technology at that time), ap-
proximately 19 000 sequence reads would
be necessary to cover the H. influenzae five
times. The TIGR team sequenced 19 687
short-insert templates using dye-primer
sequencing chemistry (forward reads). To
supplement these reads and to provide
contig assembly information, 9297 tem-
plates were re-sequenced at the opposite
end of the insert (known as reverse reads),
also using dye-primer chemistry. The re-
sult is a pair of 460-nucleotide sequence
reads that are known to be 700–1100
nucleotides apart, a significant advantage
during finishing.

Automatic assembly of forward and
reverse reads yielded 210 contigs. Because
the parameters used in assembly are
optimized for general use, local variations
can occur due to differences in repeat- or
GC-content. As a result, manual inspection
of potential overlaps resulted in a reduction
to only 140 contigs, which could not

be further combined without additional
sequencing reactions. The remaining gaps
could be categorized into two types
depending on the orientation of paired
sequence reads. If the forward reads
at the end of one contig matched the
corresponding reverse reads from the
same template at the end of a second
contig, the TIGR team called the gap a
sequence gap. Because they are spanned by
a single, small-insert plasmid, sequence
gaps are known to be small (less than
1500 nucleotides), and known templates
(the plasmid inserts spanning the gaps)
are available for immediate, additional
sequencing. For the H. influenzae genome,
98 gaps were sequence gaps.

The second type of gap occurred when
forward/reverse reads of the same tem-
plate did not span the gap. The TIGR
team labeled these gaps physical gaps, be-
cause a clone insert that spanned the
gap was not immediately available. Ad-
ditional strategies were devised to identify
and prepare suitable sequencing templates
that spanned the physical gaps. For two
gaps, protein sequences could be used to
orient the adjacent contigs. This was pos-
sible because the gap occurred within a
protein-coding gene, the 5′ end of which
was sequenced on one contig and the
3′ end on another. By comparing the
contig sequences to known protein se-
quences, these overlaps could be detected
and PCR used to generate suitable se-
quencing templates.

The majority of the gaps were closed
using one of two strategies. First, DNA fin-
gerprinting and hybridization to oligonu-
cleotides prepared from the ends of contigs
revealed possible overlapping DNA seg-
ments, from which templates could be
prepared. For example, if oligonucleotide
probes prepared from the ends of two
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contigs hybridized to the same restric-
tion fragment of the genomic DNA, it
is likely that the hybridizing fragment
contains the sequence spanning the gap
between the two contigs. The other suc-
cessful gap closure method was the paired
forward/reverse sequences from the λ li-
braries. Small gaps are more likely to be
spanned by the large inserts (15–20 kb)
of the λ libraries than the small inserts
(∼2 kb) of the plasmid library. The remain-
ing physical gaps were closed by simple
combinatorial PCR, systematically using
oligonucleotide primers from each possi-
ble contig pair.

These strategies resulted in a single con-
tig with a consensus sequence of 1 830 137
nucleotides. The assembly of the consen-
sus sequence was validated using addi-
tional λ library forward/reverse sequence
reads and restriction fragments and re-
striction site locations. Since the λ library
has a known insert size of 15–20 kb, paired
reads that deviate significantly from that
distance would indicate a misassembly.
Sizes of restriction fragments generated
by three different enzymes could also be
matched to the predicted sizes of the con-
sensus sequence. Restriction site locations
from restriction mapping could also be
matched to the restriction sites found on
the consensus sequence. For all of these
validations, the H. influenzae consensus
sequence matched the observed charac-
teristics of the genome.

Despite being the very first bacterial
genome to be sequenced by the shot-
gun method, much of the techniques
and strategies developed are the same
as those used today for bacterial and
archaeal genome projects. Library con-
struction remains an important step to
assure a random coverage of the genome.
Sequencing both ends of the inserts and
using different sequencing chemistries are

both common strategies for gap closure
and finishing. The major difference be-
tween a modern genome project and the
H. influenzae project is the rate. Facilitated
by capillary sequencers and more power-
ful computers for assembly and finishing,
a bacterial genome of the same size as
H. influenzae can be completed in a frac-
tion of the time and at a fraction of the cost.

4
Sequencing Eukaryotic Genomes

Eukaryotic genomes differ from bacterial
and archaeal genomes in several impor-
tant ways that make genome-sequencing
projects more complex. Although several
bacteria and archaea are known to have
multiple chromosomes or megaplasmids,
a typical prokaryotic genome is a single,
circular chromosome. In contrast, eukary-
otic genomes are divided into several
(sometimes many) linear chromosomes.
Eukaryotic genomes are also much larger,
on average: the largest bacterial genome
sequenced to date is the 9 Mb chromo-
some from Bradyrhizobium japonicum. At
3200 Mb, the human genome is approxi-
mately 355 times larger (see also Fig. 8).
The size and multiple chromosomes alone
would challenge the assembly algorithms
and finishers, but the sequence of eukary-
otic genomes also contain a high repeat
content, rendering cloning, sequencing,
and assembly of particular regions ex-
tremely difficult.

Because of these limitations, extra pre-
sequencing strategies must be utilized
to make the genome amenable to se-
quencing, and the definition of ‘‘finished
genome’’ is often project-specific. The
most common strategy employed for eu-
karyotic genome sequencing is a ‘‘map-
then-sequence’’ approach that seeks to
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E.coli (4.5 Mb)

C. elegans (100 Mb)

S. cerevisiae (12 Mb)

O. sativa (400 Mb)

H. sapiens (3000 Mb)

Fig. 8 Relative sizes of sequenced genomes.
Each square represents 500 000 nucleotides,
approximately the size of the complete
M. genitalium genome. Genomes shown

represent the K12 strain of E. coli, baker’s yeast
S. cerevisiae, the nematode C. elegans, rice
O. sativa, and the human genome H. sapiens.

obtain a physical map of the genome
prior to the shotgun-sequencing phase.
The physical map is composed of ordered,
overlapping large-insert clones anchored
to markers in the genome, identified by
genetic or cytogenetic mapping. On the
basis of the order and orientation of
the map, individual clones are selected
and subjected to the standard shotgun
sequencing and finishing, as described
above (Fig. 9). There are several advan-
tages to this strategy, including an overall
reduction in the number of repeats that
need to be resolved during any particular
finishing phase and the identification of
problem regions before sequencing even
begins.

Ideally, the physical map and finished
genome sequence should cover the entire
genome, but this level of accuracy is rarely
achieved. Regions of concentrated repeats,
such as telomeres and centromeres, do not
clone well and are extremely difficult to se-
quence. Regions of high repeat content are
called heterochromatin. Euchromatin has a
much lower repeat concentration and is be-
lieved to contain the majority of the genes.
As a result, most eukaryotic sequencing
projects aim to completely sequence the
euchromatic regions of the genome. For
example, approximately one-third of the
fruitfly (Drosophila melanogaster) genome
was heterochromatic and consequently not
sequenced. Even when dealing with just
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BAC library

Target sequence

Physical map

Shotgun sequence

Final consensus

Fig. 9 The map-then-sequence strategy used for large, eukaryotic genomes. The target
sequence is fragmented by partial restriction digest and cloned into a large-insert BAC
library. The BAC inserts are fingerprinted and overlaps detected to generate a physical map.
On the basis of the physical map, clones are selected for shotgun sequencing (see Fig. 6),
and the final consensus consists of a series of overlapping clones.

euchromatin, small regions that are diffi-
cult to sequence can still occur, and most
eukaryotic genome projects allow for a cer-
tain number of gaps in the ‘‘finished’’
product, provided the gap length is known.
The public Human Genome Project allows
an unspecified number of gaps, as long as
their length is less than 150 kb.

Because physical mapping is beyond the
scope of this article, we will here pro-
vide only a cursory overview of the map
and sequence strategy. A physical map
begins with the construction of large-
insert libraries. Currently, the vector of
choice for mapping is the bacterial artifi-
cial chromosome (BAC). BACs can hold
approximately 100–300 kb of insert and
are not prone to recombination. Unlike

shotgun libraries, the source DNA for a
BAC library is typically fragmented by par-
tial restriction digest. Protocols for BAC
cloning randomly sheared DNA are still
in development. Because of the inherent
biases introduced by partial restriction di-
gests, multiple libraries constructed with
different restriction enzymes are often nec-
essary to get complete, random coverage
of the genome.

After the construction of the genomic
library, BAC inserts are ordered and
aligned by ‘‘fingerprint’’ analysis. Each
clone is completely digested with the
same restriction enzyme, and the frag-
ments are fractionated and viewed by
agarose gel electrophoresis (Fig. 10). A
new technology called high information
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(a) (b)

Fig. 10 (a) A fingerprint gel generated from a large-insert BAC library of rice (b) and the
electrophoresis apparatus used for fingerprinting.

content fingerprinting (HICF) utilizes up
to five different restriction enzymes fol-
lowed by dye labeling and electrophoresis
on a DNA capillary sequencer rather than a
standard agarose gel. HICF reduces labor,
increases automation and the number of
fragments per BAC, and allows automatic
measurement of fragment mobility from
chromatograms. Owing to the increased
fragment number, more robust contigs
can be generated from the fingerprint data.

The relative mobilities of each clone’s
restriction fragments are loaded into a
computer program (such as FPC) that
determines overlapping regions between
clones based on shared fragment mobil-
ities. The result is a set of physical map
contigs (Fig. 11). Because restriction fin-
gerprints provide less data than actual
sequencing, the assembly of physical map
contigs is less precise than sequence con-
tigs and consequently requires a deeper
coverage of the genome. Many physical
maps cover the genome 10 to 15 times.
As with shotgun sequencing, the coverage
is uneven, and many difficult-to-clone re-
gions of the genome may be missing from
the physical map contigs. Closure of gaps
in physical maps takes place through both
computational and additional laboratory

experiments, using some strategies analo-
gous to gap closure in sequence finishing.

The goal of the physical mapping
effort is to produce a set of minimally
overlapping clones that cover the entire
euchromatic portion of the genome, also
called a sequence-ready map. Because the
coverage can be uneven, the physical map
must be ‘‘anchored’’ by hybridization with
marker sequences of a known, unique
genomic position. These markers can
be identified by a number of mapping
methods, including traditional genetic
mapping. Once the physical map is
anchored, any remaining gaps in the
euchromatin coverage can be identified,
and strategies to fill those gaps can be
devised and implemented.

As an aid to the creation of the
sequence-ready map, the ends of the BAC
clone inserts can be sequenced. Although
some of these ‘‘BAC-end sequences’’
or ‘‘sequence-tagged connectors’’ (STCs)
will undoubtedly come from repetitive
sequence, many will be unique sequences
that represent the ends of only one clone
insert. STCs of clones bordering gaps in
the physical map can be used to generate
novel probes to identify clones and possibly
contigs that span the gap. During the
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Fig. 11 A physical map contig from the rice genome, as displayed by the physical mapping
software FPC.

sequencing phase, STCs can be used to
choose the next minimally overlapping
clone with a great deal of precision. STCs
can also be a valuable dataset in their own
right by providing a preliminary survey of
the contents of a eukaryotic genome.

After (or even during) construction of the
physical map, sequencing can commence
using the standard shotgun method. A
sequence-ready clone is chosen, shotgun
libraries are prepared, and the clone is
sequenced. Additional clones are selected
and sequenced with minimal overlap with
the existing sequence. Finishing is limited
to the regions that do not overlap with an
existing, finished sequence.

With a physical map, another advantage
becomes immediately apparent. Unlike a
pure shotgun approach for small genomes,
the sequencing of a mapped genome can

be divided between more than one se-
quencing center. The genome can be
divided into regions or even whole chro-
mosomes, and sequencing can take place
in many different labs simultaneously.
Additionally, even at a single sequenc-
ing center, sequencing can commence
at different positions in the genome. As
new sequence-ready clones are identified
by physical mapping, shotgun sequenc-
ing and finishing can commence on other
clones. Thus, the mapping and sequencing
at a single lab can proceed simultaneously.

The map-then-sequence strategy has
been successfully applied to several promi-
nent eukaryotic genome projects. Genome
sequences of the nematode Caenorhabditis
elegans and the plant Arabidopsis thaliana
were both completed in this way, and
the public Human Genome Project also
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used this method. The alternative strat-
egy is the whole-genome shotgun (WGS)
or a mixture of mapping and WGS.
WGS sequences are rarely finished to the
same quality as a mapped-and-sequenced
genome, but for certain genome projects,
WGS provides a reasonable and affordable
alternative to a completed sequence. Be-
cause of the unfinished quality of WGS
sequences, they are often referred to as
draft sequences.

Though the vast majority of genome
sequence is obtained during the shotgun-
sequencing phase, the majority of effort
(and money) is invested in the finishing
phase. With the complete human genome
sequence, finished genome sequences
from other vertebrates may be an un-
necessary expense for comparatively little
information. Because genomes of mam-
mals and vertebrates have conserved gene
content and order, the human genome
sequence can serve as a reference tem-
plate for other genome sequences. A WGS
project could generate four- or fivefold cov-
erage of the genome and still theoretically
achieve 98% coverage of the euchromatic
region of the genome. A WGS for a verte-
brate would produce a very large number
of sequence contigs that could be ordered
by reference to the human genome.

As with a standard shotgun-sequencing
project, a eukaryotic WGS begins with
careful construction of genomic clone li-
braries. Celera’s attempt to sequence the
human genome by WGS showed that mul-
tiple clone libraries with differing insert
sizes are essential to the assembly of se-
quence contigs. For each library, both ends
of the clone inserts must be sequenced
to provide pairs of sequences of a known
distance apart on the chromosome. Paired-
end sequences are necessary to order and
orient sequence contigs into ‘‘scaffolds.’’
Finally, the actual assembly of eukaryotic

WGS sequence reads usually proceeds in
a multistep process, even with advanced
computational hardware. Typically, the re-
peat sequences will be masked in the
early assembly steps to prevent misas-
sembly due to highly conserved repetitive
sequences. Once contigs and scaffolds of
unique sequences have been assembled,
the repeat sequences can be added back to
the assembly with the unique sequences
acting as an assembly framework.

A third application of WGS is to
use a mixed approach, with elements
of both map-then-sequence and WGS.
For example, a low-coverage WGS can
be generated rapidly at a large genome-
sequencing center while finishing could
be completed on a clone-by-clone basis at
smaller sequencing centers. This hybrid
approach was used for the Drosophila
genome project. Celera provided a nearly
15-fold shotgun coverage of the Drosophila
genome, and finishing was completed in a
number of publicly funded laboratories.

Despite the advantages of WGS for some
eukaryotes, the drawbacks are also signifi-
cant. Experience with the rice genome has
shown that contigs produced by WGS may
be a poor substrate for ab initio gene pre-
diction (see below). In a detailed analysis
of the complete sequence of rice chro-
mosome 10, researchers predicted twice
as many genes as had been predicted by
previous WGS sequencing efforts of the
same chromosome. Additionally, genes
predicted from the WGS contigs were on
average one-third shorter than genes pre-
dicted from the finished sequence.

Several new techniques have been pro-
posed for specifically targeting gene-rich
sequences during the initial library con-
struction, prior to shotgun sequencing. In
one method, methylated DNA is elim-
inated prior to library construction. In
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eukaryotic genomes, transposons are of-
ten methylated at CpG dinucleotides as a
means of downregulating their transcrip-
tion. By excluding methylated DNA from
library construction, only unmethylated
genes should be included in the library.
The primary drawback of this method is
that most organisms use methylation as a
means of transcriptional control of cellular
genes as well as transposons. The second
method of gene-targeted cloning, called
cot-based cloning and sequencing (CBCS),
relies on the fact that repetitive DNA re-
anneals more quickly than unique DNA
after denaturation. By isolating the DNA
that reanneals the slowest, nonrepetitive
DNA can be cloned without eliminating
methylated genes. Both these techniques
are still in the development phase and
have not yet been widely applied to
genome sequencing.

5
Interpreting the Sequence

Once the genome sequence has been com-
pleted to a previously defined set of quality
standards, the biologically important fea-
tures of the sequence can be identified
in a process called annotation. Biologically
important features identified in a typical
genome project include genes and trans-
posable elements. For bacterial or archaeal
genomes, gene identification is relatively
straightforward, while gene identification
in eukaryotic genomes is much more diffi-
cult due to the presence of introns. Three
basic methods are used for protein-coding
gene identification: ab initio gene predic-
tion, sequence similarity searches, and
expressed-sequence tag (EST) sequencing.
All genome projects use both gene predic-
tion and homology searching, while EST

sequencing is primarily a technique for
eukaryotic gene identification.

The goal of ab initio gene prediction
is to correctly identify the start and stop
codons (and intron/exon boundaries, if
relevant) of a gene given only the DNA se-
quence and statistical parameters derived
from known genes. For the simple struc-
ture of a bacterial or archaeal genome,
genes can be identified from open read-
ing frames that match a known set of
codon preferences. Glimmer is a pop-
ular program for prokaryotic gene pre-
diction. Statistical parameters considered
for eukaryotic genes can include codon
preferences, frequencies of longer com-
binations of codons, and attributes of
intron/exon boundaries. These statistical
parameters are derived from analyses of a
large number of experimentally identified
and sequenced genes. Because eukaryotic
gene-prediction algorithms must correctly
identify all possible exons, some of which
can be very short, gene prediction in
eukaryotic DNA is much less accurate
than in prokaryotic DNA. Genscan and
FGenesH are commonly used eukaryotic
gene-prediction programs.

Genes can also be identified by their
similarity to known sequences. Programs
such as BLAST or FASTA compare a query
sequence to a database of sequences. For
each sequence in the database, a similar-
ity score is calculated, and the statistical
significance of each similarity score can
be estimated with a high degree of ac-
curacy. If the query sequence matches a
sequence in the database with a statisti-
cally significant similarity score, we can
infer with confidence that the sequences
are related either through a common
biochemical or physiological function. Be-
cause the statistical properties of sequence
similarity scores are well understood, se-
quence similarity searching is the most
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reliable computational method of identi-
fying protein-coding genes, RNA genes,
pseudogenes, and transposable elements.
Because sequence similarity programs do
not identify start and stop codons or in-
tron/exon boundaries, additional manual
editing is necessary to derive a gene pre-
diction from the significant similarity to a
known sequence.

Because eukaryotic gene-prediction al-
gorithms do not produce completely reli-
able results, experimental evidence is often
sought to supplement computational gene
identification efforts. The most common
experimental method of gene identifica-
tion is to isolate messenger RNAs, clone
their cDNAs into a sequencing vector, and
generate a single sequence read from each
clone. Although the single read is insuf-
ficient to sequence the entire cDNA to
high quality, it is generally enough to gen-
erate 500–700 nucleotides of the cDNA.
This sequence information serves as a
tag that can mark the location of a gene
in genomic sequence, hence the name
expressed-sequence tag. EST sequences
are collected into databases, which are then
compared to genomic sequence using se-
quence comparison programs (BLAST and
FASTA). Gene identification by EST is
limited by the isolation and preparation
of pure mRNA sequences, because rRNA
and other stable RNA can contaminate
the cDNA library. Furthermore, any one
tissue only transcribes a fraction of poten-
tial genes at any one time. cDNA libraries
should be constructed from multiple tis-
sues at multiple growth stages.

A typical eukaryotic genome project will
utilize every gene identification method
during annotation. Several different ab
initio gene-prediction programs will be
run on the genomic sequence. Addition-
ally, sequence similarity searches will be
performed on several different databases,

including previously characterized protein
sequences, known transposable elements,
and ESTs from the target organism (and
closely related species where available).
The results of these computational anal-
yses are then manually edited into a
final annotation by a trained genome re-
searcher. The annotation and the sequence
can be deposited in one of the public DNA
sequence databases, such as GenBank.

6
Summary and Principles

As consumers of genomic information,
the majority of biologists are not directly
involved in the generation of genome
sequence data. Consequently, it is im-
portant for biologists to understand how
genome sequence data is obtained in
order to appreciate the advantages and
limitations of using complete genomes.
As we have explained, there is no sin-
gle definition of ‘‘complete genome’’ to
which all genome projects conform. Dif-
ferent levels of completion provide their
own strengths and weaknesses. Sequences
completed to the quality of most bacterial
genomes and early eukaryotic genomes
(yeast, Caenorhabditis elegans, Arabidopsis)
give excellent insight into both the con-
tent and organization of the genome. For
eukaryotes, such high-quality genome se-
quences require significant investment of
time and funding. Draft sequences created
by WGS are excellent for comparative ge-
nomics with close relatives (especially if
the close relative has a high-quality com-
pleted sequence) and can provide insight
into gene content. Draft sequences are
probably unsuitable for comparative ge-
nomics with distantly related organisms
and may not be adequate for ab initio gene
prediction.
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It is helpful to remember that the com-
pleted genome sequence is experimental
data and subject to experimental error.
Even high-quality, finished genome se-
quences will have errors. Most genomic
sequence that is subject to finishing is
completed to an accuracy of 1 error in
10 000 nucleotides. With three billion nu-
cleotides, we should expect 300 000 single-
nucleotide errors in the human genome
sequence. For most researchers, this level
of error will hardly ever be noticeable,
but occasionally researchers may stumble
across one of these errors.

Finally, researchers should also keep
in mind that efforts to annotate ge-
nomic sequence, and in particular to
identify protein-coding genes, are sub-
ject to much higher and less quantifi-
able error rates than actually obtaining
the sequence itself. For important re-
search projects on particular genes or
gene families, predicted genes should
be subjected to experimental verification,
based on the evidence used to predict
the gene. Genes predicted from a com-
bination of EST similarity, ab initio pre-
dictions, and significant similarity to a
closely related protein sequence will re-
quire less verification than those predicted
from ab initio gene-prediction software
alone.

Presently, genome technology and se-
quencing continues to grow at an amazing
rate. Many of the strategies and limita-
tions discussed in this article could be
resolved at some time in the future. As
genomics continues to grow, our under-
standing of the chemical basis of life
will also grow, providing new platforms
and methods for understanding disease,
inheritance, and evolution. The benefits
of investing in genome sequencing will
continue to be discovered for years to
come.

See also Genetics, Molecular Basis
of.
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Keywords

Anomers
The two isomeric structures, formed because the aldose C-1 atom becomes asymmetric
in making the sugar chains, are called the α- and the β-anomers.

Fc Receptor
A cell-surface receptor that binds the hinge region of immunoglobulin G.

Furanose
The isomeric ring structure formed by four carbons and one oxygen atom of aldoses
and ketoses.

Glycoconjugates
The generic name of carbohydrates that are linked to various biomolecules. They can
be classified into glycoproteins, glycolipids, and proteoglycans.

Glycohormones
Peptide hormones containing sugar chains.

Glycon and Aglycon
Glycosidases, which cleave the sugar chains, have two kinds of specificity: one for
glycon and one for aglycon. Glycon specificity is directed to the sugar moiety released
from the portion of a sugar chain containing a reducing terminal, and its anomeric
configuration. The aglycon specificity is directed to the structure of the portion to
which the released sugars are linked. This specificity varies by enzymes. For example,
diplococcal β-galactosidase cleaves the Galβ1→4GlcNAc linkage but not the
Galβ1→3GlcNAc and the Galβ1→6GlcNAc linkages. In contrast, the enzyme from
Streptococcus 6646K hydrolyzes all three linkages.

Lectin
The general name for proteins other than antibodies that bind specifically to particular
sugar chain structures.

Oligosaccharide Alcohols
Oligosaccharides, the reducing termini of which are converted to alditols.

Protein C
A serine protease zymogen; becomes a potent inhibitor of blood coagulation upon
activation by thrombin.

Pyranose
The isomeric ring structure formed by five carbons and one oxygen atom of aldoses
and ketoses.
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� Many proteins produced by multicellular organisms contain covalently linked sugar
chains and are called glycoproteins. Because of the difficulties associated with the
structural study of the sugar chains of glycoproteins, however, the functional aspects
of the sugar moieties of glycoproteins were ignored during the long history of protein
research.

In addition to the structural multiplicity, another factor makes the structural study
of the sugar chains of glycoproteins difficult. Many glycoproteins contain more than
one sugar chain in one molecule. Even in the case of a glycoprotein with only
one sugar chain, there is widespread microheterogeneity of sugar chain structure
because the absence of a template in the biosynthetic machinery of sugar chains
makes possible the formation of incomplete chains. Therefore, each sugar chain
must be separated before it can be subjected to structural study.

Interest in glycoconjugate research was stimulated early in the 1960s by elucidation
of the antigenic determinants of human blood types and the molecular basis of
antigenic conversion of bacteria. This research area has further attracted the interest
of biologists, because many studies on cell biology have suggested the possibility that
the sugar chains of glycoproteins and glycolipids play an important role as signals
of cell-to-cell recognition, which are crucial in multicellular organisms.

Development of gene technology in recent years has also accelerated the functional
study of glycoprotein sugar chains. This technology has opened a way to obtaining
substantial amounts of bioactive proteins, which are useful but occur in small
amounts in the animal body. However, many proteins produced by animal cells occur
as glycoproteins. Since many nonglycosylated recombinant proteins, obtained by
using bacterial hosts, do not express the expected biological activities, importance of
the study of their sugar moieties has been noticed. ‘‘Glycobiology’’ is a scientific field
established on the basis of the possibility of elucidating the biological information in
the sugar chains of glycoconjugates and using these data to increase our knowledge
of biology.

1
Introduction

In contrast to nucleic acids and proteins,
sugar chains of many different structures
can be formed by using a small number of
monosaccharide units. Let us consider the
smallest unit of chains: A–B. In the case of
nucleic acids, only one structure is made by
assigning adenylic acid to A and guanylic
acid to B. In the case of protein also, only
one structure is made when A and B are
assigned to valine and serine respectively.

In the case of sugar chains, however, many
isomeric structures are formed. Suppose
that A and B are assigned to galactose and
mannose respectively. As shown in Fig. 1,
galactose can be linked at the four hydroxyl
groups of mannose: C-2, C-3, C-4, and C-6.
Accordingly, four isomeric structures can
be formed. By virtue of the ability of the
galactose residue to take two anomeric con-
figurations, α (solid line in Fig. 1) and β

(dotted line in Fig. 1), the number of pos-
sible isomeric structures becomes eight.
Furthermore, galactose residues can occur
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Fig. 1 Construction of sugar
chains.

in the furanose form as well as in the
pyranose form shown in Fig. 1. Thus, 16
isomeric structures are possible for the dis-
accharide Gal→Man. When the number of
units increases (to three, four, etc.), only
one structure can be formed by assigning a
particular unit at each position in the case
of nucleic acids and proteins, because they
are linear constructs. In contrast, the num-
ber of isomeric sugar chains increases by
geometrical progression, because branch-
ing can be formed in sugar chains larger
than a disaccharide. This means that sugar
chains, but not nucleic acids and proteins,
have the following characteristic feature:
they can form multiple structures with a
small number of units.

2
Principles of Studying the Sugar Chains of
Glycoconjugates

2.1
Release of Sugar Chains of Glycoconjugates
as Oligosaccharides

As already described, each sugar chain
of a glycoconjugate must be isolated
for structural study. The sugar chains
of glycoproteins can be classified into
two groups, O-linked and N-linked. An
O-linked or mucin-type sugar chain con-
tains at its reducing terminus an N-
acetylgalactosamine residue that is linked
to the hydroxyl group of either a serine

or a threonine residue in a polypeptide
chain. Such sugar chains can be released
as oligosaccharide alcohols by heating the
glycoprotein at 48 ◦C in a solution of 1 M
NaBH4 and 0.05 N NaOH for 16 h. The use
of hydrazinolysis to remove acyl groups
from the N-acetylaminosugar residues of
oligosaccharide alcohols, followed by re-N-
acetylation with 14C- or 3H-labeled acetic
anhydride, will produce isotope-labeled
oligosaccharide alcohols, which are useful
for fractionation and structural analyses.

The other group of sugar chains of
glycoproteins, the N-linked or asparagine-
linked sugar chains, are linked to the
amide group of an asparagine polypep-
tide residue; each one contains an N-
acetylglucosamine residue at its reducing
terminus. These sugar chains are quan-
titatively released as oligosaccharides by
heating thoroughly dried glycoproteins in
anhydrous hydrazine at 80 to 100 ◦C for 8
to 10 h. Although some of the acetyl groups
of the N-acetylaminosugars of oligosaccha-
rides are removed by hydrazinolysis, they
can be recovered by N-acetylation of the
oligosaccharide fraction. The oligosaccha-
rides can be converted quantitatively to
3H-labeled oligosaccharide alcohols by re-
duction with [3H]NaBH4. Although the
mechanism is not known, it was reported
that O-linked sugar chains are cleaved
by milder hydrazinolysis (60 ◦C for 5 h).
This treatment can be effectively used
for converting O-linked sugar chains to
oligosaccharides with reducing terminal.
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N-Glycanases (glycopeptidases) from
several biological sources are commer-
cially available. These enzymes hydrolyt-
ically cleave the GlcNAc→Asn linkages
of glycoproteins and leave aspartic acid
residues on the polypeptide portion. The
glycosylamine residues of the released
oligosaccharides are spontaneously hy-
drolyzed into oligosaccharides and am-
monia. With this catalytic action, the
enzymes release all N-linked sugar chains
of glycoproteins without destroying the
polypeptide moieties. However, one must
take care for the limits of application of
these enzymes, because they can have
substrate specificities including the steric
hindrance of the polypeptide portion.

Several endo-β-N-acetylglucosaminida-
ses (hereafter referred to as endos),
which act on N-linked sugar chains,
were reported. These enzymes hydrolyt-
ically cleave the N,N′-diacetylchitobiose
moieties located at the reducing ter-
mini of N-linked sugar chains. Accord-
ingly, the enzymes release most of the
sugar chains of glycoproteins intact by
leaving either the N-acetylglucosamine
residue or the Fucα1→6GlcNAc group
on the polypeptides. Some of these en-
zymes are now commercially available
and each one has a unique substrate
specificity (Table 1). Endo D requires
Manα1→3Manβ1→4GlcNAc for its gly-
con specificity. The α-mannosyl residue of
the trisaccharide group is the most im-
portant and should not be linked by other
sugars except at its C-4 position. Endo H
requires for its specific glycon a tetrasac-
charide structure: Manα1→3Manα1 →
6Manβ1 → 4GlcNAc. Again, the most im-
portant sugar residue is the α-mannosyl
residue at the nonreducing terminal.
Addition of sugars at the hydroxyl
group except for the C-2 position of

this residue will make the oligosac-
charide resistant to the enzyme ac-
tion. Endo CII requires for its spe-
cific glycon a branched pentasaccharide:
Manα1→3Manα1→6(Manα1→3)Manβ1
→4GlcNAc. The two terminal α-mannosyl
residues must be either nonsubstituted
or replaced by other sugars only at their
C-2 positions. These enzymes have rather
broad aglycon specificities, since they
cleave the sugar chains linked to N-
acetylglucosamine, the Fucα1→6GlcNAc,
the GlcNAc→Asn (peptides), and the
Fucα1→6GlcNAc→Asn (peptides) groups.
The enzymes except for endo H can also
cleave the sugar chains linked to N-
acetylglucosaminitol and the Fucα1→ 6N-
acetylglucosaminitol groups, but the rate
of hydrolysis is much lower than others.
Recently, another endo-β-N-acetylgluco-
saminidase called endo M, which can
cleave most of the N-linked sugar chains,
were found in the culture medium of Mu-
cor hiemalis. This enzyme may be useful for
the future development of glycotechnol-
ogy because it also has transglycosylation
activity. An interesting evidence is that
the enzyme can transglycosylate N-linked
sugar chains to the GlcNAcβ1-Gln (pep-
tides) groups as well as the GlcNAcβ1-Asn
(peptides) groups.

Several other endoglycosidases shown
in Table 1 were also found and have been
used for the study of sugar chains. Endo-α-
N-acetylgalactosaminidase hydrolytically
cleaves the GalNAcα1→Ser (or Thr) link-
age of the Galβ1→3GalNAcα1→Ser (or
Thr) peptides and is commercially avail-
able by the name of O-glycanase. Endo-
β-galactosidases with different substrate
specificities have been obtained from var-
ious bacteria. The endo-β-galactosidase
from Streptococcus pneumoniae releases
the GalNAcα1→3(Fucα1→2)Gal and the
Galα1→3(Fucα1→2)Gal groups from
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Tab. 1 Structural requirements of endoglycosidases.

Enzyme Name

Endo-b-N-acetylglucosaminidase

Endosialidase

Vertical dashed lines, positions of hydrolysis; R, either hydrogen or
sugars.

Neu5Aca2-8Neu5Aca2-8Neu5Aca2- 8Neu5Aca2- 8Neu5Aca2- 

Endo-a-N-acetylgalactosaminidase

Endo-b-galactosidase

E. freundii
B. Fragilis

C. perfringens

S. pneumoniae

Galb1-3GalNAca1-

(Gal) (Glc)

Ser(Thr)

R-4Mana1-3Manb1-4GlcNAcb1-

R-4Manb1-4GlcNAcb1-

Mana1-3Mana1 

Mana1-3Mana1

4GlcNAc-Asn

4GlcNAc-Asn

Endo D R

6

Substrate Structure

Endo H R

R

6

6

3

R-4Manb1-4GlcNAcb1- 

R-2Mana1

6

3

2

Fuca1

R

6

R

2

Endo CII R

6

R

2

R

6

4GlcNAc-Asn

GalNAca1-3Galb1-

GlcNAcb1-3Galb1-4GlcNAcb1-3Galb1- 

Gala1-3Galb1- 4GlcNAcb1-

4GlcNAcb1- 

3

Fuca1

4GlcNAcb1-

(Gc) (Gc) (Gc) (Gc) (Gc)

Type II (see Sect. 5) blood group A and
B active sugar chains respectively. The
enzyme has been successfully used to
characterize the blood group substances.

Endo-β-galactosidases from Escherichia
freundii and from Bacteroides fragilis hy-
drolytically cleave the β-galactosidic link-
ages in the (Galβ1→4GlcNAcβ1→3)n
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groups (N-acetyllactosaminoglycan) in-
cluded in the sugar chains of glyco-
conjugates. Although the enzyme from
E. freundii cleaves most of the β-
galactosyl linkages in both linear and
branched N-acetyllactosaminoglycan, the
enzyme from B. fragilis cannot hy-
drolyze the β-galactosyl linkage of the
→GlcNAcβ1→6(→GlcNAcβ1→3)Galβ1
→4GlcNAc group. Another endo-β-
galactosidase, purified from the cul-
ture medium of Clostridium perfrin-
gens, releases Galα1→3Gal from the
Galα1→3Galβ1→4GlcNAc group located
at the nonreducing termini of the sugar
chains of glycoconjugates. The glycon
specificity of the enzyme is very strict and
blood group B determinant cannot be hy-
drolyzed.

Endosialidase is purified from a bac-
teriophage K1. It hydrolyzes both N-
acetylneuraminic acid polymers and N-
glycolylneuraminic acid polymers in which
sialic acid residues are linked by an α2→8
linkage. The enzyme cannot hydrolyze
oligomers smaller than tetrasaccharide
and O-acetylated N-glycolylneuraminic
acid polymers.

With the specificities shown in Table 1,
endoglycosidases were quite useful for the
structural study of sugar chains. For exam-
ple, endo H cleaves all high mannose–type
sugar chains but not complex-type sugar
chains, which will be described later.
Accordingly, this enzyme is effective in dis-
criminating between the two subgroups of
N-linked sugar chains. Endo D is effective
in discriminating between two isomeric
sugar chains:

R → GlcNAcβ1 → 2Manα1

→ 6(Manα1 → 3)Manβ1

→ 4GlcNAcβ1 → 4GlcNAc

and

Manα1 → 6(R → GlcNAcβ1

→ 2Manα1 → 3)Manβ1

→ 4GlcNAcβ1 → 4GlcNAc

in which R represents sugars, because the
former is cleaved by the enzyme but the
latter is not.

Glycosphingolipids are the major glyco-
lipids found in animal tissues. Since all
glycosphingolipids contain just one sugar
chain in one molecule, isolation of a sin-
gle glycosphingolipid is enough for the
structural study of that glycolipid’s sugar
chain. A glycosphingolipid with a single
sugar chain is still a mixture of differ-
ent molecules, however, as a result of
the structural heterogeneity characteriz-
ing the ceramide portion of the molecule.
To alleviate this complicated situation,
glycoceramidases are used to release the
sugar chains of glycosphingolipids intact
as oligosaccharides. The oligosaccharides
can then be labeled as described for the
oligosaccharides released from glycopro-
teins and fractionated by using appropriate
methods (see Sect. 2.2).

As described later, the sugar chains of
proteoglycans are unique and are called gly-
cosaminoglycans. Many glycosaminoglycan
chains in proteoglycans are linked to the
serine residues, constructing the Ser-Gly-
X-Gly sequence of core proteins through
the Galβ1→3Galβ1→4Xyl group located
at their reducing termini. Accordingly,
these sugar chains can be almost quan-
titatively released as polysaccharides by al-
kaline borohydride treatment as described
for O-linked sugar chains of glycoproteins.
Structures of the released polysaccharides
are then analyzed by using appropriate
endoglycosidases, which cleave particu-
lar glycosidic linkages in sugar chains.
Among them, several eliminases listed in
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Tab. 2 Bacterial eliminases.

Enzymes Source Main substratesa

Hyaluronidases
Hyaluronidase Streptomyces hyalurolyticus HA
Hyaluronidase SD Streptococcus dysgalactiae HA

Chondroitinases
Chondroitinase ABC Proteus vulgaris CS, DS, HA
Chondroitinase AC Flavobacterium heparinum CS, HA
Chondroitinase ACII Arthrobacter aurescens HA, CS
Chondroitinase B Flavobacterium heparinum DS
Chondroitinase C Flavobacterium sp. Hp 102 CS

Heparitinases
Heparitinase I Flavobacterium heparinum HS
Heparitinase II Flavobacterium heparinum HS, Hep
Heparinase Flavobacterium heparinum Hep

aHA, hyaluronic acid; CS, chondroitin sulfate; DS, dermatan sulfate; HS,
heparan sulfate; Hep, heparin.

Table 2 have been most effectively used
to analyze the detailed structures of pro-
teoglycans. As shown in Fig. 2, all these
enzymes cleave the amino sugar–uronic
acid linkages of glycosaminoglycan and
produce various disaccharides, summa-
rized in Table 3. The enzymes in Table 2
differ in substrate specificity. For exam-
ple, chondroitinase ABC cleaves both the
sulfated GalNAcβ1→3GlcA and the sul-
fated GalNAcβ1→3IdoA linkages, while
chondroitinase AC cannot cleave the
sulfated GalNAcβ1→3IdoA linkage. On
the contrary, chondroitinase B cleaves
only the sulfated GalNAcβ1→3IdoA
linkage. Chondroitinase C cleaves the
SO4 →6GalNAc1→3GlcA linkage but
not the SO4 →4GalNAcβ1→3GlcA and
SO4 →6(SO4 → 4)GalNAc β 1 → 3GlcA
linkages. Since the disaccharides in
Table 3 can be mutually separated by
high-performance liquid chromatography
(HPLC) and quantitatively analyzed by us-
ing approximately 0.5 nmol of sample,
molecular constructions of chondroitin

sulfates, hyaluronic acids, heparins, and
heparan sulfates can be analyzed in detail,
including their structural heterogeneities.

Recently, endo-β-xylosidase and endo-
β-galactosidase, which cleave the
sugar–polypeptide linkage region of
proteoglycans, were isolated from
the midgut gland of a mollusk,
Patinopecten. Since the enzymes cleave
all glycosaminoglycans containing the
Galβ1→3Galβ1→4Xyl group at their
reducing termini, and the released
polysaccharides contain reducing termini
that can be tagged by 3H or fluorescent
groups, they will become useful tools for
the study of proteoglycans.

2.2
Fractionation of Oligosaccharides

Acidic oligosaccharides containing sialic
acids, phosphate, or sulfate can be frac-
tionated by either paper electrophore-
sis or ion-exchange column chromatog-
raphy. Gel permeation chromatography
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Fig. 2 Hydrolysis of hyaluronic acid by streptococcal hyaluronidase.

supplemented with ultrafine Bio-Gel P-4
and HPLC were also widely used. In ad-
dition, affinity chromatography with use
of immobilized lectin columns offers a
unique and effective method of fractionat-
ing oligosaccharides. Table 4 summarizes
the binding specificities of immobilized
lectin columns. Since the behavior of an
oligosaccharide is mainly determined by
the structural requirement of each immo-
bilized lectin column and is not affected by
additional sugar chain moieties, a mixture
of many oligosaccharides can be separated
into its components by means of an appro-
priately chosen series of lectin columns.

Two-dimensional mapping of known
oligosaccharides, released from N-linked
sugar chains by either glycopeptidase
or hydrazinolysis, was reported. This
method will be useful for obtaining an
oligosaccharide pattern of N-linked sugar
chains of a glycoprotein.

2.3
Structural Analysis of Oligosaccharides

The monosaccharide sequence of an
oligosaccharide can be determined by
sequential exoglycosidase digestion. Since
an exoglycosidase releases a particular
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Tab. 3 Unsaturated disaccharides released from glycosaminoglycans by digestion with eliminases.
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monosaccharide from the nonreducing
terminal of an oligosaccharide, the ra-
dioactivity or fluorescent groups incor-
porated at the reducing terminal of an
oligosaccharide remains in the oligosac-
charide portion until it has been com-
pletely digested to the tritium-labeled
monosaccharide alcohol or fluorescent-
labeled monosaccharide located at the
reducing end. Because many exoglycosi-
dases have narrow aglycon specificities,
not only the sequence but also the link-
age position of each monosaccharide can
be determined by using such enzymes.
For example, β-galactosidase purified from
the culture medium of Streptococcus pneu-
moniae can cleave the Galβ1→4GlcNAc
linkage but not the Galβ1→3GlcNAc and
the Galβ1→6GlcNAc linkages. Therefore,
the enzyme is an effective reagent for
the determination of the Galβ1→4GlcNAc
structure, which is widely distributed
in many glycoconjugates. α-L-Fucosidase
from Bacillus fulminans cleaves only
the Fucα1-2N-acetyllactosamine group. In
contrast, the enzyme from Almond emulsin

cleaves Lex and Lea determinants, but can-
not cleave other α-fucosyl linkages. The
enzyme from the hepatopancreas of ma-
rine gastropods can cleave all α-fucosyl
linkages. Accordingly, one can determine
the position at which the α-fucosyl residue
is linked by making proper use of these
α-L-fucosidases.

Two α-mannosidases with different agly-
con specificities were found in the mycel-
lium of Aspergillus saitoi. α-Mannosidase I
cleaves the Manα1→2Man linkage only.
Accordingly, the enzyme is an effec-
tive reagent for identifying a series of
high mannose–type sugar chains (see
Sect. 3), which are all converted to
Manα1→6(Manα1→3)Manα1→6(Manα

1→3)Manβ1→4GlcNAcβ1→4GlcNAc by
incubation with the enzyme. Another en-
zyme of A. saitoi, α-mannosidase II, is also
useful because it releases one mannose
residue from the R→Manα1→6(Manα1
→3) Manβ1→ group but not from
the Manα1→6(R→Manα1→3)Manβ1→
group. Therefore, the enzyme is an effec-
tive reagent when it is desired to assign
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Tab. 4 Binding specificities of immobilized lectin columns.

Lectin

Concanavalin A

Phytohemagglutinin E4

Datura stramonium agglutinin

Aleuria aurantia lectin

Allomyrina dichotoma lectin

Strong binding (retarded at 20°C and 2°C)

Strong binding (bound)

Weak binding (retarded)

R-3Galb1-4GlcNAcb1-2Mana1

Weak binding (retarded at 2°C only)

R-3Galb1-4GlcNAcb1-2Mana1

R-4GlcNAcb1

Structure Necessary for Binding

R-2Mana1

R-2Mana1

R-2Mana1-2Mana1-R

Manb1-R6
3

6 6

R-3Galb1-4GlcNAcb1 

R-3Galb1-4GlcNAcb1-3Galb1-4GlcNAcb1-R 

R-3Galb1-4GlcNAcb1 

6

6 6
3

R

3R 4
2

GlcNAcb1-4Manb1-4GlcNAcb1-4GlcNAc

Mana1

±Fuca1

Manb1-4GlcNAcb1-4GlcNAc

±Fuca1

Mana1-R2

R-3Galb1-4GlcNAcb1 

R-3Galb1-4GlcNAcb1 

Neu5Aca2-6Galb1-4GlcNAcb1-R

R represents either hydrogen or sugar chains.

4Mana1-R
2

Fuca1

R-4GlcNAc
6

positions to the outer chains in a complex-
type sugar chain (see Sect. 3).

In addition to the analytical techniques
described so far, methylation analysis
is essential for the complete structural

determination of oligosaccharides. Smith
degradation, which analyzes the periodate
oxidation products of oligosaccharides,
is also useful for the study of many
oligosaccharides. Physical methods such
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as nuclear magnetic resonance and fast
atom bombardment mass spectrometry
are also becoming useful techniques for
the structural analysis of sugar chains.

3
Rules Detected in the Sugar Chain
Structures of Glycoconjugates

Since the N-linked sugar chains found
in glycoproteins usually contain more
than 10 monosaccharides, the structural
multiplicity represented is theoretically
enormous. Indeed, it might be impossible
to elucidate the biological information in
sugar chains if we had to handle such
a large number of isomers. Fortunately,
studies of the sugar chain structures of

various glycoproteins have revealed that a
series of structural rules exists in them,
and variable regions are limited to parts of
their structures.

The N-linked sugar chains of glyco-
proteins contain as a common core the
pentasaccharide Manα1→6(Manα1→3)
Manβ1→4GlcNAcβ1→4GlcNAc, which
we shall call the ‘‘trimannosyl core’’. On
the basis of the structures and locations
of the sugar residues added to the tri-
mannosyl core, N-linked sugar chains are
classified into three subgroups (Fig. 3).
Complex-type sugar chains contain no
mannose residues other than those in
the trimannosyl core. Outer chains with
an N-acetylglucosamine residue at their
reducing termini are linked to the two
α-mannosyl residues of the trimannosyl
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Fig. 3 Three subgroups of N-linked sugar chains: (a) complex-type; (b) high
mannose–type; (c) hybrid-type. Within solid lines are the trimannosyl core
structures common to all N-linked sugar chains. The structure enclosed by
dashed lines is the common heptasaccharide core of high mannose–type
sugar chains; for structures outside, variation in sugar chains is possible.
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core. High mannose–type sugar chains
contain only α-mannosyl residues in ad-
dition to the trimannosyl core. Manα1→
6(Manα1→3)Manα1→6(Manα1→3)Man
β1→4GlcNAcβ1→4GlcNAc is commonly
included in this type of sugar chain (en-
closed by a dashed line in Fig. 3). Hybrid-
type sugar chains were so named because
they have the characteristic features of
both complex- and high mannose–type
sugar chains. One or two α-mannosyl
residues are linked to the Manα1→6
arm of the trimannosyl core, as in the
case of the high mannose–type, and the
outer chains found in complex-type sugar
chains are linked to the Manα1→3 arm
of the core. Presence or absence of the
α-fucosyl residue linked to the C-6 posi-
tion of the proximal N-acetylglucosamine
residue and the β-N-acetylglucosamine
residue linked to the C-4 position of the
β-mannosyl residue of the trimannosyl
core (bisecting GlcNAc) contributes to the
structural variation of complex-type and
hybrid-type sugar chains.

Among the three subgroups of N-linked
sugar chains, the largest structural vari-
ation resides in the complex-type sugar
chains. This variation is formed by two
structural factors. As shown in Fig. 4(a),
mono-, bi-, tri-, tetra-, and pentaantennary
sugar chains are formed by adding one to
five N-acetylglucosamine residues to the
trimannosyl core. Two isomeric trianten-
nary sugar chains, containing either the
GlcNAcβ1→4(GlcNAcβ1→2)Manα1→3
group or the GlcNAcβ1→6(GlcNAcβ1→2)
Manα1→6 group, are found. These
isomeric sugar chains are called 2,4-
branched and 2,6-branched triantennary
sugar chains respectively. On these N-
acetylglucosamine residues, various outer
chains are formed (Fig. 4b) by the con-
certed action of many glycosyltransferases
and sulfotransferases. It is important to

note that bisecting GlcNAc is never elon-
gated by the action of glycosyltransferases.
A combination of the antennary and the
various outer chains will form a large
number of different complex-type sugar
chains. In most glycoproteins, the α-
fucosyl residue linked at the C-6 position of
the proximal N-acetylglucosamine residue
of the trimannosyl core is not elongated by
other sugars. However, it was found that
the fucosyl residue of the hybrid-type sugar
chain of octopus rhodopsin is substituted
by a β-galactosyl residue at its C-4 position.

In contrast to N-linked sugar chains, O-
linked sugar chains have fewer structural
rules. At present, the latter chains are
grouped into the six classes by their
core structures, as shown in Fig. 5. O-
Linked sugar chains with the cores 5
and 6 are found in a limited number of
glycoproteins.

More than 200 glycosphingolipids,
which are different in their sugar moi-
eties, have been isolated from mammalian
tissues. Most of these glycosphingolipids
fall into five groups by virtue of their
tetrasaccharide core structures (Fig. 6). In
addition to these major groups, there
are minor groups containing trisaccha-
rides, disaccharides, and galactose as
common cores. These glycosphingolipids
are formed by a complicated biosynthetic
network. Figure 7 summarizes the biosyn-
thetic pathway of gangliosides, the generic
name for glycosphingolipids containing a
sialic acid residue. Although the struc-
tures of the gangliosides listed in Fig. 7
are well elucidated, the biosynthetic path-
ways leading to some of them have not
been established.

Although proteoglycans should also
be considered to be glycoproteins inas-
much as sugar chains are linked to
protein cores, their sugar chains, called
glycosaminoglycans, are much longer
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Siaa2-6(3)Galb1-4GIcNAcb1-

Siaa2-3Galb1-3GIcNAcb1-

Fuca1-2Galb1-3GIcNAcb1-

Fuca1-2Galb1-4GIcNAcb1-
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Fig. 4 Two major elements in the formation of the various structures of
complex-type sugar chains: (a) branching of complex-type sugar chains and
(b) various outer-chain structures found in complex-type sugar chains.

(100–200 monosaccharide residues) than
regular N- and O-linked sugar chains
and contain many anionic residues, such
as uronic acid and sulfate. Furthermore,
their structures are unique in that their
basic construction is disaccharide re-
peats. On the basis of the disaccharide
structures, glycosaminoglycans have long
been classified into six groups: hyaluronic
acids, chondroitin 4-sulfates, chondroitin
6-sulfates, dermatan sulfates, heparan

sulfates, and keratan sulfates. However,
detailed study of the structures of gly-
cosaminoglycans has revealed that many
microheterogeneities occur in the sugar
chains, and it is rather hard to discrim-
inate chondroitin 4-sulfates, chondroitin
6-sulfates, and dermatan sulfates because
of the occurrence of their hybrid struc-
tures. Accordingly, glycosaminoglycans
are currently classified into four groups
as shown in Fig. 8.
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Galb1-3GalNAc

Galb1-3GalNAc

GlcNAcb1-3GalNAc

Core 2

Core 1

Core 3

GlcNAcb1

6
GalNAcb1-3GalNAc

GlcNAcb1-3GalNAc

GlcNAcb1-6GalNAc

Core 5

Core 4

Core 6

GlcNAcb1

6

Fig. 5 Core structures found in O-linked sugar chains.

Fig. 6 Structures of major
tetrasaccharide cores found in
animal glycosphingolipids.

Galb1-3GalNAcb1-4Galb1-4Glc
Gangliotetraose (ganglio-series)

GalNAcb1-3Gala1-4Galb1-4Glc
Globotetraose (globo-series)

GalNAcb1-3Gala1-3Galb1-4Glc
Isoglobotetraose (isoglobo-series)

Galb1-3GlcNAcb1-3Galb1-4Glc
Lacto-N-tetraose (lacto-series)

Galb1-4GlcNAcb1-3Galb1-4Glc
Lacto-N-neotetraose (neolacto-series)

4
Functional Roles of the Sugar Chains of
Glycoconjugates

Accumulation of information about the
structural characteristics of glycoconjugate
sugar chains has enabled us to consider
their functional roles in molecular terms.
Glycoconjugates are distributed widely in-
side and outside the cells of multicellular
organisms. Furthermore, the molecular
construction of a single glycoconjugate
group is quite variable. Figure 9 presents
the molecular structures of three typi-
cal glycoproteins. Two different types of
glycoproteins are found as extracellular
components. Many serum glycoproteins
have a limited number of sugar chains
in one molecule (as in Fig. 9a). Many

epithelial cells lining the alimentary tract
and the respiratory tract secrete viscous
glycoproteins called mucins. These glyco-
proteins work to protect the surface of mu-
cous membrane from invasion of various
pathogenic bacteria and viruses. As shown
in Fig. 9(c), mucins have many short sugar
chains, which are distributed all over the
polypeptide moiety or are in clusters. Most
of the cell-surface receptors are plasma
membrane-integrated glycoproteins. They
are anchored in the phospholipid bilayer
by their hydrophobic amino acid cluster
portion, and the sugar chains are linked to
the polypeptide portion extended outside
the cells (Fig. 9b). Although the functional
roles of the sugar chains of glycoproteins
are not simple because of their structural
multiplicity, it is possible to classify them
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Fig. 8 Classification of
glycosaminoglycans and their
microheterogeneities. Except for
hyaluronic acid, epimerization at the
C-5 position of uronic acids and N- and
O-sulfation (locations indicated by
circled numbers) are the sources of
microheterogeneities.

Hyaluronic acid type

-4GIcAb1-3GlcNAcb1-  ---//---  -4GIcAb1-3GlcNAcb1-

Chondroitin/dermatan sulfate type

-4GIcAb1-3GalNAcb1-  ---//---  -4IdoAa1-3GalNAcb1-

2 4 2 4

6 6

Heparan sulfate/heparin type

-4GIcAb1-4GIcNRa1-  ---//---  -4IdoAa1-4GIcNRa1-

2 3 2 3

6 6

R = -COCH3 or -SO3
−

Keratan sulfate type

-3GaIb1-4GIcNAcb1-  ---//---  -3GaIb1-4GIcNAcb1-

6 6 6 6

Fig. 9 Structural multiplicity of
glycoproteins: (a) a serum glycoprotein,
(b) a plasma membrane glycoprotein,
and (c) a mucin. Open circles and black
lines represent monosaccharides and
polypeptide chains, respectively.

COOH

H2N

(a)

(b)

(c)

Plasma membrane

roughly into two groups: one that acts to
confer physicochemical properties on pro-
teins and another that acts as signals of
various recognition phenomena.

Some of the representative functional
roles of the sugar chains of glycoconjugates
as recognition signals are introduced in the
following parts of this section.

4.1
Glycoprotein Hormones

Four glycohormones have been known to
occur in a variety of mammals. Three of
them are produced in the same organ:
lutropin and follitropin are produced by
gonadotrophs, while thyrotropin is made
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NH2a
52 78

COOH

NH2b
13 30 121 132

127 138

COOH

Fig. 10 Structure of hCG. Horizontal lines are polypeptide portions, trees
are the N-linked oligosaccharides, and the boxes are the O-linked
sugar chains.

by thyrotrophs in the anterior pituitary.
Chorionic gonadotropin (Fig. 10), how-
ever, is produced by placental trophoblasts.
All these hormones are composed of two
noncovalently linked subunits of different
sizes, designated α and β. Since the α-
subunits of all four glycohormones have
an identical amino acid sequence within
an animal species, the specificity of each
hormone to bind to its target cells had
been considered to reside in its β-subunit.
However, elucidation of the structures of
N-linked sugar chains of the four glyco-
hormones revealed that the α-subunits of
these hormones are not in fact the same.

Furthermore, deglycosylated human
chorionic gonadotropins (hCGs), obtained
by enzymatic digestion or chemical means,
were found to express no hormonal activity
even though they bind to the target cells
more strongly than their natural counter-
parts. Therefore, the N-linked sugar chains
of glycohormones might play crucial roles
in the biological functions of these sub-
stances. Actually, comparative study of
the biological activities of hCGs, in which
only one of the N-glycosylation sites was
eliminated by recombinant DNA technol-
ogy, revealed that N-glycosylation at the
Asn52 of the α-subunit is essential for
the expression of hormonal activity, while
removal of the N-linked sugar chains at
either Asn13 or Asn30 of the β-subunit
or Asn78 of the α-subunit had no effect.
Another important evidence shown by this
line of study is that removal of Asn78

glycosylation of the α-subunit markedly
reduced its assembly with the β-subunit.
Glycosylation of the two N-glycosylation
sites of the β-subunit is not essential for
its assembly with the α-subunit, but elim-
ination of Asn30 glycosylation inhibits
the secretion of uncombined β-subunit.
These results indicated that the N-linked
sugar chains of hCG are important for
constructing the correct conformation of
each subunit. That the presence of at least
one N-acetylglucosamine residue at each
of the four N-glycosylation sites of hCG
is enough to keep the correct folding of
the two subunits was shown two decades
ago by investigating the effects of diges-
tion with exo- and endoglycosidases on the
folding and assembly of the two subunits.

4.2
Immunological Systems

It is known from recent studies in im-
munology that both cellular and humoral
immunological systems are controlled by
a complicated network connecting the in-
teractions of immunocompetent cells. In
response to soluble immunological and
inflammatory factors, leukocytes adhere
to each other and to cells of other types
(e.g. platelets, vascular endothelial cells,
etc.). These interactions are characteristic
in that they quickly form a strong and
temporary contact between cells within
a relatively short period compared to
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Fig. 11 Structure of the ligand
of L-selectin.

Siaa2-3Galb1-4GlcNAcb1---
6

SO4

Fuca1

3

the permanent cell adhesion observed
in tissue-forming cells. Therefore, such
interaction should be mediated by the spe-
cial adhesive molecules that appear on the
surface of activated cells.

Selectins were found by the studies to
elucidate the mechanism that facilitates
the recirculation of lymphoid cells from
the intravascular compartment to lymph
nodes. L-selectin, which is expressed on
the surface of leucocytes, is considered to
play an essential role in the homing of
peripheral lymphocytes. The structure of
its ligand was recently elucidated as sialyl-
6-sulfo-Lex (Fig. 11). P-selectin, which is
expressed on the surfaces of activated
platelets, megakaryocytes, and vascular en-
dothelial cells, plays an important role
in the early phases of leukocyte recruit-
ment and adherence of activated platelets
to neutrophils, monocytes, natural killer
cells, and some subsets of T-lymphocytes.
The ligands of P-selectin are rather com-
plicated. They recognize both tyrosine
sulfate residues of the polypeptide moi-
ety and the sialyl Lex residues of the
sugar chains of the target cell-surface
glycoproteins. A membrane-integrated gly-
coprotein that mediates the binding of
monocytes and neutrophils was found on
the surface of vascular endothelial cells.

This glycoprotein called E-selectin is not
constitutively expressed on the endothe-
lial cells but is rapidly induced on the
cells activated by the action of cytokines.
Accordingly, the glycoprotein plays an im-
portant role in accumulating monocytes
and neutrophils at the site of inflammation
in an animal body. Adhesion of cells to E-
selectin correlated with the presence on the
cell surface of the Neu5Acα2→3Galβ1→3
or 4(Fucα1→4 or 3)GlcNAcβ1→ group.

Many intercellular mediators of glyco-
protein nature were found to play roles in
controlling the T-cells and a B-cell network.
That the sugar chains work as ligands
of these mediators and start their signal
transductions was found. It was reported
that a recombinant human interleukin-
1β recognizes glycans of glycosylphos-
phatidylinositol anchor. That interleukin
2 recognizes high mannose–type sugar
chains was also reported.

Immunoglobulin G (IgG) plays a major
role in humoral immunity. It is unique
among serum glycoproteins in that it
contains sugar chains of extremely high
microheterogeneity produced by the pres-
ence or absence of the two galactoses, the
bisecting GlcNAc and the fucose residue
underlined in the biantennary sugar chain
in Fig. 12. In spite of this complex nature,

GIcNAcb1

GaIb1-4GIcNAcb1-2Mana1

GaIb1-4GIcNAcb1-2Mana1

6
3 Manb1-4GIcNAcb1-4GIcNAc

4

Fuca1

6

Fig. 12 The largest desialylated N-linked sugar chain of
human IgG. Variation occurs in the presence or absence of
the underlined sugar residues.
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oligosaccharides of IgG samples purified
from healthy human sera gave almost
identical molar ratios. An interesting find-
ing is that the IgG samples purified from
sera of patients with rheumatoid arthri-
tis are prominently lacking in galactose
residues. This galactose deletion phe-
nomenon in rheumatoid arthritis patients
is limited to the sugar chains of IgG among
serum glycoproteins and is induced by
lower affinity of the β-galactosyltransferase
in B-cells to UDP-galactose. The degalac-
tosylated human IgG sample, obtained by
Streptococcus 6646K β-galactosidase diges-
tion, binds less effectively to the subcom-
ponent C1q of the first component of
the human complement and the Fc re-
ceptor. No decrease in binding to protein
A was observed in the degalactosylated
IgG. These results indicated that the func-
tion of IgG molecules can be modified by
different degrees of maturation of their
sugar moieties.

The data so far introduced indicated that
glycobiology is indispensable for the future
development of immunology.

4.3
Fertilization

Fertilization of mammals starts when a
capacitized sperm meets a matured egg
within an oviduct. Mammalian eggs are
covered with a layer called zona pellucida
(ZP), which is synthesized and secreted
from the oocytes in developing follicles.
It has been proposed that the ZP plays
important roles in fertilization, including
facilitation of species-specific recognition
by sperm, prevention of polyspermy, and
protection of fertilized eggs until the
blastocyst stage.

In mice, the ZP is reported to be
composed of three glycoproteins: ZP1,
ZP2, and ZP3. It was reported that

O-linked sugar chains, containing α-
galactosyl residues at their nonreduc-
ing termini, of ZP3 work as sperm
receptors. It was also reported that
the β-galactosyltransferase on the sperm
plasma membrane mediates sperm–egg
binding by interacting with the sugar
chains of ZP glycoproteins. The ratio-
nale of the latter hypothesis is partly
proven by the finding in porcine ZP of
the N-linked and O-linked sugar chains
enriched in nonreducing terminal N-
acetylglucosamine residues, which will
interact with β-galactosyltransferase.

Occurrence of N-linked sugar chains
with N-acetylglucosamines at their nonre-
ducing termini was also found to occur
in mouse testis. Targeted disruption of
Man2a2, a gene encoding α-mannosidase
IIx that is responsible for the pro-
cessing of hybrid-type sugar chains to
the Manα1→6(GlcNAcβ1→2Manα1→3)
Manβ1→4GlcNAcβ1→4GlcNAc group:
the core portion of complex-type sugar
chains, resulted in male infertility. The
infertility is induced because spermato-
genic cells fail to adhere to Sertoli
cells and are prematurely released from
the testis to the epididymis. By inves-
tigating the structures of glycopeptides
that inhibited germ cell/Sertoli cell ad-
hesion, it was found that the nonasac-
charide of spermatogenic cells shown
in Fig. 13 is responsible for the attach-
ment of the two cell lines. The receptor
on Sertoli cells, which specifically binds
to the nonasaccharide, remains to be
investigated.

4.4
Recombinant Glycoproteins

As already described, many recombinant
glycoproteins have been obtained by us-
ing various animal cell lines as hosts.
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Mana1

GIcNAcb1-2Mana1

6
3

GIcNAcb1

GIcNAcb1

6
2

Manb1-4GIcNAcb1-4GIcNAcb1-Asn-peptides

Fuca1

6

Fig. 13 Structure of the glycopeptide that inhibited adhesion of germ
cells and Sertoli cells.

However, as evidenced through com-
parative study of the sugar chains of
γ -glutamyltranspeptidases purified from
the kidneys and livers of various mam-
mals, both organ- and species-specific
differences occur in the sugar chains of
glycoproteins (Fig. 14). In addition, an
altered glycosylation phenomenon is re-
flected in the sugar chains of recombinant
glycoproteins because many of the cell
lines used are somewhat malignant cells.
Accordingly, the sugar chains of recombi-
nant glycoproteins may display structural
variations according to the type of cells
used, even though the polypeptide struc-
tures are the same. Actually, comparative
study of the N-linked sugar chains of nat-
ural human interferon-β1 (IFN-β1) and
three recombinant IFN-β1s, produced by
different cell lines transfected with the
gene coding for human IFN-β1, revealed
that their sugar patterns were different
in spite of containing the same num-
ber of complex-type sugar chains. The
differences occur both in the antennary
structures and in the structures of outer-
chain moieties. This phenomenon affords
us a way to elucidate the function of the
sugar chains by investigating the biolog-
ical activities of several preparations of
recombinant glycoproteins. Comparative
study of the sugar patterns and the in vivo
activities of several preparations of recom-
binant human erythropoietin revealed that
the activity was proportional to the ratio
of tetraantennary to biantennary oligosac-
charides.

4.5
Unusual Sugar Chains

Sugar chains that link to the polypep-
tide moiety through Man-Ser and Thr
linkages are found widely in yeast but
are extremely rare in mammals. Inves-
tigation of the molecular mechanism
of α-dystroglycan and laminin binding
revealed that the sugar chains of α-
dystroglycan shown in Fig. 15(a) are re-
sponsible for the binding. Therefore, find-
ing of such unusual sugar chains as an
important signal in the function of pe-
ripheral nerve dystroglycan may indicate
that various unusual sugar chains oc-
cur as minor components in mammals
and play important roles in particular
tissues.

Notch signaling is an evolutionary con-
served mechanism that is used by meta-
zoans to control cell fates through lo-
cal cell interactions. It is controlled by
two ligand protein families called Delta
and Serrate/Jagged. The binding affini-
ties of Notch to the two ligands were
further controlled by a protein called
Fringe. It was found that Fringe is an N-
acetylglucosaminyltransferase, which adds
an N-acetylglucosamine residue to the
α-fucosyl residues, linked to the serine
residues of the epidermal growth factor
(EGF) repeat of Notch. Addition of this
N-acetylglucosamine residue will lead to
further elongation of the sugar chains to
the tetrasaccharide shown in Fig. 15(b).
Fringe shows quite a high requirement
of fucose residues and cannot add an
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Rat and Humam

Liver

Kidney

Siaa2-Galb1-4GlcNAcb1

±(Siaa2 -Galb1-4GlcNAcb1)

Siaa2-Galb1-4GlcNAcb1-2Mana1

Mouse

Neu5Aca2

Neu5Aca2

Neu5Aca2-3Galb1-3GlcNAcb1-2Mana1

Neu5Aca2-3Galb1-3GlcNAcb1-2Mana1

4

Mouse

Rat and Cattle

6
3

(Neu5 Ac a2-3Galb1-4)1−4

4

Fig. 14 Major sugar chain structures of γ -glutamyltranspeptidases purified from the kidneys
and the livers of various mammalian species.

N-acetylglucosamine residue to any other
sugar. It was recently found that the N-
acetylglucosaminyltransferase, which adds
the N-acetylglucosamine residue of the

sugar chains of dystroglycan, acts only
on the mannose residue linked to
α-dysroglycan and cannot act on other α-
mannosyl derivatives.
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Fig. 15 Structures of the sugar
chains of (a) α-dystroglycan and
(b) Notch.

Neu5Aca2-3Galb1-4GlcNAcb1-2Mana1-Ser(or Thr)

Neu5Aca2-3Galb1-4GlcNAcb1-3Fuca1-Ser

(a)

(b)

These results indicated that the same
trisaccharide residues are formed on dif-
ferent sugar chains by the action of various
key isozymes and are used at different
sites of differentiation of multicellular
organisms. The trisaccharide residue is
also distributed at the nonreducing ter-
mini of both N-linked and O-linked sugar
chains. Therefore, structural elucidation
of the receptors recognizing the trisaccha-
ride residue is quite an interesting target
for future study.

4.6
Blood Coagulation

Elucidation of the detailed structures of
glycosaminoglycans is also opening a new
age in proteoglycan study. Heparin was
identified more than 70 years ago as an
anti–blood coagulation material. A recent
finding that a pentasaccharide structure in
the heparin molecule, shown in Fig. 16,
binds specifically to antithrombin led to
the elucidation of the molecular mech-
anism of the anticoagulant activity of
this glycosaminoglycan. With this finding
as a turning point, many bioactive seg-
ments of glycosaminoglycans have been

determined. Since blood clots are not
formed on healthy blood vessel walls,
some anticoagulation material may be
included on the wall surfaces. On the
basis of the observation that the intro-
duction of heparinase solution into the
bloodstream prominently decreases anti-
coagulation activity, occurrence of heparin-
like sugar chains in the endoderm has
been suspected. Actually, a heparan sulfate
proteoglycan, which has a core protein dif-
ferent from that of heparin proteoglycan,
is synthesized by the cultured endoderm
obtained from bovine and rat artery. An-
other candidate anticoagulation factor is
thrombomodulin found on the surface of
endoderm. This protein binds to thrombin
and suppresses its fibrin-clotting activ-
ity. A thrombomodulin–thrombin com-
plex also enhances degradation of fac-
tors Va and VIIa by activating protein
C. Accordingly, thrombomodulin protects
the organism from thrombin overproduc-
tion. Upon chondroitinase ABC digestion,
thrombomodulin was revealed to be a pro-
teoglycan containing chondroitin sulfate.
An interesting finding is that the activ-
ity of thrombin-dependent suppression of
fibrin clotting is prominently decreased by

SO3
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SO3

SO3

—

—

6

2

—

6
- 4GlcNR′a1-4GlcAb1 - 4GlcNSO3a1 - 4ldoAa1- 4GlcNSO3a1-
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Fig. 16 Smallest unit of heparin necessary for binding to
antithrombin III. R′ = either sulfate or acetyl residue.
R′′ = either hydrogen or sulfate residue. The four sulfate
residues underlined in the figure are essential for the binding.
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treating thrombomodulin with chondroiti-
nase ABC, while thrombin-dependent pro-
tein C activation is not affected. This
information will be effective in devel-
oping new oligosaccharide drugs in the
near future.

4.7
Cartilage Formation

Cartilage is a tissue rich in extracellu-
lar matrix. Approximately 50% of the dry
weight of cartilage is occupied by a proteo-
glycan called aggrecan. The structure of the
core protein of aggrecan was elucidated by
successful cloning of its cDNA. A lethal re-
cessive mouse mutant, which is cartilage
matrix–deficient (cmd/cmd), is an effective
model that can be used in the investiga-
tion of the functional role of aggrecan. The
skeleton of the embryo of this mutant is
strikingly different from that of age-paired
normal mouse embryo, and the limbs are
drastically shortened and deformed. The
mutant mouse was found to be genetically
deficient in the biosynthesis of the core
protein of aggrecan. When the mesenchy-
mal cells obtained from normal mouse are
cultured, they form nodules rich in extra-
cellular matrix molecules. The cells within
these nodules are round. Cultures of the
mesenchymal cells of a cmd mouse also
form nodules. However, these nodules are
devoid of extracellular matrix, being sim-
ple clusters of cells of various types and
sizes. When aggrecan is added to the cul-
ture medium, the cells from a cmd mouse
form nodules similar to those observed
in the normal cells’ culture. Immunohis-
tochemical observation of the apparently
normalized nodules with use of antiaggre-
can and anti-type II collagen antibodies
revealed that these two molecules coexist
in the extracellular matrix as in the case
of nodules formed by normal cells. The

level of fibronectin mRNA in the cultured
cmd cells was four to eight times higher
than that in the cultured normal cells, and
abnormal accumulation of fibronectin was
observed in the nodule. This abnormal for-
mation of fibronectin in cmd cells was also
suppressed to normal level by the addi-
tion of aggrecan. Treatment of aggrecan
with chondroitinase ABC affected the ob-
served activities. These data indicated that
proteoglycan plays an essential role in the
histogenesis of cartilage.

4.8
Sugar Chains of Glycolipids

It was found in 1971 that brain ganglio-
sides bind cholera toxin and block its toxic
effect on cells. Later, GM1 was found to
be the major molecule participating in the
expression of the inhibitory effect. Actu-
ally, GM1 in the plasma membrane of
cells works as a receptor of cholera toxin,
which will lead to penetration of the A-
subunit of the toxin into the cells. The
A-subunit then expresses the physiological
effect of cholera toxin by triggering the acti-
vation of adenylate cyclase. In the decades
that followed this discovery, several other
bacterial toxins were reported to interact
with particular gangliosides. However, the
binding specificities of these toxins have
not been well established, as in the case of
cholera toxin.

Glycosphingolipids can be separated by
thin-layer chromatography. Upon overlay-
ing the plate with a homogeneous suspen-
sion of bacteria or viruses labeled with 125I
and washing the plate with buffer, one can
use radioautography to detect glycosphin-
golipids that bind to the bacteria or viruses.
This technique permitted the elucidation
of the sugar chain structures required for
binding to more than 12 bacteria and 14
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viruses. Interestingly, some of the struc-
tures recognized by bacteria are located
not in the nonreducing termini but within
the sugar chains.

Functional aspects of the sugar chains
of glycosphingolipids in mammalian cell
differentiation have been mainly investi-
gated on gangliosides. It was found that
the ganglioside profile of HL-60 cells,
a human promyelocytic leukemia cell
line, changes differently according to the
cells’ differentiation to granulocytes and
monocytes induced by dimethyl sulfoxide
and a phorbol ester, respectively. Gan-
glioside GM3 increases remarkably by
macrophage-like cell differentiation, while
neolacto-series gangliosides increase by
granulocytic differentiation. An important
set of observations suggests that GM3
is a highly potent inducer, able to lead
the monocytic differentiation of HL-60
cells, while neolacto-series ganglioside in-
duces granulocytic differentiation of the
cells.

5
Cloning of the Glycosyltransferases and
Other Enzymes Related to the Formation of
Sugar Chains of Glycoconjugates

Sugar chains of glycoconjugates represent
the secondary gene products formed by the
concerted action of glycosyltransferases.
Regulation of the biosynthesis of sugar
chains is under the control of the expres-
sion of various glycosyltransferases, their
substrate specificities, and their location in
specific tissue sites.

The importance of substrate speci-
ficities of glycosyltransferases was first
evidenced by the study of an N-
acetylgalactosaminyltransferase, which is
responsible for the formation of blood

group A determinant. This enzyme re-
quires the presence of the Fucα1→2Gal
group as its acceptor. Accordingly, A-
enzyme cannot transfer an N-acetylgalac-
tosamine residue to the Galβ1→3GlcNAc
group (Type I chain) or the Galβ1→
4GlcNAc group (Type II chain), which
widely occurs in the sugar chains of gly-
coproteins and glycolipids. However, once
a Fucα1→2 residue is added to the galac-
tose moiety of these groups, they can be
acceptors of the A-enzyme.

Leb determinant in Fig. 17, however,
cannot become an acceptor of the A-
enzyme in spite of having the essential
Fucα1→2Gal group. Therefore, the A·Leb

structure shown in Fig. 17 can only be
made by the sequential action of H-, A-,
and Le-enzymes.

In this biosynthetic scheme, A-enzyme
and Le-enzyme compete for the same
substrate sugar chain (H in Fig. 17).
Accordingly, the oligosaccharide pattern
that will be finally formed is con-
trolled by the relative activities of the
two enzymes expressed in a particu-
lar tissue.

Development of molecular biology
opened the door of the gene-cloning
age. Over 110 glycosyltransferases from
various animal species were cloned by
the year 2001. It had long been believed
that each of the monosaccharide linkages
including the anomeric structure in the
sugar chains is formed by a particular
enzyme. However, data obtained so far
indicated that there are many cases in
which a monosaccharide linkage is formed
by multiple different glycosyltransferases.
For example, at least six different α-
fucosyltransferases were found to produce
the Galβ1→4(Fucα1→3)GlcNAc group
(Lex determinant) from the Type II chain.
This finding led to a conclusion that the Lex

determinants, which are known to widely
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Fig. 17 Biosynthetic pathway of the A·Leb blood group determinant.

occur in an animal body, are produced by
different α-fucosyltransferases in different
organs. A similar situation is found in
the case of β-galactosyltransferases, which
form the Galβ1→4GlcNAc group. At least
seven different β-galactosyltransferases
were found to catalyze the formation of
the disaccharide group.

Another case of interest is found in the
formation of O-linked sugar chains. As is
evident from the structures of various O-
linked sugar chains reported so far, forma-
tion of the GalNAcα1→Ser or Thr group in
the polypeptide chains is the start to form
various cores of O-linked sugar chains. At
least nine distinct isoforms of the polypep-
tide α-N-acetylgalactosaminyltransferases
(ppGalNAcTases-T1∼T9) were found to
occur in mammals by the year 2001. Anal-
ysis of EST (expressed sequence tags) and
genome databases suggested that addi-
tional forms of the enzyme remain to be

characterized. By Northern blot analysis,
it was confirmed that transcripts encoding
ppGalNAcTase-T1 and -T2 are expressed
in most rodents and in human tissues.
ppGalNAcTase-T3 is found predominantly
in human and murine testes, kidney,
digestive, and reproductive tracts. The
ppGalNAcTase-T4 transcript is highly ex-
pressed in rodent sublingual gland, stom-
ach, and colon. ppGalNAcTase-T7 expres-
sion is similar to that of ppGalNAcTase-
T4. ppGalNAcTase-T6 is highly expressed
in human placenta and trachea. The
ppGalNAcTase-T5 transcript is most abun-
dant in murine sublingual gland and
colon. The ppGalNAcTase-T9 transcript is
found mainly in the murine sublingual
gland, testes, and digestive and urogenital
tracts. It was also found that the fam-
ily of ppGalNAcTases is expressed in a
unique spatial and temporal manner dur-
ing murine development.
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Only a subset of hydroxyamino acids
are substituted with GalNAc in the
mammalian glycoproteins. Thus, it was
important to elucidate the enzymatic basis
to determine which serines and thre-
onines will become decorated with O-
glycans. Studies of the kinetic properties of
the expressed ppGalNAcTases from their
cloned genes demonstrated that many of
them have different substrate specificities
toward polypeptide portions, which are
partly overlapping. In addition, the expres-
sion patterns of various ppGalNAcTases in
various tissues are different. Therefore, the
initiation of mucin-type O-glycosylation
appears to have a much more complex
regulation than previously expected.

On the basis of the evidences so far
described, organ-specific expression of a
glycosyltransferase is now becoming an
important target as a basis of the for-
mation of the oligosaccharide pattern of
a glycoprotein in the organ. In addition
to this, elucidation of the mechanism
of the different expression of one glyco-
syltransferase in different organs will be
an important target, because of the pres-
ence of organ-specific glycosylation of a
protein as evidenced by the study of γ -
glutamyltranspeptidases (see Sect. 4.4 and
Fig. 14).

A detailed study of the substrate speci-
ficities of glycosyltransferases including
the structures of the polypeptide portions
of the glycoprotein acceptors is also consid-
ered an important target in glycobiology,
because there are many cases in which two
glycoproteins produced by a single cell con-
tain different sets of oligosaccharides. The
phenomenon of site-directed glycosylation
as evidenced in hCG may be explained by
such studies.

See also Bioorganic Chemistry.
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Keywords

Glycoconjugate
Structure composed of at least one sugar residue linked to another compound such as
protein or lipid.

Glycosidase
Any of the class of enzymes that hydrolyze glycosidic bonds.

Glycosyltransferase
Any of the class of enzymes that synthesize glycosidic bonds.

Glycosidic
Referring to the covalent attachment of, or to, sugar residues.

Glycan
Complex molecule composed in part of carbohydrate.

Oligosaccharide
Compound composed of several sugars residues linked together.

Lectin
Compound with affinity for binding sugar residues.

Interleukin
Term for a group of protein factors that affect primary cells and are derived from
macrophages and T cells that have been stimulated by antigens or mitogens.

Cytokine
Substances that are produced by cells of the immune system and can affect the
immune response.

Chemokine
Proinflammatory activation-inducible proteins that are mainly chemotactic for
different cell types.
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Proteosome
Multiprotein complex involved in the degradation of cellular proteins.

N-glycosidic
Referring to the linkage of sugars to nitrogen residues.

O-glycosidic
Referring to the linkage of sugars to hydroxyl residues.

Abbreviations

Dol, Dol-P, Dol-P-P: dolichol, dolichol phosphate, dolichol pyrophosphate
Gal: galactose
Glc: glucose
GPI: glycophosphatidylethanola
GalNAc: N-acetylgalactosamine
GlcNAc: N-acetylglucosamine
Man: mannose
Fruc: fructose
Fuc: fucose
Sia, NeuAc, NANA: sialic acid
GDP: guanosine diphosphate
UDP: uridine diphosphate
Asn: asparagine

� Modification of proteins through the addition of carbohydrates is one of the most
significant alterations that occurs to these biological molecules and serves multiple
purposes. Quite striking is the fact the protein glycosylation is controlled by factors
that do not depend upon the information encoded in our genes. Sugar attachment
is necessary in many proteins to ensure that they attain the proper folded state
(i.e. structure) and thus, can carry out their intended functional roles. Equally
important is the role glycosylation plays in the context of information. Cell surface
glycoproteins are necessary for accurate and efficient cell–cell adhesion and cell–cell
communication. The ability of certain families of proteins (lectins) to properly
recognize the context of glycosylation on other structures (primarily proteins) is
also critically important in cellular ‘‘information exchange.’’ In order to control the
regulatory effects of glycosylation, the process can be in a constant state of flux,
changing as cells differentiate. Probably, most telling is that many examples are
known where disruptions in the pattern of glycosylation, as well as in the degradation
of glycosylated proteins, lead to pathological conditions.
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1
Introduction

The attachment of carbohydrate to proteins
and lipids generates a class of molecules
referred to as the glycoconjugates. Glyco-
conjugates are found on the cell surface,
within the cytoplasm and nucleus, and
circulate in the plasma. These molecules
serve as important regulators of cell–cell
communication, cell–cell adhesion and
cell–cell recognition, modulation of im-
mune responses, and regulation of many
other biological processes such as coag-
ulation. Attachment of sugar residues to
proteins generates the specialized class
of molecules called glycoproteins. Sugar
attachment takes place both co- and post-
translationally and is controlled by factors
that do not depend upon the informa-
tion encoded in our genes. At least 13
different carbohydrates have been iden-
tified attached to protein. These glyco-
protein linkages include, N-glycosylation,
O-glycosylation, glypiation (GPI bridge),
C-mannosylation, and phosphoglycation.
The most frequently occurring glycopro-
tein modifications are the N- and O-
glycosylations that take place within the en-
doplasmic reticulum, Golgi, and cytosol.

The first description of carbohydrate
linkage to protein was that of the
N-glycosylation of the egg protein oval-
bumin. Subsequently, numerous proteins
have been shown to be modified by carbo-
hydrate attachment and most of the com-
monly occurring monosaccharides have
been found in these attachments. In fact,
glycosylation of proteins as a functionally
significant modification spans the spec-
trum of organisms from bacteria to plants
to animals. The enzymes necessary for
carrying out the attachment of sugars to
proteins are collectively called glycosyl-
transferases and at least 16 of this class

of enzymes have been identified. Enzymes
are also necessary for the removal of sugars
in the context of both carbohydrate remod-
eling and glycoprotein degradation. These
latter enzymes are called glycosidases.

Membrane-associated carbohydrate is
exclusively in the form of oligosac-
charides covalently attached to pro-
teins forming glycoproteins, and to
a lesser extent, covalently attached to
lipid forming the glycolipids. The pre-
dominant sugars found in glycopro-
teins are glucose (Glc), galactose (Gal),
mannose (Man), fucose (Fuc), fructose
(Fruc), N-acetylgalactosamine (GalNAc),
N-acetylglucosamine (GlcNAc), xylose
(Xyl), and N-acetylneuraminic acid (NANA
or NeuAc); the latter being more com-
monly referred to as sialic acid (Sia).
Figure 1 shows the symbols used to des-
ignate these sugars in the other figures.
The distinction between proteoglycans
and glycoproteins resides in the level
and types of carbohydrate modification.
The carbohydrate modifications found in
glycoproteins are rarely complex: carbohy-
drates are linked to the protein component
through either O-glycosidic or N-glycosidic
bonds. The N-glycosidic linkage is through
the amide group of asparagine. The O-
glycosidic linkage is to the hydroxyl of
serine (Ser), threonine (Thr), or hydroxyly-
sine (Hyl) and in some cases, hydroxypro-
line (Hyp). The linkage of carbohydrate to
hydroxylysine and hydroxyproline is gen-
erally found only in the collagens. The
linkage of carbohydrate to 5-hydroxylysine
is either the single sugar galactose or the
disaccharide glucosylgalactose. In Ser- and
Thr-type O-linked glycoproteins, the car-
bohydrate directly attached to the protein
is most frequently N-acetylgalactosamine
(GalNAc). The sugar directly attached to
asparagines in N-glycosylations is most
frequently N-acetylglucosamine (GlcNAc).
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Fig. 1 Symbols used to depict
the various carbohydrates, as
well as other associated
compounds, present in the
structures described in Figs. 2
through 6.

N-acetylglucosamine (GlcNAc)

Ethanolamine

Inositol

N-acetylgalactosamine (GalNAc)

Fucose (Fuc)

Fructose (Fruc)

Sialic acid (Sia)

Galactose (Gal)

Glucose (Glc)

Mannose (Man)

Fig. 2 Structures of the carbohydrates
that constitute the ABO and sialyl
Lewisx antigens. ‘‘R’’ refers to either the
protein or ceramide backbone of the
ABO antigens. The ABO antigens are
linked to proteins when they are
secreted; they are linked to ceramides
when present on plasma membranes.
The ‘‘R’’ indicates the protein backbone
where the carbohydrate antigen is
directly added to asparagine residues in
the typical GlcNAc-β-Asn linkage. When
the ABO antigens are added to lipid,
‘‘R’’ represents the ceramide backbone
of the membrane-associated
glycosphingolipids.

H antigen
Type O

H antigen
Type A

B antigen
Type B

Sialyl Lewisx

antigen

R

R

R

R

That protein glycosylation is indeed an
important component of cellular home-
ostasis is evidenced by the frequency of
its occurrence, its requirement for protein
structure and function, and the high de-
gree of association between disease and ab-
normal glycoprotein synthesis and degra-
dation. Further proof of the importance of
protein glycosylation stems from an anal-
ysis of the degree of its occurrence. It
has been estimated that when combining
O-glycosylation and N-glycosylation of pro-
teins, half of all proteins will eventually be
identified as being carbohydrate modified.

In many cases, carbohydrates that are
attached to proteins, and the structures
they form when attached, are also found

attached to lipids. A clinically and foren-
sically relevant example of this overlap of
modification between proteins and lipids
is reflective of the ABO blood group anti-
gens. The ABO blood group antigens are
the carbohydrate moieties of glycolipids
on the surface of cells as well as the car-
bohydrate portion of serum glycoproteins
(Fig. 2). When present on the surface of
cells, the ABO carbohydrates are linked
to sphingolipid and are therefore of the
glycosphingolipid class. When the ABO
carbohydrates are associated with protein
in the form of glycoproteins they are found
in the serum and are referred to as the
secreted forms of these antigens. Some in-
dividuals produce the glycoprotein forms
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of the ABO antigens while others do not.
This fact distinguishes the property of
secretors from nonsecretors and this char-
acteristic is the result of the action of the
secretor (Se) locus.

The aim of this chapter is to review the
types of protein glycosylation, the mech-
anisms of synthesis of the glycopeptide
linkages, and the mechanisms involved in
glycopeptide remodeling and degradation.
In addition, the importance of carbohy-
drate recognition, through the actions of
the animal lectins, will be discussed. An
emphasis will be placed on the function of
lectin activity in innate and acquired im-
munity reactions. In order to demonstrate
the broad importance of protein glycosy-
lation, numerous examples of the clinical
relevance of carbohydrate synthesis and
degradation will be presented. In addition,
the therapeutic potential for inhibitors of
glycosylation as well as the use of sugars
themselves as treatment for certain condi-
tions will be discussed. Recent advances
in the field of glycobiology have demon-
strated the relevance of the ‘‘sugar code’’
to medicine and indeed, this field is recog-
nized as a major new discipline of medical
significance.

2
Mammalian Glycopeptide Linkages

Most proteins that are secreted or bound
to the plasma membrane are modified by
carbohydrate attachment. The part that is
modified, in plasma membrane–bound
proteins, is the extracellular portion. In-
tracellular proteins are less frequently
modified by carbohydrate attachment.

N-glycosidic bonds are the most widely
found carbohydrate–protein linkages in
animals. The β-glycosylamine linkage

of N-acetylglucosamine (GlcNAc) to as-
paragine (Asn) in proteins represents the
prominent form and is the site to which
further attachment of a variety of complex
and polymannose oligosaccharides occurs.
The GlcNAc-β-Asn linkage is observed in
a vast array of animal proteins including
numerous hormones and plasma proteins,
immunoglobulins, cell surface receptors,
and the lectins. Although others sugars
besides GlcNAc can be found attached
to asparagine residues in prokaryotes, the
only other non-GlcNAc N-glycosidic bond
that has been found in mammalian pro-
teins is the β-glucose linkage (Glc-β-Asn)
observed in laminin.

O-glycosidic bonds represent the next
most commonly occurring sugar-peptide
bond found in animal proteins. The vari-
ety of proteins in which O-glycosylation
is found is much greater than that
for the N-glycosylated proteins. All hy-
droxylated amino acids (Ser, Thr, Hyl,
and Hyp) can accept a sugar residue
to become O-glycosylated. However, the
most commonly occurring O-linkage is
to serine and threonine. It should be
noted as well that since hydroxyproline
and hydroxylysine are prevalent in the
collagens, these residues are frequently
modified with sugar in the various func-
tional collagen proteins. All vertebrate
collagens contain galactose (Gal) attached
to hydroxylysine in the Gal-β-Hyl link-
age. The α-galactosamine linkage of N-
acetylgalactosamine (GalNAc) to serine
or threonine represents the predominant
form of O-glycosylation in mammalian
proteins. This linkage is considered the
hallmark of the mucins that are glycopro-
teins and comprise the major portion of
mucosal secretions.

The GlcNAc-β-Ser/Thr linkage is unique
in that it is present in proteins found in
the nucleus and cytoskeleton. Indeed, it
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was the first sugar–protein linkage found
to exist outside of the ER and Golgi synthe-
sis and secretory machinery and this mod-
ification regulates protein function (see
Sect. 3.2). Whereas, many other sugars can
and are attached to the GalNAc-α-Ser/Thr
structure, in the GalNAc-β-Ser/Thr set-
ting, no other carbohydrates have been
shown to be linked.

Several proteins of the coagulation
cascade, as well as proteins that harbor
a conserved domain first identified in
epidermal growth factor (EGF), have
been shown to be modified by either
fucose (Fuc) or glucose (Glc) addition.
Coagulation factors VII, IX, and XII
each harbor the Fuc-α-Ser/Thr linkage.
In these proteins, fucose is attached
alone or serves as the branch for the
attachment of a short oligosaccharide unit.
The coagulation factors VII and IX also
contain glucose attached in a β-linkage to
serine. The Glc-β-Ser linkage is also found
in another regulator of the coagulation
cascade, thrombospondin.

Mannose (Man) is prevalently found
linked to cell wall proteins in yeast and
in bacteria. However, few examples of
the Man-Ser/Thr linkage in mammalian
proteins exist. The linkage of mannose
has been shown in several proteoglycans
and glycoproteins of neural origin. In
addition, the α-dystroglycans of periph-
eral nerves have been shown to be O-
mannosylated. These observations, limited
though they may be, seem to suggest that
O-mannosylation is a unique feature of
glycopeptides of the nervous system. Man-
nose attachment through a carbon-carbon
linkage to the C-2 of tryptophan (Trp) rep-
resents a novel glycopeptide linkage that

has been observed in interleukin-12 and
ribonuclease 2.

Many membrane-associated eukaryotic
proteins are anchored in place by link-
age to glycosylphosphatidylinositol (GPI).
The components of the GPI linkage
(Fig. 3) are quite variable and utilize
both glycopeptide and glycophospholipid
interactions to tether proteins to the
cell surface. Although variable in struc-
ture, the GPI linkage does contain a
core composed of phosphoethanolamine-
6-Man-α1,2-Man-α1,6-Man-α1,4-GlcNAc-
α1,6-myo-inositol-1-phospholipid implica-
ting a conserved biosynthetic pathway in
eukaryotes. The GPI linkage is most abun-
dant in parasitic protozoa; however, several
important mammalian proteins have been
shown to be cell surface associated via the
GPI linkage. These include lymphoid cell

Fig. 3 Structure of the linkage of Thy-1
(CD90) to the GPI anchor. Definitions of
symbols used are defined in Fig. 1.

Thy-1

P

P

P
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antigens such as thymocyte antigen-1, Thy-
1 (also identified as CD90), and lymphocyte
function associated antigen-3, LFA-3; cell
adhesion molecules such as neural cell ad-
hesion molecule, N-CAM; and hydrolytic
enzymes such as acetylcholinesterase and
5’-nucleotidase.

Of clinical significance is the erythrocyte
GPI-anchored protein, CD55 (also termed
decay accelerating factor, (DAF). The nam-
ing of proteins with the designation CD
followed by a number originated from the
use of antibodies to cell surface mark-
ers to phenotype or sort cells. These cell
surface markers were termed cluster of de-
termination (CD) antigens. Loss of CD55
leads to increased red cell lysis (hemoly-
sis) with a concomitant increase in urinary
excretion of hemoglobin. This disorder is
termed paroxysmal nocturnal hemoglobin-
uria (PNH).

The most complex peptide-sugar linked
molecules in the body are the proteogly-
cans. Proteoglycans are composed of a
core protein (numerous types), a linker
protein and glycosaminoglycans (GAGs).
GAGs are long unbranched polysaccha-
rides containing a repeating disaccharide
unit. The disaccharide units contain ei-
ther of two modified sugars, GalNAc
or GlcNAc, and a uronic acid such
as glucuronate or iduronate. The GAGs

include hyaluronates, chondroitin sulfates,
dermatan sulfates, keratin sulfates, hep-
arin sulfates, and heparins. The core
proteins of cartilage are known as aggre-
cans. Owing to the high negative charge
of GAGs and their extended conforma-
tion, these molecules impart high viscosity
to the environment in which they reside.
Proteoglycans are located primarily on the
surface of cells or in the extracellular ma-
trix (ECM). The primary GAGs present
in proteoglycans are hyaluronates, ker-
atin sulfates and chondroitin sulfates. The
GAGs themselves are attached to a car-
bohydrate linker that is O-glycosylated at
serine or threonine residues. Some forms
of the keratin sulfates are linked to the pro-
tein core through an N-asparaginyl bond.
The protein cores of proteoglycans are rich
in serine and threonine residues that allow
for multiple GAG attachments.

There are numerous enzymes involved
in the generation of peptide–glycosyl
bonds as well as the additional carbo-
hydrate–carbohydrate linkages that oc-
cur following formation of a glycopep-
tide linkage. These enzymes are collec-
tively referred to as glycosyltransferases.
At least 16 enzymes have been identi-
fied in various organisms that are re-
sponsible for the attachment of sugar
to protein (8 mammalian enzymes are

Tab. 1 Mammalian glycosyltransferases involved in the synthesis of carbohydrate to
protein linkages.

Enzyme Donor Linkage

Oligosaccharyl-transferase Glc3Man9GlcNAc2-PP-Dol GlcNAc-β-Asn
GalNAc-transferase UDP-GalNAc GalNAc-α-Ser/Thr
GlcNAc-transferase UDP-GlcNAc GlcNAc-β-Ser/Thr
Fuc-transferase GDP-fucose Fuc-α-Ser/Thr
Xyl-transferase UDP-xylose Xyl-β-Ser
Gal-transferase UDP-galactose Gal-β-Hyl
Man-transferase GDP-Man Man-α-Trp
Glycogenin UDP-glucose Glc-α-Tyr
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listed in Table 1). In almost all situa-
tions, the sugar–protein linkage is formed
by the direct enzymatic transfer of an
activated monosaccharide to a specific
amino acid residue. Exceptions to this
include the GPI linkage and forma-
tion of the GlcNAc-β-Asn linkage (see
Sect. 3.2). Oligosaccharides are then gen-
erated through the sequential attachment
of additional sugars via the activities of
various glycosyltransferases.

3
Glycoprotein Synthesis

3.1
Synthesis of N-linked Glycopeptides

The predominant carbohydrate attach-
ment in glycoproteins of mammalian cells
is via addition of GlcNAc to asparagine
residues forming the N-glycosidic linkage.
The site of carbohydrate attachment in
N-linked glycoproteins is found within a
strict consensus sequence of amino acids,
Asn-X-Ser/Thr, where X is any amino acid
except proline. In addition, the presence
of glutamic acid or tryptophan residues at
the X position of the consensus reduces or
eliminates glycosylation. When an analy-
sis of proteins in the public databases is
carried out, it can be shown that approxi-
mately 65% of all the proteins contain at
least one occurrence of the Asn-X-Ser/Thr
consensus. Of course, the presence of the
consensus does not ensure that the native
protein will indeed be glycosylated.

The formation of the GlcNAc-β-Asn
linkage occurs in the ER through co-
translational addition of a preassembled
carbohydrate core structure that is de-
livered via a carbohydrate–dolichol lipid
intermediate. The preassembled carbo-
hydrate core structure comprises three

terminal residues of glucose attached to a
branched cluster of nine mannose residues
that are in turn attached to two GlcNAc
residues attached to the isoprenoid-like
lipid, dolicholpyrophosphate. The struc-
ture is abbreviated Glc3Man9GlcNAc2-P-
P-dolichol. This structure is commonly
referred to as the lipid-linked oligosaccharide
(LLO), whereas the oligosaccharide struc-
ture itself (Glc3Man9GlcNAc2) is termed
the en bloc oligosaccharide. In mammalian
cells, the importance of the terminal glu-
cose residues is evident from the fact that
transfer of Man9GlcNAc2-P-P-dolichol is
some 25 times less efficient than the com-
plete structure. In addition, structures that
contain three terminal glucose residues,
but not the complete Man9GlcNAc2 struc-
ture, are efficiently transferred to protein
by oligosaccharyl-transferase.

Synthesis of the en bloc dolichol-P-P-
oligosaccharide unit begins on the cyto-
plasmic face of the ER membrane and
prior to transfer to the protein, the struc-
ture ‘‘flips’’ to the luminal side (Fig. 4).
Sugars used for glycoprotein synthesis
(both N-linked and O-linked) are acti-
vated by coupling to nucleotides. Glu-
cose and GlcNAc are coupled to uri-
dine diphosphate (UDP), and mannose
is coupled to guanosine diphosphate
(GDP). The first reaction in dolichol-P-
P-oligosaccharide synthesis involves the
formation of GlcNAc-P-P-dolichol with the
release of uridine monophosphate (UMP)
from the nucleotide-activated sugar, UDP-
GlcNAc. The second GlcNAc and the Man-
transferase reactions proceed via sugar
transfer from the nucleotide-activated
sugar directly to GlcNAc-P-P-dolichol.
From this point, additional mannose
residues are added to the Man1GlcNAc2-
P-P-dolichol by transfer from Man-P-
dolichol, which itself is formed from
dolichol phosphate and GDP-Man.
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Immediately following transfer of the
en bloc oligosaccharide (Fig. 5) unit to
the protein, processing and alteration
of the composition of the oligosaccha-
ride ensues and continues as the pro-
tein passes through the ER then into
and through the Golgi apparatus. Ini-
tially, the terminal glucose is removed
through the action of glucosidase I (GI),
a membrane-bound enzyme recognizing
α1,2-linked glucose. The remaining two
glucose residues are then removed by
glucosidase II (GII), a soluble enzyme
recognizing α1,3-inked glucose. After re-
moval of the glucose residues, the action
of α-mannosidases removes several man-
nose residues as the protein progresses to
the Golgi.

The action of the various glucosidases
and mannosidases leaves N-linked glyco-
proteins containing a common core of
carbohydrate consisting of three mannose
residues and two GlcNAc. Through the
action of a wide range of glycosyltrans-
ferases and glycosidases, a variety of other
sugars are attached to this core as the pro-
tein progresses through the Golgi. These
latter reactions generate the three major
families of N-linked glycoproteins: high-
mannose type, complex type, and hybrid
type (Fig. 6). High-mannose type contains
varying amounts of mannose residues
in addition to those contained in the
core. Hybrid type contains various sug-
ars and amino sugars. The complex type
is similar to the hybrid type, but in ad-
dition, contains sialic acids in varying
amounts.

Fig. 5 Structure of the en bloc
oligossacharide (also referred to as the
lipid-linked oligosaccharide, LLO)
attached in all N-linked glycosylation
reactions. Refer to Fig. 1 for the
identification of symbols used for
sugar residues.

a1,2

a1,3

a1,3

a1,2

a1,2

a1,3 a1,6

a1,6

a1,2a1,2

a1,3

b1,4

b1,4

3.2
Synthesis of O-linked Glycopeptides

The synthesis of O-linked glycoproteins
occurs via the stepwise addition of
nucleotide-activated sugars directly onto
the polypeptide as opposed to the addi-
tion of en bloc synthesized oligosaccharide
to asparagine residues in N-linked glyco-
proteins. The addition of sugar through
linkage to serine or threonine residues oc-
curs via the action of glycosyltransferases
similar to those used in the synthesis
of the N-linked glycoproteins. Attach-
ment of sugars in O-linked glycoproteins
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Fig. 6 Structures of the three main classes of N-glycans. Class is identified
below each structure. Refer to Fig. 1 for identification of the symbols used for
sugar residues. The core pentasaccharide structure common to all N-glycans
is enclosed in the dashed rectangle.

occurs posttranslationally as the proteins
pass through the Golgi. As for the
sugars attached to N-glycans, O-linked
sugars are nucleotide-activated prior to
addition.

As discussed above, there are a wide
variety of sugar linkages to amino acids
harboring a hydroxyl moiety. However,
the most commonly occurring linkage
in mammalian O-glycans is GalNAc-α-
Ser/Thr. There are at least nine GalNAc-
transferases that have been identified and
all are generally homologous to each other.
Despite intensive investigation, no clear
consensus sequence has been identified
that directs the incorporation of GalNAc
onto serine or threonine residues. A com-
mon theme does exist in that a preference
for incorporation occurs near the amino
terminus where there are clusters of ser-
ine/threonine residues within a β-turn and
at a distance from charged amino acids.
In addition, threonine residues appear to

be the preferred substrates for GalNAc-
transferases.

The formation of the GlcNAc-β-Ser/Thr
linkage, catalyzed by O-GlcNAc transferase
(OGT), is unique in several respects. First,
this O-linkage is observed to occur in pro-
teins that reside within the cytosol or
the nucleus. Secondly, the enzyme gly-
cosylates serine/threonine residues that
are also sites for phosphorylation indi-
cating that there may be some type of
relationship or cyclical regulation between
these two distinct types of protein modi-
fications. Many transcription factors and
RNA polymerase II are modified by O-
GlcNAc linkage and when so modified
the activity of these factors is repressed.
More recently it was shown that OGT is
recruited to transcriptional complexes by
the transcriptional corepressor Sin3. The
resultant O-GlcNAc modification of tran-
scription factors in the complex leads to
gene silencing.
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4
Role of N-glycosylation in Protein Folding

Proteins that are destined to enter the
secretory pathway of the cell must first
attain a proper tertiary or quaternary struc-
ture. Failure to properly fold or to form
the correct multi-subunit structure results
in those peptides being retained in the
ER and leads to their eventual degrada-
tion. As described above, following the
addition of the en bloc synthesized oligosac-
charide (Glc3Man9GlcNAc2) to asparagine
residues, the structure is the target for glu-
cosidase (GI and GII) action. Removal of
glucose from the en bloc oligosaccharide
after it is attached to protein is a signal
to the protein sorting apparatus that the
protein is appropriately folded. In an ap-
parent competition with the action of the
glucosidases is the action of the gluco-
syltransferase, UDP-Glc:glycoprotein glu-
cosyltransferase (GT). This enzyme adds
glucose residues to the terminal man-
nose of Man7–9GlcNAc2 structures (i.e.
the products of GI and GII activity as well
as α-mannosidases). Quite strikingly, the
activity of GT is higher toward misfolded
glycoproteins than it is toward properly
folded ones.

Many enzymes involved in protein fold-
ing, as well as several molecular chap-
erones, have been identified within the
ER. Of particular import are the chaper-
ones calnexin and calreticulin. Calnexin
and calreticulin are homologous proteins
with calnexin being membrane bound and
calreticulin being soluble. Both of these
chaperones recognize and bind to glyco-
proteins in the ER and are thus members
of the larger class of proteins that recognize
carbohydrate moieties termed lectins. Cal-
nexin and calreticulin specifically bind to
monoglucosylated oligosaccharides where
the ideal substrate is Glc1Man9GlcNAc2.

After chaperone binding, the action of GII
will lead to the liberation of calnexin and
calreticulin. The oligosaccharide can then
be reglucosylated by GT allowing the gly-
coprotein to once again be recognized by
the lectin chaperones. This cyclic process
of deglucosylation by GII followed by glu-
cosylation by GT will continue until the
protein achieves the proper folded con-
formation. Although important, it should
be noted that the calnexin/calreticulin gly-
coprotein interaction system is not the
only mechanism by which cells recog-
nize and dispose of misfolded glyco-
proteins in the ER. The principal site
for the degradation of misfolded soluble
and membrane-associated glycoproteins is
the proteasome.

5
Lysosomal Targeting by Specific
Glycosylation

Enzymes that are destined for the lyso-
somes (lysosomal enzymes) are directed
there by a specific carbohydrate modifica-
tion. During transit through the Golgi ap-
paratus a residue of GlcNAc-1-phosphate
(GlcNAc-1-P) is added to the carbon-6
hydroxyl group of one or more specific
mannose residues that have been added
to these enzymes. The GlcNAc is activated
by coupling to UDP and is transferred by
UDP-GlcNAc:lysosomal enzyme GlcNAc-
1-phosphotransferase (GlcNAc-phospho-
transferase), yielding a phosphodiester
intermediate: GlcNAc-1-P-6-Man-protein.
A second reaction (catalyzed by GlcNAc 1-
phosphodiester-N-acetylglucosaminidase)
removes the GlcNAc leaving mannose
residues phosphorylated in the 6 posi-
tion: Man-6-P-protein. A specific Man-6-P
receptor (MPR) is present in the mem-
branes of the Golgi apparatus. Binding of
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Man-6-P to this receptor targets proteins
to the lysosomes.

Two distinct MPRs have been identi-
fied and both are members of the P-type
lectin family. Both are type I integral
membrane glycoproteins that contain an
N-terminal extracellular domain, a single
transmembrane domain, and a C-terminal
cytoplasmic domain. One receptor is large
with a molecular weight of approximately
300 kDa, the other receptor is smaller
with a molecular weight of approximately
46 kDa. Structural similarities between
these two receptors indicate that they are
derived from a single ancestral gene with
the larger receptor arising through mul-
tiple gene duplications. The extracellular
portion of the larger receptor contains 15
repeating elements, each of which is highly
similar to the extracellular domain of the
smaller receptor. Both receptors exist as
dimers embedded in the membrane.

The large receptor binds two moles of
Man-6-P and the smaller binds 1 mol
of Man-6-P per subunit, thus binding
4 and 2 mol of Man-6-P per dimer,
respectively. The bovine and murine
versions of the smaller receptors require
divalent cations for ligand binding and
thus the receptor has been termed the
cation-dependent Man-6-P receptor (CD-
MPR). However, the human counterpart
may not require cations for its activity.
The larger receptor does not require
divalent cations for ligand binding and
is therefore, commonly referred to as
the cation-independent Man-6-P receptor
(CI-MPR). However, the CI-MPR has
been shown to bind the nonglycosylated
polypeptide hormone, insulin-like growth
factor II (IGF-II) and as such the larger
MPR is more frequently identified as IGF-
II/MPR. The IGF-II/MPR is available at
the cell surface and its role in binding
IGF-II is to target this hormone for

degradation in the lysosomes. In addition
to IGF-II, the IGF-II/MPR has been
shown to bind a diverse array of Man-
6-P-containing proteins as well as several
nonglucosylated proteins. Although IGF-
II/MPR and CD-MPR exhibit distinct
activities, both receptors function to target
newly synthesized lysosomal enzymes to
the lysosomes.

The clinical significance of mannose
phosphorylation for the proper targeting of
enzymes to the lysosomes is evident from
the identification of the molecular defect
leading to the development of I-cell disease
(mucolipidosis II, ML-II) and pseudo-
Hurler polydystrophy (mucolipidosis III,
ML-III). The characteristic physiological
consequences of I-cell disease are severe
psychomotor retardation and craniofacial
abnormalities. The disease acquired its
name due to the presence of large phase-
dense inclusion bodies in the fibroblasts
of afflicted individuals. Inheritance of
defective GlcNAc-phosphotransferase, the
first of the two enzymes required for Man-
6-P synthesis, results in I-cell disease and
ML-III.

6
Glycoproteins: Recognition and
Homeostasis

6.1
Animal Lectins

The lectins are proteins that recognize and
bind to specific types of carbohydrate struc-
tures displayed on other proteins and/or
lipids. This class of protein does not, how-
ever, include the immunoglobulins, which
are by themselves a specialized class of
proteins that recognize carbohydrate. The
basic definition of an animal lectin, there-
fore, describes nonimmunoglobulins that
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are capable of differential agglutinization
of erythrocytes. However, the lectins do
not display enzymatic activity toward their
respective substrates.

The contexts in which carbohydrate
recognition occurs are quite diverse and
as such, the lectins represent a broad
group of proteins consisting of many unre-
lated families (Table 2). As the term lectin
refers to proteins that can bind to carbohy-
drate, they all contain at least one primary
carbohydrate recognition domain (CRD).
Lectins often contain additional CRDs that
allow for an increase in binding affinities of
the primary CRD. In addition, several types
of lectins attain carbohydrate-binding ca-
pabilities through oligomerization gener-
ating multivalent complexes.

Since carbohydrate recognition can be
observed in a wide variety of biolog-
ical contexts, the lectins constitute an

extremely diverse group of proteins, many
of which have no activity relationships
other than the ability to bind carbohydrate.
It is clear, therefore, that the biological
activities associated with lectin binding
are many (Table 3) and extremely im-
portant for numerous aspects of cellular
homeostasis. Perhaps, the most important
homeostatic function of the animal lectins
is their role in the regulation of immune
responses and autoimmunity. This latter
fact will be the focus of the following review
of several of the lectin families.

6.1.1 C-type Lectins
C-type lectins were initially defined as
those proteins having a CRD of approxi-
mately 120 amino acids with a dependence
on Ca2+ ions for binding activity. The
dependence on Ca2+ for carbohydrate
binding is demonstrated by the fact that

Tab. 2 Lectin families and their carbohydrate specificities.

Family Characteristics Specificities

C-type lectins
(7 subfamilies)

Require Ca2+ for activity Variable

Collectins (C-type
subfamily III)

C-type CRD with collagen-like
domains

Variable, mannose

Galectins (S-type lectins) Sulfydryl-dependent or
β-galactosidase binding

Strict for β-galactosides

Siglecs (I-type lectins) Contain immunoglobulin-like
domains

Sialic acid

Phosphomannosyl
receptors (P-type
lectins)

Recognize mannose-6-phosphate Mannose-6-phosphate

Pentraxins Quaternary structure composed
of 5 identical polypeptides that
form a ring with a central hole

Variable and can be
noncarbohydrate

Calnexin and calreticulin Recognition of properly folded
glycoproteins in the ER

Glucose

Ficolins Contain fibrinogen-like homology
domain

Variable

Tachylectins Distinct CRD but also contain
fibrinogen-like domain

GlcNAc/GalNAc

ERGIC-53 Legume lectin-like fold Mannose
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Tab. 3 Functions associated with animal lectins discussed in the chapter.

Functions Lectin examples

Cell–matrix interactions Galectins
Cell–cell interactions Selectins, galectins, I-type lectins
Cell migration, cell routing Selectins, galectins, I-type lectins
Molecular chaperones in endoplasmic reticulum

during glycoprotein synthesis
Calnexin, calreticulin

Recognition of foreign glycans, self/nonself
recognition

Collectins, pentraxins

Intracellular trafficking of glycoprotein P-type lectins
Regulation of cytokine release Galectins, selectins
Anti-inflammatory actions Galectins
Scavenging debris Pentraxins

loss of the ion results in a conformational
change in the CRD and subsequent loss
of carbohydrate binding. The C-type lectin
family can be further subdivided into at
least seven subfamilies dependent upon
the nature of other noncarbohydrate recog-
nition domains as well as overall gene
structure. C-type lectins recognize car-
bohydrate structures on many different
forms of protein, including cell surface
proteins and extracellular matrix (ECM)
proteins and other ECM structures con-
taining carbohydrate modifications such
as proteoglycans, glycosaminoglycans, and
glycolipids. C-type lectins also exhibit
broad specificity in the types of ligands they
bind including Fuc, Gal, Glc, GlcNAc, mal-
tose, and Man and N-acetylmannosamine
(ManNAc). One of the most important
functions for carbohydrate recognition by
C-type lectins is the role that function plays
in pathogen recognition by the innate im-
mune system.

The collectins are subtype III C-type
lectins defined by having an additional
collagen-like domain. The presence of
the collagen-like domain allows the col-
lectins to form a triple helical structure
that creates a multivalent CRD, which lies
at the carboxy-terminus of the protein.

Mannan-binding lectin, MBL (also termed
mannose-binding protein) is the best charac-
terized human collectin. Although termed
mannose-binding lectin, MBL actually ex-
hibits higher affinity for GlcNAc than Man.
Four additional collectins have been well
characterized including lung surfactant
proteins A (SP-A) and D (SP-D), collectin-
43, and bovine conglutinin. The major
function of the collectins is recognition
of carbohydrate structures on microbial
surfaces leading to activation of the com-
plement cascade and phagocytosis.

The complement system is a host-
defense mechanism that is engaged by
both the innate and antibody-mediated (ac-
quired) immune systems. Three pathways
lead to complement activation; classic, al-
ternative, and lectin. The classic pathway is
activated by antibody–antigen complexes
reflective of the function of complement in
acquired immunity, whereas, the other two
function in innate immunity. More than
30 plasma and membrane-bound proteins
(identified by the letter C followed by a
number) participate in the complement
pathway. The classic pathway requires ac-
tivation of C1q (a subcomponent of C1),
whereas the lectin pathway involves activa-
tion of C2 and C4. MBL is synthesized by
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the liver and secreted into the circulation.
It is considered one of the acute-phase
proteins synthesized by the liver. Ex-
pression levels of MBL rise in response
to inflammatory signals. Upon binding
to carbohydrate structures on microbial
surfaces, MBL activates the complement
system in a C4/C2-dependent manner,
independent of C1q. The mechanism of
MBL activation of complement requires
the interaction of MBL with a family of
serine proteases termed mannose-binding
lectin-associated serine proteases (MASPs).
The action of MBL-MASP in the lectin-
activated complement cascade is similar
to the C1q-antibody complex that activates
the serine proteases C1r and C1s.

The selectins are subtype IV C-type
lectins defined by the presence of the
C-type lectin CRD, an epidermal growth
factor–like domain and a variable number
of complement regulatory protein-like
repeat domains. The selectins are also
members of the cell adhesion family
of proteins. Each selectin is tethered
to the plasma membrane via a single
transmembrane domain. There are three
characterized selectins that were originally
identified as the adhesion molecules:
endothelial–leukocyte adhesion molecule-
1 (ELAM-1), murine lymph node homing
receptor, and platelet granule membrane
protein-140. These three proteins are now
referred to as E-selectin, L-selectin, and
P-selectin respectively.

A major function of the selectins is
the recruitment of neutrophils to sites of
inflammation. P-selectin is constitutively
stored in secretory granules of platelets
and endothelial cells. When stimulated
by the appropriate response (e.g. IL-1
and TNF-α) these cells present P-selectin
to the cell surface via fusion of the
intracellular vesicles with the plasma
membrane. Through this mechanism,

P-selectin is involved in mediating
very early responses of leukocytes to
inflammatory signals. E-selectin is also
synthesized by endothelial cells but is
not constitutively present. Expression of
E-selectin is regulated by cytokines such
as IL-1 and TNF-α. L-selectin is expressed
by most leukocytes and plays a role in
the recruitment of these cell types into
lymphatic tissue. Constitutively expressed
L-selectin is rapidly released from the
surface of activated leukocytes. Activation
of L-selectin signaling, via ligand-induced
cross-linking, results in potentiation of
the responses of neutrophils to other
stimuli. These effects are mediated by
intracellular activation of both tyrosine
and serine/threonine phosphorylations,
the latter mediated through MAP kinases.

6.1.2 S-type Lectins: Galectins
The S-type lectins were originally so des-
ignated because the original family mem-
bers exhibited a sulfhydryl-dependence on
carbohydrate binding. The S-type lectins
are now commonly referred to as the
galectins. The galectins are all defined by
a canonical CRD having an affinity for
β-galactosides. To date, 14 galectins have
been identified in mammals. The basic
carbohydrate structures recognized by the
galectins are an N-acetylated lactose (N-
acetyllactosamine, LacNAc with the struc-
ture Galβ1,4GlcNAc). The galectins can
be further divided into three subfamilies
based upon their structures. The prototype
subfamily (galectin-1, -2, -5, -7, -10, -11, -13,
and -14) is comprised of a single CRD, the
tandem-repeat type (galectin-4, -6, -8, -9,
and -12) contains two homologous CRDs,
and the chimeric type contains a single
CRD combined with a unique amino or
carboxy-terminus. The only mammalian
chimeric type galectin thus far identified
is galectin-3. The prototype galectins can



586 Glycoproteins: Roles in Cellular Homeostasis and Disease

form noncovalent homodimers resulting
in a functionally bivalent molecule, typified
by mammalian galectin-1. Owing to their
multivalent nature, galectins are capable
of cross-linking glycoconjugates contain-
ing LacNAc structures. It is the effects of
cross-linking that result in the initiation of
biological responses to galectins. Galectin
activities are observed both at the cell sur-
face and intracellularly. All galectins are
synthesized on soluble ribosomes and fol-
lowing synthesis, are targeted to specific
locations including intracellular compart-
ments and membranes or membrane-
bound vesicles. The exact mechanisms by
which galectins are secreted from cells
remain unknown as none are synthesized
with a canonical secretory signal sequence.

One of the most crucial functions
of the galectins is in regulation of
the inflammatory response. Galectin-1 is
expressed by antigen-stimulated T cells,
activated B cells, and by macrophages.
The action of galectin-1 in these systems
is to stimulate apoptosis resulting in cell
death. Negative growth effects of galectin-
1 are also seen in breast and prostate
cancer cell lines. In addition to galectin-
1, galectin-7, -8, -9, and -12 have been
shown to exhibit proapoptotic activity. In
contrast, galectin-3 exhibits antiapoptotic
activities in similar types of cells. Whereas
the proapoptotic effects of galectin-1 can
be observed by adding the protein to
activated T cells, the antiapoptotic effects
of galectin-3 appears to be the result
of intracellular activities associated with
the protein. Interestingly, galectin-3 has
some striking sequence similarities to the
antiapoptotic Bcl-2 protein family.

Galectin-1 is a potent inhibitor of ac-
tivated T-cell-mediated inflammatory re-
sponses. Using experimentally induced
models of several autoimmune disorders
(e.g. myasthenia gravis, multiple sclerosis,

and rheumatoid arthritis) it has been
shown that administration of recombinant
galectin-1 can significantly ameliorate the
resultant clinical symptoms. The potency
of galectin-1 in these studies suggests that
future advances will see clinical applica-
tion of galectin-1 for the treatment of
activated T-cell-mediated autoimmune dis-
eases. Conversely, the presence of autoan-
tibodies to galectin-1 has been identified
in several neurodegenerative disorders.
Likewise, the levels of autoantibodies to
galectin-3 are inversely associated with
severity of Crohn’s disease (inflammatory
bowel disease, IBD).

Expression of galectins and/or galectin-
binding sites has also been correlated with
various types of cancers as well as their
severities. Elevated expression of galectin-
1 has been shown to be correlated with
the malignant potential of various cancers.
Equally telling is the observation that
survival potential from gliomas declines
as the level of galectin-1 protein rises.
Galectin-3 expression levels have also
been shown to be elevated in gastric and
liver cancers. In contrast, expression of
galectin-8 declines during tumiorogenic
progression.

It is clear from the data that the
galectins exhibit activities ranging from
cell adhesion, cell migration, proliferation,
and differentiation, to roles in apopto-
sis and cancer. Emerging data indicates
that galectins or galectin antagonists will
find therapeutic use as anti-inflammatory
mediators, immunosuppressants, or anti-
cancer agents.

6.1.3 I-type Lectins: Siglecs
I-type lectin is the term collectively given
to the family of carbohydrate-binding pro-
teins that belong to the immunoglobu-
lin (Ig) superfamily of proteins. The Ig
superfamily of proteins all have at least
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one domain composed of two β-sheets that
are disulfide bonded and stacked together.
There are at least three subtypes of Ig do-
main (V-set, C1-set, and C2-set) that are
defined by the number and arrangement
of the β-strands in the domain.

All of the I-type lectins are membrane
anchored with their CRDs on the outside
of the cell. The I-type lectins are divided
into two main subfamilies. One subfamily
includes the cell adhesion molecules,
L1, N-CAM, and intercellular adhesion
molecule-1 (ICAM-1) as well as the cell
surface glycoproteins CD83 and CD2.
The other subfamily is composed of the
siglecs, which are so named because of
their binding specificity for sialic acid
residues. Siglecs are also characterized by
the presence of a characteristic V-set Ig
domain at their amino termini followed by
varying numbers of C2-set domains.

The siglecs are primarily expressed
on cells of the hematopoietic system. A
macrophage lectin-like adhesion molecule
termed sialoadhesin and CD22, and another
member of the Ig superfamily that shows
restricted B-cell expression were the first
two members of the siglec group to be char-
acterized. Both sialoadhesin and CD22
were shown to mediate cell–cell interac-
tions through their abilities to recognize
sialylated glycoconjugates. Sialoadhesin is
now referred to as siglec-1 and CD22 as
siglec-2 in reference to their being the
first and second member characterized re-
spectively. Although structurally different
from the siglecs, the I-type lectins CD83
and cell adhesion molecule L1 also have
been shown to bind to sialic acid residues.
To date, at least 11 siglecs have been
characterized. Siglec-3 was originally de-
fined as CD33, a marker for cells of the
myelomonocytic lineage. Several siglecs
have been identified that are structurally
very similar to siglec-3 and as such, they

have all been classified as members of the
CD33/siglec-3 subfamily of siglecs. This
subfamily includes siglec-3, -5, -6, -7, -8, -9,
-10 and -11.

Like the pentraxins (see Sect. 6.1.4) the
siglecs, principally the siglec-3 family, are
involved in regulatory aspects of innate
immunity reactions. All of the siglec-3
family members contain a motif in their
intracellular tails termed an immunorecep-
tor tyrosine-based inhibitory motif (ITIM)
indicating that these proteins act as in-
hibitory receptors on hematopoietic cells.
Associated with the ITIM is a tyrosine
residue that becomes phosphorylated in
response to activation of activating recep-
tors. The function of the ITIM is to recruit
phosphatases to activated receptor com-
plexes, thereby deactivating the activating
receptors by phosphate removal. Siglec-
3 has been shown to interact with two
inhibitory tyrosine phosphatases, SHP-1
and SHP-2, and this interaction requires
the presence of phosphotyrosine and the
ITIM. The presence of phosphotyrosine
in the cytoplasmic tail of siglec-3 also en-
hances the subsequent interaction with
sialylated ligands suggesting that tyrosine
phosphorylation plays a regulatory role in
ligand binding to siglec-3.

6.1.4 Pentraxins
The pentraxin family of lectins is defined
by having primary sequence similarities
to major acute-phase reactants, C-reactive
protein (CRP) and serum amyloid P com-
ponent (SAP). The pentraxins assume a
characteristic multi-subunit complex con-
sisting of 5 to 10 identical subunits that
form a pentameric ring structure with a
central open core, hence the term pen-
traxin. The original identity applied to
CRP stems from the observation that
it was an antibody-like molecule associ-
ated with the C polysaccharide component
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of the pneumococcal bacterium. CRP was
originally shown to be a complement-
activating precipitin with a high affinity for
phosphocholine. Although originally not
identified as a carbohydrate-binding pro-
tein, CRP was found to exhibit affinity for
galactans (galactose-containing oligosac-
charides) and phosphogalactose using a
binding site distinct from that involved
in its precipitin activity. Similarly, SAP
not only has carbohydrate-binding speci-
ficity it also has an affinity for phospho-
ethanolamine. In general, the pentraxins
represent a class of molecules that exhibit
calcium-dependent binding to a number
of substances bearing phosphate esters
and carbohydrates. Classes of pentraxins
have been divided into those with bind-
ing similarities to CRP (i.e. preference for
phosphocholines) or SAP (i.e. preference
for phosphoethanolamines).

Another defining feature associated with
pentraxins is the observation that their
expression is markedly increased as a con-
sequence of the activities of immunomod-
ulatory molecules such as IL-1 and TNF-α
as well as in response to tissue injury and
necrosis. Both IL-1 and IL-6 can dramat-
ically induce the acute-phase response of
the liver leading to increased CRP synthe-
sis and secretion. That these factors are
important in the induction of CRP synthe-
sis is demonstrated by the fact that IL-1 re-
ceptor antagonists or anti-IL-6 antibodies
can both block CRP synthesis in cultured
hepatic cells. Reciprocally, addition of CRP
to human alveolar macrophages in culture
induces the synthesis of IL-1 and TNF-α
suggesting a feedback amplification of the
response to proinflammatory cytokines.

A role for the pentraxins in innate
immunity functions is suggested by their
reactivities with the complement system
as well as with phagocytic leukocytes. CRP
is consistently shown to activate the classic

complement pathway and binds to the
site of complement-induced cell injury. In
this system, it has been shown that CRP
interacts with complement protein C1q
and SAP with C4-binding protein, C4bp.

6.2
Lectin Activities of the Cytokines

Cytokines are a family of soluble proteins
that function in both immune- and non-
immune systems to mediate cell–cell com-
munication. The classic model of cytokine
action is that these proteins bind to cell
surface receptors leading to the activation
of intracellular signaling cascades. Recent
evidence indicates that inhibitors of glyco-
sylation in turn inhibit cytokine-receptor
interactions and subsequent signal trans-
duction. Many cytokines have been shown
to have specific lectin activity including
IL-1, IL-2, IL-3, IL-4, IL-5, IL-6, IL-7, IL-8,
and IL-12 as well as TNF-α. As these cy-
tokines do not, as yet, belong to one of
the well-defined lectin families, they have
been identified as orphan lectins.

Discussion of the lectin-like activities
of IL-1, IL-2, and IL-6 serve as interest-
ing examples that includes carbohydrate
recognition, receptor activation, and reg-
ulation of immune system function. IL-1
constitutes a family of proinflammatory
proteins consisting of IL-1α, IL-1β, and
IL-1 receptor antagonist, IL-1RA. The car-
bohydrate structures recognized by IL-1α

and IL-1β are quite distinct. IL-1α recog-
nizes a very rare disialylated di-antennary
N-glycan whereas, IL-1β interacts with the
carbohydrate structures found on neural
cell glycolipids of the GM4 type. IL-2 is
produced by activated T cells and exhibits
biological activities that include additional
stimulation of T cells, activation of B cells,
and activation of other leukocytes that har-
bor IL-2 receptors on their surfaces. The
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mechanism of IL-2-mediated activation of
signal transduction events involves two
distinct interactions. One interaction in-
volves binding to the IL-2 receptor itself.
The other interaction has been shown to
require the presence of N-glycans contain-
ing five or six mannose residues with
a structure Man5–6GlcNAc2 on the CD3
molecule associated with the T-cell recep-
tor. Interaction of IL-2 with the glycan
moiety of CD3 does not require cal-
cium, thus, IL-2 is not a member of the
C-type lectin family. IL-6, which func-
tions in hematopoiesis, immunity, and
inflammation, exhibits bifunctional bind-
ing characteristics like that of IL-2. IL-6
binds to its receptor, which in turn leads
to association with an additional protein
identified as gp130 as it is a glycopro-
tein of 130 kDa. As a lectin, IL-6 binds to
both O- and N-glycans that are sulfated.
Highest affinity is to the HNK-1 epitope
(sulfo-GlcNAcGal), which is the terminal
glycosylation of a glycoprotein, first identi-
fied on the surface of eggs of the frog Rana
temporaria. Recently, it was demonstrated
that the carbohydrate structure on gp130,
to which IL-6 binds, is an HNK-1 epitope.

6.3
Sugar Alterations that Affect Immunity

Well over 200 proteins that are expressed
on the surfaces of leukocytes are known
to be glycosylated. In addition, many pro-
teins involved in the processes of signal
transduction that are responsible for the
activation and differentiation of B and T
cells are O- and N-glycosylated. Adding
to the complexity of all these glycosylated
proteins is the fact that many individual
leukocyte proteins are additionally linked
to glycosaminoglycan carbohydrate struc-
tures. Because the carbohydrate structures
present on leukocyte membrane proteins

are nearly equivalent in size to the typical
immunoglobulin domain, these structures
themselves have the capability to regulate
the properties of the cell surface proteins.

As discussed above, animal lectins play
critical roles in immunity and disease. The
effects of some lectins are inhibitory to
cell growth, while other effects promote
growth and indeed can even promote tu-
morigenesis. It would, therefore, seem
appropriate for cells to devise mechanisms
to regulate the activities of lectins. Many
cells activate the expression of lectins in
response to a variety of stimuli. However,
cellular responses to lectins can also be
effected by regulating the events of cell
surface presentation of the glycan ligands
recognized by the lectins. This latter phe-
nomenon has been best characterized in
the cell of the immune system. One of
the most important carbohydrate modifi-
cations, with respect to leukocyte function,
is sialylation. Many of the ligand-receptor
interactions discussed above are regulated
by the presence or absence of sialic acid
residues. The siglecs and selectins require
sialylation of their respective ligands in
order to bind. In contrast, the binding of
many galectins is inhibited by the presence
of sialic acid.

Many changes in glycosylation occur
during the course of T-cell differentiation
as a consequence of changes in the ex-
pression of numerous glycosyltransferases
and glycosidases. One important glyco-
sylation related to T-cells differentiation
is an increase in the level of sialylation.
Differences in sialylated structures also
distinguish different subsets of T cells
from one another. When activated T cells
convert to memory T cells, the level of sia-
lylation decreases. Similarly, CD8+ T cells
have much less sialic acid on their sur-
faces than do CD4+ cells. As expected from
these observations, the differentiation of T
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cells leads to changes in the expression of
glycosyltransferases and glycosidases. The
glycosidase, sialidase (Neu-1) is induced
following stimulation of T cells, whereas,
the O-glycan sialyltransferase, ST3Gal-I is
induced as T cells mature.

A clear demonstration of the necessity
for specific types of glycosylation in the
control of immune responses stems from
studies with transgenic ‘‘knockout’’ mice.
Murine N-acetylglucosaminyltransferase
V (MGAT5) catalyzes the addition of
N-acetylglucosamine to α6-linked man-
nose residues of tri- and tetraantennary
branched N-glycans. Mice lacking Mgat5
exhibit an exaggerated cellular-immune
response to antigen presentation and de-
velop glomerulonephritis, which is charac-
teristic of autoimmune syndromes. These
effects are the result of an increase in T-
cell receptor (TCR) clustering on the cell
surface. The increased clustering leads to a
reduced requirement for ligand interaction
as evidenced in vitro by enhanced TCR sig-
naling with reduced amounts of anti-CD3
antibodies, relative to control cells. It is
likely that the in vivo response is due to en-
hanced recruitment of the TCR to antigen-
MHC complexes. An additional experi-
ment is aimed at discerning the function
of a specific glycosidase, α-mannosidase
II (MII) in immune responses. MII is
required to remove terminal mannose
residues during the conversion of high-
mannose type glycans to the complex type.
Mice deficient in this enzyme were shown
to develop dyserythropoietic anemia (a de-
ficiency in cells of the erythroid lineage
of hematopoietic cells), an autoimmune
disorder characteristic of immune com-
plex glomerulonephritis (similar to that
observed in MGAT5−/− mice) and have
antinuclear antibodies similar to those ob-
served in persons with systemic lupus
erythematosus.

7
Clinical Significances of Glycoproteins

7.1
Degradation Defects of GlcNAc-Asn
Glycoproteins

The proper degradation of glycoproteins
has important medical relevance. Degra-
dation of glycoproteins occurs within the
lysosomes and requires specific lysosomal
hydrolases of the glycosidase family. Ex-
oglycosidases remove sugars sequentially
from the nonreducing end and exhibit re-
stricted substrate specificities. In contrast,
endoglycosidases cleave carbohydrate link-
ages from within and exhibit broader
substrate specificities.

Several inherited disorders involving the
abnormal storage of glycoprotein degra-
dation products have been identified in
humans (Table 4). These disorders result
from defects in the genes encoding specific
glycosidases, leading to incomplete degra-
dation and subsequent overaccumulation
of partially degraded glycoproteins. As a
general class, such disorders are known
as lysosomal storage diseases and include
the diseases known as mucolipidoses that
result from incomplete degradation of the
carbohydrate portions of glycolipids whose
structures are the same as those found on
glycoproteins.

Aspartylglucosaminuria (AGU) results
from a deficiency in the lysosomal glycosi-
dase, N-aspartyl-β-glycosaminidase (AGA)
that is responsible for hydrolyzing the
GlcNAc-β-Asn bond of glycoproteins. Gly-
coproteins are completely degraded within
the lysosome prior to GlcNAC-β-Asn at-
tack by AGA. The enzyme catalyzes bond
hydrolysis independent of the complexity
of the associated carbohydrate structure.
Owing to the defect, glycoasparagines, pri-
marily N-acetylglucosaminyl-asparagine,
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Tab. 4 Disorders of glycoprotein degradation.

Disease Enzyme defect Gene name Location

Aspartylglycosaminuria N-aspartyl-β-glycosaminidase AGA 4q32-q33
α-Mannosidosis α-mannosidase MANB 19p13.3-q12
β-Mannosidosis β-mannosidase MANBA 4q22-q25
α-Fucosidosis α-fucosidase FUCA 1p34
Galacotosialidosis Neuraminidase and

β-galactosidase-2 deficiency
secondary to protective
protein/cathepsin A (PPCA)
defects

PPCA (PPGB) 20q13.1

Sialidosis (Mucolipidosis I) Neuraminidase (sialidase) NEU1 6p21.3
Schindler disease α-N-acetylgalactosaminidase NAGA 22q11
GM1 Gangliosidosis β-galactosidase-1 GLB1 3p21.33
GM2 Gangliosidosis (Sandhoff

disease)
hexosaminidase B HEXB 5q13

Mucolipidosis II: I-cell disease
and Mucolipidosis III
Pseudo-Hurler

N-acetylglucosamine-1-
phosphotransferase

GNPTA 4q21-q23

accumulate in lysosomes leading to cell
death. The defect results in a slow pro-
gressive global delay in psychomotor de-
velopment in AGU patients. A delay in
speech, accompanied with clumsiness, is
often preceded by recurrent upper respira-
tory infections. Patients will only attain the
developmental capacity of a 5 to 6-year-old
with a progression to severe mental re-
tardation in adulthood. Several mutations
in the AGA gene have been identified in
AGU patients, spanning insertions, dele-
tions, and point mutations.

Human α-mannosidosis comprises dis-
orders that are associated with abnor-
mal levels and excretion of mannose-
rich oligosaccharides. The infantile form
(type I), with onset occurring in the first
12 months after birth, causes rapid pro-
gressive mental retardation, hepatospleno-
megaly, and severe skeletal abnormalities.
Afflicted individuals usually die between
3 and 12 years of age. The juvenile-adult
form (type II), with onset between 1 and
4 years of age, is less severe with milder

symptoms and slower progression. Pa-
tients also suffer recurrent infections that
may be related to resultant defects in leuko-
cyte chemotaxis. These disorders result
from deficiencies in the lysosomal form of
the enzyme, α-mannosidase. This enzyme
hydrolyses Man-α1,3-Man and Man-α1,6-
Man linkages.

Human β-mannosidosis is associated
with increased storage and excretion of
Man-β1,4-GlcNAc caused by a deficiency
in β-mannosidase activity. The enzyme
catalyzes the hydrolysis of Man-β1,4-
GlcNAc linkages, hence the accumulation
of these structures in its absence. Like
α-mannosidosis patients, patients lacking
β-mannosidase exhibit symptoms with a
range of severities. The most frequent
symptoms are respiratory infections, hear-
ing loss with associated speech impair-
ment, and mental retardation.

Fucosidosis is caused by a deficiency
in the lysosomal hydrolase α-fucosidase.
Originally, two classifications of fucosido-
sis were defined. Type I was the more
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severe with infantile onset and type II
was the milder form. However, it has be-
come apparent that individuals suffering
from fucosidosis exhibit a continuum of
symptoms with a wide spectrum of sever-
ity. The most severely afflicted individuals
have psychomotor retardation, skeletal ab-
normalities, coarse facial features, and
growth retardation. The enzyme defect re-
sults in the increased accumulation and
excretion of a wide variety of fucose-
containing glycoproteins, glycolipids, and
oligosaccharides. There are multiple forms
of α-fucosidase, all of which have a com-
mon subunit encoded by the FUCA1 gene.
At least 23 different mutations in the
FUCA1 gene have been identified in fu-
cosidosis patients.

Sialidosis is a disorder that results from a
deficiency in the neuraminidase (sialidase)
responsible for cleaving terminal α2,3- and
α2,6-sialyl linkages present in oligosacc-
harides and glycoproteins. Type I sialidosis
is the milder of the two forms of the dis-
ease. Symptoms are generally benign in
type I patients with the most notable sign
being the presence of a ‘‘cherry-red spot’’
in the fundus of the eyes. Indeed, type
I sialidosis is commonly referred to as
‘‘cherry-red spot-myoclonus’’ syndrome.
Type II sialidosis can be divided into infan-
tile and juvenile forms. Type II individuals
suffer from heptosplenomegaly, protein-
uria, hydrops, skeletal abnormalities, and
coarse facial features. The primary accu-
mulating structures in type I sialidosis
are sialylated mono-, di-, and triantennary
N-glycosidic N-acetyllactosamine oligosac-
charides harboring Man-β1,4-GlcNAc at
the reducing end.

Neuraminidase (the enzyme deficient
in sialidosis) is just one enzyme of
a multienzyme complex that includes
neuraminidase, β-galactosidase-2, and a
protective protein/cathepsin A (PPCA).

PPCA has some sequence similarities
to carboxypeptidase and deamidase. A
disorder that is related to sialidosis, iden-
tified as galactosialidosis, is caused by
deficiencies in both neuraminidase and
β-galactosidase-2 that are secondary to
defects in PPCA. Patients afflicted with
galactosialidosis have coarse facial fea-
tures, cherry-red spots, foam cells in
the marrow, vacuolated lymphocytes, and
vertebral defects. There are three phe-
notypic variants of galactosialidosis. The
early infantile form is associated with
hydrops, visceromegaly, edema, skeletal
dysplasia, and early death. The late in-
fantile form results in growth retardation,
hepatosplenomegaly, and heart abnormal-
ities. The juvenile/adult form causes an-
giokeratoma, mental retardation, ataxia,
and neurologic deterioration. Numerous
different sialylated mono-, di-, tri-, and
tetraantennary oligosaccharides accumu-
late in the lysosomes and are excreted into
the body fluids. When the PPCA gene
was knocked out in transgenic mice, the
animals developed a disorder with strik-
ing similarities to the severe-form human
galactosialidosis strongly implicating that
defects in this gene are the cause of galac-
tosialidosis.

Indicative of the overlap in diseases
associated with defects in the lysosomal
degradation of both lipid and protein
structures harboring similar oligosaccha-
ride moieties are GM1 gangliosidosis, GM2
gangliosidosis, Schindler disease, and mu-
colipidosis II and III. These diseases
are considered within the context of the
family of disorders referred to as lysoso-
mal storage or glycosphingolipid storage
diseases. Because the enzymes whose
deficiencies lead to these diseases are re-
sponsible for the degradation of similar
carbohydrate structures on glycolipids and
glycoproteins, they can be considered in
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a discussion of either topic. Because the
two gangliosidotic diseases are more ap-
propriately discussed in the context of
glycolipid degradation defects, they will
not be discussed here. A brief account of
mucolipidosis II (I-cell disease) and mucol-
ipidosis III (pseudo-Hurler polydystrophy)
was given earlier.

Schindler disease (often classified as
a glycosphingolipid storage disease) is
caused by a deficiency in the lysosomal hy-
drolase α-N-acetylgalactosaminidase. This
enzyme was formerly called α-galacto-
sidase B. Owing to the enzyme defect
sialylated and asialoglycopeptides with ter-
minal α-N-acetylgalactosaminyl residues
accumulate in the lysosomes. In addi-
tion, glycolipids and oligosaccharides har-
boring terminal α-N-acetylgalactosaminyl
residues also accumulate. There are three
forms of Schindler disease. Type I indi-
viduals appear normal for their first 9
to 12 months then a developmental delay
sets in followed by increasing neurologic
impairment and profound psychomotor
retardation. The type II disease is an adult
onset disorder characterized by mild in-
tellectual impairment and angiokeratoma.
Type III Schindler comprises an interme-
diate and a variable form whose symptoms
range from speech and language delay with

autistic presentation to seizures and mod-
erate psychomotor retardation.

7.2
Congenital Disorders of Glycosylation, CDG

Congenital disorders of glycosylation
(CDGs) represent a constellation of dis-
eases that result from defects in the
N-linked glycosylation pathway. To date,
there are 10 CDGs that have been clas-
sified (Table 5) and in 9 of these the
enzyme defect(s) has been identified and
characterized. These diseases are clus-
tered into two broad categories. Group
I CDG diseases are defined by alter-
ations/deficiencies in the synthesis and/or
transfer of the Dol-PP-oligosaccharide pre-
cursor to asparagine residues in substrate
proteins. Group II CDG diseases are de-
fined as those that result from defects
in subsequent N-linked glycan process-
ing. Each of the 10 CDGs present in
the clinic with a similar constellation
of symptoms including hypotonia and
hepatomegaly. All but CDG-Ib result in
psychomotor retardation of varying de-
grees. Because these disorders all result
from defective N-glycosylation, individu-
als who present with several of the typical
clinical symptoms can be tested for protein

Tab. 5 Congenital disorders in glycosylation.

CDG type Defect Gene name Location

Ia Phosphomannomutase 2 PMM2 16p13.3-p13.2
Ib Phosphomannose isomerase PMI 15q22-qter
Ic Man9GlcNAc2-PP-Dol glucosyltransferase ALG6 1p22.3
Id Man5GlcNAc2-PP-Dol mannosyltransferase ALG3 3
Ie Dol-P-Man synthase 1 DPM1 20q13
If Dol-P-Man utilization defect 1 MPDU1 17p12-13
Ix Like Ia but normal PMM2 and PMI
IIa N-acetylglucosaminyltransferase II MGAT2 14q21
IIb Glucosidase I GSC1 2p12-13
IIc (LAD II) GDP-fucose transporter FUCT1 11
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misglycosylation by gel electrophoresis.
Commonly, serum transferring is the
protein of choice for this analysis. It is im-
portant to note that these disorders are only
reflective of deficiencies of N-glycosylation
and that diseases/disorders are known to
result from deficiencies in O-glycosylation,
GPI linkage and the biosynthesis of proteo-
glycans, all of which involve carbohydrate
addition and remodeling in the context of
a protein backbone.

CDG-Ia is the most commonly occur-
ring CDG, with appearance in individuals
of European ancestry being highest. Al-
though there is considerable variability in
the clinical phenotypes observed in CDG-
Ia patients, there is always some level
of psychomotor retardation. In addition,
children are ataxic and have skeletal ab-
normalities consisting of long limbs and
short torsos. Owing to defective synthesis
of coagulation factors by the liver (primar-
ily factor XI, antithrombin III, protein C
and protein S), patients have severe coag-
ulation defects. Adding to the situation is
hepatomegaly with consequent liver dys-
function. CDG-Ia results from mutations
in phosphomannomutase 2 (PMM2), the
enzyme that is required to convert Man-
6-P to Man-1-P used in the generation of
GDP-Man. Over 60 mutations in PMM2
have been identified that either decrease
enzyme activity or stability.

CDG-Ib results from defects in the
isomerase (phosphomannose isomerase,
PMI) necessary to convert fructose-6-P
to Man-6-P. Deficiencies in this enzyme
cause loss of plasma proteins via the in-
testines (protein losing enteropathy, PLE),
diarrhea, and cyclical vomiting. Liver dys-
function is caused by hepatomegaly and
results in coagulation defects and hypo-
glycemia. Thankfully, CDG-Ib patients are
spared from mental defects. Because free
mannose is not found at any appreciable

level in foods, dietary supplementation
with mannose can ameliorate some of the
symptoms of CDG-Ib.

CDG-Ic results from defects in α1,3
glucosyltransferase (ALG6) and eight mu-
tations have been identified in the gene in
patients with this disorder. ALG6 catalyzes
the addition of the first glucose residue
to the en bloc oligosaccharide that is sub-
sequently N-linked to proteins. As a con-
sequence of the defective ALG6 enzyme,
the oligosaccharide unit is not transferred
from dolichol to proteins. Symptoms of
CDG-Ic are similar to those of CDG-
Ia but much less severe. Patients have
frequent seizures and mild psychomotor
retardation. Intestinal symptoms of CDG-
Ic are markedly exacerbated by intestinal
viral infections due to a decline of gly-
cosylated structures (both proteins and
proteoglycans) on the basolateral surfaces
of intestinal enterocytes.

Few cases of CDG-Id, CDG-Ie, and CDG-
If have been reported in the literature.
Each of these three disorders are related
via enzymes that synthesize or utilize
Dol-P-mannose structures. CDG-Id results
from deficiencies in Dol-P-Man:Dol-PP-
Man6GlcNAc2 α1,3-mannosyltransferase
(α-1,2-Man-T). This enzyme transfers Man
from Dol-P-Man to Dol-PP-Man5GlcNAc2

of the growing en bloc oligosaccharide.
CDG-Ie results from defects in the catalytic
subunit of Dol-P-Man synthase (GDP-
Man:Dol-P mannosyltransferase, DPM1).
Dol-P-Man is required for mannose elon-
gation reactions necessary to produce
the en bloc oligosaccharide of N-glycans,
GPI-anchored proteins, and many other
Man-containing glycoconjugates. Patients
with CDG-If have defects in an en-
zyme, MPUD1, required for the utiliza-
tion of Man-P-Dol and Glc-P-Dol. CDG-
Id and CDG-Ie individuals suffer se-
vere neurological impairment including
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psychomotor retardation and intractable
seizures. Both disorders result in eye ab-
normalities, optic atrophy in CDG-Id, and
cortical blindness in CDG-Ie. Persons with
CDG-If have clinical symptoms includ-
ing hypotonia, frequent seizures, severe
psychomotor retardation, and cerebral at-
rophy. Additionally, these individuals fail
to thrive after birth.

CDG-IIa results from loss of the enzyme
UDP-GlcNAc:α-6-D-mannosidase β1,2-N-
acetylglucosaminyltransferase II (GlcNAc-
TII), which is encoded by the MGAT2
gene. The results of this defect are sig-
nificant loss of complex sialylated struc-
tures. Following transfer of the en bloc
oligosaccharide to asparagine residues,
only monosialylated structures are made.
Symptoms of CDG-IIa include severe psy-
chomotor retardation, hypotonia, coarse
facies, and frequent infections. In exper-
iments in mice, it was found that Mgat2
null animals all died within four weeks
after birth and a significant number die in
utero from gastrointestinal blockage. From
these results, it is speculated that the true
incidence of human Mgat2 defects may go
undetected because of spontaneous fetal
abortion or death shortly after birth.

7.2.1 Leukocyte Adhesion Deficiency
Syndrome II, LAD II
CDG-IIb is more commonly referred to as
leukocyte adhesion deficiency syndrome II
(LAD II). LAD II belongs to the class of
disorders referred to as primary immun-
odeficiency syndromes as the symptoms of
the disease manifest because of defects in
leukocyte function. Symptoms of LAD II
are characterized by unique facial features,
recurrent infections, persistent leukocyto-
sis, defective neutrophil chemotaxis, and
severe growth and mental retardation. The
genetic defect resulting in LAD II is in
the pathway of fucose utilization leading

to loss of fucosylated glycans on the cell
surface. An additional feature of LAD II
is that individuals harbor the rare Bom-
bay (hh) blood type at the ABO locus as
well as lack the Lewis blood group anti-
gens (see Fig. 2). The Bombay blood type
is characterized by a deficiency in the H
(referred to as the O-type), A and B anti-
gens due to loss of the fucose residue. Each
of these blood group antigens contains a
Fuc-α1,2-Gal modification that is the final
carbohydrate addition to these antigens.
These fucosylation reactions are catalyzed
by α1,2-fucosyltransferase, which is en-
coded by the H and Se loci. The defective
neutrophil chemotaxis is due to the loss of
a selectin ligand on these cells. This ligand
is the sialylated Lewisx antigen, another
blood group antigen.

The recurrent infections seen in LAD
II patients are the result of the defec-
tive neutrophil function. Neutrophils are
involved in innate immunity responses
to bacterial infection. To carry out their
role in host-defense mechanisms, neu-
trophils must adhere to the surface of
the endothelium at the site of inflam-
mation, which is an event mediated by
cell surface–adhesion molecules. The se-
lectin family (E-, L-, and P-selectins) of
animal lectins are necessary to mediate
the initial process of neutrophil adherence
to the endothelium. The selectins recog-
nize sialylated fucosylated lactosamines
typified by the Lewisx antigen (see Fig. 2).
Once neutrophils adhere and roll along
the surface of the endothelium (due to
vascular flow), the integrin family of
adhesion molecules allow for firm ad-
herence followed by tissue penetration.
A related disorder, termed LAD I, is
caused by the absence of CD18, which
is the β2 subunit of the leukocyte integrin
found on the surface of neutrophils and
monocytes.
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Because there is widespread loss of
fucosylated antigens in LAD II patients,
each of which can be formed through
the actions of several fucosyltransferases,
the role of these enzymes in the disease
could be ruled out. In addition, normal
levels of the α1,2-, α1,3- and α1,4-
fucosyltransferases were observed in the
serum of LAD II individuals. These
observations indicated that the pathways
to GDP-fucose synthesis or utilization
by the fucosyltransferases in the Golgi
must be deficient in LAD II. Fucose can
be converted to GDP-fucose by salvage
of free fucose (exogenous or derived
through glycoconjugate degradation) or
by epimerization of GDP-mannose. In
order for GDP-fucose to be utilized by
Golgi fucosyltransferases it must first be
transported into the Golgi from the cytosol

where it is synthesized. Examinations of
the enzymes involved in the synthesis
and transport of GDP-fucose have been
undertaken. While the activity of one of the
enzymes of GDP-mannose epimerization
(GDP-D-mannose 4,6-dehydratase, GMD)
has been shown to be reduced in LAD
II patients, it has been determined that
the major defect causing LAD II is an
impairment in the transport of GDP-
fucose into the Golgi.

7.3
Exploitation of Host Glycosylation

Many viruses, bacteria, and parasites ex-
ploit the presence of cell surface carbo-
hydrates, principally associated with pro-
tein, using interaction with them as the
means of entry into the cell (Table 6).

Tab. 6 Cell surface glycoproteins that function as receptors or coreceptors for pathogen entry.

Cell surface protein Pathogen

ICAM-1 Rhinoviruses
ICAM-1 Coxsackieviruses
N-CAM Rabies virus
Dystroglycan Lymphocytic choriomeningitis virus
Dystroglycan Lassa fever virus
Dystroglycan Oliveros and Mobala viruses
Dystroglycan Mycobacterium leprae
Chemokine receptors: CCR1, CCR5, and CXCR4 Poxviruses
CD4 Human immunodeficiency virus
CD46 Human herpes virus 6
CD46 Measles virus
CD55 Coxsackieviruses
CD55 Echoviruses
Pvr Poliovirus
HveB and C Herpes simplex viruses 1 and 2
Integrin αvβ3 Foot-and-mouth disease virus
Integrin αvβ5 Cocksackieviruses
Integrin αvβ3 and αvβ5 Adenovirus
VLA-2 Echoviruses
Erythrocyte IL-8 receptor (Duffy blood group antigen) Plasmodium vivax
Glycophorin Plasmodium falciparum
Glycophorin Influenza virus
Lewisb antigen Helicobacter pylori
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Additionally, the surface glycoproteins of
many pathogens are necessary for interac-
tion with host cell surface antigens. Several
clinically important examples will be pre-
sented here.

Human immunodeficiency virus (HIV),
the causative agent of acquired immun-
odeficiency syndrome (AIDS), is a retro-
virus that is a member of the fam-
ily of lentiviruses that cause degener-
ative diseases. All lentiviruses establish
a persistent infection of cells of the
macrophage/monocyte lineage. Infective
HIV contains a coat surface glycoprotein
that is designated gp120. It is interaction
of HIV gp120 with the T-cell surface glyco-
protein, CD4, that is the major interaction
required to initiate the infection process.
CD4 is a ligand for major histocompati-
bility complex (MHC) class II molecules
and is a member of the Ig superfamily of
proteins. Macrophages and dendritic cells
express barely detectable levels of CD4,
thus, HIV infection is thought to occur
through interactions with other glycopro-
teins or lectins on the surfaces of these cell
types. Indeed, a protein on dendritic cells
identified as DC-SIGN, has been demon-
strated to have high affinity for gp120.
Additionally, it is known that the host pro-
teins are incorporated into HIV virions
and consequently aid in HIV attachment
to cells. Examples include ICAM-1, which
when present in the virion surface allow
HIV to attach to cells expressing the ICAM-
1 ligand LFA-1 (GPI-anchored protein).

Although CD4 has been clearly demon-
strated to be the major receptor for HIV
infection, evidence has shown that CD4
alone is insufficient for fusion of virions
with cells to which they are attached. Virus
entry requires interaction with additional
cell surface glycoproteins. These proteins
have been termed HIV coreceptors. The
strongest coreceptors for HIV infection

are proteins that belong to a class of cel-
lular receptors known as the chemokine
receptors. Chemokines are chemoattrac-
tant proteins having roles in inflammation
and immune responses as well as roles
in early development. The most potent
chemokine receptors involved in HIV en-
try into cells are CXCR4 and CCR5.

Human herpesvirus 6 (HHV-6) infec-
tion occurs in virtually all persons within
the first two years of life and persists the
entire lifetime. In immunocompromised
patients, HHV-6 causes opportunistic in-
fections and is the causative agent of exan-
thema subitum. HHV-6 has been linked to
multiple sclerosis and to the progression of
AIDS. The cellular receptor for HHV-6 is
the cell surface type I glycoprotein, CD46.

Dystroglycan (DG) is a component of the
dystrophin–glycoprotein complex. It is a
laminin receptor encoded by a single gene
and cleaved by postranslational processing
into two proteins, peripheral membrane
α-DG, and transmembrane β-DG. Alpha-
DG interacts with laminin-2 in the basal
lamina and β-DG binds to dystrophin-
containing cytoskeletal proteins in muscle
and peripheral nerves. DG is involved in
agrin- and laminin-induced acetylcholine
receptor clustering at neuromuscular junc-
tions, morphogenesis, early development,
and the pathogenesis of muscular dys-
trophies. Evidence has demonstrated that
α-DG present on Schwann cell mem-
branes is the receptor for Mycobacterium
leprae and also serves as the receptor
for the arenavirus class of pathogens.
Arenaviruses cause hemorrhagic fever in
humans. Lymphocytic choriomeningitis
virus (LCMV), Lassa fever virus (LFV),
Oliveros and Mobala (all members of the
arenavirus family) all bind to α-DG. The
specificity of this interaction was demon-
strated by the resistance to LCMV infection
of cells harboring a null mutation in DG.
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The MN blood group system is a
well-characterized set of erythrocyte sur-
face antigens that represent the variable
carbohydrate modifications of the trans-
membrane glycoprotein, glycophorin. Gly-
cophorin is the cellular receptor for in-
fluenza virus as well as the receptor for ery-
throcyte invasion by the malarial parasite
P. falciparum. The related malarial para-
site, P. vivax, interacts with the erythrocyte
chemokine receptor for the cytokine IL-8
(which is in fact a chemokine). This ery-
throcyte surface glycoprotein is also known
as the Duffy blood group antigen.

H. pyloriis a gram-negative bacterium
that is found in the stomachs of over 50%
of the human population. However, even
with this wide distribution, significant
pathological consequences to infection are
only seen in a subpopulation. In this sub-
population, the bacterium is responsible
for chronic active gastritis and gastric and
duodenal ulcers and has also been shown
to be the causative agent for one of the
most common forms of cancer in humans,
gastric adenocarcinoma. Indeed, in 1994,
H. pylori was designated as a human car-
cinogen. H. pylori resides mainly in the
mucous layer of colonized individuals. The
bacterium can, however, directly interact
with gastric epithelial cells expressing the
Lewisb (Leb) blood group antigen on their
surfaces. The Lewisb antigen is very sim-
ilar to the B antigen (see Fig. 2) except
that the terminal residue in the Lewisb

carbohydrate structure is Fuc, whereas on
the B antigen it is Gal. Although bind-
ing to the Lewisb antigen allows H. pylori
to directly interact with the gastric ep-
ithelium, it is not this interaction that is
important in the clinical course of colo-
nization. Progression in the development
of gastric cancer involves loss of stomach
parietal and pepsinogen-producing epithe-
lial cells. The loss of these cells types is

associated with an increase in the exposure
of progenitor cells and in the synthesis
of sialylated glycans. H. pylori also binds
to sialic acid containing glycans with the
terminal structure, Sia-α2,3-Gal-β. This is
the same structure present in the sialylated
Lewisx antigen (see Fig. 2). Persistent colo-
nization of H. pylori at sites with increased
progenitor cell proliferation is conducive to
the further transformation of these cells.

8
Medical Applications of Carbohydrates and
Glycoproteins

Given that several biotechnology and
pharmaceutical companies are testing
the utility of certain carbohydrate-related
compounds in the treatment of disease
(Table 7 here), it is clear that oral delivery
of sugars has benefits far beyond simply
serving as sweeteners. In addition to
using sugars as therapeutics, the use of
inhibitors of carbohydrate recognition and
glycosylation inhibitory compounds has
clinical significance for treatments ranging
from cancer to diabetes.

The congenital disorder in glycosyla-
tion type Ib (CDG-Ib) is caused by a
deficiency in the ability of cells to con-
vert fructose to mannose (see Sect. 7.2).
As indicated earlier, the administration
of mannose to afflicted individuals has
shown striking promise in the amelio-
ration of the severe intestinal symptoms
of this disease. Leukocyte adhesion defi-
ciency II (LAD II) results from a defect in
the intracellular transport of GDP-fucose
into the Golgi (see Sect. 7.2.1). Oral sup-
plementation of fucose has been shown
to induce the expression of fucosylated
selectin ligands on neutrophils and core
fucosylation of serum glycoproteins. The
result of these supplementations showed
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Tab. 7 Carbohydrate compounds or inhibitors in the clinic.

Company Carbohydrate/inhibitor Clinical indication

Austin Research Inst. Mannan/mucin formulation Breast cancer
Biomira Sialyl Tn antigen conjugate Metastatic cancer
GLYCODesign Swainsonine analog Renal cell carcinoma
Oxford glycosciences Imino sugar analog Gaucher’s disease
Progen Industries Sulfated oligosaccharide Cancer
Progenics GM2/GD2/KLH conjugate Cancer
Progenics GD2/KLH conjugate Melanoma
SafeScience Pectin-based oligosaccharide Cancer
Synsorb Biotech Oligosaccharide conjugate Clostridium difficile infection
Synsorb Biotech Oligosaccharide conjugate Escherichia coli O157:H7 infection

that neutrophil counts returned to normal
reducing infection in rats and fever as
well as an improvement in psychomotor
capabilities.

The selectin class of lectins is critically
important in the normal function of
leukocytes in processes of inflammation.
Studies in mice showed that blocking
the targets of the selectins can reduce
inflammatory responses to blood vessel
damage. Blocking L-selectin recognition
of the Lewisx antigen showed particular
promise. However, human clinical trials
have been disappointing. Currently, the
drug company, Wyeth, is testing a P-
selectin inhibitor in the treatment of
ischemic reperfusion injury with initial
success. Inhibition of P-selectin binding
to its ligand may also hold promise as an
anticancer regimen. Metastatic cancer cells
adhere to P-selectin on platelets, which in
turn protect them from being recognized
by the immune system.

Golgi α-mannosidase II is a key en-
zyme in the processing of N-linked gly-
coproteins and has been shown to be a
potential target for the development of
antiviral and anticancer therapies. The
glycosylation inhibitors swainsonine and
deoxymannojirimycin block the action of
α-mannosidase II. A deoxymannojirimicin

analog, N-nonyldeoxynojirimicin (NN-
DNJ) has been shown to block the infec-
tivity of human hepatitis B and C viruses.
The ER located α-mannosidase I is respon-
sible for trimming of a single mannose
residue and as a consequence acts as a sig-
nal to target misfolded glycoproteins for
degradation by the proteasome. The potent
α-mannosidase I inhibitors, kifunensine
and 1-deoxymannojirimycin, may prove
useful in the design of novel inhibitors that
prevent degradation of misfolded proteins
in genetic diseases.

The action of the intestinal enzyme,
α-glucosidase, is to aid in the digestion
and subsequent absorption of dietary sac-
charides. Two sugar-related α-glucosidase
inhibitors, BAY m-1099 (Miglitol) and BAY
g-5421 (Acarbose), have been targeted in
the clinic as antidiabetic drugs. The ac-
tion of these inhibitors prevents complete
digestion of dietary carbohydrate, thus re-
ducing glucose uptake. Although targeted
for the same condition, the effects of these
inhibitors are somewhat different owing
to the fact that only Miglitol shows appre-
ciable absorption into the blood stream.
A secondary benefit to the uptake of
Miglitol is that studies have shown that
not only does the drug impair glucose
absorption but it also enhances insulin
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responsiveness and decreases glucagon-
induced glycogen breakdown.

See also Bioorganic Chemistry.
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Keywords

Sex Determination
The process by which the sexually undifferentiated embryo is induced to become male
or female.

Gonad
The sex gland, testis or ovary, which produces the haploid gametes, and secretes the
hormones that determine appearance of the secondary sex traits.

Testis-determining Gene
The Y-chromosomal gene that governs male sex determination.

Sex Reversal
Any of several conditions in which gonadal sex is at variance with chromosomal sex or
body sex.

� The manner in which the indifferent embryonic gonad is induced to become
testis or ovary is a prime question in developmental biology, and may have more
general relevance for ontogeny as a whole. Identification of a pathway of sex-
determining genes and their products will provide useful insights into the nature of
sex differentiation and the various syndromes of abnormal gonadal development, as
well as new approaches to the diagnosis and study of these conditions. Differentiation
of the gonad is the key event leading to development of the sex phenotype. In males,
this event is governed by the Y chromosome testis-determining gene, and other,
recently discovered, X-linked and autosomal genes. In females, in the absence of the
Y chromosome, alternative pathways are set in motion.
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1
Introduction

In human embryos, as in mammalian
embryos in general, there are two sets
of genital ducts: (1) the Wolffian ducts,
which give rise to the epididymides,
vasa deferentia, and seminal vesicles,
and (2) the Müllerian ducts which give
rise to the fallopian tubes, uterus, and
cephalad vagina. In males, the Wolffian
ducts develop and the Müllerian ducts
regress, and in females, the Müllerian
ducts develop and the Wolffian ducts
regress. Because the internal male ducts
appear and the Müllerian ducts regress
just after differentiation of the testis,
the question was asked whether the
testis might play some role in those
events.

In the early 1940s, a young French
scientist named Alfred Jost set out to
answer that question. And just after
World War II, he described a series of
experiments that mark a turning point in
the biology of sex differentiation. When
Jost castrated rabbit fetuses at day 19 in
utero, they went on to develop as females
regardless of the sex of the gonad that he
had removed. He inferred that the inherent
tendency of the mammalian embryo is to
develop as a female, and that maleness
is imposed by the testis against that
tendency.

To clarify the role of the male gonad
in the growth of the male genital ducts,
Jost grafted a fetal testis next to a fetal
ovary in a 20-day rabbit embryo. On
inspecting the embryo at 28 days (just
before birth), he noted inhibition of the
Müllerian duct on the side of the grafted
testis and ‘‘partial maintenance’’ of the
Wolffian duct. When a small crystal of
testosterone propionate was substituted
for the implanted testis, he again noted

the maintenance of the Wolffian duct, but
this time there was no inhibition of the
Müllerian duct.

It was thus demonstrated that the fetal
testis produces two factors – one that in-
duces development of the Wolffian deriva-
tives, and one that blocks development
of the Müllerian derivatives. Today, we
know that the former is testosterone and
the latter is the anti-Müllerian hormone
(AMH) (also called Müllerian inhibiting
substance or MIS). In normal male fe-
tuses, some of the testosterone is con-
verted to the more potent androgen, dihy-
drotesterone (DHT), which mediates the
timely appearance of the male external
genitalia.

On the basis of his observations, Jost
summarized the fundamental mechanism
of mammalian sex differentiation in this
paradigm. Sex differentiation involves a series
of orderly processes: establishment of genetic
sex at conception, translation of genetic sex
into gonadal sex, and translation of gonadal
sex into body sex.

The gene that sets these processes in
motion is located on the Y chromosome
(Fig. 1). In the presence of the Y, the go-
nad becomes a testis; the testis secretes
testosterone and AMH, and further devel-
opment is male. In the absence of the Y,
the gonad becomes an ovary; testosterone
and AMH are not secreted, and further
development is female.

In this article, we describe the search
for the Y-situated testis-determining gene,
with emphasis on the molecular meth-
ods leading to its isolation and char-
acterization in 1990. We continue with
a discussion of autosomal and X-linked
sex-determining genes, and we conclude
with a survey of the extraordinary con-
ditions that can result when any of the
sex-determining genes are mutated or ex-
pressed abnormally.
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Fig. 1 Sex determination in the human. In XX embryos, the indifferent embryonic gonad
becomes an ovary and the body develops along female lines. In the presence of the
Y-chromosome-situated SRY gene, the indifferent gonad becomes a testis. The testis
secretes testosterone (T), which induces the wolffian ducts, and anti-M

..
ullerian hormone

(AMH), which blocks formation of the M
..
ullerian ducts; in this case, the body develops along

male lines. Response to testosterone and its metabolite, dihydrotestosterone (DHT), is
mediated by the androgen receptor, encoded by a gene on the X chromosome. When this
gene is mutated or absent, the embryo develops as a female despite the presence of Y
chromosome and testes. The resulting condition is called testicular feminization syndrome
(TFS). Duplication of another X-linked gene, DAX1, blocks the testis-determining function of
SRY, and the result is XY gonadal dysgenesis (see Fig. 7). The SOX9 gene, on chromosome
17, is a downstream target of SRY. Duplication of SOX9 in the absence of the Y chromosome
causes development of XX testes (not indicated in the figure).

2
Search for the Testis-determining Gene

2.1
The H-Y Antigen Gene (HYA)

It is a dictum of biology that genes of fun-
damental significance are conserved and
thus relatively unchanged from species
to species. On this basis, a number of
genes have been proposed as candidates
for the Y-linked testis-determining gene.
One such candidate was the gene for the
male-specific H-Y antigen.

In inbred strains of the mouse, male
grafts are rejected by female recipients,

whereas grafts exchanged among the other
sex combinations are accepted. This hap-
pens because male tissues contain a
cell-surface antigen, H-Y, encoded by a
Y-chromosomal gene that has no coun-
terpart in females. When challenged with
male grafts, female mice also produce an-
tibodies that can react with male cells from
a broad spectrum of mammalian species.
In view of this phylogenetic stability, it was
proposed in 1975 that H-Y antigen was the
product of the testis-determining gene.

To test the idea, H-Y antigen was
studied in cases of abnormal sex differen-
tiation – especially in cases of sex reversal
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such as XX male syndrome, XY gonadal
dysgenesis, and true hermaphroditism.
If H-Y were the product of the testis-
determining gene, it should always be
present in association with testicular tis-
sue, regardless of chromosomal sex or
body sex. For nearly a decade, the pro-
posal was supported experimentally, but
in 1984, a line of XX male mice lacking
the H-Y antigen was discovered, and the
search for the testis-determining gene was
redirected.

[In 1995, the gene for human H-Y
antigen (HYA) was mapped to the long
arm of the Y chromosome, and the gene
for mouse H-Y (Hya), to the short arm of
the mouse Y, between Zfy-1 and Zfy-2 (see
Sect. 2.3). But the function of H-Y remains
to be ascertained.]

2.2
Bkm Satellite DNA

A satellite is a repetitive sequence of chro-
mosomal DNA in which the nucleotide
pairs G : C and A : T are represented

unequally. This gives the satellite a density
that is different from the density of se-
quences in which the nucleotide pairs
are equally represented (Fig. 2). And this
enables geneticists to identify and iso-
late satellite DNA from the main body
of genomic DNA by centrifugation along
a density gradient. A common repetitive
sequence in satellite DNA is the tetranu-
cleotide, GATA, which is conserved in
evolution.

Satellites occur in the heterochromatic
regions of the chromosomes, which are
in general genetically inert. They are
common, for example, in the long arm
of human Y chromosome. In snakes, the
female is the heterogametic sex – that is,
the female carries the ZW chromosome
pair, corresponding to the XY pair in
mammals. Like the mammalian Y, the
snake W contains heterochromatic regions
rich in satellites.

In fact, several satellites have been
isolated from the W chromosome
of the poisonous snake, Bungarus
fasciata, the banded krait. One such

Fig. 2 Satellite DNA. The buoyant
density of double-stranded
DNA – determined by centrifugation
through a cesium chloride density
gradient – is a function of G–C content.
The larger peak above includes about
90% of the genome, centered about a
value of 1.70 g cm−3 corresponding to a
mean G–C content of 42%, which is
typical of mammals. The smaller peak
(arrow), representing about 10% of the
genome, is a satellite DNA with a G–C
content of some 30% and a buoyant
density of 1.69 g cm−3. Satellites may
have densities greater or smaller than
the density of the main band. (From
Wachtel, S.S., Tiersch, T.R. (1994) The
Search for the Male-determining Gene,
in: Wachtel, S.S. (Ed.) Molecular Genetics
of Sex Determination, Academic Press,
San Diego, CA, pp. 1–22).
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satellite – consisting mostly of GATA
repeats – was called banded krait minor
satellite DNA, or Bkm, for short. The Bkm
repeat sequence was found to be a regular
component of the W chromosome in a
wide variety of ophidian species.

Bkm was not limited to snakes. It was
found in other reptiles, and in birds,
mammals, and even insects. Although
present in autosomes, and hence in
both sexes of the mouse, the GATA
repeats were concentrated in the sex-
determining region of the Y chromosome.
This prompted researchers to ask whether
Bkm might be involved in mammalian sex
determination.

In addressing that question, Lalji Singh
and Kenneth Jones of the University of
Edinburgh used Bkm as a probe for Y
chromosome sequences in XXSxr males.
The Sxr ‘‘mutation’’ causes XX embryos of
the mouse to develop as phenotypic males
with small sterile testes. It is transmitted
by fertile XYSxr carrier males to half their
XX offspring (Sect. 5.1.2). In 1982, it was
generally assumed that male development
in XXSxr mice was due to a mutant
autosomal gene, or alternatively, due to a
submicroscopic Y-autosome translocation.
But Singh and Jones found a concentration
of Bkm in one of the X chromosomes
of the sex-reversed males, similar to the
cluster that is normally found in the
Y. They showed that Sxr sex reversal
is due to a nonreciprocal recurrent Y-X
translocation of the sex-determining gene
in the germ line of the carrier male.
Because the translocation was so small
as to have escaped detection by cytogenetic
analysis, Bkm and the testis-determining
gene appeared to be closely linked, and
perhaps identical.

This was a pivotal work, because it
resolved a fundamental mechanism of sex
reversal in the mouse, and led the way

to similar studies in XX males of the
human (see Sect. 5.1.1). Yet, later studies
showed that Bkm was not likely to be the
testis-determining gene in man, because
GATA sequences were present throughout
the human genome and there were no
concentrations of Bkm in the human Y.
Once again the search for the testis-
determining gene was redirected, but with
the work on Bkm, the study of vertebrate
sex determination had passed from the
purview of immunogenetics into the realm
of molecular biology.

2.3
Zinc Finger Y Gene (ZFY)

With respect to sex-reversed conditions
such as XX male syndrome and XX true
hermaphroditism (Sect. 5), the question
arises why one XX embryo should develop
unambiguous testes (an XX male), and
another, ovaries and testes in some combi-
nation – for example, ovotestes or ovaries
and testes (an XX true hermaphrodite). In
1966, Malcom Ferguson-Smith proposed
that both conditions could arise as a re-
sult of X-Y translocation involving transfer
of the testis-determining gene from the Y
chromosome to the X (Fig. 3).

According to that proposal, the sex of an
XX embryo carrying the X;Y translocation
would depend on variable patterns of
X chromosome inactivation (lyonization).
If the X;Y translocation chromosome
(the one bearing the testis-determining
gene) were preferentially activated in the
developing gonads, the embryo would
become a male. If it were activated
in one gonad and inactivated in the
other, the embryo would become a true
hermaphrodite with testis versus ovary.
An ovotestis would develop if the X;Y
chromosome were activated in one part
and inactivated in another part of a
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Fig. 3 Translocation of the
male-determining gene resulting from
crossover of the X and Y chromosomes
during meiosis. If the translocated
fragment contains the
testis-determining gene (SRY), and if an
egg is fertilized by a sperm cell carrying
the affected X chromosome, the
resultant embryo becomes an XX male.
X;Y translocations have been identified
in about 70% of human XX males.

SRY

X X X

Y Y Y

Fig. 4 Deletion map of the Y
chromosome. Order of
hypothetical Y-fragments based
on their frequency of occurrence
in XX males; see text.

Pseudoautosomal
region

Yp-specific repeats

TDF

Y-3

Y-4

Y-1, Y-2

Y-centromere

single gonad – and so on. In support
of the proposal of Ferguson-Smith, X-Y
translocations have been observed in about
70% of XX males that have been studied.

The fact that these translocations in-
volved unequal amounts of Y chromosome
material enabled construction of Y chro-
mosome deletion maps. The closer to the
testis-determining gene a particular frag-
ment is, the more likely that it will be
included in an X;Y translocation. Thus,
translocated fragments closer to the testis-
determining gene should be found in
a greater proportion of XX males than
should fragments further from that gene.

After the enrichment and separation of
populations of Y chromosomes in a flow

cytometer, it is possible to digest the DNA
to obtain Y-fragments of variable size.
These can be used as probes to detect
corresponding Y-fragments in XX males.
Some of the fragments could be found
more often than others in DNA from differ-
ent XX males. Consider four hypothetical
fragments: Y-1, Y-2, Y-3, and Y-4. Say,
for example, that Y-1 and Y-2 are present
in about half of the XX males surveyed,
whereas Y-4 is present in three-fourths and
Y-3 is present in all. It could be inferred
that among these sequences, Y-3 is closest
to the testis-determining gene, Y-4 is next
in line, and Y-1 and Y-2 are the farthest.
When sequences are localized in this way,
a deletion map can be constructed (Fig. 4).
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In 1987, David Page and colleagues
at the Whitehead Institute used this
method to produce a map of the short
arm of the human Y chromosome (Yp),
containing 13 deletion intervals. One of
the intervals – denoted 1A2 and consisting
of only 140 kb (about 0.2% of the Y
chromosome) – was present in an XX male
who possessed only 300 kb of Y-DNA.
It was absent in a woman with a Y,22
translocation who possessed all but 160 kb
of the Y. Because she was a woman, the
testis-determining gene (called TDF in
those days) was most probably situated
in the part of the Y that she lacked. It
was inferred that interval 1A2 contains
‘‘an essential portion if not all’’ of TDF,
and that TDF could be further localized
by looking for highly conserved sequences
within 1A2.

A series of Y-probes was developed,
representing collectively the entire 1A2
deletion interval. The probes were tested
against samples of DNA from a wide
variety of species in Southern blots (Noah’s
Ark blots). Many of the probes identified
corresponding fragments from humans
and great apes, but under conditions of
greater stringency, they did not hybridize
with DNA from more distant species.

One probe, however, designated
pDP1007, and consisting of a 1.3 kb
HindIII fragment, was hybridized with a
single-copy sequence in males from every
mammalian species tested, including
gorilla, rhesus monkey, owl monkey,
rabbit, dog, goat, horse, and cattle. This
indicated that a fragment corresponding
to pDP1007 was present in the Y
chromosome of each of these species.
In addition to the Y-specific fragment,
pDP1007 identified a fragment that was
present in males and females. Because
the hybridization signal of the second
fragment was stronger (more dense) in

females than it was in males, that fragment
was assumed to be on the X chromosome.

Next, the DNA sequence of the Y-
fragment was determined, and the order of
amino acids in the corresponding protein
was derived. When compared to other
amino acid sequences, the sequence of
the protein encoded by pDP1007 was
found to resemble closely the sequences of
proteins with tandemly repeated ‘‘finger’’
domains. Finger proteins are regulatory.
They are known to bind DNA and thereby
regulate transcription–conversion of the
DNA sequence into a messenger RNA
sequence.

Because pDP1007 recognized a se-
quence in a tiny fragment of Y-DNA
present in an XX male and absent in
an ‘‘XY’’ female, because the pDP1007
sequence was phylogenetically conserved
and male-specific, and because the cor-
responding protein was likely to govern
transcription, it was suggested that the pro-
tein identified by pDP1007 was the product
of the testis-determining gene, TDF. Ac-
cording to that suggestion, the protein
might bind DNA in a sequence-specific
manner, and thereby regulate transcrip-
tion of another gene in the pathway leading
to testicular differentiation.

The gene recognized by pDP1007 was
called ZFY (for zinc finger Y) because zinc
ions establish complexes with its finger
domains reminiscent of the complexes
formed between iron porphyrin and the
subunits of hemoglobin. The X-linked
homolog was called ZFX.

Once ZFY was described, geneticists
began to look for similar genes in species
more distant than those already studied.
When the pDP1007 probe was used to
search for ZFY sequences in reptiles,
positive hybridization was obtained, but
the results were the same in male
and female. Was there expression of
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ZFY in both sexes? To answer that
question, the pDP1007 probe was used
to screen RNA extracted from embryos
of the snapping turtle, in which sex
is determined by the temperature of
incubation (embryos that develop at higher
temperatures become females; those that
develop at lower temperatures become
males). The probe hybridized with RNA
from embryos maintained at female-
determining and at male-determining
temperatures, indicating that ZFY or a
ZFY-like molecule is transcribed in both
sexes in that species.

In the mouse, two ZFY genes were
identified on the Y chromosome (Zfy-1
and Zfy-2), and one on the X (Zfx). The
Zfy-1 and Zfy-2 genes were both found
in sex-reversed XXSxr male mice but
only Zfy-1 was found in XXSxrb males.
Because XXSxrb mice carry a deleted, if
still male-determining, Sxr region, it could
be inferred that Zfy-2 is not required for
differentiation of the mouse testis. Both
genes were expressed during development
of the mouse embryonic testis, but neither
was expressed in mutant embryonic testes
lacking germ cells. These findings seemed
to imply that neither Zfy-1 nor Zfy-2 played
a critical role in the development of the
mouse testis, but they did not rule out a
possible role for Zfy-1 in the ontogeny of
the male germ cell.

In marsupials, the pDP1007 probe hy-
bridized with DNA from males and fe-
males, and in situ hybridization revealed
ZFY-homologous sequences on an auto-
some. This was unexpected because in the
marsupials, as in the eutherian mammals,
male sex is determined by the Y chromo-
some. In light of these findings, it was
concluded that ZFY could not be the de-
terminant of male sex in marsupials. This
meant that the mechanism of sex deter-
mination must be different in marsupials

and eutherians, or if it were the same, that
ZFY could not be the testis-determining
gene in man.

The findings in mouse and marsu-
pial seemed to argue against a testis-
determining role for ZFY. Yet, there were
other reasons for believing that ZFY could
not be TDF. In their original paper, David
Page and coworkers reported that the frag-
ment defined by pDP1007 was absent in
all of the XX true hermaphrodites that they
studied and in some of the XX males. Male
differentiation in these cases seemed to be
due to constitutive mutation of autoso-
mal or X-linked testis-determining genes
downstream of TDF.

The argument for mutation of down-
stream genes in some cases of XX sex
reversal was negated by the discovery of Y-
DNA in XX males who lacked any trace of
ZFY. One would not expect to find an XX
male with an X-Y crossover and mutation
in a downstream gene. So the discovery
of four such males – each ZFY-negative
and each carrying Y-specific sequences
adjacent to the pseudoautosomal bound-
ary – now seemed to eliminate ZFY as a
candidate for TDF, and to outline a new
region of the Y chromosome in which
TDF must lie. A search of that region,
comprising 35 kb adjacent to the pseu-
doautosomal boundary, yielded a ‘‘new’’
gene, Y-specific, and like ZFY, conserved
across a broad spectrum of mammalian
species. The new gene was called SRY
(sex-determining region Y).

2.4
Sex-determining Region Y Gene (SRY)

2.4.1 SRY in the Human
The SRY gene was discovered in 1990
by Andrew Sinclair, while he was work-
ing in the laboratory of Peter Goodfel-
low in London. Initially, Sinclair digested
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DNA from the 35-kb region near the Y
chromosome pseudoautosomal boundary,
and subcloned a number of fragments,
some 4 kb each. These 4-kb fragments
were then cut into smaller pieces, each
about 500 to 1000 bp in length (0.5–1 kb).
Fifty of the fragments produced in this way
were used as probes to test for correspond-
ing fragments in DNA from males and
females of the human, mouse, and bovine,
and from human–hamster somatic cell
hybrids containing the human X or Y
chromosome. Seven of the probes iden-
tified single-copy, male-specific sequences
in EcoR1-digested human DNA, but only
one of the probes could also identify male
sequences in mouse and bovine. That one
was called pY53.3.

Because it hybridized most conspicu-
ously with Y-DNA, a 0.9 kb HincII sub-
clone of pY53.3 was used to assess the
role of the SRY gene (Fig. 5). Initially, the
subclone was used to probe a series of
Noah’s Ark blots containing DNA from
male and female of several diverse species,
including the human, chimpanzee, rab-
bit, pig, horse, bovine, and tiger. In each
case, a unique male-specific sequence
was identified; at reduced stringencies,
additional SRY-like fragments were iden-
tified in male and female, indicating the

presence of X-linked or autosomal SRY-
like sequences.

In humans, the pY53.3 subclone identi-
fied a 2.1 kb male-specific fragment. When
the nucleotide sequence of the human
male-specific fragment was evaluated, two
open reading frames were discovered. The
longer of the two was found to encode
223 amino acids with a ‘‘striking sim-
ilarity’’ to part of the Mc mating-type
protein of the fission yeast, Schizosaccha-
romyces pombe, and to a conserved DNA-
binding motif common among the nuclear
high-mobility-group proteins, HMG1 and
HMG2. Earlier, we noted that genes of
fundamental significance are conserved in
evolution (Sect. 2.1). The extreme evolu-
tionary conservation of the SRY gene was
thus consistent with its proposed critical
function.

The SRY conserved motif – spanning 80
amino acids – was now compared with the
corresponding motif of the rabbit. Sixty-
four (80%) of the 80 conserved amino
acids were also present in the rabbit, but
only 54% similarity was revealed outside
the conserved motif. In other studies, the
0.9-kb fragment of probe pY53.3 was used
to test for corresponding RNA transcripts
in human ovary and testis, and in male
lung and kidney. A 1.1-kb transcript was

Conserved motif

Open reading frame

HincII HincII

5′
0 354 582 821 1022 2100

3′

Fig. 5 Graphic representation of the 2.1 kb probe, pY53.3, which identifies SRY. Numbers
indicate base pairs from the 5′ end; see text. [Modified after Sinclair, A.H., Berta, P., Palmer,
M.S., Hawkins, J.R., Griffiths, B.L., Smith, M.J., Foster, J.W., Frischauf, A.M., Lovell-Badge, R.,
Goodfellow, P.N. (1990) A gene from the human sex-determining region encodes a protein
with homology to a conserved DNA-binding motif, Nature 346, 240–244].



Gonad Differentiation Genetics 617

identified in the testis, but not in the other
male tissues, in Northern blots.

The foregoing observations – male speci-
ficity, extreme phylogenetic conservation,
and testis-specific expression – seemed to
confirm the proposition that SRY and TDF
were the same. Yet there was room for
other genes in the 35-kb pseudoautosomal
fragment containing SRY, and it remained
to be demonstrated unambiguously that
SRY was the Y-situated gene that gov-
erned testicular differentiation. This could
be done in either of the two ways: by
showing that SRY was absent or mutated
in sex-reversed XY women, or by show-
ing that transgenic insertion of SRY could
induce testicular differentiation in geneti-
cally female (XX) embryos, in the mouse
for example. In fact, both conditions were
met (see Sect. 6.1 and Sect. 2.4.2).

2.4.2 SRY in the Mouse
The mouse homolog of SRY was described
by John Gubbay and colleagues in a paper
that appeared in July 1990, in Nature,
back to back with the paper of Sinclair
et al. When the human pY53.3 was used
to probe Southern blots containing DNA
from male and female mice, a 3.5 kb
male-specific fragment was found. This
strongly hybridizing fragment was found
not only in normal XY males but also in
sex-reversed XXSxr and XXSxrb males.

Sxrb, a deleted Sxr (Sxra), was the
smallest fragment of the mouse Y chro-
mosome known to contain the murine
testis-determining gene corresponding to
TDF of the human. At the time (1990),
only Zfy-1 and repetitive sequences such
as Bkm had been identified within Sxrb,
in addition to the pY53.3-hybridizing se-
quence. Thus, pY53.3 had now defined
a novel single-copy sequence correspond-
ing to SRY, in the smallest region of

the mouse Y chromosome known to be
male-determining.

Further analysis revealed a mouse clone,
p4.2.2 containing a 380 bp mouse frag-
ment that hybridized at high stringency
only to the Y-specific 3.5 kb band. This
indicated that clone p4.2.2 contained the
mouse homolog of pY53.3. When the clone
was sequenced in the region of homol-
ogy with pY53.3, a 62% similarity was
observed, and a long open reading frame
corresponding to one of the reading frames
in SRY (and to another open reading frame
in the rabbit homolog of SRY). These ob-
servations signaled the presence of a new
gene, which was called Sry.

When Sry was evaluated further, a
237-bp fragment was found within the
open reading frame, which had an 80%
sequence similarity to the corresponding
fragment within pY53.3. As with its
human homolog, the mouse Sry gene
exhibited a remarkable similarity to the
conserved 80-amino acid motif of the
fission yeast S. pombe, an extraordinary
finding given the phylogenetic distance
between yeast and mammals. And like
its human counterpart, Sry was shown
to encode a protein with a DNA-binding
motif. Moreover, Sry RNA transcripts
were detected in the urogenital ridge of
10.5-day-old male embryos – just before
differentiation of the testis – but not in
the corresponding tissue of 10.5-day-old
female embryos.

Compelling evidence for a sex-deter-
mining role of Sry came a year later,
when the gene was found to induce
testicular differentiation if introduced as
a ‘‘transgene’’ into XX embryos of the
mouse. A 14-kb fragment containing Sry
was injected into fertilized eggs and the
eggs were transferred into the oviducts
of pseudopregnant females. The resulting
embryos were recovered at 14 days and the
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gonads scored histologically. Most of the
158 embryos obtained in that way were
normal XY males or XX females, but 8 of
the XX embryos were transgenic, and of
those, 2 had testes. Both lacked Zfy-1; both
carried ‘‘many copies of Sry’’.

In other experiments, injected embryos
were allowed to develop to term. Among
the 49 males and 44 females that were
born, Southern blotting revealed 5 that
were transgenic. Two were XY males
and two were XX females (later found
to be fertile). The last was a sex-reversed
XX male. In May 1991, that mouse was
pictured on the cover of Nature.

Thus, the search for the Y-situated
testis-determining gene had come to an
end. In summary, about 25% of the
transgenic mice – those in which Sry had
been incorporated – developed as males.
This was due to Sry, because sequencing
revealed no genes other than Sry in the
injected 14-kb fragment. Human SRY did
not function as a sex determinant when
it was injected into the mouse embryos.
But this was not surprising given the
degree of sequence divergence (23 of 79
amino acids) within the DNA-binding
motif of the human and mouse homologs.
Yet, SRY was shown to be the human
testis-determining gene, because mutation
within the SRY conserved motif was found
in cases of human XY sex reversal (see
discussion in Sect. 6).

2.4.3 SRY in Other Species
Location of SRY in marsupials is of interest
because, as noted earlier, the ZFY gene is
autosomal in marsupials. The marsupial
mammals (Metatheria) diverged from
placental mammals (Eutheria) some 100
to 150 million years ago. Since the Y
chromosome is sex-determining in both
groups, it would seem likely that the testis-
determining gene of each is derived from

a common ancestral gene. Conservation of
a common Y-specific sequence might thus
be expected.

On this basis, a group of Australian
and British geneticists set out to iden-
tify the marsupial homolog of SRY by
using the 0.9 kb subclone of the hu-
man pY53.3 probe. Southern blots were
prepared from the DNA of two marsu-
pial species representing major orders
that diverged some 50 million years ago:
Macropus eugenii, the tammar wallaby,
and Sminthopsis macroura, the stripe-faced
dunnart, a small mouse-like carnivore.
Male-specific fragments were detected in
each of the two species, and in addition, a
number of fragments shared by male and
female.

Next, the pY53.3 probe was used to
screen a cDNA library constructed from
testis RNA of S. macroura. A positive clone
was obtained and used to probe Southern
blots for SRY homologs. It hybridized at
high stringency to DNA from males but
not from females, indicating that it had
been derived from a Y-specific transcript.

Further study pointed to the existence
of a Y-specific marsupial gene having a
region of homology with the human SRY
gene, and an open reading frame encoding
an HMG type box of 79 amino acids (82 and
86% similarity with human SRY within
the conserved domains of S. macroura
and M. eugenii, respectively). Thus, unlike
ZFY, the marsupial SRY gene appeared
to be on the Y chromosome; this was
later confirmed by in situ hybridization.
These findings provided evidence for a
monophyletic origin of the mammalian Y
chromosome, and supported the notion
that the sex-determining gene is the same,
or at least similar, in eutherian and
marsupial mammals.

SRY is not limited to the mammals.
Using a probe from the conserved motif
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of the human SRY gene, geneticists at
the University of Tennessee in Memphis
screened genomic DNA from 23 different
species representing 5 vertebrate classes,
400 million years of vertebrate evolution,
and several alternative modes of sex deter-
mination. Among the species studied were
the chicken, in which the female is the
heterogametic sex (ZW), the alligator, in
which sex is determined by temperature,
and the sex-changing wreckfish, Anthias
squamipinnis, in which all fish begin life
as females (Table 1). In Southern blots,
positive hybridization was observed in ev-
ery case – in males and females. Although
there was no sex-specific reaction out-
side of the mammals, and the function of
SRY-like sequences in the nonmammals
remained to be determined, these findings
underscored the importance of the SRY
sequence.

2.4.4 The SRY Protein
In the adult human testis, the predominant
SRY transcript derives from a single exon.
The transcript includes the open reading
frame for a protein of 204 amino acids.
Initial evaluation of the SRY nucleotide
sequence revealed that it could encode
a protein with DNA-binding properties.
As noted in Sect. 2.4.2, the 80-amino acid
conserved motif within the SRY protein is
common among certain proteins known
to have DNA-binding activity – namely,
the high-mobility-group proteins. These
proteins bind to DNA in a nonspecific
manner, although variants can function as
sequence-specific transcription factors.

The ability of the SRY/Sry protein
to bind DNA has been demonstrated
in several studies. For example, IRE-
ABP is a rat protein that complexes
to the IRE-A insulin response element

Tab. 1 Phylogenetic conservation of ZFY and SRY.

Class Species Mechanism of sex
determination

ZFY
hybridization in

SRY
hybridization in

Mammalia Human XX/XY Male (female)c Male
Mouse XX/XY Male (female)c Male
Kangaroo XX/XY Male, female Male
Wallaby XX/XY Male, female Male

Aves Chicken ZZ/ZW Male, female Male, female
Cockatiel ZZ/ZW Male, female NT

Reptilia Leopard gecko TSD Male, female NT
Alligator TSD Male (female?)d Male, female
Cottonmouth ZZ/ZW Male, female NT
Crotalus atroxa ZZ/ZW NT Male, female

Osteichthyes Catfish XX/XY Male, female Male, female
Wreckfishb Sex changing Male, female Male, female

Agnatha Lamprey ? NT Male, female

aWestern diamondback rattlesnake.
bAnthias squamipinnis: These fish begin life as females; some change to males.
cThe related sequence, ZFX (Zfx), is found on the X chromosome in these species.
dThe female was not tested.
Notes: TSD: Temperature-dependent sex determination; NT: Not tested.
Source: After Wachtel, S.S., Tiersch, T.R. (1994) The Search for the Male-determining Gene, in:
Wachtel, S.S. (Ed.) Molecular Genetics of Sex Determination, Academic Press, San Diego, CA, pp. 1–22.
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of the glyceraldehyde-3-phosphate dehy-
drogenase gene. The IRE-ABP protein
contains a single HMG box with 67% sim-
ilarity to the corresponding HMG box in
mouse Sry and 98% similarity to the HMG
box in mouse Sry-like protein, a4. Fusion
proteins incorporating the HMG of Sry or
IRE-ABP, or both, bind to the IRE-A target
site, 5′-TTCAAAC-3′; binding is inhibited
by mutations within the Sry fusion protein.

The human SRY protein resembles
two T-cell proteins: TCF-1 and TCF-1α.
The former binds to the sequence 5′-
AACAAAG-3′, which occurs in several
T-cell genes, including the CD3ε en-
hancer (the AACAAAG sequence also
occurs upstream of the SRY and Sry
genes). Geneticists in England therefore
induced production of SRY protein in
Escherichia coli and Sf9 insect cells, and
tested the protein for ability to bind the
TCF-1 target sequence, AACAAAG, and
variants of the sequence. SRY protein was
incubated with double-stranded oligonu-
cleotides, and the resulting complexes
were studied in an electrophoresis mo-
bility shift assay. Wild-type SRY formed
complexes with oligonucleotides contain-
ing AACAAAG, but binding was negli-
gible when that sequence was replaced
with CCGCGGT or when mutant SRY
from XY women was substituted. Bind-
ing did not occur when single-stranded
DNA was used.

Subsequently, it was found that SRY pro-
tein, like HMG1, recognizes four-way junc-
tions regardless of their sequence. Four-
way junctions, rare structures induced in
DNA by recombination or by intrastrand
base pairing of inverted repeat sequences,
resemble the four arms of an X in a plane,
with two angles of about 120◦ and two
angles of about 60◦. Moreover, a sharp
bend is produced in linear DNA when SRY
binds to the AACAAAG sequence. Thus,

the interaction between HMG boxes and
DNA seems to involve specific structures.

In December 1994, a group headed by
Patricia Donahoe and Michael Weiss re-
ported that SRY protein could activate
transcription of the AMH gene. Transcrip-
tion was found to be secondary to partial
side-chain insertion of the SRY conserved
motif in a widened minor groove. This
implied that expression of AMH was de-
pendent on a normal function of SRY, or in
other words, that AMH was a downstream
component of the SRY pathway.

Given the phylogenetic conservation of
SRY and the apparently identical function
of SRY and Sry genes in man and mouse,
it is remarkable that human and mouse
SRY proteins exhibit disparate binding
properties. Whereas the HMG domains
of human and mouse SRY (hSRY and
mSRY) both recognize the sequence 5′-
AACAAAG-3′, mSRY recognizes another
sequence, 5′-AACAATG-3′, with signifi-
cantly greater affinity. Moreover, in situ-
ations in which hSRY and mSRY react
with the same nucleotide sequences, the
mouse and human HMG domains may
exhibit different flexing (bending) prop-
erties. And on binding to DNA, mSRY
develops prominent major groove contacts
compared to hSRY. These findings and se-
quence differences outside the HMG box
could explain why human SRY does not
induce testicular differentiation in trans-
genic XX mice.

3
X-linked Sex-determining Genes

3.1
Scandinavian Wood Lemming

The wood lemming, Myopis schisticolor, is
a small mouse-like rodent that inhabits the
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mossy grasslands of Scandinavia. Unlike
its cousin, Lemmus lemmus, notorious for
its frenetic migrations, this quiet species is
remarkable for a 4 : 1 sex ratio, favoring the
female. There are two kinds of female: one
has two X chromosomes, and the other has
an X and a Y. The XY females are fertile
and anatomically indistinguishable from
their XX sisters.

Cytogenetic analysis reveals a normal Y
chromosome in the XY females. In fact,
it is a modified X that causes sex reversal.
There are two kinds of X chromosome
in the wood lemming, identifiable by
differential Giemsa-banding in the short
arm (Xp). One, denoted X, is found in
XY males; the other, denoted X*, is found
in X*Y females. Since XO rodents become
fertile females, it is not surprising that X*Y
females of the wood lemmings are fertile.

These observations point to the occur-
rence in wood lemmings of an X-linked
gene, perturbation of which can block the
function of the Y chromosome. But accord-
ing to Ohno’s Law, a gene that is on the X
chromosome in one mammalian species
will be on the X chromosome in other
mammalian species. This implies occur-
rence of an X-linked sex-reversing gene in
species such as the human.

3.2
Genealogical Evidence in the Human

In Sect. 6.1.1, we describe the syndrome
of XY gonadal dysgenesis, which results
from a failure of the testis-determining
pathway in XY fetuses. Affected fetuses
develop ovaries initially, but in humans,
two normal X chromosomes are needed
to sustain ovarian differentiation. In 45,X
and 46,XY human embryos – those lacking
a second X chromosome – the ovaries
degenerate and are represented at around
the time of birth by ‘‘streak gonads,’’ which

are functionally inert. Women with XY
gonadal dysgenesis are accordingly sterile
and, in general, eunuchoid.

As might be expected, some of these
cases are due to mutation within the SRY
gene, but familial clusters are known in
which the condition is transmitted as an X-
linked trait (Fig. 6). This seems to vindicate
the requirement of Ohno’s Law, yet there
is even more compelling evidence for an
X-linked sex-reversing gene.

3.3
Mapping Studies: The DAX1 Gene

In 1980, an anomalous additional band
was found in the short arm of the X
chromosome in a profoundly retarded
girl with cleft palate, skeletal malfor-
mations, and various other congenital
anomalies. The girl had an XY chromo-
some pair. The karyotype was designated
46,dup(X)(p21→pter),Y, signifying a du-
plication extending from Xp21 to the Xp
terminus. When the girl died at 5 years
of age, postmortem studies revealed small
uterus and fallopian tubes, and ovarian-
like stroma containing a few degenerative
follicles. There was no sign of testicular tis-
sue. And the external genitalia were those
of a normal female.

The abnormal X chromosome was in-
herited from the mother (Fig. 7). When
the mother became pregnant again, am-
niocentesis revealed a fetal XY karyotype
with the abnormal X chromosome. The
pregnancy was terminated at 20 weeks.
The fetus was a female with multiple
congenital defects similar to those of the
propositus. External and internal genitalia
resembled those of a normal female fetus
of that age; the gonads were fetal ovaries.

Other cases of XY sex reversal involv-
ing Xp duplication have been reported.
In 1994, a group of American geneticists
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Fig. 6 Familial aggregates of XY gonadal
dysgenesis consistent with transmission of an
X-linked gene. (From Wachtel, S.S., Tiersch, T.R.
(1994) The Search for the Male-determining

Gene, in: Wachtel, S.S. (Ed.) Molecular Genetics
of Sex Determination, Academic Press, San
Diego, CA, pp. 1–22).

headed by Pamela Arn described mater-
nal half siblings with ambiguous exter-
nal genitalia and a small duplication in
Xp: in both children, the karyotype was
46,X,dup(X)(p21.2→p22.11),Y, signifying
duplication of the region Xp21.2→p22.11.
Except for undifferentiated gonads and ex-
ternal genitalia, these children manifested
none of the abnormalities found in other
sex-reversed patients with duplications in
the Xp21 region. This could be explained
by the limited size of the duplication in
these cases.

In light of these findings, a ‘‘new’’ sex-
reversing gene, SRVX (sex reversal X) was
assigned to the region Xp21.2→p22.11,
comprising a few megabases distal to the
ornithine transcarbamalase (OTC) locus.
It was inferred (i) that perturbation of this
gene, as in cases of Xp21 duplication,
could block male differentiation of the

gonad, despite presence of an intact
SRY sequence; (ii) that some cases of
XY gonadal dysgenesis could be due to
submicroscopic duplication involving the
SRVX locus; and (iii) that the new gene
was part of a pathway of testis-determining
genes that includes SRY.

By evaluation of overlapping duplica-
tions, Italian geneticists narrowed the
locus of the new gene to a 160-kb region
of Xp21 adjacent to the adrenal hypoplasia
congenita locus and within roughly 100 kb
of DXS319. They called the gene DSS for
dosage sensitive sex reversal, and confirmed
that having two active copies of the gene
blocks male development in XY embryos.
Since the gene was found to be absent in
certain males, it could not be required for
differentiation of testes, and thus could not
be a regular part of the male-determining
pathway.
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Karyotype 46,XXp+

Normal karyotype

Deceased−not investigated

Electively aborted after prenatal diagnosis

Karyotype 46 Xp+Y

Female stillbirth or neonatal
death

Proband III-4

Fig. 7 XY sex reversal caused by inheritance of
duplicated X chromosome. The duplicated band
was found in the short arm of the X chromosome
in the maternal grandmother (I-2), mother (II-2),
and normal sister (III-3) of the proband, and in
the proband (III-2, arrow) and her sex-reversed
fetal sibling (III-4). The father’s chromosomes

(II-4) were normal. Giemsa-banded
chromosomes with quinacrine-stained inserts.
[From Bernstein, R., Koo, G.C., Wachtel, S.S.
(1980) Abnormality of the X chromosome in
human 46,XY female siblings with dysgenetic
ovaries, Science 207, 768–769].

Today, the relevant gene is called
DAX1 for dosage sensitive sex reversal-
adrenal hypoplasia congenita-critical region
of the X chromosome, gene 1. The DAX1
gene is one of the nuclear hormone
receptor superfamily. It encodes a nuclear
protein that binds DNA and regulates
transcription mediated by the retinoic acid
receptor. Mutations in DAX1 cause adrenal
hypoplasia congenita but do not affect
sex determination in human males. In
mice, XX embryos lacking both copies of
the Dax1 gene become females (evidently

DAX1 is not an essential component of
the sex-determining pathway in males or
females).

In mouse embryos, Dax1 is expressed
in the somatic cells of the indifferent
gonad regardless of karyotype, but it is
downregulated in the developing testis.
These observations suggest that, in ad-
dition to its endocrinological function,
DAX1 acts as an antagonist to SRY.
Thus, duplication of DAX1 blocks SRY-
mediated differentiation of the embryonic
testis.
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4
Autosomal Sex-determining Genes

4.1
Genealogical Evidence in the Human

The syndrome of XY gonadal dysgene-
sis can occur in familial clusters, and
can be caused by transmission of an X-
linked gene. In some families, however,
the frequency of affected relatives is con-
sistent with the frequency that would
be expected if the condition were inher-
ited as a male-limited autosomal trait. It
seems reasonable to assume that autoso-
mal genes are involved in the etiology of
at least some women with XY gonadal
dysgenesis, because most cases are spo-
radic, and SRY mutations are found in
a minority of XY women (20% or less).
Moreover, if SRY encodes a transcription
factor, it should activate other genes in the
testis-determining pathway (Table 2). And
SRY/Sry itself may be activated by other
genes (see Sect. 7).

4.2
Mapping Studies: The SOX9 Gene

Campomelic dysplasia is a human syn-
drome characterized by bowing of the
long bones, dwarfism, cleft palate, and
various other congenital malformations.
Owing to the severity of the condition, af-
fected children usually die within a few
weeks or months of birth. Patients with
campomelic dysplasia can be XX or XY,
but some two-thirds of those with XY
are sex reversed. A typical case might
involve a stillborn XY female with un-
differentiated gonads, slightly enlarged
clitoris, and normal uterus and fallopian
tubes.

Study of de novo reciprocal transloca-
tions of chromosome 17 in three different

Tab. 2 Genes of the human male
sex-determining cascade.

Gene Locus Presumptive function(s)

SRY Yp11.3 Initiator of the
testis-determining
pathway

SOX9 17q24.1-q25.1 Sertoli cell
differentiation,a

positive regulation of
AMH

WT1 11p13 Tumor suppressor;
formation of

indifferent gonad, testis
(?)

SF1 9p33 Formation of
indifferent gonad,

testis (?) regulation of
AMH

DAX1 Xp21.2 Antagonist of SRY
WNT-4 1p35 Formation of

indifferent gonad

aEvidently, SOX9 is an immediate downstream
target of SRY.

patients with this condition allowed geneti-
cists to assign the genes for campomelic
dysplasia and associated sex reversal to
the chromosome region 17q24.3→q25.1.
Fluorescence in situ hybridization with
chromosome painting probes showed that
the translocated segment comprised about
15% of chromosome 17 in each of the sub-
jects. This was consistent with occurrence
of breakpoints at the interphase between
17q24-q25, distal to the GH locus (growth
hormone) and proximal to TK1 (thymi-
dine kinase). Two of the patients were
XY females; one was an XX female. The
karyotypes were

46, XY,t(7; 17)(q32; q24.2) or

46, XY,t(7; 17)(q34; q25.1)

46, XY,t(13; 17)(q22; q25.1)

46, XX,t(1; 17)(q42.13; q24.3 or q25.1).
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The foregoing observations signaled the
presence of a sex-determining gene (ini-
tially called SRA1) on chromosome 17 (as-
sociation of campomelic dysplasia and sex
reversal could be due to a single mutation
affecting two developmental pathways, or
to a deletion involving contiguous genes).
Today the gene is called SOX9.

We have indicated that SRY belongs
to a group of genes that code for HMG
proteins. In aggregate, these constitute
the SOX (SRY-like HMG box) family of
genes. It is remarkable that duplication
of SOX9 can cause XX sex reversal – that
is, it can induce the formation of XX
testes – in the absence of SRY, and that
SOX9 is the first marker to appear in
newly differentiated Sertoli cells. These
observations suggest that SOX9 is an early
downstream target of SRY (Fig. 1). In fact,
mouse Sox9 is expressed on day 10.5 in
the indifferent embryonic gonads of male
and female. But when Sry is expressed
on day 11.5 – the time of differentiation of
the mouse testis – transcription of Sox9 is
increased in the male and decreased in the
female.

4.3
Other Autosomal Sex-determining Genes

There is evidence for autosomal sex-
determining genes other than SOX9. Thus,
for example, cases of XY sex reversal have
been reported in patients with deletions in
chromosome 9p. In one case, the subject
was an XY female with a de novo 9p
deletion and streak gonads but no other
dysmorphic features. The SRY gene was
intact.

4.3.1 The SF1 Gene
In fact, the SF1 (steroidogenic factor) gene
on chromosome 9 has a significant role
in the embryogenesis of the adrenal gland

and gonad in humans, and in mammals
generally. In humans, mutation of the
SF1 gene leads to adrenal failure and
XY gonadal dysgenesis. In mice with
homozygous deletions of SF1, the gonads
and adrenals both fail to develop, and the
affected young die shortly after birth. Since
these organs initiate development but do
not finish it, SF1 may participate in the
development of the indifferent gonad, but
not directly in testicular organogenesis.
The SF1 gene is on human chromosome
9p33, and contains a conservative DNA-
binding motif consisting of two zinc
fingers.

4.3.2 The WT1 Gene
Wilms tumor of the kidney accounts for
15% of cancers in children. It may be found
together with aniridia, urogenital malfor-
mations, and mental retardation (WAGR
syndrome). The tumor develops after mu-
tation or loss of the WT1 tumor suppressor
gene on chromosome 11p13. Affected XY
children have gonadal dysgenesis, suggest-
ing a role for the WT1 gene in development
of the testis. The gene contains 10 ex-
ons, which generate 24 isoforms, some of
which can activate SRY and DAX1 promot-
ers in vitro.

4.3.3 The WNT-4 Gene
The WNT-4 gene is on human chro-
mosome 1p35. The WNT-4 protein is a
member of a family of locally acting cellu-
lar growth factors. The gene is expressed
in the mesonephros and in the adrenal
gland in both sexes. In females, WNT-4
signaling is required for development of
the Müllerian ducts and for differentiation
of oocytes and interstitial cells. WNT-4
is downregulated in the developing testis.
In mice, deletion of Wnt-4 causes XX
sex reversal. And in humans, duplication
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of the WNT-4 region on chromosome 1
causes XY sex reversal. Moreover, Wnt-4
upregulates Dax1, so duplication of Wnt-4
would be expected to suppress expression
of Sry. These observations suggest a key
role for Wnt-4 signaling in gonadal sex
determination.

5
XX Sex Reversal

5.1
XX Males

5.1.1 In the Human
Males with female sex chromosomes
(46,XX) were first described in 1964. A
chief feature of the XX male syndrome
is the small, sterile testis, although in
general, XX males are normal-appearing.
The testicular cords are narrower than

those in normal men and consist of Sertoli
cells only (Fig. 8). Female-like breasts
develop in about one-third of XX males,
and hypospadias is present in some cases.
The syndrome occurs with a frequency of
about 1/20 000 male births.

Testicular development in the ab-
sence of a Y chromosome could be
explained by constitutive activation of
downstream testis-determining genes, or
alternatively, by Y-X translocation. These
conditions – constitutive mutation and Y-
X translocation – would be represented
by two classes of XX male, one lacking
the SRY gene (Y−) and one having it
(Y+). So it is remarkable that two such
classes have now been identified, and
that the Y(−) XX males are notable for
female-like breasts (gynecomastia), cryp-
torchid testes, and abnormal external gen-
italia – traits uncharacteristic of Y(+) XX
males.

Fig. 8 The XX testis. Section of
testicular biopsy from a 20-year-old
46,XX male. Some of the tubules are
hyalinized (H). Some (T) are notable for
thickening of the basement membrane,
and are lined with Sertoli cells only;
germ cells are absent. Leydig cells (L)
are present in the interstitium. This
photomicrograph was the generous gift
of Professor Albert de la Chapelle.
(From Wachtel, S.S., Bard, J. (1981) The
XX Testis, in: Laron, Z. (Ed.) The Intersex
Child, Karger, Basel, pp. 116–132).
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In summary, then, most XX males are
SRY-positive, due to X;Y translocation,
but some are SRY-negative. Absence of
SRY in XX males – implying mutation
of downstream genes, or duplication, as
in the case with SOX9 – is associated
with gynecomastia and abnormality of the
external genitalia. Occasionally, XX males
occur in kindreds with other XX males
(and sometimes in kindreds with XX true
hermaphrodites). These XX males usually
lack Y-DNA (Sect. 5.2).

5.1.2 In the Mouse
XX males of the mouse were first described
in 1971. Sex reversal in these animals
was attributed originally to mutation
of an autosomal gene, Sxr. But as
noted in Sect. 2.2, the XXSxr males
were found to be the product of a
recurrent nonreciprocal Y-X crossover
involving the sex-determining region of
the Y – namely, the Sxr region. Since
XXSxr males are sterile, the condition is
transmitted by carrier XYSxr males. The
carriers produce four kinds of sperm – X,
XSxr, Y, YSxr – and thus four kinds of
offspring: fertile XX females, XXSxr sex-
reversed males, XY males, and carrier
XYSxr males (Table 3). In 1984, certain
XXSxr males were found to lack the male-
specific H-Y antigen (thereby excluding
Hya as a candidate for TDF). This was
due to a deletion within the Sxr region.
The deletion was called Sxrb to distinguish
it from the nondeleted Sxr, called Sxra

(Sect. 2.4.2).
Analysis of the Sxr region has revealed

the presence of several genes: Sry, the
testis-determining gene; Hya, the gene
controlling expression of the H-Y antigen;
Spy, a gene involved in spermatogenesis;
Zfy-1 and Zfy-2, homologs of human
ZFY; and Ube1-y1 and Ube1-y2, genes
involved in ubiquitin-mediated protein

Tab. 3 Four kinds of offspring produced by
XYSxr carrier males.

Sperm Progeny Sex
phenotype

Bkm focia

X XX Fertile
female

None

Y XY Noncarrier
male

Y

XSxr XXSxr Sex-
reversed
maleb

X

YSxr XYSxr Carrier
male

Y

aRich clusters of Bkm normally associated with
the sex-determining region of the mouse Y
chromosome.
bXX males are sterile.
Source: After Wachtel, S.S., Tiersch, T.R. (1994)
The Search for the Male-determining Gene, in:
Wachtel, S.S. (Ed.) Molecular Genetics of Sex
Determination, Academic Press, San Diego, CA,
pp. 1–22.

metabolism. Of these, Hya, Spy, and Zfy-2
are not found in the Sxrb deletion, which
comprises at most, 320 kb of DNA. The
breakpoints of the deletion fall within the
Zfy genes; Sxrb thus includes a fusion gene
whereby the 5′ promoter of Zfy-2 is joined
to the coding region of Zfy-1.

5.1.3 In the Goat
Hornlessness in goats is caused by a
dominant autosomal gene initially called P
(Polled). Goats heterozygous for the polled
gene (P/+) are therefore born without
horns, but they are otherwise unaffected.
Goats homozygous for polled (P/P) are
also born without horns but XXP/P goats
have testes or ovotestes and exhibit a range
of sexual phenotypes varying from nearly
normal male to hermaphroditic female.
So P acts as an autosomal recessive testis-
determinant.
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In December 2001, geneticists in France
reported that polled sex reversal is due
to deletion from chromosome 1q43 of an
11.7-kb DNA fragment consisting mostly
of repetitive sequences. Evidently, the
deletion impedes transcription of two
linked genes, one of which, PISRT1,
may affect transcription of SOX9. Ac-
cording to one scheme, PISRT1 normally
inhibits the testis-inducing function of
SOX9, and when PISRT1 is deleted, as
in XXP/P goats, SOX9 induces the tes-
ticular cascade, even in the absence of
SRY.

5.1.4 In the Dog
XX sex reversal is not uncommon among
certain breeds of the dog, notably the
cocker spaniel and Weimaraner. In 1978,
veterinarians at the University of Penn-
sylvania described an XX male pup with
undescended right testis, small penis
with hypospadias, and hypoplastic uterus.
Taken together, these findings were not
surprising, as XX males had already
been described in the cocker spaniel.
But the subsequent finding was extraor-
dinary.

The mother of the XX male was grossly
female in appearance, but surgical ex-
ploration revealed that she had bilateral
ovotestes, each containing prominent ovar-
ian follicles and well-developed testicular
tubules. She was a true hermaphrodite.
The XX male pup had inherited his testi-
cles from his mother.

These observations support the view
that XX male syndrome and XX true
hermaphroditism are alternative faces of
the same coin. Other XX males and XX
true hermaphrodites have been discovered
in the extended pedigree, findings consis-
tent with transmission of an autosomal or
X-linked gene.

5.2
XX True Hermaphrodites

5.2.1 In the Human
There are numerous references to herma-
phrodites in the ancient literature, for
example, in Plato’s Symposium and Ovid’s
Metamorphoses. The earliest reference ap-
pears in the cuneiform tablets unearthed
at the site of the Royal Library at Nin-
eveh (7th century BCE), and an account
of the religious and social obligations
of hermaphrodites appears in the Mish-
nah, Bikkurim 4 : 1–5, representing an
oral tradition committed to writing nearly
2000 years ago.

According to our modern designation, a
true hermaphrodite is a person with ovar-
ian and testicular tissue – in particular,
ovarian follicles and testicular tubules – in
separate gonads or in a single gonad called
the ovotestis. Simultaneous occurrence of
male and female gonadal tissue is often
associated with pronounced ambiguity of
the secondary sex traits. The condition may
be found in patients with a variety of kary-
otypes such as 46,XX or 46,XY, and mosaic
complements such as 46,XX/46,XY. But
60% of human true hermaphrodites are
46,XX, raising the question, as in the case
of XX males, how testicular differentia-
tion can occur in the absence of the Y
chromosome (i.e. in the absence of SRY).

Whereas X;Y translocation is common
among XX males, it is uncommon among
XX true hermaphrodites. When 35 XX
true hermaphrodites were screened for
Y-DNA sequences including SRY, the
SRY sequence was found in only 4.
This indicated that gene mutation is a
likely cause of XX true hermaphroditism.
And that was borne out in genealogical
studies. Earlier (Sect. 5.1.1), we noted that
XX males and XX true hermaphrodites
sometimes occur in the same kindred. In
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one such instance, the proband was an
XX true hermaphrodite with prominent
gynecomastia, small penis, hypospadias,
and scrotal ovotestes. A brother of the
proband was unaffected, but he sired an
XX true hermaphrodite with ambiguous
genitalia and bilateral ovaries with an
appended right testis. Another unaffected
brother sired two XX males: one had
a small phallus with severe chordee,
hypospadias, and hypoplastic testes, but
no ovarian tissue; the other had similar
traits. An autosomal sex-reversing gene
was indicated in the pedigree (Fig. 9).
In another similar family, an XX male
and his XX true hermaphrodite sibling
had a cousin who was an XX true
hermaphrodite. SRY was not present in
any of the affected family members.

Absence of Y-DNA in XX true herma-
phrodites and some XX males points to
genes other than SRY in the development
of the normal testis. Although cryptic Y-
bearing cell lines in the gonad cannot
be ruled out in sporadic cases of XX
sex reversal, occurrence of XX males and
XX true hermaphrodites in families is
consistent with transmission of autosomal
sex-reversing genes (discussed in Sect. 4).

6
XY Sex Reversal

6.1
XY Females

6.1.1 In the Human
As noted in Sect. 3.2, two X chromosomes
are required for differentiation of the
normal human ovary. In 45,X human
embryos, the ovary develops normally
during the first trimester, but the germ
cells die and the follicles become atretic.
The gonads are represented later by
fibrous streaks of connective tissue devoid
of endocrinologic activity. The resulting
condition is called Turner syndrome.

According to Susumu Ohno, the X
and Y chromosomes evolved from a pair
of homologous autosomes; the Y lost
most of its genetic material to become
a specialized testis inducer while the X
remained invariant. Accordingly, when
the sex-determining function of the Y
chromosome is lost or compromised, the
XY gonad develops in the same way as the
XO gonad. The resulting condition, called
XY gonadal dysgenesis, or Swyer syndrome, is
characterized by primary amenorrhea and
delayed puberty, and occurs in about one of

Fig. 9 Family with XX true
hermaphrodites and two XX males. The
propositus (arrow) was a masculinized
true hermaphrodite with scrotal
ovotestes. The genealogy is consistent
with transmission of an autosomal
sex-reversing gene. [On the basis of the
study by Skordis, N., Stetka, D.G.,
MacGillivray, M.H., Greenfield, S.P.
(1987) Familial 46,XX males coexisting
with familial 46,XX true hermaphrodites,
J. Pediatr. 110, 244–248 (1987). From
Wachtel, S.S. (1994) XX Sex Reversal in
the Human, in: Wachtel, S.S. (Ed.)
Molecular Genetics of Sex Determination,
Academic Press, San Diego, CA,
pp. 267–285].

XX true hermaphrodite

XX true hermaphrodite

XX male
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20 000 female births. In addition to having
nonfunctional streak gonads, women with
XY gonadal dysgenesis have a significant
risk of developing germ cell tumors such
as gonadoblastoma and dysgerminoma
(25–35%).

When the SRY gene was cloned, geneti-
cists tested its function by evaluating the
SRY sequence in women with XY gonadal
dysgenesis. Mutation or loss of the SRY
gene would explain failure of male devel-
opment in these women, and would help
to confirm its testis-determining role. Test-
ing was accomplished by amplifying the
SRY conserved domain in the polymerase
chain reaction (PCR), then evaluating the
nucleotide sequence of the PCR product,
and comparing it to the sequence in nor-
mal XY males. By the end of 1993, more
than a hundred cases of XY gonadal dys-
genesis had been studied in this way. De
novo mutations within the SRY conserved
domain (the HMG box) were identified in
about 15% of those cases.

Other mutations were detected in at
least five of the affected women: they had
male relatives with the same mutation. In
one kindred, a T→C transition caused a
phenylalanine-to-serine change at amino
acid position 109 in the propositus and in
the father, two brothers, and an uncle.
No decrease in DNA-binding activity
was observed when the mutant SRY
protein was compared with wild-type SRY
against the 5′-AACAAAG-3′ target site (see
Sect. 2.4.4). In another family, a G→C
substitution causing a valine-to-leucine
change was identified at position 588 of
pY53.3 in two XY female siblings, and
in the father, a paternal uncle, and a
paternal aunt (also an XY female). These
familial variants might have been no more
than benign polymorphisms (which would
explain their presence in normal males).
Alternatively, the same mutation might

have had different effects in different
individuals, depending on the genetic
background.

Mutation in the SRY conservative do-
main in cases of XY gonadal dysgenesis
was consistent with the putative sex-
determining role of the SRY gene, but
the low frequency of de novo mutations
suggested other causes of the syndrome,
and in particular, other genes in the sex-
determining pathway. Mutation outside
the HMG box could also account for
a proportion of cases. A precedent was
described in 1992, in a case involving
a deletion 1.7 kb upstream of the SRY
transcription initiation site. The deletion
comprised some 25 to 50 kb of DNA, 5′ to
SRY in the Y chromosome short arm.

Other forms of XY gonadal dysgenesis,
namely those caused by perturbation of X-
linked or autosomal genes, are discussed
in Sects. 3 and 4.

6.1.2 In the Mouse

XY sex reversal XY females of the labora-
tory mouse, Mus musculus, were originally
sired by a chimeric male produced with
embryonic stem cells infected with a retro-
virus. Because sex reversal was inherited
with the Y chromosome, the mutation
was designated YTdy.m1, or Y for short.
Later, when the mouse Sry gene was iso-
lated, geneticists learned that it was deleted
in XY females. Mapping studies showed
that the deletion comprised nearly 11 kb
of DNA, but did not include the Zfy1
and Zfy2 genes. Proviral sequences were
not detected. The XY females were fertile
but their reproductive lifespans were fore-
shortened, and they produced small litters.

XYd sex reversal When certain males of
the mouse subspecies, M. m. domesticus,
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are crossed with females of the inbred
strain C57BL/6 (B6), the F1 males are
normal. But in subsequent backcrosses
(B6 females × N) (where N = the back-
cross generation number), XY females
and XY hermaphrodites are produced.
This became known as XYd sex reversal
(d = domesticus). On cytogenetic analysis,
the Y chromosomes of the sex-reversed
mice were indistinguishable from those
of normal XY males. In Southern blots,
hybridization patterns were also indistin-
guishable when DNA samples from XY
males and XYd females were tested with
Y-specific probes including Sry.

Because these findings indicated that
XYd sex reversal was not due to a mu-
tation of the Y chromosome, geneticists
proposed that the testis-determining gene
of the M. m. domesticus subspecies (SryDom)

could not interact functionally with an au-
tosomal gene in the B6 strain, which they
called tda-1 (testis-determining autosomal-
1). Hence, SryDom, tda-a/tda-1 mice could
become females or hermaphrodites, but
not males. The absence of sex-reversed
XY females in the F1 generation could be
explained by the presence of the M. domes-
ticus dominant Tda1 allele in all of the XY
(heterozygous) offspring. In subsequent
backcross generations, however, the prob-
ability of inheriting the dominant Tda1
allele would be reduced. In the first back-
cross generation, 25% of all autosomal loci
would be homozygous for B6 alleles. In
the sixth backcross generation (N6), nearly
100% of the autosomal genes would be of
B6 origin, and in fact, all XY progeny in N6
have become females or hermaphrodites.

Several inbred mouse strains were found
to have Y chromosomes of M. m. domes-
ticus origin (e.g. Posch-1, AKR and SJL)
although sex reversal was unreported in
these strains. When the Posch-1 Y chro-
mosome was introduced by backcrossing

into the B6 genetic background, the results
were the same as those just described.
When the AKR Y chromosome was in-
troduced, ovotestes were observed in 14-
to 16-day-old embryos, but the ovotestes
became virilized, and there was no evi-
dence of sex reversal after birth. When
the SJL Y chromosome was introduced,
normal testes developed; ovotestes were
found in only 1 of 87 fetuses. Thus, not all
YDom chromosomes could generate XYd
sex reversal in the B6 strain.

Later, in Southern blots of DNA from
AKR and SJL, alternative hybridization
patterns were identified with Y-specific
probes. Genetic heterogeneity was con-
firmed when sequencing revealed that Sry
is polymorphic in the different M. m. do-
mesticus Y chromosomes. Thus, although
the precise mechanism of XYd sex reversal
remained to be determined, Sry polymor-
phism could contribute to the different
testis-inducing capacities of the YDom chro-
mosome in B6 mice.

T-associated sex reversal The H-2-linked
T-locus mutants of the mouse block nor-
mal development of the notochord and
generate phenotypes that can vary from
loss of the entire notochord to occur-
rence of minor abnormalities of the tail.
When the Thp (T hairpin tail) mutation was
being introduced into the B6 genetic back-
ground, geneticists noted that at the N3
and N4 backcross generations, XY fetuses
with Thp were females or hermaphrodites.
This required backcrossing to the B6 in-
bred strain, and presence of an AKR YDom

chromosome; sex reversal did not occur
when the Thp mutation was backcrossed
into the C3H strain, or when a non-AKR Y
was present.

Since Thp is a deletion of proximal
chromosome 17, it was inferred that sex
reversal in mice inheriting the mutation
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was caused by hemizygous expression
of a gene on the undeleted copy of
chromosome 17. The gene was called
Tas, for T-associated sex reversal. Since
XYd and Tas-mediated XY sex reversal
both occur when an M. m. domesticus Y
chromosome is introduced into the B6
genetic background, it was asked whether
they might be related conditions.

Other forms of XY sex reversal XY females
have also been generated by deletion
of Sx1 repeat sequences in the mouse
Y chromosome. In those cases, Sry is
intact but its expression may be altered,
suggesting the possibility of long-range
position effects.

6.2
XY True Hermaphrodites in the Human

Among the 195 true hermaphrodites
surveyed by Willem van Niekerk, 24
(12.3%) had the 46,XY karyotype. Of those,
13 had an ovary on one side of the body and
a testis on the other; the other 11 had at
least one ovotestis. The mosaic phenotype
of the true hermaphrodite (testis versus
ovary, in different gonads or in the same
gonad), implies mosaic expression of the
testis inducer, and this has been borne out
by molecular analysis of the SRY gene.

The subject of one study was a newborn
baby with ambiguous external genitalia
and 46,XY karyotype. The gonads were
described as ovotestes that contained
tubules, Sertoli cells, spermatogonia, and
oocytes. There were no Leydig cells and
no intact follicles. DNA was extracted
from white blood cells and gonadal
tissue, and the SRY conserved motif was
amplified in the PCR. When the PCR
products were sequenced, no mutation
was found in SRY from the white blood
cells, but two mutations were found in

gonadal tissue. One, a ‘‘silent’’ mutation,
resulted in a T→C transition in the third
nucleotide of codon 22, but there was no
change in the amino acid (alanine). The
other, a T→A transversion in the second
nucleotide of codon 44, induced an amino
acid substitution of histidine for leucine.
Neither mutation was identified in DNA
from the patient’s father.

The two mutations that were not iden-
tified in all samples of gonadal tissue of
the patient serve to confirm mosaic ex-
pression of the SRY testis inducer, and
to explain development of the abnormal
gonad in this case. Because the two muta-
tions occurred together in the same cells,
it was inferred that they had been induced
simultaneously by a mutagen. In fact the
mother had worked with organic solvents
during early pregnancy.

7
Summary and Conclusions

The function of the human Y chromosome
was debatable as recently as 1959, when a
number of publications appeared showing
that it determines sex. By 1990, the
Y-chromosomal testis-determining gene
had been cloned, and soon thereafter a
comprehensive Y-deletion map containing
132 loci and 43 ordered intervals was
produced; each interval was defined by
chromosomal breakpoints and contained
less than 800 kb of DNA.

By the year 2000, several additional sex-
determining genes were identified: the
X-linked sex-reversing DAX1 gene, and the
SRY-related SOX9 gene on chromosome
17q. Another sex-reversing gene (SF1)
was indicated on chromosome 9. And in
keeping with its presumptive role as a
transcription factor, the SRY protein was
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found to recognize and bind a particular
DNA sequence, 5′-AACAAAG-3′.

These findings are consistent with the
notion that maleness is the end result
of a cascade of events governed by a
pathway of sex-determining genes. It is
generally held that SRY is the initiator
of the cascade. But Sry of the mouse
is transcribed between 9.5 and 12.5 days
of gestation (the mouse testis appears at
11.5 days). This implies that Sry itself is
regulated or ‘‘turned on’’ by another gene
or group of genes.

In any case, SOX9 is activated early
in the developing testis, indicating that
SOX9 is an early, and perhaps the first,
downstream target of SRY. Besides SOX9,
other genes in the pathway have been
identified and are being analyzed – notably
DAX1, SF1, WT1, and WNT-4 (discussed
in Sects. 3.3, 4.2, 4.3). SF1 may partici-
pate in the development of the indifferent
embryonic gonad (which first appears
as an outcropping in the coelomic ep-
ithelium). The precise sex-determining
roles of WT1 and WNT-4 remain to be
elucidated.

Yet significant advances are being made
in our understanding of the heretofore
enigmatic conditions of sex reversal.
For example, duplication of SOX9 can
‘‘energize’’ the sex-determining cascade in
the absence of SRY, giving rise to XX
testes, and duplication of DAX1 can block
the SRY gene, causing aberrant ovarian
development in women with XY gonadal
dysgenesis. As for the future, we can look
forward to a time when the genetics of
sex determination will be more thoroughly
understood, when many of the syndromes
of human sex reversal will be identified
and perhaps even corrected prenatally, and
when the gender of important domestic
species will be placed under absolute
control.
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Keywords

Cell Adhesion Molecules
Surface ligands, usually glycoproteins, that mediate cell to cell adhesion.
Their functions include the assembly and interconnection of various vertebrate
systems, as well as maintenance of tissue integration, wound healing, morphogenic
movements, cellular migration, and metastasis.

Cell Cycle Regulators
Proteins that regulate the cell division cycle. This family of proteins involves a wide
variety of classes, including cyclin-dependent kinases, mitogen-activated kinases,
cyclins, and phosphoprotein phosphatases as well as their putative substrates, such as
chromatine-associated proteins, cytoskeletal proteins, and transcription factors.

Cytokines
Polypeptides secreted by inflammatory leukocytes, macrophages and lymphocytes in
response to microbes and other antigens that mediate and regulate immune and
inflammatory reactions. They generally act locally in a paracrine or an autocrine
manner rather than in an endocrine manner.

Growth Factors
Signal molecules that act to control cell growth and differentiation in the
receptor-dependent fashion. The alterations of these proteins lead to transformation
and the accompanying loss in growth control. Some of the growth factors and their
receptors are involved in the products of oncogens.

Oncogenes
Genes that can convert cells to cancerous growth by attacking crucial cellular
machinery. They encode for growth factors, growth-factor receptors, protein kinases,
signal transducers, nuclear phosphoproteins, and transcription factors. These genes
are constitutively expressed after structural and /or regulatory changes, resulting in
uncontrolled cell proliferation. They can be classified into viral oncogenes
(v-oncogenes) and cellular oncogenes (proto-oncogenes).

Telomerase
Essential ribonucleoprotein reverse transcriptase that adds telomeric DNA to the ends
of eukaryotic chromosomes. Telomerase is expressed in the testis and ovary, but
repressed in normal human somatic tissues. Telomerase activity is seen in more than
90% of human cancers.

Tumor-suppressor Genes
Genes inhibit expression of the tumorigenic phenotype. They are normally involved in
holding cellular growth in check. When tumor-suppressor genes are inactivated or lost,
a barrier to normal proliferation is removed, leading to unregulated growth.
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� A large number of molecular events are involved in the development and progression
of gastrointestinal carcinomas. Among them, common and distinct events of genetic
and epigenetic alterations in oncogenes, tumor-suppressor genes, cell adhesion
molecules, DNA repair genes, and genetic instability as well as telomerase activation
are observed in esophageal, gastric, and colorectal cancers. In gastric cancer, the
pattern of genetic and epigenetic alterations also differs depending on the two
histological types, intestinal type or well-differentiated type and diffuse type or poorly
differentiated type, indicating that there are two distinct major genetic pathways for
gastric carcinogenesis.

In addition to these events, gastrointestinal cancer cells express a broad
spectrum of the growth factor/cytokine receptor systems that organize complex
cancer-stromal interaction, which confer cell growth, apoptosis, morphogenesis,
angiogenesis, progression, and metastasis. However, these abnormal growth
factor/cytokine networks also are different among esophageal, gastric, and colorectal
cancers, respectively. Importantly, NF-κB activation induced by inflammation
may act as a key player for induction of growth factor/cytokine network in
gastrointestinal cancers.

1
Introduction

Multiple genetic and epigenetic alter-
ations in oncogenes, tumor-suppressor
genes, cell cycle regulations, cell adhe-
sion molecules, DNA repair genes and
genetic instability as well as telomerase ac-
tivation are responsible for the multistep
process of human gastrointestinal carcino-
genesis. However, a scenario or particular
combination of these alterations differs in
esophageal, gastric, and colorectal cancers.
Namely, common and distinct molecular
events are observed in esophageal, gas-
tric, and colorectal cancers, respectively.
Moreover, two types of gastric cancer,
well-differentiated or intestinal type, and
poorly differentiated or diffuse-type carci-
nomas also exhibit a distinct pattern of
genetic pathways.

Besides these genetic and epigenetic
events, gastrointestinal cancer cells
express a broad spectrum of growth

factors, cytokine or both, including epi-
dermal growth factor (EGF) family, trans-
forming growth factor (TGF)-β, heparin
binding (HB)-EGF, PDGF, IGF, basic fi-
broblast growth factor (FGF), interleukin
(IL)-1α, IL-6, IL-8 and osteopontin (OPN).
These growth factors and cytokines act
as autocrine, paracrine, and juxtacrine
modulators of the growth of cancer cells,
and then organize complex interplay be-
tween cancer cells and stromal cells, which
plays an important role in cell growth,
apoptosis, morphogenesis, angiogenesis,
progression and metastasis. Interestingly,
the expression of these growth factors,
cytokines or both by cancer cells is also
different among esophageal, gastric, and
colorectal cancers.

This article will provide an overview
of the molecular machinery that under-
lies gastrointestinal carcinogenesis and fo-
cuses on abnormal growth factor/cytokine
network in gastrointestinal cancers.
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2
Genetic and Epigenetic Alterations and
Abnormal Growth Factor/Cytokine Network
in Esophageal Cancer

Esophageal cancer is the third most
frequent gastrointestinal cancer in the
world. The most recent estimates are that
esophageal cancer is the sixth most com-
mon cancer in men (212 600 new cases,
4.9% of all cancers) and the ninth most
common in women (103 200 new cases,
2.7% of all cancers). The two main his-
tological types of esophageal cancer are
squamous cell carcinoma (SCC) and ade-
nocarcinoma, but SCC is the more preva-
lent type worldwide. The development of
esophageal SCC exhibits a multistep, pro-
gressive process. An early indicator of this
process is an increased proliferation of
esophageal epithelial cells including basal
cell hyperplasia, dysplasia, and carcinoma
in situ. This multistep process requires the
accumulation of multiple genetic and epi-
genetic alterations and overexpression of
growth factors/cytokine receptor systems,
leading to the evolution of clonal cell pop-
ulations that possess growth advantages
over other cells as demonstrated in the pro-
gression model of head and neck cancer.
This paragraph thus will describe recent
advances in molecular dissection of multi-
step tumorigenesis of esophageal SCC and
abnormal growth factor/cytokine network
that contributes to the development and
progression of esophageal SCC.

2.1
Genetic and Epigenetic Alterations in
Esophageal SCC

Numerous genetic and epigenetic alter-
ations are implicated in the develop-
ment and progression of esophageal SCC

Tab. 1 Genetic and epigenetic alterations found
in esophageal SCC.

Genetic and epigenetic
alterations

Incidence [%]

Tumor suppressors
P53 LOH, mutation 40–60
APC LOH 60–70
DCC LOH 20–40
Rb LOH 40–50
BRCA1 LOH 60
3p LOH 40–100
5p LOH 62
9p LOH 45–76
9q LOH 60
13q LOH 57
14q LOH 65
17p LOH 43–65
17q LOH 62
RARβ2 loss 40–50

Cell cycle regulators
p16 loss, mutation 45–76
Cyclin D1 amplification 40–50

Oncogenes
EGFR amplification 10–15
Telomerase activity 86
TERT expression 96

(Table 1). This cancer is frequently associ-
ated with loss of heterozygosity (LOH) at
multiple chromosomal loci including 3p,
5q, 9p, 9q, 13q, 17p, 17q, and 18q. No sig-
nificant differences have been found in the
prevalence of LOH at various loci in SCC
and adenocarcinoma of the esophagus.

Among these alterations, LOH and mu-
tation of the p53 gene at chromosome
17p13 occur at an early stage of esophageal
carcinogenesis, such as dysplasia and car-
cinoma in situ. About 50% of esophageal
SCC harbor mutations of the Tp53 gene,
most of which are missense mutations
leading to amino acid changes within ex-
ons 5–8, which encode the entire DNA
binding domain of the p53 molecule and
the flanking splice sites. Considering the
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base substitution spectrum, G:C to T:A
transversion is common in esophageal
carcinoma, similar to that in carcinomas
of the lung and liver. This situation is
different from the finding that colorec-
tal carcinomas frequently contain G:C to
A:T transitions at CpG dinucleotides. This
evidence suggests that different environ-
mental and intrinsic factors may affect the
tumorigenesis of esophageal and colorec-
tal carcinomas. It is of interest that LOH of
the APC, DCC, and Rb genes shows high
frequency but these genes are very rarely
or never mutated in esophageal SCC.

The retinoic acid receptor (RAR) β

gene is a putative tumor-suppressor gene
on chromosome 3p24, where a high
frequency of LOH is found in many
human cancers, including esophageal
cancer. The human RARβ has three
isoforms (β1, β2, β4). Overexpression of
RARβ2 induces inhibition of tumor cell
growth and apoptosis in human cancer cell
lines including esophageal cancer cells.
Moreover, Induction of RARβ2 suppresses
cyclooxygenase-2 (COX2) expression in
esophageal cancer cells. More importantly,
DNA methylation of RARβ2 promoter
CpG sites has been reported to cause
the loss of RARβ2 expression in many
human cancers including lung, breast,
prostate, stomach, head and neck, and
esophageal cancers. RARβ is expressed
in 90% of normal esophageal mucosa,
while it is detected in only 60% of
dysplastic lesions and in 50% of SCC.
These findings indicate that loss of RARβ,
or more specifically, the isoformβ2, is
an early event associated with esophageal
carcinogenesis and the status of squamous
differentiation.

p16, an inhibitor of cyclin D1/cyclin-
dependent kinase, is located on chromo-
some 9p21. It is inactivated by 9p21LOH

with de novo p16 promoter hypermethyla-
tion in the majority of esophageal SCC.
Recent molecular analysis of precancer-
ous laryngeal lesions suggests that loss of
p16 protein is an early step toward ma-
lignant transformation in head and neck
tissues. This protein forms binary com-
plexes with CDK4 and CDK6, inhibiting
their ability to phosphorylate the Rb pro-
tein. Loss of the p16 protein may bring
about increased Rb phosphorylation and
allow cells to enter into S-phase. In fact,
we have confirmed that homozygous dele-
tion of the p16 gene is closely correlated
with the increased expression of cyclin D1,
CDK4 and phosphorylated Rb protein in
esophageal SCC cell lines.

In 1989, we discovered the coamplifica-
tion of hst-1 and int-2, both of which are
located on chromosome 11q13, in about
50% of primary tumors and in 100% of
metastases of esophageal SCC. Gene am-
plification, however, was not accompanied
by overexpression of the two genes. Sub-
sequently, Jiang et al. found that the cyclin
D1, which is located on the same locus
as hst-1 and int-2 genes, was amplified in
32% of SCC, associated with overexpres-
sion. The amplification of the cyclin D1
is closely correlated with tumor staging,
depth of tumor invasion, and metastasis.
In the esophagus, 71% of SCC and 64% of
adenocarcinoma are positive for increased
cyclin D1 nuclear staining, indicating that
overexpression of cyclin D1 is common
in both types of cancer. Cyclin D1 binds
to Rb protein and stimulates its phospho-
rylation. Hyperphosphorylation of Rb in
response to overexpressed cyclin D1 may
lead to uncontrolled cell cycling and in-
creased cell proliferation.

As for oncogene activation, amplifica-
tion of the EGF receptor (EGFR) gene
occurs in 10–15% of advanced cases of
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esophageal SCC, accompanied by overex-
pression of EGFR. The frequency of K-ras
mutation is very low in esophageal SCC,
whereas it takes place in 50% of sporadic
colorectal carcinoma. c-erbB2 is amplified
in esophageal adenocarcinoma but not
in esophageal SCC. Recently, Inazawa’s
group reported that ZASC1 encoding a
Krüppel-like zinc finger protein is involved
in the pathogenesis of esophageal SCC as
one of the targets for 3q26 amplification.
CIAP1, a number of the IAP (antiapop-
totic) gene family, may also be a target for
11q22 amplification.

Telomerase, a ribonucleoprotein en-
zyme, is necessary for cancer cells to
maintain their telomere and to become
immortal. Results of a 1998 study on cell
immortalization show, however, that acti-
vation of telomerase alone is not enough
to immortalize certain epithelial cells, and
that inactivation of the p16/Rb pathway is
needed. More than 80% of gastrointestinal
carcinomas exhibit high level of telom-
erase activity and overexpression of human
telomerase reverse transcriptase (hTERT).
The expression of hTERT is closely as-
sociated with activation of telomerase in
vitro and in vivo. It is of interest to note
that telomerase activity as well as hTERT
expression is detected in about 45% of dys-
plasia and in 90% of SCC of the esophagus.
Telomerase activation may also play a crit-
ical role in early stage of esophageal SCC.

Recently, Chen et al. reported that LOH
at 13q 33–34 including ING1, a candidate
tumor-suppressor gene, was observed in
about 60% of esophageal SCC, associated
with mutation as well as loss of ING1
protein. ING1, a novel growth inhibitor,
cooperates directly with p53 in growth reg-
ulation by modulating the ability of p53 to
act as a transcriptional activator. Genetic
or epigenetic alterations in ING1 may be

also involved with esophageal SCC. Son-
oda et al. reported that loss of LRP1B (low
density lipoprotein receptor–related pro-
tein 1B) often occurs in esophageal SCC.

These results overall indicate that accu-
mulation of the above-mentioned genetic
and epigenetic alterations is involved in
the multistep carcinogenesis and pro-
gression of esophageal SCC. Inactivation
of tumor-suppressor genes on 3p (ex.
RARβ2) and p53, and telomerase activity
may be important for converting normal
stratified squamous epithelium to dys-
plasia. Because p16 inactivation and 9q
LOH are found occasionally in mild dys-
plasia, but frequently in severe dysplasia
and in carcinoma in situ, these alterations
may have implications for transforma-
tion to malignancy. Amplification of cyclin
D1and EGFR genes, inactivation of tumor-
suppressor genes on 5q, 13q, and 18q,
and abnormal expression of growth fac-
tor/cytokine receptor system may confer
progression and metastasis of esophageal
SCC. The genetic progression model of
esophageal SCC (Fig. 1) is quite similar to
that of head and neck SCC

2.2
Abnormal Growth Factor/Cytokine Network
in Esophageal SCC

Esophageal SCC cells express a variety
of growth factor/ receptor and cytokines
including the EGF family, PDGF, trans-
forming growth factor β (TGFβ), inter-
leukin (IL)-1α and IL-6. Among them, the
EGF/TGFα receptor system plays a major
role in the cell growth and progression
of esophageal SCC through signaling of
receptor-linked tyrosine kinases.

In many cancer cells, both EGF
and TGFα act as autocrine growth
factors through EGFR which is en-
coded by the proto-oncogene c-erbB1.
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Normal
mucosa

3p LOH
p53 mutation
RARb loss
Telomerase
activation

p16 inactivation
9p LOH

Dysplasia Carcinoma
in situ

Amplification of cycline D1 and EGFR
5q, 13q, 18q LOH

Invasive
cancer

Fig. 1 Genetic progression model of esophageal SCC.

Membrane-bound TGFα binds to EGFR
on the surface of contiguous cells and in-
duces receptor autophosphorylation, lead-
ing to signal transduction, which is
regarded as juxtacrine mitogenetic stim-
ulation. In addition, EGF or TGFα induce
the expression of TGFα and EGFR, thus
indicating the presence of an autocrine
loop of EGF/TGFα/receptor system. We
have found that EGF is expressed in 30%
of esophageal SCC while TGFα and EGFR
are expressed in 77 and 89% of esophageal
SCC, respectively. Coexpression of TGFα

and EGFR is closely correlated with dys-
plastic progression and high grade of
malignancy. The number of EGFR recep-
tors is about 10 times higher than that
in gastric carcinomas, which might be
one of the reasons for the rapid growth
of esophageal SCC compared to that of
other carcinomas.

Esophageal SCC expresses PDGF A- and
B-chains and PDGF B-receptor, suggesting
the existence of a multiautocrine loop
in the growth and progression of tumor
cells. What is interesting is that EGF
or TGFα increase the expression of
PDGF A- and B-chain in esophageal SCC
cell lines.

Grb7, a ligand for both EGFR and c-
erbB2, is also implicated in esophageal
SCC. Tanaka et al. found overexpression
of Grb7in 44 % of the tumors and

coexpression of Grb7 with EGFR or c-
erbB-2 in 32% of the advanced cases,
suggesting that Grb7 functions as an
extracellular stimulus for progression of
esophageal SCC.

EGF or TGFα produced by the tumor
cells can make not only an autocrine loop
of EGF/TGFα receptor system for tumor
growth stimulation but also an induction
of matrix metalloproteinases such as in-
testinal collagenase and stromelysin to
evoke a cascade of cellular events that are
involved in extracellular matrix degrada-
tion and tumor invasion. Moreover, one
of the important substrates of EGFR ki-
nase is β-catenin, a regulatory protein
for cadherin. Upon phosphorylation of β-
catenin, the cells are dissociated by loss
of cadherin function. A phosphorylated
form of β-catenin is detected in tumor
cells of esophageal SCC and adenocarci-
nomas. β-catenin is also involved as a
downstream transcriptional activator of
the Wnt signaling pathway. Recently, β-
catenin has been shown to induce cyclin
D1 expression, suggesting that free β-
catenin may be implicated in an increase
in cell cycling.

In addition to phosphorylation of
β-catenin, downregulation of E-cadherin
and α-catenin occurs in both esophageal
SCC and adenocarcinomas, while up-
regulation of P-cadherin takes place in
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esophageal SCC. The reduced expression
of α-catenin correlates more with inva-
sion and nodal metastasis than E-cadherin
reduction in esophageal SCC.

Above all, esophageal SCC exhibit multi-
ple autocrine growth factor-receptor loops
that may participate not only in cell growth
but also in tumor invasion and metas-
tasis, associated with reduction of cell
adhesion molecules. Understanding the
biology of esophageal cancer is indis-
pensable to precise diagnosis and proper
cancer treatment.

3
Genetic and Epigenetic Alterations and
Abnormal Growth Factor/Cytokine Network
in Gastric Cancer

Gastric cancer is the most common cancer
worldwide and is second only to lung
cancer as a cause of cancer mortality.
Most recent world estimates indicate
that 798 000 new cases are diagnosed
and 628 000 deaths occur annually from
gastric cancer. The highest incidence
is still observed in Japan because of
the remarkable increase in the aged
population over 60 years old. Most gastric
cancers arise distally from the antrum
and pylorus, but about 20% involve the
cardia and fundus and approximately 10%
involve the stomach diffusely.

There are several histological classifi-
cations of gastric cancer. Lauren divided
gastric cancer into two types, intestinal
and diffuse, and the Japan Research So-
ciety for Gastric Cancer classified it into
five common types. The JRSGC classi-
fication is similar to that of the World
Health Organization. This article will use
a two-type classification: the intestinal or
well-differentiated type and the diffuse or
poorly differentiated type.

The genetic and epigenetic changes
found in gastric carcinoma differ depend-
ing on the histological type of gastric
cancer, indicating that different carcino-
genetic pathways exist for the intesti-
nal and diffuse types of carcinomas.
In addition, cancer-stromal interaction
through the growth factor/cytokine recep-
tor system, which plays a pivotal role in
morphogenesis, cancer progression, and
metastasis, is also different between the
two types of gastric carcinomas.

Meta-analysis of epidemiological studies
and animal models show that both intesti-
nal and diffuse types of gastric cancer are
equally associated with Helicobacter pylori
(H. pylori) infection. However, H. pylori
infection may play a role only in the initial
steps of gastric carcinogenesis. Differences
in H. pylori strain, patient age, exogenous
or endogenous carcinogens and genetic
factors such as DNA polymorphism and
genetic instability may be implicated in
two distinct major genetic pathways for
gastric carcinogenesis.

The next paragraph will describe the
genetic pathways of the two types of
gastric cancer and the abnormal growth
factor/cytokine network that organizes re-
markably complex interplay between can-
cer cells and stroma cells in gastric cancer.

3.1
Genetic and Epigenetic Alterations in
Gastric Cancer

Genetic and epigenetic alterations in onco-
genes, tumor-suppressor genes, cell-cycle
regulators, cell adhesion molecules, DNA
repair genes, and genetic instability as well
as telomerase activation, are responsible
for tumor genesis and progression of gas-
tric cancer (Tables 2 and 3; Figs. 2 and 3).
Among them, inactivation of various genes
including p16, hMLH1, cadherin1(CDH1),
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Tab. 2 Genetic and epigenetic alterations found in intestinal and
diffuse types of gastric cancer (1).

Genetic and epigenetic
alterations

Incidence of cases with
indicated alterations [%]

Intestinal type Diffuse type

Tumor suppressors
p53 LOH, mutation 60 75
p73 LOH 53a 24
APC LOH, mutation 40–60 0
DCC LOH 50 0
LOH of Chr. 1q 44 0
LOH of Chr. 7q 53 33
LOH of Chr. 17q 0 40b

Loss of pS2 expression 49 31
Loss of RARβ2 50 73c

Loss of RUNX3 37 40

Cell cycle regulators
Cyclin E amplification 33 7
Cyclin E overexpression 26 27
CDC25B overexpression 33 73
Loss of p16 expression 50d 10
Loss of p27 expression 46 69

aPreferentially found in foveolar-type adenocarcinoma.
bPreferentially found in patients younger than 35 years of age.
cp = 0.0335; Fisher’s exact test.
dp = 0.0023; Fisher’s exact test.

D1S191 instability
Hypermethylation

Normal
mucosa

HP infection

Intestinal
metaplasia

Telomere reduction
Genetic instability

APCmutation
p53mutation

hTERT expression with
telomerase activation

Histone deacetylation

pS2 reduction, p16 loss
hMLH1 loss

pS2 expression
1P36 (p73) LOH

RUNX3 loss
CD44 aberrant transcripts
Cyclin E overexpression
CDC25B overexpression

Adenoma

p53mutation/LOH

Reduced p27 expression

Early
cancer

Intestinal
type

Advanced
cancer

Invasion
metastasis

c-erbB2 amplification

Chr.7q LOH, RUNX3 loss
Cyclin E gene amplification
Reduced p27 expression
Reduced nm23 expression
GF overexpression
CD44 aberrant transcripts

Fig. 2 Multiple genetic and epigenetic alterations during human gastric carcinogenesis
(intestinal type).
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Tab. 3 Genetic and epigenetic alterations found in intestinal and
diffuse types of gastric cancer (2).

Genetic and epigenetic
alterations

Incidence of cases with
indicated alterations [%]

Intestinal type Diffuse type

Oncogenes
K-ras mutation 10 0
c-met amplification 19 39
K-sam amplification 0 33
c-erbB2 amplification 20 0

Adhesion molecules
E-cadherin, mutation 0 50
Loss of CDH1 55 79b

CD44 aberrant transcript 100 100

Microsatellite instability 20–40 20–70a

(hMLH1 methylation) (5–20) (0)

Histone deacetylation 61 82

Telomere/Telomerase
Telomere reduction 62 53
Telomerase activity 100 90
TERT expression 100 86

aPreferentially found in patients younger than 35 years of age.
bp = 0.0175; Fisher’s exact test.

Genetic instability

HP infection

E-cadherin mutation
CDH1 loss
RARb2 loss

K-sam amplification
c-met amplification

17q21LOH

Normal
mucosa

hTERT expression with
telomerase activation

Histone deacetylation

RUNX3 loss
CD44 aberrant transcripts
Cyclin E overexpression
CDC25B overexpression

p53mutation/LOH

Early
cancer

Diffuse
type

Advanced
cancer

Invasion
metastasis

Chr.7q LOH, RUNX3 loss
Cyclin E gene amplification
Reduced p27 expression
Reduced nm23 expression
GF overexpression
CD44 aberrant transcripts

Fig. 3 Multiple genetic and epigenetic alterations during human gastric carcinogenesis
(diffuse type).



Growth Factors and Oncogenes in Gastrointestinal Cancers 11

RARβ2, pS2 and RUNX3 by DNA methy-
lation is involved in two distinct major
genetic pathways of gastric cancer. Hy-
permethylation of the p16 and of hMLH1
promoters is preferentially associated with
intestinal type, whereas concordant hyper-
methylation of the CDH1 and RARβ2 pro-
moters predominantly occurs in diffuse
type gastric carcinoma. Loss of RUNX3
and pS2 expression by promoter methyla-
tion is a common event in both types of
gastric carcinoma. The scenario of these
epigenetic alterations indicates that there
are at least two types of CpG island methy-
lator phenotypes in intestinal and diffuse
types of gastric cancer. Recently, Cho et al.
reported that promoter hypomethylation of
a novel cancer/testis antigen gene CAGE
was found in 35% of chronic gastritis and
in 78% of gastric cancer.

In addition to promoter hyperme-
thylation or hypomethylation, acetylated
histone H4 is obviously reduced in the ma-
jority of gastric carcinoma. Histone H4 is
progressively deacetylated from the early
stage (precancerous lesions) to the late
stage (invasion and metastasis) in gastric
carcinogenesis. Since there is no differ-
ence in the level of acetylated histone H4
between the intestinal and diffuse types
of gastric cancer, histone H4 deacetyla-
tion is a common event in both types of
gastric cancer.

In the multistep process of intestinal
type carcinogenesis, the genetic pathways
can be divided into three subways:
an intestinal metaplasia → adenoma →
carcinoma sequence, an intestinal
metaplasia → carcinoma sequence and
de novo. Infection with H. pylori may
be a strong trigger for hyperplasia
of hTERT-positive ‘‘stem cell’’ in
intestinal metaplasia. Genetic instability
and hyperplasia of hTERT positive stem
cells precede replication error at the

D1S191, DNA hypermethylation at the
D17S5 locus, pS2 loss, RARβ2 loss,
RUNX3 loss, CD44 abnormal transcripts
and p53 mutation, all of which accumulate
in at least 30% of incomplete intestinal
metaplasia. All of these epigenetic and
genetic changes are common events
in intestinal type gastric cancer. An
adenoma → carcinoma sequence is found
in about 20% of gastric adenoma with
APC mutations. In addition to these
events, p53 mutation and LOH, RUNX3
loss, reduced p27 expression, cyclin E
overexpression and abnormal transcript
of c-met allow malignant transformation
from the above precancerous lesions to
intestinal type gastric carcinoma (Fig. 2).
DCC loss, APC mutations, 1qLOH, p27
loss, reduced TGFβ receptor, reduced
nm23 and c-erbB2 gene amplification are
frequently associated with an advanced
stage of intestinal-type gastric carcinoma.
The de novo gastric carcinoma involves
LOH and abnormal expression of p73 gene
that is responsible for the development
of foveolar-type gastric cancers with
pS2 expression.

On the other hand, LOH at chromosome
17p, mutation or LOH of p53, LUNX3 loss,
and mutation or loss of E-cadherin are
preferentially involved in the development
of diffuse type gastric carcinoma. These
events may occur simultaneously or in
the relatively short term in superficial
gastritis induced by H. pylori infection.
In addition to these alterations, gene
amplification of K-sam and c-met, RUNX3
loss, 7q LOH, cyclin E gene amplification,
p27 loss as well as reduced nm23 confer
progression, and metastasis, frequently
associated with productive fibrosis. Mixed
gastric carcinomas composed of intestinal
and diffuse components exhibit some but
not all of the molecular events described
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so far for each of the two types of gastric
cancer (Fig. 3).

Several proto-oncogenes, including
c-met, K-sam, and c-erbB2, are frequently
activated in gastric cancer. The amplifica-
tion of the c-met gene encoding a receptor
for hepatocyte growth factor/scatter factor
(HGF/SF) is found in 19% of intestinal
type and 39% of diffuse type gastric can-
cers. Most of gastric carcinomas express
two different c-met transcripts, one of
7.0 kb and another of 6.0 kb. Expression of
the 6.0 kb c-met transcript correlates well
with tumor staging, lymph node metas-
tasis, and depth of tumor invasion. The
K-sam gene has at least four transcrip-
tional variants. Type II transcript, which is
expressed only in carcinoma cells, encodes
a receptor for keratinocyte growth factor
(KGF). K-sam is preferentially amplified
in 33% of advanced diffuse or scirrhous
type gastric cancer. But K-sam gene am-
plification is never seen in esophageal or
colorectal carcinomas. In contrast to K-
sam, c-erbB2 is preferentially amplified in
20% of intestinal type gastric cancer but
not in diffuse type gastric cancer. Over-
expression of c-erbB2 associated with gene
amplification confers a poor prognosis and
liver metastasis. The amplification of c-
erbB1 (EGFR) and c-erbB3 is seen in 3 and
0%, respectively, of gastric cancer.

RUNX3, a Runt domain transcription
factor involved in TGFβ signaling, is
a candidate tumor-suppressor gene lo-
calized in 1p36, a region commonly
deleted in a variety of human cancers,
including gastric cancer. RUNX gene
family is composed of three members,
RUNX1/AML1, RUNX2 and RUNX3, and
encodes the DNA binding(α) subunits
of the Runt domain transcription factor
polyomavirus enhancer-binding protein 2
(PEBP2)/core-binding factor (CBF), which
is a heterodimeric transcription factor.

All three RUNXs play important roles
in both normal developmental processes
and carcinogenesis. RUNX1, which is re-
quired for definitive hematopoiesis, is the
target of chromosome translocations in
leukemia. RUNX2, which is essential for
osteogenesis, is mutated in the human
disease cleidocranial dysplasia. RUNX3
is necessary for the suppression of cell
proliferation of gastric epithelium, neu-
rogenesis of the dorsal root ganglia, and
T-cell differentiation. The gastric epithe-
lium of RUNX3 knockout mice shows
hyperplasia, reduced rate of apoptosis,
and reduced sensitivity to TGFβ1, sug-
gesting that the tumor-suppressor activity
of RUNX3 operates downstream of the
TGFβ signaling pathway.

Recent studies on RUNX3 methylation
in human cancers demonstrated that loss
of RUNX3 by hypermethylation of the
promoter CpG island was detected not only
in 64% of gastric cancer but also in 73% of
hepatocellular carcinoma, 70% of bile duct
cancer, 75% of pancreatic cancer, 62% of
laryngeal cancer, 46% of lung cancer, 25%
of breast cancer, 23% of prostate cancer,
12% of endometrial cancer, 2.5% of uterine
cervical cancer, and 5% of colon cancer.
The RUNX3 methylation is especially
frequent in cancers from tissues of a
foregut origin. Interestingly, the RUNX3
methylation is found in 8% of chronic
gastritis, 28% of intestinal metaplasia, and
27% of gastric adenoma, but not in chronic
hepatitis B. These findings suggest that
RUNX3 is a target for epigenetic gene
silencing in gastric carcinogenesis.

Cell adhesion molecules may also work
as tumor suppressors. Mutations in the
E-cadherin gene occur preferentially in
50% of diffuse type gastric carcinoma. E-
cadherin mutations affecting exons 8 or
9 induce the scattered morphology, de-
creased cellular adhesion and increased
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cellular motility of diffuse gastric cancers.
The mutations are even detected in intra-
mucosal carcinoma. E-cadherin germline
mutations responsible for hereditary dif-
fuse gastric cancer (HDGC) have been
reported since 1998, but their frequency
is extremely rare. The β- and γ -catenin
mutations but not E-cadherin mutations
bring about constitutive Tcf transcriptional
activity in gastric and pancreatic cancer
cells. As mentioned in esophageal SCC,
cross-talk between β-catenin and receptor
tyrosine kinases including c-met, EGFR
and c-erbB2 is found in gastric cancer cells,
leading to diffuse spreading or scattering
of gastric cancer cells through enhanced
Wnt signaling pathway. These results indi-
cate that genetic and epigenetic alterations
in E-cadherin and catenins are involved
in the development and progression of
diffuse and scirrhous-type gastric cancer.

As to alterations in cell-cycle regulators,
the cyclin E gene is amplified in 15 to 20%
of gastric carcinomas that are associated
with overexpression. Gene amplification
or overexpression of cycline E, or both
cause aggressiveness and lymph node
metastasis. Cyclin D1 gene amplification,
on the other hand, is exceptional in gastric
cancer but frequently occurs in esophageal
SCC. p27, a member of the cip/kip family
of CDK inhibitors, binds to a wide variety
of cyclin/CDK complexes and inhibits ki-
nase activity. We have found that growth
suppression of interferon-β is associated
with the induction of p27 in the gastric
cancer cell line TMK-1. More importantly,
reduction in p27 expression is frequently
observed in advanced gastric cancers while
it is well preserved in 90% of gastric ade-
nomas and 85% of early cancers. Reduced
expression of p27 significantly correlates
with tumor invasion and nodal metastasis.
The expression of p27 in gastric cancer
is inversely correlated with the expression

of cyclin E. Loss of p27 expression and
gain of cyclin E promotes progression and
metastasis of gastric cancer.

Reduction in p27 occurs at posttrans-
lational levels, resulting from ubiquitin
mediated proteosomal degradation rather
than genetic abnormalities.

An important downstream target of cy-
clin/CDKs at G1/S transition is a family
of E2F transcription factors. Gene ampli-
fication of E1F-1 is seen in 4% of gastric
cancers and in 25% of colorectal cancers.
Overexpression of E2F is detected in 40%
of primary gastric carcinomas. In addition,
E2F and cyclin E tend to be coexpressed
in gastric cancer, whereas 70% of gastric
cancers show lower levels of E2G-3 expres-
sion than corresponding normal mucosa.
These results overall suggest that gene am-
plification and abnormal expression of the
E2F gene may permit the development of
gastric cancer.

3.2
Factors Associated with Increased
Incidence of Gastric Cancer

Three major factors, including environ-
mental factors, host factors and genetic
factors, cooperatively affect the genesis
of gastric cancer. Of these, environmen-
tal factors are the most important, as
diet and cigarette smoking are primary
offenders; in particular, the presence of
carcinogens such as N-nitroso compounds
and benzo[α]pyrene is directly linked to
carcinogenesis. The mutation spectrum of
the p53 gene is different between intesti-
nal type and diffuse type gastric cancers,
as p53 mutation at A:T sites are com-
mon in intestinal type carcinoma whereas
GC → AT transitions are predominant in
diffuse type carcinoma. Carcinogenic N-
nitrosoamines, which cause mainly GC →
AT base substitutions, are found in many
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foods and can also be produced from
amines and nitrates in the acidic envi-
ronment of the stomach.

As for host factors, meta-analysis of re-
lationship between H. pylori infection and
gastric cancer has indicated that H. py-
lori infection is associated with a twofold
increased risk of gastric cancer. Younger
H. pylori infected patients have a higher
relative risk of gastric cancer than older
patients. H. pylori infection is equally asso-
ciated with intestinal-type and diffuse-type
gastric cancers. In fact, the observations in
a Mongolian gerbil model of stomach car-
cinogenesis show that H. pylori infection
promotes stomach carcinogenesis induced
by chemical carcinogens, and that his-
tological types of gastric carcinoma may
depend on the concentration of chemical
carcinogens rather than H. pylori infec-
tion. Eradication of the bacteria evidently
decreases the incidence of gastric cancer
in the Mongolia gerbil model.

H. pylori infection produces reactive oxy-
gen and nitrogen species that cause DNA
damage, followed by chronic gastritis and
intestinal metaplasia. Goto et al. reported
that the expression of inducible nitric oxide
synthase (iNOS) and nitrotyrosine in the
gastric mucosa was significantly high in H.
pylori infected patients who developed gas-
tric cancer at least two years after the initial
biopsies. These findings suggest that high
production of iNOS and nitrotyrosine may
participate in gastric carcinogenesis.

Not only can H. pylori activate NF-κB
in gastric epithelial cells, but activated NF-
κB activates the transcription of IL-1, IL-6,
IL-8, TNF-α, and cyclooxygenase-2 (Cox-2).
Successful eradication of H. pylori leads to
downregulation of Cox-2 in the epithelial
and stromal cells. High expression of
Cox-2 mRNA, protein, and enzymatic
activity is observed in the tumor cells
of intestinal type gastric cancer. Loss of

Cox-2 promoter methylation may enhance
Cox-2 expression and promote gastric
carcinogenesis associated with H. pylori.

Strain of H. pylori and genetic factors
play a critical role in susceptibility to stom-
ach carcinogenesis. Prinz et al. reported
that CagA+/VacAs1+ strains of H. py-
lori that are blood-group antigen-binding
adhesion (BabA2)-positive are associated
with activity or chronicity of gastritis. Ad-
herence of H. pylori via BabA2 may play
a key role for efficient delivery of VacA
and CagA. Moreover, Hatakeyama’s group
has recently shown that CagA binds an
Src homology 2 (SH2)-containing tyro-
sine phosphatase SHP-2 in a tyrosine
phosphorylation-dependent manner and
stimulates the phosphatase activity of
SHP-2. In addition, they found that preva-
lent CagA protein in East Asian countries
are significantly more potent in binding
SHP-2 and in inducing cellular morpho-
logical changes than are CagA proteins of
Western isolates. Differences in the bio-
logical activity of Western and East Asian
CagA protein, which are determined by
variation in the tyrosine phosphorylation
sites, may underlie the different incidences
of gastric cancer in these two geographic
areas. Regarding the development of gas-
tric mucosa-associated lymphoid tissue
(MALT) lymphoma, heat-shock protein
60 kDa (hsp60) of H. pylori is an im-
portant antigen in the pathogenesis of
MALT lymphoma.

In addition to H. pylori strains, DNA
polymorphism including HLA, MUC1, T-
cell helper 1 and IL-1β has been reported
to be associated with an increased risk
of both atrophic gastritis induced by H.
pylori and gastric cancer. In addition, El-
Omar et al. reported that proinflammatory
genotypes of tumor necrosis factor α and
IL-10 are associated with increased risk



Growth Factors and Oncogenes in Gastrointestinal Cancers 15

of gastric cancer. More excitingly, Mag-
nusson et al. found that distinct HLA
class IIDQ and DR alleles are associ-
ated with the development of gastric
cancer and infection with H. pylori. The
DQA1*0102 is associated with protec-
tion from H. pylori infection, whereas the
DRB*1601 is associated with cancer de-
velopment, particularly, H. pylori-negative
diffuse type gastric cancer. These host
factors as well as H. pylori strain may
determine why some individual infected
with H.pylori develop gastric cancer while
others do not.

The most important factor implicated
in gastric carcinogenesis is genetic in-
stability including microsatellite instabil-
ity (MSI) and chromosomal instability.
MSI due to epigenetic inactivation of
the hMLH1 is found in 15 to 39% of
sporadic intestinal type gastric cancer,
of which 70% are associated with loss
of hMLH1 by hypermethylation of the
hMLH1 promoter. Intestinal type gas-
tric cancers with MSI often occur in
patients over 73 years of age and often
occur in the antrum pylori. They are also
associated with abundant lymphocyte in-
filtration, a putative favorable prognosis,
and multiple tumors. In addition, MSI
at the locus D1S191 is found in 26%
of intestinal metaplasia and 46% of in-
testinal type gastric cancer. An identical
pattern of MSI at the locus D1S191 is
detected in both intestinal type cancer
and the adjacent intestinal metaplasia,
suggesting the sequential development of
intestinal adenocarcinoma from intesti-
nal metaplasia.

On the other hand, diffuse type gas-
tric cancers with MSI occur mostly in
patients under 35 years of age, and are
frequently accompanied by scirrhous type
carcinoma. This type of cancer, how-
ever, harbors no germline mutation of

hMLH1 and hMSH2 and no alteration
at BAT-RII, but is frequently associated
with LOH on chromosome 17q21 includ-
ing the BRCA1 gene. Loss of the BRCA1
by promoter methylation may have im-
plications for the genesis of diffuse type
gastric cancer.

Chromosomal instability leading to
DNA aneuploidy is also an underlying fac-
tor in cancer. Telomere length is necessary
for maintaining chromosomal stability.
Recent evidence indicates that in the ab-
sence of telomerase, telomere shortening
can bring about telomere dysfunction that
causes both DNA breaks and chromo-
some gain or loss. Conversely, telomerase
can inhibit chromosomal instability. Most
intestinal type gastric cancers have remark-
ably shortened telomere length, associated
with high levels of telomerase activity and
significant expression of human telom-
erase reverse transcriptase (hTERT). More
importantly, over 50% of intestinal meta-
plasia, as well as adenoma, express low
levels of telomerase activity. We have
found that H. pylori infection is a strong
trigger for hyperplasia of hTERT positive
cells in intestinal metaplasia, followed by
increased telomerase activity and telomere
reduction. Therefore, telomere reduction
and telomerase activation play the most
critical roles in an initial step of gastric
carcinogenesis.

Mutations in the APC gene participate in
chromosomal instability. Recently Kaplan
et al. reported that mutation in APC may
be responsible for chromosomal instability
in colon cancer. It remains to be examined
whether gastric cancer cells carrying a
truncated APC gene are defective in
chromosome segregation. APC protein
directly binds to a kinetochore protein
and is an avid in vitro substrate of the
mitotic check-point protein Bub1. There
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is no mutation in the hBub1 gene in
gastric cancer.

3.3
Abnormal Growth Factor/Cytokine Network
in Gastric Cancer

Gastric cancer cells express a broad spec-
trum or growth factors, cytokines or
both, including TGF-α, TGF-β, EGF, am-
phiregulin (AR), cripto, heparin binding
(HB)-EGF, PDGF, IGF II, basic fibroblast
growth factor (bFGF), IL-1α, IL-6, IL-8,
and OPN. These growth factors and cy-
tokines function as autocrine, paracrine,
and juxtacrine modulators for the growth
of cancer cells, and they organize the

complex interaction between cancer cells
and stromal cells which play a key role in
morphogenesis, invasion, neovasculariza-
tion, and metastasis (Fig. 4). Interestingly,
the expression pattern of these growth fac-
tors and cytokines by cancer cells differs
in the two histological types of gastric car-
cinomas. The EGF family including EGF,
TGFα, cripto and AR are commonly over-
expressed in intestinal type carcinoma,
whereas TGFβ, IGF II, and bFGF are pre-
dominantly overexpressed in diffuse type
carcinoma. Coexpression of EGF/TGF-α,
EGFR and cripto correlates well with the
biological malignancy, as these factors in-
duce metalloproteinases. Overexpression
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of cripto is frequently associated with in-
testinal metaplasia and gastric adenoma.
Akagi et al. have recently shown that
gastric cancer cells express neutrophilin-
1(NRP-1), which acts as a coreceptor for
VEGF-165 and increases its affinity for
VEGF receptor 2 endothelial cells. EGF
induces both NRP-1 and VEGF expres-
sion, suggesting that regulation of NRP-1
expression in gastric cancer is intimately
associated with EGF/EGFR system.

IL-1α is a cytokine mainly produced
by activated macrophages through NF-
κB activation and mediates many of the
local and systemic responses to infection
and inflammation. Gastric cancer cells
also produce it. We have found that IL-
1α acts as an autocrine growth factor
for oral and gastric carcinoma cells and
plays a pivotal role as a trigger for
induction of EGF and EGFR expression.
The expression of IL-1α by tumor cells
is induced by either IL-1α, EGF, or TGF-
α, while IL-α upregulates the expression
of TGF-α and EGFR by tumor cells
themselves, indicating that an intimate
interplay between IL-1α and EGF/receptor
system stimulates the growth of gastric
cancer cells. In addition to IL-1α, IL-6 is
also an autocrine growth stimulator for
gastric cancer cells. The expression of
IL-1α by tumor cells is induced by IL-6,
while IL-1α increases the expression of IL-
6 by tumor cells themselves. Currently,
Fukayama’s group reported that IL-1β

may act as an autocrine growth factor
in a human Epstein-Barr virus-associated
gastric carcinoma.

IL-8, a member of the CXC chemokine
family, induces haptotactic migration and
proliferation of melanoma cells and angio-
genesis. More importantly, gastric cancer
cell lines express mRNA and protein for
IL-8 and IL-8 receptors (IL-8RA and IL-
8RB). More than 80% of primary tumors

coexpress IL-8 and IL-8 receptor; this
coexpression correlates directly with tu-
mor vascularity and tumor progression.
IL-8 enhances the expression of EGFR,
type IV collagenase (MMP-9), VEGF, and
IL-8 itself by tumor cells, while IL-8
decreases expression of E-cadherin. More-
over, IL-8 increases MMP-9 activity and
the ability of gastric cancer cells to in-
vade through Matrigel. IL-8 may play an
important role in the growth and progres-
sion of gastric carcinoma by autocrine and
paracrine mechanisms.

In addition to IL-8, VEGF and bFGF
participate mainly in neovascularization
in gastric cancer. We have shown that
eight gastric cancer cell lines secrete VEGF
into conditioned media. EGF or IL-1α

upregulates VEGF expression by tumor
cells, whereas interferon-γ downregulates
it. VEGF promotes angiogenesis and the
progression of gastric carcinoma, espe-
cially intestinal type. VEGF-C produced
by tumor cells participates in the devel-
opment of lymph node metastasis. On
the other hand, bFGF produced by tumor
cells is frequently associated with angio-
genesis and extensive fibrosis in diffuse
type carcinoma, particularly those of the
scirrhous type. Interestingly, Nakazawa
et al. reported that keratinocyte growth fac-
tor (KGF) produced by gastric fibroblasts
specifically binds to K-sam on tumor cells
and then stimulates proliferation of cancer
cells, resulting in the development of the
scirrhous type of gastric cancer. KGF from
gastric fibroblasts may underline the re-
markable proliferation of scirrhous gastric
cancer cells in a paracrine manner.

Stromal cells, especially fibroblasts stim-
ulated by growth factors or cytokines
such as IL-1α, TGF-α, and TGFβ, se-
crete HGF/SF, which can function in a
paracrine manner as a morphogen or mito-
gen of tumor cells. For example, in the case
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of a cancer cell clone maintaining expres-
sion of cell adhesion molecules, HGF/SF
promotes tubular formation of tumor cells,
resulting in intestinal type gastric can-
cer. Conversely, in the case of a clone
with reduced expression of cell adhesion
molecules, HGF/SF can act as a mito-
gen and induce scattering of tumor cells,
resulting in diffuse type gastric cancer.

OPN, also termed Eta-1 (early T-
lymphocyte activation-1), which is a re-
ported protein ligand of CD44, is overex-
pressed in 73% of gastric cancer. The co-
expression of OPN and CD44 v9 in tumor
cells correlates with the nodal metastasis in
diffuse type gastric cancer. The CD44 gene
contains at least 20 exons, 12 of which can
be alternatively spliced to make up a wide
variety of molecular variants. All gastric
cancer cell lines and primary tumors show
overexpression of abnormal CD44 tran-
scripts containing the intron 9 sequence.
The intestinal metaplasia also expresses
these variants but normal gastric mucosa
does not express them. Currently, Medico
et al. reported that OPN is an autocrine
mediator of HGF induced invasive growth.

4
Genetic and Epigenetic Alterations and
Abnormal Growth Factor/Cytokine
Network in Colorectal Cancer

Cancer of the colon and rectum is the
fourth most common cancer in the world.
In 1996, an estimated 875 000 new cases
were diagnosed worldwide, accounting for
8.5% of all new cancers. Approximately
98% of malignant colorectal tumors are
adenocarcinoma. Rectal tumors account
for about 27%, while almost 50% occur
proximal to the splenic flexure.

The accumulation of multiple genetic
and epigenetic alterations in tumor-
suppressor genes, oncogenes and DNA
mismatch repair genes takes place in the
multistep process of colorectal carcino-
genesis. Inactivation of APC, p53, and
DCC and K-ras mutations are involved
in a major genetic pathway for colorec-
tal tumorigenesis showing the course
of malignant progression from normal
mucosal cells through adenomas (ade-
noma–carcinoma sequence) (Fig. 5). This
section will make an overview of multiple
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genetic and epigenetic alterations respon-
sible for colorectal carcinogenesis and
abnormal growth factor/cytokine network,
which is implicated in the progression and
metastasis of colorectal cancer.

4.1
Genetic and Epigenetic Alterations in
Colorectal Cancer

The APC gene, first isolated as a causative
gene for familial adenomatous polyposis
(FAP), encodes a large protein of 2843
amino acids, which forms a complex with
α-and β-catenins and may mediate cell ad-
hesion, cytoskeletal anchoring, and signal
transduction. The APC gene is abnormal
in the germline of FAP patients. LOH
and mutations of the APC gene occur
in 60% of sporadic colorectal adenomas
and adenocarcinomas. These tumors har-
bor loss of the APC gene in one allele
and mutation of the gene in the remain-
ing allele, supporting Knudson’s two-hit
theory. The characteristic of the muta-
tion is a base substitution that leads to
a stop codon (nonsense mutation), which
occurs in about 70% of FAP kindred. The
APC alterations are found even in small
adenomas with mild atypia. The tumor-
suppressor function of APC has also been
demonstrated in mouse models. These
results and animal models show that in-
activation of APC is an initiating genetic
event for colorectal tumorigenesis.

The major tumor-suppression activity of
APC is regulation of β-catenin. APC’s as-
sociation with β-catenin and promotion
of the degradation of β-catenin are most
relevant to its tumor-suppressor function.
APC binds not only β-catenin but also
glycogen synthase kinase-3β (GSK3β) and
Axin. APC and Axin serve as a scaffold to
facilitate the phosphorylation of β-catenin
by GSK3β. The phosphorylated β-catenin

is ubiquitinated by β-Trcp and the ubiq-
uitinated β-catenin is then degraded by
proteasome. Mutant APC proteins cannot
regulate the degradation of β-catenin, re-
sulting in excessive β-catenin that interacts
with T-cell factor (TCF)-4 and translocates
into the nucleus. The β-catenin/TCF-4
complex then activates the expression
of many genes including c-myc, matrix
metalloproteinase-7 (MMP-7), peroxisome
proliferator-activated receptor δ (PPARδ)
and cyclin D1, leading to promotion of
colon tumorigenesis. In fact, overexpres-
sion of c-myc, PPARδ and cyclin D1 is
observed in colorectal cancer. A recent
study of PPARδ deficient (Ppard−/−) mice
has shown that colon tumor formation is
significantly greater in mice nullizygous
for PPAR, suggesting that PPARδ attenu-
ates colon carcinogenesis. It is contrary to
previous reports suggesting that activation
of PPARδ is causally associated with colon
polyp formation. Further work is neces-
sary to clarify the role of PPARδ in colon
carcinogenesis.

On the other hand, somatic mutations
of β-catenin are detected in both human
and rodent colorectal tumors that do
not have the APC mutation. All the β-
catenin mutations found in colorectal
cancers occur at the critical region for
phosphorylation of β-catenin by GSK3β.
The mutant β-catenin is resistant to APC-
mediated degradation.

Mutation in the K-ras oncogene is in-
volved in the progression from small
adenoma with mild atypia to large ade-
noma with severe atypia. About 40 to 50%
of large adenomas with severe atypia and
adenocarcinomas contain K-ras point mu-
tations at codon 12 or 13, compared to
only 10% of small adenomas with mild
atypia. Conversely, the frequency of K-ras
mutation is lower (<10%) in superficial-
type or flat adenomas even in the presence
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of significant atypia. Much evidence in-
dicates that mutation of K-ras alone can
bring about a hyperplastic lesion that has
a limited potential to progress to larger tu-
mors. Mutant K-ras can, however, promote
tumor progression in lesions initiated by
APC mutation.

LOH of the p53 gene locus is detected in
about 80% of colorectal adenocarcinoma,
and most harbor inactivation of the p53
gene in both alleles. Because only 5 to 20%
of the adenomas have p53 inactivation,
it must play a crucial key in the transi-
tion from adenoma to adenocarcinoma.
There are hot spots for point mutations
in the highly conserved regions such as
codon 175, 248, and 273, where G:C to A:T
transitions occur. Abnormal accumulation
of p53 protein detected by immunohis-
tochemistry is frequently associated with
deeply invasive carcinomas and carcino-
mas with metastasis. Almost all mutant
p53 proteins derived from cancers have al-
tered sequence-specific DNA binding and
transcription activities.

Overexpression of c-erbB2 has been
reported in 80 to 100% of colorectal
cancers. The amplification of c-erbB2,
which is common in intestinal type gastric
cancer, occurs in about 10% of colorectal
carcinomas. Moreover, the cyclin E gene, a
positive regulator of cell cycle progression,
is amplified in about 10% of colorectal
carcinomas. The overexpression of cyclin E
is detected in 5% of adenomas and in 20%
of adenocarcinomas. Among adenomas, a
significant correlation is observed between
cyclin E expression and the grade of atypia.
Overexpression of cyclin E is prominent
in carcinoma invading the submucosa
or deeper compared to those limited to
the mucosal layer. Cyclin E expression
is thus a candidates molecular biomarker
for predicting malignant progression of
colorectal as well as gastric cancers.

Reduction in p27 expression participates
in progression and poor prognosis of
colorectal cancer as well.

LOH of 18q including DCC, Smad4,
and Smad2 genes is frequently associated
with advanced colorectal cancer. Among
them, DCC and Smad4 play important
roles in colon cancer progression. LOH
of the DCC gene is rare in adenoma but
frequent (about 70%) in adenocarcinoma.
LOH of DCC increases as the tumor in-
vades deeply, and almost all the metastatic
liver tumors show this LOH. Moreover,
reduced expression of DCC in colorectal
cancer is correlated with a poor progno-
sis. DCC encodes a receptor for netrin-1,
but its function in normal colon epithelial
cells remains unclear. Smad4 encodes a
protein that plays a critical role in the TGF-
β signal transduction pathway. Although
Smad4 was isolated as a tumor-suppressor
gene for pancreatic cancer, somatic muta-
tions of Smad4 frequently take place in
advanced colon cancer, suggesting that
Smad4 inactivation confers progression
of colorectal cancer. In addition, Smad4
germline mutations are responsible for ju-
venile polyposis, an autosomal disease that
has high susceptibility for hamartomatous
polyposis and gastrointestinal cancer.

In addition to these molecular events,
and as mentioned for gastric cancer, telom-
ere reduction may result in chromosomal
instability and telomerase reactivation. The
colorectal adenomas and adenocarcino-
mas share shorter telomeres than those
in normal tissues. We have found that
more than 90% of colorectal adenocarci-
nomas express extremely high levels of
telomerase activity regardless of tumor
staging and histological differentiation. All
the adenomas also exhibit considerable
levels of telomerase activity. Telomerase
activity and stabilization of telomeres oc-
cur concomitantly with the acquisition of
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immortality, contributing to an early stage
of colorectal carcinogenesis.

Beside the major genetic pathway (ade-
noma–carcinoma sequence), an alter-
native genetic pathway exists for col-
orectal carcinogenesis. The so-called de
novo carcinogenesis exhibits no ade-
noma–carcinoma sequence but develops
directly from the colorectal epithelial cells
that share p53 inactivation, followed by
APC inactivation. K-ras mutation is not de-
tected in de novo carcinogenesis. This type
of colorectal carcinogenesis is frequently
found in Japanese patients.

4.2
Factors Associated with Increased
Incidence of Colorectal Cancer

Genetic and epigenetic alterations in DNA
mismatch repair genes including hMHL1
and hMSH2 raise MSI that has impli-
cations for predisposition to colorectal
cancer. The MSI occurs in 10 to 15%
of sporadic colorectal cancer. These spo-
radic, mostly right-side colon cancers with
MSI are associated with hypermethylation
of the CpG islands in the hMLH1 pro-
moter, resulting in loss of hMLH1, loss of
function of other genes such as p16, defec-
tive mismatch repair, and widespread MSI.
Hereditary nonpolyposis colorectal cancer
(HNPCC), caused by inherited germline
mutations in hMLH1 and hMLH2, ac-
counts for 3 to 10% of colorectal cancer.
Genes coding for TGFβ type II receptor,
insulin-like growth factor (IGF)2 receptor,
proapoptotic protein BAX, cell cycle regu-
lator E2F-4, and mismatch repair proteins
MSH3 and MSH6 are mutated in HNPCC
or MSI sporadic colon cancer.

Some differences between MSI posi-
tive and MSI negative colorectal cancers
are presented in Table 4. Tumor location,
ploidy, mutation frequency, methylation,

Tab. 4 Differences between MSI positive and
MSI negative colorectal cancers.

MSI + MSI −

Location Proximal Distal
Ploidy Near diploid Aneuploid
Chromosomal

instability
Rare Common

Mutation
Frequency
P53 Low High
APC Low High
TGFβ RII High Low
BAX High Low

Methylation High Low
Survival Better Worse
Hereditary

syndrome
HNPCC FAP

and survival are different between MSI
positive and MSI negative tumors, al-
though there are overlaps between the two.

In addition, sporadic colon cancer with
MSI is also associated with altered expres-
sion of IGF2, namely, loss of imprinting
(LOI) of IGF2. Importantly, the normal
colonic mucosa exhibits aberrant hyper-
methylation and LOI of IGF2 as a sign of a
field defect. However, Feinberg et al. have
recently reported that hypomethylation of
H19 and IGF2 is a mechanism for LOI and
is found in both colorectal cancers and
normal mucosa from the same patients.
Moreover, they reported that LOI of IGF2
provides a potential heritable biomarker
for colon cancer predisposition.

NF-κB activation is also associated
with chronic inflammatory bowel diseases
(IBD) and colorectal cancer. As men-
tioned in Sect. 3.2, NF-κB activation leads
to production of enzymes such as iNOS
and COX2 and enhanced expression of
growth factors and cytokines. IBD includ-
ing ulcerative colitis and Crohn’s disease
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induce persistent NF-κB activation in tis-
sue macrophages and epithelial cells of the
colonic mucosa. Both inflammatory bowel
diseases are well known to increase the
risk of colorectal cancer. The link between
COX2 and colorectal cancer is supported
strongly by epidemiological and experi-
mental evidence. COX2 is overexpressed
in adenomas and carcinomas of the colon.
COX2-null mice are resistant to colorectal
carcinogenesis. Long-term consumption
of aspirin or other COX inhibitors has
been reported to reduce the relative risk
of colorectal cancer. These results indi-
cate that COX2 contributes to colorectal
tumorigenesis.

4.3
Abnormal Growth Factor/Cytokine Network
in Colorectal Cancer

Colorectal carcinomas express multiple
growth factors, such as EGF and TGFα

and their receptors thus creating autocrine
loops. TGFα and EGF are overexpressed
in colorectal adenomas and the majority
of colorectal carcinomas. Coexpression of
TGFα, EGF or both, and EGFR is well
correlated with high grade of malignancy
and metastasis.

As described in gastric cancer, NRP-1
induced by EGF is expressed in all of
colorectal cancer tissues and cell lines but
not in the adjacent nonmalignant colonic
mucosa. A recent study of NRP-1 in colon
cancer suggests that NRP-1 may contribute
to colon cancer angiogenesis and that
EGF and mitogen-activated protein kinase
signaling may play an important role in
NRP-1 regulation in colon cancer cells.

The cripto gene was originally identi-
fied in undifferentiated human embryonal
carcinoma cells and encodes a 37 amino
acid region that shares structural homol-
ogy with other members of the EGF family.

However, cripto does not bind to the EGFR
and its receptor has not been identified.
Strong expression of mRNA and protein
for cripto is found in 60 to 80% of colorec-
tal cancers but not in normal colorectal
mucosa. It is detected in 40% of tubular
adenomas and 86% of tubulovillous adeno-
mas, respectively. These findings suggest
that cripto expression may be involved
in the early stages of malignant trans-
formation. Amphiregulin (AR) is another
member of the EGF family that utilizes
EGFR. About half of colorectal carcino-
mas as well as 60% of adenomas express
AR. It has been confirmed that cripto and
AR act as autocrine growth stimulators for
colorectal cancer cell lines. Because AR is
also expressed in normal colorectal epithe-
lium, AR may participate in the regulation
of growth of normal as well as colorectal
cancer cells.

TGFβ-1 is expressed in over half of col-
orectal cancers. Interestingly, high levels
of TGFβ-1 expression in tumor cells and
elevated plasma levels of mRNA are as-
sociated with advanced Dukes’ stage, sug-
gesting that there is a correlation between
TGFβ overexpression and tumor progres-
sion. Moreover, circulating TGFβ-1 may
serve as a predictor of liver metastasis after
resection of colorectal cancer. In addition,
TGFβ produced by cancer cells stimu-
lates angiogenesis by inducing thymidine
phosphorylase, regulation of extracellular
matrix adhesion molecules such as carci-
noembryonic antigen (CEA), and by the
enhanced secretion of gelatinase B, a ma-
trix degrading enzyme.

VEGF and bFGF are also expressed
strongly in colorectal cancer in contrast
to normal colorectal epithelium and ade-
noma. The expression of bFGF is higher
in Dukes stage D than in Dukes stage
B colorectal cancer. Moreover, bFGF and
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VEGR are elevated in the serum of pa-
tients with aggressive advanced colorectal
cancer. These circulating growth factors
as well as TGFβ may be useful biomark-
ers for understanding angiogenesis and
malignancy. On the other hand, the expres-
sion of VEGF-C and VEGF-D correlates
with lymph-node metastasis in colorectal
carcinoma, and these expressions are het-
erogeneous and elevated at the invasive
edge of tumors.

Activation of the pp60src protein kinase
activity occurs during colorectal tumori-
genesis. The kinase activity of pp60src is
highly regulated and is induced by many
growth factors. Recently, pp60src has been
reported to be essential for the induction
of VEGF by hypoxia. The specific activity
of pp60src is higher in colorectal polyp
than in normal mucosa, and is further
increased in colorectal carcinoma and in
metastatic colon tumor in liver. Further
study is needed to clarify the mechanism
for increased pp60src activity during col-
orectal carcinogenesis.

The abnormal transcripts of the CD44
gene are also expressed in all of col-
orectal cancers. As mentioned in gastric
cancer, the CD44 gene consists of at least
20 exons, of which 10 are alternatively
spliced to make up variants. Among several
CD44 variants, aberrant transcripts with
retention of intron 9 are best for distin-
guishing carcinoma tissues from normal
tissues in the colorectum. However, the
variants do not correlate with nodal or
distant metastasis.

A candidate suppressor gene of tu-
mor metastasis, nm23, encodes nucleotide
diphosphate kinase and c-myc transcrip-
tion factor (PuF). Although most of col-
orectal cancers express nm23 at higher
levels than the corresponding normal
mucosa, an inverse correlation is ob-
served between nm23 expression and

tumor staging. Moreover, reduced expres-
sion of nm23 is associated with dis-
tant metastasis.

Another candidate for a molecular
marker that indicates metastatic potential
is cell surface carbohydrate, sialyl-dimeric
Le antigens. Both sialyl Lex (SLX) and sialyl
Lea (SLA or Ca 19-9) as ligands bind to E-
selectin, also known as ELAM-1, one of the
adhesion molecules on activated endothe-
lial cells. SLX and SLA may participate in
distant metastasis through interaction be-
tween cancer cells and endothelial cells.
The expression of SLX in colorectal carci-
nomas shows significant correlation with
liver metastasis and poor prognosis.

5
Conclusion

A large number of molecular events are
involved in the development and pro-
gression of gastrointestinal carcinomas.
Among them, common and distinct events
of genetic and epigenetic alterations are
observed in esophageal, gastric, and col-
orectal cancers. MSI confers the initial
step of gastric and colorectal carcinomas,
while it is less involved in esophageal
SCC. Chromosomal instability (telomere
reduction) and telomerase activation par-
ticipate commonly in the very early stage of
gastrointestinal carcinogenesis. p53 inac-
tivation and RUNX3 loss by promoter hy-
permethylation are also common events,
although RUNX3 loss is less in colorec-
tal cancer. APC LOH and DCC LOH are
commonly detected in the majority of the
three gastrointestinal cancers, although
APC mutations occur mainly in colorectal
cancer. K-ras mutation is often found in
colorectal cancer, whereas it is extremely
rare in esophageal SCC and gastric can-
cer. Amplification of the cyclin D1 gene



24 Growth Factors and Oncogenes in Gastrointestinal Cancers

is preferentially found in esophageal SCC,
while the gene amplification of cycline E
is frequently associated with both gastric
and colorectal adenocarcinomas. Reduced
expression of the CDK inhibitors such as
p16 and p27 is often found in gastrointesti-
nal cancers. In gastric cancer, the pattern
of genetic and epigenetic alterations also
differs depending on the two histologi-
cal types, intestinal or well-differentiated
type and diffuse or poorly differentiated
type. The amplification of c-met and K-
sam genes and the mutation/loss of the
E-cadherin gene as well as RARβ2 loss oc-
cur preferentially in diffuse type, whereas
the amplification of c-erbB2 gene, pS2 re-
duction, p16 loss and hMLH1 loss as well
as APC mutation is predominantly found
in intestinal type.

In addition to these events, gastrointesti-
nal cancer cells express a broad spectrum
of the growth factor/cytokine receptor
systems that organize complex interac-
tions between cancer cells and stromal
cells, which confer cell growth, apop-
tosis, morphogenesis, angiogenesis, pro-
gression and metastasis. However, these
abnormal growth factor/cytokine net-
works are also evidently different among
esophageal, gastric, and colorectal cancers,
respectively. Importantly, NF-κB activa-
tion induced by inflammation may act
as a key player for induction of growth
factor/cytokine networks in gastrointesti-
nal cancers.

Overall, the observations on the molec-
ular events involving growth factors and
oncogenes in gastrointestinal cancers will
no doubt provide a deeper understanding
of prevention, molecular diagnosis, and
therapeutics of these cancers. In fact, by ap-
plying these molecular events of gastroin-
testinal cancers to routine clinical practice,
we have implemented molecular patholog-
ical diagnosis of gastrointestinal cancer in

collaboration with Hiroshima City Medical
Clinical Laboratory since 1993. We have
analyzed more than 10 000 cases of gas-
trointestinal biopsy and surgery and then
obtained additional information on dif-
ferential diagnosis, biological malignancy,
and tumor multiplicity. We believe this ap-
proach will better serve science, but more
importantly, patient care.

See also Growth Factors; Oncology,
Molecular.
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Autocrine
Describing the actions of a growth factor/cytokine on the same cell that produces the
growth factor.

Cancer
The cell mass that results from the uncontrolled production of genetically altered cells
in an animal.

Cell Production
The process of hierarchical proliferation and maturation of tissue-specific stem cells,
which leads to the generation of mature cells in a specific tissue.

Chemokines
Structurally related smaller cytokines (8–10 kDa) that act on inflammatory cells.

Colony stimulating Factors
Proteins that stimulate the proliferation and maturation of myeloid precursor cells.

Cytokines
Proteins released from one cell that modulate the proliferation, differentiation, and/or
function of cells in a specific lineage.

Differentiation
The alteration in gene expression as precursor cells divide and progress toward their
functional forms.

Endocrine
Describing the effects of a growth factor/cytokine/hormone produced in one organ on
the cells of another organ.

Growth Factors
Proteins that influence the proliferation and maturation of tissue-specific precursor
cells.

Hormones
Molecular signals released from one cell that modulate the function or production of
other cells. In the broadest sense, the term hormone includes steroids, peptides, and
lipids. In traditional physiology, the term was used to describe the molecules released
by one organ that acted on the cells of another organ.

Interleukins
Proteins released from stromal or hematopoietic cells that influence the proliferation,
self-renewal, commitment, and/or maturation of hematopoietic cells.

Lymphangiogenesis
The production of lymphatic vessels.
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Lymphokines
Proteins that modulate the proliferation, maturation, or function of lymphoid cells.

Paracrine
Describing the actions of a growth factor/cytokine on cells in close vicinity to the cells
producing the growth factor.

Receptors
Cell surface proteins that are stimulated by exogenous ligands (e.g. growth factors) to
transfer a signal to the cytoplasmic compartment of a cell.

Signal Transduction
Transfer of extracellular (membrane) interactions to intracellular (cytoplasmic and/or
nuclear) responses such as enzyme activation and/or modulation of gene transcription.

Stem Cells
The cells responsible for the renewal of cells in specific lineages. Stem cells have the
capability of dividing to renew themselves or dividing to produce differentiated
progeny that are committed to the production of mature cells.

� Cell production in all tissues of multicellular organisms is under the control of
a network of tissue-specific protein regulators called growth factors. Although the
growth factor network may be modulated by circulating hormones, these regulators
are usually produced in the tissue in which they function. Growth factors have
been identified in the epithelial, neural, lymphoid, myeloid, and hepatic systems;
in many cases, a number of closely related growth factors are produced in each
tissue. As well as controlling the normal production of mature cells, growth factors
are important for regulating inflammatory, wound-healing, and antiviral responses.
Many diseases appear to be associated with inappropriate growth factor production
or responses. Overproduction of growth factors can lead to accumulation of cellular
deposits and infiltration of tissues by inflammatory cells. Although cancers arise as
the result of numerous genetic lesions, many metastatic cancers appear to be driven
by the autocrine action of growth factors or mutations, which lead to activation of
the receptor.

New therapeutic approaches to cancer involve the use of specific growth factors to
improve hematopoietic recovery from cytotoxic or radiation therapy. Furthermore,
growth factor antagonists and growth factor receptor inhibitors are being developed
to suppress the proliferation and metastasis of the tumor cells. An understanding of
the mechanism of action of growth factors and the range of action of these proteins
is also important for developing effective therapies for autoimmune diseases, such
as, rheumatoid arthritis, skin diseases, and diabetes.
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1
Introduction

Multicellular organisms must control the
production, maturation, and function of
cells in each tissue or organ. It is now
clear that locally secreted proteins mod-
ulate the cell physiology of each tissue.
These regulatory proteins have been given
a variety of names, including growth fac-
tors, cytokines, and interleukins (ILs). It
is well known that the endocrine systems
consist of a network of circulating regu-
latory molecules (hormones) that includes
proteins, peptides, and steroids; growth
factors can be considered to be an exten-
sion of the endocrine system. While there
is a direct overlap between the growth
factor and endocrine systems, it is often
helpful to consider that the major actions
of endocrine hormones occur in tissues re-
mote from their tissue of origin, whereas
growth factors appear to have a major func-
tion within the tissues that produce them.

In the main, there is no functional or
structural characteristic that distinguishes
different classes of growth factors – most
appear to be capable of stimulating mul-
tiple biological responses that depend
critically on the differentiation state of
their target cells. For example, one of the
hematopoietic growth factors, granulocyte
colony stimulating factor (G-CSF), stimu-
lates the proliferation of immature bone
marrow cells as well as activating bacterial
killing by mature neutrophils. For most
growth factors, so many distinct biological
effects have been observed in vitro that it
is not yet possible to define their specific
role in particular tissue systems. However,
both pharmacological and genetic studies
have demonstrated that growth factors can
alter cell production, organogenesis, and
disease susceptibility in animals. It should
be noted that the action of a particular

growth factor will usually depend on the
presence of other growth factors, the avail-
ability of target cells, and the display of the
appropriate cell surface receptors (Fig. 1).

Growth factors stimulate cells by bind-
ing to specific cell surface proteins called
receptors. Upon binding the growth fac-
tor, many receptors dimerize and activate
intracellular kinase networks. Some recep-
tors, such as the epidermal growth factor
receptor (EGFR), are ligand-dependent ty-
rosine kinases; others, such as the IL-2
receptor, associate with and activate par-
ticular membrane-associated tyrosine ki-
nases. Activation of these enzyme systems
can have effects on cell metabolism, mem-
brane turnover, cytoskeletal organization,
cell movement, and cell division.

Cell production occurs continuously
throughout embryonic and adult life. Dur-
ing the earliest stages of development,
cytokines such as leukemia inhibitory fac-
tor (LIF) appear to be necessary to facilitate
implantation, to stimulate cell division,
and to prevent differentiation (i.e. to main-
tain pluripotentiality). At the later stages
of blastogenesis and gastrulation, cells
display a bewildering array of growth fac-
tor/cytokine receptors, and the availability
of particular ligands can then determine
the motility, connectivity, and prolifera-
tive state of the cells. Often organs are
remodeled through the absence of a tissue-
specific growth factor. Late in gestation,
the vitreous humor of the eye is full of
hyalocytes – macrophage-like cells that de-
pend on granulocyte/macrophage colony
stimulating factor (GM-CSF) for their sur-
vival (and perhaps function). Normally,
these hyalocytes persist until a few days
after birth, when GM-CSF levels decrease
and hyalocytes undergo rapid, apoptotic
death. In mice engineered to overexpress
GM-CSF, the hyalocytes persist in the
vitreous humor.
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Fig. 1 There are several sites of action of growth factors during the production of cells. The
action of the growth factor is likely to be quite different at the different stages of maturation.

The trafficking of mature cells between
organs, and in particular from the blood
into tissue spaces and even the mucosal
layers, appears to be controlled by growth
factors/cytokines and/or chemokines. The
presence of several cytokines and mem-
brane proteins from foreign organisms
can trigger a strong proliferative response
or the activation of effector functions. The
action of bacterial cell wall proteins and
lipids synergizes with regulators such as
G-CSF or GM-CSF to induce intense an-
tibacterial responses.

Recently, our traditional concepts of
growth factor physiology have been chal-
lenged by the existence of genetically
deficient animals. Often, the physiologi-
cal actions of specific growth factors have
been inferred from the properties of these
molecules in vitro. For example, G-CSF
stimulates the production of neutrophils

in bone marrow cultures. Mice have been
produced that have a genetic disruption of
the G-CSF locus. Despite a profound neu-
trophil deficiency, these mice still produce
some neutrophils. Thus, G-CSF cannot be
the only growth factor controlling neu-
trophil production. Similarly, mice that
lack the ability to produce transforming
growth factor (TGF-α) have normal skin,
esophagus, stomach, and colon mucosas.
Although there are several growth factors
closely related to TGF-α, it is not clear
whether mucosal cell production contin-
ues because of the availability of other
growth factors or whether the actual func-
tion of TGF is quite different from our
current hypotheses.

It is not only the growth factors/cyto-
kines that occur as families but there
are also families of receptors for specific
growth factor families. There are at least
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four members of the EGFR family: EGFR,
erb B2 (HER 2), erb B3 (HER 3), and erb
B4. These receptors form both homodimer
and heterodimer signaling complexes, all
of which are capable of stimulating specific
sets of intracellular signaling pathways.

Although there is a vast array of growth
factors and cytokines, the receptor systems
are built up from sets of domain structures.
Thus, the hematopoietin receptor fami-
lies have homologous hematopoietin, fi-
bronectin, and immunoglobulin domains,
which form the extracellular binding site.
The ligand-binding domains are usually
attached to a short intracellular tail. The
nerve growth factor (NGF)/tumor necro-
sis factor receptor family consists of four
to eight ‘‘six-cysteine’’ domains in the ex-
tracellular region, and these are attached
to intracellular domains associated with
apoptosis or CD-40-like domains. The
other major class of receptors encodes
ligand-activated intracellular tyrosine ki-
nases. Again, the extracellular regions
have immunoglobulin and fibronectin-like
clusters, which are attached to the intracel-
lular kinase.

Receptor activation appears to require
ligand-induced aggregation, which trig-
gers either the receptor kinase or associ-
ated intracellular kinases. Once activated,
the receptor enzymes stimulate several in-
tracellular signaling cascades. While the
relative importance of the different sig-
naling cascades has not been determined
in detail, it appears that many tyrosine
kinase receptors activate the rasraf-map
kinase pathways, and many of the cy-
tokine (hematopoietin) receptors activate
the JAK/STAT signaling system. These
signaling pathways are dependent on con-
tinuous occupancy of the receptor by
ligand and even then, receptor downmod-
ulation and phosphatase activation tend to
dampen the signaling processes.

Clearly, the normal growth and differ-
entiation of cells are controlled by the
growth factor/cytokine network. However,
the complex events triggered by the cy-
tokine network are also the major targets
for tumorigenic lesions (e.g. autocrine
growth factor production, constitutively ac-
tivated receptors, or intracellular signaling
proteins forced into the active state by mu-
tation(s)). If two or more of these lesions
occur in cells that have damaged tumor
suppressor genes, there is a consider-
able likelihood that the cell will proliferate
and differentiate uncontrollably – that is,
become cancerous.

2
Discovery

The incredible potency and diverse biolog-
ical activities of growth factors have led
to multiple, independent discoveries. A
typical example is the identification of in-
terferon 2 as a member of a family of
proteins capable of inducing antiviral re-
sponses and its discovery as a growth factor
in the lymphoid system, where it was called
interleukin-6 (IL-6). Some growth factors,
such as fibroblast growth factor (FGF),
have been identified independently in as
many as 20 different biological systems.
While these studies emphasize the multi-
ple actions of growth factors, some con-
fusion has developed with regard to their
nomenclature and their likely physiologi-
cal function(s). It should not be assumed
that a particular action of a growth factor
in vitro is automatically related to its role
in the whole animal.

The first growth factor identified in 1906
was erythropoietin (epo). This discovery
arose from physiological observations on
the humoral control of production of red
blood cells. While NGF and epidermal
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growth factor (EGF) were discovered in
the early 1950s, as a result of observations
on the innervation of transplanted tumors,
the discovery of most other growth factors
has been due to their activity in laboratory
culture systems. More recently, growth
factors such as stem cell factor (also
called the c-kit ligand) and thrombopoietin
have been identified as a consequence
of the characterization of their respective
cell surface receptors. Table 1 lists the
chromosomal locations of many growth
factors for mice and humans.

The discovery of growth factors is, in
many ways, a reflection of the serendipity
and excitement of science. Time and again
they turned up in the most unexpected
way. When Stanley Cohen was analyzing
the nature of the molecule responsible for
nerve innovation of tumors, he planned
some simple experiments to test whether
it was a protein, a lipid, or a nucleic acid.
One of these tests required the use of
a phosphodiesterase (a hydrolytic enzyme,
extracted from snake venom, which breaks
down nucleic acids). Instead of destroying
the growth factor, the enzyme appeared
to increase its activity: in fact, the enzyme
preparation was contaminated with nerve
growth factor. Cohen recognized the
connection between snake venom and the
mouse salivary gland – a unique tissue
that contains almost 1 mg g−1 wet weight
of both NGF and EGF. Eventually, both
NGF and EGF were isolated from the
mouse salivary gland. Curiously, only the
male mouse salivary glands have this
enormous store of growth factors, and
to this day it is not clear why they
are there.

The human equivalent of EGF was first
recognized by an activity (urogastrone) in
urine, which inhibited gastric acid secre-
tion (and acid-induced ulceration) when in-
jected into dogs. Harold Gregory designed

the purification procedure for urogastrone
and after many years obtained sufficient
quantities to determine its amino acid
sequence. This substance was homologous
to the mouse salivary gland EGF and con-
sequently, urogastrone was renamed as
human EGF.

The growth factors/cytokines that con-
trol the production of white blood cells
were discovered at the same time, but
independently, by scientists in Australia
and Israel. It was several years before
these groups realized they were working
on the same set of molecules. The two Aus-
tralians, Ray Bradley and Donald Metcalf,
had been trying to grow leukemic cells; the
two Israelis, Dov Pluznik and Leo Sachs,
thought that they had grown tissue mast
cells in the laboratory. When Bradley fi-
nally ‘‘succeeded’’ in devising a method to
use normal cells to stimulate the growth of
small colonies of leukemic cells, he rushed
the cultures over to Metcalf, who realized
that some of the normal cells were in
fact producing the colonies. The leukemic
cells were producing a ‘‘colony stimulating
factor’’ (CSF) that allowed the proliferation
and differentiation of blood cell precursors
to form thousands of mature neutrophils
and macrophages. Pluznik and Sachs also
realized that their colonies were made up
of mature white blood cells.

At first, only one CSF was recognized,
but it gradually became clear that there
were several distinct CSFs: macrophage
CSF (called CSF-1 or M-CSF), granulo-
cyte/macrophage (GM)-CSF, granulocyte
(G)CSF, and even a molecule that stimu-
lates cell production in almost all of the
hematopoietic lineages (initially named
multi-CSF, now known as interleukin 3 (IL-
3)). These CSFs were initially recognized
by their activities in laboratory culture
systems; indeed, many scientists believed
the CSFs were artifacts and were simply
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Tab. 1 Chromosomal locations of growth factors and their receptors.

Growth factor Chromosome location

Human Mouse

Insulin 11p15
IGF-I 12 10
IGF-II 11 7
Nerve growth factor (NGF) 1p22 3
NGF receptor 17q–12–22 11
EGF 49–25–27 3
TGF-α 2p13
EGF receptor 7p14/12 11
neu 17 11
TGF-β1 19q13.1–13.3 7
TGF-β2 1
TGF-β3 14q–23–24 12
Inhibin α 2q33 1
Inhibin β 2q33 1
M

..
ullerian inhibitory substance 19 10

TNF-α/β 6p 17
TNF-receptor (type 1) 1p36 4 distal
TNF-receptor (type 2) 12p13 6 distal
PDGF A-chain 7
PDGF B-chain 22 15
PDGF receptor α 4q–11–12
PDGF receptor β 5q31–32 18
a-FGF 5
b-FGF 4
wnt-2 11
hst/ks3 17
Hepatocyte growth factor (HGF) 7q11.2–11.21
HGF receptor (c-met) 7q 6
IL−1α/β: (α-chains) 2q–13–21 2

IL-2 4q–26–28 3B–C
IL-3 5q–23–31 11A5–B1
IL-4 5q31 11A5–B1
IL-5 5q31 11A5–b1
IL-6 7P15–P21 5 proximal
IL-7 8q12–13 3
IL-9 5q22–35 13
IL-11 19q13.3–13.4
IL-12A (p35) 3p12–3q13.2
IL-12B (p40) 5q31–33
VEGF-A 6p21.1 17
VEGF-B 11q13.1 19
VEGF-C 4q34.3 8
VEGF-D Xp22.13 x
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Tab. 1 (continued)

Growth factor Chromosome location

Human Mouse

Receptors
IL-1 (type 1) 2q12 1 centro
IL-2α 10p14–15 2A2–A3
IL-2β 22q11.2–q12
IL-4 16p11.2–12.1 7 distal
IL-5α 6 distal
IL-6 1
IL-7 15 proximal
M-CSF (also called CSF-1) 1p13–p21 3F3
M-CSF receptor (c-fms) 5q33.2–33.3 18D
GM-CSF 5q23–31 11A5–B1
GM-CSF receptor α αxp21-pter, Ypter-p11.2
GM-CSF receptor β 229–12.3–13.1
G-CSF 17q11.2–21 11D–E1
G-CSF receptor 1p34.2–35.1 4 distal
Stem cell factor 12q–22–24 10
SCF receptor (c-kit) 4q11–12 5
Erythropoietin 7q11–22 5G
Epo receptor 19pter-q12 9
Leukemia inhibitory factor 22q12.1–12.2 11A1–A2

nutrients missing from imperfect tissue
culture media. Although our knowledge of
the physiology of the CSFs is still rudi-
mentary, genetic studies and clinical trials
have shown how powerful these regulators
are in vivo. Many cancer patients are now
treated with G-CSF or GM-CSF to improve
the rate of hematopoietic recovery after
cytotoxic chemotherapy.

3
Growth Factor Families (see Figure 2)

3.1
Insulin-like Growth Factors

In 1922, Banting and Best discovered in-
sulin, the regulator of glucose metabolism,
in pancreatic extracts. Insulin was the first
protein to have its amino acid sequence

determined. It is now known that insulin
is synthesized as a single precursor pro-
tein, which is processed and secreted as
a disulfide-linked heterodimer. As well as
controlling blood glucose levels, insulin
stimulates cell proliferation; however, two
other closely related proteins, insulin-like
growth factors I and II (IGF-1 and IGF-
II), are more potent stimulators of cell
proliferation. IGF-I was discovered as the
protein in plasma responsible for non-
suppressible insulin-like activity. IGF-I,
which was known for some time as a
somatomedin, also mediates the action
of growth hormone. IGF-II was the first
growth factor to be associated with the
aberrant growth of tumor cells in the lab-
oratory. While the members of this family
circulate in the serum, their availability
is controlled by specific binding proteins
(BPs). The cell surface receptors for insulin
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and IGF-I are composed of four chains
(α2, β2). The β-chains are transmem-
brane, ligand-dependent tyrosine kinases,
and the α-chains bind the ligand. The IGF-
II receptor is a large (2000 amino acids)
single-chain structure with no obvious in-
tracellular catalytic domain. The IGF-II
receptor also functions as the receptor for
mannose-6-phosphate, which targets acid
hydrolases to liposomes. It has been sug-
gested that these two binding specificities
might regulate complementary processes
during tissue remodeling.

The actions of the IGFs are modulated
by a complex set of circulating and
tissue-specific binding proteins. The IGFs
circulate in a complex with IGFBP-3 (this
prevents degradation and excretion). Upon
release from the IGFBP-3 complex, the
IGFs complex with two other IGFBPs to be
transported into the tissue compartments.
Again, the BPs appear to control the release
and action of the IGFs in their target
tissues. This complex set of interactions
ensures that the effective concentrations
of free IGFs are kept under control and
maintained for longer times than many
other growth factors.

3.2
Nerve Growth Factors/Neurotrophins

Nerve growth factor, a humoral substance
produced by some tumors, is responsi-
ble for innervation of these tumors. The
discovery of NGF in the 1940s initi-
ated the search for other tissue-specific
growth factors and led quickly to the
identification of EGF (see Sect. 3.3). Ini-
tially NGF was isolated from the salivary
glands of male mice as a complex of
three proteins; however, the active com-
ponent is a single protein of molecu-
lar weight 30 000. The three-dimensional

structure of NGF has revealed a sepa-
rate, novel arrangement of three extended
segments of twisted antiparallel β-sheet.
Several other neurotrophins [brain-derived
neurotrophic factor (BDNF), NT-3, and
NT-4/5] have been discovered. BDNF stim-
ulates peripheral sensory ganglia as well
as cholinergic and dopaminergic neurons.
More recently, there have been reports of
a glial growth factor that is a differentially
spliced form of a ligand for the erb B3 or
erb B4 receptors.

Detailed structure–function studies
have identified many of the residues
required for the binding of NGF and BDNF
to the low affinity (1–5 nM) neurotrophin
receptor p75. However, the role of this
receptor in NGF signaling is still unclear.
The other class of neurotrophin receptors,
trk A, trk B, and trk C, are ligand-
activated tyrosine kinases. trk A binds
NGF, trk B binds BDNF or NT-4, and
trk C recognizes NT-3.

During embryological development, the
neurotrophins regulate the survival of
specific classes of neurones. NGF appears
to function on peripheral neurones of the
sympathetic system, whereas BDNF has
an effect on neural crest cells and NT-3
acts on oligodendrocyte precursors.

3.3
Epidermal Growth Factor Family

It is now 40 years since Stanley Cohen
described the discovery of the factor that
induces in mice both premature opening
of eyelids and tooth eruption. A small pro-
tein (53 amino acids) with three disulfide
bonds and two distinct folding domains,
EGF stimulates lung maturation and the
formation of gastrointestinal mucosa, and
inhibits the secretion of acid from the gas-
tric mucosa. EGF binds to and stimulates
a single-chain tyrosine kinase receptor.



648 Growth Factors

There are several growth factors related
to EGF – namely, TGF-α, amphiregulin,
cripto, heparin binding-EGF (HBEGF),
heregulin, and β-cellulin. TGF-α was dis-
covered as an autocrine growth factor
induced by some tumor viruses. EGF
and TGF-α are expressed as precursor
molecules. The TGF-α precursor is ex-
pressed on the surface of cells, and the
mature protein is released by specific
proteolysis. Amphiregulin and the neureg-
ulins bind to distinct receptors within the
EGF receptor family.

There are four closely related tyrosine
kinase receptors in the EGFR family:
EGFR, HER 2, HER 3, and HER 4. The
sequence homology in the ligand-binding
domain is between 40 and 50%, and in
the kinase domain up to 80% similarity.
However, it is clear that the ligand-binding
specificity for each receptor is distinct, with
the EGFR having a preference for EGF
and TGF-α, whereas HER 3 and HER 4
bind to the neuregulins. There is now
considerable evidence that heterodimers
between EGFR and HER 2, HER 2 and
HER 3, and so on, bind appropriate ligands
with high affinity and activate distinct
signaling pathways.

Activation of the EGFR kinase involves
ligand-induced conformational change
and oligomerization. It is still not clear
how many proteins are required to form
the mitogenic signaling complex, but the
receptor becomes autophosphorylated as
well as adding phosphate to an adaptor
protein called SHC. Phosphorylated SHC
appears to influence the subcellular lo-
cation of a complex between grb2 and
SOS, the exchange protein that adds GTP
to ras. Formation of the GTP–ras com-
plex initiates a signaling cascade required
for mitogenic responses to EGF. While
the ras-activated pathway may be needed
for mitogenesis, EGFR kinase must also

activate other essential pathways for mito-
genesis to occur.

The inappropriate expression of the
EGFR and HER 2 has been associated
with several tumors including gliomas,
where all high grade tumors overexpress
the EGFR. HER 2 and HER 3 are expressed
in many breast and pancreatic tumors. It
also appears that β-cellulin, HER 3, and
activated ras are in part responsible for
many pancreatic carcinomas. By blocking
autocrine growth factor production or the
EGFR, it is possible to sensitize colonic
tumors to chemotherapeutic drugs such
as cis-platinum. The EGF receptor family
are appropriate targets for anticancer
signaling therapeutics.

3.4
Transforming Growth Factor (TGF-β)
Family

TGF-β is released after tumor virus infec-
tion of fibroblasts. Indeed, TGF-β syner-
gizes with TGF-β to induce large colony
formation by normal rat kidney (NRK)
cells. TGF-β was also isolated indepen-
dently because of its ability to inhibit
the proliferation of epithelial cells. TGF-
β also inhibits the proliferation of both
hematopoietic and lymphoid cells. TGF-
β induces the differentiation of bronchial
epithelial cells and prechondrocytes, but
inhibits the differentiation of adipocytes
and myocytes. A latent form of TGF-β is
released from platelets as a complex with a
specific binding protein. Active TGF-β can
be released from the complex either by pro-
teolysis or by acid treatment. Several other
cytokines belong to the TGF-β superfam-
ily: two forms of TGF-β have been isolated
from platelets and three other related se-
quences have been detected by screening
cDNA libraries. Inhibin, the Müllerian
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inhibitory substances (MIS), the bone mor-
phogenic proteins (BMPs), and activin are
all related to TGF-β. The availability of
the three-dimensional structure for TGF-β
will allow models to be developed for the
other family members.

TGF-β induces the synthesis of extracel-
lular matrix (ECM) components in vivo and
in vitro. TGF-β is also a powerful enhancer
of monocyte function and a suppressor of
lymphopoiesis. Mice that lack a functional
TGF-β1 gene have been produced; while
they are born as apparently normal ani-
mals, within two weeks they develop severe
autoimmune and hematopoietic defects.

TGF-β appears to control the production
and action of ECM proteins by regulating
secretion, increasing the level of integrin
receptors, and decreasing the breakdown
of ECM proteins. Taken together, these
actions appear to have the capacity to con-
trol organogenesis during embryological
development. In adults, TGF-β acts as
a profound immunosuppressant. Indeed,
some patients with brain tumors secrete so
much TGF-β that their immune systems
fail to function effectively. TGF-β may
enhance the granulation phase of wound-
healing, but the presence is presumably
timed carefully, inasmuch as excess lev-
els inhibit epithelialization. Interestingly,
both TGF-α and TGF-β are produced by
many tumors. It has been postulated that
the tumors often downregulate the TGF-β
receptors and are not responsive to the in-
hibitory actions of this growth factor, while
the action of the TGF-β on surrounding
cells leads to the secretion of extra ECM
and thus, to a more favorable environment
for tumor proliferation.

Three receptors have been identified for
TGF-β: types I, II, and III. Types I and
II bind TGF-β with high affinity (KD5–25
pM). The type III TGF-β receptor is a
large transmembrane proteoglycan with

no obvious cytoplasmic signaling motif.
The TGF-β type II receptor has ligand-
dependent Ser/Thr kinase activity, which
appears to signal growth inhibition. The
type II receptor requires the type I receptor
for ligand binding.

3.5
Platelet-derived Growth Factors (PDGFs)
and Vascular Endothelial Growth Factors
(VEGFs)

For more than 70 years it has been known
that serum, but not plasma, stimulates
cells to proliferate in culture. Not until the
early 1970s, however, was it discovered that
the growth factors in serum are actually
released from platelets. It took almost
10 years of protein chemistry to purify
and sequence the first platelet-derived
growth factor (PDGF) – a disulfide-linked
heterodimer of two related polypeptides (A
and B), each containing approximately 100
amino acids. At the same time as the amino
acid sequence for PDGF was determined,
the nucleotide sequence for the oncogene
(v-sis) encoded by the simian sarcoma virus
was characterized. The protein sequence
predicted from the v-sis gene is closely
related to the PDGF-β chain.

Different cell types are known to secrete
either PDGF-AA or PDGF-BB homod-
imers, both of which act as growth factors
for fibroblasts, smooth muscle cells, and
glial cells. There appear to be two forms
of the PDGF receptor monomer (α and
β), and these can combine to produce
several, functional receptor dimers: αα,
αβ, and ββ. Whereas the αα receptor re-
sponds to all forms of PDGF (i.e. AA,
AB, and BB) the ββ receptor responds
only to PDGF-BB. The PDGF receptors are
typical ligand-dependent tyrosine kinases,
but the cytoplasmic domain contains an
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insert that modulates the intracellular sig-
naling processes. PDGF increases the rate
of wound-healing in rodents, and initial
reports indicate that it may be a valuable
agent for treating cutaneous ulcers in dia-
betic patients.

Both the PDGF-A and PDGF-B chains
are synthesized in a wide variety of
cells – endothelium, muscle, and macro-
phages. The A-chain is induced by fi-
broblasts in response to other growth
stimuli – that is, a normal autocrine loop
appears to control the proliferation of
some cell types. This autocrine function
can be disturbed in several diseases, such
as sarcomas, atherosclerosis, and rheuma-
toid arthritis.

Although the PDGF family is small,
there is a related set of growth factors – the
vascular endothelial growth factor (VEGF)
family that controls the production of
endothelial cells. Several isoforms of
VEGF are produced from a single gene
by differential splicing of its mRNA
precursor. The smallest form, VEGF121,
is a weak acidic protein that does not bind
to heparin and is secreted from cells in a
freely diffusible form. The longer forms of
VEGF bind to heparin and appear to be
released in response to plasmin.

VEGF stimulates the production of
endothelial cells from both small and
large blood vessels. As well as promoting
angiogenesis, VEGF stimulates monocyte
chemotaxis. VEGF is produced by many
neoplastic cells. Interestingly, antibodies
against VEGF can inhibit the production of
blood vessels in vivo, and as a consequence,
inhibit the growth of human tumor cell
lines. Similarly, negative dominant VEGF
receptors can inhibit the vascularization of
experimental tumors.

Actually, there are four closely related
growth factors in the VEGF family: VEGF,
VEGF-B, VEGF-C, and VEGF-D. The

first two family members stimulate the
formation of blood vessels, whereas VEGF-
C and VEGF-D stimulate the production
of the lymphatic vessels.

3.6
Fibroblast Growth Factors (FGFs)

In the 1930s, it was discovered that
brain and pituitary extracts stimulate the
proliferation of fibroblasts in culture. By
the mid-1980s, two forms of FGFs had
been identified, purified, and sequenced.
Both the acidic (a-FGF) and basic (b-
FGF) forms are single-chain proteins of
approximately 140 amino acids, and 55%
of their amino acid sequences are identical.
There are several other members of the
FGF family: wnt-2, hst/k53, FGF-5, FGF-6,
FGF-7 (keratinocyte growth factor, KGF),
FGF-8, and FGF-9 (glial activating factor),
and there appears to be a distant homology
(20–25%) to ILs 1α and β. Both a-
and b- FGFs stimulate the proliferation
of cells, including colonic and breast
epithelia, endothelial cells, and muscle
cells. Although a-FGF and b-FGF are
associated with the ECM, neither protein
has a classical signal peptide that would
direct their secretion. It is still not known
how these proteins are released from cells.

Although a-FGF and b-FGF bind to
the same set of cell surface receptors,
b-FGF has the higher affinity for its
receptor. While the high affinity of the
FGFs for heparin-sulfate is useful for their
purification, this property often interferes
with binding studies to the cell surface.
FGFs are potent angiogenic agents and
are also capable of accelerating the healing
of cutaneous wounds and damaged nerves.
b-FGF is mitogenic for oligodendrocytes,
astrocytes, and Schwann cells, and it acts
to prolong the survival of neuronal cells in
culture. In pharmacological doses, b-FGF



Growth Factors 651

can enhance the remyelination of neuronal
sheaths and can prevent the death of
neurons in the dorsal root ganglion.

FGFs have also been purported to play
a role in tumor blood vessel formation.
A retrovirus encoding FGF-4 (also called
K-FGF) induces tumors in mice. Further-
more, the FGF-4 gene is amplified in a
number of breast cancers. FGF-7 (KGF)
and its receptor (FGFR-2) are both ex-
pressed in prostate cancer cells. A variant
of FGFR-2 (K-sam) has also been detected
in stomach cancer cells and appears to be
associated with the tumor phenotype.

3.7
Hepatocyte Growth Factor (HGF)

Originally discovered as a factor that in-
creases the motility and spreading of cells
(called scatter factor), hepatocyte growth
factor (HGF) stimulates the proliferation
of primary hepatocytes and increases the
invasiveness of endothelial and epithelial
cells. HGF appears to be involved in liver
regeneration, tumor progression, and sev-
eral embryological processes. HGF is a
92-kDa disulfide-linked heterodimer con-
sisting of a light chain (33 kDa) and a heavy
chain (62 kDa), which are produced from
a single-chain precursor.

The HGF receptor (c-met) is a 190-
kDa heterodimer in which the α-chain
(50 kDa) appears to be extracellular and
is linked to the β-chain (145 kDa), which
is a membrane-spanning protein with a
cytoplasmic tyrosine kinase domain, via a
disulfide bond. It is expressed in a number
of epithelial tissues, including liver and
colon. Interestingly, a fragment of HGF
containing two Kringle domains binds to
c-met and stimulates the motility response
and the receptor tyrosine kinase activ-
ity, but does not stimulate a mitogenic

response in primary rat hepatocytes. Mu-
tations in c-met have been associated with
a number of cancer types. There are two
other receptors related to c-met: c-ron and
c-sea.

3.8
Hematopoietic Growth Factors

At least 20 cytokines or growth factors
have been identified by their action on the
production or function of blood cells. The
major classes of hematopoietic regulators
are ILs, lymphokines, CSFs, erythropoi-
etin, and stem cell factor (SCF). Table 2
lists some of the biological actions of
these molecules; however, it must be em-
phasized that as with the other growth
factors, each one has multiple activities,
which are not necessarily limited to the
hematopoietic system. Several hematopoi-
etic growth factors are being used clini-
cally: in particular, IL-2 in conjunction with
lymphokine activated killer LAK cells for
cancer therapy; granulocyte/macrophage
CSF and G-CSF to accelerate neutrophil
recovery after chemotherapy or bone mar-
row transplantation; epo to stimulate red
blood cell production in kidney dialysis
or cancer patients; and thrombopoietin
(tpo) to improve the rate of platelet
recovery in thrombocytopenic patients.
Three-dimensional structures have been
determined for a number of hematopoi-
etic growth factors – many consist of four
helical bundles packed to form a central
cylinder (Fig. 3). The structure–function
relationships of this class of growth fac-
tors are being examined in detail, and
already several potent antagonists (e.g.
for IL-1 and IL-4) have been produced.
As might be expected from such a large
number of hematopoietic growth factors,
several classes of cell surface receptors
have been identified: tyrosine kinase (e.g.
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Tab. 2 Biological actions of the hematopoietic growth factors.

Name Action

IL−1α/β Stimulates thymocyte proliferation Increases expression of IL-2 receptor on
T-lymphocytes

IL-2 Stimulates proliferation of T-lymphocytes
IL-3 (also called

multi-CSF)
Stimulates production of cells in all myeloid lineages

IL-4 Stimulates proliferation of B-lymphocytes
Stimulates production of IgM and potentiates mast cell proliferation in

response to IL-3
IL-5 Induces B-cell proliferation and differentiation in the mouse only

Stimulates production and activation of eosinophils
IL-6 (also called

interferon β2)
Stimulates hematopoietic progenitor cells, B-lymphoid, and myeloma cells;

induces acute phase responses
IL-7 Stimulates proliferation of thymocytes, T-lymphocytes (including cytotoxic

T-cells), and early B-cell precursors
IL-8 Stimulates neutrophil chemotaxis and activates bacterial killing

Inhibits IgE production by B-lymphocytes
IL-9 Stimulates proliferation of T-lymphoid cell lines

Potentiates proliferative effect of IL-2 on fetal thymocytes
IL-10 Inhibits cytokine production by T-lymphocytes
IL-11 Stimulates production of IgG generating B-cells

Induces acute phase response
Augments ability of IL-3 to stimulate megakaryocyte colonies

IL-12 Stimulates cytokine production by NK cells and T-cells
IL-13 Inhibits cytokine production by monocytes and is a costimulator of B-cell

lymphocyte proliferation
IL-14 Induces proliferation of activated B-lymphocytes
IL-15 Stimulates the proliferation of cytotoxic T-lymphocytes
M-CSF (also called

CSF-1)
Stimulates production, activation, and proliferation of monocytes and

macrophages
GM-CSF Stimulates production and activation of neutrophils, eosinophils, and

macrophages
G-CSF Stimulates production and activation of neutrophils
Stem cell factor Stimulates production of all hematopoietic progenitor cells
Erythropoietin Stimulates production of red blood cells
Leukemia inhibitory

factor
Inhibits differentiation of embryonal stem cells
Induces acute phase responses
Stimulates megakaryocyte and platelet production
Stimulates differentiation of Ml leukemic cell line

Thrombopoietin Stimulates production of platelets

M-CSF, c-kit), multichain receptors (e.g.
IL-2, IL-3, IL-6, and GM-CSF), and single-
chain receptors (e.g. G-CSF). Several of
the hematopoietic growth factor receptors
share adaptor subunits (e.g. GM-CSF, IL-3,
and IL-5 share a subunit, and these, along
with the LIF oncostatin M, all appear to

signal via complexes with the cell surface
glycoprotein gp130).

Cytokine receptor binding has proved to
be a complex and interesting process. IL-
2 binds to either of two receptor chains
(α or β) with relatively low affinity: KD3
and 70 nM, respectively. This low affinity
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binding does not stimulate cells. However,
if both the α- and β-chains are present
as a complex, the IL-2 binds with high
affinity (KD5 pM) and stimulates T-cell
proliferation. The β-chain also associates
with another cell surface protein called the
γ -chain, which can increase the affinity of
the β-chain for IL-2. The highest affinity
state of the IL-2 receptor is achieved when
the αβγ complex forms (KD2 pM). The β-
and γ -chains also complex with the IL-15
receptor to form the functional complex for
IL-15 signaling, and the γ -chain complexes
with the IL-4 receptor to form the high
affinity IL-4 binding complex.

The IL-2 receptor binding subunits do
not encode intracellular kinases; however,
upon binding of IL-2, cytoplasmic tyrosine
kinases in the src family are activated.
In particular, lck associates with the IL-
2 receptor complex, but it is still not
clear whether the physical association is
required for the signaling process. The
γ -chain cytoplasmic region appears to
be essential for activating the src family
kinases and for stimulating the pathways
leading to c-fos and c-jun expression.

Interleukin 6 binds to a specific receptor
on the cell surface (IL-6Rα), but this
interaction is insufficient for signaling.
Once formed, the IL-6:IL-6Rα complex
binds to another cell surface protein,
gp130, and the trimer self-associates to
form the hexameric signaling complex.
gp130 also acts as the signal transduction
receptor for ciliary neurotrophic factor
(CNTF), LIF, and oncostatin M.

The initial signaling events stimulated
by the (IL-6:IL-6Rα: gp130)2 complex
involve the activation of the JAK kinase
enzymes. It is not clear whether JAK is

Fig. 3 The three-dimensional structure
of GM-CSF illustrates the typical
four-helix bundle found in many of the
hematopoietic regulators.

associated with gp130 before the signal-
ing complex forms, but after binding of
the IL-6:IL-6Rα complex and aggregation,
the JAK kinase is activated and phosphory-
lates the receptor, as well as JAK and STAT
(p91). Phosphorylation of the STAT occurs
via the JAK kinase after the STAT binds
to the JAK-phosphorylated gp130. Once
phosphorylated, STAT is released from the
receptor and associates with a smaller pro-
tein (p48) and translocates to the nucleus,
where it acts as a transcriptional regula-
tor. Similar activation systems operate in
response to many of the cytokines (e.g.
growth hormone, epo, interferons, IL-3,
GM-CSF, and G-CSF).

Interestingly, the cytokine/JAK/STAT
signaling system is also regulated nega-
tively. A phosphatase competes for binding
to specific JAK phosphorylation sites on
the receptor. Once bound, the phosphatase
removes the phosphate from the JAK
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kinase and deactivates the enzyme. A mu-
tant form of the epo receptor that lacks the
hematopoietic cell phosphatase-binding
site has been discovered. In these peo-
ple, the JAK kinase remains activated and
associated with the epo receptor, leading
to an increase in red blood cell production.

4
Perspectives

The biological action of a particular growth
factor will be dependent on the differenti-
ation state of the target cell, the presence
of other growth factors, and/or the ex-
istence of cell–cell contacts (see Fig. 2).
Cell–cell contacts and/or multiple growth
factors acting early in many cell production
pathways appear to be required to induce
self-renewal of the tissue-specific stem
cells. In a number of tissue systems, the
presence of particular growth factors is es-
sential to maintain cell viability at all stages
of the differentiation process. If the growth
factor concentration decreases, many of
the immature cells will die. Mature cells
usually have a definite lifetime before
disintegrating; however, the functional ac-
tivity of many mature cells can be activated
by growth factors; for example, GM-CSF
and G-CSF will prime mature neutrophils
to kill bacteria more effectively.

A number of pathological responses in-
volve excess stimulation of growth factor
systems: psoraisis, inflammation, arthri-
tis, neurodegenerative diseases, and can-
cer. As our understanding of these growth
factor/receptor systems increases, it is
becoming possible to design signaling
therapeutics to treat these diseases.

See also Bioorganic Chemistry.
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Keywords

Catalases
Heme enzymes that both oxidize and reduce H2O2.

Cytochrome c Oxidase or CCO
The terminal oxidase in mitochondrial respiration. Electrons are transferred through
the mitochrondrial electron transfer system and the final acceptor is CCO. CCO
receives electrons from cytochrome c and uses these electrons to reduce oxygen to
water. The energy released by this process is used to pump protons across the
mitochondrial membrane, which drives the synthesis of ATP.

Cytochrome P450
A large group of heme enzymes that use an O2-derived O atom to hydroxylate a variety
of different compounds. These enzymes provide one of the primary means for
detoxification of various foreign molecules that are concentrated in the liver. Most
drugs are metabolized by the P450 system.

Heme
One of the most abundant and widely used prosthetic groups in biological systems.
The heme iron can serve to bind and store O2 as in the globins, can transfer electrons
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between proteins by cycling between the Fe2+ and Fe3+ redox states, and can participate
in breaking the O−O bond and storing peroxide or O2-derived oxidizing equivalents
in the heme group and surrounding proteins for the purpose of carrying out redox
transformations of various substrates.

Heme Oxygenase
The enzyme that initiates the oxidation and breakdown of heme.

Heterolysis and Homolysis
This refers to the way the peroxide O−O bond breaks. Homolysis generates two hydroxyl
radicals, HO.. Heterolysis generates two ions, HO− and HO+. Most heme enzymes use
heterolysis.

Nitric Oxide Synthase or NOS
Nitric Oxide Synthase catalyzes the oxidation of the common amino acid, L–arginine,
to nitric oxide (NO) and L–citrulline. NO is one of the most potent signaling molecules
in biology. NO exerts its effects on the cardiovascular, immune, and neuronal systems.

Peroxidases
Heme enzymes that utilize peroxides, usually H2O2, to oxidize other molecules. The
most well-known peroxidases oxidize small aromatic alcohols.

� Enzymes that contain the heme prosthetic group include a large number of proteins
found in nearly all biological systems. As used in this article, heme enzymes are
defined as enzymes that catalyze the oxidative chemical transformation of a substrate.
A good deal is now known about structure–function relationships in heme enzymes,
primarily because the heme prosthetic group exhibits easily detectable spectroscopic
properties that enable various intermediates to be studied by a variety of spectral
methods. In addition, there now are a large number of known crystal structures.
Perhaps the most intriguing aspect of heme enzymes is how the same heme
group can adopt such different functions, which clearly relates to how the protein
controls the chemistry of the heme group. As a result, heme enzymes have provided
particularly rich systems for detailed structure-function studies.

1
Introduction

Heme (Fig. 1) is one of the most diverse
prosthetic groups in biology. Some key
biological functions of heme bound to

proteins include (1) reversible oxygen
binding and oxygen delivery to tissues;
(2) electron transfer between proteins; and
(3) enzyme reactions that primarily involve
peroxide- or oxygen-dependent oxidation
reactions. The function the heme serves
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Fe

N N

NN
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Fig. 1 The heme prosthetic group. The
four-pyrrole nitrogens lie in the same
plane and coordinate the heme iron.
This leaves the two axial coordination
positions (above and below the heme
plane) available for coordinating protein
side chains. In most heme enzymes, the
protein contributes one axial ligand and
the remaining one is either vacant or
occupied by an easily dissociated
solvent molecule.

depends on the surrounding polypeptide
environment. The most well-known heme
proteins are the globins, which both
store and deliver oxygen. The heme
bound to cytochromes serves primarily
as an electron carrier and transfer agent
where the heme iron cycles between the
Fe2+ and Fe3+ oxidation states. Perhaps
the most diverse use of heme is in
enzyme-catalyzed reactions. Here, the
heme can serve to mediate the reduction
or oxidation of substrates. Although some
heme enzymes can catalyze reductive
reactions, the most well-known heme-
containing enzymes are those that catalyze
oxidation reactions and use either oxygen
or peroxide as the oxidizing agent. In
either case, one role of the heme is
to coordinate oxygen or peroxide to
the heme iron that helps to promote
cleavage of the O−O bond (Fig. 2).
The oxidizing power of the oxygen or
peroxide ligand is thus stored at the
heme site where it can be utilized

to carry out specific hydroxylation or
oxidation reactions. A small subset of
heme enzymes utilize inorganic molecules
such as hydroxylamine as oxidants. In this
article, the focus is on the heme enzymes
for which crystal structures have been
determined.

2
Peroxidases

2.1
Introduction

Heme peroxidases occur throughout the
biosphere and catalyze the oxidation of var-
ious substrates at the expense of peroxide.
Peroxidases are involved in plant growth
hormone metabolism, the production of
thyroxine, neutrophil-mediated detoxifica-
tion reactions, prostaglandin biosynthesis,
and lignin degradation. While peroxidases
are found in plants, animals, and microor-
ganisms, the most thoroughly understood
are nonmammalian heme peroxidases. On
the basis of sequence alignments, and now
crystal structures, the nonmammalian per-
oxidases have been divided into three
classes: intercellular (Class I), extracel-
lular fungal (Class II), and extracellular
plant peroxidases (Class III). The extra-
cellular enzymes are glycosylated, and
in the case of Class III enzymes, there
often are many isozymes with varying
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Fig. 2 A generic heme enzyme mechanism. The heme iron must first
be reduced from Fe3+ to Fe2+ since molecular oxygen, O2, binds only
to the Fe2+ form of heme iron. Once the Fe2+−O2 complex is formed,
a second electron transfer effectively leads to reduction of O2 to the
peroxide level. In most cases, this accompanied by protonation of the
Fe-linked peroxide. At this stage, the peroxide O−O bond is cleaved,
leaving behind an oxygen with only six valence electrons, a potent
oxidizing agent. Exactly how the oxidizing equivalents are stored differs
from one enzyme to the next, but effectively, the system behaves as if
the iron is now in the Fe5+ oxidation state. The oxidizing power of the
Fe5+−O center is utilized to carry out the required oxidative
transformations.

degrees of glycosylation. The nonmam-
malian heme peroxidases are mostly sin-
gle polypeptide chains in the range of
30 000–40 000 Da and contain a single fer-
ric protoporphyrin IX as the prosthetic
group. The extracellular peroxidases con-
tain two calcium-binding sites and at least
four disulfide bonds, presumably for the
additional stability required of secreted
enzymes.

There is a wealth of structural in-
formation available on peroxidases be-
cause several crystal structures have been
solved. This, coupled with the cloning
and expression of several peroxidases in
recombinant systems, has opened the
way for the use of protein-engineering

methods to study structure–function
relationships.

2.2
Catalytic Cycle

The overall peroxidase cycle occurs in three
distinct steps.

Fe3+P + H2O2 −−−→ Fe4+−O P•

Compound I
+ H2O

(1)

Fe4+−O P• + S −−−→ Fe4+−O P
Compound II

+ S•

(2)

Fe4+−O P + S −−−→ Fe3+P + H2O + S

(3)
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In step 1, the peroxide removes two
electrons from the enzyme to give what
is called Compound I. In doing so, the
peroxide O−O bond is broken, giving
water, and the second peroxide-derived
oxygen atom remains coordinated to the
iron. The iron-linked oxygen contains only
six valence electrons and, hence, needs two
more to give the complete complement of
eight valence electrons. As a result, this
oxygen is a potent oxidizing agent. One
electron is removed from the iron to give
the oxy–ferryl intermediate (Fe4+−O), and
a second electron is removed from the
porphyrin (P in the above scheme) to give
a porphyrin π cation radical. In some
peroxidases, an amino acid side chain
is oxidized to a radical rather than the
porphyrin. The formation of Compound
I is normally quite easy to follow since
the resting enzyme is red/brown in
color, while Compound I is green. In

step 2, the porphyrin radical is reduced,
giving a substrate radical S.. Owing to
porphyrin reduction, Compound II is no
longer green but red. Finally, in step 3,
Compound II is reduced by a second
substrate molecule. In plant peroxidases,
the substrates normally are small aromatic
molecules, and once substrate radicals
form, they dimerize or disproportionate
in nonezymatic reactions.

2.3
Crystal Structures

Several peroxidase structures are now
known. All classes of peroxidases exhibit a
similar three-dimensional structure, and
a representative example is shown in
Fig. 3. Although the sequence identity
can be low (≈15%) between peroxidases,
the crystal structures show a very similar
fold independent of sequence homology

B helix

F helix

H170

Phe41

Phe221

His42

Arg38

His170

Asp247

Proximal side

Distal side

Fig. 3 The crystal structure of horseradish peroxidase or HRP taken after
Gajhede et al. (1997). The heme is embedded between two helices, F and
B. The F helix provides one axial heme ligand, His170. The region
surrounding His170 is called the proximal pocket. The opposite side of the
heme is called the distal pocket and is where the substrate, peroxide, binds.
The distal helix B provides conserved side chains, His42 and Arg38, that
are essential for catalysis. His42 and Arg38 are called the distal histidine
and distal arginine.
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or phylogenetic origin. This underscores
an important ‘‘rule’’ in structural biology:
tertiary structure is far more conserved
than is primary structure. All the various
peroxidases consist of a 10-helix core,
two of which, the B and F helices,
sandwich the heme in place. The various
peroxidases differ in structure primarily
on the surface. For example, Class III
peroxidases have two additional helices on
the surface (F′ and F′′) where cytochrome
c peroxidase (CCP) has a beta structure. It
is thought that these additional helices in
the Class III enzymes may play a role in
substrate binding.

2.4
Active Site Structures

Not surprisingly, the active site of heme
peroxidases is highly conserved (Fig. 3).
The proximal pocket contains the histidine
ligand coordinated to the heme iron.
The histidine ligand donates an H bond
to the conserved aspartic acid. This
interaction is thought to impart a greater
imidazolate character to the histidine
ligand resulting in a partial negative
charge on the histidine that can stabilize
the Fe3+ state of the heme. This is
one reason why peroxidases exhibit a
lower redox potential in the Fe3+/Fe2+
couple than the globins, even though
both the globins and peroxidases use a
histidine ligand. Directly adjacent to the
histidine ligand, most peroxidases have
an aromatic residue stacked parallel to
and in contact with the histidine ligand.
This residue is phenylalanine in most
peroxidases but tryptophan in the two
known Class I peroxidase structures, CCP
and ascorbate peroxidase (APX). For the
class I peroxidases, the tryptophan indole
ring N atom donates an H bond to the
conserved proximal aspartic acid.

On the opposite, distal side of the heme,
the B helix provides key catalytic residues.
The distal histidine and arginine are
thought to operate in concert to help cleave
the peroxide O−O bond. Stacked parallel
to the distal heme surface is a conserved
aromatic residue that is phenylalanine in
known crystal structures except for the
Class I peroxidases, which use tryptophan.

2.5
Catalytic Mechanism

Most of the effort in understanding the
peroxidase mechanism has centered on
the formation of Compound I. The distal
histidine operates as an acid/base catalyst
by removing a proton from the peroxide O
atom directly linked to the iron (Fig. 4) and
delivering it to the distal peroxide O atom.
The net result is heterolytic fission of the
peroxide O−O bond. This leaves behind
an ‘‘oxene’’ O atom that contains only
six valence electrons – a potent oxidant.
The oxene O atom removes one electron
from the iron to give Fe4+ and one from
a neighboring organic group, normally
the porphyrin. The crystal structure of
Compound I shows that the distal arginine
swings in to H-bond with the iron-linked
oxygen atom. This may account in part
for the stability of the Fe4+−O center in
Compound I.

The formation of Compound I is
fast, with a second-order rate between
107 –108 M−1s−1 for most heme peroxi-
dases. Site-directed mutagenesis has been
used to probe this mechanism by making
amino acid substitutions of key catalytic
groups in the active site. Changing the
distal histidine to leucine lowers the rate
of Compound I formation by 105, demon-
strating that the distal histidine is, indeed,
a critical residue. Somewhat surprisingly,
the nature of the proximal ligand was
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Compound I

H

Fig. 4 The mechanism of Compound I formation. The
peroxide binds to the heme iron, and one peroxide proton is
transferred to the distal histidine and delivered to the leaving
peroxide O atom. Precise transfer of the peroxide proton by
the distal histidine ensures rapid and specific heterolytic
cleavage of the O−O bond. Fe3+−O is only a hypothetical
intermediate and rapidly picks up two electrons, one from the
iron to give Fe4+ and another from either the heme or a
nearby amino acid side chain to give the R• radical. Reduction
of R• by a substrate molecule leaves behind Fe4+ = O, which
is called Compound II.

found not to be important for Compound
I formation since a glutamine replacing
the proximal histidine affected only the
stability of Compound I and not the rate
of formation.

An intriguing feature of peroxidases is
how the protein controls where oxidizing
equivalents are stored. In all peroxidases,
one peroxide-oxidizing equivalent is stored
on the iron, thus converting Fe3+ to Fe4+.
In nearly all peroxidases, the second oxi-
dizing equivalent is stored on the heme

as a porphyrin cation radical. The one
exception is CCP, where Trp191 stores
the second peroxide-oxidizing equivalent
as a cationic radical. Trp191 occupies
the equivalent position of Phe221 in
horseradish peroxide (HRP) (Fig. 3). At
first, it was thought that the reason CCP
has a tryptophan radical is that tryptophan
is easier to oxidize than the corresponding
residue in most other heme peroxidases,
phenylalanine. However, the structure of
APX showed that APX has a tryptophan
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equivalent to Trp191 in CCP, yet APX
forms the traditional porphyrin cationic
radical. This has lead to detailed studies
using mutagenesis, crystallography, spec-
troscopy, and theoretical calculations to try
and understand how CCP preferentially
stabilizes a tryptophan radical rather than
a porphyrin radical. The answer appears
to be a combination of subtle structural
differences resulting in an electrostatic sta-
bilization of the extra positive charge on
the tryptophan cation radical. For example,
the electronegative S atoms of two mion-
ine residues near the tryptophan radical
site in CCP appear to help stabilize the
tryptophan radical.

2.6
Enzyme Substrate Complexes

All the known heme peroxidase structures
show that one heme edge is accessible
to small aromatic molecules that are typ-
ical peroxidase substrates. It generally is
thought that small substrates interact at
this site and deliver electrons directly to the
heme, resulting in reduction of the Com-
pound I porphyrin radical or Compound
II Fe4+−O center. Nevertheless, there is
no direct structural evidence for this view.
To date, the structure of only a limited
number of heme peroxidase–substrate
complexes are known. Manganese per-
oxidase oxidizes Mn2+ to Mn3+, and in
a complex with dicarboxylic acids, the
Mn3+ operates as a diffusible oxidant of
lignin. The crystal structure of manganese
peroxidase shows that Mn2+ coordinates
with protein carboxylates and one heme
propionate. In APX, the ascorbate binds
near the same heme edge very near to
where Mn2+ binds in manganese perox-
idase (Fig. 5) but is closer to the surface
and does not come directly into contact
with the heme propionate. Cytochrome c

peroxidase is unusual amongst the known
heme peroxidase structures since its sub-
strate is another protein, cytochrome c.
The crystal structure of the three sub-
strate–peroxidase complexes are shown in
Fig. 5.

2.7
Di-heme Peroxidases

Various bacteria produce peroxidases that
contain two hemes and oxidize cytochrome
c as follows:

2cyt.c(Fe2+) + H2O2 + 2H+ −−−→
2cyt.c(Fe3+) + 2H2O (4)

The two hemes (Fig. 6) have been
designated low-potential (LP) and high-
potential (HP). The HP heme is hexa-
coordinate, with histidine and metionine
residues serving as the axial heme lig-
ands. This heme is the entry point for
electrons from the reducing substrate.
The most well-understood di-heme per-
oxidase is from Pseudomonas aeruginosa,
and the proposed mechanism is shown
below.

Fe2+
high

Fe3+
low

+ H2O2 −−−→

Fe3+
high

Fe4+−O
low

+ H2

Compound I

Fe3+
high

Fe4+−O
low

+ e− −−−→

Fe3+
high

Fe3+
low

+ H2O

Compound II

Fe3+
high

Fe3+
low

+ e− −−−→ Fe2+
high

Fe3+
low

Compound II

(5)

One of the more interesting features
of this mechanism is that the enzyme is
inactive unless the HP heme iron is first
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MNP APX

Mn2+

Phe190

Ascorbate

Trp179

CCP-cyt.c

CCP Trp191

Cyt.c

Fig. 5 Crystal structure of three peroxidase–substrate complexes. In
MNP-manganese peroxidase, the substrate, Mn2+, is directly coordinated to
one of the heme propionate carboxyl groups. Once Compound I is formed, the
electron from Mn2+ very likely transfers to the heme via the heme propionate.
In APX, the ascorbate binds (taken from Sharp et al. (2003)) in a position very
similar to Mn2+ in MNP except the ascorbate does not interact directly with
the heme propionate. Instead, the negatively charge ascorbate interacts with
surface positive charges. The structure of the noncovalent complex formed
between CCP and cytochrome c taken from Pellitier & Kraut also is shown. The
cytochrome c heme edge directly contacts a section of the polypeptide that
contains Trp191. Trp191 forms a radical in Compound I and is known to be
essential for activity. The prevailing view is that the electron from cytochrome c
is delivered to the Trp191 radical.

reduced from Fe3+ to Fe2+. However, a
closely related di-heme peroxidase from
another bacteria, Nitrosomonas europaea,
does not require reduction of the HP
heme. That this is actually a rather
intriguing difference became evident once
the crystal structures were solved (Fig 6).

As expected from sequence homology,
the structures are very similar. Each en-
zyme contains approximately 300 residues
folded into two distinct domains. These
are designated as the HP and LP domains
in Fig. 6. The most interesting difference
is in the LP domain around the LP heme.
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F93
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Fig. 6 Structure of two di-heme peroxidase, one from Pseudomonas (PAP) and
one from Nitrosomonas (NEP). The region around the LP is shown in detail. Note
than in NEP, the axial coordination position of the LP heme is available for
reaction with peroxide. However, in PAP the axial coordination position is tied up
with His71. Therefore, His71 must first dissociate from the heme before peroxide
and react with the LP heme. This change is triggered by reduction of the HP
heme by an unknown mechanism.

As shown in Fig. 6, the distal pocket where
peroxide will interact with the heme iron
has His71 coordinated to the heme iron
in the Pseudomonas enzyme. However, in
the Nitrosomonas enzyme the correspond-
ing Histidine residue, His59, is pointing
out and away from the heme pocket.
Both structures are in the fully oxidized
state, suggesting that in the oxidized state

the Nitrosomonas enzyme is active, while
the Pseudomonas enzyme is inactive. This
is supported from solution biochemistry
studies since the Nitrosomonas enzyme is
fully active when both the LP and HP heme
irons are in the Fe3+ state. However, in the
Pseudomonas enzyme, the HP heme iron
must first be reduced to the Fe2+ state
before the LP can react with peroxides. It
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therefore appears that reduction of the HP
heme leads to dissociation of the His71 lig-
and in the LP heme, which makes available
the LP heme distal pocket for reaction with
peroxide. Presumably, the active forms of
the LP heme in the Pseudomonas enzyme
now look like the LP distal pocket in the
Nitrosomonas enzyme. The remarkable as-
pect of this conformational change is that
the introduction of a single electron into
the HP heme results in the rupture of a his-
tidine–Fe bond in the LP heme and a large
rearrangement of the entire distal pocket.
How this happens remains unknown.

Another interesting feature of these
structures is that the peroxide-binding
pocket does not contain a distal catalytic
histidine as do other peroxidases. Instead,
a glutamic acid residue (Glu102 in the
Nitrosomonas and Glu114 in Pseudomonas,
Fig. 6) is situated in a position to serve as
an acid–base catalyst.

2.8
Other Heme Peroxidases

While the nonmammalian heme peroxi-
dases have received most of the attention,
the diversity of heme-containing peroxi-
dases is very large. Mammals produce
well-known peroxidases like myeloperox-
idase, lactoperoxidase, and thyroid per-
oxidase. While these peroxidases contain
heme and have active sites similar to
the nonmammalian heme peroxidases,
these enzymes are larger and have dif-
ferent three-dimensional structures. The
most well understood is myeloperoxidase.
The function of myeloperoxidase in white
blood cells and the related eosinophil
peroxidase is to oxidize halides and thio-
cyanate ions to produce HOCl, HOBr,
and HOSCN – potent antipathogen oxidiz-
ing agents. The marine worm Amphitrite

ornata produces a dehalogenating heme-
containing peroxidase. Mycobacterium tu-
berculosis, the causative agent of tuberculo-
sis, produces a heme catalase/peroxidase
that can metabolize the most widely used
antituberculoses drug, isoniazid. Strains
resistant to isoniazid have a point mutation
in the catalase/peroxidase, which impli-
cates the peroxidase as a drug activator.

2.9
Catalase

Catalases catalyze the breakdown of toxic
H2O2 to water and molecular oxygen.

2H2O2 −−−→ H2O + O2 (6)

Catalases are tetrameric proteins with
one heme per monomer. Tyrosine rather
than histidine serves as an axial heme
ligand (Fig. 7). Like peroxidases, catalases
contain a catalytically important distal his-
tidine, but in catalases, this histidine lies
parallel to the heme plane rather than per-
pendicular to it as seen in peroxidases.
Because catalases both oxidize and reduce
H2O2, it is not possible to study interme-
diates using H2O2. However, it has been
possible to generate the Compound I in-
termediate using hydroperoxides, ROOH,
since hydroperoxides cannot reduce Com-
pound I.

The general acid–base catalytic mech-
anism proposed for catalase (Fig. 7) is
quite similar to that proposed for perox-
idases. Again, the distal histidine (His75,
Fig. 7) serves to transfer a proton from
the iron-linked O atom to the distal O
atom. The function of Asn148 appears to
be primarily in helping to orient the per-
oxide as well as to donate an H bond.
Catalases differ from peroxidases in that
a second peroxide molecule reduces Com-
pound I, thus generating molecular oxygen
and water.
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Fig. 7 The catalase active site structure and
proposed mechanism. Catalase uses a tyrosine
as an axial ligand rather than histidine as in
peroxidases. The distal pocket contains histidine
but unlike peroxidases, the histidine lies parallel
to the heme, not perpendicular. Even so, the

histidine can serve the same acid–base catalytic
function as proposed for peroxidases. The
unique feature of catalases is that peroxide is
both oxidized and reduced. The first peroxide
molecule is reduced to give Compound I, but the
second peroxide is oxidized to give O2.

3
Cytochrome P450

3.1
Introduction

Cytochromes P450 catalyze the hydroxy-
lation of a vast array of molecules in the
following reaction

R−H + O2 + NADPH/NADH + 2H+

===⇒ R−OH + H2O

+ NADP+/NAD+. (7)

Cytochromes P450 occur throughout the
biosphere, and even prior to the current
genome era, a large number of P450 genes
had been identified, making this one of
the most widespread and diverse biocat-
alysts. Since then, the various genome
projects have revealed an astonishingly
large number of P450 genes. Humans
have approximately 57 expressed P450s,
while Arabadopsis has 273 P450s. Given
such a large number of P450s, it is not
too surprising that P450s participate in a
wide array of biological functions where
hydroxylation of organic compounds are
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required. For example, P450s participate in
the metabolism of sex hormones, vitamin
D, and bile acids in mammals; ecdysones
in insects; and terpenes in plants. P450
monooxygenase systems also participate
in the metabolism of a variety of drugs
and other xenobiotic substances. That is,
foreign substances, such as drugs, are con-
centrated in the liver where a variety of
P450s serve to hdyroxylate these potentially
toxic molecules. Hydroxylation renders
such molecules more soluble for easier ex-
cretion from the body. Thus, P450s provide
one of the primary means of eliminating
toxic substances. P450s also participate in
the conversion of aromatic hydrocarbons
into potent carcinogens. This normally
involves the oxidation of an aromatic het-
erocycle by a P450 to an epoxide. Epoxides
provide potent electrophilic centers ca-
pable of chemically modifying biological
nucleophiles like DNA. P450s also are the
target of certain classes of commercially
useful antifungal, argochemical, and ther-
apeutic agents.

Eukaryotic P450s are membrane –
bound, and liver P450s are associated

with microsomal membranes. The P450
is anchored in place by an N–terminal
hydrophobic peptide and a limited number
of nonpolar patches on the molecular
surface. Thus, P450s can be viewed
as ‘‘floating’’ on the surface of the
membrane. P450s also are found in
mitochondrial membranes where they
normally participate in the production
of essential steroids. In sharp contrast,
bacterial P450s are soluble and do not
have the N–terminal membrane anchor.
Because the bacterial P450s are soluble and
easier to produce in bacterial recombinant
expression systems, much of our detailed
understanding of P450s derives from
studies with bacterial enzymes. Of these,
the camphor monooxygenase system
(P450cam) from Pseudomonas putida is the
most well known and best understood.

3.2
Structure and Mechanism

Figure 8 outlines the P450 catalytic cycle.
The enzyme binds substrate, RH, which
displaces a hydroxide ion coordinated to

R−OH RH

Fe5+

Fe3+ Fe3+

Fe3+

Fe3+
O

OO
HO−

HO−

HO−

HO−

e−

e− + O2

O−

34

5
2

1

Fig. 8 The overall P450 catalytic cycle.
(1) The resting enzyme; (2) substrate
binds and displaces the hydroxide
coordinated to the heme iron;
(3) reduction of the heme iron leads to
the oxy-complex; (4) protonation and
reduction of the oxy-complex give the
hydroperoxy complex; (5) cleavage of
the peroxide O−O bond give the
hypothetical Fe5+−O intermediate that
hydroxylates the substrate.
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the heme iron. This results in an easily
detected spectral shift owing to the change
of the iron spin state from hexacoordinate
low-spin to pentacoordinate high-spin.
Reduction of the heme iron followed by
oxygenation and a second electron transfer
step leads to O−O bond cleavage and
formation of the hypothetical Fe5+−O
intermediate. The Fe5+−O intermediate,
or its electronic equivalent, removes an
H atom from the substrate followed
by formation of the R−OH bond. The
electron transfer reactions involve complex
formation between an electron donor
protein and the P450.

P450s are single polypeptide chains
on the order of 40 to 50 kDa and
contain a single heme (Fig. 9). Unlike
the peroxidases and globins, the amino
acid providing one axial iron ligand is the
sulfur atom of a cysteine residue. This
cysteine–heme ligation is responsible for
how P450s were named since the S−Fe
bond imparts unique spectral features to
P450s. Early on, it was known that when a

sample of liver microsomes is treated with
a reducing agent in the presence of CO,
the sample exhibits a strong absorption
band at 450 nm, while most heme proteins
maximally absorb at 420 nm. The name of
the substance giving rise to this unusual
spectrum was P450 (for ‘‘pigment 450’’)
since, at the time, it was not known that
the 450-nm material was a protein and
not only a colored pigment. Even after the
function of P450 was worked out, the name
450 was retained.

Several P450 crystal structures are now
known and the overall fold is basically
the same, even for the limited num-
ber of membrane-bound P450 structures
that are known. Nevertheless, the various
P450s exhibit greater structural variabil-
ity than do the peroxidases. The main
reason is that different P450s must bind
and hydroxylate quite different substrates.
Hence, the active site architecture changes
quite substantially from one P450 to the
next depending on substrate-binding re-
quirements. In addition, for some P450s,

 Tyr96

Thr252

Phe98

Leu244
Phe87

Camphor

Cys357

Fig. 9 The structure of the most well-known P450, P450cam from Pseudomonas
putida. P450cam oxidizes camphor and is one step in the oxidative assimilation of
camphor as a carbon source. The camphor is held in place by specific
protein-substrate contacts such that the atom to be hydroxylated (indicated by the
arrow) is positioned correctly for stereo- and regioselective interactions with the
activated O atom linked to the iron.
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there are substantial changes between the
substrate-free and – bound structures pre-
sumably because the active site must open
and close in order to allow substrates to
enter and products to leave. Another pos-
sible reason for sealing off the active site
is the need to protect the oxygen-activation
chemistry at the heme site from bulk sol-
vents. The plasticity of P450s may also
be of special significance in those P450s
that are required to hydroxylate a variety
of molecules with seemingly little in com-
mon. From the limited knowledge now in
hand, it appears that helices and loops near
the entry of the active site can adapt to the
size and shape of the substrate.

3.3
Electron Transfer

Most heme enzyme catalytic cycles require
the input of electrons. In order to activate
molecular oxygen, the heme iron must
first be reduced from Fe3+ to Fe2+

since O2 binds only to the reduced
heme iron. The source of electrons is
normally another protein that contains a
redox active cofactor. P450s use electron
donors containing either flavins or (Fe2S2)
centers. Microsomal P450s utilize P450
reductase, which contains FMN and FAD
(Fig. 10). Electrons are transferred to the
FMN from NADPH via FAD. The path
of electron flow is thus NADPH-FAD-
FMN-heme. The reductase and P450 must
form a complex that enables the FMN
to be correctly positioned relative to the
P450 heme for efficient electron transfer.
There are basically two problems in
understanding such reactions. First, how
does the complex form? What regions of
the surfaces interact and what are the
dominant forces that hold the complex
together? Secondly, how does the electron
transfer from donor to acceptor? There is
active debate on this topic. One view holds
that it is sufficient to get the two redox
active cofactors close enough such that

Substrate

FMN

FMN

FAD

Heme

(a) (b)

Fig. 10 The crystal structure of the FMN domain of P450BM3 complexed to the
P450BM3 heme domain is shown in (a). The structure of cytochrome P450 reductase
is shown in (b). The flow of electrons is NADPH-to-FAD-FMN-heme. Therefore, the
FMN domain of the P450 reductase must form a complex with P450 for
intramolecular electron transfer.
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the electron tunnels through the protein
matrix without need for a specific electron
transfer path. An alternate view holds that
the electron transfer proteins are ‘‘wired’’
with specific paths along the polypeptide
backbone and, possibly, side chains.

To probe these questions in any de-
tail requires crystal structures, and thus
far, there is only one known struc-
ture of a P450 electron transfer complex
(Fig. 10). The structure shown in Fig. 10
is that of P450BM3. This is a bacterial
P450 that is the closest known bacterial
P450 homologue to microsomal P450s.
Like microsomal P450s, P450BM3 uti-
lizes a FAD/FMN reductase. However, in
P450BM3, the heme and flavin reductase
are fused together into a single polypep-
tide chain giving the following modular
architecture: heme-FMN-FAD. The struc-
ture of the complex shown in Fig 10 is
that of P450BM3 with the FAD domain
removed. The FMN is oriented down to-
ward the P450, which allows the FMN
to directly contact the P450. The FMN to
heme distance is about 18 Å. In comparing
this structure with that of P450 reductase
(Fig. 10), an interesting puzzle arises. Note
that in P450 reductase, the FMN and FAD
cofactors are directly contacting one an-
other. This structure is not compatible with
the structure of the P450BM3 heme–FMN
complex. In order for the FMN domain
of the entire reductase to form the same
type of complex observed in the P450BM3
structure, the FMN and FAD domains
must move apart. The required motion
must be large enough so that the FAD do-
main swings out of the way to allow the
exposed edge of the FMN to dock on to
the P450 surface. One possible scenario is
that FAD delivers an electron to the FMN
via direct contact between the flavins as
seen in the crystal structure, but then the
FAD rotates out of the way thus freeing the

FMN to dock with the P450 and deliver its
electron to the heme. How such molecular
gymnastics are controlled and the precise
mechanisms involved remain a mystery.
Even so, the tools are in hand to probe
these problems in molecular-level detail.

4
Chloroperoxidase

4.1
Introduction

The crystal structure of one heme halide
peroxidase is known (Fig. 11). Chloroper-
oxdidase (CPO) is secreted by the mold
Caldariomyces fumago, where it func-
tions to chlorinate 1,3-cyclopentanedione
to the natural product 2,2-dichloro-1,3-
cyclopentanediol (caldariomycin). The cat-
alytic cycle of CPO is very similar to other
heme peroxidases. However, in CPO, the
oxidizing power of Compound I is uti-
lized to oxidize Cl− ions to HOCl, and
the HOCl then operates as an organic
chlorinating agent. Traditional heme per-
oxidases cannot catalyze these reactions
probably because the redox potential of
Cl− is too high. However, CPO operates
at very low pHs (≈3) where the redox po-
tential and hence reactivity of Compound
I may be significantly increased over other
peroxidases that operate closer to the phys-
iological pH.

CPO consists of a single 30 000-Da
polypeptide, one heme, and one disulfide
bond. The crystal structure shows at least
14 different sites of glycosylation. Unlike
other heme peroxidases, the proximal
ligand is cysteine and not histidine. Since
CPO has the same cysteine–heme ligand
environment as P450s, CPO exhibits
spectral properties very similar to P450s.
The most significant is the 450-nm
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His105
Glu183

Phe186

Cys29

Phe103

Fig. 11 The structure of chloroperoxidase (CPO). CPO combines features of P450s
and peroxidase. Like P450s, the proximal axial heme ligand is a cysteine residue,
and like peroxidases, the distal pocket contains polar residues that can serve a
catalytic function. With CPO Glu183 serves the same function as the distal histidine
in peroxidases.

band observed in the visible absorption
spectrum when the enzyme is reduced in
the presence of carbon monoxide to give
the Fe2+−CO complex.

4.2
Compound I Formation

Like other heme peroxidases, CPO also
reacts with peroxides to give Compound I,
which contains the Fe(IV)−O center and
a porphyrin π cation radical. However,
unlike other heme peroxidases, CPO does
not utilize a histidine residue as an
acid–base catalyst. It appears instead that
CPO employs Glu183 (Figs. 11 and 12) for
this purpose. Glu183 is close enough to
the peroxide-binding site such that the
glutamic acid side chain could operate
like the distal histidine in other heme
peroxidases (Fig. 12). CPO thus shares
properties with both P450 and peroxidases.
Like P450s, CPO uses cysteine as a
proximal heme ligand, but unlike P450, the
distal pocket contains a potential catalytic

group, Glu183. P450s instead appear to use
water as the source of protons required
for cleavage of the O−O bond. The
more polar nature of the distal pocket in
CPO due primarily to the Glu183–His104
H-bonded pair is more similar to the
polar distal pocket of traditional heme
peroxidases. Therefore, CPO can be said to
have a P450-like proximal cysteine ligand
environment while the distal peroxide-
binding site is more peroxidase-like.

4.3
Reactions Catalyzed by Chloroperoxidase

Since CPO is structurally a P450-
peroxidase hybrid, it is not too surprising
that CPO is one of the most diverse of
the known heme enzymes. In addition to
operating as a chloroperoxidase, CPO ex-
hibits activities characteristic of traditional
heme peroxidase, catalase, and P450s.

Halogenation
(normal function)

RH + H2O2 + Cl− + H+

−−−→ R−Cl + 2H2O
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Fig. 12 The catalytic
mechanism of CPO compared
with traditional heme
peroxidases. The glutamic acid
in CPO is considered to serve
the same role as the distal
histidine in peroxidases.
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Sulfoxidation and epoxidation reactions
catalyzed by CPO can proceed with a
high degree of enantioselectivity. Even
the typical peroxidase dehydrogenation
reactions can proceed with enantioselec-
tivity, something other peroxidases cannot
do. The CPO crystal structure provides
some insights into these unusual func-
tional properties. Although CPO is a
helical protein, the overall fold is unique
and does not have the typical peroxidase
fold. In addition, the heme is accessible
from the top distal surface and not the
heme edge. Bracketing the distal heme
pocket near the Fe4+−O center are two
key phenylalanine residues, Phe103 and
Phe186, and other hydrophobic groups
that form a shallow pocket that is the
most probable site for substrate bind-
ing (Fig. 11). The asymmetric nature of

this pocket can account for the observed
enantioselectivity.

5
Nitric Oxide Synthase (NOS)

5.1
Introduction

The biological significance of NO as a ma-
jor signaling molecule became evident in
the late 1980s, and since then, progress
has been remarkable. NO was recognized
as molecule of the year by Science Mag-
azine in 1992, and the discovery of NO
as the molecule responsible for smooth
muscle relaxation was awarded the Nobel
Prize in 1998. Initially, it was recognized
that NO plays a key role in three sepa-
rate physiological systems: cardiovascular,
immune, and nervous. The NO for each
system is produced by a separate iso-
form of nitric oxide synthase (NOS): eNOS
(e = endothelial; cardiovascular system),
iNOS (I = inducible; immune system),
and nNOS (n = neuronal). The growing
number of genomes shows that NOS is not
confined to mammals but is also present in
insects and bacteria. Hence, NO undoubt-
edly plays an important but as yet unknown
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role in a large number of organisms
and is perhaps a much ‘‘older’’ enzyme
than initially thought. From the perspec-
tive of structural biology, that there are
only three human NOS isoforms makes
structure-based isoform-selective drug de-
sign a tractable problem.

In addition to its important role as
a signaling molecule, NO is known to
be involved in a number of pathologi-
cal states including hypertension, septic
shock, stroke, and degenerative neural dis-
eases. In the immune system, nitric oxide
was found to be linked to the ability of
macrophages to kill tumor cells and fungi.
Nitric oxide is a reactive free radical and
either NO itself or further metabolized
products such as peroxynitrite (− ONOO)

are responsible for the killing ability of
NO. In the cardiovascular system, the dis-
covery of NO as a messenger molecule was
based on the effect of NO as a metabolic
breakdown product of nitroglycerin and
other organic nitrates on vasodilation. In
the nervous system, the effect of excita-
tory amino acids on the production of NO
lead to the discovery that NO is involved
in neural transmission systems. Recently,
it has become apparent that NO acts as a
neurotoxic agent in Alzheimer’s disease.

Owing to the instability of NO and its
potency as a messenger molecule, it is nec-
essary to tightly regulate rapid NO produc-
tion at the enzyme level for constitutively
expressed NOSs, eNOS, and nNOS. Both
enzymes bind Ca2+ –calmodulin (Fig. 13),
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Fig. 13 NOS is a complex multidomain enzyme. Similar to P450s, electrons from
NADPH-to-FAD-to-FMN-to-heme, except in NOS, the FMD/FAD reductase and heme
domains are linked together in a single polypeptide chain. The linker connecting the
heme and flavin domains binds the well-known regulatory molecule, calmodulin. The
binding of calmodulin activates NOS by stimulating electron transfer from the flavin
domain to heme by an as yet unknown mechanism. The net result is oxidation of the
common amino acid, L–arginine, to citrulline and NO. A unique feature of NOS is its
requirement for the cofactor, tertrahydrobiopterin (BH4).
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which stimulates NOS activity and, hence,
NO formation. For example, glutamate act-
ing on the brain NMDA receptor causes
the influx of Ca2+ that binds to calmodulin
that, in turn, stimulates NO production by
nNOS. In contrast, iNOS is not sensitive
to Ca2+ even though iNOS has calmod-
ulin tightly bound as an additional subunit.
Thus, the production of NO in the immune
system appears not to be controlled at the
enzyme level as with eNOS and nNOS
but rather in the biosynthesis of iNOS
itself at the level of transcription. Why
iNOS retains the ability to bind calmod-
ulin yet remains insensitive to Ca2+ is
unknown.

Nitric oxide exerts its effects in the
vascular and neural systems by stimu-
lating guanylate cyclase. The binding of
NO to the guanylate cyclase heme iron re-
sults in cyclic cGMP production, which, in
turn, results in a number of physiological
effects. One such effect is neural transmis-
sion. The cardiovascular effects exhibited
by NO also are mediated via guanylate
cyclase.

5.2
Overall Structure

The modular architecture of NOS presents
an especially challenging problem to struc-
tural biologists. It appears likely that NOS
can adopt many conformational states de-
pending on how the various structural
modules are oriented relative to one an-
other. The availability of various domain
orientations also appears to be an essential
part of NOS function. The regulatory prop-
erties of calmodulin reside in the control
of electron transfer from the reductase do-
main to the heme domain. The most prob-
able mechanism is a reorientation of the
FMN domain such that it docks properly
to the heme domain for electron transfer.
While conformational heterogeneity may
provide a means for controlling enzyme ac-
tivity, it presents a particularly vexing prob-
lem for crystallization. As a result, crystal-
lographers have focused on structures of
the heme domain alone, which contains
the active site and BH4-binding sites.

The structure of the eNOS heme domain
and active site is shown in Fig. 14. The

BH4

BH4

HemeHeme

Zinc

Arginine

Conserved
glutamicacid

Fig. 14 Structure of the NOS heme domain. The mammalian NOS isoforms function as heme
domain dimers as shown. The substrate, L–arginine, is held in place by specific H-bonding
interactions. The BH4 cofactor H-bonds with the same heme propionate that H-bonds with the
L–arginine substrate, which helps to understand the observed cooperativity in L–arginine and
BH4 binding. It now appears that BH4 serves as a source of an electron required in activation of
the iron-bound dioxygen.
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structure of iNOS and nNOS also are
known, but since these structures are all
virtually the same with nearly identical
active sites, only eNOS will be discussed
in detail. NOS functions as a homodimer
with the heme domain providing the dimer
interface (Fig. 14). A Zn2+ ion lies along
the dyad axis of symmetry where it is
tetrahedrally coordinated to symmetrically
related pairs of cysteine residues. The
function of the redox inactive Zn2+ ion
in proteins is normally structural or as
a Lewis acid in hydrolytic reactions. In
NOS, it appears that the main role of Zn2+
is to help stabilize the dimer interface.
Since both BH4 molecules are bound at
the dimer interface, it appears that the
Zn2+ also helps to stabilize the BH4 site.

5.3
Active Site Structure

Also shown in Fig. 14 is the active site
with the substrate, L–arginine, bound.
The hydrogen-bonding environment sur-
rounding the α-carbon position explains
the selectivity for L–arginine as opposed
to D–arginine. An especially important set
of interactions are the hydrogen bonds
between the conserved glutamic acid and
L–arginine guanidinium group. This in-
teraction helps to hold the substrate in
place such that the atom to be hydroxy-
lated sits just above the heme iron. In this
regard, NOS operates in exactly the same
way as P450s; that is, specific substrate-
protein interactions hold the substrate in
place close to the heme iron for region-
and stereoselective hydroxylation. Where
NOS differs most is in the strict require-
ment for BH4. Note (Fig. 14) that both
BH4 and L–arginine hydrogen bond with
the same heme propionate. This helps to
explain the well-known synergy between
L–arginine and BH4 binding. However,

the main function of BH4 now appears to
be as an electron donor to the heme iron
atom during the oxygen activation reac-
tion. With P450s, electrons derive from the
flavins of P450 reductase. With NOS, how-
ever, one of the two electrons required for
oxygen activation derives from BH4 giving
a BH4 radical. Ultimately, the BH4 radical
is re-reduced by the NOS flavins. Precisely
why NOS requires this additional level of
complexity in the electron transfer process
compared with P450s remains unknown.

6
Heme Oxygenase

6.1
Introduction

The degradation of heme proteins results
in the release of heme. Hemoglobin is the
main source of heme and approximately 6
to 8 g of hemoglobin are degraded daily,
thus releasing about 300 mg of heme per
day. Free heme is not reutilized but in-
stead is degraded while the iron released
is stored for further use. Heme oxyge-
nase or HO is the enzyme responsible
for the breakdown of heme. HO oxidizes
heme to biliverdin and CO and is the most
important reaction in biological systems
to generate CO (Fig. 15). Biliverdin is re-
duced by biliverdin reductase to bilirubin,
which is then conjugated with glucuronic
acid and excreted. Heme is red, biliverdin
is blue–green, and bilirubin is yellow–red.
This is the reason that a hematoma, or
bruise, from damaged tissue changes color
with time. The second product of the HO
reaction, CO, also is of growing interest.
To some extent, CO can mimic NO in its
ability to stimulate guanyl cyclase. This, to-
gether with the cellular localization of the
HO isoforms, has lead to the proposal that



Heme Enzymes 55

HOOC HOOC

HOOC

HOOC

HOOC

HOOC

N

N N

N O
O

O–

O
O

OH

OH

OH
N

N N H

N

N

N
3+Fe 3+Fe

3+Fe

OH

OH
N

N

3+Fe

N
H H

N N

N
Fe3+

N

N N

O
OH

N
Fe3+

HOOC

HOOC
N

N N

N
Fe3+

HOOC

HOOC

N

N

N

N Fe3+
α

β

δ

Heme Peroxy intermediate

OH

α-meso-hydroxyheme

Biliverdin

NADPH/O2

NADPH/O2

Fe2+

H2O

O+

Verdoheme

α α
α

α
αe−H+

+

O2 CO

γ

Fig. 15 The catalytic cycle of heme oxygenase.
Reduction of the oxy-complex gives the
peroxy-complex similar to other heme enzymes.
However, unlike other heme enzymes the
peroxide O−O bond is not cleaved prior to
substrate oxidation. Instead, the peroxy
intermediate itself serves as the hdyroxylating

agent. The HO active site is structured such that
only the heme α-meso carbon can react with the
peroxy intermediate. This is followed by a series
of reactions leading to the formation of biliverdin
and release of CO. Details of the critical
hydroxylation step are outlined.

CO may serve as an important signaling.
This remains an intriguing yet controver-
sial topic.

Humans have two HO isoforms desig-
nated HO1 and HO2. They differ primarily
in tissue location and regulation. HO1 lev-
els increase in response to oxidative stress
and, like iNOS, is induced during the in-
flammatory response. HO1 was the first
to be cloned and expressed in a bacte-
rial recombinant expression system. Since
HO1 contains a C–terminal membrane
anchor segment, it first was necessary to
remove the C–terminal peptide in order
to generate a soluble version of HO1. For-
tunately, the truncated soluble version of
HO1 is fully active. The availability of large
quantities of soluble recombinant HO1

has provided the basis for much of our cur-
rent understanding of structure–function
relationships in HO1.

6.2
Structure

At the time of this writing, the structures
of three HOs have been determined: hu-
man and rat HO1 and the bacterial HO
from Neisseria meningitidis. The structure
of human HO1 is shown in Fig. 16. The
enzyme is comprised of only helices and
random coil and represents a novel helical
fold. The heme is sandwiched between the
distal and proximal helices. The proximal
His25 provides one axial heme ligand.
Unlike peroxidases and P450s, the heme



56 Heme Enzymes

Distal helix

Proximal helix
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Histidine ligand

Arg136
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a

Fig. 16 The structure of human heme oxygenase-1 or HO1. The heme is relatively
exposed in HO compared to other heme enzymes. This is required since heme is
the substrate and hence, efficient catalysis requires both binding of substrate and
ready release of product. The active site structure shows a network of H bonds
involving ordered water molecules important for catalysis.

is relatively exposed in HO1. The nega-
tively charged heme propionates are held
in place by a series of positively charged
amino acids.

The distal helix is of particular inter-
est owing to several conserved glycine
residues and the resulting flexibility of
the heme pocket. In the crystals of hu-
man HO1 used to determine the structure,
there are two molecules in the asymmet-
ric unit. The distal helix adopts slightly
different conformations in each. In one,
the distal helix is further from the heme,
thus giving the ‘‘open’’ conformer, while
in the other molecule, the distal helix is
situated closer to the heme, giving the
‘‘closed’’ conformer. This type of flexi-
bility is required by HO since heme is
a substrate; so, active site motion is re-
quired for substrate binding and product
release.

6.3
Mechanism

Figure 15 provides an outline of the HO
mechanism. Each of the intermediates has

been identified and characterized using a
variety of spectroscopic and kinetic tech-
niques. The source of electrons required
to drive the reaction are from NADPH.
Reducing equivalents from NADPH are
delivered to the HO heme via P450 re-
ductase. Hence, like P450s, HO must
form a complex with the reductase. HO
differs markedly from P450 and per-
oxidases in that peroxide is the active
hydroxylating agent. In both P450s and
peroxidases, the peroxide O−O bond is
cleaved, giving Fe3+−O or its electronic
equivalent. With these enzymes, it is the
iron-linked oxygen that serves as the hy-
droxylating agent. As shown in Fig. 15,
it is the distal peroxide O atom that
forms a bond with the α-meso carbon
of heme.

The first step of the reaction, hydroxyla-
tion of heme to give α-meso-hydroxyheme,
has received the most attention. A key
question is how the enzymes ensure that
only the α-meso heme carbon is hydrox-
ylated. The structure supports the view
that the primary factor is steric. In the
closed conformation, the only heme meso
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carbon that remains available for reac-
tion is the α-meso carbon. The active
site provides an open pocket just above
the α-meso carbon that is partially filled
with water molecules (Fig. 16). Oxygen
binding to heme prefers a bent confor-
mation and it appears most likely that
the oxygen bends toward the α-meso car-
bon, thus placing the distal O atom
close enough to the α-meso for reaction.
The bacterial HO structure also supports
this view.

Another key factor is that HO uses per-
oxide as the hydroxylating agent rather
than the Fe−O center found in other the
heme enzymes. Recent mutagenesis work
has shed considerable light on this is-
sue. Changing Asp140 (Fig. 16) to other
residues converts HO into a peroxidase.
The mutant HO now cleaves the peroxide
O−O bond, thus generating the Fe(IV)−O
center, which can then oxidize traditional
peroxidase aromatic phenol substrates. It
appears that Asp140 and its surrounding
H-bonding environment (Fig. 16) are es-
sential for preventing cleavage of the O−O
bond. One can view this as a balance be-
tween O−O bond cleavage and α-meso
hydroxylation, with the local H-bonding
environment favoring α-meso hydroxyla-
tion. Disruption of this network as in
the Asp140 mutants tips the balance in
favor of O−O bond cleavage. In addi-
tion, it appears that the Asp140-water
hydrogen-bonding network helps to steer
the iron-linked dioxygen toward the α-meso
carbon. An interesting feature of the HO
mechanism shared by P450s is the lack
of amino acid side chains that directly in-
teract with the iron-linked dioxygen. In
both P450 and HO, water plays a key role
in catalysis by serving the acid–base cat-
alytic functions fulfilled by histidine in
peroxidases.

7
Cytochrome c Oxidase (CCO)

7.1
Introduction

CCO is the terminal electron acceptor in
eukaryotic and some bacterial respiratory
systems. The enzyme catalyzes the reduc-
tion of O2 to water by utilizing electrons
from ferrocytochrome c. In the process,
CCO pumps protons across the mito-
chondrial membrane thereby generating
the proton motive force required for the
biosynthesis of ATP. Needless to say, this is
a central enzyme in bioenergetics and has
been the topic of extensive investigations.
CCO is a complex transmembrane enzyme
consisting of several subunits. However,
only subunits I and II are highly con-
served in both prokaryotes and eurkaryotes
and also contain the redox active centers
required for the catalytic cycle. Subunit
II contains the so-called CuA site, which
is the entry point of electrons from fer-
rocytochrome c. Subunit I contains the
hexacoordinate heme a, pentacoordinate
heme a3, and CuB. Precisely how the trans-
fer of electrons from ferrocytochrome c
through the various redox centers in CCO
is coupled to the pumping of oc protons
through CCO and across the membrane
continues to be a challenging problem un-
der active investigation.

7.2
Structure

Research on CCO took a major step
forward in 1995 with the structure determi-
nation of both eukaryotic and prokaryotic
CCO structures. These structures repre-
sent one of the major achievements in
structural biology and have opened the way
toward a molecular-level understanding of
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Hemea

CuB

CuA

Matrix side

Intermembrane space Fig. 17 The structure of mammalian
cytochrome c oxidase showing only
subunits I (light shading) and subunit II
(dark shading).

one of Nature’s most complex and critical
biochemical processes. The structure of
eukaryotic CCO is shown in Fig. 17, while
Fig. 18 is a more schematic diagram il-
lustrating the relationship between redox
centers. Subunits I and II contain the re-
dox active centers. The smaller subunit II
consisting of 227 residues has a primar-
ily β-sheet domain sitting over the top of
subunit I on the surface of the membrane.
The CuA center consists of two Cu atoms
coordinated to histidine, metionine, and
cysteine residues located in the subunit II
β-sheet domain. Subunit II also contains
two transmembrane helices that interact
with helices in subunit I. The larger sub-
unit I has 514 residues and is composed
of 10 transmembrane helices. Heme a uti-
lizes two histidine residues as axial ligands.
Heme a3 is coordinated by only one his-
tidine. The remaining axial coordination
position remains open for binding of O2.
Finally, CuB is coordinated by histidine
residues and is situated only 4.7Å from the
iron of heme a3 (Fig. 17). A unique feature

of the CuB site revealed by the x-ray struc-
tures is that one CuB histidine ligand is
covalently attached to a neighboring tyro-
sine residue (Fig. 19).

7.3
Electron Transfer

Since electrons are delivered to CCO
from ferrocytochrome c, it is necessary
for cytochrome c first to form a complex
with CCO. Because cytochrome c is a
soluble protein in the intermembrane
mitochondrial space, the complex must
form between regions of CCO situated on
the membrane surface. It is well known
that electrostatic interactions dominate
complex formation with positive charges
on cytochrome c interacting with negative
charges on CCO, most likely with residues
in subunit II. The entry point of an electron
from ferrocytochrome c is thus CuA. The
rate of electron transfer is fast, on the
order of 70 000 sec−1. Next, the electron
is transferred from CuA to heme A at a
rate of ≈20 000 sec−1. Finally, the electron
is transferred from heme a to the site
of O2 activation, heme a3. Since heme
a and heme a3 are close, the electron
transfer very likely occurs via heme edges
of closest approach.

7.4
O2 Activation

A variety of sophisticated spectral methods
have been utilized in an attempt to under-
stand how O2 is activated at the heme
a3/CuB center and what intermediates are
formed during this process. Time-resolved
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Fig. 18 A schematic diagram of cytochrome c oxidase. The various distances between heme and
copper centers are indicated and the possible proton-pumping channels highlighted.

resonance Raman is uniquely suited to
providing such structural information. In
the Raman studies, the time course of var-
ious Raman bands is first resolved and
then structures are assigned to these tran-
sient species. The results of these studies
are summarized in Fig. 19. The a3 heme
iron must first be reduced to Fe2+ in order
to bind O2. The oxy–complex in Fig. 19

is shown as the Fe3+ –superoxide com-
plex, which is likely the favored resonance
structure. CuB delivers an electron to the
superoxide intermediate, thus generating
the peroxy-complex. As in peroxidases, the
peroxide O−O bond cleaves heterolytically
giving the Fe3+−O hypothetical species in
which the O atom has only six valence
electrons and is a potent oxidizing agent
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Fig. 19 Schematic representation of the cytochrome c oxidase (CCO) O2 activation
process taken after Proshlyakov et al. CCO has three redox active metal centers.
Cytochrome c, the soluble electron transfer protein, delivers electrons to the two-copper
CuA center and then to heme a. From heme a, electrons move to the binuclear heme
a3/CuB center where O2 activation occurs. The fully reduced enzyme in (a) binds
molecular oxygen to give the oxy-complex in (b), which is equivalent to the
Fe3+ –superoxide complex as shown in (b). In (c), CuB has transferred an electron to
dioxygen to give the peroxy-complex. The step from (c) to (d) results in heterolytic
cleavage of the O−O bond leaving hydroxide bound to CuB and an oxygen atom linked to
the iron. The iron-linked O atom contains only six valence electrons and is a potent
oxidant. As a result, one electron is removed from the iron to give Fe4+ and, one from
another group, which now is thought to be tyrosine, giving the structure in (d).
Intermediate (d) is similar to peroxidase Compound I. Steps (d) to (e) and (e) to
(f) involve intramolecular electron transfer, which gives back the resting state oxidized
enzyme. The cycle begins again by reduction of (f) by ferrocytochrome c.

requiring two more electrons. One elec-
tron is transferred from the iron to give
Fe4+ and the second from the tyrosine
residue covalently linked to a CuB histidine
ligand to give a tyrosine radical. Tyrosine
thus serves a similar role to the porphyrin
radical in peroxidase Compound I.

7.5
Proton Pumping

The mechanism just described shares sim-
ilar features to peroxidases and P450s.
The unique feature of CCO, however, is
that the electron transfer and O2 activation



Heme Enzymes 61

processes are coupled to the movement of
protons across the membrane. It is gener-
ally thought that CCO must have a channel
that utilizes protein groups to move pro-
tons along from one proton acceptor to the
next. Two primary channels, designated D
and K after Asp91 and Lys319, have been
the primary regions thought to provide
proton channels. Site-directed mutants in
channel D in bacterial CCOs results in the
enzyme being trapped at intermediate four
(Fig. 18).

8
Cyclooxygenase

8.1
Introduction

Prostaglandins are long chain fatty acids
derived from arachidonic acid (Fig. 20).

Arachidonic acid is first released from
glycerolphospholipids followed by the ox-
idative reaction shown in Fig. 20. The
ability of prostaglandins to stimulate
smooth muscle contraction and regulate
blood pressure was the first indication
of the hormonal action of prostaglandins
and related compounds. The initial and
committed step in the conversion of
arachidonic acid to prostaglandins is cat-
alyzed by cyclooxygenases, also called
prostaglandin enderperoxidase synthase
or PGHS. Owing to the potent regula-
tory properties of prostaglandins, PGHS
is the target for some well-known drugs.
Anti-inflammatory drugs such as aspirin
and ibuprofen as well the new generation
of COX-2 inhibitors exhibit their effects by
blocking PGHS. PGHS is a membrane-
bound peroxidase, but unlike traditional
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Fig. 20 The overall reaction and mechanism of cyclooxygenase. The reaction
is initiated by oxidation of the substrate by a nearby tyrosine radical.
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heme peroxidases, PGHS catalyzes two
distinct reactions at two different sites.
The first is the cyclooxygenase reaction
(Fig. 20) followed by a peroxidase reac-
tion that cleaves the O−O bond of the
peroxide attached to C15 (Fig. 20). Both
known isoforms, PGHS-1 and PGHS-
2, are very similar and differ primarily
in regulatory properties. PGHS-1 is con-
stitutively expressed while PGHS-2 is
induced.

8.2
Structure and Mechanism

The structure of PGHS-1 in a com-
plex with arachidonic acid is shown in
Fig. 21. Consisting of 576 residues PGHS-
1 is much larger than the other heme

peroxidases considered in this article. This
increased complexity is due in part to
the addition of a membrane-binding do-
main and the relatively large size of the
substrate, and there is additional complex-
ity in the catalytic cycle, which requires
two activities. Despite these differences,
the peroxidase active site is very simi-
lar to other peroxidases. Histidine serves
as an axial heme ligand (Fig. 21), while
in the distal pocket, His207 serves as
the acid–base catalytic group required for
heterolytic fission of the peroxide O−O
bond. However, PGHS-1 has Gln203 in
place of the distal arginine found in
other peroxidases. This same type of
histidine/glutamine distal site pocket is
found in another mammalian peroxidase,
myeloperoxidase.

Arachidonic

Arachidonic acid

acid

Tyr385

Tyr385

Heme

His207

His388

Gln203

Fig. 21 The structure of PGHS-1. Although
PGHS-1 is membrane bound, it is not an integral
membrane protein like cytochrome c oxidase.
Instead, PGHS contains a small
membrane-binding domain, which results in
most of the enzyme ‘‘floating’’ on the surface of
the membrane. The enzyme has two active site
regions. One is the heme site where peroxidase
catalysis takes place. The heme active site

architecture is very similar to traditional
peroxidase. Note the distal His207, which
operates as an acid–base catalytic group as in
other peroxidases. The second site where fatty
acid substrates bind is near Tyr385. The
heme-site peroxidase activity results in oxidation
of Tyr385 to a radical that then supports the
cyclooxygenase activity as outlined in Fig. 20.
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The mechanism shown in Fig. 20 re-
quires that Tyr385 first be oxidized to a
radical. This reaction is achieved via the
traditional peroxidase mechanism.

Fe3+P Tyr385 + ROOH

−−−→ Fe4+−O P• Tyr385 + ROH
Compound I

(9)

Fe4+−O P• Tyr385

−−−→ Fe4+−O P• Tyr385. (10)

Fe4+−O P Tyr385•

Compound II
+ AA

−−−→ Fe4+−O PTyr385 + AA• (11)

Fe4+−O P Tyr385 + AA• + 2O2

−−−→• Fe4+−O P Tyr385

+ O2 AAOO• (12)

Fe4+−O P Tyr385 + O2AAOO•

−−−→• Fe4+−O P Tyr385•

+ O2 AAOOH (13)

In Step 1, the usual Compound I is
formed via reaction with a hydroperoxide.
Tyr385 is less than 5 Å from the heme;
so the oxidation of Tyr385 to a radical in
Step 2 by the porphyrin radical can readily
occur. As shown in Fig. 20, C13 of arachi-
donic acid (AA) directly contacts Tyr385,
thus enabling regio- and stereoselective ab-
straction of the proS hydrogen to give the
arachidonic acid radical, AA• After the two
oxygenation reactions in Steps 4 and 5, the
AA peroxy radical in Step 5 oxidizes Tyr385
to regenerate the Try385 radical. Details of
the cyclooxygenase reaction in Steps 4 and
5 are outlined in Fig. 20. Reduction of
O2AAOOH to O2AAOH proceeds via the
traditional peroxidase mechanism to give
Compound I.

9
Hydroxylamine Oxidoreductase (HAO)

HAO catalyzes the four-electron oxidation
of hydroxylamine to nitrite

NH2OH + H2O −−−→ NO2
−

+ 4e− + 5H+ (14)

The electron acceptor from HAO is
thought to be a c–type cytochrome. HAO
is found primarily in microorganisms that
oxidize ammonia. Little is known about
the details of the HAO mechanism, but it
is included in this article as an example of
the fascinating complexity of some heme
enzymes. The HAO monomer consists
of 570 residues with a remarkable eight-
heme-per-monomer structure (Fig. 22).
Since functional HAO is a homo-trimer,
the active enzyme contains a total of
24 hemes. One of the hemes exhibits
unusual spectroscopic properties with an
absorption maximum near 463 nm. The
so-called P460 heme is covalently cross-
linked to a tyrosine residue from a
neighboring subunit. In addition, the
P460 heme is also thought to be the
site of substrate oxidation. The P460
heme site does share some properties
with other heme enzymes. One axial
ligand is histidine, while the remaining
coordination position is free to interact
with substrates. The P460 distal pocket
contains a histidine residue that could
serve the same acid–base catalytic function
found in peroxidases. The remaining
seven hemes most likely function to
transfer electrons from the P460 site. The
requirement for so many hemes may be
based on the chemical requirements of
converting hydroxylamine to nitrite. This
is a two-step process:

NH2OH −−−→ HNO + 2H+

+ 2e− dehydrogenation (15)
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P460 heme

Fig. 22 The structure
hydroxylamine oxidoreductase
or HAO. Although HAO
functions as a trimer, only the
monomer is shown.
Highlighted is one of the eight
hemes, P460, which is the site
of substrate oxidation.

HNO + H2O −−−→ HNO2 + 2H+

+ 2e− oxygenation. (16)

HNO remains bound as an enzyme in-
termediate. If continuous electron flow
is not maintained, the HAO gener-
ates N2O rather than NO2

−. Thus,
two electrons must be removed, and
since hemes are only one-electron car-
riers, it appears that the additional
hemes are required to ensure the off-
loading of electrons such that the
HNO intermediate does not short-circuit
to generate other products like N2O
or NO.

See also Hemoglobin; Metallo-
enzymes.
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Keywords

Allosteric Protein
A protein whose active site reactivity can be altered by the binding of a ligand (the
allosteric effector) at a nonoverlapping site.

Blood Substitutes
Any material (e.g. human plasma, solutions of substances such as serum albumin or
dextrans) used for transfusion, as a part of treatment of hemorrhage and/or circulatory
shock. Since many of these agents provide only oxygen transport and volume
replacement (e.g. those based on chemically modified or genetically engineered
hemoglobins), they are more correctly termed (hemoglobin-based) oxygen carriers. On
the other hand, plasma expander is a synonym used for solutions aimed exclusively at
the prevention of hypovolemic (low blood volume) shock.

Bohr Effect
The influence of pH on the oxygen affinity of hemoglobin.

Cooperativity
Any process in which the initial event (e.g. the binding of one ligand, such as O2, to the
heme iron) acts to facilitate subsequent similar events (e.g. the binding of other
identical ligands) at other sites of the same polymeric protein (e.g. one tetrameric
hemoglobin molecule). Cooperative processes are initially phenomenological, that is,
they usually begin with the observation of sigmoid (S-shaped) curves (quite different
from the rectangular hyperbola, observed in the combination of O2 with myoglobin)
obtained in the plot of ligand-saturation fraction versus ligand concentration, and later
develop into a mechanistic explanation.
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Geminate Recombination
The rebinding of a ligand molecule to its original site (the heme iron) after photolysis
and before escaping to the solvent to mingle with other ligand molecules. The kinetics
of this reaction, which typically is a picosecond to nanosecond process, is independent
of bulk ligand concentration.

Kinetics and Mechanism
The study of reaction rates (called chemical kinetics) is concerned not only with the
speed of conversion of the reactants to products but also with the sequence of physical
and chemical events (whose series is called the reaction mechanism) by which this
conversion occurs. Thus, by noting how the rate of a reaction is affected by changing
experimental conditions, the chronology of discrete steps within the overall process can
be determined, and details of what is happening at the molecular level in each step can
sometimes be learned.

Molecular Diseases
A sickness in which the clinical manifestations arise from alterations in the structure
and function of some specific biomolecule (such as an enzyme).

Molecular Evolution
The process of cumulative changes in the structure of a protein (e.g. a hemoglobin
subunit) because of the stochastic element of random mutagenesis. It is generally
accepted that nature evolves protein for novel function by redesigning existing protein
frameworks. Only major changes in the sequence of existing genes (such as insertions,
tandem duplication, and circular permutations) provide opportunities for activating
latent functionalities or for producing new functions.

� Hemoglobin (Hb) is the generic name for a vital protein, basic to oxygen (O2)
metabolism of all vertebrates, some invertebrates, and plants that perform nitrogen
fixation. The only vertebrates that survive without Hb in their blood are antarctic
fishes (such as Chaenocephalus aceratus Lonnberg) that bear the Hb genes but do not
express the proteins. Structural and functional properties of Hb vary widely in the
different species, according to physiological requirements. The multifaceted behavior
of Hb has challenged the interest of many scientists with different backgrounds
(biochemists, physiologists, geneticists, and biophysicists), who have investigated
this protein from extremely diverse points of view (from the quantum chemistry of
the heme iron to the unloading of O2 into the swim bladder of fish, thus regulating
the creature’s buoyancy). Increasing concern over viral contamination of blood is
spurring the development of a blood substitute; solutions of chemically modified
hemoglobin represent one option.

Moreover, Hb exhibits biochemical and biophysical phenomena similar to those
of many multisubunit enzymes in their interactions with substrates and cofactors.
Hb, therefore, has been the prototype used to do such fundamental work in
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biochemistry as determining the mechanisms by which different parts of proteins
communicate (i.e. the structural basis of cooperativity and allostery). It is not,
therefore, surprising that tetrameric Hb has been called the hydrogen molecule of
biochemistry because understanding its functions is so basic to protein chemistry at
large; the hydrogen atom has been considered as myoglobin (Mb), the monomeric
hemoprotein contained in red muscles.

1
General Aspects

Hemoglobin is a protein able to undergo
a reversible reaction with O2 by virtue
of containing heme (Fe-protoporphyrin
IX) as the prosthetic group. Classically,
hemoproteins present in the blood or
the hemolymph of vertebrates and in-
vertebrates are named hemoglobin (Hbs),
while those present in the striated or
smooth muscles of all animals are called
myoglobin (Mbs). However, Hbs dissolved
in the blood of invertebrates are often
called erythrocruorins. Very recently, sim-
ple hemoproteins similar to Hbs but
different from Mbs have been discov-
ered in tissues of humans, such as liver
(named cytoglobin) and brain (named neu-
roglobin). Proteins having characteristics
corresponding to the foregoing definition
are also found in tissues of invertebrates
other than blood and muscle (e.g. in the
cells of the tracheal wall in Gastrophylus
larvae or in the nerve cells of marine mol-
lusks), in plants (e.g. lupin and soybean),
and in single-cell organisms (e.g. proto-
zoa, fungi, and bacteria): in all these cases,
the term Hb has been adopted. A num-
ber of microorganisms (such as Mycobac-
terium tuberculosis) were recently shown to
express Hbs, which are important com-
ponents of pathogenicity. Examination of
their three-dimensional structure clearly

shows that these new hemoproteins be-
long to the extended globin superfamily,
in spite of the fact that their polypep-
tidic chain is approximately 30% shorter
than classical Hbs; this is why they have
been designated truncated Hbs. On the
other hand, the O2 carrier present in
the blood of several polychaete worms is
named chlorocruorin since its prosthetic
group is a chloroporphyrin, characterized
by a formyl group substituted for the
vinyl group in position 2 of the proto-
porphyrin IX.

In this article, attention is mainly fo-
cused on human Hb, the intraerythrocyte
protein involved not only in the transport
of O2 from lungs to tissues but also in
the reverse transport of carbon dioxide.
Hb concentration in normal human ery-
throcytes is extremely high (340 g dm−3)
and corresponds to a 5.2 mM solution, tak-
ing a molecular mass of 65 000 g mol−1.
One erythrocyte contains approximately
300 million Hb tetramers. Even though
the erythrocyte Hb molecules (which are
spheroids of dimension 6.4 × 5.5 × 5 nm)
are on average only 1 nm apart, they
can rotate and flow past one another
without hindrance. All general ideas that
originated from studies on human Hb
have been successfully transferred to other
vertebrate and invertebrate Hbs, and in
general, to more complex respiratory pro-
teins, which are sometimes very large and
extracellular.
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2
Structural Features and Basic Terminology

Hemoglobin consists of four polypeptide
chains (globins). These apoproteins carry
as a prosthetic group the heme, an Fe(II)
complex of protoporphyrin IX (synthe-
sized in the bone marrow from glycine
and acetate). In the free heme, Fe(II) is
rapidly oxidized to Fe(III) by O2 and water,
whereas in Hb, Fe(II) combines reversibly
with O2 and remains in the ferrous state
in both the oxygenated and deoxygenated
derivatives. Reversibility in binding with
O2 is achieved in Hb by the folding of the
polypeptide chain around the heme group,
which is enclosed in a hydrophobic pocket.
When O2 is bound at the Fe(II) (in a 1 : 1

stoichiometry), an electron rearrangement
occurs, with the Fe(II) changing from high
spin to low spin and the adduct acquiring
the Fe(III)O2

− character.
Hemoglobin subunits are identical in

pairs: each polypeptide chain of the two
subunits designated α1 and α2 (where in-
dices are used to denote relative location in
the tetramer) has 141 amino acid residues;
each of the β1 and β2 subunits has
146 amino acid residues. The tetrameric
molecule of adult normal Hb is usually
indicated as α2β2. The α- and β-subunits
have different amino acid sequences (see
Table 1), but they fold up spontaneously
into a similar three-dimensional structure
(see Fig. 1), the so-called globin fold. The
α- and β subunits, respectively, are made

Tab. 1 Primary structure of human globin subunits.

Helix α ζ β δ γ ε Myoglobin

NA1 1 Val Val Gly Val 1 Val
NA2 1 Val Ser 2 His His His His 2 Leu
NA3 2 Leu Leu 3 Leu Leu Phe Phe –
A1 3 Ser Thr 4 Thr Thr Thr Thr 3 Ser
A2 4 Pro Lys 5 Pro Pro Glu Ala 4 Glu
A3 5 Ala Thr 6 Glu Glu Glu Glu 5 Gly
A4 6 Asp Glu 7 Glu Glu Asp Glu 6 Glu
A5 7 Lys Arg 8 Lys Lys Lys Lys 7 Trp
A6 8 Thr Thr 9 Ser Thr Ala Ala 8 Gln
A7 9 Asn Ile 10 Ala Ala Thr Ala 9 Leu
A8 10 Val Ile 11 Val Val Ile Val 10 Val
A9 11 Lys Val 12 Thr Asn Thr Thr 11 Leu
A10 12 Ala Ser 13 Ala Ala Ser Ser 12 His
A11 13 Ala Met 14 Leu Leu Leu Leu 13 Val
A12 14 Trp Trp 15 Trp Trp Trp Trp 14 Trp
A13 15 Gly Ala 16 Gly Gly Gly Ser 15 Ala
A14 16 Lys Lys 17 Lys Lys Lys Lys 16 Lys
A15 17 Val Ile 18 Val Val Val Met 17 Val
A16 18 Gly Ser – 18 Glu
AB1 19 Ala Thr – 19 Ala
B1 20 His Gln 19 Asn Asn Asn Asn 20 Asp
B2 21 Ala Ala 20 Val Val Val Val 21 Val
B3 22 Gly Asp 21 Asp Asp Glu Glu 22 Ala
B4 23 Glu Thr 22 Glu Ala Asp Glu 23 Gly

(continued overleaf )
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Tab. 1 (continued)

Helix α ζ β δ γ ε Myoglobin

B5 24 Thr Ile 23 Val Val Ala Ala 24 His
B6 25 Gly Gly 24 Gly Gly Gly Gly 25 Gly
B7 26 Ala Thr 25 Gly Gly Gly Gly 26 Gln
B8 27 Glu Glu 26 Glu Glu Glu Glu 27 Asp
B9 28 Ala Thr 27 Ala Ala Thr Ala 28 Ile
B10 29 Leu Leu 28 Leu Leu Leu Leu 29 Leu
B11 30 Glu Glu 29 Gly Gly Gly Gly 30 Ile
B12 31 Arg Arg 30 Arg Arg Arg Arg 31 Arg
B13 32 Met Leu 31 Leu Leu Leu Leu 32 Leu
B14 33 Phe Phe 32 Leu Leu Leu Leu 33 Phe
B15 34 Leu Leu 33 Val Val Val Val 34 Lys
B16 35 Ser Ser 34 Val Val Val Val 35 Ser
C1 36 Phe His 35 Tyr Tyr Tyr Tyr 36 His
C2 37 Pro Pro 36 Pro Pro Pro Pro 37 Pro
C3 38 Thr Gln 37 Trp Trp Trp Trp 38 Glu
C4 39 Thr Thr 38 Thr Thr Thr Thr 39 Thr
C5 40 Lys Lys 39 Gln Gln Gln Gln 40 Leu
C6 41 Thr Thr 40 Arg Arg Arg Arg 41 Glu
C7 42 Tyr Tyr 41 Phe Phe Phe Phe 42 Lys
CD1 43 Phe Phe 42 Phe Phe Phe Phe 43 Phe
CD2 44 Pro Pro 43 Glu Glu Asp Asp 44 Asp
CD3 45 His His 44 Ser Ser Ser Ser 45 Arg
CD4 46 Phe Phe 45 Phe Phe Phe Phe 46 Phe
CD5 47 Asp Asp 46 Gly Gly Gly Gly 47 Lys
CD6 – 47 Asp Asp Asn Asn 48 His
CD7 48 Leu Leu 48 Leu Leu Leu Leu 49 Leu
CD8 49 Ser His 49 Ser Ser Ser Ser 50 Lys
D1 – 50 Thr Ser Ser Ser 51 Thr
D2 – 51 Pro Pro Ala Pro 52 Glu
D3 – 52 Asp Asp Ser Ser 53 Ala
D4 – 53 Ala Ala Ala Ala 54 Glu
D5 – 54 Val Val Ile Ile 55 Met
D6 50 His Pro 55 Met Met Met Leu 56 Lys
D7 51 Gly Gly 56 Gly Gly Gly Gly 57 Ala
E1 52 Ser Ser 57 Asn Asn Asn Asn 58 Ser
E2 53 Ala Ala 58 Pro Pro Pro Pro 59 Glu
E3 54 Gln Gln 59 Lys Lys Lys Lys 60 Asp
E4 55 Val Leu 60 Val Val Val Val 61 Asp
E5 56 Lys Arg 61 Lys Lys Lys Lys 62 Lys
E6 57 Gly Ala 62 Ala Ala Ala Ala 63 Lys
E7 58 His His 63 His His His His 64 His
E8 59 Gly Gly 64 Gly Gly Gly Gly 65 Gly
E9 60 Lys Ser 65 Lys Lys Lys Lys 66 Val
E10 61 Lys Lys 66 Lys Lys Lys Lys 67 Thr
E11 62 Val Val 67 Val Val Val Val 68 Val
E12 63 Ala Val 68 Leu Leu Leu Leu 69 Leu
E13 64 Asp Ala 69 Gly Gly Thr Thr 70 Thr



Hemoglobin 73

Tab. 1 (continued)

Helix α ζ β δ γ ε Myoglobin

E14 65 Ala Ala 70 Ala Ala Ser Ser 71 Ala
E15 66 Leu Val 71 Phe Phe Leu Phe 72 Leu
E16 67 Thr Gly 72 Ser Ser Gly Gly 73 Gly
E17 68 Asn Asp 73 Asp Asp Asp Asp 74 Ala
E18 69 Ala Ala 74 Gly Gly Ala Ala 75 Ile
E19 70 Val Val 75 Leu Leu Ile, Thr Ile 76 Leu
E20 71 Ala Lys 76 Ala Ala Lys Lys 77 Lys
EF1 72 His Ser 77 His His His Asn 78 Lys
EF2 73 Val Ile 78 Leu Leu Leu Met 79 Lys
EF3 74 Asp Asp 79 Asp Asp Asp Asp 80 Gly
EF4 75 Asp Asp 80 Asn Asn Asn Asp 81 His
EF5 76 Met Ile 81 Leu Leu Leu Leu 82 His
EF6 77 Pro Gly 82 Lys Lys Lys Lys 83 Glu
EF7 78 Asn Gly 83 Gly Gly Gly Pro 84 Ala
EF8 79 Ala Ala 84 Thr Thr Thr Ala 85 Glu
F1 80 Leu Leu 85 Phe Phe Phe Phe 86 Leu
F2 81 Ser Ser 86 Ala Ser Ala Ala 87 Lys
F3 82 Ala Lys 87 Thr Gln Gln Lys 88 Pro
F4 83 Leu Leu 88 Leu Leu Leu Leu 89 Leu
F5 84 Ser Ser 89 Ser Ser Ser Ser 90 Ala
F6 85 Asp Glu 90 Glu Glu Glu Glu 91 Gln
F7 86 Leu Leu 91 Leu Leu Leu Leu 92 Ser
F8 87 His His 92 His His His His 93 His
F9 88 Ala Ala 93 Cys Cys Cys Cys 94 Ala
F10 – – 95 Thr
FG1 89 His Tyr 94 Asp Asp Asp Asp 96 Lys
FG2 90 Lys Ile 95 Lys Lys Lys Lys 97 His
FG3 91 Leu Leu 96 Leu Leu Leu Leu 98 Lys
FG4 92 Arg Arg 97 His His His His 99 Ile
FG5 93 Val Val 98 Val Val Val Val –
G1 94 Asp Asp 99 Asp Asp Asp Asp 100 Pro
G2 95 Pro Pro 100 Pro Pro Pro Pro 101 Ile
G3 96 Val Val 101 Glu Glu Glu Glu 102 Lys
G4 97 Asn Asn 102 Asn Asn Asn Asn 103 Tyr
G5 98 Phe Phe 103 Phe Phe Phe Phe 104 Leu
G6 99 Lys Lys 104 Arg Arg Lys Lys 105 Glu
G7 100 Leu Leu 105 Leu Leu Leu Leu 106 Phe
G8 101 Leu Leu 106 Leu Leu Leu Leu 107 Leu
G9 102 Ser Ser 107 Gly Gly Gly Gly 108 Ser
G10 103 His His 108 Asn Asn Asn Asn 109 Glu
G11 104 Cys Cys 109 Val Val Val Val 110 Ala
G12 105 Leu Leu 110 Leu Leu Leu Met 111 Ile
G13 106 Leu Leu 111 Val Val Val Val 112 Ile
G14 107 Val Val 112 Cys Cys Thr Ile 113 His
G15 108 Thr Thr 113 Val Val Val Ile 114 Val
G16 109 Leu Leu 114 Leu Leu Leu Leu 115 Leu

(continued overleaf )
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Tab. 1 (continued)

Helix α ζ β δ γ ε Myoglobin

G17 110 Ala Ala 115 Ala Ala Ala Ala 116 His
G18 111 Ala Ala 116 His Arg Ile Thr 117 Ser
G19 112 His Arg 117 His Asn His His 118 Arg
GH1 113 Leu Phe 118 Phe Phe Phe Phe 119 His
GH2 114 Pro Pro 119 Gly Gly Gly Gly 120 Pro
GH3 115 Ala Ala 120 Lys Lys Lys Lys 121 Gly
GH4 116 Glu Asp 121 Glu Glu Glu Glu 122 Asp
GH5 117 Phe Phe 122 Phe Phe Phe Phe 123 Phe
H1 118 Thr Thr 123 Thr Thr Thr Thr 124 Gly
H2 119 Pro Ala 124 Pro Pro Pro Pro 125 Ala
H3 120 Ala Glu 125 Pro Gln Glu Glu 126 Asp
H4 121 Val Ala 126 Val Met Val Val 127 Ala
H5 122 His His 127 Gln Gln Gln Gln 128 Gln
H6 123 Ala Ala 128 Ala Ala Ala Ala 129 Gly
H7 124 Ser Ala 129 Ala Ala Ser Ala 130 Ala
H8 125 Leu Trp 130 Tyr Tyr Trp Trp 131 Met
H9 126 Asp Asp 131 Gln Gln Gln Gln 132 Asn
H10 127 Lys Lys 132 Lys Lys Lys Lys 133 Lys
H11 128 Phe Phe 133 Val Val Met Leu 134 Ala
H12 129 Leu Leu 134 Val Val Val Val 135 Leu
H13 130 Ala Ser 135 Ala Ala Thr Ser 136 Glu
H14 131 Ser Val 136 Gly Gly Gly, Ala Ala 137 Leu
H15 132 Val Val 137 Val Val Val Val 138 Phe
H16 133 Ser Ser 138 Ala Ala Ala Ala 139 Arg
H17 134 Thr Ser 139 Asn Asn Ser Ile 140 Lys
H18 135 Val Val 140 Ala Ala Ala Ala 141 Asp
H19 136 Leu Leu 141 Leu Leu Leu Leu 142 Ile
H20 137 Thr Thr 142 Ala Ala Ser Ala 143 Ala
H21 138 Ser Glu 143 His His Ser His 144 Ala
H22 – – 145 Lys
H23 – – 146 Tyr
H24 – – 147 Lys
H25 – – 148 Glu
H26 – – 149 Leu
HC1 139 Lys Lys 144 Lys Lys Arg Lys 150 Gly
HC2 140 Tyr Tyr 145 Tyr Tyr Tyr Tyr 151 Tyr
HC3 141 Arg His 146 His His His His 152 Gln
HC4 – – 153 Gly

up of seven and eight α-helical segments,
interrupted by nonhelical sections. The he-
lices are named from A to H, and the
nonhelical segments lying in between are
lettered AB, BC, and so on; the nonheli-
cal portions at the subunit ends are named
NA (at the amino terminus) and HC (at the

carboxyl terminus). Residues within each
segment (helical as well as nonhelical)
are numbered from the amino end (e.g.
A1–A16, EF1–EF8, etc.). Therefore, each
amino acid residue (usually represented
with the three-letter code) is uniquely iden-
tified by its topology, its position in the
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Side view

CD CD5

Fig. 1 Overview of ferric Hb, which is similar to the oxygenated derivative (HbO2).
Only the α-carbons of the main chains are shown. Those residues whose side chains
are involved in contacts between subunits are circled and given boldface numbers.
There are two kinds of unlike subunit contact: α1β1 (or α2β2) and α1β2 (or α2β1),
the first interface being more extensive than the second (see also Table 2); the α1β1

contact involves the B, C, and H helices and the GH corner, whereas the α1β2 contact
concerns mainly helices C and G and the FG corner. [Reproduced with permission
from Irving Geis and R. E. Dickerson (1983) Hemoglobin: Structure, Function,
Evolution and Pathology, Benjamin/Cummings, Menlo Park, CA.]

sequence (in parentheses), and the corre-
sponding subunit [e.g. PheCD1(42)β].

The heme is bound to the globin by a
number of weak hydrophobic interactions
and by the mainly covalent bond between
Fe(II) and the imidazole-Nε of histidine
F8, known as proximal.

In the β subunits, such a residue is fol-
lowed by a reactive cysteine [CysF9(93)β],
which faces the surface of the molecule:
most, but not all, globins also have a
histidine (HisE7, known as distal) on the

O2-combining side of the heme. This
residue, however, is too far (>0.4 nm) from
the iron to be expected to directly coordi-
nate with the metal, even though under
certain conditions, it does bind with the
metal (see Sect. 4.2); usually, the Nε atom
of HisE7 makes a hydrogen bond with
bound O2 (see Fig. 2). The packing of sub-
units into the Hb tetramer is such that
there are close interlocking connections of
side groups between unlike subunits (i.e.



76 Hemoglobin

ValE11
Nd

Ne

O2

Fe(II)

HisF8

Heme

PheCD1

HisE7

Fig. 2 Schematic representation of the
heme pocket. Phenylalanine CD1 and
the proximal histidine F8 are present in
all hemoglobins. In vertebrates, valine
E11 and the distal histidine E7 are
involved in the reversible O2 binding to
the heme Fe(II). Note the hydrogen
bond between the Nε of the distal HisE7
and the bound O2 molecule. HisE7 has
a pKa of about 5.5. Neutron diffraction
has shown that in MbO2, this amino
acid is protonated only on Nε , whereas
in the carbon monoxy derivative,
protonation occurs only on Nδ , which
faces the bulk water.

Tab. 2 Surface area (nm2) buried between
contact interfaces in deoxy and oxy human
hemoglobin.

Nature of Deoxy Oxy
surface area Hb Hb

Buried in contact
α1β1 or α2β2 18.76 20.48
α1β2 or α2β1 14.72 11.60
α1α2 7.91 9.66
β1β2 0 7.06

Accessible to solvent 72.55 80.32

α and β) but little contact between those
that are alike (see Table 2).

3
Hemoglobin Components in Erythrocytes

Besides α2β2 (also called HbA or HbA0),
human erythrocytes contain other Hb
components, some as products of addi-
tional globin genes and others as post-
translational modifications of all these
components. Among the hemoproteins
belonging to the first group are HbA2 and
HbF (or fetal Hb), constituted from nor-
mal α-chains and combined with subunits

whose structure differs significantly from
that of normal β-chains; these non-α sub-
units are designated δ-chains (HbA2 or
α2δ2) and γ -chains (HbF or α2γ2). Hu-
mans have also two embryonic Hbs using
ζ - (α-like) and ε- (β-like) subunits: Hb
Gower-1 of composition ζ2ε2, Hb Gower-2
or α2ε2, and Hb Portland or ζ2γ2. Amino
acid sequences of human chains are re-
ported in Table 1.

Many small molecules (e.g. hexoses,
cyanate ions derived from urea, and peni-
cillin) are capable of forming covalent
adducts with Hb and may reflect metabolic
perturbation. Of significance for their clin-
ical implications in diabetes are glycated
Hbs (called Hb AIa1, AIa2, AIb, and AIc, ac-
cording to their order of chromatographic
elution) in which the amino terminus
of the β-chains is bound to a molecule
of glucose, glucose 6-phosphate, or fruc-
tose 1,6-bisphosphate; glucose can also
form a ketoamine linkage with the amino-
terminal group of α-chains as well as the
ε-amino group of several lysyl residues
of both α- and β-subunits. HbAIc is the
most abundant minor (posttranslationally
modified) Hb component in human ery-
throcytes, reaching about 4% of the total.
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4
Derivatives with Heme Ligands

4.1
Ferrous Derivatives

The form of ferrous Hb with no ligand
attached to the heme iron has been named
unligated Hb (or deoxy Hb). It may be
prepared by removal of the heme ligand
(such as O2, CO, NO, alkylisocyanides,
and nitroso aromatic compounds, with
NO being the strongest and bulky alkyliso-
cyanides being the weakest ligand) from
the corresponding ferrous ligated form.
Usually, the starting derivative is oxy-
genated Hb (oxy Hb or HbO2) and
deoxygenation is achieved when such a
derivative is exposed to vacuum or is
equilibrated with an inert gas (e.g. N2,
Ar) or by addition of sodium dithionite
(Na2S2O4), which removes O2 from so-
lution. Deoxy Hb may also be prepared
from the ferric derivatives by reduction
of the Fe(III) by borohydride, dithionite,
or ascorbate.

4.2
Ferric Derivatives

In the presence of O2, the Fe(II) is
subject to slow spontaneous oxidation,
yielding ferric Hb or met Hb (which
cannot combine with O2). In blood, the
rate of autoxidation is about 3% per
day, but the oxidized iron-porphyrin is
reduced to its active form by reductase
systems. In vitro ferrous derivatives (such
as oxy and deoxy Hb) are oxidized rapidly
by ferricyanide or by nitrite. The water
molecule bound to the Fe(III) in met
Hb can be replaced by F−, OCN−,
SCN−, N3

−, imidazole, or CN−, where
F− is the weakest and CN− the strongest
ligand.

An endogenous ligand, such as the
imidazole of distal HisE7, may also
bind to Fe(III). This is a state that is
either actually part of the distribution of
substates populated in native Hb (named
bis-histidine complex since the fifth and
sixth axial positions of the Hb–Fe(III)
are coordinated by proximal and distal
histidines respectively), or may result from
a large alteration of the geometry within
the heme pocket; in this case, the low-
spin derivative is called a hemichrome,
a term connoting a denatured state. A
more pronounced denaturation of the
protein may cause the formation of other
hemichromes; in one of these, one ligand
of the Fe(III) is the sulfur of CysF9(93)β.
Addition of dithionite to the hemichromes
results in the reduction of heme Fe(III)
to Fe(II), with the production of low-spin
compounds called hemochromes.

5
The Reaction with Heme Ligands

The reaction of Hb with O2 or other ligands
of the ferrous heme is associated with large
modifications of the spectral (see Fig. 3)
and magnetochemical properties, which
change in proportion with the amount of
ligand bound.

5.1
Functional Properties at Equilibrium

The fundamental representation of the
reversible combination of Hb with O2
is the ligand-binding curve wherein the
fraction of O2-bearing heme groups (Y)
is measured as a function of the O2
partial pressure (p). The sigmoid shape
of the curve is in marked contrast to
the rectangular hyperbola found for the
isolated α- or β-subunits (and also for
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Fig. 3 Optical absorption spectra of
deoxy (dashes), oxy (solid curves), and
met (dots) hemoglobins in the visible
and near-ultraviolet (the so-called Soret
band) regions at pH 7.4: EmM,
millimolar extinction coefficient in heme
(i.e. referred to an equivalent molecular
mass of 16 250 g mol−1).
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Fig. 4 Two ways of plotting the O2 equilibrium
curves of hemoglobin: (a) and (b) fractional
saturation with O2 (Y), reported as a function of O2
partial pressure (p); (c) the Hill plot – see Eq. (5).
(a) The typical shape of the O2 equilibrium curve for
Hb is sigmoid (right), while the curve for isolated
β-subunits is hyperbolic (left). Both proteins are
tetrameric (α2β2 and β4). In the case of the
β-subunits, the four O2-binding sites are equivalent
and independent; on the other hand, the shape of the
Hb oxygenation curve implies that the affinity of the
free sites depends on the fraction of hemes already
bound to O2; (b) O2-binding curves for Hb at various
pH values (i.e. the Bohr effect): left to right, pH 7.6,
7.4, 7.2, 7.0, and 6.8; (c) the Hill plot for Hb
oxygenation begins and ends with straight lines,
called asymptotes, with a positive slope of unity
(n = 1). The intercepts of these asymptotes, with the
line parallel to the abscissa when log[Y/(1 − Y)] = 0
(i.e. when oxy and deoxy Hb are equal in
concentration) give the values of the O2 equilibrium
constants for the T state (KT) and the R state (KR).
Often the asymptotes cannot be determined
accurately; in such cases, the oxygenation process is
described in terms of the maximum slope of the
curve n (taken as a measure of the degree of
cooperativity) and the overall O2 affinity in
logarithmic terms (i.e. log p1/2), which corresponds
to the value of log p when log[Y/(1 − Y)] = 0 (see
Table 3).

Mb, see Fig. 4a). The sigmoidal curve
reflects a phenomenon called cooperativity,
a complicated process whereby initial O2

binding favors more binding (as would
occur in the lungs), or, from the opposite
perspective, some O2 release favors more
release (as would occur in the peripheral
tissues). Cooperativity characterizes all

vertebrate Hbs, the only exception so far
being the Hbs from Sphenodon punctatus,
a reptilian relict from the Triassic period.

A useful way of analyzing the exper-
imental data is based on the following
scheme:

Hb + nO2 ←−−−−−−→ Hb(O2)n (1)
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Assuming that the ratio of activities of
Hb and Hb(O2)n is given by their concen-
tration ratio, the association equilibrium
constant, K , can be written as follows:

K = [Hb(O2)n]

[Hb]pn (2)

where the activity of O2 is expressed in
terms of its partial pressure p. The average
fraction of hemes oxygenated is

Y = [Hb(O2)n]

[Hb] + [Hb(O2)n]
(3)

Therefore, replacing [Hb(O2)n] by Eq.
(2), Eq. (3) gives

Y

1 − Y
= Kpn (4)

or in logarithmic terms (the so-called Hill
equation; see Fig. 4c),

log
Y

1 − Y
= log K + n log p (5)

Equation (5) has no direct physical
meaning but, with a suitable choice of K
and n, it is able to empirically fit the exper-
imental results with only two parameters:
(1) p1/2, that is, the value of O2 pressure
required to yield half saturation of hemes
(p value at Y = 0.5), which indicates the
overall affinity of Hb for O2 (the higher the
affinity, the lower the p1/2); and (2) n, the
slope in the Hill plot (see Fig. 4c), which is
related to the shape of ligand-binding curve
and therefore to cooperativity (the higher
its value above 1, the higher the coopera-
tivity). A value of n equal to 1 (as occurring
in tetrameric β-subunits) corresponds to a
hyperbolic binding curve, indicating equiv-
alence of hemes and absence of functional
interactions. Observation of n less than
1 does not necessarily imply negative co-
operativity (i.e. that binding of a ligand
diminishes the affinity for subsequent

binding) in that it can also arise from
various kinds of heterogeneity: intramolec-
ular (e.g. large difference in affinity for
O2, between α- and β-subunits in the
tetramer) or intermolecular (e.g. mixture
of various Hb species or conformations
not at equilibrium). The O2 affinity of Hb
is lowered by H+, Cl−, CO2, and 2,3-D-
bisphosphoglycerate (BPG), all known as
heterotropic ligands. In particular, the O2-
binding modulation by H+ is known as the
Bohr effect and reflects the release of pro-
tons upon Hb oxygenation at physiological
pH (the alkaline Bohr effect), whereas pro-
tons are taken up upon oxygenation at pH
values below ∼6 (the acid or reverse Bohr
effect). An unusually large Bohr effect, typ-
ical of some Hbs from many teleost fishes,
is called the Root effect. By increasing
the concentration of any one of the het-
erotropic ligands, the O2 equilibrium curve
is shifted to the right (see Fig. 4b) – that
is, toward lower affinity – thus facilitating
O2 release. Table 3 reports the O2-binding
parameters at equilibrium of human Hb
under different solvent conditions.

From a phenomenological viewpoint,
mammalian Hbs can broadly be divided
into two groups: those with an intrinsically
high O2 affinity, which is lowered in
the erythrocytes by BPG, and those
with an intrinsically low O2 affinity,
which is lowered little, or not at all, by
BPG. Rodents, pigs, dogs, camels, horses,
marsupials, and most primates belong
to the first category; cats, sheep, goats,
deer, cows, and one primate, the lemur,
belong to the second. Typically, Hbs with
high intrinsic O2 affinity have p1/2 values
between 4 and 6 torr, while those with low
affinity have p1/2 values between 10 and
20 torr (measured at 20 to 25 ◦C in 0.05 M
bis-Tris, with Cl− concentration of 0.1 M,
pH 6.5 to 7.5 as shown in Table 3).



80 Hemoglobin

Tab. 3 Values of parameters describing the functional properties of human hemoglobin in 0.05 M
Tris, pH 7.4; Cl− concentration 0.10 M, and 20 ◦C.

Conditions Oxygen equilibria in the presence and in the absence of BPG

p1/2[torr] n KT[µM−1] KR[µM−1] L0 �Gc[kJ mol−1]

5.3 2.8 0.018 3.9 7.3 × 105 13.0
+2 mM BPG 14.0 3.1 0.008 3.0 3.0 × 106 16.3

Ligand Kinetics of binding of various ligands

k′
overall[M

−1 s−1] koverall[s−1] k′
4/k′

1 k1/k4

O2 4.7 × 106 35 5 150
CO 2.0 × 105 0.015 40 10
NO 1.5 × 107 0.00005 1 100

5.2
Kinetic Aspects

Hemoglobin kinetics with ferrous heme
ligands approximates second-order behav-
ior in the combination direction and
first-order behavior in the dissociation di-
rection. Among the gaseous ligands that
bind to the ferrous derivatives, at neu-
tral pH and room temperature, NO binds
fastest, O2 not quite as fast, and CO
significantly more slowly. The dissocia-
tion reactions follow a different order (see
Table 3). When the rate constants of bind-
ing (k′) or dissociation (k) of the first and
fourth gaseous ligands are compared, the
kinetic manifestation of cooperativity is
observed (see Table 3). In this connec-
tion, it has been shown that cooperative
binding in kinetic terms results from a
significant increase in the association rate
constants for CO and a decrease in the
dissociation rates for O2 and NO; accord-
ingly, the transition state, as compared
to reactants and products along the re-
action path to heme, is expected to be
reactant-like for O2 and NO, and product-
like for CO.

Since light breaks the bond between
heme–Fe(II) and all heme ligands, the
kinetic behavior of rebinding can be
investigated after rapid photodissociation
by illuminating with a laser pulse. The
relaxation kinetics over all chemically
meaningful timescales (from picosecond
to second) demonstrates the existence of
different rate-limiting steps for the various
heme ligands and, therefore, the existence
of intermediates in the reaction pathway.
A four-state scheme is required:

HbX P M
ligand ←−−−−−−→ heme ←−−−−−−→ protein
bound pocket matrix

Hb + X←−−−−−−→ bulk
(6)

where: HbX represents the bound state,
Hb + X is an unligated molecule (i.e. the
two entirely separated free species, Hb
and X), P and M are intermediate states
in which the heme Fe has no sixth ligand,
but X remains trapped either in the heme
pocket P or in the protein matrix M. From
the latter states, the ligand may either re-
bind (to yield HbX) in a geminate process
or escape to the solvent (to yield Hb + X).
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The structural features of states P and M
have been investigated by X-ray diffrac-
tion in single crystals of carbonylated
myoglobin (MbCO). The short-lived pho-
tolyzed state was shown to be structurally
complex in so far as the photolyzed CO
migrates inside the protein matrix while
in state M, before escaping into the bulk or
eventually recombining in what has been
called geminate rebinding. Moreover, room-
temperature, time-resolved Laue crystal-
lography has pointed out that during its
pathway inside the protein matrix, CO mo-
mentarily occupies small internal cavities,
previously shown to be able to bind one
atom of xenon.

If the data are forced into the four-
step scheme, as in Eq. (6), the biochemical
system (e.g. HbCO) starts in the potential-
well HbX, in which the ligand (e.g. CO) is
bound to the heme Fe. When the laser flash
breaks the Fe–ligand bond, the system
rapidly moves (relaxation time about 3 ps)
to well P where the ligand molecule is
in the heme pocket. At this point, the
three gaseous ligands (O2, CO, NO) behave
differently. On a picosecond to nanosecond
timescale, all ligands except CO show a
substantial fraction of geminate rebinding;
thus, at approximately 100 ps, HbX is the
predominant form after photolysis of NO,
while M predominates after photolysis of
CO, and O2 is more evenly distributed
between HbX and M. Further evolution of
species M is orders of magnitude slower
(nanoseconds). Although the overall rates
are much the same for O2, CO, and
NO, the amplitude of this second phase
is different for the three ligands, the
value being smallest for NO (since for
this ligand, the picosecond rebinding
process is dominant and, accordingly, little
ligand is left to react in the nanosecond
geminate process). Without discussing the
chemistry yielding the difference between

NO and CO, we note that the rate-limiting
step in bimolecular NO binding is the
diffusion of ligand into and within the
protein since reactivity with the heme is so
high that almost every NO molecule that
approaches will bind; on the other hand,
assuming a similar rate of diffusion, only a
small fraction of the photodissociated CO
rebinds in a geminate mode.

6
Mechanisms of Cooperative Binding and
Allostery

Cooperative binding of O2 by Hb is
the classical example of what is referred
to as an allosteric phenomenon, which
defines the concept that the binding of
a ligand at one site on a macromolecule
affects the binding of a second ligand at
another site via a conformational change
or an allosteric transition. In allosteric
binding, therefore, the uptake of one
ligand (e.g. one O2) by an oligomeric
protein (e.g. tetrameric Hb) influences
the ligand affinities of the remaining
unfilled binding sites; in human Hb, the
fourth O2 molecule binds with a 200-fold
higher affinity than the first one. Likewise,
binding of oxygen at the heme is affected
by the association of other ligands (e.g.
H+ or BPG) at different nonheme sites on
the protein.

The detailed structural bases of coopera-
tivity continue to elicit contrasting views. A
number of models have been proposed that
in various ways hybridize the two classical
theories developed during the 1960s by J.
Monod, J. Wyman, and J. P. Changeux
(often referred to as the MWC model)
and by D. E. Koshland, G. Nemethy, and
D. Filmer (often referred to as the KNF
model). Actually, the MWC and KNF mod-
els are the limiting cases of a more general



82 Hemoglobin

Fig. 5 General representation of ligand (X)
binding and ligand-linked conformational changes,
illustrating the contrasting ways of generating
cooperativity according to the sequential or KNF
model (indicated by the diagonal in boldface) and
the concerted or MWC model (represented by the
equilibria between the two extreme columns, all
intermediates being absent or negligible or
undetectable). Each subunit within the tetramer
can have only two distinct tertiary conformations,
one (circle) with high affinity for heme ligand or R
state and the other (square) with low affinity or T
state. In the sequential model, heme–ligand
binding induces an isomerization in each ligated
subunit, which assumes the high-affinity
conformation; the unligated subunits retain their
low-affinity structure, even though the contacts

with the ligated neighbor(s) are altered, thereby increasing the tendency to switch to the high-affinity
state. An important property of the sequential model is that the extent of binding and structural
changes determined at different ligand concentrations must be identical. In the concerted model, the
tetramer is postulated to exist in only two quaternary states (R and T) in which all four protomers are
in either one of two conformations (squares or circles). The quaternary states are in equilibrium with
each other at every degree of saturation: the fully ligated tetramer is predominantly in the R state,
whereas the T state is favored in the fully unligated species. The conformational transition of the
subunits (between square and circle) is concerted, involving all protomers within the tetramer, with
the result that the molecule conserves structural symmetry. This corresponds to an extreme case of
cooperativity among the protomers, characterized by a virtual absence of the hybrid states (i.e.
coexistence of circles and squares in one tetramer), which, on the contrary, are present in the
sequential model. The sequential model can account for both positive and negative cooperativity,
whereas the concerted model can accommodate only positive cooperativity.

scheme that can be depicted as a square
array (Fig. 5) such that the number of al-
losteric conformers (in a row) equals the
number of binding species in a given col-
umn, including the unligated or reference
species. The entire system of chemical
species (macromolecule and small ligand,
X) is considered to be in equilibrium. The
reactions within the array are described
by appropriate mass action laws and in-
volve the addition of iX ligands and a
change of the cth molecular conformation,
as follows:

Hb00 + iX → HbcXi (7)

For tetrameric human Hb (and, in
general, for all vertebrate Hbs), each
conformation can bind a maximum

number of four X ligands, and, accord-
ingly, there are 4 + 1 conformations in the
square array (i.e. 4 ligated and 1 unligated).
The MWC two-state model postulates that
the two extreme allosteric states (first and
fifth columns of Fig. 5) are the domi-
nant ones; the KNF model envisages the
species along one of the diagonals to be
preferentially populated (see Fig. 5). Since
high cooperativity is always associated with
reduction of the population of the inter-
mediate species (partially oxygenated Hb
intermediates never exceed a few percent
of total Hb), these two alternative mech-
anisms are, to all intents and purposes,
indistinguishable by analysis of O2 bind-
ing data, which, in fact, are often described
by Eq. (5), the empirical Hill equation.
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6.1
Concerted Model of Allostery

Among the various approaches emphasiz-
ing the role of subunit–subunit interac-
tions, the concerted (or MWC) model has
a very simple algebraic description. Its ba-
sic idea is that the intrinsic O2 affinity
at the heme is controlled by the quater-
nary structure of the protein rather than
by the number of ligand molecules al-
ready bound to the tetramer. This model
assumes that there are only two different
quaternary structures: one with fewer and
weaker interactions among the subunits
(fully ligated Hb or relaxed R) and the
other with more and stronger bonds be-
tween the subunits (deoxy Hb or tense T).
In the R or high-affinity state, Hb displays
the ability to bind O2 tightly; this functional
property is damped but not abolished in
the T or low-affinity state. On the other
hand, the T state interacts more strongly
than the R state with heterotropic ligands
(H+, Cl−, BPG, and CO2). The transition
from T to R is an all-or-none process: the
symmetry of the molecule is conserved
(i.e. hybrid RT states cannot exist) and the
O2 affinity of all subunits in a tetramer
would be either equally low or equally
high. Oxygenation of the subunits within
each quaternary state is associated with
small local structural changes such that
the T state, with one O2 molecule bound,
and the R state, with three O2 molecules
bound, will have conformations that are
locally different from those of the unli-
gated T and fully ligated R respectively.
The assumption of the concerted model in
its original formulation is that these local
structural differences are not transmitted
to neighboring subunits and thus do not
alter their O2 affinity; rather, they affect the
relative stability of the R and T quaternary
states. Therefore, although binding to the

four hemes in each of the T and R states
is itself noncooperative, the shift in the
T ↔ R equilibrium gives rise to a sigmoid
binding curve.

The MWC model allows one to de-
scribe the ligand binding by Hb at
equilibrium, with only three independent
parameters: the two microscopic dissoci-
ation constants of O2, with the protein
in low-affinity (KT) and high-affinity (KR)
states, often reported in terms of a ratio
c(= KT/KR), and the concentration ra-
tio of the two quaternary states in the
absence of ligand L0 = [T]0/[R]0. The to-
tal free energy of cooperativity, δG0, can
be calculated from the binding of the
last and first ligand molecules, which is
approximately equal to δG0 = 2.303 RT
log(KR/KT) (i.e. the difference in free en-
ergy of binding O2 to the R state and the
T state).

Values of parameters illustrating the
interpretation of the cooperative effects in
terms of the MWC model are reported in
Table 3. The effect of heterotropic ligands
(H+, Cl−, BPG, and CO2) is also described
in terms of the concerted allosteric model
as follows: addition of BPG (which binds
to the Hb tetramer in a 1 : 1 ratio) shifts
the equilibrium in favor of the T structure,
with an increase of L0; the same effect is
obtained by lowering pH.

The original MWC model assumed KT
and KR to be intrinsic parameters inde-
pendent of heterotropic ligands. However,
detailed functional O2-binding data, cou-
pled with the structural knowledge gained
from X-ray crystallography and spectro-
scopic studies indicate that, in human
HbA0, KT varies over a wide range as a
function of H+, Cl−, CO2, and BPG con-
centration, whereas KR is little affected
by heterotropic ligands (except by protons,
and only below pH 7). Thus, the original
MWC model had to be modified.
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In general, each quaternary state (T or
R) may differ in tertiary conformation of
the subunits (t or r), depending on the
lower or higher intrinsic heme–ligand
affinity of the chains (squares and circles
in Fig. 5), and therefore, the system may
be described in terms of (at least) four
alternative states denoted as follows: Rr
and Rt, for conformations at high and low
affinity for heme ligands of the subunits
within the R structure, and Tt and Tr,
for low and high-affinity conformations of
chains within the T structure.

6.2
Structural Changes That Accompany
Oxygen Binding

The T state is assumed to have quaternary
interactions between subunits typical of
deoxy Hb, while the R state is believed
to have those of oxy Hb (as determined
by crystal X-ray diffraction data). In deoxy
Hb, the Fe is displaced from the plane
of the porphyrin nitrogens toward the
proximal histidine by 0.06 nm. There
are two reasons for this: (1) the larger
radius of the Fe in its high spin state;
and (2) steric repulsions between the
Nε of the proximal histidine and the
porphyrin nitrogens. Moreover, the heme
group is domed, that is, the Fe-bound
nitrogens of the porphyrins are out of
the plane of the carbon atoms of the
heme (see Fig. 2), by 0.016 nm in the α-
subunit and by 0.01 nm in the β-subunit.
Upon single-subunit oxygenation, the Fe
atom barely moves toward the porphyrin,
which remains domed within the T state;
this prevents the heme from adopting
the optimal geometry with the bound
oxygen (i.e. planar with the Fe in ‘‘the
plane’’), thus producing strain. Relief of
strain at the active site requires the Fe
to move toward the porphyrin plane,

accompanied by a displacement of the
proximal histidine together with the helix
F and the corner FG (the so-called allosteric
core). In particular, in both subunits, there
is a shift of helix F across the heme
plane by about 0.1 nm, accompanied by
a rotation; the overall effect is to permit
a reorientation of the proximal histidine
so that the Fe can move toward the
heme plane.

To understand the connection between
the foregoing tertiary modifications and
quaternary structural changes, the Hb
tetramer can be thought of as a pair of
dimers, α1β1 and α2β2, whose relative
orientation has to alter; in fact, the contacts
α1β1 (and α2β2) remain rigid. The tertiary
changes make these dimers a misfit in the
quaternary T structure, with consequent
promotion of the T-to-R transition. The
transition consists of a 12 to 15◦ rotation of
the dimer α1β1 relative to the dimer α2β2

and a translation of one dimer relative to
the other by 0.08 nm (Fig. 6). Helix C β2,
which is in contact with the corner FG
α1, forms a ball-and-socket joint around
which the dimers turn, while helix C α1

slides relative to FG β2. Together, the
two contacts form a two-way switch that
ensures that the αβ dimers click back and
forth between the two stable quaternary
positions (T and R).

All heterotropic ligands at physiological
pH lower the O2 affinity by forming
additional hydrogen bonds that specifically
stabilize the T structure. BPG binds
in a cavity on the dyad axis of the
tetramer, limited by the amino termini
and helices H of the β-subunits; it
forms hydrogen bonds with ValNA1(1),
HisNA2(2), LysEF6(82), and HisH21(143).
The functionally relevant protons (i.e.
those released upon oxygen uptake and on
the basis of the Bohr effect; see also Fig. 4b)
are discharged in deionized solution only
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Fig. 6 Schematic diagram illustrating the change in quaternary
structure (a) and in distances (nm) between heme groups
(b) that accompanies ligand binding to Hb. Bold symbols refer
to the deoxy derivative and light symbols to ligated Hb. Both
structures have a dyad axis (Y) relating the α1β1 dimer to the
α2β2 dimer, and the molecular contacts between α1 and β1 (as
well as those between α2 and β2) change very little; accordingly,
the positions of ligated and unligated α1β1 dimers have been
superimposed. The main differences between the two
conformational states, in going from the deoxy to the ligated
derivative, are (1) a rotation of about 13.5◦ (θ) about a pivot (P)
of the α2β2 dimer relative to the α1β1 dimer so that the two β

chains are about 0.6 nm further apart in the former than in the
latter; and (2) a shifting of the α2β2 dimer along the P axis by
about 0.1 nm into the page. Major conformational change in the
T-to-R transition involves the α1β2 (and α2β1) subunit
interfaces.

from HisHC3(146)β, a residue that forms
a hydrogen bond with AspFG1(94)β in the
T structure. In the presence of Cl− and/or
BPG, other residues [e.g. ValNA1(1)β
and LysEF6(82)β] contribute additional
Bohr protons.

6.3
Ligand-binding Pathways

Hemoglobins have a binding pocket at the
heme that protects Fe(II) from the solvent.
This feature has biological importance
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because, in water, the heme Fe(II) can
oxidize into the inactive ferric state. The
stability of the Fe(II)O2 complex in Hb is
controlled by the presence of a hydrogen
bond with the distal histidine (located
at E7; see Table 1), as in Fig. 2. This
crucial interaction, in fact, slows the rate
of O2 dissociation from microseconds
(which has been measured in sperm-
whale Mb mutant with valine at E7) to
many milliseconds, and simultaneously
increases the O2 affinity to physiologically
meaningful values; moreover, it reduces
the rate of autoxidation of the heme Fe(II),
which, otherwise, would occur much too
rapidly since oxidation happens in the
fraction of Hb that is deoxygenated at any
one moment (the larger the fraction of
molecules, the faster the Hb autoxidizes).

Examination of the X-ray structures
of many hemoproteins shows that the
protein environment of the heme, if rigid,
would prevent the entrance and the exit of
even small gaseous ligands (e.g. O2, CO).
Empirical energy function calculations,
based on the crystallographic coordinates,
have shown that possible pathways in the
neighborhood of the heme pocket would
have barriers of the order of 400 kJ mol−1

in a rigid protein; such energy barriers
would lead to escape times (of ligand from
the heme pocket) of the order of 1060

seconds at room temperature, infinitely
long on any timescale. Thus, protein
fluctuations are required for physiological
function. The dynamics of the heme
pocket residues are revealed by the results
of NMR and other studies, showing
that PheCD1(43) and PheCD4(46), which
wedge the prosthetic group into its pocket
and are packed tightly between the heme
and the distal helix E, flip over at rates
faster than 104 s−1; this is possible only if
the entire heme pocket breathes fast.

Dihedral rotations of key side chains,
explored by molecular dynamics, indicate
that energy barriers (≈40 kJ mol−1) would
be present in a fluctuating protein; these
barriers are compatible with those esti-
mated from rebinding studies for HbCO
after photolysis. This dilemma has been
addressed by (1) examining X-ray struc-
tures with small (e.g. CO) and bulky
(e.g. alkylisocyanides) ligands bound to the
heme Fe; (2) temperature-dependent X-ray
diffraction; (3) molecular dynamics sim-
ulation; (4) time-resolved crystallographic
experiment on photolyzed Mb crystals;
and (5)site-directed and random mutage-
nesis. Most of these investigations were
carried out initially on Mb. Nine clusters
of residues have been suggested as possi-
ble likely pathways for ligand escape from
the interior of the protein. The most di-
rect pathway is constituted by residues
ArgCD3(45), HisE7(64), ThrE10(67), and
ValE11(68), between the CD loop, the he-
lix E, and the heme; recent analysis of
kinetic data on approximately 100 Mb mu-
tants indicates that the ligand escape route
involves, by and large, the so-called histi-
dine gate.

7
Assembly of Globin Monomers

The basic globin fold, which has been con-
served throughout evolution, leads to a
number of possible quaternary structures,
from dimers to large assemblies. Verte-
brate Hbs are tetrameric, but in the animal
kingdom, globin chains can assemble into
a myriad of different quaternary structures
from stable dimers to very large macro-
molecular aggregates, like the extracellular
invertebrate Hbs with a molecular mass of
the order of 106 g mol−1 or higher.
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Subunit interactions in assembly occur
in stages and have been described as a
series of coupled equilibria that are often
ligand dependent. In the case of tetrameric
Hb, dissociation is described in terms of
the scheme:

tetramer ←−−−−−−→ dimer

dimer ←−−−−−−→ monomer

When dissociation is limited to the
dimer stage, only symmetrical splitting is
observed (i.e. αβ dimers and not α2 and β2
dimers), reflecting the nature of molecular
contacts: namely, the dissociation between
like chains (αα or ββ) are considerably
less extensive than those between unlike
chains (see Table 2), of which there are
two kinds. Cleavage occurs only along the
α1β2 interface (yielding α1β1 and α2β2

dimers) and is different for the two quater-
nary states, that is, it is ligand linked. In
fact, the tetramer–dimer equilibrium con-
stant of human Hb, at physiological ionic
strength, is about 10−6 M (in terms of
tetramer) for the oxy derivative and about
10−11 M for deoxy Hb. A variability of the
tetramer–dimer dissociation constant has
been reported from comparative studies
of a number of Hbs from different verte-
brate species. Further dissociation of the
dimer to produce α- and β-chains is negli-
gible under physiological conditions. The

isolated subunit can exist as dimers (in the
case of the α-chains) and even tetramers
(in the case of the β-chains). It is gen-
erally assumed that dissociation of these
oligomeric subunits into monomers must
occur before they can combine to form
αβ dimers, which then aggregate to pro-
duce the fully tetrameric Hb. The overall
scheme describing formation of coopera-
tive Hb tetramer is as follows:

2α2 β4

↓↑ ↓↑
4α + β4 −−−→ 4(αβ) ←−−−−−−→ 2(α2β2)

(8)

Data on the association–dissociation re-
action for human oxy Hb are summarized
in Table 4.

7.1
Variations Across Species

Although Hbs from closely related species
behave alike, those of distantly related ones
may show marked differences. For exam-
ple, fish Hbs appear to be very stable
toward dissociation, even in the ligated
form. Association of tetramers upon de-
oxygenation appears to be widespread
among birds, amphibians, and some rep-
tiles, in which species the association
seems to have considerable physiological
importance. Such aggregation, in fact, con-
tributes to the Bohr effect to the extent

Tab. 4 Subunit dissociation constants (K, in M/heme) for the isolated α and β

chains, and for the αβ dimer and the α2β2 tetramer, in all cases as oxygenated
derivatives. The table also reports the kinetic association (kass) and dissociation
(kdiss) rate constants. All data in 0.1 M Tris-HCl+ 0.1 M NaCl+ 1 mM Na2 EDTA,
pH 7.3 to 7.5 at 21.5 to 25 ◦C.

Reaction K kass (M−1 s−1) kdiss (s−1)

α2 ←−−−−−−→ 2α 1.1 × 10−4 M 9.1 × 105 –
β4 ←−−−−−−→ 4β 4.8 × 10−16 M3 – 0.05
αβ ←−−−−−−→ α + β 4.4 × 10−13 M 2.0 × 106 8.9 × 10−7

α2β2 ←−−−−−−→ 2(αβ) 7.1 × 10−7 M 2.8 × 107 20
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that tetramer–tetramer interaction is pH
dependent. The best-studied system is that
of the adult bullfrog Rana catesbeiana,
in which two tetrameric components, B
and C, associate upon deoxygenation to
form aggregates that appear to be trimers
of tetramers (of the form BC2), show-
ing an extremely low oxygen affinity, a
Hill coefficient that reaches values ex-
ceeding 4, and a large contribution to
the overall alkaline Bohr effect. A vari-
ant of human Hb (named Hb Olympia),
in which ValB2(20) β is substituted by a
methionyl residue, has oxygenation prop-
erties somewhat like those of the frog
Hb (i.e. self-association in the deoxy state,
cooperativity values as high as 4, and ag-
gregation altering the Bohr effect).

In contrast to vertebrate Hbs, the inver-
tebrate heme proteins exist as monomers,
dimers, tetramers, and higher polymeric
forms, and their aggregation state often
depends on the heme ligand. Thus, the
oligomeric state of Hbs from the sea
cucumber Caudina arenicola varies from
monomer (met Hb) to dimers (oxy and
cyanomet Hb) to tetramers (deoxy Hb).
The extracellular Hb of the earthworm
Lumbricus terrestris is much larger, form-
ing a complex of more than 200 globin
monomers. An additional difference be-
tween vertebrate and invertebrate Hbs is
in the quaternary structure. Thus, some
tetrameric invertebrate Hbs (e.g. those of
the arcid clam Scapharca inaequivalvis and
the marine worm Urechis caupo) are assem-
bled inside out. In fact, both Scapharca and
Urechis Hbs have intersubunit contacts
that involve the helices E, while the helices
G and H (essential intersubunit contacts in
vertebrate Hbs) face the solvent in that they
are exposed on the outside of the molecule.
However, the helix F of Scapharca Hb
forms an important intersubunit inter-
face, while the helix F of Urechis Hb is

not involved in any intersubunit contact.
Accordingly, Scapharca Hb shows cooper-
ativity, while that from Urechis does not.

7.2
Subunit Interaction and Cooperativity

When a heme ligand is bound by Hb, the
binding site becomes subjected to forces
not present before. The strains thus set
are propagated to the boundary between
subunits – note that tetramer dissociation
appears to take place far more readily with
ligated Hb, relative to the deoxy state. This
phenomenon of ligand-linked dissociation
is extremely marked with Hbs from ani-
mal species, such as the lamprey (Lampetra
planerii). In the latter case, cooperativity in
the reaction with O2 (as indicated by a
value of Hill coefficient higher than 1) is
exclusively dependent on oxygen-linked re-
versible dissociation into subunits. In the
absence of O2, lamprey Hb forms dimers
(and tetramers) with low oxygen affinity;
uptake of oxygen induces dissociation into
monomers with higher ligand (e.g. O2)
affinity. Thus, the fraction of dimers de-
creases with rising oxygen saturation and,
conversely, the oxygen affinity drops with
increasing Hb concentration. From these
observations, it follows that changes in the
free energy of monomer association with
heme-ligand binding must be expected.
The major manifestations of the relation
between cooperativity among the hemes
and subunit interactions within tetrameric
Hbs are the following: (1) dissociated αβ

dimers bind oxygen with high affinity,
which is almost equal to the average affin-
ity of the R-state Hb and the isolated α-
and β-subunits, but without any detectable
cooperativity; and (2) assembly of deoxy
dimers into tetramers produces a large re-
duction in overall affinity for O2. Since the
tetramer binds the four heme ligands with
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successively increasing affinity constants,
the number of ligated hemes must control
the interaction energy at the dimer–dimer
interface (i.e. the extent to which free
energy is transduced, at each binding step,
into structural and energy alterations at
the level of interdimer contacts). The re-
action scheme that defines the free-energy
changes for the O2 binding and dimeriza-
tion processes can be depicted as follows:

(ab)

(ab)X

(ab)X

(ab)X2

(ab)X2

(ab)

(ab)

(ab)X

(ab)X

(ab)X2

(a2b2)
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+

(9)

The values of the free-energy changes
of these coupled reactions are reported
in Table 5. The difference in O2-binding
free energy between the tetramer and the
dimer is defined as the total regulatory
energy, which is gained in native tetramer.
From Eq. (9), it is seen that this difference
δG4 − δG2 is equivalent to the difference
in association energy of the ligated and
unligated dimer forms, 4�G2 − 0�G2.
Experimentally, these latter terms can
be evaluated by careful association-state
measurements of deoxy and oxy Hb. The
regulatory energy of human Hb, calculated
from data of Table 5, corresponds to
26.7 kJ mol−1, that is,

(2�G21 + 2�G22) − (�G41 + �G42

+ �G43 + �G44) (10)

8
Reactions with Nitric Oxide

Nitric oxide (NO) has been widely used as
a ligand of the ferrous heme iron, similarly
to O2 and CO; over the years, comparison
between the three gases has provided a
wealth of information on the structure and
function of Hb. However, the chemistry
of NO is much more complex than that

of other ligands of the ferrous heme iron,
and interest has risen considerably since
it was discovered that NO is a universal
second messenger regulating circulation,

Tab. 5 Intrinsic free-energy changes
(kJ mol−1) in the cooperative mechanism of
human hemoglobin: symbols based on
Eq. (9).

Binding of heme Dimer–tetramer
ligand to assembly reaction

Dimers Tetramers

�G21 − 35.1 �G41 − 22.8 0�G2 − 69.2
�G22 − 35.1 �G42 − 22.1 1�G2 − 47.1

�G43 − 32.6 2�G2 − 35.1
�G44 − 36.2 3�G2 − 30.9

4�G2 − 33.2
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brain alert and defense against invaders
(see Nitric Oxide in the Encyclopedia).

8.1
Reactions of NO with Various Hb
Derivatives

Nitric oxide can bind to the ferrous
heme iron of all known hemoproteins,
yielding a simple adduct characterized by a
very high stability constant (K ∼ 109 M−1).
However, NO can react not only with
deoxy Hb (or deoxy Mb) but also with
the oxygenated and the met derivatives,
yielding a complex network of reactions
that are summarized in Fig. 7.

The reaction of NO with oxy Hb, forming
met Hb and nitrate, is a very rapid pro-
cess (kon ∼ 6–9 × 107 M−1 s−1 at 20 ◦C)
competing with the straight binding to de-
oxy Hb (kon ∼ 2 × 107 M−1 s−1 at 20 ◦C).
The reaction between NO and HbO2 with
formation of nitrate is considered the
main route to quench NO that is con-
tinuously produced in circulating blood
through the physiological metabolic path-
way (see Sect. 8.2). Moreover, the same
reaction occurring in striated muscles and
in the heart with oxy myoglobin (MbO2)

has been considered an important defense
mechanism against the inhibitory effects
of NO on cytochrome c oxidase (and thus
on cellular respiration). This reaction of
MbO2 with NO is intrinsically very rapid
and is made efficient by the high concen-
tration of the pigment in the red muscles
(0.3–0.6 mM). The cycle reproduced in
Fig. 7 also includes the reduction of the
met Hb (or met Mb), catalyzed by spe-
cific reductases.

However, contrary to O2 and CO,
NO also binds the oxidized form of
Hb to produce an iron–nitrosyl complex
HbFe(III)NO (kon ∼ 4 × 103 M−1 s−1 and
koff ∼ 1 × 103 s−1), not indicated in Fig. 7.
In the presence of an excess of NO, this
complex undergoes reductive nitrosylation
to finally generate the reduced nitrosyl
adduct and nitrite:

HbFe(III) + NO

←−−−−−−→ [HbFe(III)NO ⇔ HbFe(II)NO+]

NO−−−→
H2O

HbFe(II)NO + NO2
− + 2H+

(11)

It should be recalled that the inorganic
reaction of NO with free O2 in solution
(k ∼ 6 M−1 s−1) is too slow to compete

MbNO

MbO2

Mb

metMb

O2 O2

O2

NO3
−

NO3
−

e−

NO

NO

Fig. 7 The reactions of myoglobin with O2 and NO. The
primary physiological function involves the reversible
binding of O2 to deoxymyoglobin (Mb) to yield
oxymyoglobin (MbO2), which facilitates the transport of
O2 from the periphery of the cell to the mitochondria for
use in respiration. MbO2 reacts rapidly (and irreversibly)
with nitric oxide (NO) to yield nitrate and ferric myoglobin
(met Mb), thereby quenching free NO that might
otherwise inhibit cytochrome c oxidase. Met Mb is
reduced to Mb by met Mb reductase (e− arrow); also, Mb
binds rapidly with NO, yielding nitrosylmyoglobin
(MbNO). This pathway might be of greater significance in
cellular compartments with low O2 concentrations, for
example, in the immediate environment of mitochondria.
In the presence of O2, MbNO can be converted back to
met Mb much more rapidly than thermal dissociation of
NO, yielding nitrate again.
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with the direct bimolecular reactions of
NO with deoxy or oxy Hb. However, alter-
native reactions may come into play under
different conditions, such as the paraphys-
iological ones where NO concentration is
103 to 106 times lower than that of O2 and
Hb. In particular, when oxygenated hemes
in the quaternary R state of Hb are around
≥95% and when NO is present at con-
centrations lower than the level of vacant
hemes, the unoccupied binding sites will
be extremely reactive toward NO. Under
these conditions, a minute amount of NO
bound to the heme iron may follow an
alternative chemistry, as outlined below.

It has been proposed that NO reversibly
reacts with CysF9(93)β only when Hb is
in the quaternary R state (e.g. oxy Hb)
but not in the quaternary deoxy state; in
other words, this reaction of NO to Hb
should be incorporated into the MWC
two-state model. If this is the case, NO
would represent a third gaseous molecule
(in addition to O2 and CO2) carried by
Hb under normal conditions; this view,
however, is controversial.

8.2
Physiological Implications

Nitric oxide is continuously produced in
the endothelial cells through the enzy-
matic degradation of L-arginine by the
enzyme NO synthase. This gas acts as a sig-
nal transduction molecule that mediates a
variety of physiological responses, includ-
ing dilatation of blood vessels, achieved
by activation of soluble guanylate cyclase
(a heme-containing enzyme), with an in-
crease in the intracellular cyclic guanosine-
monophosphate concentration and thus,
relaxation of vascular smooth muscles.
The supposedly rapid conversion of NO to
biologically inactive metabolites in blood

(e.g. nitrate) formed the rationale for in-
halation NO therapy, because the short
half-life (∼2 ms) of NO in blood should
confine its effects to the pulmonary cir-
culation. Erythrocytes may be considered
to be a major sink for NO by virtue of
the quick oxidation reaction of NO with
oxy Hb (see Sect. 8.1) to produce met Hb
and nitrate, due to (1) the speed of this
bimolecular reaction (half-life about 1 µs,
according to extrapolation of the in vitro
data); and (2) the high concentration of
oxy Hb in blood, which is in the mil-
limolar range (2 mM in tetramers), to be
compared with endothelium-derived local-
level of NO that reaches only nanomolar
concentrations.

Nitric oxide was also shown to be
transported bound to sulfhydryls groups
through a process called nitrosation, occur-
ring by reaction of the nitrosonium cation
and the deprotonated sulfhydryls:

R–S– + NO+ ←−−−−−−→ R – SNO (12)

This reaction occurs quite easily not
only with reduced but also with oxidized
glutathione, which is at high concen-
tration in the erythrocytes (∼2.5 mM).
The same reaction was shown to oc-
cur with the CysF9(93)β of human HbA,
the rate of formation and dissociation of
β93-SNO being dependent on the qua-
ternary state of Hb (whether R or T).
According to this hypothesis, NO binds
cooperatively to the minor (∼1%) popula-
tion of deoxygenated heme in oxygenated
erythrocytes present in the arterial cir-
culation, forming iron–nitrosyl–Hb; the
NO group is then transferred (through
a one-electron oxidation) to CysF9(93)β
to produce its S-nitro derivative (<50 nM
in vivo), which dissociates NO upon
deoxygenation in the peripheral tis-
sues and elicits vasorelaxation via trans-
nitrosation reactions to low molecular
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mass thiols (such as glutathione, yield-
ing S-nitroglutathione) or high molecular
mass sulfhydryls (specifically, the anion
exchanger or band 3 in the erythrocyte
membrane).

This hypothesis is opposed on the basis
of the argument that two phenomena
would combine to make the reaction of
NO with Hb 106 times slower in vivo than
in vitro: (1) adjacent to the endothelium,
the blood flow creates an erythrocyte-
free layer, whose dimension (proportional
to the vessel diameter) modulates the
amount of NO that diffuses into smooth
muscle layer; and (2) the rate of NO
scavenging by erythrocyte is 500- to 1000-
fold smaller than that of an equivalent
concentration of cell-free Hb, possibly due
to the existence of multiple diffusional
barriers for NO surrounding red blood
cells (unstirred plasma layer, laminar-
flowing blood, and erythrocyte membrane
matrix). Therefore, the local concentration
of NO (∼400 nM) produced by endothelial
cells is in large excess of that required
to activate guanylate cyclase (the level for
its half-maximum activity being ∼20 nM),
thus ensuring that sufficient NO reaches
its target enzyme and induces smooth
muscle relaxation.

Support and dissent to both models
mostly depend on the wide spectrum of
analytical approaches employed to mea-
sure NO and nitrosothiols, methods that
often yield divergent values and thus lead
to conclusions with many aspects being
disputed. In particular, the main dissent
rests on the similarity or difference in
levels of S-nitrosothiols and HbFe(II)NO,
between arterial and venous blood: thus,
in contrast with proponents of the model
assigning an essential physiological role
to – SNO transport, opponents report no
artery-to-vein gradient.

9
The Globin Gene and its Biosynthesis

In humans, the initial ζ (α-like) and ε

(β-like) embryonic subunits, synthesized
in the yolk sac during the third through
eighth week of gestation, are gradually
replaced by α- and γ -chains so that the
original Hb Gower-1 is replaced, first
by Hb Gower-2 and Hb Portland and
finally by HbF (see Sect. 3). At about seven
weeks of gestation, when liver and spleen
become the major sites of erythropoiesis,
HbF accounts for about 50% of total
Hb. Synthesis of β-chains, minor at first,
begins to accelerate around the thirtieth to
fortieth weeks of pregnancy (see Fig. 8a).
Within eight weeks after birth, when
erythrocyte production has shifted from
liver and spleen to bone marrow, mainly α-
and β-chains are synthesized. At 6 months
after birth, the adult α2β2 form has
essentially taken over, along with the
minor α2δ2 component (Fig. 8B).

Each of these Hbs, synthesized during
the development from embryo to fetus to
infant (Fig. 8b), consists of two α-type and
two β-type subunits. The α-type (α, ζ )
and β-type (β, γ, ε, δ) families of human
genes are clustered, respectively, near the
telomere of the short arm of chromosome
16 and on the short arm of chromosome
11. Each globin gene in a cluster, like most
other eukaryotic genes, possesses a mosaic
structure in that it contains three coding
blocks (exons) separated by two interven-
ing sequences (introns) of DNA (Fig. 9).
It is worth noting that the gene encoding
neuroglobin (located in chromosome 14),
as well as that encoding cytoglobin (located
on chromosome 17), have three introns
like the gene of plant Hb (see also Sect. 1).
Exons, introns, and the flanking regions
(whose directions are indicated by 5′ or
upstream and 3′ or downstream, relative
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Fig. 8 Relative amounts of globin subunits (a) and Hb tetramers (b) at
different stages in the development of the human embryo, fetus, and
infant. Modifications in the pattern of globin gene expression are
controlled by a regulatory element, located at the 5′ flanking end and
called locus control region or LCR. In the absence of an interaction with
LCR, individual globin genes are either inactive or very poorly expressed.
In a series of interactions of LCR with downstream genes of the β-type
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to transcription start site of each gene) are
transcribed into nuclear mRNA precursors
(pre-mRNA). While pre-mRNA is still in
the cell nucleus, the intervening sequences
are excised and the terminals of the exonic

sequences religated to yield the mature
mRNA (a process termed splicing). Lastly,
mRNA is translated into globin. Conserved
nucleotide sequences, important for gene
function and regulation, are found just
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schematically illustrated.
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upstream of the mRNA coding blocks (i.e.
at the 5′ end), at the exon–intron bound-
aries, and at the 3′ end of the mRNA coding
sequences. Moreover, expression of indi-
vidual genes in a cluster, as development
from embryo to newborn proceeds, is de-
pendent on cis-acting elements of gene
switching as well as trans-acting proteins.

Cis-linked regulatory elements include
promoters, enhancers, silencers, insula-
tors, boundary elements, and the locus
control region or LCR (see Fig. 8c). The
human β-globin LCR – a region of DNA
located from about 6 to 22 kb upstream
of ε-globin gene – is composed of five do-
mains (called hypersensitive sites or HS)
of nucleosome disruption that exhibit
extremely high sensitivity to DNase I
digestion, thereby rendering the region
accessible to transcription and chromatin
remodeling factors: four of these HS are
erythroid specific, whereas one is ubiqui-
tous. The entire β-globin locus remains
in an inactive DNase-I-resistant chromatin
conformation in cells in which the globin
genes are not expressed; in erythroid cells,
the entire locus shows a higher degree of
sensitivity to DNase I, indicating that it is
in a more open and accessible chromatin
configuration. In particular, in embryonic
cells, the susceptibility to the digestion at-
tack is higher in the region containing the
ε-globin and γ -globin genes, whereas it is
the zone where the δ-globin and β-globin
genes are located that is more sensitive in
the adult erythroid cells.

However, efficient transcription of genes
requires a high local concentration of rele-
vant trans-acting factors. Nuclear compart-
mentalization provides an effective means
to locally enhance the level of rapidly mov-
ing trans-acting proteins, a process that
can be achieved by spatial clustering of
chromatin-associated binding sites for cog-
nate transcriptional factors.

Some erythroid-specific factors are tar-
gets of histone acetyltransferases and some
exist as phosphoproteins, indicating that
their activities are regulated by posttrans-
lational modification and that they may be
involved in chromatin remodeling of the
β-globin locus.

Three main models have been proposed
to elucidate the regulation mechanism of
the LCR: (1) in the looping model, the
LCR acts as an integral unit, forming in-
teractions with transcription factors and
the core-flanking sequences; this struc-
tural unit loops in such a way as to
directly associate with gene-proximal pro-
moter and enhancer elements, thereby
activating the appropriate gene expres-
sion (Fig. 8c); (2) according to the linking
model, the LCR promotes the formation of
a chain of transcriptional facilitator pro-
teins that extends along the chromatin
fiber between the LCR and the globin gene
family to activate the individual gene pro-
moter; and (3) in the tracking or scanning
model, erythroid-specific and ubiquitous
transcription factors and cofactors bind
recognition sequences in the LCR, forming
an activation complex that migrates – or
tracks – linearly along the DNA helix of
the locus; when such a complex encounters
the basal transcription machinery located
at the correct (according to the devel-
opmental stage) promoter, the complete
transcriptional apparatus is assembled and
transcription of gene initiates.

Chromosome organization is such that
the members of each globin family are
arrayed from amino-terminal coding (5′)
to carboxy-terminal coding (3′) sequences
(see Fig. 9). In the α-family genes, the
three exons code for residues 1–31, 32–99,
and 100–141 respectively; in the β-family
genes, the corresponding positions are
1–30, 31–104, and 105–146. Even though
the breaks occur in all chains at identical
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peptide bonds along the helical segments
(i.e. between residues B12 and B13 and
between G6 and G7), they do not mark the
boundaries of clearly defined structural
domains; they do, however, correspond
to smaller compact modules. Thus, the
central exon (exon 2 in Fig. 9) encodes a
module that provides a competent heme-
binding site (helices E and F) and the α1β2

sliding contact (helix C and FG corner);
such a module binds heme tightly and
specifically, but ligand-linked structural
fluctuations (as observed in the protein
fragment encoded by the central exon of
the present-day Mb gene) are large enough
to yield an unstable O2 complex. Addition
of the two terminal polypeptide modules
(coded by exon 1, which corresponds to he-
lices A and B and constitutes a scaffolding
for the heme pocket, and exon 3, which
provides helices G and H and contributes
most of the α1β1 packing contacts; see
Fig. 9) reduces the structural degrees of
freedom of the central module; the ensu-
ing damping effect in the amplitude of the
conformational fluctuations stabilizes the
efficiency of the holoprotein as a unit of
biochemical machinery.

The α-type gene cluster contains three
functional genes (ζ , α1, and α2) and
three pseudogenes indicated by the prefix
ψ (ψα1, ψα2, and ψζ ). Pseudogenes have
sequence homology to the functional
genes but are defective in some essential
coding and/or regulatory regions and thus
cannot be expressed in a globin chain. The
β-type gene cluster has five active genes
(ε, Gγ , Aγ , δ, and β) and one pseudogene
(ψβ ). The two fully functional and nearly
identical α (α1 and α2) and γ (Gγ and
Aγ ) genes possibly reflect their duplication
during evolution.

In these gene families, all vertebrate
globins are encoded in the same order
in which they are expressed during the

development: ε → γ → δ, β in the β-
cluster, and ζ → α in the α-cluster.

Throughout development from embryo
to infant, a balance in expression be-
tween α-like and β-like globin genes is
maintained, yielding fully functional Hb
tetramers (Fig. 8b). However, the α- and
β-globin genes are regulated in distinctly
different ways. In particular, the α-globin
gene does not require an added enhancer
for expression in transfected erythroid
and nonerythroid cells; in contrast, the
β-globin gene requires the presence of a
viral enhancer in cis for transient expres-
sion in nonerythroid cells. Hb synthesis
is coordinated to minimize the accumula-
tion of free subunits that form cytotoxic
precipitates. A chaperone, known as α-
Hb Stabilizing Protein, prevents in vivo
precipitation of free α-chains, suggesting
that α-globin levels and their incorporation
into Hb tetramers is controlled posttrans-
lationally. This is in contrast to β-globin
concentrations, which are largely governed
via regulation of transcription.

However, the regulatory mechanisms
do not take into account whether the
genes, which are yet to be activated, are
functional or not. Consequently, when the
programmed developmental time for the
activation of globin gene is reached, the
transcription machinery will be positioned
even when the gene is defective and unable
to produce any protein.

Alteration of the balanced synthesis of
globins in the two clusters leads to a very
important type of molecular disease called
thalassemia. In β-thalassemia, a partial or
complete deficiency of β-chains is associ-
ated with a prolonged biosynthesis of the
fetal γ -chains (yielding HbF or α2γ2) and
possibly with the accumulation of free α-
chains, which associate in the insoluble
aggregates, with toxic effects on the devel-
opment of erythroblasts. In α-thalassemia,
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a relative deficiency in α-subunit biosyn-
thesis results in an excess of γ - or β-chains,
which assemble into γ4 (Hb Bart’s) and β4

(HbH) homotetramers respectively.

10
Evolutionary Considerations

The essential features of the globin fold
(i.e. the overall three-dimensional struc-
ture of the protein, with its ensemble of α-
helical and nonhelical stretches; see Fig. 1)
from very diverse organisms – ranging
from mammals to insect and plant root
nodules – are highly conserved, even when
the amino acid sequences have diverged
until similarity is virtually undetectable.

This finding suggested to M. F. Perutz
that the spontaneous folding of the globin
chain implies stereochemical similarities
in sequence, which satisfy the overall struc-
tural configuration in spite of large differ-
ences in amino acid composition; this led
to the hypothesis that the globin family
has evolved by divergence from a common
ancestral gene (see Fig. 10). Moreover, the
discovery of Hbs in virtually all kingdoms
of organisms has suggested that the an-
cestral gene is ancient. Various estimates
place the time of duplication of the globin
genes from their single ancestor during
early vertebrate evolution at approximately
800 million years ago (see Fig. 10). Al-
though the resolution of the phylogenetic
tree is poor, evolutionary analysis sug-
gests that neuroglobins do not group with
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with glycine or alanine, respectively, at position H14(136) (see also Table 1).



98 Hemoglobin

vertebrate Hbs and Mbs (thought to have
diverged 500–600 million years ago) and
must be older. A distinct position of neu-
roglobins is also suggested by exon–intron
structure (see Sect. 9). The very early an-
cestor to vertebrates contained a single
ancestral gene. On the basis of the antiq-
uity of neuroglobin, it has been proposed
that the last common ancestor to all ver-
tebrates most likely possessed two globin
loci. Thus, duplication of the ancestral lo-
cus resulted in two loci, developing into
two different types of globin: neuroglobin
and cellular globin (see, Fig. 10). A further
duplication of cellular globin locus allowed
the development of the myoglobin and cy-
toglobin loci, on one hand, and of Hb locus,
on the other. The Hbs obtained their func-
tion in the circulatory system of the jawed
vertebrates (fish, amphibians, and reptiles)
after their divergence from the lineage
leading to the myoglobins and cytoglobins,
an event probably related to an increase in
body size and to the development of an ef-
ficient circulatory apparatus. Myoglobins
and cytoglobins separated later. From the
phylogenetic data, it is unclear whether
this occurred before the jawed vertebrate
diverged from the jawless vertebrates or ag-
nathans (lampreys and hagfish). In the Hb
locus, gene duplication gave rise to a clus-
ter encoding several monomeric Hbs, as
found in agnathans. This allowed the spe-
cialization of individual genes in α-type or
β-type Hbs that are found closely linked in
the same locus (as in poikilothermic jawed
vertebrates). It is thought that a common
ancestral globin gene gave rise to distinct
α- and β-globin genes through duplication
events, followed by the separation of the
α- and β-genes to different chromosomes,
as they are in homeothermic vertebrates
(birds and mammals). The original α-gene
in turn subdivided into α and ζ some-
where in the reptilian line; on the other

hand, the original β-gene differentiated
into adult β and fetal γ during the rise of
mammals. The original γ -gene itself later
produced both γ and ε, whereas primates
generated a δ-gene from the β-gene. Dur-
ing the long evolution of globin, only two
positions (F8 and CD1) have remained in-
variant (i.e. have been found in all Hbs):
the proximal histidine F8 and phenylala-
nine CD1, which wedges the heme into
its pocket (see Fig. 2). This means that to
ensure the satisfaction of similar stereo-
chemical requirements, the vast majority
of amino acid replacements have been con-
servative, that is, at a given position in the
sequence, a residue has been replaced by
many others (depending on the species) of
the same general class. Since these muta-
tions do not appear to be correlated with
any fundamental change in the functional
properties of Hb, they are called ‘‘neutral’’
and simply reflect accumulation of ran-
dom nucleotide substitutions that occur at
low frequency during DNA replication. It
is expected, of course, that highly deleteri-
ous mutations will have been weeded out
by natural selection.

Analysis of available sequences (>300)
shows that evolutionary divergence has
been constrained primarily by an almost
absolute conservation of the hydrophobic-
ity of the residues buried in the helix-to-
helix and helix-to-heme contacts. Survival
of mutant proteins in the globin family
has been restricted to those that maintain
the basic globin fold, tolerating variations
not only in residues occupying surface po-
sitions but also in those buried in the
molecule. Changes in surface residues are
sometimes reflected in radically different
quaternary structures with novel subunit
contacts (see Sect. 7), typical of some in-
vertebrate Hbs, which maintain reversible
oxygen binding and cooperativity.
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As for other proteins, the more distant
two globins are in the phylogenetic tree,
the more dissimilar the amino acid se-
quences of shared proteins will be. Thus,
if the comparison between members of
the globin family is restricted to verte-
brates, the number of common residues is
relatively high. Indeed, precisely 27 amino
acids in the α-subunits and 18 amino acids
in the β-subunits have remained invari-
ant (based on the amino acid sequence
of 32 species), and most of them are lo-
cated at sequence positions responsible for
efficient oxygen delivery: 14 are heme con-
tacts, 16 are intersubunit contacts essential
for allosteric mechanism, 8 are involved in
hydrogen bonds or salt bridges within the
subunits or at the α1β1 interface, 6 are in-
volved in internal nonpolar contacts, and a
single proline serves to turn the BC corner
in the β-subunits.

It has been estimated that changes in
the Hb genes accumulated at an average
rate of one residue per α- or β-subunit
every 2 to 3 million years. This notion is
in line with the general ideas of evolution,
illustrated by the observation that, in the β-
chains, there are eight differences between
man (Homo sapiens) and rhesus monkey
(Macaca spp.), 24 differences between man
and cow, 45 differences between man and
chicken, and 91 differences between man
and shark.

However, a close scrutiny of available
data for calculating evolutionary rates
from the distribution of mutations on
the genealogical tree (all corrected with
assumptions about the supposed nature
of molecular evolution) does not help in
discriminating unequivocally between two
possible conclusions: (1) the average rate
of accumulation of mutations in globin
sequences has remained approximately
constant from the ancestral to the present-
day Hb genes; or (2) genetic diversification

occurred in various phases with discontin-
uous evolutionary rates.

The first conclusion is easier to ex-
plain by the neutralist theory, according
to which most evolutionary changes at the
molecular level and most of the variability
within a species are caused not by selec-
tion but by random drift of mutant genes
that are selectively equivalent. In other
words, evolutionary rates are essentially
determined by the structure and function
of the molecules and not by environmental
conditions or population size. The approxi-
mate constancy of the evolutionary rate for
globin genes is supported by comparison
of the divergence between human α- and
β-chains and the divergence between the
α-chain of carp and the β-chain of man
(see Table 6). The two α-chains and the
human β-chain differ to roughly the same
extent. Since the sequence of the α-chain
of man differs from that of carp in about
half the positions, the α-subunits of the
two distinct lineages (one leading to carp
and the other to man) appear to have accu-
mulated mutations independently and at
approximately the same rate over a span of
500 million years (i.e. since gene duplica-
tion between α- and β-chains arose).

Although the biological-clock hypothesis
proved to be a useful tool for the quanti-
tative investigation of the time evolution
of biological processes at the level of pro-
teins, the clock itself does not appear to
be as regular as a simple Poisson pro-
cess. For example, the clock seems to
have changed its rate during evolution
while (or when) a tetrameric Hb was
first assembled, starting from an ances-
tral monomeric globin. In fact, analysis
of the reconstructed genealogical tree of
globin chains (see Fig. 11) shows an accel-
eration–deceleration pattern of molecular
evolution between ancestor and descen-
dants, evidence favoring positive selection
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Tab. 6 Number of differences between the amino acid sequences of human
α- and β-chains compared with the number of differences between the
sequences of α-chain from carp and human β-chain.

Type of change in Human α- versus Carp α- versus
the genetic code human β-chain human β-chain

No change 62 61
One nucleotide 55 49
Two nucleotides 21 29
Addition or deletion of a residue 9 10
Total 147 149
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Fig. 11 Acceleration–deceleration pattern in rates of globin evolution
during vertebrate phylogeny. The portions of the genealogical tree depict the
phyletic distance (i.e. the number of sequence substitutions that have
occurred as estimated from sequence data of 159 globins) from the early
vertebrates to the present.

rather than neutral fixation. Thus, the se-
lectionist or Darwinian view maintains
that for a mutant allele to spread through
a species, it must carry some selective

advantage; it is also presumed that at each
stage in the evolution of the tetramer,
the portion of the molecule just being
developed accepted nucleotide changes
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more rapidly than the regions that had
already been evolved or had yet to evolve.
As stated by R. E. Dickerson, in the evo-
lution of globin, there seem to be periods
when sequence changes were predomi-
nantly a consequence of natural selection;
on the other hand, after satisfactory selec-
tion of a globin suited to its physiological
role, the rate of accumulation of sequence
changes appears to have settled down to a
nearly constant value – a behavior that is
hard to reconcile with anything but ran-
dom fixation of near-neutral mutations.
In conclusion, neither positive selection
nor neutral drift is the sole force direct-
ing changes in globin during evolution,
but each model seems applicable and rel-
evant at different time spans during the
evolution of globin.

11
Hemoglobin Variants

11.1
Nature of Mutants

Several hundred mutant Hbs (882 up to the
year 2004) within the human population
have been isolated and chemically charac-
terized: variants of α-subunits relative to
those of β-subunits are approximately in a
ratio of 1 : 2. In most cases, the abnormal-
ity consists of the replacement of a single
amino acid residue per αβ dimer; all these
modifications are consistent with single-
base substitution in DNA coding for the
globin subunits. Some abnormal Hbs have
residues deleted or inserted (168 variants);
in others, the subunits are cut short or
elongated (12 variants); others are consti-
tuted by fusion of two different subunits (9
variants); and yet others show more than
one point mutation in the same polypep-
tide chain (15 variants). Of the large

number of Hb mutants, a significant frac-
tion has deleterious effects on health (see
Table 7). Various databases of Hb variants
have been developed, with increased capac-
ity for sophisticated queries and prompt
updating (e.g. http://globin.cse.psu.edu).

11.2
Molecular Basis of Hemoglobin Diseases

Pathological symptoms in the carriers
of Hb diseases have been associated
with altered oxygen affinity (causing poly-
cythemia if it is raised or cyanosis if it
is lowered), decreased stability of the pro-
tein (determining hemolysis and clumps
of denatured Hb called Heinz bodies), an in-
creased tendency to form ferric Hb (mainly
producing cyanosis), and abnormal intra-
cellular polymerization (inducing a con-
torted banana- or sickle-shaped erythro-
cyte). In many cases, these biochemical ab-
normalities have been interpreted with the
help of the three-dimensional structure.

Many of the structural abnormalities
giving rise to clinical symptoms are
clustered around the heme pockets or are
in the vicinity of the α1β2 interface, so
important in allosteric transitions. Some
of the typical structural changes leading to
abnormal Hbs are as follows:

1. A common structural pattern causing
an increase in O2 affinity is the loss of
hydrogen bonds, salt bridges, or non-
polar interactions that stabilize the Hb
tetramer and the T state in particular;
moreover, some mutations increase O2

affinity because they impair BPG inter-
action by modifying its binding site.

2. Unstable Hbs (128 variants) usually in-
volve (1) an opening of heme pocket,
loss of heme, and subsequent precipita-
tion of globin; (2) insertion of a proline
into a helix, where a kink is introduced
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Tab. 7 Selected list of point mutations determining abnormal human Hbs.

Residue Replacement Common name Comments

Change in oxygen affinity

CE3(45)α His → Arg Fort de France Oxygen affinity ↑; stabilization of R state
G2(95)α Pro → Ser Rampa Oxygen affinity ↑; tetramer dissociation
HC3(141)α Arg → His Suresnes Oxygen affinity ↑; destabilization of T state
E18(74)β Gly → Asp Shepherds bush Oxygen affinity ↑; decrease of BPG association
G4(102)β Asn → Thr Kansas Oxygen affinity ↓; stabilization of T state

Heme loss and/or
denaturation

H19(136)α Leu → Pro Bibba Unstable; proline disrupts helix H
CD1(42)β Phe → Ser Hammersmith Unstable, loss of heme; water attracted into heme
B14(32)β Leu → Arg Castilla Unstable; positive charge in molecular interior

Molecules with iron
permanently in
ferric oxidation state

E7(58)α His → Tyr M Boston Fe (III) ligated to Tyr instead of His
E14(70)β Ala → Asp Seattle Stabilization of Fe (III) by negative charge of Asp

Sickling
A3(6)β Glu → Val S Sickling; fit of Val into EF cleft of another tetramer
GH4(121)β Glu → Lys O Arab Enhancement of sickling in S/O heterozygote;

residue 121 β lies close to residue 6 β and Lys
increases interaction between tetramers
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Fig. 12 The O2 content of blood and some O2 carriers as a
function of O2 partial pressure under physiological conditions
(pH 7.4, 37 ◦C): A, native Hb stripped from BPG; B, whole blood;
C, pyridoxylated, glutaraldehyde-polymerized Hb; E, plasma. Area
D comprises the range of commonly employed perfluorocarbons
(compounds forming fine and stable emulsions with water). The
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oxygen pressure. It can be noted that release of O2 by a solution
of stripped, native Hb is very small, while for polymerized
pyridoxylated Hb, it is approximately half that of blood.
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that usually disrupts the tertiary struc-
ture; or (3) unfavorable removal of a
nonpolar side chain on the molecular
surface (which excludes the interior of
the protein from the surrounding wa-
ter), introduction of a charged group
inside the molecule, or deletion of sin-
gle residues or segments of polypeptide
chains. All these events can disrupt the
basic folding of Hb.

3. The M (for met Hb) mutants are the
class of Hbs in which the Fe atom of one
type of subunit is permanently oxidized
as a result of the replacement of a heme
contact residue; the most common
mutations are the substitution of either
the proximal histidine (HisE7) or the
distal histidine (HisF8) by a tyrosine in
the α-, the β-, or the γ -subunit.

4. In general, the mutations that lead to
abnormal Hb behavior are not located
on the exterior of the tetramer; yet, the
replacement of a surface glutamate at
position A3(6)β with a hydrophobic va-
line in HbS or sickle-cell mutant (the
most prevalent Hb variant worldwide)
has deleterious effects. Upon deoxy-
genation of a concentrated Hb solution,
HbS tetramers aggregate into a gel,
distorting and rigidifying the erythro-
cytes into a variety of bizarre shapes.
As a consequence, the red cells may
not be able to transverse the micro-
circulation vessels, with transient to
permanent blockage of local oxygena-
tion. When this happens, the resulting
organ damage is a major cause of the
morbidity and mortality of sickle-cell
anemia. The key to erythrocyte sickling
in HbS is the presence of a hydropho-
bic pocket located between helices E
and F and made up of PheF1(85)β and
LeuF4(88)β, which binds ValA3(6)β;
upon oxygenation, the helix F motion
of the β-subunits pulls the PheF1(85)β

of one tetramer away from potential
contact with the ValA3(6)β side chain
of a second tetramer, leading to dis-
sociation of the fibrils into oxygenated
HbS tetramers.

12
Hemoglobin Solutions as Blood Substitutes

Many blood substitutes should be more
properly called O2 carriers since they pro-
vide O2 transport and volume replacement
but do not perform other functions of
blood (e.g. facilitating coagulation and im-
mune responses). They are life-support
systems able to dissolve (and thereby trans-
port) large amounts of O2; this mode of
operation is at variance with simple plasma
expanders, which contain dissolved O2

at low concentration (≈0.3 mM). Among
potential O2 carriers, attention has been
focused on perfluorocarbons (synthetic
compounds that reversibly dissolve O2)

and a variety of Hb preparations, either
free in solution or encapsulated into lipid
vesicles. To be efficient, perfluorocarbons
have to be used under high O2 pressure
(see Fig. 12), otherwise, the amount of O2

transported is much too low; moreover,
they are immunotoxic.

Unprocessed solutions of Hb are un-
suitable as O2 carriers for several reasons.
First of all, Hb quickly disappears from
plasma, partly through formation of a com-
plex with the plasma-protein haptoglobin
(mainly cleared by the liver with a half-life
of 10–30 min) but mostly through direct
filtering off by the kidney, with a half-life of
1 h. The direct elimination though the kid-
ney is possible because in dilute solutions,
tetrameric Hb easily dissociates into free
αβ dimers; the kidney is permeable to pro-
teins of molecular mass <40 000 g mol−1,
unless very highly charged.
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Second, O2 release to tissues is poor as a
result of the high affinity of Hb dissolved
in plasma, which is stripped from BPG,
the allosteric effector that modulates the
efficiency of oxygenation. At 37 ◦C and
pH 7.4, p1/2 would decrease from the
physiologically desirable level of about
26 torr to about 10 torr, which is too low
for effective delivery (see Fig. 12).

Finally, unprocessed solutions of Hb are
not suitable as O2 carriers because the
isosmotic concentration of Hb dissolved
in plasma (70 g dm−3) is about half
that of normal blood (150 g dm−3).
To overcome these drawbacks, several
covalent modifications of Hb have been
described to produce Hb-based blood
substitutes, with the idea of capitalizing on
their potential advantages, such as, the Hb
solutions can be used immediately without
the need for blood group typing, they can
be stored in a ready-for-use formulation for
years and heat-treated, thus eliminating
the risk of viral transmission.

Thus, the first generation of Hb-based
O2 carriers were designed to prevent dis-
sociation into dimers and, therefore, to
prolong the half-life of Hb within cir-
culation. The molecular mass of chem-
ically engineered O2 carriers has been
increased by (1) intra- and inter-tetrameric
cross-linking with glutaraldehyde or gly-
colaldehyde; (2) conjugation to dextran
and polyethylene glycol derivatives; and
(3) protein engineering by fusion of the
two α-subunits. Moreover, to decrease the
O2 affinity of Hb and, therefore, to im-
prove unloading to the tissues, covalent
attachment to the α-subunits of pyridoxal
5′-phosphate (which is known to mimic
the functional effect of BPG) or specific
chemical changes [e.g. Asn G10(108)β →
Lys] obtained by site-directed mutagenesis,
were realized. Other compounds, such as

bis(3,5-dibromosalicyl)fumarate and nor-2-
formylpyridoxal-5′-phosphate, reduce the
O2 affinity and, at the same time, stabilize
the tetramer.

Large-scale polymerization (such as that
obtained by glutaraldehyde treatment) not
only prolonged the vascular retention of
the Hb molecules but also lowered the os-
motic activity by decreasing the number
of particles per unit volume. In particu-
lar, the isosmotic concentration in plasma
was increased from 70 g dm−3 (of free
Hb) up to 150 g dm−3 (i.e. the Hb level
in blood of healthy subjects). The latter
system showed some disadvantages, how-
ever, since the solution viscosity was much
higher than that of blood. Under cho-
sen conditions, glutaraldehyde-treated Hb
forms polymers containing two to eight
tetramers, having an isosmotic concentra-
tion of 100 g dm−3 and a viscosity lower
than that of blood; the vascular retention
of this compound in rabbits was about
20 h, a time sufficient for several clinical
applications. In fact, when the Hb deriva-
tive is used solely for the purpose of O2
transport, as in the prevention of cardiac
ischemia (e.g. during balloon angioplasty),
a relatively short half-life (5–10 h) may
actually be useful.

Identifying alternative sources of Hb has
been an additional, although not secondary
problem, since supply of the human
protein is limited. Therefore, the use of Hb
from other mammals (such as ox, pig, and
mouse) has been considered since the Hb
molecule is scarcely antigenic; however,
the possibility of anaphylactic reactions
after repeated applications is not unlikely,
even though the antigenic response in
humans can be minimized by modification
of Hb with polyethylene glycol.

However, severely adverse outcomes
were noted in clinical trials with first-
generation Hb-based O2 carriers, which
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were therefore dropped in favor of de-
veloping second-generation products. In
fact, outside the erythrocyte, Hb ap-
pears to be inherently toxic, being able
to generate highly reactive O2 species
(mainly, superoxide and peroxide) and to
interfere with the modulation of blood
pressure. Thus, met Hb levels of poly-
merized Hb can increase in 24 h from
an initial 3 to 40%. Harmful reactive
O2 species, which are by-products of Hb
auto-oxidation, are known to produce cel-
lular damage and constitute an important
concern in the use of modified Hb as
reperfusion agents. Moreover, the reac-
tion of met Hb with H2O2, produced
during the process of auto-oxidation, is
known to proceed via the formation of the
highly reactive ferryl Hb (i.e. HbFe(IV)),
a short-lived chemical species that per-
oxidizes lipids, degrades carbohydrates,
and modifies proteins as well as nu-
cleic acids. Moreover, extracellular oxy
Hb – in contrast to that encapsulated in
erythrocytes (see Sect. 8) – is highly vaso-
constrictive and the resulted hypertension
is a significant side effect of most Hb-
based blood substitutes. All these effects
can explain some of the unique toxico-
logical effects associated with the use of
the first-generation O2 carriers in the
clinic, on the basis of chemically modi-
fied Hb.

Strategies aimed at solving the above-
reported toxicities form the basis for
the second-generation Hb prototypes of
blood substitutes being able to safely carry
O2. Thus, intraerythrocyte antioxidant
enzymes (such as superoxide dismutase
and catalase) or water-soluble vitamin E
analogs, have been cross-linked to Hb
in the attempt to control Hb oxidative
side reactions, obtaining amelioration of
free-radical-mediated injury to cellular
systems. Moreover, the active sites of

Hb subunits have been engineered (e.g.
LeuB10 of both chain types replaced with
large aromatic amino acids) in order to
reduce the rate of NO binding (by ≥30-
fold), and therefore the NO scavenging
activity, while still retaining efficient O2

transport.

See also Heme Enzymes; Metallo-
enzymes.
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CpG and CpG island
CpG is a dinucleotide formed by C followed by G, and CpG islands are genomic
regions unusually rich in CpGs and found before genes and especially genes with
ubiquitous expression patterns.

Founder Mutation
A mutation traceable to a common ancestor and found relatively frequently in some
populations.

Frameshift
Mutation of a coding sequence due to loss or addition of one or two nucleotides or
multiples thereof. This alters the amino acid sequence from the point of mutation
onward and frequently leads to premature termination of the encoded polypeptide.

Male-driven Evolution
A situation where the male, by having a higher mutation rate than the female,
contributes a greater proportion of the variation acted on by natural selection.

Missense
Mutation resulting in the substitution of one amino acid for another.

Mutational Load
The sum of the deleterious mutations present in a zygote.

Nonsense
Mutation converting a codon specifying an amino acid into one determining the end of
a polypeptide sequence.

Uninemic
Of events affecting a single molecule of double-stranded DNA as that present in a
chromatid or a prereplication chromosome.

Zygote
The cell formed by the fusion of a male and female gamete and representing the origin
of a new potential individual.
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� The two X-linked hemorrhagic diseases hemophilia A and hemophilia B have
made an important contribution to the understanding of human genetics. The
first historical record of the inheritance of a disease and of ‘‘genetics’’-motivated
advice relates to these diseases, as do the first description of the X-linked pattern
of inheritance, the appreciation of equilibria between selection and mutation, and
the first attempt to estimate mutation rates. In modern times, the hemophilias
have clearly illustrated the successes and problems of replacement therapy and have
provided some insight into the causes of immunological complication associated
with the therapeutic administration of the missing gene products. It is therefore
not surprising that nowadays they attract the attention of scientists and clinicians
involved in the development of gene therapy. The hemophilias, which affect 1/5000
males in the population, are members of a large group of diseases characterized by
very high mutational heterogeneity. This group is of particular importance because,
on the one hand, the wealth of natural mutants that each member possesses allows
accumulation of detailed information on the structural features that are important
to the functions of the gene and gene product involved in the disease; on the
other, this creates the least favorable situation for the development of fully efficient
strategies for the provision of the carrier and prenatal diagnoses that are necessary
for genetic counseling. Surprisingly, mutation analysis in hemophilia A has revealed
that homologous intranemic recombination between duplicated sequences can
represent an important cause of recurring gene inactivation.

1
Genetics of the Hemophilias

A clear reference to the X-linked dis-
eases, now called hemophilias, is found
in the Babylonian Talmud of the fifth
century A.D., wherein the Rabbi advises
mothers who had lost two sons as a
result of uncontrolled bleeding after cir-
cumcision not to expose other sons to
such a risk. Furthermore, the X-linked
recessive pattern of inheritance of these
diseases, characterized by affected males
and unaffected females who transmit the
disorder, was lucidly described in 1803,
more than a century before the discov-
ery of sex-linked inheritance and 50 years
ahead of Mendel’s work. In 1935, it was
realized that the loss of hemophilia genes
due to the affected males’ low probability
of reproduction would have led to the

elimination of the disease if an equilib-
rium had not existed between such loss
and the gain of hemophilia genes by new
mutations. Under such an equilibrium,
the rate of renewal of hemophilia genes
in the population is 1/3 (1 − f ) per gen-
eration, where f is the effective fertility
or genetic fitness of the affected male
and 1/3 expresses the well-known fact
that males account for one-third of the
X-linked genes in the population, as they
have only one X chromosome, whereas fe-
males have two. In 1947, investigation of
the linkage between hemophilia and color
blindness (another X-linked trait) offered
the first hint that hemophilia was not a sin-
gle disease, because while most families
showed close linkage between hemophilia
and color blindness, one did not. Five years
later, however, the existence of two forms
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of hemophilia was clearly demonstrated
by complementation of the coagulation de-
fect in a mixture of plasma from different
hemophiliacs. Now, we know that defi-
ciency of coagulation factor VIII (FVIII)
causes hemophilia A, while deficiency of
factor IX (FIX) causes hemophilia B and
that the identical clinical features of these
diseases are entirely to be expected, since
FIX and FVIII are respectively the enzyme
and cofactor of a functional unit that con-
tributes to the proteolytic cascade, which
converts fibrinogen into fibrin by activat-
ing coagulation factor X (Fig. 1).

Hemophilia A is 5 to 6 times more fre-
quent than hemophilia B and, currently, in
the United Kingdom, it has an incidence
of approximately 1/5000 males. Until the
introduction of modern therapy, the effec-
tive fertility of patients with hemophilia A
or B was half that of normal individuals
and, therefore, the rate of renewal of the

pool of hemophilia A and B genes in the
population was 1/6 per generation. This is
in keeping with the clinical heterogeneity
of the diseases. Since hemophilia A is 5
to 6 times more frequent than hemophilia
B, and the rate of renewal of hemophilia
A and B genes is similar, it follows that
the rate of mutation for hemophilia A is
about 5 to 6 times greater than that for
hemophilia B. Indirect estimates of muta-
tion rates in hemophilia have been based
on the equilibrium postulated above, but
recently, a direct estimate independent of
the postulate was made in hemophilia B,
through the study of the UK population,
and this gave a value of 7.7 × 10−6 muta-
tions per gene per generation, with a 95%
confidence interval of 6.2 to 9.1. However,
the mutation rate is higher in the male
than in the female germline as the esti-
mate of the former is 18.8 × 10−6 and that
of the latter is 2.18 × 10−6 so that the ratio
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Fig. 1 The role of FVIII and FIX in blood coagulation. After tissue damage,
activated FVII (FVIIa) in complex with tissue factor (TF) activates both FIX and
FX, and, in turn, activated FX (FXa) and thrombin activate FVIII (not shown).
Inhibition of the FVIIa–TF complex by TFPI makes further conversion of FIX to
its active form dependent on FXIa and activation of FX on the
FVIIIa–FIXa complex.
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of male to female mutation rates is 8.64,
with a 95% confidence interval of 5.46 to
14.5. This high ratio is in keeping with
the theory of male-driven evolution and
may be explained by the different devel-
opment and physiology of the male and
female gonads. Extrapolation from these
data led to the suggestion that the delete-
rious mutation rate in the human genome
is greater than 1 and possibly as great as
4 per zygote per generation. This is im-
portant because such a high mutational
load in turn suggests that the long-term
survival of humans depends on genetic
recombination and, hence, sexual repro-
duction, which allows the elimination of
chromosome regions carrying deleterious
mutations by a process of truncating se-
lection. This is a process that allows
the elimination of mutations in bunches
by preferentially eliminating zygotes with
multiple deleterious mutations. In this
way, it can prevent the decline in genetic

fitness from generation to generation that
could follow deleterious mutation rates as
high as suggested above.

1.1
The Factor VIII Gene and its Product

The FVIII gene (F8) is 186-kb long (Fig. 2)
and contains 26 exons ranging in size
from 69 to 3106 bp. The latter is an
internal exon (number 14) and as such
is of exceptional size. The introns also
vary considerably in size, from 200 bp
(intron 17) to 32.4 kb (intron 22). The latter
intron is of particular interest because
it contains a CpG island associated with
two additional RNA transcripts, one of
opposite polarity to the FVIII transcript,
entirely contained within intron 22 and
defining an intronless gene, F8A, of about
2 kb and one of the same polarity as FVIII,
F8B. This contains a first exon derived
from intron 22 that contributes eight

Ca++
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FVIII gene

Plasma forms

Activated

AB1 2 3 4 5 6 7 8 9 1112 13 14 15 1719 21 26232425

16 18 20 22

Single chain FVIII

80 K110–200 K

372 740 1689

1648

A1 A2 B A3 C1 C2a3a1
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a2
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Fig. 2 Factor VIII gene (F8) and protein. Diagram of F8 gene (top bar) and FVIII
(lower bars). Exons are indicated by black boxes and numbered (1–26). Arrows in
opposite directions over intron 22 indicate the presence of CpG island (green box)
associated with the start of two transcripts of opposite orientation (A, B). Dotted lines
indicate exons coding for the different protein domains (see text). Arrows in plasma
and activated forms indicate site of proteolytic cleavages (see text) and numbers
associated with arrows indicate position of amino acid at the amino terminal end of
cleavage sites. Numbers in bars are weight in Daltons of individual protein segments.
(See color plate p. xxiv.)
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codons to a message comprising exons
23 to 26 of the F8 gene. The functional
significance of these two transcripts is
still uncertain. A protein encoded by F8B
has not been found yet, while the protein
encoded by F8A has been found associated
to Huntingtin. The above CpG island in
intron 22 and the F8A gene are part of a 9.5-
kb sequence called int22h that is repeated
500 and 600 kb more telomerically.

The FVIII mRNA is thought to be
9028-nt long with a 170 leader sequence
followed by 2351 codons and an 1805-nt
untranslated 3′ tail. The primary transla-
tion product starts with a prepeptide of
19 residues needed for intracellular trans-
port and secretion. The remainder of the
protein consists of six domains and three
small acidic peptides (a1 to a3) arranged as
follows: A1a1A2a2Ba3A3C1C2. The A do-
mains consist of approximately 330 amino
acids (aa) and are homologous to cerulo-
plasmin. The B domain (encoded by exon
14) contains 983 aa and is unique. The
C domains consist of approximately 150
aa and are homologous to a recently de-
scribed milk fat globule binding protein
and the slime mold’s discoidin. Factor V,
the cofactor of factor X that is responsi-
ble for the activation of prothrombin, is a
homolog of FVIII and has a similar pro-
tein domain structure; however, it lacks
the three acidic peptides (a1, a2, and a3)
and has a B domain with no homology to
that of FVIII.

The FVIII polypeptide undergoes exten-
sive intracellular modification including
glysosylation, sulfation, and proteolytic
cleavage. Glycosylation is both O and N
linked, and FVIII contains 26 glycosylat-
able asparagines of which 19 are in the B
domain. Sulfation is known to occur at the
following tyrosines: Tyr346, Tyr718, Tyr719,
Tyr723, Tyr1664, and Tyr1680. Secretion of
FVIII requires not only post translational

glycosylation of the asparagines in the B
domain but also processing of the gly-
cosidic chains to fully glucose-trimmed
mannose 9 structures. The transfer of
FVIII from the endoplasmic reticulum
to the Golgi apparatus is achieved with
the intervention of trafficking factors, as
revealed by the fact that absence of en-
doplasmic reticulum Golgi intermediate
compartment -53, or ERGIC-53 for short,
causes combined deficiency of both FVIII
and FV.

Prior to secretion, FVIII is cleaved not
only to release the prepeptide but also at
the B/a3 boundary (aa 1648–1649) to form
a molecule with a light chain consisting
of a3A3C1C2 (aa 1649–2232) and a heavy
chain consisting of A1a1A2a2B. This chain,
however, is of variable length since the
B domain is also cleaved at variable
internal positions.

Circulating FVIII is bound to and
protected by the von Willebrand factor
(vWF). Two FVIII regions are important
for this binding: the a3 peptide and in
particular the sulfated tyrosine at position
1680 within this peptide and a region at the
carboxyl end of the C2 domain comprising
residues 2303–2332. Conversion of FVIII
to its active form entails cleavage at
the a1/A2 and the a3/A3 boundaries (aa
Arg372-Ser373 and Arg1689-Ser1690). The
former cleavage transforms factor VIII
into a three-chain molecule and the latter
releases factor VIII from von Willebrand
factor. Activation is also accompanied
by cleavage at the a2/B boundary. The
activated FVIII is relatively unstable and,
in particular, the dissociation of the
A2 domain from the active heterotrimer
results in loss of activity. Activated protein
C, an important regulator of coagulation,
cleaves FVIII at the A1/a1 boundary
(Arg336-Met337) and causes its inactivation,
but this protein also cleaves at Arg562
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and this may represent an important
target for inactivation by protein C.
In addition, work on the clearance of
FVIII from the circulation has suggested
that in the absence of vWF binding
FVIII is rapidly cleared by a process
that involves a member of the family
of endocytic receptors: the low-density
lipoprotein receptor–related protein also
called the α2-macroglobulin receptor.

The large size and multiple forms of
the FVIII protein in circulation have hin-
dered crystallographic investigation, but
a model of the tridimensional structure
of the A domains of FVIII has been de-
rived, by analogy, from the crystal structure
of ceruloplasmin. Crystals of the C2 do-
main of FVIII have provided data on the
tridimensional structure of this module
and, finally, two-dimensional analysis of
crystals formed by activated FVIII in as-
sociation with phospholipidic membranes
has yielded a picture of the arrangement
of the activated FVIII domains relative to
each other, the phospholipidic membrane
and activated FIX.

The C2 domain essentially consists
of an eight-stranded antiparallel β-barrel
formed by two β-sheets tightly packed
against each other. Loops projecting from
one end of the barrel have been shown
to be important for the binding to phos-
pholipidic membranes. Thus, it appears
that three hydrophobic feet formed by the
side chains of Met2199 and Phe2220, Val2223
and Leu2251 plus Leu2252 embed into the
membrane, while the four basic residues
Arg2215, Arg2220, Lys2227, and Lys2249 in-
teract with the negative charges of the
phospholipids.

The C1 domain of FVIII can be modeled
on the C2 domain, especially in the core re-
gions that are more conserved. The model
of the three A domains of the activated
FVIII suggests that these domains are

arranged in a triangular structure, while
the two-dimensional crystals of activated
FVIII prepared on monolayers of nega-
tively charged phospholipids indicate that
the C2 domain penetrates the membrane
with four loops. The C1 domain is almost
at a right angle to C2 and has its major
axis parallel to the membrane. The A3 do-
main is in close association with the C1

and C2 domains near the membrane, and
the heterotrimer of A domains is tilted ap-
proximately 65◦ relative to the membrane
plane, with the A2 domain protruding par-
tially between the A1 and A3 domains.

1.2
The Factor IX Gene and its Product

The FIX gene (F9) is approximately 33-
kb long (Fig. 3) and contains eight exons
varying in size from 25 to 1935 bp. The
introns also vary in size from 188 to
9473 bp. The gene promoter has been
partly characterized and binding sites for
a number of transcription factors (NF1-
L, androgen receptor, LF-A1/HNF4, DBP,
and members of the C/EBP family) have
been found close to the transcription
start site. The FIX mRNA is 2802-nt
long and includes a leader sequence 29-
to 50-nt long, depending on the true
position of the translation start, and
1390 nt of 3′ untranslated tail. There is
a close correspondence between F9 exons
and protein domains. These are modules
shared by large families of proteins, and
the structure of the F9 gene is consistent
with the exon-shuffling hypothesis of gene
evolution. Three other proteins of blood
coagulation are coded by genes with the
same structure as F9, that is, factors VII,
X, and protein C. These genes are probably
derived from the same ancestral gene as
FIX. More remotely related to F9 gene is
the prothrombin gene, as these two genes
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Fig. 3 Factor IX gene (F9) and protein. Diagram
of F9 gene (upper line) and FIX (lower bar).
Exons are indicated by black boxes and labeled
(a–h). Dotted lines show domains encoded by
individual exons. Green areas are protein
domains cleaved prior to secretion (pre, pro) or
at activation: pre = prepeptide;
pro = propeptide; gla = gla region;

H = hydrophobic stack; EGF-b = first epidermal
growth factor domain with Ca++ binding site;
EGF-a = second epidermal growth factor
domain; activn = activation peptide flanked by
carboxyl end of light chain of activated factor IX
and amino end of the catalytic region. Disulfide
bridges in factor IX are shown below the protein
domains. (See color plate p. xxiv.)

show identical arrangements only for the
first three exons and are homologous only
in this region and in that encoding the
catalytic domain.

The first exon of F9 codes for the predo-
main of the leader peptide that is involved
in the transport and secretion of FIX. The
second exon codes for the prodomain of
the leader peptide and the gla region. These
two domains are functionally related since
the propeptide binds the enzyme responsi-
ble for the γ -carboxylation of 11 glutamic
acid residues that give the name to the
gla region (γ -carboxyglutamic acid = gla).
The third exon codes for a small hy-
drophobic region that contains the 12th
gla residue of FIX. The gla region con-
fers on FIX affinity for phospholipidic
membranes. The fourth and fifth exons
code for domains homologous to epider-
mal growth factor (EGF domains). The
first of these domains is called type B and
contains a high-affinity Ca++ binding site
contributed by Asp47, Asp49, Gln50, and
Asp64. The latter residue also undergoes
β-hydroxylation in a proportion of the FIX
molecules while Ser53 and Ser61 are glyco-
sylated. The second EGF domain that lacks
the Ca++ binding site and β-hydroxylated

residue is called type A. The EGF domains
are involved in protein–protein interac-
tion. Thus, the gla plus the EGF1 domain
of FIX seems to interact with the activated
FVII and tissue factor complex that acti-
vates FIX and the interface between the two
EGF domains with residues 1811–1818
of FVIII. The sixth exon codes for the
activation domain that comprises a pep-
tide of 35 aa (residues 146 to 180) that is
cleaved off during activation. This contains
two glycosylated asparagines (Asn157 and
Asn167). Finally, the last two exons of the
F9 gene code for a catalytic domain that
has all the features of serine proteases (e.g.
trypsin). Thus, His221, Asp269, and Ser365
are considered the cardinal residues of the
active center and Asp359 the residue con-
ferring affinity for basic residues. Residues
301–303 and 333–339 of FIX appear to in-
teract with residues 558–565 and 698–712
of the A2 domain of activated FVIII.

FIX is synthesized in the liver as a
precursor molecule with a leader peptide
of 46, 41, or 39 aa; it is not known which
of these is correct, but 39 is probable.
This peptide is cleaved prior to secretion
in two independent steps for the pre-
and prodomains. Circulating FIX is a
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monomer of 415 aa that upon activation by
FXI or FVII plus tissue factor is converted
into a two-chain molecule.

Crystallographic and other structural
studies have shown that the gla domain
that contains the phospholipids binding
site has at the N terminus a tightly
hydrogen-bonded complex involving two
calcium ions and a pseudoplanar network
of six to seven calcium ions that are tightly
associated with gla residues. A helix then
connects the calcium-associated fragment
to the EGF1 domain. The calcium ion
bound to the EGF1 domain is presumed
to fit in the interface between the gla and
EGF1 domain. The principal axes of the
oblong EGF domains form an angle of
100◦ stabilized by an interdomain salt
bridge. The catalytic region is localized
above the EGF2 domain so that the
activated FIX molecule shows a curved
configuration with the catalytic center
about 80 Å above the phospholipidic
membrane surface. The concave surface
of activated FIX contains interacting sites

for FVIII and sites affected by hemophilia
B–causing mutations.

2
Hemophilia A Mutations

The large size and complexity of the F8
gene has meant that adequate screening
of this gene for hemophilia A mutations
has had to wait for the development of
novel, efficient, and fast methods. Of
particular value in this respect was the
use of traces of FVIII mRNA in the RNA
prepared from peripheral lymphocytes.
This, in particular, has revealed that
20% of all cases and 50% of those
with severe hemophilia are due to gross
unexpected disruptions of the F8 gene.
The other hemophilia A mutations are
mostly small changes that involve single
base substitutions or the insertion and
deletion of a few nucleotides, while gross
deletions or duplications are relatively rare
(Fig. 4).

Missense

Nonsense

Splice site

Gross deletion

Inversion

Inframe deletion

FrameshiftCryptic splice

Fig. 4 Pie chart showing the different types of mutations reported in
hemophilia A. Cryptic splice refers to mutations generating novel
splice signals. In-frame deletion refers to mutations causing loss of
one or more codons.
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2.1
Gross Sequence Changes

In the United Kingdom, the study of
25% of the hemophilia A population
has shown that 1.2% of patients have
gross gene deletions. The world database
of hemophilia A mutations (HAMSTeRS
at http://europium.csc.mrc.ac.uk) records
116 gross deletions. These may involve
the whole or a part of the gene (e.g. a
single exon), and are usually associated
with severe disease. In this series, the
four deletions that are accompanied by
moderate hemophilia affect exons 5 and
6; exon 22; exons 23 and 24; and exon
25. The mRNA in these cases is expected
to maintain the normal reading frame
and, presumably, the deletion simply leads
to the loss of the aa encoded by the
missing exons.

Large insertions are quite rare, but two
interesting patients have been reported
with insertion of the repetitive LINE
sequence in AT-rich regions of exon 14.

These have been shown to be recent
transposition events from an active LINE
sequence in chromosome 22.

The major cause of gross F8 gene rear-
rangements is inversions. These, as men-
tioned above, cause 50% of the instances
of severe hemophilia A or about 20% of all
cases of the disease. Two main types of in-
version exist: one that breaks the F8 gene in
intron 22 and one that breaks intron 1. The
former accounts for 45% and the latter for
5% of patients with severe hemophilia A.

The inversions breaking intron 22
(Fig. 5) were the first to be discovered,
and formal proof was obtained that the
inversions result from intranemic homol-
ogous recombination between repeats of a
9.5- kb sequence called int22h. One copy of
this sequence (int22h-1) is part of intron 22
of the F8 gene, while a second (int22h-2)
and third copy (int22h-3) are respectively
located 500 and 600 kb more telomerically
and are both in inverted orientation relative
to int22h-1. These repeats are more than

Tel22 1

22126 252423

26 252423
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Normal

Inversion

DNA
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h1 h3h2

F8A F8AF8A
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99.9% identical. Inversions due to homolo-
gous recombination between int22h-1 and
int22h-3 are 5 to 6 times more common
than those involving int22h-1 and int22h-2,
but the reason for this bias is unknown.
It also appears that these inversions arise
predominantly during male gametogen-
esis. Since the above inversions cause
severe disease and hence are under strong
negative or purifying selection, their high
frequency is explained by a high rate of mu-
tation. Estimates of 4 and 7 × 10−6 int22h-
related inversions per gamete per genera-
tion have been offered. The int22h-related
inversions are the first mutations sought
in patients with severe hemophilia A, and
this is done either by Southern blotting or
by a more rapid PCR-based procedure.

The inversions breaking intron 1 of F8
(Fig. 6) arise by intranemic homologous
recombination like the int22h-related in-
versions. The sequence involved in this
recombination is a 1041-bp segment of in-
tron 1 called int1h-1 that is duplicated in
inverted orientation 140 kb more telomer-
ically to yield int1h-2. These two repeats
are more than 99.9% identical.

The int1h-related inversions are about
ninefold rarer than the int22h-related
inversions, and this reflects the size
difference between the int1h and int22h
repeats, in keeping with the idea that the

frequency of homologous recombination
is related to the length and degree of
identity of the sequences involved.

2.2
Small Sequence Changes

A variety of small sequence changes has
been reported, but none so far affecting
the putative F8 promoter. The known
mutations, therefore, may primarily affect
RNA processing, translation, or the fine
structure of FVIII.

2.2.1 Changes Affecting RNA Processing
The presence of traces of FVIII mRNA
in peripheral lymphocytes offers the op-
portunity to detect mutations altering the
structure of mRNA irrespective of where
they are located within the F8 gene or,
indeed, to confirm that mutations postu-
lated to alter mRNA processing actually do
so. Many of these mutations can be ex-
pected to alter the donor or acceptor splice
signal with consequent skipping of the af-
fected exon. In some patients, however,
alteration of the normal splice signal is
accompanied by the activation of cryptic
splice signals in the affected exon or in the
adjacent intron, thus respectively causing
partial exon exclusion and exon extension.
Finally, more rarely, patients are found to

Fig. 5 Diagram of int22h-related inversion, showing its transcriptional consequences. Top: normal
structure of DNA region and F8 gene transcripts (not drawn to scale). F8 = transcript encoding
coagulant factor, F8A and F8B = transcripts arising from CpG island in int22h repeat. Green arrows
in genomic DNA represent int22h repeats (h1 = int22h-1, h2 = int22h-2, h = int22h-3). Red bars
indicate some numbered exons of the F8 gene, yellow bars are exons unrelated to the F8 gene.
Vertical dotted lines are sites where intranemic homologous recombination occurs and leads to the
inversion. Tel → shows direction to telomere. Arrow point in transcripts indicates 3′ end. Bottom:
structure of DNA region with inversion resulting from recombination of int22h-1 with int22h-2. H1/2
and h2/1 are the recombined int22h repeats. The transcripts show that the F8 transcript contains only
exons 1 to 22 of F8 attached to the normally unrelated yellow exons and that exons 23 to 26 are
present only in the F8B transcript. NB inversions involving int22h-3 yield analogous transcripts. (See
color plate p. xxiii.)
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Fig. 6 Diagram of int1h-related inversion,
showing its transcriptional consequences. Top:
normal structure of DNA region and relevant
transcripts (not drawn to scale). Red bars
indicate numbered exons of F8. Light green and
blue bars are exons of the C6.1A and VBP1 gene
respectively; yellow bars are exons unrelated to
the above three genes. Green arrows in DNA are
int1h-1 (h1) and int1h-2 (h2). Vertical dotted lines
indicate sites where intranemic homologous
recombination occurs and leads to inversion.

Arrow point in transcripts indicates 3′ end.
Bottom: structure of DNA region with inversion
and relevant transcripts. H1/2 and h2/1 are
recombined int1h repeats. Transcripts show that
F8 contributes to two mRNAs: one containing all
but the last exon of C6.1A, some novel exons and
exons 2 to 26 of F8 and one containing exon 1 of
F8 plus novel exons and all but the first exon of
VBP1. The patients’ cells also produce normal
C6.1A and VBP1 mRNA. (See color plate p. xxv.)

produce mRNA with an additional exon
because of single base substitutions gen-
erating a novel splice signal in a region of
an intron close enough to a cryptic splice
signal appropriate to the definition of a
novel exon.

The severity of the disease in patients
with the above mutations appears to
be related to whether a fraction of the
pre-mRNA can be spliced into wild-
type molecules or whether the abnormal
mRNA has retained a normal reading
frame. When the normal reading frame
has been lost and no normally spliced
mRNA is produced, the patient tends to
have severe hemophilia A.

2.2.2 Changes Affecting mRNA
Translation
HAMSTeRS lists nonsense mutations at
95 different codons, and at 12 of these sites,
the mutations were transitions at a CpG
dinucleotide. These are usually observed in
multiple patients because of the relatively
high rate of transition mutations at this
type of dinucleotide.

Nonsense mutations should result in
premature termination of translation and
hence in truncated FVIII, which may
or may not be stable enough to be
secreted. However, a phenomenon called
nonsense mediated mRNA degradation may
lead to mRNA instability and hence
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prevent or grossly reduce FVIII synthesis.
Conversely, some nonsense mutations
may also impair exon recognition and
splicing. In this case, exon skipping may
restore the reading frame in at least some
mRNA molecules, which can then be
expected to produce FVIII lacking the
amino acids encoded by the exon that has
been skipped.

Nonsense mutations are fairly evenly
distributed along the FVIII coding se-
quence and are generally associated with
severe hemophilia A.

HAMSTeRS lists small deletions caus-
ing frameshifts at 138 sites and small
insertions also causing frameshifts at 48
sites of the FVIII coding sequence. At most
of these sites, the mutations appear to be
unique events but there are some sites
that are repeatedly affected and thus repre-
sent hotspots of deletion or insertion. The
most spectacular hotspots are represented
by regions of single base repeats such as
strings of A that are present at various loca-
tions in exon 14. These appear to undergo
slippage during DNA replication, thus ac-
quiring or losing a base. High mutation
rates at mononucleotide repeats could lead
to somatic mosaicism in the patient with
reversion of the mutation, and this would
have beneficial effects. Alternatively, er-
rors occurring during transcription could
result in some mRNA molecules with
a restored reading frame. It is interest-
ing, therefore, to note that while patients
with frameshift mutations usually have
severe disease, a few with mild or mod-
erate disease have been listed and these
bear frameshifts affecting polyA strings.
In the absence of the above corrections,
occurring either in some cells at DNA
replication or in some transcripts during
gene expression, frameshifts tend to cause
functional defects similar, by and large, to
gross deletions and nonsense mutations.

2.2.3 Mutations Causing Alterations of the
Fine Structure of Factor VIII
HAMSTeRS contains two mutations re-
sulting in amino acid addition: Ile at
codon 613 in one case and a string of
six amino acids after residue 1888 in
the other. Conversely, the database con-
tains eight amino acid deletions, of which
five affect a single residue, two affect two
residues, and one affects four residues.
However, the mutations that affect the fine
structure of FVIII are mostly amino acid
substitutions. The above database, after ex-
clusion of the UK patients studied in the
course of establishing a confidential na-
tional database of hemophilia A mutations
and pedigrees, contains 437 different mis-
sense mutations, 324 of which are unique
events while 113 have been observed two
or more times. The above UK study has
examined 767 unrelated patients and can
be contrasted with the data summarized
in HAMSTeRS in order to estimate the
total number of FVIII missense mutations
that can cause hemophilia A. The 437 mis-
sense mutations in HAMSTeRS represent
the group of missense mutations causing
hemophilia A that is already known. The
size of the group formed by hemophilia
A missense mutations that are still un-
known can be estimated if the missense
mutations found in the UK sample are
divided into those that are listed in HAM-
STeRS and those that are not. The ratio of
the latter to the former is proportional to
the number of different missense muta-
tions that can cause hemophilia A and
are not found in HAMSTeRS. In fact,
102 of 202 missense mutations found
in the UK study are novel relative to
HAMSTeRS and, hence, the missense
mutations causing hemophilia A and yet
not in this collection should be 221 (i.e.
102/202 × 437), so that the total number
of missense mutations capable of causing
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hemophilia A can be assumed to be about
221 + 437 = 658. This is not a particularly
high figure if one considers that the F8
gene encodes 2351 amino acids and that
15,588 missense mutations can occur in
this gene.

The distribution of missense mutations
causing hemophilia A is far from being ho-
mogeneous (Fig. 7). Thus, the B domain
is bereft of such mutations while it has a
proper share of nonsense mutations and
even an excess of frameshift mutations.
This is explained by the fact that the B do-
main does not contribute to the coagulant
activity and hence to the antihemophilic
function of FVIII.

The three A domains of the patients’
FVIII show similar numbers of missense
mutations and these preferentially appear
to occur at residues that are identical in the
three A domains, as the known mutations
affect 44% of these residues while they
involve only 28% and 24% of those that are,
respectively, identical in only two domains
or different in all three domains. Similarly,
the known missense mutations in the C
domains affect 42% of the residues that
are identical in all the C domains of both
factor VIII and factor V, while they affect
only 22% of the residues that are identical
in the C domains of factor VIII and 11%

of the residues that are not identical in the
C domain of factor VIII.

These data indicate that substitution of
residues important for the basic structure
of the A and C domains are much
more likely to cause hemophilia A than
substitution of other amino acids.

A number of missense mutations affect
residues of known functional importance.
Thus, Arg has been found to be substituted
for Ser1 at the cleavage site of the
prepeptide. Pro, His, or Cys, and Pro
or Leu, respectively, have been found
substituted for Arg372 and Ser373, which
form an activation cleavage site. Similarly,
Cys or His, and His or Arg, respectively,
have been found substituted for Arg1689
and Ser1690, which also form an activation
cleavage site.

Conversely, some missense mutations
have indicated residues important to
the stability of the FVIIIa heterotrimer
because they affect the interfaces between
the A1/A2, A1/A3, and A2/A3 domains.
This group of mutations includes the
following: R284E, R284P, S289L, R527W,
R531H, R531G, Q694I, R698L, R698W,
L1932F, M1947I, G1948D, and H1954L.
Interestingly, coagulant assays on patients
with these mutations show higher values
when they include FVIII activation in

A1 A2 B A3 C1 C2a3a1
Pre

a2

Fig. 7 Missense mutations of F8 associated
with hemophilia A. The horizontal bar shows the
domains of the FVIII polypeptide. The vertical
lines show the positions of missense mutations,
and their heights are proportional to the number

of different substitutions (from 1 to 4) found at
each residue. Any line thicker than the minimum
thickness indicates mutations at two or more
residues close to one another but not necessarily
adjacent in FVIII (data from HAMSTeRS).
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the measuring phase (1-stage assays)
than when FVIII activation is allowed
to precede the measuring phase (2-stage
assays) as this is likely to allow greater
FVIII inactivation, prior to measurement,
if the FVIIIa heterotrimer is unstable.
Ad hoc experiments for some of these
mutations have demonstrated abnormally
rapid dissociation of the A2 domain from
the heterotrimer.

Missense mutations in hemophilia A
may also offer some information on the
importance of sites of protein interaction.
Three regions of FVIII are considered
binding sites for FIX: residues 558–565,
698–712, and 1811–1818. The first two
interact respectively with the region of
FIX residues 333–339 and 301–303; the
third appears to interact with the interface
between the two EGF domains of FIX.
In HAMSTeRS, eight missense mutations
are listed for the first site, nine for the
second, and none for the third. With regard
to the interaction of FVIII with vWF, the
Y1680C and Y1680F mutations found in
hemophilia A patients bear witness to the
importance of this sulfated tyrosine for the
binding to vWF. Fifteen different missense
mutations affecting the binding of FVIII
to vWF have been found in the C domains.

2.3
Functional Interpretation of Observed
Sequence Changes and Correlations
between Genotype and Phenotype

A proportion of the observed FVIII mu-
tations can undoubtedly be considered
detrimental, that is, gross deletions or
other gross rearrangements involving the
essential sequences of the gene, such as
the int22h- and int1h-related inversions, al-
teration of absolutely conserved elements
of the splice site consensuses, frameshifts,
and nonsense mutations. However, the

accurate prediction of the functional conse-
quences of mutations detected in genomic
DNA may demand mRNA analysis.

Many mutations are not overtly detri-
mental and do not lead to gross mRNA
aberrations. In order to determine the
detrimental nature of such mutations, it
is important to have accurate diagnoses
and to perform a very thorough mutation
screen on the F8 gene. In particular, one
should exclude diseases that can mimic
hemophilia A. At present, we know of
two such conditions: the combined defi-
ciency of FV and FVIII associated with
defects in secretion pathways and the
Normandy-type von Willebrand disease
due to mutations that impair the ability
of vWF to bind FVIII. Mutation screen-
ing of the F8 gene should ensure levels
of detection as close as possible to 100%.
Currently, this can be done best by pro-
cedures that include the use of mRNA.
Under these conditions, mutations that
represent the only change detected in the
F8 gene are likely to be the cause of the
disease. In some cases, family studies can
show that the mutation found in a pa-
tient is of recent origin and this strongly
supports its deleterious nature. Also, the
independent occurrence of the same mu-
tation in two or more patients strongly
supports the idea that the mutation is the
cause of the disease. Less useful indicators
of the disease-causing role of observed
sequence changes are considerations on
the degree of conservation of the mutated
residues of FVIII or the chemical differ-
ence between the normal and the mutant
FVIII residues. The accumulation of thor-
ough hemophilia A mutation data should
also help identify neutral polymorphisms,
as these may appear as second changes
common to patients with different disease-
causing mutations.
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With regard to the correlation between
phenotype and genotype, missense muta-
tions are frequently associated with mild
or moderate disease.

Variability in the severity of the disease
has been reported among hemophilia A
patients with the same mutation, and
this may be due to polymorphic variation
in genes that encode factors important
for the maturation, secretion, transport,
clearance, and modulation of the activities
of FVIII.

The most worrying phenotypic feature
of patients with hemophilia A is the
propensity to develop antibodies against
therapeutic FVIII. The risk of developing
such antibodies or inhibitors is strongly
correlated with the type of mutation
causing the disease. Thus, a risk of about
30% is associated with the int22h-related
inversions, gross deletions, and nonsense
mutations, while frameshifts show a lower
risk of about 20% and missense mutations
an overall risk of 8%. HAMSTeRS shows
39 missense mutations associated with
the presence of inhibitors and for 20 of
these mutations, there are two or more
patients per mutations with information
on the inhibitor status, forming a total
of 161 patients, 48 of which (29.8%)
had inhibitors. This suggests that most
of the risk of inhibitors associated with
missense mutations is due to a small group
of residues and their substituents that
possibly create novel antigenic epitopes.
Some evidence that this might be the
case has been obtained for inhibitors
associated with the mutations R593C
and R2150H. With regard to the first
mutation, a patient has been reported
with inhibitors directed exclusively against
the wild-type FVIII, while, with regard
to the second mutation, two patients
with high titer inhibitors were reported
who still displayed significant levels of

FVIII activity, thus suggesting that the
patients’ mutant FVIII was not recognized
and hence not blocked by the patients’
inhibitors. The high risk of inhibitors
associated with gross rearrangements and
nonsense and frameshift mutations is best
explained by the inability of patients with
these mutations to produce FVIII. This
could result in lack of immunological
tolerance to FVIII, which would not be
recognized as ‘‘self.’’ As nonsense and
frameshift mutations are expected to cause
similar effects on FVIII synthesis, the
reasons why frameshifts are associated
with a somewhat lower risk of inhibitors
should be considered. The insertion or
deletion mutants in polyA regions (≥6A
residues) appear to be mainly responsible
as they show a very low risk of inhibitors.
Thus, only five (6.5%) of 76 patients with
these frameshifts are reported as having
inhibitors in HAMSTeRS. Possibly, this is
due to errors of replication or transcription
of the mutated polyA regions, which, as
mentioned above, may allow production
of traces of FVIII that may serve to develop
immune tolerance to FVIII.

3
Hemophilia B Mutations

The vast majority of hemophilia B mu-
tations are due to single base-pair sub-
stitution, or deletion and insertion of a
few base pairs, while gross deletions and
other rearrangements are rare (Fig. 8). So
far, 2847 mutations involving small se-
quence changes and 90 gross deletions
have been reported in the world data-
base (http://www.kcl.ac.uk/ip/petergreen/
haemBdatabase.html). However, large
population samples provide more precise
information on the relative frequency of
gross and small sequence changes.
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Missense
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Splice site

Gross deletion
Promoter

Inframe deletion
Frameshift

Cryptic splice

Fig. 8 Pie chart showing the different types of mutations
reported in hemophilia B. Promoter refers to mutations affecting
the F9 promoter.

3.1
Gross Sequence Changes

A fairly unbiased sample representing
>70% of the UK hemophilia B population
has shown that gross sequence changes
account for about 1.5% of the patients.
Most gross mutations are deletions that
may involve the whole or part of the F9
gene. They usually cause severe disease
with no measurable FIX protein in cir-
culation. However, in one patient, with
deletion of the fourth exon (exon d), sig-
nificant amounts of circulating FIX have
been reported. Such a deletion should not
alter the reading frame of the mRNA.
Large insertions are very rare and among
those of particular interest is the insertion
of an Alu repeat, as it raises the issue
of ongoing retrotranspositions in the hu-
man genome.

3.2
Small Sequence Changes

The 2847 hemophilia B mutations due to
small sequence changes (<20 bp) consist

of 2646 single base substitutions, 160
deletions, 38 insertions, and 3 combined
deletions and insertions. Furthermore, 28
patients showed two, and one patient three
F9 gene mutations, probably, and in some
cases certainly, representing the associa-
tion of a detrimental mutation with addi-
tional ‘‘private’’ neutral sequence changes.
Excluding such additional changes, 916
unique molecular events have been iden-
tified, while the remainder are repeats
of previously observed changes. Many of
these are CG > TG or CA changes that
define mutational hotspots but, in some
instances, frequent repeated observation
may be due to founder mutations. This
probably applies to some of the −6G > A
promoter mutations, to the three missense
mutations G60S, T296M, and I397T, and
to the 17810A > G base substitution in in-
tron 5 that creates a novel donor splice sig-
nal. This fits the consensus better than the
normal site, is located 13-nt downstream
of exon e and causes a mild hemophilia, ac-
counting for 5.5% of hemophilia B patients
in the United Kingdom.
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3.2.1 Mutations Affecting Transcription,
RNA Processing, and Translation
Detrimental promoter mutations should,
by definition, impair transcription.
Twenty-one different promoter mutations
have been reported (Fig. 9). They affect
binding sites for different transcription
factors (LF.A1/HFN4, DBP, C/EBP), and
usually cause a disease characterized by a
clinical and hematological age-related im-
provement (especially postpubertally) that
may lead to complete loss of symptoms.
However, no age-related improvement has
been reported in patients with substitu-
tion of residue −26 (G > C, G > A or
G > T), which is part of a weak androgen
response element (nt −36 to −22) that in
its 3′ region overlaps with an LF.A1/HNF4
binding site. It seems probable that the
improvement of patients with promoter
mutations is due to the greater dependence
of the promoter on developmentally re-
lated stimulatory events such as increases
in androgen levels.

Very high amplification of nucleic acid
sequences has allowed examination of
tissue-specific mRNAs in tissues that do
not express these mRNAs as traces of the
relevant mRNA are nevertheless found.
However, the F9 gene, mainly expressed
in the liver, is unusual because while
trace levels of FIX mRNA are present
in lung, skeletal muscle, and heart, no

traces of full-length FIX mRNA are found
in peripheral lymphocytes, lymphocyte-
derived cell lines, or pancreas. Instead,
a novel mRNA is found that contains only
the last two exons of the F9 gene. This
has prevented thorough analysis of the F9
mutations that affect mRNA processing.
Nevertheless, several mutations that can
be expected to affect mRNA splicing
have been reported as probable causes
of hemophilia B. These include base
substitution or deletion of the very highly
conserved dinucleotides at the start and
end of each intron, alteration of less
conserved elements of the splice signal
and also the generation of novel splice
signals such as that described in the
previous section as causing 5.5% of all
UK hemophilia B and a new donor splice
in the 3′ untranslated tail of the message.
The latter has been observed repeatedly in
patients with severe disease and appears
likely to disrupt the processing of the 3′
end of the message.

Mutations affecting translation, that
is, frameshifts and nonsense codons,
are scattered throughout the FIX coding
sequence. Interestingly, these mutations,
irrespective of their location, are usually
associated with absence of FIX protein in
circulation. Thus, even translation stops
very close to the end of the protein (e.g.
codon 411) have been found in patients

−35
+36

+15
+1

ARE
HNF4

X

C/EBP
Y

G TGGTACAACTAATCGACCTTACCACTTTCACAATCTGCTAGCAAAGGTTATGCAGC

A
C T GAC

C A
C GA CC

G
GC

T
G
∆

∆
T

TCTCAGCTTGTACT

Fig. 9 Hemophilia B mutations affecting the promoter of F9. Mutant residues are in red, �

indicates single base deletion. Bars below promoter sequence indicate mutation-affected
regions known to bind transactivating factors. ARE = androgen responsive element,
HNF4 = liver-specific transcription factor binding site, C/EBP = binding site for members of
the C/EBP family of transactivating factors, X = region binding HNF4 and members of the
steroid hormone receptor super family (ARP1, Coop/Ear3) that appear to exercise repressor
activity on F9 promoter. (See color plate p. xxiv.)
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with no circulating FIX. This suggests that
even moderately truncated FIX and/or FIX
mRNA containing premature stop codons
are unstable.

3.2.2 Missense Mutations and Single
Amino Acid Deletions
Twelve different single aa deletions and
549 substitutions have been reported so far
plus five aa substitutions that are probably
or certainly neutral R-44H, I-40F, A147T,
F178L, and V328I. The above 549 missense
mutations affect 225 residues of FIX
(Fig. 10) plus seven codons that contribute
to splice consensuses. It is difficult to know
whether these seven mutations mainly act
by changing an amino acid in FIX or by
impairing mRNA formation.

The leader peptide is relatively lightly
affected and its prodomain shows mu-
tations essentially in a region important
for its cleavage from the mature protein.
The Val-10, which is important for the
binding of the γ -carboxylase that modifies
the gla residues, has shown two substitu-
tions (A-10T and A-10V) that do not cause
hemophilia B but are associated with hy-
persensitivity to warfarin, an antagonist
of vitamin K, which is the cofactor of γ -
carboxylase. Several residues of the gla

domain are affected by mutation, includ-
ing gla residues (except those at positions
15, 36, and 40) and the Cys18 and Cys23,
which form a disulfide bridge. All together
55 missense mutations have been found
in this domain, which contains 38 amino
acids. The EGF type B domain shows
66 different missense mutations affect-
ing, among others, residues involved in
the high affinity Ca++ binding site and
the cysteines of the three disulfide bridges
characteristic of these domains. The EGF
type A domain shows a lower number of
missense mutations (43), many of which
affect the six cysteines involved in disul-
fide bridges. The activation domain shows
relatively few mutations and these are con-
centrated in regions of obvious functional
importance such as Cys132, which is part
of a disulfide bridge that holds together
the light and heavy chain of activated FIX
and its immediate neighbors; the residues
of the cleavage sites necessary for the exci-
sion of the activation peptide; and the first
residues of the heavy chain of activated
FIX that are part of the catalytic domain.
Three hundred and nine different amino
acid substitutions are distributed through-
out the catalytic domain, and bear witness
to the fairly highly constrained nature of

P
r
e

Pro Gla H EGF-b EGF-a Activn Catalytic

Fig. 10 Missense mutations of F9 associated with hemophilia B. The horizontal bar shows the
domains of the FIX polypeptide with its disulfide bridges indicated below. The vertical lines mark
the positions of missense mutations and their heights are proportional to the number of
different substitutions (from 1 to 6) found at each residue (data from
http://www/kcl.ac.uk/ip/petergreen/haemBdatabase.html).
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this domain. The highest concentration of
missense mutations is found in the re-
gion comprising Ser365 of the active center
and also in a region comprising residues
that form the entrance to the activated FIX
specificity pocket. The α-helix comprising
residues 330 to 338 is also rich in missense
mutations. A number of loops border the
substrate-binding groove. Of these, two:
(residues 199–204 and 223–229) seem
mutation-poor, while the others (235–245,
256–268, 312–322, and 340–347) show
average to high numbers of mutations.

In general, the missense mutations
found in hemophilia B show a strong
preference for residues that are conserved
in the homologs of FIX: FVII, FX, and
protein C. Thus, 291 different substitu-
tions have been found at the 107 residues
that are absolutely conserved, 113 at the
73 amino acids that show only one or
two conservative changes, 58 at the 45
residues that show one nonconservative
change, and 90 at the 229 less-conserved
amino acids.

The current list of hemophilia B mu-
tations also identifies residues that are
mandatory for the structural and/or func-
tional integrity of FIX because different
types of substitutions are associated with
hemophilia B. Thus, 53 residues show
two different substitutions, 48 show three,
32 show four, 8 show five, and 5 show
six. The last two groups comprise Glu33,
Pro55, Cys88, Cys95, Cys132, Arg145, Arg180,
Cys222, Cys361, Asp364, Ser365, Thr380, and
Ser384. The abundance of FIX residues
that are known to have suffered multi-
ple substitutions also suggests that the
data available on hemophilia B muta-
tions already form a fairly good repre-
sentation of the mutational spectrum of
hemophilia B. We have also calculated the
target for single base substitutions caus-
ing hemophilia B. This comprises 825

substitutions of which 189 are expected
to cause nonsense and 636 missense
mutations. The current list of observed
hemophilia B mutations in fact contains
73 different nonsense and 554 different
missense mutations that represent 38.6%
and 87%, respectively, of the total num-
ber expected.

3.3
Functional Interpretation of Observed
Sequence Changes and Correlations
between Genotype and Phenotype

The criteria that can be used to decide
whether an F9 sequence change observed
in a hemophilia B patient is the cause of
the disease are essentially those already
mentioned for mutations of the F8 gene
and hemophilia A. The lack of a convenient
source of FIX mRNA of course prevents
the analysis of most mRNA processing
defects and the clear identification of
intronic mutations capable of causing
hemophilia. Fortunately, the systematic
analysis of hemophilia B populations
indicates that no more than 1–2% of the
F9 mutations are likely to be in regions
other than the proximal promoter, exons,
and normal RNA processing signals. Thus,
the lack of mRNA precludes the rapid
detection of only a very small proportion
of the hemophilia B mutations.

As in hemophilia A, gross deletions,
frameshifts, and nonsense mutations are
usually associated with a severe phenotype
and predisposition to the inhibitor compli-
cation. The latter was recognized as early
as 1983 in hemophilia B. Patients with
hemophilia B bearing identical mutations
appear to show less phenotypic variation
than analogous groups of patients with
hemophilia A. Comparison of FIX coag-
ulant activity and protein concentration
in blood may indicate whether mutations
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merely affect the function or also the se-
cretion and/or stability of Factor IX. Thus,
the prepeptide mutation I-30N, which al-
ters one of the essential features of the
prepeptide (its hydrophobic core) and may
thus affect secretion, and also substitutions
at cysteines involved in disulfide bridges,
which may affect stability, are associated
with low protein levels. Conversely, mu-
tations affecting key functional residues
such as Asp369 and Ser365 show normal
protein levels.

4
Considerations Arising from the Study of
Mutations in Hemophilia A and B

It is instructive to compare some features
of the molecular genetics of hemophilia
A and B. These two diseases are clinically
indistinguishable and their differential di-
agnosis requires specific coagulant assays.
Nevertheless, once hemophilic patients
are separated into the A and B groups,
some differences emerge. In hemophilia
A, a much larger proportion of patients is
severely affected. This is explained by the
F8 gene proclivity to disruptive inversions
involving the int1h and int22h sequences.
This difference in the hemophilias’ mu-
tational spectra (see Figs. 4 and 8) also
largely explains why 20% of hemophilia
A and only 3% of hemophilia B patients
develop inhibitors during the course of
replacement therapy.

The amino acid sequence of FIX appears
much more constrained than that of
FVIII because while 4.2% of all F8
missense mutations are thought to be
able to cause hemophilia A, that is so
for 21.2% of the F9 missense mutations.
Since the B domain of FVIII represents
39.3% of the FVIII polypeptide and does
not participate in coagulation, the above

difference is largely but by no means
entirely due to this domain. Thus, the
apparent correspondence between the
ratio of the sizes of F8 and F9 and the
ratio of the incidence of hemophilia A
and B appears to result from three main
factors: the predisposition of the F8 gene
to disruption by inversion, the presence in
FVIII of the large B domain that tolerates
amino acid substitutions, and the more
constrained structure of FIX.

The study of an unbiased sample of
hemophilia B patients representing 72%
of the UK population has allowed a direct
estimate of the hemophilia B mutation
rate and of the rates of different types
of mutations. Thus, transitions at CpG
sites appear to occur at the rate of
97 × 10−9 per nucleotide per generation,
transitions at other sites at the rate of
7.3 × 10−9, transversion at CpG sites at
5.4 × 10−9, and transversions at other
sites at 7.0 × 10−9. Hence, the rate of
transitions at CpG sites is 13-fold greater
than other base substitutions. While this
explains the deficit of CpG doublets
observed in the human genome, it is
still insufficient to explain the proportion
of hemophilia B (34.8%) or hemophilia
A (32.3%) mutations due to transitions
at CpG sites. A full explanation must
consider natural selection at essential sites
of the coding regions of F8 and F9. At these
sites, selection will oppose the tendency
to lose CpG doublets. Consequently, CpG
sites are relatively more frequent at critical
sites of gene coding regions, and their
mutations are, therefore, particularly likely
to cause disease. In keeping with this
idea, we observe that of the 96 base
substitutions that can occur at CpG sites
in the coding sequence of the F9 gene, 58,
or 60%, are expected to cause hemophilia
B, while only 767, or 24% of the 3179 base
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substitutions at other sites are expected to
cause the disease.

5
Mutational Heterogeneity and Genetic
Counseling in the Hemophilias

The great mutational heterogeneity of
hemophilia A and B is a problem with
regard to the carrier and prenatal di-
agnoses that are required for precise
genetic counseling.

In the hemophilias, coagulant assays
often do not provide definite carrier
diagnoses because the vagaries of X
chromosome inactivation result in broad
variation of FVIII or FIX values in carriers
and considerable overlap between carrier
and normal females.

The analysis of the intrafamilial segre-
gation of intragenic polymorphic markers
may provide definite carrier diagnoses as
well as first trimester prenatal diagnoses
but it inevitably fails in a large proportion
of cases. The diagnostic failures are due
to the limited informativity of available
polymorphic markers in the population of
interest, to the logistic problem of obtain-
ing samples from all required individuals,
and especially to the large proportion of
families that have a single affected individ-
ual. For example, in the United Kingdom
and Sweden, approximately 50% of the
families with hemophilia A or B have a
single affected individual and the polymor-
phic marker approach is of very modest
value in these families.

Only the direct detection of the gene
defect can offer maximum diagnostic suc-
cess. Therefore, we have argued that ideal
strategies to optimize genetic counseling
in the field of hemophilia should be based
on the construction of national confiden-
tial databases of mutation and pedigree

information. This can be achieved by
characterizing the mutation of an index
individual in each family and collecting
his/her pedigree. Such national databases
are now being constructed in the United
Kingdom and other developed countries.
They, of course, provide information on
the molecular biology of the disease and
allow very rapid carrier and prenatal diag-
noses on the blood relatives of the index
individuals because such diagnoses can be
based simply on the analysis of the re-
gion of the gene that is defective in the
index person.

A further concern in genetic counsel-
ing is the issue of somatic or gonadal
mosaicism for the hemophilia A or B mu-
tations. Since mutations in the F8 or F9
gene may arise postzygotically, individuals
who have suffered such a mutational event
may have a mixture of cells that either
have or have not a hemophilia mutation.
If this mixture is present in somatic tis-
sues, the individual is a somatic mosaic,
while if the mixture is confined to germline
tissue he/she is a gonadal mosaic. Anec-
dotal evidence for somatic mosaicism is
available for both hemophilia A and B,
and evidence for gonadal mosaicism has
been presented for Duchenne muscular
dystrophy. In general, mosaic status will
be found in an individual who is the first in
the family to carry the relevant mutation,
but exceptionally a mosaic may result from
a zygote with two or more X chromosomes
such that the X chromosome carrying a
preexisting hemophilia mutation is lost
from some of the cells during postzygotic
development.

Obviously, it is impossible to predict
the risk of a mosaic mother transmitting
the mutant gene to her offspring as
this will depend on the proportion of
eggs carrying the mutant gene and their
chance of maturation. Genetic counseling
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will therefore generally have to rely on
estimation of average empiric risks. This
can be obtained from careful, unbiased
population studies. Thus, in the UK
population, we investigated how many
hemophilia B patients or carriers could
be attributed to gonadal mosaicism in
mothers designated as noncarriers when
their leucocyte DNA was tested. Since we
observed no patients or carriers from 47
informative births in the UK hemophilia
B population, we concluded that the
empiric risk of a ‘‘noncarrier’’ mother
of a hemophilia B patient manifesting
as a gonadal mosaic by transmitting the
mutation to a second child was less
than 0.062.

In the case of detectable somatic mo-
saicism, the upper limit of risk given
should be that appropriate to carrier moth-
ers, and, if requested, prenatal diagnosis
should be undertaken.

Of course, the chance of detecting
somatic mosaics depends on how efficient
the laboratory test is in identifying the
mutant DNA mixed with that of wild
type. For this purpose, mutation detection
methods based on chemical mismatch
cleavage or denaturing gradient high-
performance liquid chromatography are
preferable to sequencing.

6
Progress in the Treatment of Hemophilia

In the second half of the last century,
therapies based on concentrates of FVIII
and FIX prepared from human plasma
increased the patients’ life expectancy
to near-normal values. However, in the
1980s, HIV-infected blood products cre-
ated a cohort of patients suffering from
this lethal disease. Similarly, high rates
of hepatitis C infection have marred

the progress achieved with the introduc-
tion of blood-derived coagulant concen-
trates. Moreover, recently, concern has
arisen about the transmission through
blood products of the Creutzfeldt–Jakob
prion disease.

Fortunately, the early cloning of the
F9 and F8 genes has allowed the de-
velopment of industrial procedures for
the production of both FIX and FVIII
from mammalian cell cultures created
to express these factors in vitro so as to
minimize risks from the above-mentioned
viruses and prions.

In the last 18–20 years, gene therapy
has been an important treatment aim. The
hemophilias appear well suited to this type
of approach because there is no need to
ensure tight regulation of the expression
of the corrective gene, and any site of
expression allowing the coagulant factor
to reach the blood circulation should be
suitable. Moreover, the enhancement of
coagulant level required for the success of
this approach is relatively modest because
even an increase of 1–2% of the normal
level can produce important clinical ef-
fects such as transforming severe disease
into moderate disease and reducing the
number of spontaneous bleeding episodes
experienced by the patient. A substantial
body of work has been done to develop
suitable expression constructs, using retro-
viral vectors or vectors derived from DNA
viruses such as adenovirus or adenovirus-
associated virus, and systems of delivery
for both in vivo or ex vivo approaches to
treatment (i.e. the injection of expression
constructs in vivo or the modification with
the expression constructs of the patient’s
cells ex vivo followed by culture and ex-
pansion in vitro and then reinjection into
the patient).

Model animals were then used to
test various therapy schemes and some
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experiments were positive enough to allow
initiation of clinical trials, mainly in the
United States. Thus, 13 hemophilia A
patients, known to have HIV and hepatitis
C, and expected to be at very low risk of
developing inhibitors, were infused with
amphotrophic retroviral vectors for FVIII
expression at doses between 3 × 107 and
9 × 108 viral particles (vp) per kilogram;
no significant benefit ensued.

Eight hemophilia B patients were in-
jected intramuscularly with an associated
adenovirus vector of serological type 2
(AAV2) for FIX expression and one pa-
tient receiving the lowest dose was re-
ported to show 1–2% FIX levels for
40 months, but at higher viral doses, no
significant FIX level was observed and in
all patients the development of antiviral
antibodies precluded readministration of
the vector.

Administration of factor IX constructs
in AAV2 vectors via the hepatic artery
in two patients at a dose of 1012 vp/kg
resulted in transient FIX levels of
10–12%.

In a further trial, autologous skin fibrob-
lasts from six patients were transformed
by electroporation with an FVIII express-
ing plasmid and expanded in vitro so as
to inject 1–4 × 108 cells in the patients’
greater omentum. Four patients showed
FVIII levels above pretreatment values but
these returned to baseline values in all
patients after 12 months.

Thus, clinical trials have not yet led
to satisfactory treatment schedules but
since they have not revealed significant
toxicity in the patients treated so far, they
leave the door open for future advances.
These, of course, will always have to
consider patients’ safety as paramount
because established replacement therapy
is reasonably effective in both hemophilias

and any new treatment must achieve better
results with no increase in risk.

See also Heterochromatin and Eu-
rochromatin – Organization, Pack-
aging, and Gene Regulation.
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VIII at 1.5 Å resolution, Nature 402, 439–442.

Ragni, M.V. (2002) Safe passage: a plea for safety
in hemophilia gene therapy, Mol. Therapy 6,
436–440.

Rizza, C.R., Spooner, R.J.D. (1983) Treatment of
haemophilia and related disorders in Britain
and Northern Ireland during 1976–1980:
report on behalf of the directors of haemophilia
centres in the United Kingdom, Br. J.
Haematol. 286, 929–933.

Rowley, G., Saad, S., Giannelli, F., Green, P.M.
(1995) Ultrarapid mutation detection by
multiple, solid-phase chemical cleavage,
Genomics 30, 574–582.

Schwaab, R., Brackmann, H.H., Meyer, C.,
Seehafer, J., Kirchgesser, M., Haack, A.,
Olek, K., Tuddenham, E.G.D., Oldenburg, J.
(1995) Haemophilia A: mutation type
determines risk of inhibitor formation,
Thromb. Haemost. 74, 1402–1406.

Stoilova-McPhie, S., Villoutreix, B.O., Mertens,
K., Kemball-Cook, G., Holzenburg, A. (2002)
3-Dimensional structure of membrane-
bound coagulation factor VIII: modeling of
the factor VIII heterodimer within a 3-
dimensional density map derived by electron
crystallography, Blood 99, 1215–1223.

Stoylova, S.S., Lenting, P.J., Kemball-Cook, G.,
Holzenburg, A. (1999) Electron crystallogra-
phy of human blood coagulation factor VIII
bound to phospholipids monolayers, J. Biol.
Chem. 274, 36573–36578.

Toole, J.J., Knopf, J.L., Wozney, J.M., Sultz-
man, L.A., Brecker, J.L., Pittman, D.D., Kauf-
man, R.J. (1984) Molecular cloning of a cDNA
encoding human antihaemophilic factor, Na-
ture 312, 342–347.

Vielhaber, E., Jacobson, D.P., Ketterling, R.P.,
Liu, J.Z., Sommer, S.S. (1993) A mutation in
the 3′ untranslated region of the factor IX gene
in four families with hemophilia B, Hum. Mol.
Genet. 2, 1309–1310.



Hemophilia, Molecular Genetics of 135

Walsh, C.E. (2003) Gene therapy progress and
prospects: gene therapy for the haemophilias,
Gene Ther. 10, 999–1003.

Yoshitake, S., Schach, B.G., Foster, D.C., Davie,
E.W., Kurachi, K. (1985) Nucleotide sequence

of the gene for human factor IX
(antihemophilic factor B), Biochemistry 24,
3736–3750.





137

Heterochromatin and
Eurochromatin – Organization,
Packaging, and Gene Regulation

Boris A. Leibovitch and Sarah C. R. Elgin
Washington University, St. Louis, MO, USA

1 Introduction 139

2 Cytological Observations 140

3 Biochemical Characteristics of Heterochromatin 143
3.1 DNA in Heterochromatin 143
3.2 Modification of DNA in Heterochromatin 145
3.3 Histone Modifications and Chromatin Structure 146
3.4 Specific Heterochromatin Proteins 147

4 Heterochromatin Behavior 149
4.1 Self-association 149
4.2 Late Replication 150
4.3 Recombination 150

5 Conclusions: Euchromatin/Heterochromatin Relationships 150

Bibliography 152
Books and Reviews 152
Primary Literature 152

Keywords

DNA Modification
Enzymatic addition of chemical groups to DNA occurring after DNA synthesis; in
eukaryotes, most commonly methylation of cytosine.

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 6
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30548-3



138 Heterochromatin and Eurochromatin – Organization, Packaging, and Gene Regulation

Epigenetics
A mode of gene regulation, based not on the DNA sequence itself but on stable
packaging, heritable during cell division.

Heterochromatin
The silenced domains of chromatin, characterized as maintaining a condensed form,
defined by a set of distinctive biochemical properties and cytological behaviors.

Heterochromatin Protein 1 (HP1)
A conserved protein predominantly associated with pericentric heterochromatin,
capable of interacting both with a specifically modified histone and with the enzyme
that generates the modification.

Histones
A family of low molecular weight proteins, very basic and evolutionarily conserved,
which form the core structure for nucleosome assembly in chromatin formation.

Nucleosomes
The basic repeating subunit of chromatin consisting of a tetramer of histones H3 and
H4 plus two dimers of histones H2A and H2B, with ca. 170 bp of DNA wrapped
around in two left-handed turns; each particle connects to the next by a short stretch of
linker DNA, which interacts with histone H1.

Posttranslational Modification of Proteins
An enzymatic addition or removal of various chemical groups to proteins (including
histones) after synthesis, including acetylation, methylation, phosphorylation, and
so on.

Repetitive DNA
The DNA sequences that are represented by multiple copies in the genome; the copies
may be in tandem arrays or scattered as individual copies.

Transposable Elements
Various families of moderately repetitive DNA sequences originally capable of
transposition; their distribution and numbers vary between different individuals
and strains.

� The genomes of eukaryotes are packaged in chromatin, a complex of DNA with
histones in a nucleosomal array, and folded further through interactions with other
proteins into higher order domains. The different levels of packaging help define
whether genes are available for expression, as in euchromatin, or generally silenced,
as in heterochromatin. The condensed heterochromatin domains are characterized
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by a group of features, including low gene density, high levels of repetitious
sequences, location at the nuclear periphery, late replication, and little recombination
during meiosis, apparently reflecting a particular pattern of posttranslational
modifications of the histones, association of heterochromatin-specific proteins,
and regular spacing of nucleosomes.

1
Introduction

In 1928, Heitz observed that the stain-
ing of liverwort Pellia epiphylla interphase
nuclei is not uniform, suggesting the pres-
ence of two fractions of chromatin as
manifested by weakly stained areas and
areas that maintain the intense staining of
metaphase chromosomes. Weakly stained
areas were designated as euchromatin,
while the dark positively heteropycnotic
areas were labeled heterochromatin. The
fate of these regions was traced from
interphase to metaphase and back to inter-
phase; it was observed that these regions
remained differentially stained in almost
all phases of the cell cycle, showing a
common level of condensation only in
metaphase. The most prominent hete-
rochromatic regions are located mainly in
or close to the centromeres and telomeres
of chromosomes. The development of bet-
ter microscopes and application of various
genetic, biochemical, and molecular ap-
proaches, coupled with the examination of
different species in similar studies, have
provided a much deeper understanding
of the underlying mechanisms generating
this different packaging. Table 1 describes
the major differences between these two
chromatin fractions, giving both cytolog-
ical and biochemical characteristics. The
reader should bear in mind that the differ-
ences described reflect the sum of many
observations made in a wide range of

different organisms, cell types, and so
on. Heterochromatic regions may mani-
fest all or only some of these features.
It seems likely that a similar condensed
chromatin organization can be achieved in
different ways, using redundant molecu-
lar mechanisms. Recent data also indicate
that some of the features characteristic
of heterochromatin may be utilized to
downregulate the expression of genes in
euchromatic domains. This implies the ex-
istence in the nucleus of a continuum of
chromatin states, potentially generated by
various combinations of the features listed
in Table 1.

Some of the properties of heterochro-
matin are reversible; several must be
transiently altered or re-created follow-
ing replication, indicating the presence
of various mechanisms to accomplish
this with fidelity. This, in turn, implies
that the formation of heterochromatin (or
heterochromatin-like structures) may be
used as a mechanism of epigenetic inheri-
tance, maintaining particular states (silent
or activatable) of gene expression. The het-
erochromatin located around centromeres,
telomeres, and some other regions main-
tained in that form in all cell types is usu-
ally referred as constitutive heterochromatin.
Regions that show a cell-type-specific (or
otherwise selected) heritable silencing of
particular genes, chromosome domains
or whole chromosomes are referred to
as facultative heterochromatin. Many ques-
tions remain as to how constitutive and
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Tab. 1 Distinctions between euchromatic and constitutive heterochromatic regions of complex
genomes.

Feature Euchromatin Heterochromatin

Proportion of genome 50–80% 20–50%
Interphase appearance Decondensed (lightly stained) Condensed (densely

stained – heteropycnotic)
Chromosomal location Distal arms Usually pericentromeric,

telomeric
Nuclear location General Often clumped (nuclear

periphery, around nucleolus)
Sequence complexity High; unique DNA, interspersed

middle repetitious sequences
Low; repetitious DNA: satellite

DNA, blocks of middle
repetitious sequences

Gene density High Low
DNA methylation CpG islands hypomethylated Fully methylated (in mammals

and plants)
Histone modification; High histone acetylation; specific

amino acids are methylated
Low histone acetylation; specific

amino acids are methylated
Nucleosome spacing Irregular Regular
Nuclease accessibility Variable Low
Mechanism of gene silencing Individual genes Large domains
Meiotic recombination Normal Absent or significantly decreased
Replication timing Throughout S phase Late S phase

facultative domains are targeted for pack-
aging in a heterochromatic form, a process
sometimes referred to as heterochroma-
tinization. This article will summarize our
current knowledge concerning the dif-
ferentiation of chromatin into these two
fractions, and the possible role of hete-
rochromatin in genome organization and
regulation of gene expression.

2
Cytological Observations

Observations using light microscopy sho-
wed that the dark heteropycnotic chro-
matin visible in interphase nuclei corre-
sponds to the strongly stained domains
in metaphase chromosomes surrounding
centromeres and telomeres. Small, in-
tensely stained islands within the chro-
mosome arms, referred to as interstitial

or intercalary heterochromatin, have been
observed in chromosomes of some organ-
isms. In interphase, the strongly stained
domains lie at the periphery of the nu-
cleus, close to the nuclear membrane.
These observations were confirmed sub-
sequently by immunostaining with an-
tibodies to proteins specifically enriched
in heterochromatin (see Sects. 3.3 and
3.4), and by in situ hybridization with
DNA probes complementary to the repet-
itive DNA fractions that are concentrated
around centromeres. Analyses using elec-
tron microscopy (EM) to examine inter-
phase nuclei have also demonstrated the
presence of two chromatin fractions, with
the electronically dense, tightly packaged
fraction located mainly at the nuclear pe-
riphery and around the nucleolus.

The patterns seen on EM photographs,
by light microscopy after staining with
dyes or immunostaining, or with in situ
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hybridization of repetitious sequences, all
indicate that heterochromatin in the in-
terphase nucleus is organized in several
large blocks, which tend to localize at
the nuclear membrane. This suggests that
the heterochromatic regions of different
chromosomes in the interphase nucleus
interact with each other, as the number
of spots observed is smaller than the total
number of centromeres and other hete-
rochromatic regions. Careful analysis of
the spatial organization of chromosomes
within the nucleus of some organisms has
shown that the distribution of heterochro-
matin is not random. The centromeres and
surrounding pericentromeric heterochro-
matin tend to concentrate on one side of
the nucleus, while telomeric regions of the
same chromosomes are clustered on the
opposite side. This phenomenon is often
referred to as Rabl orientation, honoring
Carl Rabl, who described it first in 1885.
The positioning of the heterochromatic
telomeres and centromeres implies that
the euchromatic regions in between also
assume defined positions within the nu-
clei. Direct observations have confirmed
the existence of the so-called chromoso-
mal territories with limited fixed positions
for different chromosomal segments in
specific areas of the nucleus.

While constitutive heterochromatin (e.g.
pericentromeric and telomeric regions) is
present in an invariant pattern at given
sites and in given chromosomes, facul-
tative heterochromatin is represented by
chromosomal regions or whole chromo-
somes that are capable of existing in one
state in some cells and in the other state in
other cells. In some organisms, such as the
mealy bug Planococcus citri, the full hap-
loid set of paternal chromosomes is found
in the heterochromatic state. Mammals
demonstrate the well-known example of

X-chromosome inactivation in female nu-
clei. The inactivated X-chromosome forms
the so-called Barr body, usually identified
as a condensed mass at the periphery
of female nuclei. The number of Barr
bodies correlates well with the number
of inactivated X-chromosomes in cases
in which the individual carries more
than two X-chromosomes. Identification
of the inactive X-chromosome as the con-
densed Barr body led to the suggestion
that the formation of heterochromatin
might be a mechanism for downregu-
lating gene expression. In the normal
situation, this inactivation serves to com-
pensate for the differences in dosage of
X-chromosomal genes between females,
with two X-chromosomes, and males, with
single X-chromosome. X-chromosome in-
activation serves to diminish the negative
effect of additional X-chromosomes, and
such aneuploids survive, while most cases
of human aneuploidy (extra copies of a
chromosome) are lethal. While the deci-
sion of which X chromosome to inactivate
appears to be random in somatic cells,
the decision once made is stably inher-
ited through multiple rounds of mitosis, a
critical observation indicating that changes
in chromatin structure play a role in epi-
genetic inheritance. In these cases, gene
activity is determined not by the DNA
sequence per se, but by the particular pack-
aging of the gene in chromatin.

A second phenomenon demonstrating
the link between gene inactivation and the
location and packaging of a gene in a het-
erochromatic form is position effect var-
iegation (PEV), described in Drosophila,
yeast, and mammals. In these cases, a
gene normally located in a euchromatic
environment is positioned adjacent to or
within heterochromatin by chromosomal
rearrangement or transposition (Fig. 1).
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Fig. 1 Position effect variegation in
Drosophila. (A1, A2) The wild type white
gene (spotted rectangle) is required to
generate red fly eyes; it is localized in a
euchromatic segment (light grey) of the
X chromosome. (B1, B2) Inversions of
the chromosome segment with one
breakpoint in pericentromeric
heterochromatin (black) and one
breakpoint adjacent to white position
the gene adjacent to heterochromatin,
leading to inactivation of the gene in
some eye progenitor cells, resulting in a
variegating phenotype. (C, B2) The
same result is observed when white is
transposed into heterochromatin as a
part of a transposon. (D) Genes in
euchromatic domains are generally
packaged in an irregular pattern of
nucleosomes (grey ovals); one observes
accessible (open, nucleosome free)
sites at or near the 5′ end of genes,
allowing interaction with transcription
factors (small circles) that can regulate
initiation of transcription from the start
site (bent arrow). Such open sites are
often called DH sites (DNase I
hypersensitive sites) or HS sites
(hypersensitive sites) because they are
readily cleaved by nucleases. (E) In
heterochromatic domains, the
nucleosomes (black ovals) have a
characteristic, different pattern of
histone modification, and interact with a
subset of chromosomal proteins, some
specific to these domains. Within
heterochromatic regions, the
nucleosomes show very regular spacing,
and appear to mask promoters and
other regulatory sites, inhibiting
transcription (crossed bent arrow).

In both cases, one observes that the gene
is stochastically inactivated in some cells,
but remains active in others, resulting in a
variegating phenotype; the active or inac-
tive status, once set, is mitotically inherited
in the progeny of the cells, while the pheno-
type, at least in yeast, is stably maintained
over many generations, that is, through
meiotic divisions. The variegating gene in

such situations is now found located close
to the nuclear periphery, with heterochro-
matin, at a higher frequency. Inactivation
of some genes during normal develop-
ment may occur concomitantly with their
spatial relocation to heterochromatin do-
mains. Genetic analysis has shown that
a screen can identify mutations in other
loci that suppress or enhance the pattern
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of variegation, observed as a loss in the
reporter gene silencing or an increase in
reporter gene silencing. Such second-site
modifiers have frequently been found to
be genes that encode chromosomal pro-
teins, or proteins required for chromatin
assembly and function. The study of such
suppressors and enhancers of variegation
[Su(var)s and E(var)s] has greatly facili-
tated studies of the biochemical properties
of heterochromatin and the resultant epi-
genetic marks.

3
Biochemical Characteristics of
Heterochromatin

3.1
DNA in Heterochromatin

Kinetic analysis of the renaturation of ge-
nomic DNA has shown that the genomes
of higher eukaryotes are made up not
only of unique sequences (present in one
copy per haploid genome), which renature
slowly, but also of repetitious sequences
(present in multiple copies per haploid
genome), which renature more quickly.
Constitutive heterochromatin is enriched
in repetitive DNA and has relatively little
unique DNA. Most of the genes encoding
proteins are present in a single copy. Ge-
netic analysis has identified only a few loci
that map within the pericentric heterochro-
matin. Sequencing of several eukaryotic
genomes has confirmed the conclusion
that heterochromatin is gene-poor, and
provided more precise knowledge about
the distribution and features of DNA in
both chromatin fractions. Interestingly,
analysis of the DNA sequences from
Drosophila has predicted the presence
of at least ∼100 genes embedded in the
pericentric heterochromatin; thus, while

it is gene-poor, the region is not devoid
of genes.

Repetitive DNA may be roughly di-
vided into two classes based on the copy
number – middle repetitive and highly
repetitive DNA. Genes encoding the large
ribosomal RNAs, 5S RNA, and histones
fall into the middle repetitive class in
most eukaryotic organisms. However, the
majority of the middle repetitive DNA
consists of intact and/or damaged trans-
posable elements. In some organisms,
including humans, up to ca. 50% of the
DNA is derived from transposable el-
ements, representing different families,
including pro-retroviruses. These repeats
can be scattered as single copies, found at
apparently random sites within genomic
DNA, or may be grouped in tandem
or inverse arrays. Sometimes different
transposable elements are found nested
together, one inside of another. Just as
unique DNA sequences are characteris-
tic of euchromatin, a high frequency of
clusters and/or nested copies of moder-
ate repeats/transposable elements is also a
feature of heterochromatin. A significant
fraction of the transposable elements, par-
ticularly those copies in heterochromatin,
carry various mutations that render them
incapable of transposing.

Several investigations have suggested
that the presence of repetitious elements
may serve as a signal for targeting for-
mation of heterochromatin. For example,
the Drosophila melanogaster gene white is
normally found at a euchromatic site and
is fully expressed, giving flies a red eye;
however, a tandem array of white genes,
generated from a transgene, results in
inactivation, regardless of the site of in-
sertion within the chromosomes, leading
to a variegated eye phenotype. This var-
iegation, similar to PEV, is the result
of stochastic inactivation of the cluster
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of white genes in some progenitor cells
of the eye in which this gene is nor-
mally active. However, the presence of
repetitive DNA is not sufficient to trig-
ger the formation of heterochromatin
in all cases. For example, the histone
genes, repetitive in most eukaryotes, are
not packaged in cytologically visible hete-
rochromatin, nor do they manifest other
biochemical characteristics of heterochro-
matin. However, the repetitious rRNA
genes, found in the nucleolus, can mani-
fest heterochromatic properties, including
the silencing of marker genes inserted into
this domain.

The second class of repeats, present al-
most exclusively in heterochromatin, is
highly repetitive DNA, also known as satel-
lite DNA. Satellite DNA consists of short
sequences (from ca. 10 bp to a few hun-
dred bp) repeated in tandem arrays up to
a million times. Some satellite DNA frac-
tions are chromosome-specific, while oth-
ers occur on all chromosomes, though in
varying amounts. In some species, includ-
ing the kangaroo rat Dipodomys ordii and
some beetles from the coleopteran family
Tenebrionidae, satellite DNA accounts for
the majority of the genomic DNA. If the
base composition of a given repeat is GC-
or AT-rich, that DNA may be separated
from the bulk of the DNA in a cesium
chloride (CsCl) density gradient, giving a
separate ‘‘satellite’’ peak, heavier or lighter
than the bulk DNA, respectively. Single
copies or clusters of transposable elements
often interrupt such arrays. Cloning and
sequencing of the DNA in the boundary
regions between heterochromatin and eu-
chromatin (often called transition zones)
has shown that this part of the genome con-
sists of a considerable mix of both types
of repeats, with an intermediate density
of genes.

The pericentromeric location of the most
highly repeated sequences raises the ques-
tion of their possible participation in the
formation of the centromere (the constric-
tion that serves as a platform for assembly
of kinetochore proteins) and the kineto-
chore (the complex of proteins to which
the nuclear spindle fibers (microtubules)
attach to accomplish chromosome segre-
gation). The matter is controversial, with
several competing points of view. Some ev-
idence has suggested that satellite DNA is
both necessary and sufficient to form a cen-
tromere, while other experiments indicate
that there is no requirement for a par-
ticular DNA sequence. In the latter view,
the centromere is a specialized chromatin
structure maintained in an epigenetic pat-
tern. This structure may arise in different
ways, for example, with the help of specific
proteins such as the centromere-specific
histone CENP-A, a histone H3 variant.

In addition to pericentromeric hete-
rochromatin, differentially stained regions
that have many characteristics of hete-
rochromatin are found near or at telom-
eres. In most organisms, the telomere
consists of (TG)n repeats that interact
with a group of specialized proteins,
creating a specific chromatin structure.
The system enables telomeres to sup-
port DNA replication without any loss
of DNA due to unidirectional copying,
to prevent the fusion of chromosome
ends, and to direct the chromosome ends
to sites close to the nuclear membrane.
Localization is thought to involve inter-
actions between telomere proteins and
the nuclear lamina, a structure just below
the inner nuclear membrane. Drosophila
differs in having clusters of particular
transposable elements at the ends of the
chromosomes, flanked downstream by
different satellite-like repeats – telomere-
associated sequence (TAS). It is unclear
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which feature – DNA sequence and/or
proteins – makes telomeric regions in all
organisms heterochromatic. Studies of
genes affecting PEV of visible markers
transposed into or close to telomeres have
shown that while many of the same genes
affect silencing in telomeres and mating-
type loci in Saccharomyces cerevisiae, differ-
ent groups of genes influence telomeric
and pericentric PEV in Drosophila. This
implies a different chromatin structure in
telomeric and pericentromeric heterochro-
matin in this organism.

3.2
Modification of DNA in Heterochromatin

In mammals and plants (but not in
Drosophila or yeast), there is a strong
correlation between heterochromatic re-
gions of chromosomes and the degree of
DNA methylation. Historically, the role
of DNA methylation in gene silencing
and formation of heterochromatin was
first demonstrated by the observation that
DNA of the inactive X-chromosome is hy-
permethylated. Methylation in mammals
usually occurs behind the replication fork
at position C5 of cytosine bases in CpG din-
ucleotides. C-residues in other sequences
have been found to be modified, but at a
lower frequency. This modification does
not occur exclusively within heterochro-
matic domains. Many euchromatic genes
have CpG-rich elements (so-called ‘‘CpG
islands’’) in their 5′ upstream region,
which are important for the regulation
of the gene through interaction with
the transcriptional regulatory protein Sp1.
Methylation of these islands is usually an
indicator of gene silencing; presumably,
methylation blocks binding by Sp1 to its
target sequence. Removal of 5′mC (for ex-
ample by replicating DNA in the presence
of 5-azacytidine, a form of C that cannot

be methylated) can reactivate these genes.
The same drug can activate silenced genes
on the inactive X-chromosome in female
mammalian nuclei.

DNA methylation is a reversible process.
Only the parental strand of any newly repli-
cated DNA double helix will contain the
methylated cytosine. In the usual situation,
this remaining 5′mC will interact with
5′mC-binding proteins that direct site-
specific enzymes, the maintenance DNA
methyltransferases, to methylate the cy-
tosine of the CpG on the opposite DNA
strand. If this interaction is blocked, or
if this interaction and subsequent mod-
ification fails for any reason, the DNA
of half of the granddaughter cells will
lose 5′mC at this site. However, a sec-
ond group of DNA methyltransferases
has been identified that are capable of
de novo methylation of cytosines on the
nonmodified DNA template. These DNA
methylases restore methylation of some
genes and in heterochromatin after the
massive demethylation of DNA that oc-
curs as part of normal early development
in mammals. We do not know, however,
how these enzymes are targeted to the
sequences that need to be so modified.
Some sequences that one might expect to
be silenced are not demethylated during
this general event, among them proviral
sequences of IAP particles (which resem-
ble transposable elements in the mouse
genome) and imprinted genes. Imprinted
genes are expressed specifically from the
chromosome inherited from the mother
or the chromosome inherited from the
father, with the allele from the other
parent being silenced. Not surprisingly,
these genes in mammals exhibit differen-
tial DNA methylation; the silenced genes
show additional features of facultative
heterochromatin.
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3.3
Histone Modifications and Chromatin
Structure

The different cytological appearance of het-
erochromatin has led to the suggestion
that the molecular organization and DNA
packaging in the underlying chromatin
must be different. Data from the last few
years has shed significant light on this
subject. Chromatin is a chain of repeat-
ing subunits (nucleosomes) of ca. 200 bp,
with approximately 146 bp of DNA folded
around a histone octamer (core) consist-
ing of a tetramer of (H3 + H4)2 and two
dimers of (H2A + H2B). These core parti-
cles are joined together by short (20–60 bp)
linkers, which are generally associated
with histone H1, other linker histones
such as H5, or HMG proteins. Nucleo-
some location can generally be regarded
as sequence-independent, although DNA
characteristics such as bendability can in-
fluence nucleosome positioning. Histones
interact with each other to form the oc-
tamer and bind DNA primarily through
their histone-fold domains, leaving their
N-terminal tails available for other in-
teractions. Presumably these interactions
stabilize the higher-order folding of the
basic chain into 30 nm fibers and higher
order packaging arrays. Posttranslational
modification of the histones plays a ma-
jor role in determining their interactions
with other chromatin components (DNA,
other histones, and non-histone proteins),
and hence in stabilizing or destabilizing
higher order structures.

The most common in vivo modifica-
tions are acetylation, methylation, phos-
phorylation, ubiquitination, or polyADP-
ribosylation. Most of the sites of modi-
fication are clustered in the N-terminal
regions, changing the total charge and
hydrophobicity of a given histone tail.

In addition, several sites of modifications
have been described in the central histone-
fold motifs. Histone modifications are
catalyzed by enzymes that introduce or
remove certain groups at one or more po-
sitions. The enzymes are often present
as part of large multimeric chromatin-
remodeling complexes, targeted by asso-
ciated gene-specific activators and repres-
sors. The very complex pattern of histone
modifications has led to the idea of a
histone ‘‘code,’’ defining different pack-
aging states. In particular, modification of
histone H3 by methylation at lysine 9 (giv-
ing H3-mK9) has been associated with
packaging into heterochromatin, while
acetylation in general, and acetylation of
H4 at lysine 5 and lysine 8 specifically,
are associated with packaging in euchro-
matic form.

A second type of complex, the ATP-
dependent chromatin remodeling com-
plex, defines nucleosome formation be-
hind the replication fork and/or destabi-
lizes nucleosomes in an already mature
nucleosomal array. All remodeling com-
plexes of this type include a subunit
possessing a DNA- and/or nucleosome-
inducible ATPase activity. Various ver-
sions of these complexes are simultane-
ously present in a given cell, modified
by the temporary addition or removal of
different subunits. Such complexes are
involved in both activation and repres-
sion of many genes. The exact compo-
sition of the complexes, their targets for
action, and their mechanism(s) for lo-
calization at the appropriate targets are
all currently under investigation. Com-
plexes of both types, capable of histone
modification and of ATP-dependent re-
modeling, are essential for gene activation,
as even within euchromatic domains nu-
cleosome arrays render many enhancer
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and promoter sites inaccessible to regula-
tory proteins and/or general transcription
factors and RNA polymerase. In addition,
nucleosomes suppress RNA elongation
during transcription.

Nucleosome arrays in heterochromatin
are structurally similar but not identi-
cal to those in euchromatin. Digestion
of chromatin with micrococcal nucle-
ase reveals a more regular spacing in
heterochromatic arrays, with a narrower
cleavage site in the linker. Heterochro-
matic regions, overall, are less accessible
to both general and site-specific nucleases,
and to most other reagents that inter-
act with DNA. These properties suggest
that some characteristic features of nucle-
osome structure, positioning, and mobility
are different in heterochromatin and eu-
chromatin, presumably reflecting differ-
ences in internucleosomal interactions as
well as differences in the associated chro-
mosomal proteins. These changes may
be due to the various histone modifi-
cations mentioned above. Certainly the
average pattern of histone modifications
differs between heterochromatin and eu-
chromatin, creating a distinct signature
for each domain using the histone code.
However, the histone modification pat-
tern is likely to vary for different genes
in a given domain (e.g. for euchromatic
genes that are actively being transcribed
vs. not being transcribed; for inducible
vs. uninducible genes, etc.), and for dif-
ferent types of heterochromatin, creating
a continuum of chromatin states. The
discovery of the patterns of posttrans-
lational histone modifications, with the
realization that enzymes responsible for
the modifications had in some cases been
previously identified as activators or re-
pressors of gene expression, was one of
major recent breakthroughs in the chro-
matin field.

The differences in heterochromatic nu-
cleosome arrays, specifically the more reg-
ular spacing, have suggested that specific
chromatin-remodeling complexes might
be involved in assembling heterochro-
matin. In vitro assays have demonstrated
that two Drosophila chromatin remodel-
ing complexes, CHRAC and ACF, can
generate arrays with heterochromatin-like
regular spacing. The human WSTF–ISWI
and ACF complexes appear to be the mam-
malian homologs of CHRAC and ACF,
based both on their composition and by
their ability to space nucleosomes regularly
on DNA. These complexes are concen-
trated in heterochromatic regions in late
S-period, the time when the bulk of the
heterochromatin is replicated.

3.4
Specific Heterochromatin Proteins

Heterochromatin is concentrated in the
pericentric and telomeric regions, and is
rich in satellite DNA and other repetitious
DNA. Several different proteins that specif-
ically interact with satellite DNA have been
found in vertebrates and in Drosophila.
Most of these proteins interact as well with
homologous sequences scattered in eu-
chromatic regions, and some also function
in the regulation or chromatin organiza-
tion of euchromatic genes. Most of these
proteins interact with other proteins to
form multimeric complexes. For exam-
ple, Drosophila GAGA factor, the protein
specifically interacting with (GA)n/(CT)n
short repeats in the promoter regions of
many genes, regulating their expression,
is found also to interact with (AAGAG)n
and (AAGAGAG)n satellite DNA fractions,
concentrated in the pericentromeric het-
erochromatin of several chromosomes.
This protein has been found in sev-
eral multimeric complexes, and interacts
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with the chromatin-remodeling complex
NURF. Interestingly, mutations in GAGA
factor enhance PEV of genes transferred to
heterochromatin, suggesting that its dom-
inant role is in support of gene expression.
Whether GAGA factor association has an
impact on the chromatin structure of the
satellites where it binds is yet to be demon-
strated.

The first protein specifically charac-
terized as a heterochromatin protein,
Drosophila Heterochromatin Protein 1
(HP1), binds poorly to DNA, with little
specificity. HP1 is thought to play a struc-
tural role in heterochromatin, since an
antipodal dosage dependence is observed:
PEV is suppressed by mutations in the
gene for HP1 that result in a loss of func-
tional HP1, and is enhanced by an increase
in the amount of HP1, for example from
a duplication or a transgene. This type of
action is also observed for a few other chro-
mosomal proteins, SU(VAR)3–9 (an H3
methyl-transferase), SU(VAR)3–7 (a zinc
finger protein), and HP2 (a potential struc-
tural protein). Homologs of HP1 have been
found in the yeast Schizosaccharomyces
pombe, worms, other insects, amphibians,
mammals, and plants. Full inactivation of
HP1 through loss or missense mutations,
or by the expression of intracellular anti-
bodies, is lethal. From one to three HP1
homologs have been identified in different
organisms, but the proteins are not identi-
cal, nor can they substitute for each other
in a genetic analysis; all are required. Im-
munocytological analyses indicate that the
homologs have different patterns of nu-
clear distribution, with only one of them
restricted to pericentric heterochromatin.
The three proteins in mammals can physi-
cally interact with each other. In transgenic
Drosophila, expression of the genes for
the HP1 human homologs also enhances

PEV, suggesting a conserved functional in-
teraction with the Drosophila machinery
that establishes and maintains heterochro-
matin, including the originally identified
HP1, encoded by Su(var)205.

The HP1’s are small proteins, ca. 200
to 250 amino acids, with two conserved
domains joined by a more variable hinge
region. The N-terminal chromo domain
was first recognized by homology with a
conserved domain of Polycomb, a protein
required for developmentally maintained
silencing of homeotic genes in the eu-
chromatin. The chromo domain has since
been identified in several other chromoso-
mal proteins. HP1 can dimerize through
interactions involving the chromo shadow
domain, and this structure appears to form
a platform for interactions with many
other chromosomal proteins, including
SU(VAR)3–9 and HP2.

The binding of HP1 to nucleosomes is
facilitated by methylation of lysine 9 in
histone H3, a histone modification char-
acteristically enriched in heterochromatin.
The modified histone tail fits nicely within
the fold generated by the HP1 chromo do-
main. Missense mutations that lead to a
loss of Su(var) activity (loss of silencing)
are mutations that result in a loss of this
stable interaction. This H3 modification is
driven by one (or perhaps more) specific
histone methyltransferase encoded by ho-
mologous genes found in mammals, yeast
(S. pombe) and Drosophila. The found-
ing member in Drosophila is SU(VAR)
3–9. As the name implies, mutations of
the gene encoding this protein suppress
the PEV in Drosophila. This enzyme in
mammals and flies forms complexes with
HP1 and often colocalizes with HP1 in
heterochromatic regions of chromosomes.
The ability of HP1 to interact with both
the modified histone (H3-mK9) and the
enzyme responsible for the modification
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suggests a mechanism for epigenetic in-
heritance of the modification pattern, and
for the spreading of a heterochromatic do-
main once initiated.

HP1 can also interact with various pro-
teins that are associated with repressor
activity in euchromatic domains. The best-
studied cases are in mammals. Gene
repression is generally accompanied by
histone deacetylation and, at least in
some cases, by methylation of histone 3
at lysine 9. For example, a complex of
mammalian HP1, SUV39H1, and the tran-
scriptional repressor Rb has recently been
described. Retinoblastoma protein (Rb)
plays an important role in the induction
of the G1-S transition during the cell cycle;
mutations of Rb have been associated with
several tumors. It has been suggested that
Rb acts as a negative regulator by bind-
ing SUV39H1 (the human homolog of
SU(VAR)3–9), resulting in local methy-
lation of lysine 9 of histone H3, thereby
recruiting HP1 to ‘‘fix’’ the gene in an
inactive state. The process in this case is
highly specific, involving only one nucleo-
some located on the promoter element of
the cyclin D gene, repressed by Rb in vivo.
Rb has also been found in complexes with
histone deacetylase. It is unclear whether
both silencing complexes are essential for
complete inactivation, or whether cells and
genes may choose between these modes
of inactivation, one (deacetylation) being
easily reversible, the other (methylation)
being stable through generations. Since
SUV39H1 cannot methylate acetylated ly-
sine 9 in histone H3, the order of events
seems obvious in this case. However, it
is unclear whether the process can stop
after the first step (deacetylation) without
progressing to the next step (H3 methyla-
tion and binding of HP1). These data (and
more) suggest that heterochromatin pro-
teins play roles beyond the packaging of

heterochromatic domains, being involved
in regulating the activity of targeted eu-
chromatic genes. It is unclear, however,
how these processes are managed to limit
the silenced domain to one or a few nucleo-
somes, whereas heterochromatic domains
appear able to spread over large distances
(at least 10 kb, observed in S. pombe).

4
Heterochromatin Behavior

4.1
Self-association

Many of the proteins enriched in hete-
rochromatin, including HP1, are able to
form homomeric and heteromeric com-
plexes. This no doubt contributes to the
association of heterochromatic regions in
a small number of blocks, easily visible on
a cytological level. This property of hete-
rochromatic proteins may be utilized as
a mechanism for gene inactivation. The
best studied case involves the Ikaros family
proteins, recently analyzed in mammalian
pre-B cells. Several homologous proteins
of this family have two domains, one par-
ticipating in protein–protein interactions
and the other in DNA binding. The Ikaros
proteins show sequence-specific binding
to DNA and form homo- and heteromeric
complexes with each other. Most of the
target sequences are multiple short re-
peats comprising a satellite DNA fraction
concentrated in pericentric heterochro-
matin. However, identical short repeats are
present in the regulatory regions of many
genes. Ikaros suppresses the activity of
the terminal deoxynucleotidyl transferase
gene at the appropriate stage of lymphocyte
differentiation by competing with a gene-
specific activator for a partly overlapping
binding site. Reduced chromatin accessi-
bility for restriction enzymes and DNA
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methylation are observed at the promoter
of the repressed gene. Importantly, the
inactivated gene is placed within or next
to a heterochromatin block, most likely
due to the formation of multimeric com-
plexes between the Ikaros protein bound
at the promoter and that bound in the
pericentric heterochromatin. Whether or
not silencing is dependent on this re-
localization remains to be seen. Similar
observations of relocalization have been
made for some other genes in this cell
lineage.

4.2
Late Replication

Early observations on incorporation of la-
beled precursors during DNA synthesis
showed that the diffuse weakly staining eu-
chromatin was replicated primarily during
the first half of S-phase, while the heteropy-
cnotic heterochromatic regions showed
incorporation of label primarily during the
second half of S-phase. These observa-
tions were confirmed by direct analysis
of replication times for different DNA
sequences: those enriched in constitu-
tive heterochromatin were replicated at
the end of S-phase. The same observa-
tions have held true for chromosomes
and for separate chromosomal domains
that showed the characteristics of facul-
tative heterochromatin. For example, the
inactive X-chromosome replicates late in S-
phase, while the active X replicates early. It
is still unclear what drives this replication
schedule. There are many possibilities,
ranging from the idea that the densely
packaged heterochromatin may be less ac-
cessible to the replication machinery, to the
suggestion that replication of heterochro-
matin requires proper amounts of specific
chromatin-remodeling complexes such as
WSTF–ISWI and ACF.

4.3
Recombination

Careful genetic mapping in several eu-
karyotes has shown that the frequency
of recombination is usually significantly
decreased toward centromeres and telom-
eres. Crossing-over is very low near hete-
rochromatin domains in general. Similar
observations have been made for regions
located within or close to the silenced
mating-type loci in yeast (S. cerevisiae),
domains that appear heterochromatic by
the criteria discussed above (silencing of
transposed reporter genes, low accessibil-
ity to nuclease digestion, lack of histone
acetylation, etc.). We do not know why het-
erochromatic regions are less susceptible
to recombination. The ability of hete-
rochromatic regions to ‘‘stick together’’
should facilitate the exchange of genetic
material. In fact, spontaneous or induced
chromosomal rearrangements with break-
points in heterochromatin are seen more
frequently then those with breakpoints in
euchromatin. Of course, this may be ex-
plained simply as a consequence of the
more frequent survival of the resulting
progeny, due to the low gene density in
regions of constitutive heterochromatin.
A plausible explanation might lie in the
inaccessibility of densely packed chro-
matin in this region to the recombina-
tional machinery.

5
Conclusions:
Euchromatin/Heterochromatin
Relationships

The above discussion has provided many
examples that point to the differences
between heterochromatin and euchro-
matin, while at the same time emphasiz-
ing that no one single feature provides
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a unique identifier of heterochromatin.
A constellation of several characteristics
is required to define a region as hete-
rochromatic, and this combination may be
different in different heterochromatic do-
mains. For example, HP1 is commonly
associated with pericentric heterochro-
matin, but is not associated with the
inactive X-chromosome in mammals. Fur-
thermore, different organisms may em-
ploy different strategies to generate a
heterochromatic domain – one that has a
regular chromatin structure, is inaccessi-
ble to a variety of probes, and is lacking
in meiotic recombination. For example,
while many plants and animals (notably
mammals) utilize DNA methylation as a
heritable mark of heterochromatin for-
mation and gene silencing, Drosophila,
yeast, and many other organisms do
not appear to exhibit significant levels
of DNA methylation. While organisms
from the yeast S. pombe to Drosophila
and humans utilize a strategy of H3-K9
methylation and HP1 association to form
heterochromatin, the yeast S. cerevisiae
does not. It is clear that higher eukaryotes
have a number of histone methyltrans-
ferases that can modify H3-K9, and that
these play both overlapping and distinct
roles. Histone H3 and H4 hypoacetyla-
tion does seem to be a common strategy,
but one used in different ways in dif-
ferent organisms. There has been some
speculation that the range of biochemi-
cal mechanisms used by an organism to
maintain heterochromatin structure, and
concomitant silencing, may reflect the size
of its genome. This may be correlated
with the load of retroviruses and trans-
posable elements – sequences that need
to be silenced – commonly carried in
the genomes of organisms with higher
C values.

While heterochromatin is gene-poor, it
is not devoid of genes. Models of het-
erochromatin structure must be able to
accommodate the observation that the
activity of these genes depends on the pres-
ence of normal heterochromatin structure;
inactivation of HP1 leads to a loss of func-
tion of these genes. At the same time
that we have noted specific biochemical
features associated with heterochromatin
formation, we have found that the same
features can be found within euchromatic
domains. For example, HP1 and H3-mK9
have been found not only in pericentric
heterochromatin, but are also utilized in
repressive regulation of some normal eu-
karyotic genes. Thus, one definition for
heterochromatic genes may be those that
are dependent on HP1 for optimal ex-
pression, whereas euchromatic genes might
be defined as those exhibiting a loss of
expression on association with HP1. As
more genes are discovered that map to
heterochromatic domains, it will be of in-
terest to see if this pattern holds for other
biochemical marks as well.

A critical question now under intense
study is that of targeting heterochromatin
formation: how is the pattern of differential
chromatin packaging established? Recent
data indicate that small interfering RNAs
may play a role here, in addition to the reg-
ulation achieved by the RNA interference
system by targeting transcription products
for degradation (posttranscriptional silenc-
ing). A similar small RNA fraction could
interact either with DNA in heterochro-
matin, for example, repeated sequences
or transposable elements, or with pro-
teins enriched in heterochromatin. Some
chromodomain-containing proteins, no-
tably MOF, can interact with RNA. Most
compelling, mutations in several known
genes participating in the formation of
such small RNAs affect heterochromatin
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silencing and centromeric function in
the yeast S. pombe. One prerequisite for
the formation of such small RNAs is
the formation of long double stranded
RNA, for example by bidirectional tran-
scription. Interestingly, many transpos-
able elements (commonly overrepresented
in heterochromatin domains) are capable
of bidirectional transcription. Thus hete-
rochromatin formation may have derived
from the need to silence invading trans-
posons and retroviruses, to be adapted
later in evolution to help create struc-
tures such as the centromere, and to help
regulate gene expression throughout the
genome. Experiments during the next sev-
eral years should clarify many of the issues
raised above.

See also Cell Nucleus Biogenesis,
Structure and Function; Chromo-
some Organization within the Nu-
cleus; DNA–Protein Interactions;
Electron Microscopy in Cell Bi-
ology; Gene Mapping and Chro-
mosome Evolution by Fluores-
cence–Activated Chromosome
Sorting; Gene Mapping by Flu-
orescence In Situ Hybridization;
Hemophilia, Molecular Genetics
of; Preimplantation Mammalian
Development, Regulation of Gene
Expression in.
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Keywords

HAART
Highly Active Antiretroviral Therapy – an aggressive anti-HIV treatment usually
including a combination of three or more drugs that are targeted at different steps in
the HIV life cycle.

Multidrug-resistant HIV Strain
A strain of HIV resistance to at least two or more different classes of drugs.

Allosteric Binding Site
A site or a cavity on an enzyme other than its substrate binding site or active site.

Peptidomimetic
A small chemical compound that is designed to mimic a peptide in order to be
recognized by an enzyme as its natural substrate.

Nucleoside
Nucleoside is an organic molecule consisting of a heterocyclic base (a purine or a
pyrimidine) and a pentose sugar.

Nucleotide
A nucleotide is an organic molecule consisting of a heterocyclic base (a purine or a
pyrimidine), a pentose sugar, and a phosphate group.

Transition State
An activated state of a molecule that has partly undergone a chemical reaction.
Enzymes are thought to bind and stabilize the transition state, thus lowering the
energy of activation needed to drive the reaction to completion.

Lipodystrophy
A disorder of adipose (fatty) tissue characterized by a selective loss of body fat. Patients
with lipodystrophy have a tendency to develop insulin resistance, diabetes, a high
triglyceride level (hypertriglyceridemia), and fatty liver.

Cytochrome P-450
A superfamily of hundreds of closely related heme proteins found throughout the
phylogenetic spectrum, from animals, plants, fungi, to bacteria. In animals, these
P-450 enzymes serve two major functions: (1) biosynthesis of steroids, fatty acids, and
bile acids and (2) metabolism of endogenous and a wide variety of exogenous
substrates, such as toxins and drugs (biotransformation).
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� Although significant progress has been made in the treatment of HIV infection, we
are still far from wining the battle. The combination of highly active antiretroviral
therapy (HAART) in compliant patients comes close to stopping virus evolution;
however, eradication of the infection has not been achieved because of the persistence
of latent HIV-1 in resting memory CD4 + T cells. Moreover, several factors including
the emergence of multidrug-resistant HIV strains, drug toxicity, the patient’s ability
to adhere to the prescribed therapy, and expensive medication have necessitated a
reason to develop novel drugs and novel approaches to combat HIV infection.

Currently, the HAART regimen consists of nucleoside and nonnucleoside reverse
transcriptase (RT) combined with protease (PR) inhibitors. This article summarizes
all currently approved drugs for HIV-1 infection as well as drugs that have made
significant progress in clinical trials but have not yet been approved. Where
appropriate, their mechanism of action, mechanism of resistance, and toxicity
are discussed

1
Reverse Transcriptase Inhibitors

HIV-1 RT is a heterodimeric enzyme of
1000 amino acid residues. RT (reverse tran-
scriptase) has been an attractive and highly
explored drug target for AIDS chemother-
apy. Of the 19 currently available FDA
approved drugs, 11 are targeted at RT. This
enzyme plays a vital role in the HIV repli-
cation cycle by catalyzing the conversion
of viral RNA into a double-stranded, com-
plementary DNA through at least three
different enzymatic reactions. In the first
step, RT catalyzes the conversion of the
single-stranded viral RNA to a double
strand of RNA:DNA hybrid using its RNA-
dependent DNA polymerase activity. In
the second step, RT generates a single-
stranded DNA chain complementary to
the viral RNA by the hydrolysis of a previ-
ously formed strand of RNA:DNA hybrid
through its RNase H activity. Finally, us-
ing its DNA-dependent DNA polymerase
activity, RT generates a second DNA chain
to complete the formation of a double-
stranded viral DNA. RT inhibitors prevent

the formation of double-stranded viral
DNA (proviral DNA) from the single-
stranded viral RNA.

2
Nucleoside Reverse Transcriptase
Inhibitors (NRTIs) and Nucleotide Reverse
Transcriptase Inhibitors (NRTIs)

Both NRTIs (nucleoside reverse transcrip-
tase inhibitors) and NtRTIs (nucleotide
reverse transcriptase inhibitors) inhibit the
catalytic activity of RT by directly interact-
ing with the deoxynucleoside triphosphate
(dNTP) substrate binding site of the RT
after metabolic conversion to their cor-
responding 5′-phosphate derivatives (for
NRTIs) and diphosphate derivatives (for
NtRTIs). NRTIs and NtRTIs are not an-
tiviral as such. They must be phosphory-
lated by host cellular kinases to form the
5′-triphosphates and are referred to as pro-
drugs. Currently, 7 NRTIs and an NtRTI
(Tenofovir) are in clinical use (Figs. 1
and 2). The clinically used NRTIs in-
clude zidovudine, stavudine, zalcitabine,
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didanosine, lamivudine, abacavir, and
emtricitabine (Table 1). Owing to con-
siderable differences in their structures,
NRTIs and the NtRTI utilize different
enzymes for intracellular conversion to

their active drug forms, and subsequently
follow different metabolic pathways to be
excreted. For example, thymidine ana-
log, zidovudine (AZT) is converted to
its 5′-monophosphate (AZTMP) form by
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thymidine kinase. The phosphorylation of
AZTMP to AZTDP is catalyzed by cel-
lular thymidylate (dTMP) kinase. Finally,
AZTDP is converted to AZTTP by cellular
nucleoside 5′-diphosphate (NDP) kinase.

In general, clinically used RT inhibitors
are analogs of natural nucleotides (dNTPs)
substrates. After metabolic conversion
to their corresponding phosphate forms,
NRTIs, and NtRTIs compete with natural
dNTP substrates for incorporation into the
growing DNA chain. As a result of the
incorporation into the growing DNA chain
by RT, the growth of the DNA chain is
terminated. This is due to the lack of
a 3′-hydroxyl group on the sugar moiety
of NRTIs and NtRTI. The drugs act as
DNA chain terminators and inhibit the
catalytic activity of RT. All NRTIs and
the NtRTI are believed to proceed with
a similar mechanism to inhibit RT, and
thereby suppress the replication of HIV.

A major clinical problem with the cur-
rent NRTIs and NtRTI is the emergence of
resistant viral strains. The imposed drug
pressure and the inherent lack of a proof-
reading mechanism by RT are the driving
forces for emergence of drug-resistant HIV
strains. The resultant RT mutations are
specific to each NRTI and therefore show
decreased sensitivity to the corresponding
NRTI. The RT mutations that cause resis-
tance are diverse. Therefore, an RT mutant
resistant to a particular NRTI can be in-
hibited by another NRTI. This condition is
strategically exploited by designing combi-
nation regimens to effectively bring down
viral loads in patients with resistant HIV
viral strains. However, cross-resistant RT
mutants have also been isolated for a num-
ber of NRTIs and NtRTI combinations.
The emergence of drug-resistant HIV RT
strains is attributed to two different kinds
of mechanisms of drug resistance. Specific
mutations in the RT substrate binding

site can selectively prevent incorporation
of the NRTI into the growing DNA chain,
while the enzyme still retains the ability to
incorporate the natural dNTP substrates.
HIV RT achieves this discriminative ability
through specific mutations in the substrate
binding site that cause steric hindrance to
the NRTI, and therefore selectively inter-
fere with its incorporation. The M184V
and M184I mutation of RT both confer
high-level clinical resistance to lamivu-
dine, and represent a classical example of
RT mutation (Table 2). The second known
mechanism of drug resistance is the ex-
cision of NRTI from the growing DNA
chain. The drug resistant RT efficiently in-
corporates the NRTI into the DNA chain,
which temporarily blocks DNA growth.
However, the NRTI is subsequently re-
moved (excised) from the blocked DNA
chain allowing elongation to proceed. The
best-known example of this kind of resis-
tance is the excision of AZTMP, which
causes AZT resistance.

A common problem with NRTIs and
NtRTI-based treatment is long-term drug
related toxicity. Long-term toxicities asso-
ciated with these drugs are mostly related
to the intracellular phosphorylation of the
drugs. The treatment with NRTIs and
NtRTI is associated with a range of toxic-
ities thought to result from the inhibition
of mitochondrial polymerase-γ , leading to
impaired synthesis of the mitochondrial
enzymes that generate ATP through ox-
idative phosphorylation (Table 2). All the
NRTIs are associated with hyperlactatemia
and lactic acidosis. Patients taking stavu-
dine and didanosine seem to be at greater
risk than patients taking other NRTIs. The
NRTIs and NtRTI mitochondrial toxicity
is organ and drug specific, possibly as a
result of variability in intracellular drug
penetration and the metabolism to the
triphosphate form.
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3
Nonnucleoside Reverse Transcriptase
Inhibitors (NNRTIs)

The NNRTIs (nonnucleoside reverse tran-
scriptase inhibitors) prevent HIV replica-
tion by binding to a pocket (nonsubstrate
or allosteric binding site) that is located
in close proximity to the natural dNTP
substrate binding site of RT. They do
not compete with the natural dNTP sub-
strates for the binding site. The binding of
NNRTIs to this pocket induces significant
distortion in the substrate binding site of
RT. This in turn decreases the catalytic ac-
tivity of the enzyme. NNRTIs slow down
the polymerase activity of RT, and thereby
suppress the HIV replication by binding
to a nonsubstrate binding pocket on RT.
Hence, NNRTIs do not act as DNA chain
terminators, and they do not need to be
incorporated into the growing DNA chain
to inhibit the catalytic activity of RT.

The three NNRTIs approved by the FDA
for clinical use are nevirapine, delavirdine,
and efavirenz (Fig. 3). Despite their struc-
tural diversity, all the NNRTIs show high

specificity for HIV-1 RT, over that of HIV-
2 RT and other DNA polymerases. The
NNRTIs are very different from NRTIs
and NtRTIs in many aspects; as (1) they
do not bind to the substrate binding site,
(2) they do not need to be converted to an
active form, (3) they are very selective to
HIV-1 RT, and (4) they are less toxic in
vivo. The critical problem with NNRTIs is
the rapid onset of viral resistance when
administered alone because of the high
mutation rate of RT. Mutations specifically
occur at amino acid residues surround-
ing the NNRTI binding pocket. The most
common amino acid mutations that con-
fer resistance to NNRTIs are those that
directly interfere with RT drug binding
(Fig. 4). For this reason, NNRTIs are clini-
cally used only in combination with other
drugs, most often with NRTIs or NtRTIs.

Nevirapine and efavirenz are metabo-
lized by the liver cytochrome P450 family
of enzymes. Delavirdine happens to be an
inhibitor of the cytochrome P450. Nevirap-
ine and efavirenz are broken down by the
liver and can subsequently interact with
other drugs metabolized by the liver. The
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Fig. 3 Structures of FDA approved NNRTIs.
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(a) (b)

D110

D185

D186

Fig. 4 The crystal structure of HIV-1 RT complexed with nevirapine (PDB1S1X).
Nevirapine is a nonnucleoside inhibitor and binds to an allosteric (nonsubstrate) binding
pocket. The ribbon model shows RT enzyme (a) while three aspartate residues at
polymerase active site of RT and the adjacent nevirapine binding pocket are enlarged.
(b) Catalytically important three aspartate residues (D110, D185, and D186) are
represented as stick models. The ball and stick model represents the binding mode of
nevirapine.

Tab. 3 Observed drug resistant mutations and side effects of NNRTIs.

NNRTIs Mutations associated with resistance Toxic side effects

Nevirapine L100I, K103N, V106A/M, V108I,
Y181C/I, Y188C/L/H, G190A

Skin rash, Stevens-Johnson syndrome (rare),
diarrhea, fever, depression, headache

Delavirdine K103N, V106M, Y181C, Y188L, P236L Maculopapular rash, Stevens-Johnson
syndrome (rare), headache,
gastrointestinal disorders

Efavirenz L100I, K103N, V106M, V108I,
Y181C/I, Y188L, G190S/A, P225H

Central nervous system stimulation,
dizziness

serious side effects caused by the clinical
use of these drugs are liver damage and
other closely related problems. Other com-
mon side effects associated with NNRTI
treatment are maculopapular rash, hepatic
transaminase elevations, and central ner-
vous system complaints such as dizziness
(Table 3).

4
Protease Inhibitors

HIV-1 PR is an aspartic protease with
two catalytically essential aspartic acid

residues in its active site (from each
monomer). The catalytically active PR
(protease) exists as a homodimer. The
two identical subunits of 99 amino acid
residues (monomer) are noncovalently
associated in a twofold C2 symmetric
fashion (Fig. 5). PR proteolytically cleaves
the polyproteins that are encoded by the
HIV gag and pol genes in the final
stage of the viral life cycle. Inactivation
of PR by either mutational or chemical
inhibition leads to the production of
immature, noninfectious viral particles.
Therefore, the function of PR is essential
for proper virion assembly and maturation.
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D125 D25

Fig. 5 Crystal structure of HIV-1 protease (PR) complexed with ritonavir (PDB1HXW).
The two monomers of the PR are represented as ribbon models (yellow and magenta).
The two catalytic aspartate residues (D25 and D125) are rendered as ball and stick
models while the ritonavir is represented by a stick model. The hydroxyl group of the
ritonavir occupies the space between two aspartate residues. (See color plate p. xxvi).

PR inhibitors (PIs) prevent HIV replication
by competitively binding to and inhibiting
the proteolytic activity of PR.

The seven peptidomimetic PIs approved
by the FDA for clinical use are saquinavir,
ritonovir, indinavir, nelfinavir, ampre-
navir, lopinavir, and atazanavir (Fig. 6).
The rationale behind the development of
the PIs came from the architecture of
the PR active site and the tetrahedral
transition state of the bound substrate.
Despite their structural diversity, all the
clinically used PIs possess a pseudosym-
metric diaminoalcohol core unit (Fig. 6).
All PIs currently used in therapy contain
a hydroxyl group that is correctly posi-
tioned between the two catalytic aspartate
residues in order to both donate and accept
a hydrogen bond (Table 4). This closely
resembles the tetrahedral transition state
of substrate cleavage (Fig. 5). All PIs are
reversible inhibitors that compete with nat-
ural substrate. They have a higher binding

affinity to PR than peptide substrates be-
cause PR binds to the transition state to a
greater degree than the substrate itself.

Although PIs belong to a potent class of
antiviral drugs, their clinical effectiveness
has been hampered by the emergence
of drug resistant and cross-resistant PR
mutants. Specific mutations at PR active
site that affect PI binding are responsible
for the emergence of drug-resistant HIV
strains. Continued replication under the
pressure of PI, and the high transcriptional
error rate by HIV RT are attributed to the
emergence of drug-resistant HIV mutants
(Table 5).

The primary hepatic enzymes respon-
sible for the metabolism of all the clin-
ically used protease inhibitors are the
cytochrome P450 isoenzymes such as CYP
3A4, CYP2C9, CYP2D6. Some PIs are
potent inhibitors or inducers of the cy-
tochrome P450 isoenzymes. As a result,
PIs affect the metabolic processes and
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blood levels of other drugs that are also me-
tabolized by the cytochrome P450 isoen-
zymes. Consequently, the metabolism and
blood level of PIs are also affected by
drugs that inhibit the cytochrome P450
isoenzymes. For example, ritonovir, a po-
tent inhibitor of the cytochrome P450

3A4, slows down the body’s processing
of lopinavir, and boosts blood levels of
lopinavir. This coformulation of lopinavir
and ritonavir, known as Kaletra, was ap-
proved by the FDA and is highly effective in
bringing down the viral loads in HIV-1 in-
fected patients. This ritonovir boosted-PI is
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Tab. 4 Clinically used HIV-1 protease inhibitors.

Name or brand
name

Marketing company Mechanism of action Activity spectrum

Saquinavir,
Invirase,
Fortovase

Hoffmann-La Roche Transition state,
peptidomimetic inhibitor

HIV-1 and HIV-2

Ritonavir, Norvir Abbott Laboratories Transition state,
peptidomimetic inhibitor

HIV-1 and HIV-2

Indinavir, Crixian Merck Transition state,
peptidomimetic inhibitor

HIV-1 and HIV-2

Nelfinavir,
Viracept

Agouron Pharmaceuticals Transition state,
peptidomimetic inhibitor

HIV-1 and HIV-2

Amprenavir,
Agenerase,
Prozei

GlaxoSmithKline Transition state,
peptidomimetic inhibitor

HIV-1 and HIV-2

Lopinavir, Kaletraa Abbott Laboratories Transition state,
peptidomimetic inhibitor

HIV-1 and HIV-2

Atazanavir,
Reyataz

Bristol-Myers Squibb Transition state,
peptidomimetic inhibitor

HIV-1 and HIV-2

aKalatra is the US FDA approved combination drug containing ritonavir and lopinavir.

Tab. 5 Known drug-resistant mutations and side effects of PIs.

PRIs Mutations associated with resistance Toxic side effects

Saquinavir L10I/R/V, G48V, I54V/L, A71V/T, C73S,
V77I, V82A, I84V, L90M

Altered sense of taste, upset stomach,
heartburn

Riton L10F/I/R/V, K20M/R, V32I, L33F, M36I,
M46I/L, I54V/L, A71V/T, V77I,
V82A/F/T/S, I84V, L90M

Perioral paresthesias, pancreatitis,
flushing

Indinavir L10I/R/V, K20M/R, L24I, V32I, M36I,
M46I/L, I54V, V82A/F/T, I84V, L90M

Altered sense of taste, chelitis, retinoid
effects, hyperbilirubinemia,
nephrolithiasis, paronychia, rash,
neutropenia

Nelfinavir L10I/F, D30N, M36I, M46I/L, A71V/T, V77I,
V82A/F/T/S, I84V, N88D/S, L90M

Most severe diarrhea of the PRIs,
nephrolithiasis

Amprenavir L10F/I/R/V, V32I, M46I/L, I47V, I50V,
I54L/V/M, G73S, I84V, L90M

Lactic acidosis, perioral paresthesias,
peripheral paresthesias,
Stevenes-Johnson syndrome

Lopinavir L10F/I/R/V, K20M/R, L24I, V32I, L33F,
M46I/L, I47V/A, I50V, F53L,
I54V/L/A/M/T/S, L63P, A71V/T, G73S,
V82A/F/T/S, I84V, L90M

Pancreatitis, allergic reactions, rash

Atazanavir L10I/F/V, K20R/M/I, L24I, V32I, L33I/F/V,
M36I/L/V, M46I, G48V, I50L, I54L, A71V,
G73C/S/T/A, V82A, I84V, N88S, L90M

Hyperbilirubinemia, lactic acidosis
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a powerful anti-HIV drug and is currently
favored as a first-line therapy. The serious
side effects that are associated with clinical
use of PIs are liver toxicity, lipodystrophy,
hyperglycemia, hyperlipidemia, and sexual
dysfunction (Table 5). The other common
side effects caused by PIs are nausea,
diarrhea, upset stomach, and heartburn.
Lipodystrophy is fat redistribution with ac-
cumulation of neck and abdominal fat that
is usually associated with loss of facial,
buttocks, and extremity fat. The probable
reason for this condition is suppression
of breakdown of the nuclear sterol regu-
latory element binding proteins (nSERBP)
by PIs. Suppression of the breakdown of
nSERBP results in increased fatty acid and
cholesterol biosynthesis in liver, which
leads to lipodystrophy and insulin resis-
tance in adipose tissue.

5
Integrase Inhibitors

HIV-1 integrase (IN) catalyzes two cru-
cial steps required for the integration of
viral DNA into the host chromosome.
In the first step, while in the cytoplasm
of an infected cell, IN selectively cleaves
two nucleotides (GT) from the 3′ termi-
nal end of the viral cDNA, in a reaction
known as 3′-processing. Immediately after

translocation to the nucleus as a compo-
nent of the preintegration complex, IN
randomly inserts the viral cDNA into the
host genome. This reaction is referred to
as strand transfer or integration. Hence,
the interactions of IN with viral cDNA
are sequence specific, but that with the
host DNA are sequence independent. Con-
sequently, their respective binding sites
are expected to be geometrically and spa-
tially different within the catalytic site
of IN.

Currently, there are no FDA approved
drugs targeting IN on the market. IN is an
important and attractive antiretroviral drug
target because there are no cellular ho-
mologs to IN, and the reactions catalyzed
by IN are unique. A major concern with
AIDS treatment is the emergence of drug-
resistant viral strains, and the highly active
antiretroviral therapy fails to eradicate the
virus in HIV-infected patients. Therefore,
addition of novel drugs, targeting alterna-
tive steps in the viral replication processes
such as integration, to existing multidrug
regimens would improve the outcome of
treatment. Previously, several structurally
diverse compounds were reported as IN in-
hibitors. Among all reported IN inhibitors,
the β-diketoacid class of compounds has
proved to be of most promise. Two of them,
S-1360 and L-870, 810 have entered into
clinical studies (Fig. 7). These compounds
are believed to inhibit IN by interacting
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Fig. 7 Structures of integrase inhibitors.
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Tab. 6 HIV-1 integrase inhibitors in clinical trials.

Name Pharmaceutical
company

Mechanism of action Resistant mutations Status

S-1360 Shionogi/GSK Selective inhibition of
strand transfer reaction
of HIV-1 integrase

Q148K, I151L, N155S Phase II

L-870, 810 Merck Selective inhibition of
strand transfer reaction
of HIV-1 integrase

F121Y, T125K, V72I,
V151I

Phase I

with the active site Mg2+ ion, and are
selective inhibitors of the strand trans-
fer reaction. These compounds showed
antiviral activity against a variety of HIV
strains expressing significant resistance to
all of the currently available FDA approved
drugs for HIV/AIDS, including NRTIs,
NNRTIs, and PIs. After passing prelimi-
nary safety assessment studies, S-1360 and
L-870, 810 compounds entered into clinical
trials (Table 6).

6
HIV Entry Inhibitors

The process of HIV-1 entry into cells
is conveniently divided into three main
stages. First is the attachment of the
virus to the host cell surface, mediated
by the interaction of the viral envelope
glycoprotein gp120 with the host T-
lymphocyte cell surface protein CD4.
This is an obligatory step for efficient
infection of cells by HIV-1. Second is the
interaction of the virus with chemokine
coreceptors mediated by exposed domains
of gp120. This is the result of induced
conformational changes in gp120 upon
its initial interactions with the CD4
receptor. Third, is the fusion of the
virus and host cell membranes mediated
by gp41. The above-mentioned steps are

complex molecular events, and have been
considered for the design of HIV-1 entry
inhibitors (Table 7).

6.1
Inhibitors of GP120-CD4 Interactions

The HIV envelope glycoprotein gp120 in-
teraction with the host cell surface CD4
protein, the principal receptor for HIV,
is an indispensable step for HIV entry
into cells. The CD4 protein belongs to the
superfamily of immunoglobulin (Ig) like
proteins, and is expressed primarily on T
lymphocytes and macrophages. Binding of
CD4 to gp120 is mediated by the interac-
tion of N-terminal domain of CD4 with a
cavity in gp120, located at the junction of
both the inner and outer domains as well as
bridging sheet of gp120 (Fig. 8). Detailed
understanding of this docking process
was elucidated through the recently solved
crystal structure of a molecular complex
consisting of an HIV-1 gp120 core, a two-
domain fragment of CD4 and the Fab
fragment of 17b, a neutralizing mono-
clonal antibody (Fig. 8). Currently, there
are no FDA approved drugs targeting the
gp120-CD4 interaction available for clini-
cal use. However, two drugs, FP-21399 and
BMS-488043, designed to interfere with
gp120-CD4 interaction, have recently en-
tered into clinical studies. An attachment
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Tab. 7 The US FDA approved or experimental HIV-1 entry inhibitors.

Name or
experimental
code

Pharmaceutical
company

Mechanism of action Status

Enfuvirtide (T-20)
Fuzeon

Trimeris and
Hoffmann-La Roche

gp41 inhibitor FDA approved
(2003)

T-1249 Trimeris gp41 inhibitor Phase I/II

BMS-488043 Bristol-Mayers Squibb gp120-CD4 binding
inhibitor or
Attachment inhibitor

PRO-542 Progenics
Pharmaceuticals

gp120-CD4 binding
inhibitor or
Attachment inhibitor

Phase II

TNX-355 Tanox and Bigen Idec gp120-CD4 binding
inhibitor or
Attachment inhibitor

Phase I

GW-873, 140 GlaxoSmithKline CCR5 inhibitor Phase I

SCH-D Schering-Plough
Corporation

CCR5 inhibitor Phase I

UK-427, 857 Pfizer CCR5 inhibitor Phase II

AMD070 AnorMED Inc CXCR4 inhibitor Preclinical

KRH-1636 Kureha Chemical CXCR4 inhibitor Preclinical

F43

N
C

Fig. 8 The ribbon diagram of crystal structure shows binding of gp120 (magenta)
to CD4 receptor (yellow). The F43 (shown as CPK model) of CD4 protrudes into a
hydrophobic cavity on gp120. In this orientation, the CD4 binding cavity on gp120 is
clearly visible. (See color plate p. xxvi).
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inhibitor, PRO-542, a recombinant tetrava-
lent CD4-IgG2 fusion protein, is currently
under Phase II clinical trials. Another
recently reported small-molecule attach-
ment inhibitor BMS-378806, also targets
viral entry by inhibiting the docking of
the gp120 to the CD4 receptor through a
specific and competitive mechanism. In
fact, BMS-378806 binds to gp120 at or
near the CD4 binding pocket. TNX-355,
a monoclonal anti-CD4 antibody is also
currently in Phase II clinical trials. This
monoclonal antibody inhibits HIV replica-
tion by blocking the interaction between
gp120 and CD4.

6.2
Chemokine Receptor Antagonists

Apart from the CD4 receptor, HIV needs
a coreceptor for entry into host cells. The
chemokine receptors CXCR4 and CCR5
have been identified as the principal core-
ceptors for HIV-1. The CCR5 receptor
was found to mediate HIV-1 entry into
macrophages and primary T cells (M or
R5 tropic), whereas CXCR4 was shown
to allow HIV-1 entry into primary T cells
and T cell lines (T or X4 tropic). Both
CCR5 and CXCR4 are members of the su-
perfamily of guanine-nucleotide-binding
protein-coupled receptors (GPCR). The
importance of CCR5 for HIV-1 trans-
mission and pathogenesis was established
by reports demonstrating that individuals
homozygous for a defective CCR5 allele
are highly resistant to HIV-1 infection,
whereas heterozygotes progress slower to-
ward AIDS, probably due to a reduced
surface expression of CCR5. However, tar-
geting these cellular receptors for antiviral
therapy has potential for serious side ef-
fects due to perturbations in the natural
function of these receptors. Interestingly,
knockout of the CCR5 gene in mice does

not induce significant pathology. On the
other hand, the deletion of CXCR4 in mice
resulted in an embryonic lethal phenotype,
suggesting that CXCR4 function is essen-
tial in mammals. Currently, there are no
FDA approved drugs targeting either the
CCR5 or the CXCR4 binding to gp120.
The CCR5 antagonists under clinical stud-
ies are TAK-220, SCH-D, UK-427857, and
GW873140 (AK-602 or ONO-4128). The
small-molecule CXCR4 antagonists cur-
rently in clinical trials are KRH-1636,
AMD3100, and AMD070. AMD3100, a bis-
tetraazamacrocycle, is a potent inhibitor of
HIV entry that specifically inhibits infec-
tion of X4 HIV-1 and HIV-2 strains but
not R5 HIV-1 isolates. This molecule is
a highly specific CXCR4 antagonist, and
is currently in Phase II clinical trials. It
is yet unclear whether AMD3100 com-
petes directly for the gp120-binding site
on CXCR4, or whether the compound
prevents gp120 binding by inducing con-
formational changes in CXCR4 through
an allosteric mechanism.

6.3
Viral Fusion Inhibitors

The binding of gp120 to CD4 and core-
ceptors triggers conformational changes
in gp41, another HIV envelope glycopro-
tein, which leads to fusion of viral and host
cell membrane. The exact mechanism of
the conformational changes in gp41 that
drive membrane fusion is not clearly un-
derstood. The most widely accepted model
proposes that upon CD4 and coreceptor
engagement, gp41 forms a prehairpin in-
termediate, in which the fusion peptide
is inserted into the cellular membrane.
This transient structure can be targeted
by peptide inhibitors to disrupt the fusion
process. Drugs targeting structural inter-
mediates required for fusion can efficiently
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block viral infection. Enfuvirtide (T-20) is
a peptide based HIV-1 fusion inhibitor
approved by the FDA for the treatment
of HIV infection in treatment-experienced
patients. Enfuvirtide, a synthetic peptide
of 36 amino acids, binds to the HIV gp41
and blocks the fusion of viral and cellu-
lar membranes. Enfuvirtide competitively
binds to the first heptad repeat (HR1) re-
gion of gp41, preventing the formation of
a six-helix bundle, which is critical for
membrane fusion to occur. Enfuvirtide
exhibited synergistic activity when com-
bined with individual antiretroviral agents,
including zidovudine, lamivudine, nelfi-
navir, and indinavir. The most frequent
adverse effects associated with the use of
enfuvirtide are reactions at the injection
site. Mutations in the HR1 region of gp41
envelope gene that are associated with re-
sistance to Enfuvirtide include G36D/S,
I37V, V38A/M, Q39R, N42T, and N43D.
An enfuvirtide related peptide, T-1249, also
binds to the N-terminal heptad repeat re-
gion (N-HR) of gp41 and blocks HIV-1
replication. T-1249 is currently in Phase
I/II clinical studies.

7
Other Potential Drug Targets

7.1
HIV-1 Nucleocapsid Protein as a Drug
Target

HIV-1 nucleocapsid (HIV-1 NC) protein
is a small, highly basic protein with
two conserved zinc (Zn2+) finger do-
mains. HIV-1 NC is generated during
protease processing of the gag polyprotein
that occurs during retrovirus maturation.
HIV-1 NC is essential for the viral life
cycle. This is due to its role in recog-
nizing viral RNA from cellular RNA for

dimerization and packaging, promoting
binding of the essential t-RNA primer to
the primer site, stimulating reverse tran-
scription, and protecting viral RNA from
nucleases. Mutations in HIV-1 NC are
not tolerated, and a strong relationship
has been established between the three-
dimensional organization of NC and its
biological functions. Mutations in the zinc
finger domains of NC lead to a com-
plete loss of infectivity. Hence, HIV-1
NC is a potential antiretroviral-drug tar-
get. Compounds that interfere with Zn2+
binding (destabilization of Zn2+ tetrahe-
dral geometry), or eject the Zn2+ ion from
the zinc finger domains of HIV-1 NC
cause the denaturation of protein. This
is lethal for the virus, and leads to for-
mation of noninfective virions. Over the
years several compounds have been re-
ported that selectively interact with viral
zinc finger proteins, but none of them
have successfully reached advanced clini-
cal studies.

7.2
Targeting HIV-1 Proteins Vif, Tat, and Rev

HIV accessory and regulatory proteins
such as Vif, Tat, and Rev share a
common function as adapter molecules
to recruit cellular factors for various steps
in the viral replication cycle. It is known
that Vif-defective viruses are capable of
entering target cells but encounter an
early block in virus replication before
integration of the viral DNA into the host
genome. Currently, none of the inhibitors
of Vif, Tat, and Rev have advanced to
clinical trials.

See also AIDS/HIV, Molecular and
Cell Biology; Pharmacogenomics
and Drug Design.
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Keywords

Homeobox
A conserved sequence of about 180 nucleotides that is found in many developmental
control genes.

Homeodomain
The protein domain encoded by the homeobox. It is a DNA-binding domain.

Homeotic Gene
Mutations in a homeotic gene cause transformations – homeotic transformations – of
groups of cells or body segments. For example, the cells of a segment are transformed
into cell types of a different body segment. A large number of homeotic genes are
homeobox genes, but not all. And not all homeobox genes are homeotic genes.

HOX Cluster
A gene cluster in animals made up of Antennapedia-type homeobox genes (Hox
genes). The genes in this cluster function primarily in the pattern formation along the
anterior–posterior body axis.

Hox Genes
The homeobox genes that reside in the Hox cluster(s). This designation should be
reserved for use in vertebrates.

POU Genes
A special well-known class of homeobox genes that encode two domains, a
POU-specific domain and a POU homeodomain. The POU-specific domain binds
DNA also.
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TALE Homeobox Genes
A special subgroup of homeobox genes, whose homeodomain is normally 63 amino
acids long, rather than the standard 60, because of three extra amino acids between
helix 1 and helix 2. Highly conserved from plants to animals.

� Homeodomain proteins are DNA-binding proteins that play major roles in many
developmental processes of animals as well as fungi and plants. The homeodomain
is a protein domain of about 60 amino acids that binds DNA. Proteins containing
a homeodomain can regulate the expression of other genes in development and
differentiation. Hundreds of homeobox genes have been identified, and they can be
grouped into many different classes. Often, other conserved protein domains are
found linked to a homeodomain. Several particular types of homeobox genes lie
next to each other on the chromosome in clusters. The best-known cluster, the HOX
cluster, is found in all bilateral animals. Vertebrates contain four HOX clusters that
have arisen through duplication in early vertebrate evolution; its genes are called
Hox genes. Lower chordates, insects, and nematodes have only one HOX cluster.
Of particular interest is that many of the HOX cluster genes function in the process
of pattern formation along the anterior–posterior body axis. However, a lot of
homeobox genes are not found in clusters and do not function in pattern formation,
but play roles in the determination of cell fates and cell differentiation. Homeobox
genes thus perform key roles for all aspects of the development of an organism.

1
What is a Homeodomain?

1.1
Introduction

Since their discovery in 1983, homeobox
genes, and the homeodomain proteins
they encode, have turned out to play impor-
tant roles in the developmental processes
of all multicellular organisms. While cer-
tainly not the only developmental control
genes, they have been shown to play
crucial roles from the earliest steps in
embryogenesis – such as setting up an an-
terior–posterior gradient in the egg of
the fruit fly Drosophila melanogaster – to
the very latest steps in cell differen-
tiation – such as the differentiation of

neurons in the nematode Caenorhabditis el-
egans. They are found in plants, fungi, and
all animal phyla. Since their original dis-
covery, hundreds of homeobox genes have
been described, and this article, which is
based on previous compilations, attempts
to give an overview of these genes.

1.2
The Homeodomain Sequence

The homeobox was originally described as
a conserved DNA motif of about 180 bp.
The protein domain encoded by the home-
obox, the homeodomain, is, accordingly,
about 60 amino acids long. The first genes
found to encode homeodomain proteins
were the Drosophila developmental control
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genes, in particular, homeotic genes, from
which the name ‘‘homeo’’ box was de-
rived. However, many homeobox genes
are not homeotic genes; the homeobox is
a sequence motif, while ‘‘homeotic’’ is a
functional description for genes that cause
homeotic transformations when mutated.
Further, not all homeotic genes are home-
obox genes.

As more and more homeobox-contain-
ing genes were isolated, it became clear
that the homeodomains of closely related
genes had sequence similarity that ex-
tended upstream and/or downstream of
the standard core of 60 amino acids. In
contrast, when highly divergent home-
odomain sequences are compared, the
sequence similarity does not extend over
the full 60 residues. Figure 1(a) shows
a consensus sequence that is based on
a compilation of 346 homeodomain se-
quences. The numbering scheme beneath
this consensus is in accordance with that
used in the publications that describe the
homeodomain structure.

An analysis of the frequency of each
amino acid at each position of the home-
odomain indicates that certain positions
are significantly more conserved than oth-
ers. A summary of these conserved amino
acids is given in Fig. 1(b). Under each con-
sensus (i.e. most common) amino acid,
other amino acids that occur at that po-
sition are listed in decreasing order of
frequency. Amino acids found in fewer
than five sequences have been omitted.
The gray background bars highlight those
residues in each position, which can be
found in at least 85% or more of the
homeodomain sequences. For example, at
position 47, the two hydrophobic residues
isoleucine (I) and valine (V) are found in
333 of the 346 sequences (96%), while a
threonine (T) is found in only 9 sequences
(2.6%). In addition, two sequences have

an asparagine (N) residue and two have
a histidine (H) and are thus not even
shown in Fig. 1(b). In such a way, one
can identify positions where amino acids
with particular properties, such as hy-
drophobic residues (e.g. position 47), are
highly conserved.

The conserved positions in Fig. 1(b) have
been arbitrarily divided into three groups,
depending on how many different amino
acids occur at a particular position in this
compilation. There are seven very highly
conserved positions ( ). However, only two
positions are almost totally invariant, the
tryptophan (W) residue at position 48 and
the asparagine (N) residue at position 51.
Occasionally, the tryptophan (W) can be
substituted by a phenylalanine (F) residue.
Three other positions predominantly con-
tain one amino acid but occasionally per-
mit substitutions: position 16, normally a
leucine (L), can accommodate a methio-
nine(M) or other hydrophobic residues;
positions 20 and 49, normally phenylala-
nine (F) residues, can be substituted by
tyrosine (Y) or other hydrophobic residues.
Position 53 is almost invariably an arginine
(R), though lysine (K) is possible. Posi-
tion 57 accommodates either an arginine
(R) or a lysine (K) residue, although other
residues are possible.

A second group of highly conserved
positions (�) has fewer than six different
amino acids at a particular position. Six
such positions are found: 5, 26, 40, 45,
47, and 57. Thirteen positions fall into
the third group of moderately conserved
positions (∗), which can have up to
nine different amino acids at a particular
position. However, those positions of
the homeodomain that are not especially
marked by any of the three previous
symbols are not completely devoid of
information. Often, while many different
amino acids can occur at a particular
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No. of different amino acids encountered: 1-2; 3-5;  *6-9

Helix 3/4Helix 1 Helix 2

Fig. 1 (a) A homeodomain consensus sequence (presented in single-letter code, as
are all subsequent sequence figures) that is based on 346 homeodomain sequences.
The standard numbering scheme is shown beneath the consensus. The three
α-helices (a composite derived from the structures of the Antp, en, and MATα2
homeodomains) are shown schematically as cylinders above the consensus. Special
symbols mark amino acids positions that play a role for intramolecular or
protein–DNA contacts of the homeodomain; they are shown above the consensus
and have the following meanings: amino acids designated ‘‘H’’ contribute to the
hydrophobic core that is responsible for the tertiary structure of the homeodomain;
residues designated ‘‘B’’ contact bases in the major groove and are responsible for
sequence-specific DNA contacts; residues designated ‘‘m’’ make contacts in the
minor groove; the pound sign (#) indicates residues that contact the sugar-phosphate
backbone of the DNA. (b) Amino acids encountered at a given position in the
homeodomain (based on 346 sequences). For each position, the amino acid most
frequently encountered is listed at the top, while other amino acids are listed beneath
in decreasing order of their frequency of occurrence. Residues in the shaded group
are found in at least 85% of the 346 homeodomain sequences. Amino acids occurring
fewer than five times are not shown. The symbols on top indicate highly conserved
positions: , most highly conserved positions, with only one or two different amino
acids found at that position; �, highly conserved position, with three to five different
amino acids at that position; ∗, conserved positions, with six to nine different
residues at that position. Note: the 346 selected sequences for this compilation are
biased toward animal, in particular, Antp-like homeodomain sequences.
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position, some amino acids appear to be
excluded. For example, at position 1, no
tyrosine (Y) or tryptophan (W) has been
found in the 346 sequences examined.

These 60 positions, especially the more
conserved ones, define the typical home-
odomain. Residues in the DNA-binding re-
gion of helix 3 (see Sect. 1.2) are especially
conserved and constitute a ‘‘trademark’’
for the homeodomain. The sequence com-
pilation shown here is mainly composed of
animal homeodomains, with a bias toward
Antennapedia-like sequences. Neverthe-
less, even plant homeodomain sequences
show a similar pattern of conserved
residues, although amino acid frequencies
at particular positions may vary from the
one presented here.

1.3
Structure of the Homeodomain

The underlying reason for the conser-
vation of particular amino acids is the
structure of the homeodomain. Several
structures have been determined using
either NMR or X-ray analysis, for exam-
ple, fly Antennapedia (Antp), fushi tarazu
(ftz), engrailed (en), or mammalian PBX1,
Oct1, HNF1α, or yeast MATα2. The core
of the homeodomain consists essentially
of three α-helices. The NMR studies of the
Antp homeodomain identified a kink in
the third helix, at position 52/53, such that
this helix is considered to consist of two
separate helices, helix 3 and helix 4. The
three α-helices are represented as shaded
cylinders above the consensus sequence in
Fig. 1(a).

The various symbols (H, B, #, m) above
the helices in Fig. 1(a) give a schematic
summary of various contacts made by
the amino acids of the homeodomain,
as deduced from structural and genetic
data. Not every homeodomain makes

every interaction shown; in particular,
DNA contacts can be slightly different
in different homeodomains. The three
helices are held together by a hydrophobic
core. The residues marked by ‘‘H’’ take
part in the formation of this hydrophobic
core. Helix 2 and helix 3 are connected
by a tight turn called a helix-turn-helix
motif that is also found in prokaryotic gene
regulatory proteins. Helix 1 is connected
to helix 2 by a loop, which contains three
extra amino acids in TALE (three amino
acid loop extension) homeodomains (see
below). Helix 1 lies approximately parallel
to helix 2, and also crosses over helix 3. At
the crossover area, the highly conserved
residues in helix 1 interact with the
highly conserved residues tryptophan and
phenylalanine of helix 3. Figure 2 is a
schematic representation of how the three
helices pack against one another and how
they lie with respect to the DNA.

1.4
DNA-binding Properties

NMR and X-ray analysis of DNA–protein
complexes for several homeodomain pro-
teins have allowed the identification of the
residues critical for sequence-specific con-
tacts and contacts to the DNA backbone.
These studies have been complemented
by in vivo and in vitro studies on the DNA-
binding properties of homeodomains and
confirm the importance of some of the
DNA–amino acid contacts that have been
deduced by the structural studies.

Helix 3, also termed the recognition helix,
lies in the major groove of the DNA and
plays the most important role in making
sequence-specific contacts (Fig. 2). Those
residues that make sequence-specific con-
tacts are indicated with a ‘‘B’’ in Fig. 1(a)
above the consensus. Many other residues
make nonsequence-specific contacts to the
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Fig. 2 Two views of a simplified schematic representation of the three-dimensional
structure of the homeodomain and how it binds to DNA. The three numbered
cylinders show helices 1, 2, and 3; N marks the amino terminus of the homeodomain
and C the carboxyl terminus. The double helix represents the DNA. The left panel is
rotated by about 90◦ with respect to the right panel.

DNA backbone (indicated by ‘‘#’’). As can
be seen, these residues are not only found
in helix 3 but also in helix 2 and at the
amino terminus of the homeodomain. The
amino terminus reaches into the minor
groove of the DNA, where the residues
marked ‘‘m’’ can contact the DNA in
the minor groove. A very critical residue
that determines sequence specificity is
found at position 9 of helix 3 (i.e. po-
sition 50). Exchanging this amino acid
can cause drastic changes in the type of
DNA sequence that is recognized by a par-
ticular homeodomain. Several sequences
that are bound by homeodomains have
been identified. A binding site for Antp
is AGCCATTAGA, with the core being
ATTA (TAAT on the other strand). This
core-binding site is too small for providing
sufficient specificity to activate only the
intended target genes. Different types of

homeodomain proteins employ different
strategies to solve this problem. Some
combine several DNA-binding domains in
a single protein, some form homodimers,
and many form heteromeric complexes
with homeodomain or other types of tran-
scription factors.

1.5
Classification of Homeodomains

The purpose of comparing and classify-
ing the sequences of homeobox-containing
genes is to determine evolutionary rela-
tionships between the different genes to
find out which genes are orthologous be-
tween different species and which ones
merely belong to the same group or
class. With the advent of many completed
genomes, this is now a much easier task.
The resulting classification allows one to
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examine how structural conservation in
evolution correlates with functional con-
servation. In order to arrange the home-
odomain sequences into logical groups,
the terms superclass, class, and family are
used here. Their use reflects the hierarchy
of relationships such that a superclass en-
compasses several classes and a class can
be further subdivided into families.

Figure 3 shows a comparative tree that
has been derived from a much larger tree;
this tree presents selected genes of dif-
ferent classes and families. Such a tree
provides an easy means of grouping home-
odomain sequences for classification. All
superclasses and classes as well as most
families presented here are well conserved
in evolution, and members can be found
in deuterostomes as well as protostomes.
In fact, a very useful criterion for the iden-
tification of families is that they should
be conserved over a long time period. The
ideal definition for a family would be that
its members were derived from a single
gene in the ancestor of protostomes and
deuterostomes; classes would comprise
several families with common features.
If a homeobox gene, whose homeodomain
sequence is very divergent from others,
is only found within related species of
a particular phylum, it indicates that it
is probably derived from another home-
obox gene, for example, by duplication,
and has undergone rapid evolutionary
changes. Generally, classes of homeobox
genes have less than 50 to 55% sequence
identity within their homeodomains when
compared to other classes. Within a partic-
ular family, the homeodomain can be 80
to 90% identical from flies to vertebrates.
The genes within the Antp superclass, par-
ticularly those of the HOX cluster, are
somewhat of an exception since they tend
to be highly conserved, especially those in
the center of the cluster.

Many of the homeodomain classes have
additional conserved protein domains or
motifs outside of the homeodomain. Such
sequence motifs, which sometimes can
be even more conserved than the home-
odomain itself, provide extra criteria to
differentiate the various classes of home-
obox genes. Figure 4 shows a schematic
diagram of homeobox gene families and
classes that encode special conserved
sequence motifs outside of the home-
odomain. Homeodomain proteins of sev-
eral families of the Antp superclass contain
a short ‘‘Hexapeptide’’ motif upstream of
the homeodomain. Conserved domains
found in other classes can be 100 amino
acids or longer, and for many, the struc-
ture has been determined either by X-ray
crystallography or NMR analysis. Some
of these domains can even be repeated
within the same homeodomain protein,
and some homeodomain proteins have
several homeodomains.

The sections that follow introduce
the various classes of homeobox genes.
Figures 5 and 6 present an overview
of homeodomain sequences of selected
genes from the various classes and fam-
ilies. Detailed descriptions of expression
patterns and gene functions are beyond
the scope of this article, and the reader
is referred to the literature and PubMed
(http://www.ncbi.nlm.nih.gov/).

1.6
Atypical Homeodomains

Quite a number of homeobox genes have
now been found whose homeodomain
is different in length from the typical
60 amino acids. In order to get optimal
alignments for these homeodomains, ex-
tra amino acids have to be looped out in
various places. This was first noticed in
yeast MATα2, where a better alignment
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of the helix 1 region to the consensus
could be achieved by looping out three
extra amino acids. As already pointed
out, X-ray crystallography of the MATα2
homeodomain revealed that its structure
is indeed very similar to en and Antp,

and that three amino acids are in fact
looped out between helix 1 and helix 2.
Many genes have now been isolated that
have three extra amino acids between helix
1 and helix 2 from a variety of organ-
isms (Fig. 6, TALE superclass, see below).
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Extra amino acids have also been found
in several genes between helix 2 and helix
3, for example, in the liver transcription
factor LFB1(HNF1α), in the prospero pro-
tein, in fly defective proventriculus (dve),
or in plant HD-ZIP III proteins (see
4.2, 5.4, 10.2). The homeodomains of the
fungal proteins bE and AαZ have addi-
tional amino acids both between helix
1 and helix 2 and between helix 2 and
helix 3. Homeodomain sequences that re-
quire such insertions and/or deletions are
referred to as atypical homeodomains to con-
trast them from the typical homeodomain
with 60 amino acids. However, ‘‘atypi-
cal’’ by itself is not a useful descriptor
for the classification of homeobox genes.
In fact, insertions and deletions in the
homeodomain have occurred many times
independently in evolution. Even within
typical classes or families, such divergence
is possible. For example, unlike other sine
oculis (so) class homeobox genes, the C.
elegans so class protein CEH-35 has one
extra residue between helix 1 and helix 2.

2
The Antennapedia Superclass

This is a large group of genes that are
related to one of the first homeobox genes
discovered, Antennapedia. A number of
these genes are organized into gene

clusters, that is, the HOX cluster, the
ParaHox cluster, which is a ‘‘sister’’ of
the HOX cluster, and the NK cluster.
However, many homeobox families within
the Antp superclasses do not reside
in a cluster and are referred to as
dispersed. Common features of the Antp
superclass genes are that they do not
encode large conserved domains outside of
the homeodomain but only small motifs.
The Hexapeptide motif is found in genes
of the HOX, ParaHox, and NK cluster,
as well as in dispersed genes, such as
the ems family (Fig. 4). The Hexapeptide
is usually separated by an intron from
the homeodomain. Other small motifs
are found in NK-2 homeodomain proteins
or in en homeodomain proteins (Fig. 4).
Within the Antp superclass, two major
groups can be distinguished, the Extended
Hox (ExHox) class of genes with the Hox,
Mox, Evx, and ParaHox genes and the
NKL class of genes with the NK cluster
genes and gene families such as NK-2, Dll,
ems, NEC, Bar, Xnot, Gtx, Gbx, and Mnx
(Fig. 3).

2.1
The HOX Cluster

The first, and also best-known, homeobox
genes are the homeotic selector genes of
D. melanogaster that are organized into

Fig. 3 Comparative tree showing different families and classes of homeobox genes. The tree is
based on the aligned homeodomain sequences. The more similar the two homeodomain sequences
are to each other, the shorter the horizontal distance is from the branch point to the endpoint, which
represents the homeodomain of a particular gene. Conversely, the longer a branch of the tree is, the
less related that branch is to other homeodomains. At the endpoints of individual branches,
examples of particular homeobox genes for selected families and classes are given. The paralogue
groups of the vertebrate HOX clusters are indicated by PG, and parentheses mark the families,
classes, and superclasses, which are indicated on the right. Those genes that are not assigned to
classes are either divergent members of existing classes (e.g. LIN-39, MAB-5, zen) or are orphans for
which the origin has not been determined (e.g. CEH-7, CEH-5). The column at the right indicates
families having a Hexapeptide upstream of the homeodomain.



190 Homeodomain Proteins

POU

LIM

CUX

ZF

PBC
PBC domain

(CP)
NK-2

en
EH1 EH2 EH3 EH5

prospero domain
pros

Six/so

prd
(Oct)

MEIS
MEIS domain

KNOX (p)
KNOX domain

HD-ZIP I   to IV (p)
Leucine zipper

TALE ELK

SATB

CMP

COMPASS

COMPASS

ONECUT

BEL (p)
BEL domain

PHD(p)

DDT(p)

cut

Paired domain

HOX and related genes: Antp, lab, ems, cad,Tlx
Hexapeptide

POU-specific domain

Cut domain

(Cut domain)3

(Cut domain)2

CASP

(LIM domain)2

(C2–H2 Zinc-fingers)9–17
(Homeodomain)1–4

Six/so domain

PHD domain

(START domain)0–1

DDT domain

Fig. 4 Schematic representation of families and
classes of homeobox genes encoding conserved
motifs outside of the homeodomain. On the left
are the names of the different selected families
and classes. The black box represents the
homeodomain, and insertions within the
homeodomain, either between helix 1 and 2 or
helix 2 and 3, are indicated by differently
patterned boxes. The other boxes with different
patterns represent conserved sequence motifs
specific to individual classes or superclasses.
The length of the boxes is approximately
proportional to the size of the domains. The
connecting linker regions (black lines) can be
substantially different between genes and do not

reflect true length. The Hexapeptide is found in
several different families within the Antp
superclass, mainly in Hox genes. In several
instances, the number of domains can vary. The
CP motif in the NK-2 family and the Oct motif in
the paired class do not occur in all members of
the class/family. In the ZF class, the number of
zinc fingers as well as the number of
homeodomains (one to four) can vary
substantially, and the zinc fingers can be
interspersed with the homeodomains. The lower
part of the panel shows plant homeodomain
classes (p). The plant HD-ZIP III and IV classes
have a START domain, HD-ZIP I and II do not.

two complexes, the Antennapedia complex
(ANT-C) and the Bithorax complex (BX-
C), summarily referred to as the homeotic
gene complex (HOM-C). In Drosophila, only
one such cluster is found, while higher
vertebrates have four homologous clusters,

each on a different chromosome (Fig. 7).
These clusters have been termed HOX
clusters in vertebrates, and the usage of
naming these clusters ‘‘HOX clusters’’
has now been expanded to include other
animal phyla, including Drosophila. The
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four vertebrate HOX clusters originally
arose through duplications of a single
cluster at some point in early vertebrate
evolution. Indeed, in the cephalochordate
amphioxus (lancelet), only a single cluster
has been found. On the other hand, one
has to note that in teleost fish, extra HOX
clusters (as well as extra homeobox genes
and extra copies of many other genes)
are found since it is thought that the
ancestor of this group of fish underwent an
extra genome duplication event. HOM-C
related clusters of homeobox genes are
now commonly referred to as HOX cluster
in all species where they are found.
However, the use of the word Hox to
name individual genes in the HOX cluster
should be restricted to vertebrates.

Figure 7 shows the C. elegans, Drosophila,
and vertebrate HOX clusters. The genes
in the four vertebrate clusters (termed
HOXA, HOXB, HOXC, HOXD) can be
aligned such that 13 groups are formed
that are highly related based on their
sequence. These groups are referred to
as paralogue groups 1 to 13 (PG-1 to PG-
13), and individual genes in mice are
named HoxA-1, HoxA-2, and so on. Each
cluster has missing genes for some of the
paralogue groups. This suggests that the
vertebrate cluster duplication took place
after all 13 groups had formed and that
during or after the duplication events,
some genes were lost. Overall, there are
39 Hox genes in mouse and human. In
vertebrates, but not in flies, the Evx genes
are closely linked to the HOX cluster,
indicating that these genes are part of the
ancestral HOX cluster, although this gene
family has a separate name. Likewise, the
Mox genes are also associated with the
HOX cluster, albeit at the opposite end
(not shown). Both Evx and Mox genes are
referred to as extended HOX cluster genes.

The lines and brackets in Fig. 7 between
the fly and vertebrate clusters indicate
how the Hox genes are related to the
fly genes. For example, the Drosophila
gene labial is the orthologue of the PG-
1 genes HoxA-1, HoxB-1, and HoxD-1 in
mice. Some genes have no direct one-
to-one correspondence. For example, the
fly gene Abd-B is homologous to PG-9
through PG-13, probably due to a separate
expansion of the Abd-B family genes in the
deuterostome lineage. Further, the central
genes in the cluster (PG-6 to PG-8, and ftz
to abd-A) may have arisen independently
by gene duplication within each phyla. A
degenerate HOX cluster containing seven
homeobox genes has been found in the
nematode C. elegans. Two Abd-B family
genes have split from the cluster, while
the remaining five homeobox genes have
also been separated into two subgroups by
a series of other genes (Fig. 7). Recently,
it has become apparent that an ancestor
of C. elegans seems to have lost several
homeobox genes since in several other
nematode species, additional homeobox
genes are present in the HOX cluster.

The genes of the HOX cluster have
received particular attention not only be-
cause they are clustered on the chromo-
some but also because the way they are
physically clustered correlates with the
way they are expressed along the ante-
rior–posterior body axis (Fig. 8). Thus,
genes at one end of the cluster are ex-
pressed and function in the anterior body
region, while, as one progresses along the
chromosome, the genes are expressed and
function further and further toward the
posterior of the animal. This colinearity of
genes and expression pattern is even more
striking when one considers that the Hox
genes are all transcribed in the same direc-
tion. Thus, the genes of PG-13 are usually
referred to as the genes of the 5′ end of
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the cluster and are expressed posteriorly,
while those of PG-1 are at the 3′ end of the
cluster and are expressed anteriorly.

The Hexapeptide, also known as Pen-
tapeptide, was first described in HOX
cluster genes. All genes in the HOX
cluster, apart from the Abd-B family of
genes encode this short conserved pep-
tide motif upstream of the homeodomain.
The Hexapeptide has a conserved core se-
quence of six amino acids (Fig. 9). Apart
from the Hexapeptide, HOX cluster gene
families often possess additional sequence
conservation outside of the homeodomain.
In particular, short stretches of the amino-
terminal region of several families are
conserved; in some cases, the similarity
exists even between different families.

2.1.1 Labial (lab) Family
The labial family of genes is located at the
3′ end of the cluster. The Drosophila lab
homeodomain is 80 to 85% identical to the
PG-1 group genes, and the homeodomains
of the lab family are 55 to 67% identi-
cal to other HOX cluster genes. The lab
family genes encode distinct Hexapeptide
sequences upstream of the homeodomain
(Fig. 9).

2.1.2 Proboscipedia (pb) Family
The vertebrate paralogue group PG-2 is
closely related to the Drosophila gene pb.

Members of this family seem to be lacking
in C. elegans, suggesting that homeobox
genes can be lost in evolution.

2.1.3 PG-3 Family
The PG-3 group of genes seemed to
have no corresponding gene in Drosophila.
However, analysis of HOX cluster genes
in other arthropods suggests that the
Drosophila genes zen and zen2 are the
homologs of the PG-3 genes, and that
they diverged substantially in flies. They
have taken on novel roles during develop-
ment, that is, dorsal–ventral patterning,
rather than anterior–posterior pattern-
ing. Another Drosophila gene not involved
in anterior–posterior patterning is bicoid
(bcd). bcd is the most divergent gene in the
Drosophila HOX cluster (Fig. 3). Its func-
tional role is as a maternal morphogen
in the early Drosophila embryo, where the
protein forms a gradient in the egg. Re-
cent evidence indicates that bcd has arisen
by a duplication from a PG-3 gene during
insect evolution and has undergone rapid
sequence divergence as an adaptation to
its novel function.

2.1.4 Deformed (Dfd) Family
This family comprises the Drosophila
Deformed gene and the vertebrate PG-4
group genes. This family also has small

Fig. 5 Examples of homeodomain sequences of different groups. Only the homeodomain
sequences are shown and flanking sequences have been omitted. The homeodomain sequences have
been grouped on the basis of classes and families, and major groups have been boxed and labeled on
the right. In the case of the SATB class sequence, one residue has been removed in the loop between
helix 1 and 2 to maintain alignment. In this figure and all subsequent sequence alignments, the
following conventions apply: A consensus (based on the most frequently encountered amino acid at
a particular position) is shown at the top and dots indicate identities to the consensus. Dashes
indicate a gap introduced for optimal alignment. Where sequences are incomplete or unavailable,
empty spaces have been left; an asterisk (∗) marks a stop codon. Some of the species codes used in
this and subsequent figures are d, D. melanogaster; Ce, C. elegans; m, mouse; r, rat; c, chicken; h,
human; zf, zebra fish; x, Xenopus laevis.
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regions of conservation in the amino-
terminal part of the protein.

2.1.5 Sex-combs-reduced (Scr) Family
The Drosophila Scr genes and the PG-
5 group genes are very similar to the

Antp family genes, but probably form
their own family since the Hexapeptide
sequences of Scr and the PG-5 proteins
are more similar to each other than
to Hexapeptides of other Hox cluster
proteins. The homeodomain of the C.
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Fig. 5 (Continued)

elegans HOX cluster gene lin-39 is about
equally similar to that of Dfd family and
Scr family homeodomains. Presently, it
is thought that lin-39 belongs to the Scr
family.

2.1.6 Antennapedia (Antp) Family
This family comprises the fly genes
Antennapedia (Antp), Ultrabithorax (Ubx),
abdominal-A (abd-A), fushi tarazu (ftz),
and the vertebrate groups PG-6, PG-7,
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Fig. 5 (Continued)

and PG-8, and the C. elegans gene mab-
5. The homeodomains of this family are
extremely conserved between flies and
vertebrates (up to 98%). It seems likely that
there existed only one common ancestral
gene and that independent duplication
events gave rise to the PG-6, PG-7, and

PG-8 group genes in vertebrates and to the
Antp, Ubx, abd-A, and ftz genes in flies. The
Drosophila ftz gene is not involved in axial
patterning, but functions in segmentation.
A very cryptic Hexapeptide can be found
upstream of the homeodomain, but in
other insects and in arthropods, the
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Fig. 5 (Continued)

orthologous gene is better conserved, and
in some species, it still seems to play a role
in pattern formation.

2.1.7 Abdominal-B (Abd-B) Family
The Abd-B family of genes is located at
the 5′ end of the cluster. They are more
divergent than other cluster genes and
they do not encode a Hexapeptide. While
Drosophila has only one gene, Abd-B, there
are five paralogue groups, PG-9 to PG-13,

in vertebrates. The Abd-B homeodomain
is 52 to 75% identical to the various human
and mouse Abd-B family homeodomains;
thus, these genes can be very divergent.
The further removed from the center of
the HOX cluster the paralogue groups are,
the more divergent their homeodomain
sequences become. HoxD-9 to HoxD-
13 play important roles during pattern
formation of limbs in vertebrates. In C.
elegans, the homeodomain of PHP-3 is
most similar to Abd-B (82% identical),
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Fig. 6 Examples of TALE homeodomain
sequences. At the top, the three α-helices of the
homeodomain and a consensus derived from 58
TALE sequences are shown. On the right, the
different TALE classes from animals, fungi, and
plants are indicated. The fly Antp homeodomain
sequence is shown at the bottom for
comparison. Plant genes are denoted by a ‘‘p’’

and fungal genes are denoted by an ‘‘f’’ in front
of their species code, respectively. The thin line
in the loop region between helix 2 and helix 3 in
the fungal genes from Ustilago maydis (fUm) and
Schizophyllum commune (fSc) indicates the
region where extra residues were removed from
the loop for this alignment.
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Fig. 7 Organization of the C. elegans, D. melanogaster, and mouse/human HOX clusters. At the
top is a schematic representation of the C. elegans HOX cluster. The Abd-B genes (php-3, nob-1)
have split far from the rest of the cluster. Of the remaining five genes in the cluster, only four
genes can be assigned to fly/vertebrate homologs, in the case of mab-5 and egl-5, only tentatively.
The relationship of the homeobox gene ceh-23 is unclear. In the center is a representation of the
D. melanogaster HOX cluster, composed of the two complexes ANT-C (right) and the BX-C (left);
large arrows indicate the individual transcription units of homeobox genes, while small arrows
represent nonhomeobox genes (names in square brackets), and gene names of nonhomeotic
homeobox genes are given in parentheses. At the bottom of the panel, the organization of the
four mammalians – based on mouse and human-HOX clusters (HOXA, HOXB, HOXC, HOXD)
is shown. The orientation of transcription is indicated by arrows. Black lines and brackets
between the C. elegans, D. melanogaster, and mammalian clusters mark the homologous genes.
Dashed lines indicate less certain sequence relationships or derived sequences.

while NOB-1 is only 52% identical, and
EGL-5 53%. While nob-1 is classified as
an Abd-B gene, the assignment of egl-5 is
less certain, variously grouped either as
Abd-B or as divergent Antp family gene
(Fig. 7).

2.1.8 Even-skipped (eve) Family
The vertebrate eve genes (Evx) are located
at the 5′ end of the HOX cluster (Fig. 7),
suggesting that this gene family is part
of the extended HOX cluster. In other
organisms such as Drosophila and C.
elegans though, the single eve family

genes are not linked to the HOX cluster.
Like the Abd-B family, the eve genes do
not contain a Hexapeptide upstream of
the homeodomain. Their homeodomain
sequences are very different from the Antp
and Abd-B family homeodomains, and
in addition, the intron position is in a
different location than in Hox genes. The
original function of the eve family genes
appears to be pattern formation in the
posterior of the animal, which is consistent
with its position in the HOX cluster. The
eve family is very ancient since an eve gene
has been isolated from corals, where it has
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Fig. 8 Schematized domains of expression for the fruit fly HOX and
the mouse HOXB cluster genes, as mapped onto a 10-h Drosophila
embryo, or a mouse embryo at day 12, respectively. Bars indicate the
approximate areas of expression for individual genes. Additional
labels include I, a, Mx, L – intercalary, mandibular, maxillary, and
labial segments of the presumptive head; T1–T3: thoracic segments;
A1–A8: abdominal segments; Fore, Mid, Hind: forebrain, midbrain,
and hindbrain; CNS: central nervous system. The labels cervical,
thoracic, and lumbar indicate the somites of the respective body
regions. Adapted from McGinnis, W., Krumlauf, R. (1992) Homeobox
genes and axial patterning, Cell 68, 283–302.

been found linked to a gene similar to
HOX cluster genes.

2.1.9 Mox Family
The Mox genes were found to be linked to
the HOX cluster in vertebrates, on the side
of the anterior Hox genes, and thus belong
to the extended HOX cluster. However,
sequencewise, these genes are probably
derived by duplication from the posterior

genes, most likely from the eve family
genes. The Mox family is conserved; a
homolog, buttonless, has been found in
Drosophila.

2.2
ParaHox Cluster

The ParaHox gene cluster is composed of
three gene families, Gsx, Xlox, and cad
(Fig. 10a). This cluster was first identified
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Fig. 9 Hexapeptide sequences. The top line shows a consensus sequence for the
core of the Hexapeptide. Examples of Hexapeptide sequences from various families
and classes are given.

XloxGsx

tin bap lbl lbe C15 slou

(a)

(b) Tlx NK-1LbxNK-3

msh

NK-4

Cdx

Msx

Fig. 10 (a) Schematized gene arrangement for
the ParaHox gene cluster as found originally in
Amphioxus. It is composed of three gene
families Gsx, Xlox, and Cdx, Gsx corresponding
to the most anterior and Cdx to the most
posterior functioning gene. (b) Schematic
representation of the NK gene cluster. This is a

derived composite of the clusters found in
mosquito (Anopheles gambiae) and
D. melanogaster, respectively. In Drosophila, the
msh gene is not linked to the cluster anymore,
while in mosquito, the NK-1 gene is not linked to
the cluster anymore. Furthermore, there is only a
single Lbx gene in mosquito.

in Amphioxus, but a cluster is also present
in mammals. Nevertheless, this cluster is
not as highly conserved as the HOX clus-
ter. For instance, only one intact ParaHox
cluster is found in mammals, while paralo-
gous genes are no longer found in clusters.
The ParaHox genes are very similar in
sequence to the HOX cluster genes and

they all encode a Hexapeptide upstream
of the homeodomain (Fig. 9). It is thought
that the ParaHox cluster probably arose
through a duplication event from an ances-
tral HOX cluster. The ParaHox genes also
function in anterior–posterior patterning,
with the Gsx genes being the most an-
terior, and the cad genes being the most
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posterior. An important functional aspect
of the ParaHox cluster seems to be in the
patterning of the endoderm.

2.2.1 Gsx Family
These genes were first isolated from
mouse (Gsh-1, Gsh-2). On the basis of
the homeodomain sequence, the Gsx and
Xlox (see next section) proteins are very
similar to the pb and PG-3 family of HOX
cluster genes, confirming the notion that
the ParaHox cluster arose through some
duplication event of a ProtoHox cluster.

2.2.2 Xlox Family
The Xenopus gene Xlhbox8 and several
leech genes (lox) form the founding
members of this family. In Drosophila, the
Xlox gene seems to have been lost, while
in C. elegans both Xlox and Gsx genes
are lacking.

2.2.3 Caudal (cad) Family
The function in Drosophila and the expres-
sion patterns in vertebrates indicates that
these genes are important in axial pattern
formation in the posterior. Often, they play
a role in the development of the endoderm.
The C. elegans gene pal-1, while clearly
a member of the cad family, does not
have a readily recognizable Hexapeptide
upstream of the homeodomain (Fig. 9).

2.3
The NK Cluster

The NK cluster was discovered in
Drosophila, where a series of homeobox
genes were found to be clustered in
the chromosomal region 93DE (Fig. 10b),
hence it is also referred to as the 93DE clus-
ter in Drosophila. A corresponding cluster

has also been identified in mosquito, al-
though the gene arrangement has slightly
changed since in mosquito, the NK-1 or-
thologue is separate from the cluster,
while the Msx gene is still in the cluster
(Fig. 10b). This cluster, however, has not
been that well conserved in vertebrates,
only fragments still exist and the genes
have dispersed through the genome. A
main function of the NK cluster genes is
in pattern formation and development of
the mesoderm.

2.3.1 NK-1 Family
The homeodomains of the NK-1 class have
been highly conserved between flatworms,
nematodes, flies, and vertebrates (Fig. 7).
The fly gene slouch (slou/NK-1/S59) is
orthologous to the vertebrate genes Nkx-
1.1 and Nkx-1.2 (also known as Sax).

2.3.2 Tlx Family
The human gene TLX1 (TCL-3) is one of
the better-known cases of a homeobox-
containing genes involved in cancer; in
this case T-cell leukemia, and, thus,
this gene family was named Tlx. The
orthologous gene, C15, from Drosophila
has not been studied well yet. The Tlx
genes encode a Hexapeptide upstream of
the homeodomain (Fig. 9).

2.3.3 Lbx Family
There are two Lbx family genes in
D. melanogaster, ladybird early (lbe) and
ladybird late (lbl). This seems to be a
recent duplication from a single, ancestral
Lbx gene since in Anopheles there is
only a single Lbx gene. In vertebrates,
the Lbx genes are still found linked to
the Tlx genes; there are two paralogous
miniclusters with Lbx1 and Tlx1, and Lbx2
and Tlx2, respectively.
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2.3.4 NK-3 Family
This family is defined by the fly gene
bagpipe (bap) and the vertebrate genes Nkx-
3.1 and Nkx-3.2.

2.3.5 NK-4 Family
This family is defined by the vertebrates
genes Nkx-2.3, Nkx-2.6, and Nkx-2.5 and
the fly gene tinman (tin). Together with
the NK-2 family, some of the NK-4
family genes share a conserved region
(CP) downstream of the homeodomain
(Fig. 4).

2.3.6 Msx Family
The Msx family of genes were first iden-
tified in vertebrates (as Hox-7 genes)
and in flies a corresponding gene, msh
(muscle-specific-homeobox), was identified.
The vertebrate genes were renamed as
Msx genes because they were not part of
the HOX cluster. The Msx family is very
ancient since a member has been cloned
from hydra. The sequence conservation ex-
tends outside of the homeodomain; there
are at least eight amino acids immedi-
ately upstream of the homeodomain and
five amino acids immediately downstream
that are conserved between hydra and
vertebrate Msx proteins. Also, a cryptic
Hexapeptide is found in some of the genes
(Fig. 9).

2.4
Noncluster Antennapedia Superclass Genes

A large group of Antp superclass gene fam-
ilies that are conserved from protostomes
to deuterostomes are dispersed through
the genome and are not, or no longer, or-
ganized in clusters. Many of them, such as
NK-2, Dll, and ems, are similar to genes
in the NK cluster and are loosely grouped
into the NKL class.

2.4.1 NK-2 Family
The NK-2 family of homeobox genes is
defined by the fly homeobox gene NK-
2 (now known as ventral nervous system
defective, vnd). The first vertebrate gene
of this family to be isolated was the
transcription factor TTF-1. The vertebrate
genes are now called Nkx-2.1 and Nkx-2.2.
Several of the fly and vertebrate proteins
share a small conserved sequence element
of about 17 amino acids downstream of the
homeodomain, referred to as the conserved
peptide (CP), or NK2-SD (Fig. 4). A small
conserved region is also found near the
amino terminus, referred to as TN-domain.
The NK-2, NK-3, and NK-4 family of genes
are closely related so that these genes were
originally classified all within the NK-2
class. Thus, the vertebrate nomenclature
that uses Nkx-2.x for genes that fall into
separate families is confusing.

2.4.2 Distal-less (Dll) Family
Six Dlx genes are found in mammals,
while only one fly and one nematode
gene is known. The Drosophila gene has
been shown to play an important role in
limb development. In vertebrates, the Dlx
genes are expressed in various areas of
the brain, but intriguingly, some are also
expressed in the limbs; thus, it is thought
that Dlx genes play an important role in
the formation of appendages.

2.4.3 Empty-spiracles (ems) Family
The genes of the ems family, though not
part of any cluster, have a Hexapeptide up-
stream of the homeodomain. These genes
function in pattern formation mainly in
the head region. There are at least two
genes in mammals and two in flies, which
appear to have arisen from independent
duplication events. In C. elegans, the ems
family gene ceh-2 plays a role in neuron
specification in the anterior pharynx.
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Fig. 11 Alignment of engrailed family
sequences. The black bar denotes the
homeodomain and the boxes indicate the
domains that have been conserved between
deuterostomes and protostomes. The slashes
indicate a long nonconserved region of variable

length. Two conserved regions can be found
upstream of the homeodomain (EH1, and
EH2/EH3) and a third region of conservation
(EH5) is just downstream of the homeodomain,
followed by a charged region.

2.4.4 Engrailed (en) Family
The engrailed family of genes is character-
ized by a series of small conserved motifs
outside of the homeodomain (Fig. 11).
These motifs were named EH1, EH2, EH3,
EH4 (the homeodomain), and EH5. EH1
is a small conserved region (∼13 amino
acids) toward amino terminus of en family
genes, EH2 and EH3 are adjacent con-
served regions of about 20 and 8 amino
acids just upstream of the homeodomain.
EH2 contains residues that are somewhat
reminiscent of the Hexapeptide. EH5 is a
carboxy-terminal extension of the home-
odomain of about 20 amino acids that is
followed by a charged region. The cur-
rent evidence suggests that one ancestral
engrailed gene existed in the ancestor of

vertebrates and arthropods and that, later,
independent duplication events gave rise
to en and invected (inv) in flies and En-1
and En-2 in vertebrates. The nematode C.
elegans has only one en family gene, ceh-16.

2.4.5 Hlx Family
Genes similar to the Drosophila gene H2.0
have been isolated from vertebrates and
ascidians. Chicken Chlx-A and mouse Dbx
genes as well as the Ascidia gene Hal-
hlx are quite different from H2.0 and the
mouse Hlx gene; thus, this family seems
to have evolved divergent members.

2.4.6 Hex Family
The first identified member was in mam-
mals (Prh). This gene family is rather
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distinct from Extended HOX cluster genes
or NKL genes, although it is highly con-
served down to cnidaria, suggesting an
important role in animal development.

2.4.7 Other Families
A substantial number of additional
families that have been conserved from
protostomes to deuterostomes have been
identified. Most of these families are
similar to the NK cluster genes and can
be loosely grouped into the NKL class of
homeobox genes. These families include
Bar, bsh, ceh19, Gbx, Gtx, Xnot, Mnx, NEC,
and Vent, although the last family does
not seem to be present in flies. The rough
(ro) family is more similar to the ExHox
class of genes. Other genes, such as the
C. elegans genes ceh-7 or ceh-5, are rather
divergent from any of the other genes
and no obvious homologs can be detected
presently, suggesting that these genes
diverged in the nematode lineage and are
derived from some other homeobox gene.
Similarly, other newly derived genes, as
also the example of bcd shows, will exist
only within particular animal phyla.

2.5
Antennapedia Superclass Related Genes in
Lower Animals

Quite a number of homeobox genes have
now been isolated from cnidaria, such as
hydra or corals as well as sponges. Some
are most closely related to the genes of the
HOX, ParaHox, and NK cluster, as men-
tioned above. Others are clear orthologues
of other Antp superclass genes, such as
for example, en. An Antp-like gene has
been isolated from coral, and this gene
has been shown to be linked to an eve
class gene. Thus, a primitive cluster does
exist, but it may have dispersed more in

lower organisms. Antp superclass home-
obox genes have also been discovered in
what is thought to be the most primitive
animal, Trichoplax adhaerens (Placozoa).
Once full genome projects are available, it
will be possible to determine the full com-
plement of homeobox genes and elucidate
the evolutionary history of these genes.

3
Paired and prd-like Classes

3.1
Paired (prd) Class

The paired class of homeobox genes
is characterized by the fact that their
homeodomains contain a serine residue at
position 50. In addition, a highly conserved
domain of about 130 amino acids, the
‘‘paired’’ domain, is found toward the
amino terminus of these proteins. prd
class genes have been shown to be
transcription factors, and the prd domain
by itself has been shown to bind DNA. The
structure has recently been determined
and shown to consist of two globular
domains with three α-helices each. Several
genes have been found that encode only
a prd domain but no homeodomain.
In contrast, thus far, all homeodomain
proteins of the prd class that contain a
serine residue at position 50 also contain
a prd domain. The prd domain bears
resemblance to transposases, and it is
thought that a prd-like homeobox gene
captured a transposase early in metazoan
evolution, which then evolved into the prd
domain. In addition to the prd domain,
the prd class genes show some extended
sequence conservation just upstream of
the homeodomain, and some families have
an ‘‘Octapeptide’’ between the prd domain
and the homeodomain (Fig. 4). Aligned
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Fig. 12 Alignment of paired domain sequences. The sequences are grouped into six
families (I–VI) and the family number is given above each group. The six helices of the two
globular domains are indicated by cylinders. Helices 1, 2, and 3 form the first globular
domain; helix 2 and 3 fold into a helix-turn-helix motif, and, similar to the homeodomain,
the third helix sits in the major groove of the DNA. Helices 4, 5, and 6 form the second
globular domain.
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prd domains are shown in Fig. 12. The
prd class genes can be grouped into six
families on the basis of this domain. In
vertebrates, prd class genes are called Pax
genes, irrespective of whether they have a
homeodomain or not.

3.1.1 Family I
The genes of this family, formed by
mouse Pax-1 and Drosophila Pox meso, do
not encode homeodomains. A mutation
in mouse Pax-1 is responsible for the
undulated defect.

3.1.2 Family II
This family includes the Drosophila genes
prd, gsb-d, gsb-p and the mouse genes Pax-3
and Pax-7. Apparently, independent du-
plication events gave rise to the multiple
genes in vertebrates and flies. This family
contains a small conserved region (the Oc-
tapeptide) between the homeodomain and
the prd domain. In humans, a defect in
Pax-3 causes phenotypes known as the
Waardenburg syndrome and craniofacial-
deafness-hand syndrome. In mouse, a muta-
tion is known as Splotch.

3.1.3 Family III
Presently, this family is defined only by
vertebrate genes (Pax-2, Pax-5, Pax-8) and
may be vertebrate specific. Interestingly,
these genes encode a protein piece that re-
sembles the first third of a homeodomain.
This suggests that the last two thirds of
the homeodomain was only recently lost
in evolution. Like in family II, these genes
also encode an Octapeptide between the
prd domain and the homeodomain rem-
nant. A mutation in the human Pax-2 gene
causes kidney and retinal problems.

3.1.4 Family IV
This family is defined solely by Pax-4. This
family may be derived from Pax-6 genes.

3.1.5 Family V
This family is defined by Pox neuro, which
has no homeodomain.

3.1.6 Family VI
This family is well conserved in evolution,
encompassing such genes as Pax-6 in
vertebrates and eyeless (ey) in flies, and
they encode both a prd domain and
a homeodomain. Pax-6 is mutated in
the Small eye mutations in mice and
rats, and in the Aniridia mutation in
humans; thus, Pax-6 plays a crucial role
in eye development. The fly gene ey
was shown to be homologous to Pax-6.
Thus, these genes play important roles
for eye development both in vertebrates
and flies, despite the large differences in
eye structure and development between
these phyla. This suggests that there is a
common underlying mechanism for ‘‘eye
development’’ that has been conserved
in evolution and that vertebrate eyes and
insect eyes are not completely independent
inventions of evolution.

3.2
Paired-like (prd-like) Class

A substantial number of homeobox genes
encode a homeodomain that is similar
to the prd class homeodomains but they
do not encode a paired domain nor
do the homeodomain sequences have a
serine residue at position 50. Some of
these prd-like homeodomain sequences
can be as much as 75% identical to
prd class homeodomain sequences. Given
that the prd class genes are thought
to be derived from prd-like homeobox
genes, this similarity is not surprising.
In recent years an increasing number
of conserved prd-like families has been
identified. The following families have
been conserved between different phyla:
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otd/Otx (fly orthodenticle), ceh10, unc4,
Arix/Phox, Ptx/unc30, al (fly aristaless),
otp (orthopedia), Gsc (goosecoid). Several
other families seem, at present, to only
occur in vertebrates, suggesting a possible
vertebrate-specific expansion. While most
of the prd-like genes encode glutamine
residues at position 50, several families
(for example, goosecoid, otd) encode lysine
residues at that position. A feature often
found in prd-like class genes is the
presence of an intron between amino
acids 46 and 47 of the homeodomain.
Some of the families have quite extensive
sequence conservation outside of the
homeodomain. For example, the ceh10
family has a motif of about 70 amino
acids immediately downstream of the
homeodomain that is conserved from C.
elegans to vertebrates. Many of the prd-like
class genes play important roles in the
developing nervous system.

4
POU Class and HNF Classes

4.1
POU Class

The POU class was originally defined
on the basis of the four genes Pit-
1, Oct-1, Oct-2, and unc-86 (POU). The
POU-specific domain is an approximately
80-amino acid long conserved domain
upstream of the homeodomain with a
variable linker in between (Fig. 13). Several
of the POU class genes were originally
isolated as transcription factors, which
provided the most convincing evidence
that homeobox-containing genes encode
transcription factors. The POU-specific
domain is required for cooperative, high
affinity DNA-binding and has so far always
been found in association with a POU

homeodomain. The POU homeodomain
is characterized by a cysteine residue in
position 50. The structure of the POU
domain, that is, the POU-specific domain
and the POU homeodomain, bound to
DNA has been determined. The POU-
specific domain consists of four α-helices
(indicated in Fig. 13). Helix 2 and 3 fold
like a helix-turn-helix motif, although the
turn between Helix 2 and 3 in the POU-
specific domain is larger than that in a
standard helix-turn-helix protein (such as
the homeodomain). The genes have been
grouped into several families and many
play important roles in nervous system
development.

4.1.1 Family I
Represented by the gene Pit-1 and only
found in vertebrates so far.

4.1.2 Family II
Encompasses the well-known mammalian
transcription factors Oct-1 and Oct-2, and
at least one additional member in ver-
tebrates, Oct-11. The Drosophila genes of
this family, nubbin (pdm-1) and pdm-2 have
arisen through independent duplication
events in arthropods. A divergent member
of this family is the C. elegans gene ceh-18.

4.1.3 Family III
Comprises at least four vertebrate mem-
bers, that is, Brn-1, Brn-2, SCIP/Oct-6, and
Brn-4, one in Drosophila (vvl/Cf1a), one
in C. elegans (ceh-6), as well as two genes
in flatworms.

4.1.4 Family IV
This family is highly conserved between
vertebrates, flies, and nematodes. The
C. elegans gene, unc-86, is expressed and
functions in many neurons of the sensory
nervous system.



208 Homeodomain Proteins

Consensus PSHSDEDTPDSDELEQFAKQFKQRRIKLGFTQADVGLALGTLYGNVFGSLSQTTICRFEALQLSFKNMCKLKPLLNKWLEEAESS--

Ce UNC-86 .PT..M..-.PRQ..T..EH.........V......K..AH.KMPGV.....S......S.T..HN..VA...I.HS...K..EA--
d tI-POU GL.P.T..-.PR...A..ER.........V......K..AN.KLPGV.AV..S......S.T..HN..IA...I.QA......AQ--
r Brn-3 R...A..ER.........V......S..AN.KIPGV.....S......S.T..HN..IA...I.QA......GP--

x Oct-6O GPGTE..GMTLE.M.E...EL..K.VA..Y..G.I.H...I...KM.---.........S...T...........EQ..G...NN--
x Oct-91 S.D.E.EA.N.G.M.....DL.HK..TM.Y......Y...V.F.KT.---.........S...............RS..H.V.NN--
x Oct-79 T.D.E.EA.N.G.M.....DL.HK..TM.Y......Y...V.F.KT.---.........S...............RS..H.V.NN--
x Oct-25 S.DNE.EV.SES.M.....DL.HK.VS..Y......Y...V...KM.---.........S.........Q...F.ER.VV...NN--
m Oct-3/4 EESQ.MKA-LQK.......LL..K..T..Y.......T..V.F.K..---..............L......R...E..V...DNN--

d vvl/Cf1a I.GGE....T..D..A...............................---.........................Q......D.T--
m Brn-4 QD....E..T.....................................---................................D..--
m SCIP GE.....A.S..D..................................---...............................TD..--
m Brn-2 DP.......T..D..................................---................................D..--
m Brn-1 DP.......T..D..................................---................................D..--
Djpou1 R.GKT..L.S..D......M.........Y.................---.....................R...Q...H..D..--
Ce CEH-6 DISD.SEQTCP.D..G.............Y......V........I.---.........................F......D.T--

m Pit-1 EEPI.M.S.EIR......NE..V......Y..TN..E..AAVH.SE.---.........N.......A....AI.S.......QV--

d nub Q.-PE.T.-.LE.......T............G.....M.K....D.---.....S.....N.............Q....D.D.TVA
d pdm1 ..-PE.T.-.LE.......T............G.....M.K....D.---.....S.....N.............Q...DD.DRTIQ
h OCT2 ...PE.PS-.LE......RT............G.....M.K....D.---.....S.....N.............E...ND..TM--
m Oct-1 ..-LE.PS-.LE.......T............G.....M.K....D.---.....S.....N.............E...ND..NL--

h POU6F1 TPSL...GINLE.IRE...N..I..LS..L..TQ..Q..TATE.PAY---..SA.....K.DITP.SAQ....V.E...N...LRNQ
.........|.........|.........|.........|..---.......|.........|.........|........
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Fig. 13 Alignment of sequences for the
POU-specific domain (marked by the black bar at
the top). Examples of POU genes are given and
grouped into different families (I–VI). The four

shaded cylinders indicate the four α-helices of
the secondary structure of the POU-specific
domain. Helix 2 and 3 form a helix-turn-helix
motif.

4.1.5 Family V
This group is a diverse assortment of
genes, some of which can be quite
divergent from each other. This family
seems to be restricted to vertebrates.

4.1.6 Family VI
This family is conserved between flies and
vertebrates but has been lost in C. elegans.

4.1.7 Orphans
Several additional POU genes in verte-
brates exist (e.g. Sprm-1) that are very
different from the above families and may
represent novel derived genes in verte-
brates.

4.2
HNF Class

The HNF class was originally defined
by the mammalian transcription factor

LFB1 or HNF1α. Figure 14 shows the
homeodomain of HNF1α and the extra
residues that are found between helix
2 and helix 3. The HNF class genes
have been found to have a conserved
domain upstream of the homeodomain
(not shown). The structure of this domain
has been determined and found to be
similar to that of the POU domain,
suggesting that the HNF class might be
highly divergent and be derived from
POU genes.

5
Cut Superclass

The first gene of this superclass discov-
ered was the Drosophila homeobox gene
cut, which has three copies of a con-
served domain of about 80 amino acids,
the cut domain (Fig. 15), upstream of the
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Fig. 14 Alignment of the atypical homeodomain
sequences of rat HNF1α/LFB1, D. prospero, and
the two homeodomains – marked by HD1 and
HD2 – of Drosophila defective proventriculus

(dve). Symbols for conserved positions and
cylinders for helices are as in Fig. 1. Dashes
indicate gaps. The typical homeodomain of Antp
is shown at the bottom for comparison.

Fig. 15 Alignment of cut domain sequences.
The genes of the CUX class encode three cut
domains, marked by R1, R2, and R3, the genes of
the ONECUT class encode only a single cut

domain, and the SATB class genes encode two
highly divergent cut domains (R1, R2). The black
bar indicates the cut domain.

homeodomain. The cut domain is a DNA-
binding domain. Other genes with cut
domains have been discovered; however,
their structural organization is quite dif-
ferent from that of cut so that four distinct
classes can be defined (Figs. 4, 5, 15).
The homeodomain sequences of these
classes are rather different from each
other, possibly because the presence of
additional DNA-binding domains relieves
the evolutionary pressure to maintain the
homeodomain.

5.1
CUX Class

This class is defined by the fly gene cut,
C. elegans ceh-44, the human transcription
factor CDP, and other vertebrate ho-
mologs, which have been named Cux
genes. These genes encode three cut do-
mains upstream of the homeodomain.
Unlike other homeodomain proteins, they
have a histidine residue at position 50 of
the homeodomain. Biochemical analysis
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of the human CDP has revealed that the
cut domain is a DNA-binding domain, like
the prd domain and the POU-specific do-
main. The CUX class genes have a most
unusual structural organization because,
apart from the cut domain, their amino
terminus is actually shared with another
gene, CASP, which is a Golgi membrane
protein. The amino-terminal half of CASP
can either splice to the cut-homeodomain
part of the Cux genes or it can splice
to the carboxy-terminal part of the CASP
protein, giving rise to a fully functional
CASP protein. Sometime in evolution, an
ancestral Cux gene has been functionally
intertwined with the CASP gene through
alternative splicing. This organization is
found in C. elegans and vertebrates, but in
Drosophila, the CASP gene has been lost.

5.2
ONECUT Class

The class is defined by a single cut domain.
Most likely, this represents the most ances-
tral condition. Genes in this class comprise
a diverse set of genes from C. elegans, for ex-
ample, ceh-21 and ceh-39, vertebrate HNF6
and OC2, and a single gene in Drosophila.
In this gene class, position 48 of the home-
odomain exchanges the tryptophan into a
phenylalanine, or into a tyrosine in one di-
vergent gene in C. elegans. Further, at the
DNA-binding position 50, a methionine
is found.

5.3
SATB Class

The genes of the SATB class encode
two highly divergent cut domains and
a highly divergent homeodomain. In
addition, they have a new domain, called
COMPASS, at their amino terminus
(Fig. 4). Like the ONECUT genes, they

encode a phenylalanine residue at position
48 of the homeodomain. SATB class
genes have presently been found only in
vertebrates. In contrast to other homeobox
genes that act as regular transcription
factors, SATB1 has been shown to be
a special global gene regulator that is
involved in chromatin remodeling.

5.4
COMPASS (CMP) Class

The CMP class of homeobox genes is an
unusual group of homeobox genes that
encode a CMP domain upstream of two
homeodomains. The two homeodomains
arose through duplication from a common
ancestor. These homeodomains are dis-
tinct from those of other classes because
of the extra residues in the loop region
between helix 2 and helix 3 (Fig. 14). Mem-
bers of the CMP class have been found in
C. elegans and in Drosophila (the gene dve),
but not in vertebrates. Even though the
CMP genes do not encode cut domains
and their homeodomains are highly differ-
ent from other cut homeodomains, they
are classified into the cut superclass be-
cause they share the CMP domain with
the SATB class of genes. Since the SATB
class is only found in vertebrates and the
CMP class only in insects and nematodes
so far, it may be possible that these two
classes are orthologous.

6
ZF and LIM Classes

These two classes share the common
trait that their genes encode zinc-binding
domains in addition to the homeodomain.
Each class encodes distinct types of zinc-
binding domains: the ZF class encodes
zinc fingers of the C2 –H2 (two cysteine
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residues–two histidine residues) type,
and the LIM class, two copies of the
LIM domain zinc finger. Some of the
homeodomains of the ZF class proteins are
more similar to LIM class homeodomains
than to any other homeodomain. Thus,
these two homeodomain classes may have
arisen from a common single ancestor, but
this is presently unresolved.

6.1
ZF Class

This is without question the most bizarre
class of homeobox genes. While one
Drosophila gene zfh-1 encodes 9 zinc-
finger domains and one homeodomain,
another gene zfh-2 has 16 zinc fingers
and 3 homeodomains. The human ho-
molog of zfh-2, ATBF1 encodes 17 zinc
fingers and 4 homeodomains. The zinc-
finger domains are of the C2 –H2 type,
the same type that is also found in the
developmental control genes Krüppel and
hunchback in Drosophila. At least two fam-
ilies exist, defined by Drosophila zfh-1 and
zfh-2, that are conserved in vertebrates. The
homeodomains of these proteins are very
divergent (Fig. 5); presumably, the evo-
lutionary constraints are relaxed because
of the large number of DNA-binding do-
mains present in a single protein.

6.2
LIM Class

LIM homeobox genes encode two LIM
domains upstream of the homeodomain.
The LIM domain is about 60 amino acids
long and contains conserved cysteine and
histidine residues (Fig. 16). It was first
defined in two C. elegans genes, lin-11
and mec-3, and in the rat transcription
factor Isl-1 (lin-11, Isl-1, mec − 3 = LIM).
The LIM domain exhibits relatively poor

primary sequence conservation between
different proteins, and the first and the
second copy are somewhat distinct from
each other. The key residues are the
conserved cysteine and histidine residues.
The LIM domain has been shown to be
a zinc-binding domain, a so-called zinc
finger. The cysteine residues (positions
A, B, and D) and the histidine residue
(position C, Fig. 16) coordinate one zinc,
while the second zinc is coordinated by
three cysteine residues (position E, F, and
G) and one residue that can be either a
cysteine, histidine, or aspartate (position
H). This double zinc finger is distinct from
other zinc fingers, such as for example,
the ones of the ZF class. The LIM class
homeodomain sequences are much better
conserved than the LIM domains and
can thus be used for classification. Six
families have been described: apterous
(ap), LHX6/7, ISLET, LMX, LIM3, and
LIN-11/LIM1.

The LIM domain is also present in
genes that do not encode a homeodomain.
The rhombotin genes (LMO, i.e. LIM-only)
encode two LIM domains that are similar
to the two LIM domains of LIM homeobox
genes. Possibly, this gene family may
have lost the homeodomain. A large
number of other proteins containing only
LIM domains have been found that are
more divergent. The following are a few
examples: mammalian CRIP, a cysteine-
rich intestinal protein; ESP1, an estradiol-
stimulated protein in brain; hCRP, a
human cysteine-rich protein; zyxin, a
cytoskeletal protein; and MLP, a regulator
of myogenesis. hCRP and MLP, which are
very similar to each other, have two copies
of LIM that are more closely related to
each other than to other LIM domains.
CRIP and ESP1 have only one copy, and
zyxin contains three LIM domains.
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(a)

(b)

Fig. 16 Alignment of LIM domain sequences.
LIM homeobox genes encode two LIM domains,
the two parentheses on the right indicate the first
and the second LIM domain, respectively.
Several proteins, whose LIM domains are
somewhat distinct and that have no
homeodomain (i.e. zyxin, ESP1, CRIP, hCRP), are

listed at the bottom. The conserved cysteine and
histidine residues, which are the key residues for
zinc binding are highlighted. At the bottom is a
schematic view of the structure of the two zinc
fingers; residues A to H are also indicated
underneath the alignment.

The LIM domain is protein–protein in-
teraction domain. For example, biochemi-
cal characterization of zyxin indicates that
it is a zinc-binding protein that binds
to α-actinin and is associated with the
actin cytoskeleton. In addition, zyxin di-
rectly interacts with the chicken homolog
of hCRP in vitro. The LIM domains of
LIM homeobox genes also function in
protein–protein interactions. One impor-
tant interacting partner in that case is

the LIM-binding protein Ldb. Thus, while
the LIM domain can occur in multiple
functional roles, the common denomina-
tor of these functions is protein–protein
interaction.

7
Six/so Class

This class was originally defined by
the Drosophila gene so and the mouse
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Consensus     FGFTQEQVACVCEVLQQGGNIERLGRFLWSLPACDHLHKNESVLKAKAVVAFHRGNFRELYKILESHQFSPHNHAKLQQLWLKAHYVEAEKLRGRPLG
m Six1        ....................L.....................................................P.......................
m Six2        ..................................E...................................................I...........
d so          .................A..............Q..K.QL................QYK...RL..H.H..AQ......A...................
            .........|.........|.........|.........|.........|.........|.........|.........|.........|.........|
                    10        20        30        40        50        60        70        80        90       100

Antp                           RKRGRQTYTRYQTLE.EKEFHF.R.LTR.RRI.I.H.LC..ER.IKI..Q...MKWKKEN

Consensus   AVGKYRVRRKFPLPRTIWDGEETSYCFKEKSRSVLREWYAHNPYPSPREKRELAEATGLTTTQVSNWFKNRRQRDRAAEAKEREN.EN-.NSSS
m Six1      ................................G....................................................T...N....
m Six2      R..............S.....................................................................S...S....
d so        ....................................D..S...........D...........................H.DGSTDKQHLD...
            .........|.........|.........|.........|.........|.........|.........|.........|.........|....
                   110       120       130       140       150       160       170       180       190

Six/so domain

Homeodomain

Fig. 17 Sequence alignment of Six/so class genes over the region of the Six/so domain and the
homeodomain. The Six/so domain is marked by a black bar. The Six/so homeodomains are
compared to the Antp homeodomain.

conserved         *   ** *     *     *  **  *       * * * *
d Antp     RKRGRQTYTRYQTLELEKEFHFNRYLTRRRRIEIAHALC---LTERQIKIWFQNRRMKWKKEN
d otd      TASRTTTFTRAQLDVLEALFGKTRYPDIFMREEVALKIN---LPESRVQVWFKNRRAKCRQQL
Zmhox1a    STARKGHFGPVINQKLHEHFKTQPYPSRSVKESLAEELG---LTFRQVNKWFETRRHSARVAS
h LFB1     GRRNRFKWGPASQQILFQAYERQKNPSKEERETLVEECN+++VTEVRVYNWFANRRKEEAFRH
                                                            
m Prox1    GSAMQEGLSPNHLKKAKLMFFYTRYPSSNMLKTYFSDVKFNRCITSQLIKWFSNFREFYYIQMEKYARQAINDGVTSTEELSI 
                  | | ||:|||||||: ||||| :|| || |:|||:  | ||:|||||||||||||||||||||: :|:   ::| |
d pros     TPLHSSTLTPMHLRKAKLMFFWVRYPSSAVLKMYFPDIKFNKNNTAQLVKWFSNFREFYYIQMEKYARQAVTEGIKTPDDLLI
               || ||||||||||||||: ||| | :|| |||||:||||||||||||||||||||| ||||:||||: |||   :|:::
CEH-26     GGGSSSMLTPMHLRKAKLMFFYTRYPNSNLLKSYFPDIRFNKNNTAQLVKWFSNFREFYYNQMEKFARQALAEGITDRNDIFV

m Prox1    TRDCELYRALNMHYNKANDFEVPERFLEVVQITLREFFNAIIAGKDVDPSWKKAIYKVICKLDSEVPEIFKSPNCLQELLHE*
             |:|||| ||:|||: |  |||: |  ||: |||||| || :||| : |||| |||:|:::|  ||| ||||| |::|
d pros     AGDSELYRVLNLHYNRNNHIEVPQNFRFVVESTLREFFRAIQGGKDTEQSWKKSIYKIISRMDDPVPEYFKSPNFLEQLE* 
             ||||::||| ||||||||  |:   |||: |||||  ||  ||| | |||| |||:| |::| :|::|| ||||| || 
CEH-26   SKDSELFKVLNTHYNRNNHIKAPDRLVFVVQETLREFHDAIKQGKDIEPSWKKTIYKVINRLEDQIPDFFKEPNFLERLET* 

Homeodomain

Prospero domain

Fig. 18 Alignment of prospero class sequences.
The lines between sequences indicate identities
and colons mark similar amino acids. The ‘‘‡’’
marks matches of the pros class homeodomains
to the highly conserved residues of typical

homeodomains, which are shown at the top. The
homeodomain as well as the pros domain are
marked by black bars. The cylinders underneath
the sequence show the α-helices derived from
the structure of the Homeo-Pros domain.

genes Six1 and Six2. These homeobox
genes encode highly divergent typi-
cal homeodomains (Figs. 5, 17) that
have a lysine at position 50 of the
homeodomain. In addition, there is a
highly conserved domain upstream of the
homeodomain (Figs. 4, 17), the Six/so
domain, which is about 120 amino
acids long. The Six/so class of genes
can be subdivided into three families,
Six1/2, Six3/6, and Six4/5, which are
all conserved between flies, worms, and
vertebrates.

8
Prospero (Pros) Class

This class of atypical homeobox genes has
been defined on the basis of the Drosophila
gene prospero, the mouse gene Prox 1, and
a C. elegans ceh-26 (Fig. 18). It is a small
class with a single member in fly and
C. elegans. The pros class homeodomain
is highly divergent and has three extra
amino acids between helix 2 and helix
3. The highly conserved leucine in helix
1 is replaced with an alanine (Figs. 1,
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18). Downstream of the homeodomain
is a conserved sequence motif of about
100 amino acids, the pros domain, that
reaches to the carboxy-terminus. The
structure of the pros homeodomain and
pros domain has been determined and
confirmed to be a homeodomain. The
pros domain forms a single structural unit
with the homeodomain and is required for
sequence-specific DNA binding.

9
TALE Superclass

As mentioned above, the TALE homeobox
genes are characterized by having three
extra residues in the loop between helix
1 and helix 2 of the homeodomain (three
amino acid loop extension, Fig. 6). This
group is ancient since members are found
in plants, fungi, and animals. Four classes
are found in animals, two in plants,
and two distinct types in fungi. Many
of the TALE superclass homeobox genes
encode an isoleucine at position 50 of
the homeobox.

9.1
PBC Class

Extensive sequence conservation out-
side the homeodomain has been found

between the three human homeodomain
proteins PBX1 (a protooncogene), PBX2,
PBX3, the C. elegans homeodomain protein
CEH-20, and the Drosophila protein ex-
tradenticle (exd). This new motif has been
termed the PBC domain (Fig. 19). The PBC
domain is bipartite (PBC-A and PBC-B),
with a linker region between the two sub-
regions, and about 180 amino acids long.
The extended loops between helix 1 and he-
lix 2 of the homeodomain of PBC proteins
interacts with the Hexapeptide of Antp
superclass homeobox genes, such as those
of the lab family. Thus, PBC class genes
form complexes with at least some of the
HOX cluster genes. The homeodomain of
PBC class genes contains a glycine residue
at position 50 of the homeodomain, which
is unusual as this residue can contact the
DNA only via water-mediated interaction.

9.2
MEIS Class

The MEIS class of homeobox genes was
first defined by the vertebrate Meis genes,
C. elegans unc-62 (ceh-25), and Drosophila
homothorax (hth). As in the PBC class,
a conserved, bipartite domain is found
upstream of the homeodomain, called
MEIS or HM (Fig. 20), which is about 130
amino acids long. Two subgroups can be

Ce CEH-20 THPANLSELLDAVLKINEQTLDDNDSAKKQELQCHPMRQALFDVLCETKEKTVLTVRNQVDETPEDPQLMRLDNMLVAEGVAGPDKGGS-----------
d exd     RKQKDIG.I.QQIMS.S..S..EA-Q.R.HT.N..R.KP...S....I......SI..TQE.E.P...........I.......E...GGAAAASAAAAS
h PBX2    RGKQDIGDI.QQIMT.TD.S..EA-Q...HA.N..R.KP...S....I....G.SI.SSQE.E.V...........L.......E...GSAAAAAAAAAS
h PBX1    GRKQDIGDI.QQIMT.TD.S..EA-Q.R.HA.N..R.KP...N....I......SI.GAQE.E.T...........L.......E...GSAAAAAAAAAS
m PBX1B   GRKQDIGDI.QQIMT.TD.S..EA-Q.R.HA.N..R.KP...N....I......SI.GAQE.E.T...........L.......E...GSAAAAAAAAAA
h PBX3    GRKQDIGDI.HQIMT.TD.S..EA-Q...HA.N..R.KP...S....I....G.SI.GAQE.D.P...........L....S..E...GSAAAAAAAAAS

Ce CEH-20 ----LGS---DASGGDQADYRQKLHQIRVLYNEELRKYEEACNEFTQHVRSLLKDQSQVRPIAHKEIERMVYIIQRKFNGIQVQLKQSTCEAVMILRSRFLD
d exd     QGGS.SIDGA.NA-IEHS...A..A...QI.HQ..E...Q......T..MN..RE..RT...TP.......Q..HK..SS..M...................
h PBX2    -GGGVSP---.N.-IEHS...S..A...HI.HS..E...Q......T..MN..RE..RT..V.P..M....S..H...SA..M...................
h PBX1    -GG-A..---.N.-VEHS...A..S...QI.HT..E...Q......T..MN..RE..RT...SP.......S..H...SS..M...................
m PBX1B   -GG-A..---.N.-VEHS...A..S...QI.HT..E...Q......T..MN..RE..RT...SP.......S..H...SS..M...................
h PBX3    -GG--S.---.N.-IEHS...A..T...QI.HT..E...Q......T..MN..RE..RT...SP.......G..H...SS..M...................

PBC-A

PBC-B

Fig. 19 Alignment of PBC domain sequences. The black bar indicates the conserved regions of the
bipartite PBC domain, denoted by PBC-A and PBC-B.
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MEIS-A

KNOX-A

MEIS-B

KNOX-B

 pZm KN1    GDV-EAIKAKIISHPHYYSLLTAYLECNKVGAPPEVSARLTEIAQEVEAR-QRTALGG---------------LAAATEPELDQFMEAYHEMLVKFREELTRP----LQEAMEFMRRVESQLNSLSISGRS
 pHv KNOX3  A..-.............S...A...D.Q.............AV..DL.L.-.......---------------.GT...................Y.......----.......L....T...........
 pZm RS1    AEA-.......VA..Q.SA..A...D.Q......D.LE...AM.AKLD.-----SAA.---------------RHEPRD..........CN....Y.......----ID.....LK...A..DCI.GG.G.
 pAt KNAT1  VSDV..M.....A....ST..Q...D.Q.I....D.VD.I.AAR.DF...Q..STPSV---------------S.SSRD..........CD....Y.......----I......I..I....SM.CQ.PIH
 pAt KNAT2  NFSLSV..S..A...L.PR..QT.ID.Q.....M.IACI.E..QR.NHVYKRDV.PL----------------SCFGAD....E...T.CDI...YKTD.A..----FD..TT.INKI.M..QN.CTGPA.
 pSt POTH1  E.GSNV.....V...Y.PK..N..ID.Q.....AGIVNL.E..R.QTDF.KPNATSI-----------------CIGAD....E...T.CDI.L.YKSD.S..----FD..TT.LNKI.M..GN.CKDD--
 pAT STM    FSSSASV....MA....HR..A..VN.Q........V...E.ACSSAA.AAASMGPT----------------GCLGED.G........C.....YEQ..SK.----FK...V.LQ...C.FK...L.SP.
 pBn HD1    AEQNRQM.GE.AT..M.DQ..A.HVA.LR.AT.IDQLPIIEAQLSHSHHLLRSY.ST-------------AVGFSHHDRQ...N.LAQ.VMV.CS.K.Q.QQHVRVHAV..VMAC.EI.NN.H..TGATLG
 pAt KNAT3  SWQNARH..E.L...L.EQ..S.HVA.LRIAT.VDQLP.IDAQLAQSQHVVAKYSAL.-----------AAAQGLVGDDK......TH.VLL.CS.K.Q.QQHVRVHAM..VMACWEI.QS.Q..TGVSPG
            .........|.........|.........|.........|.........|.........|.........|.........|.........|.........|.........|.........|
                    10        20        30        40        50        60        70        80        90       100       110   120

                         F      f              Ø                                            n              d  r
K Iø HPøYp Lø  y C      p   aR                                     s  peLDqØM q ø ØL     eL k

Ce CEH-25 EAMKRDKESIYAHPLYPLLVLLFEKCELATSTPRDTSRDGSTS---SDVCSSASFKDDLNEFVRHTQENADKQYYVPNPQLDQIMLQSIQMLRFHLLELEKVHELCDNFCNRYVVCLKGKMPLDIVGDERASSSQPP
m MRG1B   D.L....DA..G...F...A.V........C...EPGVA.------G.....D..NE.IAV.AK--.VR.E.PLFSS..E..NL.I.A..V...................H..IS.......I.L.I...DG..KSD
m MEIS2   D.L....DA..G...F...A.V........C...EPGVA.------G.....D..NE.IAV.AK--.VR.E.PLFSS..E..NL.I.A..V...................H..IS.......I.L.I...DG..KSD
m MEIS3   DSL..E.DD..G...F...A.V........CS...GASA.LG.PPGG.....D..NE.IAA.AK--.IRSERPLFSS..E..NL.V.A..V............D......H..IT.......I.L.IED.DG.CRED
XMEIS1-2  D.L....D...G...F...A.IL.......C...EPGVA.------G.....E..NE.IAV.SK--.IR.E.PLFSS..E..NL.I.A..V...................H..IS.......I.L.I.D.DGG.KSD
XMEIS1-1  D.L....D...G...F...A.I........C...EPGVA.------G.....E..NE.IAV.SK--.IR.E.PLFSS..E..NL.I.A..V...................H..IS..E....I.L.I.D.DGG.KSD
m MEIS1   D.L....DA..G...F...A.I........C...EPGVA.------G.....E..NE.IAV.AK--.IR.E.PLFSS..E..NL.I.A..V...................H..IS.......I.L.I.D.EGG.KSD

Fig. 20 Alignment of MEIS and KNOX domain
sequences. The upper half shows the boxed
MEIS domain, which is bipartite, consisting of
MEIS-A and MEIS-B. The lower half shows the
boxed KNOX domain, which is also bipartite,
consisting of KNOX-A and KNOX-B. The gap in
the linker region between KNOX-A and -B was

increased to obtain alignment with the MEIS
domain. Those residues that are absolutely
conserved between MEIS and KNOX are shaded,
other less-conserved positions are indicated on
top of the MEIS domain; Ø represents
hydrophobic residues.

defined, one based on the vertebrate Meis
genes, and one based on the Prep genes.
The MEIS-A region of the Prep proteins
is shorter compared to Meis proteins
(not shown). Fly hth and vertebrate Meis
proteins interact with PBC class homeo
domain proteins through their MEIS
domain, which interacts with the PBC-
A region. Thus, MEIS and PBC class
proteins can form heterodimers. It has
been shown that the interaction of hth
with exd is responsible for translocating
exd from the cytoplasm to the nucleus so
that dimerization controls the activity of
the protein complex. Further, MEIS class
proteins can also interact with HOX cluster
proteins that are expressed posteriorly (e.g.
HoxA-10). Triple complexes of PBC, MEIS,
and Hox proteins have also been reported.
These combinatorial possibilities provide
ample opportunities to generate many
different types of DNA-binding specificity,
and it is likely that the interaction
between TALE homeobox genes and HOX
cluster genes has been an important
factor in the evolution of animal pattern
formation.

9.3
IRO Class

The IRO class of TALE homeobox genes
are defined by the Drosophila genes arau-
can, mirror, and caupolican. These genes
are arranged in tandem in a gene cluster,
the iroquois complex. Also, in mammals,
there are two paralogous Irx gene clus-
ters with three genes each. However, it
is likely that the clusters evolved indepen-
dently in flies and vertebrates and that only
a single common ancestral IRO gene ex-
isted. The homeodomain of the IRO class
genes contains an alanine residue at posi-
tion 50 of the homeodomain (Fig. 6) and
thus may have a DNA-binding activity dis-
tinct from other TALE homeobox genes.
The IRO class of TALE homeobox genes
share a small motif of about 12 amino
acids, the IRO box, downstream of the
homeodomain (not shown).

9.4
TGIF Class

The TGIF class of TALE homeodomains
has been first defined by the vertebrate
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TG-interacting factor (TGIF), but an or-
thologue has also been identified in
Drosophila. Fly and vertebrate TGIF genes
share an additional 20 amino acids imme-
diately downstream of the homeodomain
(not shown), C. elegans appears to have lost
the TGIF gene. TGIF genes may have been
derived from a MEIS class gene during the
evolution of early animals.

10
Evolution of Homeobox Genes

10.1
Fungal Homeobox Genes

Seven homeobox genes are known in the
yeast Saccharomyces cerevisiae. Two of these
genes, MATa1 and MATα2 are part of
the mating type locus (MAT); MATa1 en-
codes a typical homeodomain and MATα2
a TALE homeodomain. Such a dyad of
a typical and TALE homeobox gene is
also found in other fungi, such as Usti-
lago maydis, Schizophyllum commune, and
Coprinus cinereus. That these genes are
indeed evolutionarily related is further
supported by the fact that the typical home-
obox genes MATa1, Um bW, and Sc AαY
have an intron in the same position in
the homeobox. Also, in Microsporidia, a
closely linked pair of homeobox genes
has been found, one a typical and one
a TALE homeobox gene. While the func-
tion of this locus is not yet known, it
does show that a locus with a typical and
a TALE homeobox gene is an ancestral
feature in the fungal lineage. In yeast,
MATa1 and MATα2 form heterodimers,
and MATα2 also forms homodimers, al-
lowing regulation of different sets of target
genes. Classification of the fungal home-
obox genes, apart from the distinction of

typical and TALE homeobox genes, is not
readily possible due to their divergence,
and no additional conserved domains are
encoded by these homeobox genes that
would aid in classification. Phylogenetic
analyses of yeast and Microsporidia home-
odomain sequences suggests that within
each fungal branch, duplications of home-
obox genes have occurred independently.
In summary, it can be estimated that
there were not more than two TALE
homeobox genes and two to three typical
homeobox genes present in the first fungal
ancestors.

10.2
Plant Homeobox Genes

In plants, 14 distinct classes of homeobox
genes that have been conserved between
monocots and dicots can be identified.
One large group consists of homeobox
genes that have a leucine-zipper, a pro-
tein interaction motif, downstream of
the homeodomain. These genes can be
grouped into four classes, HD-ZIP I, II,
III, and IV. Samples of homeodomain se-
quences for two classes are shown in Fig. 5.
Genes of HD-ZIP III and IV encode a
START domain, a lipid-binding domain,
downstream of the homeodomain. The
START domain is also found in animals;
however, there it is not found in homeobox
genes. The homeodomain of the HD-ZIP
III genes has undergone a drastic change,
since in that class extra residues have been
inserted between helix 2 and helix 3 of
the homeodomain (not shown). Genes of
the other classes also encode conserved
domains outside the homeodomain. For
example, the PHD class genes encode
a PHD domain upstream of the home-
odomain. The PHD domain is a zinc-finger
motif distinct from the LIM and ZF class
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zinc fingers. The DDT class genes encode
a DDT domain downstream of the home-
odomain. Both PHD and DDT domain
are also found in animals – in fact, these
two domains can occur in the same pro-
tein – but not in homeodomain proteins.
Plants have two ancient classes of TALE
homeobox genes, the KNOX class and
the BEL class. Both encode large bipartite
domains upstream of the homeodomain,
termed KNOX and BEL domain, respec-
tively. The KNOX domain (Fig. 20) can
be aligned with the MEIS domain, show-
ing that these two gene classes in plants
and animals have arisen from a common
ancestral TALE homeobox gene that also
encoded, what we termed, the MEINOX
domain. The BEL domain (not shown) has
some weak similarities to the MEIS do-
main and may be derived from it. BEL
and MEIS proteins have been shown to
interact and this interaction is mediated
through their BEL and MEIS domains,
respectively.

10.3
Origin and Diversification of Homeobox
Genes

The different classes of homeobox genes
found in plants and animals have arisen
mainly independently of each other. The
only group of genes that can be clearly
traced from a common ancestor are the
TALE homeobox genes, in particular, the
MEIS and KNOX class of homeobox genes.
The PBC domain in animals has also
been shown to have similarity to the
MEINOX domain, and the BEL domain
in plants may have similarities as well.
This suggests that there was at least
one MEINOX-TALE homeobox gene in
the common ancestor organism (CAO)
that gave rise to plants and animals.

Both plants and fungi each have two
rather distinct classes of TALE homeobox
genes, that is, KNOX and BEL in plants
and CUP and M-ATYP in yeast (Fig. 6),
and animals have four, although the
two main ones are PBC and MEIS.
Thus, the possibility remains open that
there were two TALE homeobox genes in
the CAO. For typical homeobox genes,
the situation is less clear. Again, there
probably must have been at least one
in the CAO. Since, in fungi, perhaps
not more than three different types
of typical homeobox genes exist, there
should not have been more than three
in the CAO either. Thus, the CAO must
have had at least two, but not more
than five homeobox genes. A single
‘‘Urhomeobox’’ gene must have given
rise to the typical and TALE homeobox
genes, but at present, we do not know
whence it came from. The homeodomain
is structurally related to bacterial helix-
turn-helix proteins, so in some protozoa,
a helix-turn-helix protein seems to have
become the first homeodomain protein.

It is interesting to note that TALE home-
odomain proteins form homo- or het-
erodimers in plants, fungi, and animals.
Further, both in fungi and animals, typical
homeodomain proteins, in animals, those
from the HOX cluster, and TALE home-
odomain proteins also interact. It suggests
that these interactions are of an ancient na-
ture and probably were already present in
the CAO. In animals, the diversification of
the homeobox genes has led to a large pro-
liferation of different classes and families.
The last common ancestor of all higher
animals, that is, protostomes and deuteros-
tomes, already contained the diversity of all
the different homeobox classes. Counting
the different conserved gene families, at
least 70 different homeobox genes must
have already been present in that animal.
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Present day organisms such as Drosophila
and C. elegans have around 100 homeobox
genes, while vertebrates, because of the
large-scale duplications in early vertebrate
evolution, have more than 200. While there
are many other types of transcription fac-
tors encoded in an animal genome, the
homeobox genes are perhaps the most im-
portant group that played essential roles in
shaping the evolution of animals.

See also Genetics, Molecular Basis
of; Nematode (C. elegans), Molecu-
lar Biology of; Nematodes, Neuro-
biology and Development of.
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Keywords

Bacteriophage (phage)
Viruses specific to bacteria.

Competition Model
Derives from an experimental demonstration of the evolutionary forces that determine
when genes reproduce by HGT. On the basis of the hypothesis that different genes
reproduce faster by HGT in different environments and the change in environment
determines when genes become mobile. Stability of the environment then influences
which genes introgress. Produces unique predictions of how genes are recruited to
HGT vectors.

Complexity Hypothesis
Posits that genes least likely to introgress are of a type that are involved in highly
interdependent large biochemical complexes. The interactions lead to constraints that
would preclude replacement by genes that have diverged.

Conjugation
A form of DNA transfer mediated by infectious elements (called plasmids) normally
found in bacteria. Plasmids transfer from bacteria to all known forms of life.

Hybridization (to form hybrids)
The initial product of a sexual cross between individuals that are considered to be of
different varieties, subspecies, species, or genera and that might often be revealed by
low fecundity or infertile offspring.

Introgression
‘‘The permanent incorporation of genes from one set of differentiated populations
(species, subspecies, races, and so on) into another’’ (quote from Stewart Jr. et al.).

Phylogeny
The evolutionary connections between organisms inferred from assumed descent via a
common ancestor.

Transduction
The transfer of genes by viruses to different organisms within the infectious range of
the virus.

Transformation
The change in the phenotype of organisms due to the inheritance of a gene. In
molecular biology jargon, it often is a term that also refers to the uptake of DNA
regardless of whether it alters the phenotype.
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Vectors
Viruses, gametes, organisms, plasmids, or other agents that can deliver genes by HGT.

Vertical Gene Transfer
Reproduction of genes in the context of whole genome replication and reproduction of
the organism or entire cell of an organism.

� Horizontal gene transfer (HGT) may be defined as any occurrence of heritable
material passing between organisms, asynchronous with reproduction of the
organisms. It represents replication of heritable material outside the context of parent
to offspring (i.e. vertical) reproduction. Three types of evidence traditionally lead to
claims of HGT. Firstly, biochemical and genetic observations of real-time (usually
laboratory recreations of) gene flow between two genotypically distinguishable
individuals. Secondly, DNA sequences that are common within a species but
inconsistently found in that genus, and finally, direct evidence of processes that
can create genes that reproduce horizontally. HGT is now confirmed to occur
between all biological kingdoms and has consequences even when genes fail
to introgress.

1
Horizontal Gene Transfer Versus
Introgression

Awareness of HGT (horizontal gene trans-
fer) has risen in recent times in part
due to some spectacular scientific debates
surrounding, particularly, the release of
genetically modified organisms (GMOs)
as food crops and the spread of antibiotic-
resistant bacteria that cause disease. The
recent controversies belie the long history
of research in HGT, sometimes treating
it as if it had been discovered only since
genome sequences began to be completed.
On the contrary, HGT is a general and per-
vasive biological phenomenon, but it has
been packaged into separate boxes that go
by other names. We attempt here to iden-
tify what is fundamental to HGT so that
it may be recognized in the various other

boxes it appears in, and to place it center
stage in the modern scientific discourses
that depend on understanding it.

There is genuine confusion about what
HGT is and what it is not. Part of this
confusion results from semantics, with
some authors simply preferring the term
lateral gene transfer (LGT) to HGT. To
resolve this issue, C.I. Kado suggested
that the term LGT be reserved for gene
transfers between closely related partners
and HGT for more distant. This proposal
has some merit, but it presupposes that
the important defining characteristic of
HGT resides in the organisms that are
donors and recipients of genes rather than
the genes themselves. Besides the obvious
problem of knowing when partners are
close enough to call exchanges between
them (LGT), it is entirely possible for
two partners to swap a gene that is
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phylogenetically more distant to both the
donor and recipient than either is to
one another.

The most important source of confusion
is the tendency to substitute an outcome
of HGT with a description of HGT. Two
outcomes are most commonly associated
with HGT. One outcome is that HGT can
generate genotypic diversity in a species or
offer a selective advantage to recombinants
within a species. This has tempted many
to consider HGT a process by which
organisms, especially the asexual bacteria,
recover some of the benefits of sex. There
is no denying that HGT can provide genes
that benefit the recipient and introduce
genetic diversity into populations, but
these outcomes are based on the biology
of the recipient organism and are only one
of the consequences of HGT.

A second outcome is introgression.
Genes, and sometimes entire chromo-
somes, can be introduced into a separate,
differentiated population. For a gene to be-
come permanent, it almost certainly must
have provided an adaptive function, or sur-
vived a fortunate bottleneck. Moreover, the
recombinant genome must be found in
many if not all individuals of a species.
For that to occur, the recombinant genome
must outcompete most or all genomes that
lacked the new gene.

The concept of introgression is nor-
mally reserved for describing vertical gene
transfer over the barriers erected by meio-
sis. However, aspects of the concept also
apply to HGT. Whether an alien gene
is introduced during (e.g. hybridization)
or asynchronously with reproduction (i.e.
HGT), there are barriers to it becoming
a stable and common part of the genome
of the species. Alien genes likewise must
be present in a significant proportion of a
population in order to be detected. Over-
coming these barriers can lead to alien

genes and chromosomes becoming a char-
acteristic feature of a species.

The process by which genes introgress,
however, is only part of the way genes
evolve by HGT (Fig. 1). Genome sequenc-
ing reveals past gene transfers by finding
alien genes in genomes. The number of
alien genes found by such methods only
reflects the number of genes that have in-
trogressed, not the number or frequency
of transfer. This one outcome of HGT is
certainly important evidence for HGT, but
it is ill suited to measuring its impact
and frequency. Measurements of HGT
that rest with genomic DNA sequences are
essentially a measure of the range and fre-
quencies in which genomes retain genes,
not the range and frequencies of gene
transfers that make the genes available in
the first place (Fig. 1).

Making HGT the same as an outcome of
HGT, namely, the ‘‘acquisition of ‘alien
genes’ by a particular genome’’ (quote
from Koonin et al. in Syvanen and Kado)
substitutes historic description for under-
standing how HGT happens biochemically
and how it influences organisms physio-
logically. Quite rightly, this focus leads
to strong criticisms about proper identi-
fication of DNA sequences that are in-
deed alien.

Understanding how genes introgress,
therefore, is not the same as understand-
ing HGT. HGT is not limited to transfers
that change organismal genotypes. For ex-
ample, some genomes may evolve almost
exclusively by HGT. Viruses and transpos-
able elements like mariner are arguably
the product of evolution that has little to
do with organismal genomes and their
vertical reproduction.

The essence of HGT as an evolutionary
process, and not just an outcome, must
be preserved in any definition. HGT may
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Fig. 1 Different levels of analysis used to study horizontal gene transfer. Symbols: rounded
rectangles = cells or organisms, solid rectangles = mobile gene, brick wall = listed
barriers. Only process experiments as discussed in Sect. 3 can cover all levels.

be defined as any occurrence of herita-
ble material passing between organisms,
asynchronous with reproduction of the
organisms. It represents replication of her-
itable material outside the context of parent
to offspring (i.e. vertical) reproduction.
This definition permits different means of
transfer – such as viruses or transduction,
conjugation, and transformation – and dif-
ferent outcomes of transfer – such as serial
infection or recombination – to be united
in legitimate study about how genes evolve
through HGT.

2
Vectors and Pathways of HGT

2.1
Transformation and Pathogenic Bacteria

Bacteria can at times become competent
for the uptake of DNA from their

surrounding environment. Should part or
all of that DNA become stably incorpo-
rated into the genome, they are called
transformants. Competence may be ex-
pressed constitutively in a proportion of
the population or be induced. It is usually
associated with the expression of a set of
proteins, called com for competence, that
include or are in addition to structures (e.g.
vesicles and pili in some gram-negative
bacteria) associated with the ability to bind
extracellular DNA and translocate it into
the cytoplasm.

The most widely studied examples of
naturally competent bacteria are Strepto-
coccus pneumoniae and Bacillus subtilis (of
the gram-positives) and Haemophilus in-
fluenzae and Neisseria gonorrhoeae (of the
gram-negatives). Although the molecular
details of transformation varies between
organisms, in each case DNA is taken
into the cell in single-stranded form where
it is thought to serve as a substrate for
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single-strand specific DNA binding recom-
binases (e.g. analogs of Escherichia coli’s
RecA protein) that initiate a search for
similar sequences of DNA in the recipient
genome. This recombination process is
aborted or reversed, depending on the ac-
tivities of the endogenous mismatch-repair
(MMR) pathways, if the incoming strand
creates too many mismatched base pairs.
Depending on the efficiency of MMR at
the time, the incoming DNA may survive
through a subsequent round of DNA repli-
cation and become immortalized in the
recipient genome.

The uptake process has been char-
acterized to the molecular level for a
small number of bacteria and a small
number of environmental conditions that
induce competence. Many bacteria that
are not known to be competent have
homologs of com genes, which might
indicate that they do have the potential
to take up DNA from the extracellu-
lar environment. It remains unknown
how many bacteria may take up DNA
and all the environments in which they
may be induced to take up DNA nat-
urally. Even the icon of noncompetent
bacteria, E. coli, was recently shown to
develop a natural competence in labora-
tory studies.

In contrast, no special competence
seems to be required for eukaryotic cells
to take up DNA by transformation. DNA
can pass into animal cells in situ simply
through food and has been reported to
pass through the placenta and recombine
into the mammalian genome. Animal
cells can also be transformed in vivo
and in vitro using bacteria that cross
into the cytoplasm. Viruses also can
produce proteins that serve to transfer
genes within multicellular organisms,
bypassing the need to reinfect from
the outside.

2.2
Conjugation

Bacterial conjugation in its broadest
sense includes the conjugative plasmid
groups discovered in gram-negative bac-
teria, the T-DNA of the Ti plasmid,
pheromone-responsive plasmids and con-
jugative transposons. The focus in this
overview is on the model conjugative sys-
tems defined by the IncP and IncF groups
of plasmids of gram-negative bacteria.

Plasmids are similar to viruses but they
lack any known extracellular form. Though
loosely defined as extrachromosomal, like
some viruses they can be found integrated
into chromosomes at times. They have
also been defined as accessory elements or
parasites because hosts cured of plasmids
can survive and reproduce in at least one
environment. Conjugative plasmids got
their name because for a time it was
thought that they replaced the need for
sex in prokaryotes. This idea derived from
the use of genes with adaptive value,
such as antibiotic resistance genes, to
monitor the transfer of the plasmids. None
of the above-mentioned characteristics is
universal, so we have opted to define
plasmids by their ability to reproduce in
at least one environment in which the host
cannot. That niche may not be physical but
temporal, such as provided by HGT.

Conjugation mediated by the IncF and
IncP plasmids requires, at a minimum,
a cis-acting DNA sequence called the
origin of transfer (oriT). All other functions
(called tra) act in trans thus allowing
plasmids with all trans-acting functions
to also transfer plasmids with no or
a few trans-acting functions. The trans-
acting gene products are divided further
into those involved in DNA metabolism
(and usually specific to a particular oriT)
and those involved in DNA transport
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and cell–cell interactions (and thus most
likely to interact with a greater range of
other plasmids). The conjugative genes
that are specific to DNA metabolism
introduce a ‘‘nick’’ at oriT and initiate the
unwinding and concomitant transfer of
DNA to a recipient cell. Both strands are
used as templates for the synthesis of a
complementary strand, one in the donor
cell and one in the recipient.

The tumor-inducing (Ti) plasmid from
Agrobacterium tumefaciens is a plasmid
with two conjugative systems. One system
mobilizes the entire plasmid; the second
system mobilizes a single region of the
plasmid, called the T-DNA. It is the T-DNA
that is recovered from crown gall tissue
of plants infected by A. tumefaciens, a dis-
covery that unambiguously demonstrated
that conjugation was a means to transfer
DNA across biological kingdoms.

It has become clear over the past
decade that the DNA transport apparatus
of conjugation is the ancestor, or at
least a sibling, of other macromolecular
transport systems such as the type IV
protein secretion pathways. Bacteria that
secrete proteins into human cells during
infection may also secrete plasmids using
the same apparatus. Consistent with this
speculation is the ability of conjugative
plasmids to transfer from bacteria to
eukaryotic cells, and the ability of bacteria
to support conjugation in situ and inside
human cells.

2.3
Parasites, Symbionts and Pathogens

Parasites, symbionts, and pathogens are
excellent gene vectors. Viruses, like many
pathogens, can have much broader trans-
fer ranges than symptom ranges. Some
viruses transfer between plants and an-
imals, and bacteriophage can penetrate

the human central nervous system. These
vectors also transmit a wide range of
molecules in addition to DNA, such as
RNA and proteins. These molecules are
relevant here because prions and dsRNA
are horizontally transferred epigenes capa-
ble of transforming the germline.

2.3.1 Viruses and Transduction
Transduction is formally viral-mediated
transfer of nonvirus genes between hosts.
While it is not uncommon for viruses
to acquire genes from their hosts, and
thus acquire new virulence or host range
characteristics, transduction is distinctive
because, like transformation, it delivers
genes most recently of chromosomal
origin that become stably integrated into
the recipient genome.

Generalized transducing bacteriophage,
the viruses specific to bacteria, package
host DNA instead of viral DNA at some low
frequency during infection (on the order
of 0.001%). This phenomenon is called
generalized transduction because any region
of the chromosome may be packaged. The
size of the phage determines how much
DNA may be transduced by a single phage,
which is normally only 1 to 2% of the
host genome. The mature phage particle
retains the ability to attach and initiate
an infection, but delivers cellular rather
than viral DNA to the recipient. Since the
phage particle does not contain the viral
genome, the infection does not result in
the production of new viruses.

All temperate phages that integrate into
a chromosome as a part of their life
cycle have the potential to be specialized
transducing phage. During the process of
excising from the chromosome to begin an
infectious cycle, DNA flanking the phage
genome can be packaged at some low
frequency. This phenomenon is known as
specialized because only a small number of
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genes are ever transduced by this phage.
Phage integrating into the chromosome
usually does not enter at random, but
instead enters at special DNA sequences
in the host chromosome. Thus, it is only
the genes flanking integration sites that
are transduced.

Bacterial genomes are littered with
the skeletons of phage, many of which
no longer have an infectious life cycle.
These skeletons are revealed when they
are the source of genes that promote
bacterial virulence (pathogenicity islands)
or symbiosis (symbiosis islands). They
may also provide sequences into which still
active temperate phages could integrate
by homologous recombination or by a
site-specific mechanism. These phage
remnants also make it difficult to say what
a host gene is and what a viral gene is
not. This ambiguity is part of the reason
why we consider viral infection itself a
demonstration of HGT rather than simply
when an arbitrary marker is acquired in
the course of a phage infection.

2.3.2 Parasitic Plants
Around 1% of all flowering plants (an-
giosperms) are parasitic, attaching to host
plant species from which they extract
some, if not all, of the carbon, nutri-
ents, and water they require for growth.
Some of these parasites, like the Raffle-
siaceae, have evolved to such an extent
that the only outward signs of the parasite
are when they exit the host to flower. It
has long been known that parasitic plants
not only exchange carbon and nutrients
with their host but that they also ex-
change complex molecules like alkaloids
and pathogens including viruses, bacteria,
and phytoplasmas. This intimate relation-
ship may also facilitate HGT between plant
species. A multigene phylogenetic analysis
of the parasitic Rafflesiaceae has shown

that some genes from both the nuclear
and the mitochondrial genomes are dis-
tinct to the order Malpighiales while other
mitochondrial genes are closely associ-
ated with their obligate host Tetrastigma.
The Rafflesiaceae are obligate host para-
sites, meaning that they only parasitize
one host species. However, other parasitic
plant species like the Cuscuta can attach
to a broad range of hosts and can even
simultaneously parasitize multiple hosts.
This raises the possibility that any one
host species may be continually exposed to
DNA (either naked or within vectors like
viruses and bacteria) from multiple, unre-
lated species. It will not be surprising if
introgressions of many genes are discov-
ered because of the long and continuing
history of plant–plant parasitism.

2.3.3 Parasitic and Pathogenic Animals
The massive transfer of DNA to eukaryotes
is widely believed to have happened when
the different kinds of symbionts or para-
sites, such as those that were the free-living
relatives of the mitochondria and chloro-
plast, fused with the common ancestor of
eukaryotes. The transfer of DNA from or-
ganelles to the nucleus may have been a
passive event, such as happens when in-
vasive bacteria die inside animal cells, or
an active process as indicated in laboratory
studies following transgene transfer from
yeast mitochondria to the nucleus.

Other intracellular parasites may trans-
fer DNA to the host nucleus. Human,
rabbit, and bird cells acquire the DNA
from the parasite Trypanosoma cruzi, a pro-
tozoan that can cross the human placenta
and transform the germline of animals.

The DNA donor T. cruzi is an example of
a parasite/pathogen delivered to its human
host by a biting insect vector. Other biting
insects may be direct vectors of genes. The
egg predatory mite Proctolaelaps regalis is
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the most likely vector of P transposable
elements to the Drosophilids. The mite
does not have the element in its genome, so
it may have introduced it into the germline
of Drosophila after feeding on a carrier.

2.4
Hybridization

While hybridization is the outcome of sex-
ual reproduction, it can also double as
a vector for HGT. Even infertile hybrids
can serve to promote HGT. For example,
some hybrid plants convert to apomixis,
an asexual mode of reproduction, increas-
ing the chances of introgression. Infertile
asexual hybrids or hybrids with low fertil-
ity may also produce offspring in time.
When hybridization reduces fertility by
creating two or more unmatched chro-
mosomes, in time these chromosomes
can duplicate, and thus pair. Once all
the chromosomes again are partnered in
meiosis, the hybrid can return to sex-
ual modes of reproduction. Meanwhile,
alien genes and transposable elements
carried by alien chromosomes, whether
or not the entire chromosomes should
ever introgress, can transfer into the orig-
inal genome.

The impact that mixing of previously
separated populations has on the likeli-
hood of interspecies gene transfer and
introgression, should not be underesti-
mated. Although there is an immediate
increase in the chance of hybridization
from breaking geographical boundaries
between, say, a native species and an
introduced one, the chances of more
widespread gene transfer appear to be
markedly increased if the introduced alien
also acts as a bridging species, that is, a
species that can link, through hybridiza-
tion, two or more species that previously

were genetically, geographically, morpho-
logically, or physiologically separated to an
extent that prevented hybridization.

These ‘‘hybrid-bridge’’ species have the
potential to effectively act as multipliers
of introgression, as they not only per-
mit gene transfer between themselves
and a resident native but also between
multiple native and/or introduced species
that were previously separated so much
that the hybridization event was unlikely
(Fig. 2). Simple examples of ‘‘hybrid-
bridge’’ species can be envisaged: for
example, a species with a flowering time
that is intermediate between two resident
species could allow gene flow between
species previously separated by flower-
ing morphology; likewise, a species with a
broad habitat tolerance could link species
from habitats that were previously ge-
ographically separated. In the face of
current discoveries of gene introgressions
through hybridization, it seems only a
matter of time before an example of long-
distance HGT driven by hybrid-bridge
species is recognized.

3
Different Ways to Observe HGT

The science of horizontal gene transfer
is well represented by researchers using
two different but compatible approaches.
The newest approach is to use bioinfor-
matic descriptions of putative alien genes
or tracts of alien DNA sequence to in-
fer how and how often HGT happens,
and what the consequences are to the re-
combinant genomes. This approach has
the strength of looking over many dif-
ferent species simultaneously because of
the accumulation of complete genome se-
quences and the rapid nature of in silico
analysis. The bioinformatics approach of
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Fig. 2 Hybridization provides a mechanism for HGT between
differentiated and separate multicellular eukaryotes. Symbols:
rectangles represent populations of species in which HGT is
confined; arrows represent the potential flow if genetic material in
HGT. Removal of historical barriers to HGT, such as geographical
separation, may lead to even greater potential for HGT. In this
example, (1) two species may traditionally be unable to hybridize
because of barriers such as habitat separation or differences in
flowering morphology or physiology. (2) The introduction of a
species that can hybridize with both Species 1 and 2 could bridge
this separation. (3) The consequences of this ‘‘hybrid bridge’’ would
mean that HGT, which previously could not occur between Species
1 and 2, would now be possible.

HGT, however, is limited by how well its
techniques identify true HGT events, how
accurate its predictions of gene function
are, and by the very necessary fact that it is
concentrating exclusively on DNA that has
transferred, converted into vertically in-
herited material, and introgressed, that is,
outcomes of HGT. Moreover, each event in
the trillions of cells of a single large multi-
cellular organism, or among the recipients
of species that number 1020 individuals or
more, is extremely easy to overlook. Be-
low, the various bioinformatics tools for
identifying HGT will be discussed.

The second approach is to observe
HGT. Those observations can include bio-
chemical descriptions of gene transfer
pathways to eco-evolutionary experiments
that measure how genes sort between
horizontal and vertical mechanisms of in-
heritance. The experimental approach has
the strength of using empirical biology
to discover phenomena not immediately
apparent from DNA sequences. It can
in addition discover epigenes and other
important molecules that may also trans-
fer horizontally, and, importantly, it has
the comparative power required to test
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hypotheses about HGT processes. This
approach is limited by the generation
time of experimental organisms, the in-
frastructure needed to maintain differ-
ent kinds of organisms, the realism of
laboratory recreations of ecosystems in
which gene transfers may occur, and the
very limited capacity to physically sam-
ple enough biological material in order to
detect HGT. Below, some novel process
experiments and their relevance to under-
standing the ecology of mobile genes will
be presented.

3.1
Descriptive Bioinformatics

Bioinformatics has produced compelling
evidence from sequenced genomes of past
gene transfers. Those transfer events that
are detectable using bioinformatics are so
because they are either

• recent;
• large fragments of DNA; or
• small but extremely different from the

genome as a whole and out of place in
the organismal phylogeny, in particular.

The introduction of new genes into a
genome can create an anomalous phylo-
genetic tree, incongruent with other gene-
based trees or trees built from morpholog-
ical features. For example, the genes for
the various aminoacyl tRNA synthetases,
aaRS, create different phylogenetic trees in
bacteria. This appears to result from differ-
ent aaRS genes having been acquired by
bacteria from various eukaryotes at differ-
ent times. A particularly striking example
is provided by ProRS, where a eukaryotic
version is found inMycobacterium leprae
but not in the close relative Mycobacterium
tuberculosis. In this case, the corresponding
prokaryotic ProRS was lost from M. leprae;

in some examples of aaRS transfer, both
the prokaryotic and eukaryotic versions
are maintained.

Evidence for HGT based on analyses that
identify candidate genes that violate a phy-
logenetic order is prone to false-positive
errors due, for example, to long-branch
attraction. The most pervasive source of
false-negative and false-positive identifica-
tions of alien genes comes from the initial
construction of the tree based on putative
orthologous genes. These genes diverged
when the species diverged and represent
the divergence of the two organisms from
a common ancestor. However, they can
be difficult to distinguish from paralogous
genes created when a gene duplicates cre-
ating two alleles, which can then change
independently over time. These reflect only
the history of the genes within, instead of
between, lineages.

Identifying which of multiple paralo-
gous genes is a true orthologous gene
is sometimes done by assuming that the
most similar of the paralogous genes in
the different species are the orthologous
genes. However, accepting this a priori
assumption can render the comparison re-
dundant. Moreover, that test can never be
independently verified because, no mat-
ter how close the sequences match, the
possibility that one species lost the true or-
thologous gene since the speciation event
can never be excluded. Indeed, the genes
may be orthologous but because the gene
was transferred horizontally, the compar-
ison misrepresents the ancestry of the
organism. Mistakes have been made by
the inadvertent comparisons of paralo-
gous genes.

Recent transfers may be indicated by a
significant divergence in the composition
of the DNA from the parameters expected
on the basis of average characteristics of
the genome. A horizontally transferred
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gene preserved in a vertically reproducing
lineage may be identified by a significant
deviation from the average G + C content
of the genome or from the normal codon
bias of the host. Both of these indicators
are quantitative. Thus, they are useful if
large tracts of sequences with one or more
large deviations from accepted norms are
being analyzed.

The origin of sequences becomes in-
creasingly difficult to determine the
shorter they become or the closer to
accepted ranges they appear. Shorter se-
quences may be the usual consequence
of HGT that involves integration of alien
genes with less sequence similarity to the
recipient genome.

The outcome of many described HGT
events is insertion of difficult-to-spot sub-
gene domains. These nucleotide inser-
tions, deletions, or replacements create
‘‘mosaic’’ genes that may have altered bio-
chemical properties, for example, genes
making bacteria resistant to antibiotics.
Mosaics are caused by biochemical bar-
riers, primarily MMR, that incompletely
remove DNA during recombination.

MMR can saturate under stress or falter
through mutation, promoting interspecies
HGT ∼10 000-fold and creating ‘‘muta-
tors.’’ Depending on the proficiency and
mechanism of MMR in an organism,
strands of DNA from different species may
initially be paired, with the invading strand
subsequently degraded. Should some mi-
spairs escape repair, or if the MMR
machinery became saturated, stretches of
the recipient genome could be ‘‘massaged’’
into a closer match with the donor DNA
over short intervals.

Recombination frequencies can vary
significantly depending on the activity
of MMR, resulting in mosaic genes
composed of sequences from two highly
divergent genes. In fact, a mutation

in bacteria is 50 times more likely to
have occurred by recombination than by
DNA damage or replication errors. Since
mutations are often revealed by very small
changes in DNA sequence, it is normally
impossible to distinguish between their
origin as a polymerase or a mismatch-
repair error. Mosaic genes can serve as
molecular versions of ‘‘hybrid-bridges’’
(Sect. 2.4), facilitating higher frequency
recombination between species that find
sequence similarity in some parts of the
mosaic gene.

The added difficulty of identifying genes
that transfer frequently is that they may
not mutate at the same rate as genes
that reproduce vertically. The genomes
of horizontally mobile vectors tend to
be fluid. Over time, certain vectors may
be replaced by related vectors carrying
different genes, such as plasmids with
an expanding repertoire of antibiotic
resistance genes. Tracing their ancestry
by sequence structure allows relationships
to be determined only over very short
periods of time. For example, the structure
of infectious retroviruses can change
at 104 to 106 times the rate of other
genes and defective retroviruses that
are reproducing in synchrony with the
host. The phylogeny of these viruses
is confined to tracing the residues of
defective viruses trapped in chromosomes
of organisms or monitoring divergences
only on decade timescales.

Determining ancestry of organisms
without relying upon nucleic acid or pro-
tein sequences is possible, but much more
difficult. In the cases of ribonuclease H and
the A8 subunit of mitochondria, ances-
try was inferred from three-dimensional
structures or other biophysical characteris-
tics because the primary nucleic or amino
acid sequences had lost such information.
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3.2
Experimentation

Within the experimentalist approach are
two mutually supportive schools. The first
school is characterized by a quest to un-
derstand the biochemistry and pathways
behind observable gene transfers. The
work of that group is well represented
in the literature on conjugation, trans-
duction, and transformation. The second
school elevates HGT to an evolutionary
process – like sex, mutagenesis, or sym-
biosis – that can be characterized by how
it evolved and to what selective forces it
responds to.

3.2.1 Seminal Experimentalist Approaches
The origin of the experimentalist approach
for studying HGT can be traced to the
first description of mechanisms, including
the pioneering work of the 1940s and
1950s with phage, transformation, and
conjugation. Those studies were overtly
focused on the biology of the organism
or the vector, rather than on how HGT
shaped them. For example, Luria and
Delbrück’s famous experiment measuring
phage resistance had little to do with
understanding how viruses themselves
evolved, but it required a comprehensive
understanding of the life cycle of the phage
in order to demonstrate an evolutionary
truth about whether mutations follow or
precede selection. Avery et al. used natural
competence in pneumoccocus to all but
prove that DNA was the source of the
genes behind the virulence traits they
studied, but they used HGT to identify
the transforming principle rather than
using the transforming principle in a
study of HGT. Hayes’ use of the antibiotic
streptomycin revealed the unidirectional
transfer of genes from a donor to recipient
by conjugation, but it would take almost

40 years before his trick was resurrected
to begin to understand why horizontally
mobile plasmids would come to carry
antibiotic resistance genes.

In the late 1960s, research groups with
a specific focus on HGT emerged. Their
pioneering work provided the first hints
that both proteins and DNA and RNA
could physically transfer between species.
The team of Maurice Stroun and Philippe
Anker were arguably the first to detect
hints that gene transfer from the plant
pathogen A. tumefaciens was behind the
crown gall tumors it caused. This work
would take another 10 years, and a suite of
new techniques, to be confirmed. Stroun
and Anker also produced compelling ev-
idence with the techniques of their time
for the horizontal transfer of proteins, a
theme that has gained prominence with
the demonstration of the interspecies in-
fectivity of prions and the description of
the Type IV DNA and protein secretion
systems that bacteria use for both con-
jugation and the transfer of proteins to
eukaryotic hosts. What made the work of
Stroun and Anker different from that of
their contemporaries was that while they
were inspired by the biology of the organ-
isms they chose, their experiments were
process-oriented, designed to detect gene
transfer rather than to focus on the biology
of particular organisms.

3.2.2 Modern Process Approaches
Research that focuses on the process of
HGT is becoming more prominent, espe-
cially as the threat of gene transfer from
transgenic crops and antibiotic-resistant
bacteria command the attention of the sci-
entific community. Past descriptions of
gene transfers and full descriptions of
biochemical mechanisms, when available,
have proved of limited use in predicting
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when, where, and how often gene trans-
fer might create an unwelcome biological
outcome. In this section, two contempo-
rary models that promise predictive power
are contrasted.

Why and when are some genes repro-
ducing horizontally while other genes, or
at other times these same genes, are repro-
ducing vertically? Two different models
have been constructed in answer to this
question. The first model, called the com-
plexity hypothesis, argues that some genes
are more mobile than others simply be-
cause of the complexity of the processes
in which they are involved. Those genes
whose products are closely reliant on, or
associated with, many other molecular
partners will simply not be functional if
removed from their current context. This
model is supported by bioinformatic analy-
sis of HGT events in sequenced genomes.
The second model, termed the competi-
tion model, argues instead that the two
forms of reproduction (HGT and VGT)
favor different genes in different environ-
ments. This model suggests that genes
transit to horizontal reproduction when
that mode of reproduction outpaces alleles
of the same gene reproducing vertically.
This model is supported by laboratory evo-
lution experiments.

The complexity hypothesis posits that
operational genes are more mobile than
informational genes. Informational genes
are those with products that are associated
within large complexes and may be
involved in such biochemical activities as
transcription, translation, and replication.
Operational genes, in contrast, may work
alone or in very simple assemblies and
thus more easily function after transfer.
From six complete prokaryotic genomes
that were analyzed for 132 orthologous
genes, the dual contentions that gene
transfer was a continuous process and

that those genes most likely to introgress
were operational were supported. Again,
this analysis does not say how frequently
genes are transferred, but how frequently
different types of transferred genes transit
into stable alien genes in new species.

The competition model differs from the
complexity hypothesis for predicting the
attributes of genes that make them transit
to horizontal reproduction. It is based
on the view that the current function
of a protein is not sufficient to predict
future roles in different environments.
These roles in different environments,
rather than in their cellular context
alone, determine which genes transit from
vertical to horizontal and back to vertical
reproductive strategies.

The competition model is not at odds
with the complexity hypothesis because it
would accept that operational genes may
more frequently, but not exclusively, en-
joy a differential reproduction as mobile
genes. Consistent with this expectation,
there is bioinformatics evidence of in-
formational gene transfers and even con-
temporary discoveries of plasmid vectors
of informational genes. Interestingly, the
mobility of these genes correlates with the
relatively recent introduction of modern
antibiotics by humans. In the case of the
ribosomal S14 protein, there is compelling
evidence that transfer and introgression
may be facilitated by antibiotic pressure
selecting for alleles of the rps14 gene
that could confer resistance. Likewise, the
eukaryotic-type IleRS has been discovered
on plasmids that deliver it to bacteria
susceptible to the antibiotic mupirocin.
Within the expectations of the competition
model, these informational genes can have
a role in some environments that makes
them transit from a vertical to a horizon-
tal reproductive strategy. The competition
model goes further to explain how the
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genes get mobilized, not just how trans-
ferred genes introgress.

A new study comparing the complete
genomes of 116 prokaryotes supports the
operational–informational division that is
central to the complexity hypothesis. The
huge amount of sequence information that
makes up this study also revealed a second
class of operational genes that are as im-
mobile as the information genes. It also
showed that among the genes most com-
monly found to be mobile were predomi-
nantly those associated with plasmids and
phage, cell surface proteins, DNA bind-
ing (particularly restriction-modification),
and pathogenicity. These categories in-
clude genes that are frequently classed as
PSK, or postsegregational killing genes.

The distinction of PSK genes in this
new study also provides tacit support for
the competition model: PSK genes are
defined as any combination of genes that
simultaneously produce and suppress a
toxic effect on the host. PSK genes attack
other infectious elements, for example,
competing plasmids and viruses, but do
not necessarily increase the absolute rate of
reproduction of the vector or the host. PSK
genes have been found to be a significant
disadvantage to vectors that are forced
to reproduce at the rate of cell division.
Only when PSK is coupled to HGT do the
vectors bearing PSK genes demonstrate
competitiveness with vectors that did not
have such genes.

The PSK method of attack is to kill
cellular offspring that lose the genes. If
a bacterium is infected by an invading
virus or an incompatible plasmid, the PSK
genes kill the bacterium along with the
invading horizontally mobile element. In
doing so, the PSK-bearing vector does
not benefit with an immediate increase
in reproduction, but it does eliminate
a competitor.

Antibiotic resistance, novel virulence de-
terminants, and restriction-modification
genes are likely to be PSK genes and
thus have evolved in the same way.
The structural and functional attributes
of PSK are independent of the benefits
such genes might provide the organis-
mal host in the presence of antibiotics
or other lethal agents. The advantages
PSK genes confer upon the HGT vec-
tor are even more important than the
cost to organismal hosts for carrying
the genes.

PSK genes evolve by HGT, at least
some of the time. However, these phe-
notypes are only indirectly related to how
PSK genes, like antibiotic resistance, con-
verted from chromosomal to horizontally
transferred genes. Organisms with these
genes may in time have found some use
for them, explaining introgression, but
that is not an explanation for how the
genes came to evolve on horizontally mo-
bile elements.

The competition model predicts that
genes capable of causing cell death will,
under the right circumstances, transit
to horizontal reproduction. It is thus
noted with some irony that classic
PSK systems, also called suicide genes,
have been recommended by a promi-
nent panel of the US National Research
Council as promising bioconfinement
tools for application to genetically engi-
neered microbes.

4
Barriers to HGT

If HGT were so common and frequent,
why is there not more evidence of it? The
definitive answer to this question is some
ways off, because, as discussed above, the
preponderance of searches for it so far
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have been designed to detect introgression
into organismal genomes. Toward the
end of the last century, however, several
groups independently started asking this
question. Their motivation was not to
discount HGT, but to yield biologically
interesting hypotheses about the biological
barriers to either transfer or introgression
(Fig. 1).

There is no doubt that there is a raft of
situations, circumstances, and processes
that prevent or at least reduce the rate of
HGT. These are referred to here as transfer,
inheritance, and introgression barriers.

4.1
Transfer and Inheritance

Barriers to gene transfer and inheritance
include those that prevent geographical
access to genes, entry of genes into
the cell or organism, stability of DNA
(for example, restriction enzymes) and
stability of integration (recombination
and mismatch repair) or an inherent
compatibility between important cis-acting
replication sequences and the enzymes of
replication.

Geographical barriers spatially separate
species to an extent that prevents exposure
to their respective genes. Entry barriers
include impenetrable cell walls that pre-
vent transformation or transduction, and
differences in form (like flower shape)
that prevent hybridization. Virus infec-
tious ranges may be determined by the
presence or absence of a specific receptor.
The genetic material, whether it is protein,
RNA or DNA, may be enzymatically de-
graded upon entry into a cell, or specially
sequestered and denatured or depolymer-
ized. Immediately following transfer and
stabilization, the gene must replicate or,
in the case of nucleic acids, physically

recombine with a chromosome or other
cellular replicon.

4.2
Introgression

Another layer of barriers may pre-
vent introgression. Developmental bar-
riers specifically deny incoming genes
access to the germline. Genetic barriers
prevent recombination (Sect. 2.1) or they
prevent chromosome pairing during meio-
sis (Sect. 2.4). Selection barriers block the
expansion of the recombinant genotype
within the population or species. This can
be due to the gene having no or a negative
effect on host fitness or due to expres-
sion barriers.

Expression barriers arise from incom-
patibility of an alien gene or polypeptide
product with the host expression biochem-
istry, roughly that referred to as the central
dogma reactions. The central dogma reac-
tions are well understood as individual
processes and are summarized but are
treated in depth elsewhere.

Failure of cis-acting sequences of alien
genes or their transcripts or products, to
be properly recognized or processed by
any of the reactions between transcription
and the proper placement of a mature
protein may prevent the gene from pro-
viding a function that could make its
new host differentially competitive. Reg-
ulatory sequences on alien genes may not
effectively recruit specific transcription fac-
tors to bind to promoters, terminators,
and enhancers. The alien gene may pro-
duce an mRNA that is spliced differently
or not at all, or which requires special
editing (Fig. 3). Translated polypeptides
may not fold properly in the recipient
or may not sort to the correct subcellu-
lar location.
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Fig. 3 RNA editing as an example of a molecular barrier to introgression. Symbols: rounded
rectangles represent distinct donor or recipient species; circles represent genomes; arrows
represent the linear sequence of events from HGT from donor to recipient genomes to the
processes of gene expression and finally either intergression or gene degradation; protein mRNA
strands and proteins are labeled as such. Some genes require donor-specific posttranscriptional
RNA editing. Failure to edit transcripts could uncouple HGT from introgression if recipients do
not have a similar RNA editing pathway. Genes without an RNA editing requirement are more
likely to properly translate and may therefore introgress through directional selection.
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5
Final Thoughts

The ultimate limitation of HGT is not
transfer, but our ability to detect it.
Gene transfers between closely related
organisms may not be detected in genome
sequences. While even small changes
in existing genes may be important for
function and introgression, they may be
too small to distinguish from the noise of
mutation through vertical descent. Small
changes may arise by gene transfer and
a combination of mutational amelioration
and recombination, but these are almost
always credited to repaired DNA damage
and polymerase errors.

There are examples of genes that have
overcome all the barriers to HGT described
in Sect. 4. Of these barriers, only those that
prevent transfer are fundamental to the
evolution of all mobile genes. Barriers to
inheritance and introgression only affect
genes that tie their fates once again to the
fate of an organism.
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Keywords

Capacity Factor
The parameter used in HPLC to measure the retention of an analyte.

Capillary Column
This term refers to a chromatographic column of ‘‘small’’ diameter and is used in both
gas and high-performance liquid chromatography. In HPLC, the term is usually
applied to columns with internal diameters of between 0.1 and 2 mm. The term
microbore column is often used synonymously to describe these columns but is more
correctly applied to columns.

Gradient Elution
The changing of HPLC mobile phase composition during the course of an analysis.

high-performance liquid chromatography (HPLC)
A technology in which compounds are partitioned between a stationary medium and a
flowing liquid phase in a tubular format under high pressure, resulting in the
separation of a mixture of components and the reproducible time of elution of each
specific compound.

Ion Trap Mass Spectrometer
This device consists of two end-cap electrodes (entrance and exit) and a ring electrode.
An ion trap mass spectrometer separates ions based on mass-to-charge ratio (m z−1).
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Once ions are introduced into the ion trap mass spectrometer, the radiofrequency (rf)
amplitude is increased so that ions are sequentially ejected (by increasing mass)
and detected.

Isocratic Elution
The use of a mobile phase of constant composition during the course of an analysis.

Mobile Phase
That part of a chromatographic system that causes the analyte to move from the point
of injection to the detector – in HPLC, this is a liquid.

Peak Capacity
The number of peaks that can be separated within a defined separation or
gradient time.

Peptide Mapping
The process of considering the amino acid sequence information from peptides
obtained by enzyme digestion in an attempt to derive the (amino acid) sequence of the
parent protein.

Resolution
A term that indicates the ability of a device/technique to separate/distinguish between
closely related signals. In chromatography, it relates to the ability to separate
compounds with similar retention characteristics, and in mass spectrometry it relates
to the ability to separate ions of similar m/z ratios.

Stationary Phase
That part of the chromatographic system with which the analytes interact, over which
the mobile phase flows.

� HPLC is extremely versatile for the isolation of peptides and proteins from a
wide variety of synthetic or biological sources. The complexity of the mixture to
be chromatographed will depend on the nature of the source and the degree of
preliminary clean up that can be performed. In the case of synthetic peptides, RPC is
generally employed both for the initial analysis and the final large-scale purification.
The isolation of proteins from a biological cocktail, however, often requires a
combination of techniques to produce a homogenous sample. HPLC techniques are
then introduced at the later stages following initial precipitation, clarification and
preliminary separations using soft gel. Purification protocols therefore need to be
tailored to the specific target molecule.

This chapter deals with the different HPLC techniques that are commonly
employed for the analysis and purification of peptides and proteins. A brief overview
of the theory of each mode of chromatography will be presented and then discussed
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in terms of the parameters that control resolution and illustrated with relevant
examples. The interested reader is also referred to a number of recent publications
that provide a comprehensive theoretical and practical overview of this topic.

1
Introduction

The introduction of high-performance liq-
uid chromatography (HPLC) to the analy-
sis of peptides and proteins some 25 years
ago revolutionized the biological sciences
by enabling the rapid and sensitive anal-
ysis of peptide and protein structure in a
way that was inconceivable 30 years ago.

Today, HPLC in its various modes has
become the pivotal technique in the char-
acterization of peptides and proteins and
has therefore played a critical role in the
development of peptide and protein-based
pharmaceuticals. The extraordinary suc-
cess of HPLC can be attributed to a number
of factors. These include (1) the excellent
resolution that can be achieved under a
wide range of chromatographic conditions
for very closely related molecules as well
as structurally quite distinct molecules;
(2) the experimental ease with which chro-
matographic selectivity can be manipu-
lated through changes in mobile phase
characteristics; (3) the generally high re-
coveries and hence high productivity and
(4) the excellent reproducibility of repet-
itive separations carried out over a long
period of time, which is due partly to the
stability of the sorbent materials under a
wide range of mobile phase conditions.

Reversed phase chromatography (RPC)
is by far the most commonly used mode
of separation for peptides, although ion-
exchange (IEC) and size exclusion (SEC)
chromatography also find application. The
three-dimensional structure of proteins

can be sensitive to the often harsh
conditions employed in RPC, and as
a consequence, RPC is employed less
for the isolation of proteins where it is
important to recover the protein in a
biologically active form. IEC and SEC
affinity chromatography are therefore the
most commonly used modes for proteins,
but RPC and hydrophobic interaction
(HIC) chromatography are also employed.

2
Theoretical Considerations

An appreciation of the factors that control
the resolution of peptides and proteins in
interactive modes of chromatography can
assist in the development and manipula-
tion of separation protocols to obtain the
desired separation. The capacity factor k′
of a solute can be expressed in terms of the
retention time tr, through the relationship

k′ = (tr − to)/to (1)

where t0 is the retention time of a nonre-
tained solute. The practical significance of
k′ can be related to the selectivity param-
eter α, defined as the ratio of the capacity
factors of two adjacent peaks as follows

α = k′
i/k′

j (2)

which allows the definition of a chro-
matographic elution window in which
retention times can be manipulated to
maximize the separation of components
within a mixture.



HPLC of Peptides and Proteins 249

The optimization of high-resolution sep-
arations of peptides and proteins involves
the separation of sample components
through manipulation of both retention
times and solute peak shape. The second
factor that is involved in defining the qual-
ity of a separation is therefore the peak
width σt. The degree of peak broadening is
directly related to the efficiency of the col-
umn and can be expressed in terms of the
number of theoretical plates, N, as follows

N = (tr)
2/σt

2 (3)

N can also be expressed in terms of the
reduced plate height equivalent h, the
column length L and the particle diameter
of the stationary phase material dp, as

N = hL/dp (4)

The resolution, Rs, between two compo-
nents of a mixture therefore depends on
both selectivity and bandwidth according
to

Rs = 1/4
√

N(α − 1)[1/(1 + k′)] (5)

This equation describes the relationship
between the quality of a separation and
the relative retention, selectivity and the
bandwidth and also provides the formal
basis upon which resolution can be
manipulated to achieve a particular level
of separation. Thus, when faced with an
unsatisfactory separation, the aim is to
improve resolution by one of three possible
strategies: the first is to increase α, the
second is to vary k′ within a defined
range normally 1 < k′ < 10, or thirdly to
increase N, for example, by using very
small particles in narrow bore columns.

The challenge facing the scientist who
wishes to analyze and/or purify their
peptide or protein sample is the selec-
tion of the initial separation conditions

and subsequent optimization of the ap-
propriate experimental parameters. This
chapter provides an overview of the dif-
ferent techniques used for the analysis
and purification of peptides and proteins
and the experimental options available to
achieve a high-resolution separation of a
peptide or protein mixture.

3
Reversed Phase Chromatography

RPC is now an indispensable tool for the
high-performance separation of complex
mixtures of peptides and proteins and is
used for both analytical and preparative
applications. Analytical applications range
from the assessment of purity of peptides
following solid-phase peptide synthesis, to
the analysis of tryptic maps of proteins.
Preparative RPC is also used for the mi-
cropurification of protein fragments for
sequencing to large-scale purification of
synthetic peptides. An example of the high-
resolution analysis of a tryptic digest of a
protein is shown in Fig. 1. This figure, in
which 150 peaks were identified, demon-
strates the highly selective separation that
can be achieved with enzymatic digests of
proteins using RPC as part of the qual-
ity control or structure determination of a
recombinant or natural protein. The chro-
matographic separation was obtained with
a C2/C18 stationary phase packed in a
column of dimensions 10 cm × 4.6 mm
internal diameter (ID). Separated com-
ponents can then be directly subjected
to further analysis such as automated
Edman N-terminal sequencing or electro-
spray mass spectrometry.

The purification of synthetic peptides
usually involves an initial separation on an
analytical scale to assess the complexity
of the mixture followed by large-scale
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Fig. 1 High-resolution reversed phase chromatographic
separation of a tryptic digest of a 165-kDa protein on a µRPC
C2/C18 ST 4.6/100 column, (dimensions 10 cm × 4.6 mm ID,
3-µm particle size, 12-nm pore size). Eluent A: 0.065%
trifluoroacetic acid (TFA) in water, eluent B: 0.050% TFA in
84% acetonitrile. Gradient elution was carried out with 0% B
for 2 column volumes (CV), 0 to 50% for 392 CV (650 min); 50
to 100% B for 55 CV (91 min); 100% B for 10 CV (17 min),
flow rate of 1 mL min−1 and detection was at 215 nm
(Reprinted with permission from Amersham Bioscience,
AKTApurifier Application Note No. 18-1119-53).

purification and collection of the target
product. A sample of the purified material
can then be subjected to RPC analysis
under different elution conditions to check
for purity.

The extensive use of RPC for the pu-
rification of peptides, small polypeptides
with molecular weights up to 10 000 Da,
and related compounds of pharmaceuti-
cal interest has not been replicated to
the same extent for larger polypeptides
(MW > 10 000 Da) and globular proteins.
The combination of the traditionally used
acidic buffering systems and the hydropho-
bicity of the n-alkylsilica supports, which
can result in low mass yields or the loss
of biological activity of larger polypeptides
and proteins, have often discouraged prac-
titioners from using RPC methods for
large-scale protein separations. The loss
of biological activity, the formation of
multiple peaks for compositionally pure
samples and poor yields of protein can all
be attributed to the denaturation of protein

solutes during the separation process us-
ing RPC. While these features detract from
the use of RPC as a technique of choice
in preparative purification protocols with
proteins, these same characteristics can
provide a unique opportunity to study
protein folding and stability. Thus, the
widespread practical application of RPC
has been recently accompanied by a signif-
icant improvement in our understanding
of the molecular basis of the retention
process and its impact on conformational
stability of both peptides and proteins. As
a result, RPC can now also be used as
a tool for the analysis of the interacting
behavior of peptides and proteins at hy-
drophobic surfaces.

3.1
Basic Principles

The mechanism by which peptides and
proteins are retained in RPC involves
the hydrophobic expulsion of the solute
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from the polar mobile phase followed
by adsorption onto a nonpolar sorbent.
Peptides and proteins are thus retained
to different extents depending on their
surface hydrophobicity, the eluotropicity
of the mobile phase, and the nature of the
hydrophobic ligands.

The physicochemical basis of RPC lies
in the hydrophobic interaction between a
peptide or protein and the hydrophobic
matrix, and can be described in terms of
the solvophobic theory where the isocratic
retention factor can be expressed as

ln k′ = log ko − (N�Ah + 4.836N1/3

× [κe − 1]V2/3)γ /RT (6)

where N is Avogadro’s number, �Ah is the
hydrophobic contact area of the interacting
solute and γ is the surface tension of
the mobile phase. The parameter κe

is the ratio of the energy required to
create a cavity for a solvent molecule
and the energy required to extend the
planar surface of the liquid by the surface
area of the solute molecule. Thus, simply
stated, elution in RPC is achieved through
a decrease in the microscopic surface
tension associated with the solute–sorbent
interface. Experimentally this is achieved

through changes in the water content
by variation in the mole fraction of
organic solvent in RPC. However, peptides
and proteins are generally separated by
gradient elution conditions. Under these
conditions, the experimentally observed
retention data can be analyzed according
to the linear solvent strength model (LSS)
as follows

log k = log ko − Sϕ (7)

where k is the solute median capacity
factor, and ϕ is the corresponding organic
mole fraction. The log k0 value is the
affinity of the solute for the sorbent in
the absence of organic solvent. By analogy
with the solvophobic equation above, the
S-value is related to the hydrophobic
contact region established between the
solute and the sorbent surface. Both S
and log k0 can be derived from plots
of log k versus ϕ and the LSS model
provides the computational basis for
the rational optimization of peptide and
protein separations. An example of these
plots is shown in Fig. 2 for a series of
peptide analogs related to neuropeptide Y-
[18–36], which differ in sequence only by
the substitution of a single D-amino acid
residue. These plots illustrate the ability

Fig. 2 Plots of log k versus ϕ for a
series of D-analogs of neuropeptide
Y-[18–36] separated on C18 silica with
acetonitrile as the organic modifier at
4 ◦C. Column: Bakerbond (J T Baker,
Phillipsburg, NJ) RP-C18,
25 cm × 4.6 mm ID, 5-µm particle size,
30-nm pore size. The retention plot for
each analog is designated by the residue
position of the D-amino acid
substitution. The plots were derived
from best-fit analysis to the data points
(Reprinted with permission from
Lazoura, E. et al. (1997) Conformational
analysis of neuropeptide Y-[18–36]
analogs. . ., Biophys. J. 72, 238–46).

0.4

0.2

0.0

−0.2

−0.4

−0.6

−0.8

lo
g 

k

0.24 0.26 0.28 0.30 0.32 0.34

28

26
20
252723

18

19
*

j



252 HPLC of Peptides and Proteins

of RPC to resolve very small differences
in peptide structure and also illustrate
how RPC can act as a molecular probe
of peptide surface topography. The data
presented in these plots also provide a clear
example of how to optimize separations,
whereby maximal optimization will be
achieved by selecting elution conditions
where there is the greatest separation
between the retention plots. The elution
profiles of five of the NPY-[18–36] analogs
are shown in Fig. 3 and demonstrate
that the order of elution of the peaks
corresponds to the relative position of
the retention plots shown in Fig. 2 and
also illustrates the corresponding degree
of resolution that is obtained.

Peptides and proteins are retained in
RPC through hydrophobic interactions. As
depicted in Fig. 4(a), the contact region for
small peptides involves the contribution
from all or a large proportion of the
peptide structure. As a consequence, the
retention time for small peptides can
be predicted on the basis of the amino
acid composition through summation
of the hydrophobicity coefficients for
the constituent amino acid residues. In

contrast, it has been well established that
proteins interact with the chromatographic
surface in an orientation-specific manner,
in which their retention time is determined
by the molecular composition of specific
contact regions. For larger polypeptides
and proteins that adopt a significant degree
of secondary and tertiary structure, there is
no correlation between retention times and
the summated hydrophobicity coefficients
of all constituent amino acid residues. In
these cases, the chromatographic contact
region comprises a small proportion of
the total molecular surface as shown in
Fig. 4(b, c).

3.2
Factors Influencing Retention in RPC

3.2.1 Stationary Phases
The most commonly employed experi-
mental procedure for the RPC analysis
of peptides and proteins generally in-
volves the use of an octadecylsilica-based
sorbent and a mobile phase. The chro-
matographic packing materials that are
generally used are based on micropar-
ticulate porous silica, which allows the
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Fig. 3 Chromatograms showing the
separation of the all-L-NPY-[18–36]
peptide and NPY-[18–36]- analogs with
D-substitutions at positions 19, 20, 23,
25, and 28 separated on a C18 silica
(Bakerbond, J T Baker, Phillipsburg, NJ)
RP-C18, 25 cm × 4.6 mm ID, 5-µm
particle size, 30-nm pore size) with a
60-min gradient from 0 – to 50%
acetonitrile at 1 mL min−1. The
separation was used to derive the
retention plots shown in Fig.2
(Reprinted with permission from
Lazoura, E. et al. (1997) The
conformational analysis of NPY-[18–36]
analogues of hydrophobic surfaces,
Biophys. J. 72, 238–46).
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use of high linear-flow velocities result-
ing in favorable mass transfer properties
and rapid analysis times. The silica is
chemically modified by a derivatized silane
bearing an n-alkyl hydrophobic ligand. The
most commonly used ligand is n-octadecyl
(C18), while n-butyl (C4) and n-octyl (C8)
also find important application, and phenyl
and cyanopropyl ligands can provide dif-
ferent selectivity. The process of chemical
immobilization of the silica surface re-
sults in approximately half of the surface
silanol group being modified. The sor-
bents are therefore generally subjected to
further silanization with a small reactive
silane to produce an end-capped pack-
ing material. The type of n-alkyl ligand
significantly influences the retention of
peptides and proteins and can therefore
be used to manipulate the selectivity of
peptide and protein separations. While the
detailed molecular basis of the effect of
ligand structure is not fully understood, a
number of factors including the relative
hydrophobicity and ligand chain length,
flexibility and the degree of exposure of
surface silanols all play a role in the re-
tention process. An example of the effect
of chain length on peptide separations can
be seen in Fig. 5. It can be seen that the
peaks labeled T3 and T13 are fully resolved
on the C4 packing but cannot be sepa-
rated on the C18 material. In contrast,

Fig. 4 Schematic representation of the
binding of a polypeptide to an interactive
chromatographic sorbent. The shaded
areas on the polypeptide indicate the
chromatographic contact region, which
will be defined by the nature of the
sorbent material. In reversed phase and
hydrophobic interaction
chromatography, the areas will be
hydrophobic while in ion-exchange
chromatography, the contact regions
will represent the surface regions of
highest charge density.

(a)

(b)

(c)

Silica

the peptides T5 and T18 are unresolved
on the C4 column but fully resolved on
the C18 material. In addition to the effect
on peptide selectivity, the choice of ligand
type can also influence protein recovery
and conformational integrity of protein
samples. Generally, higher protein recov-
eries are obtained with the shorter and
less hydrophobic n-butyl ligands. How-
ever, proteins have also been obtained in
high yield with n-octadecyl silica.

The denaturation of proteins by RPC
sorbents can also be controlled by us-
ing silica that has been coated with
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Fig. 5 The influence of n-alkyl chain length on the separation of tryptic
peptides derived from porcine growth hormone. Top: Bakerbond (J T
Baker, Phillipsburg, NJ) RP-C4, 25 cm × 4.6 mm ID, 5 µm-particle size,
30-nm pore size. Bottom: Bakerbond (J T Baker, Phillipsburg, NJ) RP-C18,
25 cm × 4.6 mm ID, 5-µm particle size, 30-nm pore size. Conditions,
linear gradient from 0 to 90% acetonitrile with 0.1% TFA over 60 min, flow
rate of 1 mL min−1, 25 ◦C (Reprinted with permission from Aguilar, M-I.,
Hearn, M.T.W. (1996) High resolution reversed phase high performance
liquid chromatography of peptides and proteins, Methods Enzymol. 270,
3–26).

polymethacrylate-based polymers, which
provide a series of sorbents with varying
surface hydrophobicity, and in which the
surface silanol groups have been masked.
Silica-based packings are also susceptible
to cleavage at pH values greater than 7.
This limitation can severely restrict the
utility of these materials for separations
that require basic pH conditions to ef-
fect resolution. In these cases, alternative
stationary phases have been developed

including cross-linked polystyrene divinyl-
benzene and porous zirconia, which are all
stable to hydrolysis at alkaline pHs.

The geometry of the particle in terms
of the particle diameter and pore size
is also an important feature of the
packing material. As predicted by Eq. 4,
improved resolution can be achieved by
decreasing the particle diameter dp. The
most commonly used range of particle
diameters for analytical scale RPC is 3 to
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5 µm. There are also examples of the use of
nonporous particles of smaller diameter.
For preparative scale separations, 10 to
20 µm particles are utilized. The pore size
of RPC sorbents is also an important factor
that must be considered. For peptides, the
pore size generally ranges between 100
to 300 Å depending on the size of the
peptides. Porous materials of ≥300 Å pore
size are necessary for the separation of
proteins, as the solute molecular diameter
must be at least one-tenth the size of
the pore diameter to avoid restricted
diffusion of the solute and to allow the
total surface area of the sorbent material
to be accessible. The recent development
of particles with 6000 to 8000 Å pores
with a network of smaller pores of 500 to
1000 Å has also allowed very rapid protein
separations to be achieved.

3.2.2 Mobile Phases
One of the most powerful characteristics
of RPC is the ability to manipulate solute
retention and resolution through changes
in the composition of the mobile phase. In
RPC, peptide and protein retention is due
to multisite interactions with the ligands.
The practical consequence of this is that
high-resolution isocratic elution of pep-
tides and proteins can rarely be achieved
as the experimental window of solvent
concentration required for their elution
is very narrow. Mixtures of peptides and
proteins are therefore routinely eluted by
the application of a gradient of increas-
ing organic solvent concentration. RPC is
generally carried out with an acidic mobile
phase, with trifluoroacetic acid (TFA), the
most commonly used additive due to its
volatility. Phosphoric acid, perchloric acid,
formic acid, hydrochloric acid, acetic acid,
and heptafluorobutyric acid have also been
used. The effect of ion-pairing reagents on
peptide separation is illustrated in Fig. 6

for a series of peptide standards separated
on a C18 column. Alternative additives
such as nonionic detergents can be used
for the isolation of more hydrophobic pro-
teins such as membrane proteins.

The three most commonly employed or-
ganic solvents are acetonitrile, methanol,
and 2-propanol, which all exhibit high
optical transparency in the detection wave-
lengths used for peptide and protein
analysis. Acetonitrile provides the lowest
viscosity solvent mixtures and 2-propanol
is the strongest eluent. An example of the
influence of organic solvent where changes
in selectivity can be observed for a num-
ber of peptide peaks in the tryptic map
is shown in Fig. 7. In addition to the elu-
otropic effects, the nature of the organic
solvent can also influence the conforma-
tion of both peptides and proteins and
will therefore have an additional effect on
selectivity through changes in the struc-
ture of the hydrophobic contact region. In
the case of proteins, this may also im-
pact on the level of recovery of biologically
active material.

3.2.3 Column Geometry
The desired level of efficiency and sam-
ple loading size determines the dimension
of the column to be used. For small pep-
tides and proteins, increased resolution
will be obtained with increases in column
length. Thus, for applications such as tryp-
tic mapping, column lengths between 15
to 25 cm and internal diameter (ID) of
4.6 mm are generally employed. However,
for larger proteins, low mass recovery and
loss of biological activity may result with
these columns due to irreversible bind-
ing and/or denaturation. In these cases,
shorter columns of between 2 and 20 cm in
length can be used. For preparative appli-
cations in the 1 to 500 mg scale, such as the
purification of synthetic peptides, so-called
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Fig. 6 The influence of ion-pairing
reagent on the separation of a mixture
of synthetic peptides in reversed phase
chromatography using a SynChropak
C18, 25 cm × 4.6 mm ID, 6.5-µm
particle size, 30-nm pore size
(SynChrom, Linden, IN). Conditions:
linear gradient from 0 to 100%
acetonitrile containing A. 0.1%H3PO4;
B, 0.1% TFA; and C; 0.1% HFBA; flow
rate of 1 mL min−1, 26 ◦C. Peptide
sequences:
C1 = Ac-GGGLGGAGGLK-amide,
C2 = Ac-KYGLGGAGGLK-amide.
C3 = Ac-GGALKALKGLK-amide,
C4 = Ac-KYALKALKGLK-amide
(Reprinted with permission from
Mant, C.T., Hodges, R.S. (Eds.) (1991)
High Performance Liquid
Chromatography of Peptides and Proteins:
Separation, Analysis and Conformation,
CRC Press, Boca Raton, FL,
pp. 327–41).

semipreparative columns of dimensions
30 cm × 1 cm ID and preparative columns
of 30 cm × 2 cm ID can be used.

The selection of the internal diameter
of the column is based on the sample
capacity and detection sensitivity. While
most analytical applications are carried
out with columns of internal diameter
of 4.6-mm ID (as shown in Figs. 1,
3, and 5), for samples derived from
previously unknown proteins where there
is a limited supply of material, the task is
to maximize the detection sensitivity. In
these cases, narrow bore columns of 1- or
2-mm ID can be used, which allows the
elution and recovery of samples in much

smaller volumes of solvent. Capillary
chromatography (see Sect. 7 below) is
also finding increasing application where
capillary columns of ID between 0.2 to
0.4 mm and column length of 15 cm result
in the analysis of fmole of sample as shown
in Fig. 8. The effect of decreasing column
internal diameter on detection sensitivity
is shown in Fig. 9 for the analysis of
lysozyme on a C18 material packed into
columns of 4.6-, 2.1-, and 0.3-mm ID.

3.2.4 Operating Parameters
There are several operating parameters
that can be changed in order to manipulate
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Fig. 7 The influence of organic solvent on the
reversed phase chromatography of tryptic
peptides derived from porcine growth hormone.
Column: Bakerbond (J T Baker, Phillipsburg, NJ)
RP-C4, 25 cm × 4.6 mm ID, 5-µm particle size,
30-nm pore size. Conditions, linear gradient

from 0 to 90% 2-propanol (top), acetonitrile
(middle) or methanol (bottom) with 0.1% TFA
over 60 min, flow rate of 1 mL min−1, 25 ◦C
(Reprinted with permission from Aguilar, M-I.,
Hearn, M.T.W. (1996) Methods Enzymol. 270,
3–26).
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Fig. 8 The separation of proteins by reversed phase capillary
chromatography. Column; Brownlee RP-300,
15 cm × 0.2 mm ID, 5-µm particle size, 30-nm pore size.
Conditions; linear gradient from 0 to 60% acetonitrile over
60 min, flow rate of 1.4 µL min−1. Protein; 1 = ribonuclease
B, 2 = lysozyme, 3 = bovine serum albumin, 4 = carbonic
anhydrase, 5 = myoglobin, 6 = ovalbumin (Reprinted with
permission from Moritz, R.L., Simpson, R.J. (1993) in:
Imahori, K., Sakiyama, F. (Eds.) Methods in Protein Sequence
Analysis, Plenum Press, New York, pp. 3–10).
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the resolution of peptide and protein mix-
tures in RPC. These parameters include
the gradient time, the gradient shape, the
mobile phase flow rate, and the operating
temperature. The typical experiment with
an analytical scale column would utilize a
linear gradient from 5% organic solvent up
to between 50 to 100% solvent over a time
range of 20 to 120 min while flow rates are
between 0.5 to 2.0 mL min−1. With micro-
bore columns [1–2 mm ID] flow rates of
50 to 250 µL min−1 are used, while for cap-
illary columns of 0.2- to 0.4-mm ID, flow
rates of 1 to 4 µL min−1 are applied. At the
preparative end of the scale with columns
of 10- to 20-mm ID, flow rates between 5
to 20 mL min−1 are required.

The choice of gradient conditions will
depend on the nature of the molecules of
interest. The influence of gradient time
on the separation of a series of ribosomal
proteins is shown in Fig. 10. Generally,
the use of longer gradient times provides
improved separation. However, these con-
ditions also increase the residence time of
the peptide or protein solute at the sor-
bent surface, which may then result in an
increase in the degree of denaturation.

The operating temperature can also be
used to manipulate resolution. While the
separation of peptides and proteins is nor-
mally carried out at ambient temperature,
solute retention in RPC is influenced by
temperature through changes in solvent
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Fig. 10 The effect of gradient time on the resolution of ribosomal proteins by reversed phase
chromatography. Column: Du Pont Bioseries Protein PLUS. Conditions: 25 to 46% acetonitrile
with 0.1% triethylamine and 0.042% TFA, over 60 min (top), 120 min (middle) or 240 min
(bottom), at a flow rate of 0.7 mL min−1 (Reprinted with permission from Ghrist, B.F.D. et al.
(1990) in: Gooding, K.M., Regnier, F.E. (Eds.) HPLC of Biological Macromolecules: Methods and
Applications, Dekker, New York, pp. 403–427).

Fig. 9 Effect of column internal diameter on detector sensitivity. Column: Brownlee RP-300 C8
(7 µm particle size, 30 nm pore size), 3 cm × 4.6 mm ID and 10 cm × 2.1 mm ID (Applied
Biosystems) and 5 cm × 0.32 mm ID. Conditions: linear gradient from 0 to 60% acetonitrile with
0.1% TFA over 60 min, 45 ◦C. Flow rates, 1 mL min−1, 200 µL min−1 and 4 µL min−1 for the 4.6-,
2.1-, and 0.32-mm ID columns, respectively. Sample loadings, lysozyme, 10, 4, and 0.04 µg for the
4.6-, 2.1-, and 0.32-mm ID columns respectively. (Reprinted from Moritz, R.L., Simpson, R.J. (1992)
J. Chromatogr. 646, 53–65, with kind permission from Elsevier Science – NL, Sara Burgerhartstraat
25, 1055 KV Amsterdam, The Netherlands).
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viscosity. In addition to this, peptide and
protein conformation can also be manip-
ulated by temperature. In the case of
proteins, where biological recovery is not
important, increasing temperature can be
used to modulate retention via denatura-
tion of the protein structure. For peptides,
it has been shown that secondary structure
can actually be enhanced through binding
to the hydrophobic sorbent. Changes in
temperature can therefore also be used to
manipulate the structure and retention of
peptide mixtures.

Chromatographic recovery of proteins
from polyacrylamide gels is another impor-
tant application of RPC. Inverse gradient
elution chromatography has been suc-
cessfully utilized for the micropreparative
isolation of proteins from SDS-PAGE elec-
troeluates. This approach is based on
observations that certain RPC packings
display strong interactions with proteins
at high organic solvent concentrations.
This allows the loading of the electroelu-
ate under conditions where the protein
is retained while the SDS and other gel-
related contaminants are washed through
the column. The protein is then recovered
in high yield by a gradient of decreasing
organic solvent.

Detection of peptides and proteins in
RPC, and in all modes of chromatography,
generally involves detection at between
210 to 220 nm, which is specific for
the peptide bond, or at 280 nm, which
corresponds to the aromatic amino acids
tryptophan and tyrosine. The use of
photodiode array detectors can enhance
the detection capabilities by the on-line
accumulation of complete solute spectra.
The spectra can then be used to identify
peaks specifically on the basis of spectral
characteristics and for the assessment of
peak purity. In addition, second derivative
spectroscopy can provide information on

the conformational integrity of proteins
following elution.

In summary, RPC is now firmly en-
trenched as the central tool for the analysis
of peptides and proteins and thus plays a
pivotal role in the pharmaceutical industry
providing the core analytical technique at
all stages of the development of peptide
and protein-based therapeutics.

4
Hydrophobic Interaction Chromatography

Hydrophobic interaction chromatography
(HIC) is a valuable technique for the sep-
aration of proteins under nondenaturing
conditions. HIC involves the use of high
salt concentrations to promote hydropho-
bic interactions between the protein and
the hydrophobic stationary phase. Solutes
are then eluted in order of increasing hy-
drophobicity through the application of a
descending salt gradient that weakens the
hydrophobic interactions between the pro-
tein and the sorbent material. The ligands
used for HIC materials are less hydropho-
bic than those in RPC. Thus, in contrast
to the denaturing effects of low pH and
organic solvent present in RPC systems,
the mobile phases used in HIC generally
stabilize the protein structure.

4.1
Basic Principles

The primary factors that control protein
retention in HIC are similar to those
factors that contribute to retention in
RPC, that is, the surface tension of the
mobile phase and the exposed hydrophobic
surface area of the protein solute. The
use of the solvophobic theory has been
extended to describe the effects of neutral
salts on protein solubility and retention
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in HIC. In particular, the dependence
of the logarithmic capacity factor on salt
concentration m, can be expressed as

log k′ = log k0 + [(−Dµ + υ

+ N�Ahσ)m]/RT (8)

where Dµ and υ are terms related to the
dielectric constant of the medium and the
protein dipole moment. Thus, retention
in HIC is dependent on the contact
surface area �Ah, established between
the solute and the sorbent and the molal
surface tension increment σ of the eluting
salt solution. Selectivity optimization in
HIC therefore involves changes in protein
solubility characteristics through either
changes in the structure of the stationary
phase ligand or changes in the mobile
phase characteristics through the use of
salts of different molal surface tension
increments. A linear relationship between
the capacity factor of a protein and
the corresponding salt concentration is
generally observed and Eq. 8 can be

simplified to

log k′ = λm + C (9)

where C incorporates all the salt-indepen-
dent terms and λ is the slope of plots of
log k′ versus salt concentration, m. The
linear dependence of protein retention on
salt concentration for a series of globular
proteins is illustrated in Fig. 11. The term
λ has also been shown to be linearly
related to the protein surface area and the
molal surface tension increment, which is
consistent with the predictions of Eq. 8.

4.2
Factors Influencing Retention in HIC

4.2.1 Stationary Phase
Both polymeric and silica-based HIC sup-
ports have been produced and a range of
mildly hydrophobic ligands are available
to perform HIC. In particular, both alkyl
and aryl ligands have proven to be success-
ful in obtaining high levels of selectivity.
Figure 12 shows the influence of a range

Fig. 11 The dependence of log k′ on
ammonium sulfate concentration for a
series of proteins separated by HIC
during isocratic elution. Column;
TSK-phenyl (Toyo Soda). Conditions:
50 mM phosphate buffer, pH 7, flow
rate 3 mL min−1, 45 ◦C. Proteins;
α-CHY = α-chymotrypsinogen,
TRY = trypsinogen, LYS = lysozyme,
RNASE A = ribonuclease A (Reprinted
with permission from Katti, A.,
Maa, Y-F., Horvath, Cs. (1987)
Chromatographia 24, 646–650).
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Fig. 12 The effect of ligand type on the elution of proteins in
hydrophobic interaction chromatography. Column: SynChropak
hydroxypropyl, propyl, methyl, butyl, pentyl and benzyl columns,
25 cm × 4.6 mm ID, 6.5-µm particle size, 30-nm pore size
(SynChrom, Linden, IN). Conditions; linear gradient from 2-0M
ammonium sulphate in 0.1M potassium phosphate, pH 6.8,
over 30 min at a flow rate of 1 mL min−1. (Reprinted from
Gooding, D.L. et al. (1986) Optimization of preparative
hydrophobic interaction chromatographic purification methods,
J. Chromatogr. 359, 331–37, with kind permission from Elsevier
Science – NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam,
The Netherlands).

of ligands on the retention behavior of a se-
ries of globular proteins and demonstrates
that protein retention increases in the or-
der hydroxypropyl < methyl < benzyl =
propyl < isopropyl < phenyl < pentyl.
This figure clearly illustrates the influence
of the ligand structure on the retention
of proteins in HIC. Other ligand types
that can be used include silica-based ether-
bonded alkyl phases, neopentylagarose,
and phenylagarose.

4.2.2 Mobile Phase
Selectivity in HIC can be manipulated by
changes in the nature of the eluting salt,

salt concentration, pH, temperature, and
the addition of mobile phase modifiers.
Protein retention is strongly dependent on
the type of salt employed. Salts defined
as being kosmotropic or structure-making
are used as they enhance hydrophobic
interactions through a salting-out mech-
anism. This effect is formerly described in
Eq. 8 in terms of the molal surface ten-
sion increment σ , the values of which are
listed in Table 1 for a selection of com-
monly used salts in HIC. The salts with
a higher σ -value will result in longer pro-
tein retention times. There have been a
number of studies that have documented
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Tab. 1 Molal surface tension increment for
salts used in HIC1.

Salt σ (×103 dyn-g/cm-mol)

Na3PO4 2.88
Na2SO4 2.74
(NH4)2SO4 2.17
Mg2SO4 2.06
Na2HPO4 2.03
NaCl 1.64
KCl 1.50

1Source: Adapted from Katti, A., Maa, Y-F.,
Horvath, Cs. (1987) Protein surface area and
retention. . ., Chromatographia 24, 646–650.

the influence of different salts on protein
retention in HIC. An example of the ef-
fect of salt on the retention of lysozyme
in HIC is shown in Fig. 13. (NH4)2SO4

is the most commonly used salt in HIC,
while Na2SO4 and NaCl also find applica-
tion. (NH4)2SO4 has a high solubility and
low UV absorbance and is readily available
in high purity required for HPLC. Initial
salt concentrations usually range from 1
to 3 M, and the starting concentration can
also influence selectivity of a separation.

The pH of mobile phases used in HIC
is typically between 5 and 7 and buffered

NH4I

NH4CI

NH4OAc

(NH4)2SO4

10 20 30 40

Retention volume [mL]

Column:

Sample:

Mobile phase:

Flow rate:

Toyopeari HW-65S
50 cm × 8 mm lD
20 mL3 mg mL−1 protein
1.3 M Salt, 20 mM TRIS
1 mL  min−1
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Fig. 13 The effect of salt on the elution of lysozyme in HIC. Column;
Toyopearl HW-65S (Toyo Soda), 50 cm × 8 mm ID, 30-µm particle size,
100-nm pore size. Conditions; isocratic elution with 20 mM TRIS, pH 7,
containing 1.3 M ammonium iodide, chloride, acetate, or sulfate, at a flow
rate of 1 mL min−1 (Reprinted with permission from Rogetter, B.F. et al.
(1990) in: Ladisch, M.R., Willison, R.C., Painton, C.C., Builder, S.E. (Eds.)
Protein Purification: From Molecular Mechanisms to Large Scale Processes,
American Chemical Society, Washington, DC, pp. 80–92).
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with sodium or potassium phosphate. The
influence of pH on protein retention is
dependent on the particular protein as
the manipulation of charges located in
or near the hydrophobic binding domain
will have a profound effect on the affinity
of the protein for the sorbent material.
Thus, changes in pH represent a useful
parameter for modulating selectivity.

The gradient shape is an additional
parameter that can be used to manipu-
late selectivity in HIC. An example of the
influence of gradient time on the HIC sep-
aration of proteins is illustrated in Fig. 14.
The LSS model can also be applied to
the retention behavior of proteins in HIC
and generally reveals a linear dependence
of retention on salt concentration. The
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Fig. 14 The effect of gradient time on the resolution of proteins in HIC.
Column: Octyl agarose, 60 × 6 mm ID, 5- to −7-µm particle size. Conditions:
linear gradient from 1.33 to 0M ammonium sulfate in 0.05 M sodium
phosphate, pH 7, over (a) 40 min or (b) 20 min at a flow rate of 0.2 mL min−1,
detection at 280 nm. Proteins: C = cytochrome c, R = ribonuclease A,
T = transferrin, L = lysozyme and STI = soybean trypsin inhibitor (Reprinted
from Hjertén, S. (et al.) (1986) Gradient and isocratic high-performance
hydrophobic interaction chromatography of proteins on agarose columns, J.
Chromatogr. 359, 99–109, with kind permission from Elsevier Science – NL,
Sara Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands).

Fig. 15 The influence of temperature on the retention of (a) cytochrome c and (b) myoglobin
separated by HIC. Column; Bio-Gel TSK-Phenyl-5-PW, 75 cm × 7.5 mm ID, 10-µm particle size,
100-nm pore size (Bio-Rad, Richmond, CA). Conditions; linear gradient from 1.7-0M ammonium
sulfate in 0.1 M sodium phosphate, pH 7, over 15 min and a flow rate of 1 mL min−1. (Reprinted
from Ingraham, R.H. et al. (1985) Denaturation and the effects of temperature on hydrophobic
interaction and reversed phase. . ., J. Chromatogr. 327, 77–92, with kind permission from Elsevier
Science – NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands).
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selection of elution conditions to maximize
resolution between components therefore
follows the same rationale as described for
RPC in the previous section.

The addition of other solvent modifiers
has also been shown to affect retention
in HIC through changes in the surface
tension of the mobile phase. These include

detergents such as Triton X-100 and
CHAPS, organic solvents such as 5 to 20%
methanol, acetonitrile or even ethylene
glycol and urea or guanidine hydrochloride
at concentrations of 1 to 2 M. In all
cases, it is possible for these additives to
cause denaturation of the target proteins,
so care is needed to minimize protein
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conformational changes when introducing
these additives to the mobile phase.

Temperature can also be used to manip-
ulate selectivity in HIC through changes
in protein conformation. Depending on
the protein solute, chromatography in the
range 15 to 50 ◦C can be used to sharpen
the shapes of individual peaks and hence
improve resolution as can be seen for myo-
globin in Fig. 15(b). However, significant
band broadening can also be observed as
a result of slow conformational intercon-
versions, which results in a decline in
resolution as is evident in Fig. 15(a) for
cytochrome C.

Overall, HIC is a powerful tool for the
purification of proteins in a biologically
active form. Moreover, protein structure
and conformation play a crucial role in
the chromatographic behavior of proteins
and subtle changes in selectivity can be
achieved through changes in the relative
solubility and three-dimensional structure
of the protein solute.

5
Ion-exchange Chromatography

High-performance ion-exchange chroma-
tography (IEC) is now extensively used in
the analysis of proteins, and also to a lesser
extent for the analysis of peptides. The
early stages of protein purification gener-
ally utilize solubility-based techniques to
carry out the initial fractionation. Differ-
ences in size and shape of the proteins are
then exploited through application of size
exclusion or preparative electrophoretic
techniques. Adsorptive techniques, includ-
ing IEC and RPC are then introduced to
allow rapid increases in the level of resolu-
tion, recovery, and product purity.

A significant advantage of IEC over the
other adsorptive modes of chromatography

is the nondenaturing effects of the so-
lutions used to elute proteins from the
ion-exchange sorbents. Thus, while gross
conformational changes can be observed
in RPC, these are not commonly found in
IEC of proteins.

5.1
Basic Principles

Protein retention in ion-exchange chro-
matography arises from electrostatic inter-
actions between the peptide or protein and
the charged sorbent material and solutes
are eluted by increases in the concentra-
tion of a displacer salt. As a consequence,
the ‘‘net charge’’ concept is widely used to
predict the retention characteristics of pro-
teins with both anion and cation-exchange
materials. According to this model, and
as illustrated in Fig. 16, a protein will be
retained on a cation-exchange column if
the solvent pH is lower than the pI of
the protein. Conversely, a protein will be
retained on an anion-exchange column if
the pH is above the pI of the protein. With
mobile phases operating at a pH equal to
the protein’s pI, the surface of the protein
is considered to be overall electrostatically
neutral and under these conditions, the
protein should not be retained on either
cation or anion exchangers.

While this model can be used to predict
the retention behavior of peptides in
IEC, this classical model is recognized
as a simplistic approach to describing
protein retention. The amphoteric nature
of proteins results in the existence of
localized areas of electrostatic charge at
different pHs, which can allow the protein
to be retained even under conditions where
the protein may be at its isoelectric point.

A number of more detailed models have
been developed to describe protein re-
tention in ion-exchange chromatography.
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Fig. 16 The theoretical relationship between protein net charge
and chromatographic retention in ion-exchange chromatography.

These include the stoichiometric displace-
ment model and different approaches to
solving the Poisson–Boltzmann equation
for the interaction of charged surfaces.
Each of these approaches attempts to
provide a mechanistic description of the
retention of proteins in IEC and provides
a theoretical basis for the experimentally
observed linear relationship between the
solute retention and either (a) the recipro-
cal of the displacing salt concentration c,
as follows

log k′ = log KO + ZC log(1/c) (10)

or (b) the corresponding ionic strength, I,
according to

log k′ = log KO + B(1/
√

I) (11)

where K0 is a constant, which incorporates
a number of terms including a binding
constant, the phase ratio of the packing
material and various charge valency terms
and can be determined by linear regression
of plots of log k′ versus log (1/c) or plots
of log k′ versus 1/

√
I. An example of

the linear dependency of protein retention
on log (1/c) is shown in Fig. 17 for the

isocratic and gradient elution of ovalbumin
and carbonic anhydrase by strong anion-
exchange chromatography. ZC is the slope
of these plots and can be related to the size
of the electrostatic contact area established
between the solute and the stationary
phase. In addition, the LSS model can be
used as the basis to optimize separations
as described previously for RPC, through
establishing the experimental conditions
that maximize the separation of these plots
for different components in a mixture. The
variation in protein retention with changes
in displacer salt concentration can be
seen in Fig. 18 for the isocratic separation
of myoglobin, carbonic anhydrase and
ovalbumin using sodium chloride as the
displacer salt.

Overall, it has now been established that
the magnitude of electrostatic interactions
between proteins and the charged sorbent
material in IEC depends on the num-
ber and distribution of charged sites on
the solute molecule that define the elec-
trostatic contact area of the protein, the
charge density of the sorbent, and the
mobile phase composition. In summary,
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Tab. 2 Commonly encountered ligands for ion-exchange chromatography.

Ion exchanger Functional group

Strong cation exchanger (SCX) Methylsulphonate −CH2SO3
−

Weak cation exchanger (WCX) Carboxymethyl −OCH2COO−
Strong anion exchanger (SAX) Methyl trimethyl ammonium −CH2N+ (CH3)3
Weak anion exchanger (WAX) Diethylaminoethyl −OCH2H2N+ H(CH2CH3)2

the magnitude of the electrostatic inter-
actions, and hence retention, in IEC is
dependent on the following structural and
chromatographic parameters:

1. the number and distribution of charged
sites on the solute molecule that
constitute the electrostatic contact area;

2. the charge density of the immobilized
charged ligand;

3. the mobile phase composition.

It is these parameters that represent the
factors that can be used to manipulate
peptide and protein surface charge to allow
optimization of selectivity in IEC.

5.2
Factors Influencing Retention in IEC

5.2.1 Stationary Phases
The support materials available for high-
performance ion-exchange chromatogra-
phy are generally silica-based or polymer-
based materials. An ion-exchange material
is selected on the basis of the desired par-
ticle and pore size, swelling characteristics
at the operational pH range. However, the

major factor is the capacity of the ion
exchanger, which depends on the nature
of the charged functional groups and the
charge density as well as the pore size of
the material and the charge distribution
on the protein solute.

The two classes of ion exchangers are
cation exchangers, which contain neg-
atively charged functional groups, and
anion exchangers, which contain posi-
tively charged functional groups. The most
commonly encountered ligands are listed
in Table 2. Strong cation exchangers nor-
mally contain sulphonic acid groups while
strong anion exchangers contain quater-
nary ammonium functional groups. The
charged ligands in weak cation exchang-
ers generally contain carboxylic groups
while weak anion exchangers are primary,
secondary, or tertiary amines. The terms
strong and weak refer to the degree of
ionization with pH as strong ion exchang-
ers are completely ionized over a much
wider pH range than weak ion exchangers.
The physical properties of some typical an-
ion and cation exchangers used in protein
chromatography are listed in Table 3.

Fig. 18 Isocratic elution profile of proteins separated by anion-exchange chromatography. Column;
Mono-Q HR 5/5, (Pharmacia, Uppsala, Sweden) Conditions; 0.02 M piperazine at pH 9.6 with
sodium chloride as the displacer at a concentration of (a) 60 mM and (b) 180 mM. Proteins;
(1) = myoglobin, (2) = carbonic anhydrase, (3) = ovalbumin (Reproduced with permission from
Aguilar, M-I., Hodder, A.N., Hearn, M.T.W. (1991) High-Performance Ion-exchange Chromatography
of Proteins, in: Hearn, M.T.W. (Ed.) HPLC of Proteins, Peptides and Polynucleotides – Contemporary
Topics and Applications, VCH Publications, Deerfield, FL, pp. 199–245).
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5.2.2 Mobile Phases
The selectivity of proteins in IEC can
be manipulated by variation in solu-
tion pH and ionic strength, which al-
ters the electrostatic surface potential
of the protein solutes and the charged
ligand thereby influencing the strength
of the electrostatic interactions. Changes
in the nature of the displacer ion and
the buffer species represent additional
methods by which protein retention can
be modified.

While NaCl is the most commonly
used ionic displacer, a number of other
monovalent and multivalent salts can be
used. The ions may influence retention
through specific interactions with the ion-
exchange ligand, thereby changing their
ionic properties. In addition, specific salts
may alter the conformation of proteins,
which in turn will influence their retention
behavior. At fixed ionic strengths, anions
can be ranked in terms of solute retention
as follows:

F− < CH3COO− < Cl− < HPO4
2−

< SO4
2−

Similarly, cations are ranked according
to the series

K+ < Na+ < NH4
+ < Ca2+ < Mg2+

KCl, NaOAc, MgCl2, Mg3(SO4)2 have
all been used for the analysis and pu-
rification of a wide range of proteins. The
effect of different displacer salts on protein
retention in weak anion-exchange chro-
matography is shown in Fig. 19, which
illustrates the profound influence that the
nature of the salt can exert on the electro-
static interactions between proteins and
ion-exchange materials.

The selection of buffer depends on the
pH range required to adsorb the protein
to the stationary phase. While selection

Tab. 4 Buffers commonly used in IEC.

pH range Buffer

Cation exchange
1.5–2.5 Maleic acid
2.6–3.6 Citric acid
3.6–4.3 Lactic acid
4.8–5.2 Acetic acid
5.0–6.0 Malonic acid
6.7–7.6 Phosphate
7.6–8.2 HEPES

Anion exchange
4.5–5.0 N-methyl piperazine
5.0–6.0 Piperazine
5.8–6.4 Bis-tris
7.3–7.7 Triethanolamine
7.6–8.0 Tris
8.5–9.0 1,3-diaminopropane
9.5–9.8 Piperazine

of a pH can be a straightforward task
based on the known pI of the protein, for
proteins of unknown pI or closely related
proteins such as isoforms or recombinant
muteins, a map of retention versus pH can
assist in the selection of mobile phase pH.
An example of the changes in selectivity,
which can occur over a given pH range,
is shown in Fig. 20 for the separation
of a series of lysozymes by cation-
exchange chromatography. Once the pH
range is established, additional changes
in selectivity can be obtained through
changes in the nature of the buffer species.
The most commonly employed buffer
species include phosphate and tris buffers.
A range of buffers, which are commonly
used in IEC of proteins, is listed in Table 4.

5.2.3 Operating Parameters
While isocratic elution can be used to
separate proteins in IEC, gradient elution
is generally employed to obtain high-
resolution separations of proteins in IEC.
Linear elution over 16 to 120 min is
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Fig. 19 The effect of different displacer salts on the retention of
proteins separated by weak anion-exchange chromatography.
Column, SynChropak AX-300, 25 cm × 4.1 mm ID, 6.5-µm particle
size, 30-nm pore size (SynChrom, Linden, IN). Conditions; Linear
gradient from 0 to 1 M salt over 30 min at a flow rate of
1 mL min−1, detected at 254 nm. Top panel = sodium phosphate,
lower panel = sodium acetate. Proteins; 1 = myoglobin,
2 = conalbumin, 3 = ovalbumin, 4 = β-lactoglobulins B and A.
(Reprinted with permission from Nowlan, M.P., Gooding, K.M.
(1991) in: Mant, C.T., Hodges, R.S. (Eds.) High-Performance Liquid
Chromatography of Peptides and Proteins: Separation, Analysis and
Conformation, CRC Press, Boca Raton, FL, pp. 203–13).

generally applied between ionic strengths
ranging from 0 to 0.5 M salt. Buffer
concentrations usually range between 20
to 50 mM.

A number of additional materials can
be added to the mobile phase to further

enhance selectivity. For example, hy-
drophobic interactions may contribute to
peptide and protein retention in IEC due to
the nature of the stationary phase material.
It has been reported that solutes cannot be
eluted with some ion exchangers without
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Fig. 20 The effect of pH on the retention of lysozymes in
cation-exchange chromatography. Column; SynChropak
CM-300, 25 cm × 4.1 mm ID, 6.5-µm particle size, 30-nm pore
size (SynChrom, Linden, IN). Conditions; linear gradient from
0 to 1 M sodium chloride in 10 mM phosphate buffer
(pH < 8) or 10 mM borate buffer (pH > 8), at a flow rate of
1 mL min−1 over 20 min. Proteins; 1 = hen egg white
lysozyme, 2 = Japanese quail, 3 = ring necked pheasant.
4 = duck A, 5 = duck B, 6 = duck C. (Reprinted from
Fausnaugh-Pollit, J. (et al.) (1988) Chromatographic resolution
of lysozyme variants, J. Chromatogr. 443, 221–28, with kind
permission from Elsevier Science – NL, Sara Burgerhartstraat
25, 1055 KV Amsterdam, The Netherlands).

the addition of acetonitrile or methanol
to the mobile phase. The percentage or-
ganic modifier is usually in the range of
10 to 40%. Higher levels of solvent can
cause salt precipitation and may also affect
protein conformation.

5.3
Peptide Separation in IEC

For peptide applications where incom-
plete separation is observed in RPC,
ion-exchange chromatography represents
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a very useful alternative separation mode.
At neutral pH, basic peptides can be
separated by cation-exchange chromatog-
raphy and acidic peptides can be analyzed

by anion-exchange chromatography. How-
ever, ion exchange of peptides is more
commonly carried out at acidic pH, in the
range 2.5 to 3.0, where most peptides are

KEY (net charge pH 3)

A = Oxytocin (+1)

B = [Arg8] − Vasopressin (+2)

C = Somatostatin (+3)

D = Substance P, free acid (+3)

E = Substance P (+3)

G = Angler fish peptide Y (+6)

H = Human neuropeptide Y (+7)A
22

5

0 10 20 30 40 50

100

50

0

%
 B

uf
fe

r 
B

A

B

C
D

E

F

G

H

Time (min)

F = Bovine pancreatic
polypeptide (+5) 

Fig. 21 Separation of a series of peptides by cation-exchange
chromatography. Column; PolySULFOETHYL Aspartamide,
20 cm × 4.6 mm ID, 5 µm-particle size, 30-nm pore size (PolyLC,
Columbia, MD). Conditions; linear gradient from 0 to 0.25 M
potassium chloride in 5 mM potassium phosphate pH 3 and 25%
acetonitrile at a flow rate of 0.7 mL min−1. The peptides vary in net
charge from +1 ∼ +7 as indicated in the figure. (Reprinted from
Alpert, A.J., Andrews, P.C. (1988) Cation-exchange chromatography
of peptides on poly(2-sulfoethyl aspartamide)-silica, J. Chromatogr.
443, 85–96, with kind permission from Elsevier Science – NL, Sara
Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands).
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positively charged and hence cation ex-
change is applicable. At this pH range,
the negative charges associated with as-
partate and glutamate residues and the
C-terminus are neutralized, while argi-
nine, lysine, histidine residues and the
N-terminus are positively charged.

Commonly used solvents for peptide
IEC are usually based on phosphate buffers
with NaCl or KCl as the displacer ion.
For peptides up to approximately 50
residues in length with no significant
secondary structure, retention is governed
by the number of positive charges as
illustrated in Fig. 21, which shows the
separation of eight peptides ranging in

overall net charge of +1 ∼ +7. Thus,
peptides differing by a single charge
are generally well resolved. However,
peptides with the same charge but different
amino acid composition can also be
separated because of differences in overall
charge density. In addition, hydrophobic
interactions may also contribute to the
retention of peptides with ion-exchange
resins. In these cases, organic solvent
can be added to the mobile phases
to further modulate selectivity. 10 to
40% v/v of either methanol or acetonitrile
can be used and an example of the
selectivity changes with the addition of
acetonitrile is shown in Fig. 22 for a series
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Fig. 22 The effect of organic solvent on the retention of peptides separated by
cation-exchange chromatography. Column A: PolySULFOETHYL Aspartamide,
20 cm × 4.6 mm ID, 5-µm particle size, 30-nm pore size (PolyLC, Columbia, MD). Column
B; Mono S HR 5/5 (Pharmacia, Uppsala, Sweden). Conditions, linear gradient from 0 to 1 M
sodium chloride 5 mM potassium phosphate, pH 6.5, at a flow rate of 1 mL min−1, 26 ◦C.
Peptide sequences: C1 = Ac-GGGLGGAGGLK-amide, C2 = Ac-KYGLGGAGGLK-amide.
C3 = Ac-GGALKALKGLK-amide, C4 = Ac-KYALKALKGLK-amide. (Reprinted with
permission from Mant, C.T., Hodges, R.S., in: Mant, C.T., Hodges, R.S. (Eds.) (1991)
High-Performance Liquid Chromatography of Peptides and Proteins: Separation, Analysis and
Conformation, CRC Press, Boca Raton, FL, pp. 171–185).
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of peptides separated by strong cation-
exchange chromatography.

In summary, high-performance ion-
exchange chromatography continues to be
an important technique for the analysis
and purification of proteins under mild
nondenaturing conditions and also pro-
vides a very useful selectivity alternative
for the analysis of peptide samples.

6
Size Exclusion Chromatography

Size exclusion chromatography (SEC) is
frequently used as the first step in
the isolation of proteins from complex
mixtures where separation is carried out
according to molecular size and shape.
SEC can also be used for desalting
samples through buffer exchange and has
also found application in the analysis of
peptides. SEC has also been established
as a physicochemical tool for estimating
molecular size and shape of proteins and
has provided insight into protein folding
mechanisms by monitoring changes in
protein size as a function of changes in the
concentration of chemical denaturants.

6.1
Basic Principles

Separation in SEC is based on differ-
ences in molecular size in solution. Porous
stationary phases with defined pore diam-
eters and elution conditions are used that
minimize interaction between the solute
molecules and the stationary phase mate-
rial. The larger the molecule, the smaller
the amount of accessible pore volume.
Molecules that are larger than the largest
pore diameter cannot penetrate into the
stationary phase pores and pass through
the column with the fastest retention time.

These molecules are eluted with Vo, while
the smallest molecule is eluted in Vt, the
total volume of the column. Vt is the sum of
the void volume and the interstitial volume
Vi, that is,

Vt = Vo + Vi (12)

Solute elution volume in SEC is denoted
by Ve which should be between Vo and Vt

and can be expressed as follows

Ve = Vo + KdVi (13)

where Kd is the distribution coefficient,
which defines the fraction of internal
volume which is accessible to the pro-
tein solute.

6.2
Experimental Conditions

The packing materials available for high-
performance SEC are generally silica-
based or polymeric. The pore diameter of
SEC supports determines the exclusion
limits of the material. Columns are
characterized in terms of the molecular
weight range, which can be adequately
separated and is dependent on the pore
diameter. Generally, the pore diameter
ranges between 100 and 500 Å. The pore
volume is also an important property
of an SEC material, which must be
sufficiently large to provide a high peak
capacity, that is, the ability to separate
seven peaks with a resolution of one.
Column efficiency in high-performance
SEC supports is particularly important
as solutes are eluted isocratically and
therefore do not exhibit band sharpening,
which occurs with gradient elution. SEC
supports generally have particle diameters
between 5 and 10 µm.

The hydrodynamic shape and volume
rather than molecular weight per se is the
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physical property of proteins that causes
separation in SEC. In order to achieve ac-
curate estimations of molecular weight, a
column must be calibrated with molecules
that have the same overall shape. Under
ideal conditions, Kd will be proportional
to the logarithm of the molecular weight
of the protein as illustrated by a typical
calibration curve shown in Fig. 23 for the
protein separation shown in Fig. 24. While
the majority of applications of SEC have
involved the analysis and purification of
proteins, SEC has also recently been used
in the analysis of peptides. An example
of the high level of resolution that can be
achieved for peptides is shown in Fig. 25,
which demonstrates excellent separation
in the MW range of 75 to −12 500 Da.

Mobile phase selection is important
in SEC to minimize nonspecific interac-
tions between the support and the solutes
and also to avoid mobile phase induced

changes in solute molecular shape. Both
ionic and hydrophobic interactions can
also contribute to the elution volume of
proteins in SEC as most packings are
weakly acidic (due to residual negative
charges) and/or mildly hydrophobic. Ionic
interactions can be minimized by increas-
ing the ionic strength of the mobile phase
through the addition of up to 0.5 M NaCl.
However, increasing ionic strength also re-
sults in the enhancement of hydrophobic
interactions. Thus, a balance is necessary
to minimize both the undesired interac-
tions. A common mobile phase composi-
tion that is employed for SEC of proteins
is phosphate buffer at pH 7 with ionic
strength of 0.05 to 0.1. Thus, by optimizing
pH and ionic strength, secondary interac-
tions can be almost excluded. However,
ionic or hydrophobic interactions can also
be used to manipulate selectivity of pro-
tein separations. The example shown in
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Fig. 23 A typical calibration curve for the separation of proteins by size
exclusion chromatography. column; SynChropak GPC300,
30 cm × 7.8 mm ID, 5-µm particle size, 30-nm pore size (SynChrom,
Linden, IN). Conditions; 0.1 M potassium phosphate, pH 7, flow rate
1 mL min. (Reprinted with permission from Gooding, K.M., Freiser, H.H.
in: Mant, C.T., Hodges, R.S. (Eds.) (1991) High-Performance Liquid
Chromatography of Peptides and Proteins: Separation, Analysis and
Conformation, CRC Press, Boca Raton, FL, pp. 135–44).
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Fig. 24 The elution profile of proteins
used to create the calibration curve
shown in Fig. 24. (Reprinted with
permission from Gooding, K.M.,
Freiser, H.H. in: Mant, C.T.,
Hodges, R.S. (Eds.) (1990)
High-Performance Liquid
Chromatography of Peptides and Proteins:
Separation, Analysis and Conformation,
CRC Press, Boca Raton, FL,
pp. 135–44).

Fig. 26 clearly demonstrates the effect of
salt on the separation of peptides at two
different pHs.

7
Capillary Liquid Chromatography

7.1
General Considerations

The transfer of analytical HPLC meth-
ods from conventional-size columns with
typical 3.0- to 4.6-mm ID to capillary

size dimensions of 0.1- to 0.5-mm ID
has been a significant advance in recent
years bringing several advantages such as
reduction in the consumption and dis-
posal of solvents, working with limited
sample amounts and efficient interfacing
with electrospray ionization MS. In princi-
ple, the various mechanisms utilized in
conventional LC separations can be ef-
fectively implemented in packed capillary
formats. However, most separations utiliz-
ing capillary LC are now performed using
the reversed phase mode of separations.
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Fig. 25 The separation of peptides by size exclusion chromatography. Column;
Superdex Peptide HR 10/30 (Pharmacia, Uppsala, Sweden). Conditions; 0.25 M
NaCl in 0.02M phosphate buffer pH 7.2, flow rate 0.25 mL min−1.
(High-performance size exclusion columns Data file No 18-1106-06, 1994,
courtesy of Amersham Pharmacia Biotech).

This is primarily because RPC is highly
compatible with MS detection using ESI
and requires only low flow rates to
achieve both high separation efficiency and
high detection sensitivity. Other modes
of LC separation commonly utilized in
peptide/protein separations include IEC,
SEC, HIC, and affinity chromatography.
Many of these modes of chromatogra-
phy are utilized in sample clean up,
preconcentrations, or fractionation before
final analyses.

Compared to the various modes of LC,
RPC generates the highest separation effi-
ciencies because of the fast mass transfer
of analyte between the stationary and
mobile phases. Simultaneously, RPC fa-
cilitates high detection sensitivity through
its compatibility with MS. Figure 27 shows
the LC-MS analysis of an Arg-C digest of
plasminogen activator separated on a C18
column, with the total ion current in the
upper trace and the elution profile detected

at 214 nm in the lower trace. The avail-
ability of on-line mass spectrometry thus
significantly facilitates the identification
of the peptide fragments. Other impor-
tant applications involve the identification
of posttranslational modifications of pep-
tides and proteins, assignment of disulfide
bonds and the identification of peptides
bound to major histocompatibility com-
plex molecules.

The separation efficiency of RPC is
highly dependent on the maximum op-
erating pressure that is determined by
the column length, internal diameter,
and particle size that can be used in a
given separation. The primary limitation
for using high-pressure capillary LC in
routine peptide/protein analysis has been
the need for off-line sample introduction.
On-line, high-pressure-resistant switching
valves with pressure limits of at least
20 000 psi, are under development. The
application of a 20 000-psi capillary RPC



280 HPLC of Peptides and Proteins

0.2

0.2

0.2

0.4

0.4

0.4

1
2

5
1 2

5

1
2

5

1+2+5

1
25

1

2

5

10 mM kcl

50 mM

200 mM

25 mM kcl

50 mM

200 mM

5 10 15 8 15

pH 6.5pH 2.0

A
bs

or
ba

nc
e 

[2
10

 n
m

]

Elution time [min]

Fig. 26 Effect of salt on nonspecific interactions
in size exclusion chromatography at pH 2 (left)
and pH 6.5 (right). SynChropak GPC60,
30 cm × 7.8 mm ID, 5-µm particle size, 30-nm
pore size (SynChrom, Linden, IN). Conditions;
left −0.1% TFA containing 10, 50, or 200 mM
potassium chloride; right −5 mM KH2PO4
containing 25, 50, or 200 mM potassium
chloride, flow rate 1 mL min−1 Peptide

sequences: 1 = AcGLGAKGAGVG-Amide,
2 = Ac(GLGAKGAGVG)2-amide,
3 = Ac(GLGAKGAGVG)5-amide. (Reprinted with
permission from Anspach, B., Gierlich, H.U.,
Unger, K.K. (1988) Comparative study of Zorbax
Bio Series GF 250 and GF 450 and TSK-Gel 3000
SW and SWXL columns. . ., J. Chromatogr. 443,
45–54. Copyright CRC Press, Boca Raton, FL).
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Fig. 27 LC-MS of a tryptic digest of single-chain
plasminogen activator. Column:Vydac C18, 5-µm
particle size, 30-nm pore size. Conditions: linear
gradient from 0 to 60% acetonitrile with 0.1%
TFA over 90 min, 45 ◦C, flow rate 0.2 mL min−1.
(a) electrospray mass spectrometry total ion
current, (b) detection at 214 nm. (Reprinted
from Apffel, A. et al. (1995) Application of

capillary electrophoresis, high performance
liquid chromatography, on-line electrospray
mass spectrometry and matrix-assisted laser
desorption ionisation. . ., J. Chromatogr. A 717,
41–60. with kind permission from Elsevier
Science – NL, Sara Burgerhartstraat 25, 1055 KV
Amsterdam, The Netherlands).

system for routine proteomic analyses is
to be expected. High-efficiency capillary
LC is now being performed at 10 000 psi
using ∼85-cm-long capillaries that have
inner diameters from 15 µm to 150 µm
packed with 3-µm porous particles. At such
pressures, special switching valves with
positive-feedback sealing are required for
sample introduction, and separations gen-
erating peak capacities of ∼103 for global
cellular proteolytic polypeptide mixtures
have been demonstrated.

For capillary separations of intact pro-
teins, it is estimated that peak capacities of
∼102 can be achieved, but the resolving

power is not sufficient for separating
complex proteomic protein mixtures (e.g.
containing ∼1000 proteins), and multi-
dimensional separations are typically re-
quired. Few literature reports describe
RPC applications for resolving protein
complexes, probably because of the rel-
atively strong interactions between the
analyte and the stationary phase. As dis-
cussed in Sect. 3, proteins tend to denature
under reversed-phase conditions (low pH
and high organic solvent concentrations)
making their quantitative elution rather
difficult and measuring the molecular
mass of a whole protein is not sufficient for
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its unambiguous identification. For this
approach to be successful, it is necessary to
digest all of the proteins in a sample and to
perform the separation at the peptide level.

The ability to effectively load significant
amounts (either volume or mass) of sam-
ple onto the capillary column to improve
detection capabilities for low-abundance
species is particularly important to pro-
teomic applications. In isocratic capillary
LC separations, limitations for large vol-
ume sample loading result from degra-
dation of separation efficiency. Under
composition gradient conditions, however,
introduction of a relatively large sample
volume can be conducted without signif-
icant loss of separation efficiency. This is
because the sample can be ‘‘focused’’ on
the head of the column inlet in the weakly
solvating mobile phase used for sample
introduction. However, as the sample load-
ing time is proportional to sample volume,
a long-extended sample injection time is
required for this case. For example, in-
troducing a 10 µL sample with optimum
LC linear velocities (e.g., ∼0.1 cm min−1)
onto a 150-µm ID capillary column re-
quires ∼20 min. Use of high mobile phase
linear velocities can shorten the sample
loading time. However, the use of long cap-
illaries packed with small particles limits
the maximum mobile phase flow rate that
current LC pumps can supply because of
pressure limitations. In practice, relatively
small volume injections having high sam-
ple concentrations can be used to reduce
analysis time. For example, a Deinococcus
radiodurans tryptic digest with concentra-
tions (protein content) up to ∼50 µg µL−1

has been successfully loaded onto a 150-
µm ID packed capillary column. However,
introducing more concentrated samples is
problematic because their viscosities are
too large to easily allow manipulation with
a syringe.

The achievable sample mass loading ca-
pacity depends on the specific column
dimension, the chromatographic packing
material properties, and the analyte prop-
erties. A capacity of 20 to 200 µg g−1

of packing material can be estimated
for RPC from these previous studies, al-
though different sample capacities have
been reported. For long packed capillaries
having ∼150-µm ID, the sample loading
capacity can be estimated to be 0.15 to
1.5µg for an individual analyte. In global
cellular proteolytic digest samples (cellu-
lar proteome), hundreds of thousands of
polypeptides are potentially present, hav-
ing large differences in both quantity and
physicochemical properties. Using an on-
line guard column or SPE column can be
used to resolve this problem.

7.2
Capillary RPC of Proteolytic Peptides for
Proteomic Analysis

Capillary RPC separations of global pro-
tein tryptic digests for proteomic studies
are attracting increased attention. Such
techniques are commonly carried out us-
ing acetonitrile as the organic solvent
in the mobile phase(s) to achieve high-
efficiency separations of complex mixtures
that contain a variety of properties of
proteolytic peptides. Perfluorinated car-
boxylic acids (e.g. trifluoroacetic or hep-
tafluorobutyric acid) can be used as an
acidic modifier in the mobile phase with
ESI-MS detection conditions. Octadecyl-
bonded silica particles (i.e. C18 particles)
are typically used as the stationary phase.
The high-quality silica matrix used for
the bonding reactions is attractive for
eluting strongly basic peptides. Porous
particles are useful for obtaining large
sample capacities. At an operating pres-
sure of 10 000 psi (the present practical
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limit for reproducible sample introduc-
tions using switching valves), ∼85-cm
columns packed with 3-µm particles can
achieve high-efficiency separations. The
use of very small particle sizes at this pres-
sure limits the total separation efficiency.
Current high-efficiency capillary LC can be
performed with column inner diameters
from 15 to 150 µm, corresponding to flow
rates from 20 nL min−1 to 1.5 µL min−1

at their optimal linear velocities to ob-
tain peak capacities of ∼103. This provides
great flexibility for column selection to
achieve the desired MS sensitivity for a
specific sample amount.

In order to improve the throughput
of gradient capillary RPC, high-efficiency
multiple-capillary LC separations have
been implemented with a single LC pump-
ing system consisting of several dual-
capillary column devices that operate at
constant pressure. These dual-capillary
column devices are serially connected to
two high-pressure mobile phase lines, fed
using independent LC pumps (mobile
phase A and mobile phase B). Each dual-
capillary column device is composed of a
mobile phase mixer (2.8 mL), a switching
valve for mobile phase gradient, a split
line (30-µm ID fused silica), a switching
valve sample injector, two capillary separa-
tion columns, and a column switch valve.
While constant pressure LC operation of-
fers limited flexibility for manipulating
the mobile phase gradient to optimize
separation selectivity, reliably obtaining
high separation efficiencies is more im-
portant for separations of highly complex
samples such as global cellular protein
digestions. The only limitation to the
number of such capillary column devices
that can be connected in a single system
results from the flow rate of the high-
pressure LC pumps. For example, if each
dual-capillary column device operates at a

mobile phase flow rate of ∼20 µL min−1

(including splitting, typically used for our
capillary LC experiments), up to ten dual-
capillary column devices can be connected
using pumps that supply a stable flow
rate of ∼0.2 mL min−1 at the desired
pressure. The separation efficiency and re-
producibility of the multiple-capillary LC
separations have been experimentally eval-
uated. Comparing the separation results
of a yeast tryptic digest for the dual-
capillary column device with the results
obtained using single capillary LC shows
that the same separation efficiency was
reproducibly obtained with both capillar-
ies for this extremely complex sample.
The average errors for elution time and
peak height are 4 and 8%, respectively,
for recognizable peaks with elution times
of <50 min, and were only 1.8 and 5%,
respectively, for recognizable peaks elut-
ing between 50 and 170 min. Currently,
the role of capillary RPC in the analy-
sis of proteome-wide proteolytic peptides
has been limited to resolving these pep-
tides. The information from peptide elu-
tion properties on RPC columns has not
yet been fully utilized for helping pep-
tide identification. Understanding peptide
elution behavior relevant to their struc-
tures will greatly improve the accuracy and
confidence in MS identification of sepa-
rated peptides.

Capillary RPC of proteins is limited to
medium efficiencies (peak capacities of
∼102), and its application in proteomic
analysis is, at the present time, generally
applied to only relatively simple protein
systems. However, detailed analysis of
intact proteins for yeast large ribosomal
subunits has been studied by the capillary
RPC. Capillary RPC of membrane proteins
and construction of two-dimensional sep-
arations for complex protein mixtures are
worthy of future investigation.
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7.3
Capillary Ion-exchange Chromatography

IEC is primarily used for sample fraction-
ation of either proteomic intact proteins
or their proteolytic peptides, and is usu-
ally practiced using microcolumns or even
conventional columns. However, because
of sensitivity requirements for proteomic
analysis, the use of capillary IEC is ap-
pealing. Capillary IEC can generate peak
capacities of 200 to 400 for both cellular
proteins and their proteolytic polypeptides.
The sample capacity has been found to
be significantly smaller than for capillary
RPC using the same dimensions of packed
capillary columns. For example, <100 µg
of an yeast lysate tryptic digest can be
loaded on an 85 cm × 150 µm ID capillary
packed with 3-µm SCX particles (300 Å
pores), while ∼500 µg of the same sam-
ple can be loaded on the same dimension
capillary packed with 3-µm C18 particles
(300 Å pores). Desalting of samples can
improve the loading capacity to some ex-
tent. These properties are important in the
selection of capillary column dimensions
for two-dimensional separations, particu-
larly considering issues related to detection
sensitivity (i.e. with MS). Additionally, IEC
elution properties of proteins and peptides
potentially provide valuable information
for assisting protein identification.

7.4
Other LC Methods

Other LC separation mechanisms such
as SEC and affinity chromatography have
also been used for peptide/protein studies.
Currently, these separations are primar-
ily used for proteomic sample processing,
such as sample purification, isolation of in-
terested proteins, and in some situations,

sample fractionation. Most of these appli-
cations are performed using larger column
LC, and their implementation with cap-
illary columns promises to improve the
overall sensitivity.

7.5
Multidimensional Capillary Separations for
Proteins

Because of the complexity of proteomic
samples, two or even multidimensional
separations appear attractive for achiev-
ing high-resolution separations. Although
comprehensive two-dimensional LC sep-
arations have been developed, the fast
separation in the second dimension (cur-
rently) is generally far from optimal for
data-dependent MS/MS peptide identifica-
tion (e.g. using ion trap MS). Additionally,
the interface between the first and the sec-
ond dimension separation also effectively
degrades the detection of low-abundance
species. The two-dimensional separations
that have been used for proteomic analyses
to date achieve their separation efficiencies
(combined peak capacities of ∼103) pri-
marily from the second dimension separa-
tion, while the first dimension separation
is only used for a limited number of sam-
ple fractionations (typically the fraction
number is <20). The separation of total hu-
man plasma proteins digested with trypsin
with high-efficiency capillary SCX/RPC is
demonstrated in Fig. 28. Although used
in this way, the first dimension separa-
tion efficiency is also important because
it determines the number of overlapping
(or repeated) components in neighboring
fractions. Both CE and capillary LC can
also be used as the first separation dimen-
sion for sample fractionation; however, the
separation sample capacity for the first di-
mension and the fluid compatibility with
MS for the second dimension have to be
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Fig. 28 High-efficiency 2D capillary SCX/RPC
separation of total human plasma proteins
digested with trypsin. The total plasma tryptic
digests were first separated in an
80 cm × 320 µm ID fused-silica capillary packed
with polysulfoethyl aspartamide-bonded silica
particles (3-µm diameter, 300-Å pore size). A
linear gradient of 4 mM phosphate, pH 2.5 to
0.4 M phosphate buffer in 200 min was used to

separate the tryptic peptides. The peptides were
separated into 15 fractions followed by RPC
separation using an 85 cm × 30 µm ID capillary
(packed with 3-µm C18 particles, 300-Å pore
size). The number of proteins identified is given
in parentheses. (Reprinted with permission from
Shen, Y. et al. (2004) Ultra-high-efficiency strong
cation exchange LC/RPLC/MS/MS for. . ., Anal.
Chem. 76, 1134–44).

considered when constructing such two-
dimensional separations.

A combination of size exclusion with ad-
sorptive chromatography, the so-called re-
stricted access chromatography, has been
implemented to separate protein mix-
tures. In this case, only proteins and
peptides below a certain size have access
to the inner pore surface of the station-
ary phase and are thus retained while
the larger proteins encounter only the hy-
drophilic, nonadsorptive outer surface and
are found in the flow-through. Restricted
access materials have found widespread

use in the analysis of drug metabolites and
other low-molecular weight compounds
but have only recently been rediscovered
for peptide/protein studies. In an example
of applying restricted access chromatog-
raphy to the analysis of hemofiltrate, a
biofluid that is comparable to urine, it
was shown that the sample preparation
step could be performed in line with a
two-dimensional chromatographic separa-
tion. This allowed a peak capacity of about
5000 to be reached, a number that is
comparable to the number of spots ob-
tained on a highly optimized 2DE gel for
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proteins. Such high-resolution, multidi-
mensional systems promise to provide the
methodological means for biomarker dis-
covery in combination with modern mass
spectrometers and data analysis software.

Yates and coworkers have introduced a
serial two-dimensional LC for proteomic
analysis. In this approach, a biphasic mi-
crocolumn in which a single capillary
with 100-µm ID is first packed with 5-
µm C18 for 8 cm and then packed with
5-µm SCX for 4 cm, which is similar to
those used in serial column chromatogra-
phy. The two-dimensional separations are
achieved by alternatively eluting with salt
step and a 60-min linear aqueous acetoni-
trile gradients through the whole biphasic
column. The system is used for direct anal-
ysis of large protein complexes, and 95
unique proteins have been identified for
the loaded 120-µ g mixture in ∼24 h of a
single run (12 cycles). After optimization
of this multidimensional protein identifi-
cation technology (MudPIT), it was applied
to proteome-wide protein identification.
Optimizations included fractionation of a
yeast derived proteome sample into three
fractions (i.e. soluble, lightly washed, and
heavily washed fractions) prior to the tryp-
tic digestion, extension of C18 packed
column length to 10 cm, varying mobile
phase composition by adding 0.02% hep-
tafluorobutyric acid (HFBA), using shal-
low gradient, and utilizing 15 fractionation
cycles. In ∼84 h required for three runs
of the three fractions, a combined 5540
peptides were assigned, leading to iden-
tification of 1480 proteins. In ∼28 h of a
single run, ∼630 soluble proteins from
1665 assigned peptides were achieved for
the soluble protein fraction. By analyzing
the data set against the database, 72 out
of 231 possible peripheral membrane pro-
teins were detected and identified. The
addition of HFBA to the mobile phase

has significantly improved the sensitivity
and separation resolution in the biphasic
column. The separation efficiency of the
MudPIT system was evaluated, and a peak
capacity of 216 was achieved for the 5-µm
C18 packed 10-cm capillary. Combined
with 15 cycles (i.e. first stage fractions), a
total peak capacity of 3240 was estimated.

7.6
Other Approaches

While off-line capillary isoelectric focus-
ing (CIEF)/capillary RPC separations have
been investigated for complex proteomic
sample analysis, the use of either on-
line CIEF/capillary RPC, capillary iso-
tachophoresis (CITP)/capillary RPC, or
capillary LC/capillary zone electrophore-
sis (CZE) for proteomic analysis has not
yet been reported. However, their use is
expected because of the relatively large
sample capacity and separation efficiency
of the first dimension and high separation
efficiency supplied by the second dimen-
sion. Utilization of these approaches can
potentially provide information that makes
peptide and protein identification simpler
and more accurate.

8
LC-MS for Peptide/Protein Analysis

One of the most significant recent ad-
vances in bioanalytical technology is the
advent of mass spectrometry for the anal-
ysis and measurement of peptide and
protein molecular mass. In particular, the
development of on-line electrospray mass
spectrometry following RPC (LC-ES-MS)
has provided a powerful detection system
for the rapid analysis of peptide and pro-
teins. The identification of proteins, pep-
tide fragments and various modifications
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is essential for understanding biological
processes and the function of proteins
for normal healthy and at various disease
states. The resulting insights lead to the
development of therapies for intervention,
and ultimately, the cure of disease. The
information and knowledge derived from
this type of study are extremely valuable for
activities involved with target identification
activities during drug discovery.

As described in previous sections, chro-
matographic analysis of peptide and
protein is conventionally detected and
quantified by the ultraviolet and/or flu-
orescence detection. However, quantita-
tive methods combining separation tech-
niques with UV or fluorescence detection
are of limited applicability when analyz-
ing highly complex biomolecule mixtures.
Such samples require high-resolution
baseline separations or exceedingly high
concentrations of analytes to overcome the
impact of the matrix, because of unselec-
tive UV/fluorescence detection. Therefore,
effective and sensitive peptide/protein de-
tection and quantification from biological
samples demands highly selective, robust,
and accurate LC-MS methods.

8.1
General Considerations

LC-MS is a versatile combination of a
commonly used chromatographic technol-
ogy and mass spectrometry, a powerful
identification tool not only for proteins
but for all classes of organic molecules.
The coupling of LC with MS has had
an enormous impact on small molecule
and protein profiling, and has proven to
be an important alternative method to
two-dimensional gel electrophoresis. In
the vast majority of LC–MS methods,
the chromatographic conditions employed

have significant influence on the opera-
tion of the mass spectrometer. This means
that the chromatographic conditions will
invariably have a significant, molecule-
dependent effect on the mass spectrometry
conditions required to obtain informa-
tional analytical results. Since there are
a substantial number of parameters that
may influence the final results that are
obtained, formal experimental design pro-
cedures are increasingly being utilized
to determine the experimental conditions
that give optimum analytical performance,
adequate accuracy and precision at appro-
priate levels. There are many examples
in the literature of methodology that al-
lows this to be developed and achieved
without the need to use complex experi-
mental design simply by varying individual
factors that are thought to affect the exper-
imental outcome. Examples include the
conditions required to give complete chro-
matographic resolution of the analytes
present, the minimum analysis time for
a complex mixture or the most intense
detector signal from some or all of the an-
alytes. As an analytical method becomes
more complex, the number of factors is
likely to increase and the likelihood is that
the simple approach to experimental de-
sign described above will not be successful.
In particular, the possibility of interaction
between factors that will have an effect on
the experimental outcome must be con-
sidered and factorial design allows such
interactions to be probed. Factors may be
classified as ‘‘quantitative’’ when they take
particular values, for example, concentra-
tion or temperature, or ‘‘qualitative’’ when
their presence or absence is of interest.

For an LC–MS experiment, the ‘‘fac-
tors’’ could include the composition of the
mobile phase employed, its pH and flow
rate, the nature and concentration of any
mobile-phase additive, for example, buffer
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or ion-pair reagent, the makeup of the so-
lution in which the sample is injected,
the ionization technique, spray voltage
for electrospray, nebulizer temperature for
APCI, nebulizing gas pressure, mass spec-
trometer source temperature, cone voltage
in the mass spectrometer source, and the
nature and pressure of gas in the col-
lision cell if MS–MS is employed. For
quantification, the assessment of results is
likely to be on the basis of the selectivity
and sensitivity of the analysis, that is, the
chromatographic separation and the max-
imum production of molecular species
or product ions if MS–MS is employed.
Among the various ionization methods de-
veloped for coupling LC to MS, including
thermospray, continuous-flow fast atom
bombardment, and particle beam tech-
niques, electrospray ionization (ESI) is the
most widely used interface technique.

8.2
Capillary RPC-MS

Capillary RPC-MS currently plays a dom-
inant role in proteomic analyses in-
volving peptide mixtures due to its
robustness for a variety of peptide
properties (highly acidic/basic and hy-
drophilic/hydrophobic). Following enzy-
matic digestion of the global whole-
proteome proteins, the resultant extremely
complex peptide mixtures can be di-
rectly analyzed using capillary RPC-MS
or MS/MS. Sample fractionation prior
to RPC has also been applied in some
situations. Peptide identification can be
conducted using either accurately mea-
sured masses (measured with sufficient
accuracy to discriminate the identified pep-
tides from others predicted for a proteome
or genome) or, more conventionally, pep-
tide fragments produced by MS/MS. The
latter approach can be carried out using

relatively simple MS such as ion trap
MS, while both approaches can be per-
formed using high-quality MS (such as
Fourier transform ion cyclotron resonance
(FTICR) MS) with improved identifica-
tion confidence, sensitivity, and dynamic
range. Recent results with smaller ID capil-
laries have shown that comparable results
are achievable with much smaller sam-
ple sizes, for example, nanoproteomics
with sample size of ∼10 ng, equivalent
to 100 eukaryotic cells. Relatively low
separation efficiencies limit the use of
single-dimensional capillary RPC-MS for
intact protein analysis to relatively simple
proteomic systems. This type of applica-
tion has been successfully demonstrated
by the capillary RPC-FTICR characteri-
zation of intact proteins from the large
subunit of the yeast ribosome. For the
capillary RPC separations, C-5 bonded sil-
ica particles (5 µm, 300 Å pores) are used
as the stationary phase in a 120 cm ×
150 µm ID fused-silica capillary (currently,
desirable 3-µm porous particles are not
commercially available) and acidic ace-
tonitrile aqueous solutions (0.1% TFA as
the acid modifier) are used in the mobile
phases. For FTICR measurements, an in-
ternal calibrant delivered from a dual ESI
source was used to achieve high mass mea-
surement accuracy (but which are not as
high as achievable for lower Mr peptides).
The relatively high resolution achieved
by capillary RPC permitted differentiation
of protein isoforms having high struc-
tural similarity and proteins from their
modified forms, thus facilitating unequiv-
ocal protein assignments. By providing
information on intact proteins and their
modifications, the capability of identifying
intact proteins holds promise as a comple-
ment to the mass spectrometric approach
based on protein digestion.
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8.3
LC/MS for Protein Analysis

LC-MS has found widespread use in
the analysis of peptides from natural
sources or generated by proteolytic diges-
tion of larger proteins. LC-MS has also
been applied to large-scale global pro-
tein characterization and identification.
While analyzing biofluids directly with-
out prior digestion is a definitive option in
biomarker discovery, prior digestion gives
access to the higher molecular weight pro-
teins; however, the analysis of the digested
peptide fragments from larger protein mix-
tures is much more complex. A dynamic
range of 4 orders of magnitude could be
reached in the expression level of the pro-
teins present. However, it might be that
the order of 1000 proteins in a biofluid
is still an underestimate, especially if
one includes possible splicing variants
and posttranslational modifications. This
indicates that analysis of such complex
mixtures will likely remain a challenge for
some time to come no matter which an-
alytical approach is taken. Application of
LC-MS to biomarker discovery is not yet
very widespread partly because the method
generates large and highly complex data
sets that require powerful algorithms and
software tools to handle and analyze them.
LC-MS generates information about the
components in a sample both in terms
of their physicochemical properties and
their molecular mass. Insights given by
chromatography such as hydrophobicity
or charge of the analytes may provide addi-
tional information that can help in sample
comparisons. This additional information
is, however, presently not systematically
used. Presently, LC-MS is more suitable
for initial discovery efforts than for larger
clinical validation studies. However, these

challenges are being tackled so that LC-MS
will likely find more use in the future.

The use of HPLC on-line or off-line is
an essential feature for global protein anal-
ysis to integrate the removal of buffers
and salts (purification) and the separation
of analytes (preconcentration) with mass
spectrometry. With on-line LC-MS ap-
proaches, low flow rates (<100 µL min−1)
have been demonstrated to provide max-
imum sensitivity with ESI techniques for
the analysis of proteins. In this type of
analysis, a precolumn split of the mobile
phase (∼200 µL min−1) was used to obtain
a flow rate of 0.2 ± 0.5 µL min−1. This mi-
crocolumn HPLC method minimizes the
column elution volume and maximizes the
concentration of peptide that enters the
ESI interface of the mass spectrometer.
Other examples of low flow approaches
include peak parking techniques, where
the solvent flow and gradient are stopped
and the sample continues to flow into
the mass spectrometer. This procedure
provides longer sampling times and an
improved signal-to-noise ratio because the
signal can be averaged for a greater length
of time. On-line LC-MS approaches for
peptide mapping are also used with ESI-
time of flight (TOF) mass spectrometers.
A nonporous silica support has also short-
ened the separation of peptide mixtures
in less than 35 s. The resulting chro-
matographic peak widths are less than
1 s wide. The unique nature of the TOF
mass spectrometry allows for the complete
analysis of these narrow peaks. Off-line
approaches also feature sample clean-up,
preconcentration, and the batch elution
of peptides. This offline feature is com-
monly used with MALDI-TOF techniques
for the simultaneous analysis of peptide
mixtures. Because these methods are de-
coupled from the actual analysis, highly
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automated procedures can be used to pre-
pare and manipulate samples.

9
Future Prospects

The number of applications of HPLC in
peptide and protein purification continue
to expand at an extremely rapid rate. Solid-
phase peptide synthesis and recombinant
DNA techniques have allowed the produc-
tion of large quantities of peptides and
proteins, which need to be highly pu-
rified. The design of multidimensional
purification schemes to achieve high lev-
els of product purity highlight the power
of HPLC techniques in the production of
peptide and proteins-based therapeutics.

Following purification, mass spectrom-
etry can be used to confirm the structural
identity of synthetic peptides, while recom-
binant proteins require further structural
analysis by high-resolution analytical fin-
gerprinting to confirm the amino acid se-
quence. RPC will therefore continue to be
the central method for the characterization
and quality control analysis of synthetic
peptides and recombinant proteins. More-
over, the coupling of mass spectrometry
to allow on-line identification of samples
will become routine and continue to ex-
pand the analytical power of HPLC. Other
coupled techniques such as LC-CE (capil-
lary electrophoresis) and LC-biosensor will
also allow more rapid on-line analysis of
sample purity and bioactivity.

Other areas of separation technology in
which significant advances are anticipated
to emerge are in the areas of miniatur-
ization and high-speed analysis to allow
the efficient purification of femtomolar to
attomolar levels of material. These tech-
niques will have important impact in
the discovery of new bioactive peptides

and novel proteins as potential candi-
dates for new therapeutics. However, in
the postgenomic era, the overwhelming
application of HPLC will be in the contin-
uing development of new approaches to
proteomic mapping.

Finally, there has been a strong synergy
between the biotechnology industry and
the field of biomacromolecular HPLC as
several significant recent advances in sep-
aration technology have been driven by the
stringent and continually evolving regu-
latory requirements of the biotechnology
industry. HPLC will therefore continue to
be at the heart of the analytical techniques
with which scientists in both academia
and the pharmaceutical industry must arm
themselves to be able to fully characterize
the identity, purity and potency of peptides
and proteins.

Bibliography

Books and Reviews

Aguilar, M-I. (Ed) (2004) HPLC of Peptides and
Proteins; Methods and Protocols, Methods in
Molecular Biology, Vol. 251, Human Press,
Totowa, NJ.

Cutler, P. (Ed) (2003) Protein Purification
Protocols, Methods in Molecular Biology, Vol.
244, 2nd edition, Human Press, Totowa, NJ.

Mant, C.T., Hodges, R.S. (Eds.) (1991) High
Performance Liquid Chromatography of Peptides
and Proteins: Separation, Analysis and
Conformation, CRC Press, Boca Raton, FL.

Gooding, K.M., Regnier, F.E. (Eds.) (1990) HPLC
of Biological Macromolecules: Methods and
Applications, Dekker, New York.

Karger, B.L., Hancock, W.S. (Eds.) (1996) High
resolution separation and analysis of biological
macromolecules Part A: Fundamentals,
Methods Enzymol. 270, entire volume.

Karger, B.L., Hancock, W.S. (Eds.) (1996) High
resolution separation and analysis of biological
macromolecules Part B: Applications, Methods
Enzymol. 271, entire volume.



HPLC of Peptides and Proteins 291

Primary Literature

Adkins, J.N., Varnum, S.M., Auberry, K.J.,
Moore, R.J., Angell, N.H., Smith, R.D.,
Springer, D.L., Pounds, J.G. (2002) Toward
a human blood serum proteome: analysis
by multidimensional separation coupled with
mass spectrometry, Mol. Cell Proteomics 1,
947–955.

Afeyan, N.B., Gordon, N.F., Mazsaroff, I.,
Varady, L., Fulton, S.P., Yang, Y.B., Reg-
nier, F.E. (1990) Flow-through particles for
the high-performance liquid chromatographic
separations of biomolecules: perfusion chro-
matography, J. Chromatogr. 519, 1–29.

Aguilar, M-I., Hearn, M.T.W. (1991) Reversed
Phase and Hydrophobic Interaction Chro-
matography of Proteins, in: Hearn, M.T.W.
(Ed.) HPLC of Proteins, Peptides and Polynu-
cleotides – Contemporary Topics and Applica-
tions, VCH, Deerfield, FL, pp. 246–290.

Aguilar, M-I., Hodder, A.N., Hearn, M.T.W.
(1991) High Performance Ion-exchange Chro-
matography of Proteins, in: Hearn, M.T.W.
(Ed.) HPLC of Proteins, Peptides and Polynu-
cleotides – Contemporary Topics and Applica-
tions, VCH Publications, Deerfield, FL, pp.
199–245.

Aguilar, M-I., Mougos, S., Boublik, J., Rivier, J.,
Hearn, M.T.W. (1993) The effect of D-amino
acid substitutions on the RP-HPLC behaviour
of neuropeptide-Y [18–36] analogues, J.
Chromatogr. 646, 53–65.

Albert, K., Bayer, E. (1991) Characterisation
of bonded phases by solid-state NMR
spectroscopy, J. Chromatogr. 544, 345–370.

Blondelle, S.E., Houghten, R.A. (1992) Design
of model peptides having potent antimicrobial
activities, Biochemistry 31, 12688–12694.

Blondelle, S.E., Buttner, K., Houghten, R.A.
(1992) Evaluation of peptide-peptide interac-
tions using reversed phase high performance
liquid chromatography, J. Chromatogr. 625,
199–206.

Buckley, J.J., Wetlaufer, D.B. (1989) Use
of the surfactant 3-(3-cholamidopropyl)-
dimethylammoniopropane sulfonate in
hydrophobic interaction chromatography of
proteins, J. Chromatogr. 464, 61–71.

Burke, T.W.L., Mant, C.T., Black, J.A., Hodges,
R.S. (1989) Strong cation-exchange high
performance liquid chromatography of
peptides. Effect of non-specific hydrophobic
interactions and linearization of peptide

retention behaviour, J. Chromatogr. 476,
377–389.

Carr, S.A., Hemling, M.E., Bean, M.F., Roberts,
G.D. (1991) Integration of mass spectrometry
in analytical biotechnology, Anal. Chem. 63,
2802–2824.

Chlenov, M.A., Kandyba, E.I., Nagornaya, L.V.,
Orlova, I.L., Volgin, Y.V. (1993) High
performance liquid chromatography of human
glycoprotein hormones, J. Chromatogr. 631,
261–267.

Choudhary, G., Horvath, Cs. (1996) Ion-
exchange chromatography, Methods Enzymol.
270, 47–82.

Choudhary, G., Wu, S.L., Shieh, P., Hancock,
W.S. (2003) Multiple enzymatic digestion for
enhanced sequence coverage of proteins in
complex proteomic mixtures using capillary
LC with ion trap MS/MS, J. Proteome Res. 2,
59–67.

Ding, J., Burkhart, W., Kassel, D.B. (1994)
Identification of phosphorylated peptides
from complex mixtures using negative-ion
orifice-potential stepping and capillary liquid
chromatography/electrospray ionisation mass
spectrometry, Rapid Commun. Mass Spectrom.
8, 94–98.

Engelhardt, H., Schom, U.M. (1986) Optimal
conditions for size exclusion chromatography
of proteins, Chromatographia 22, 388–394.

Fang, F., Aguilar, M-I., Hearn, M.T.W. (1996)
Influence of temperature on the retention
behaviour of proteins in cation-exchange
chromatography, J. Chromatogr. A 729, 49–66.

Fausnaugh, J.L., Regnier, F.E. (1986) Solute and
mobile phase contributions to retention in
hydrophobic interaction chromatography of
proteins, J. Chromatogr. 359, 131–146.

Fenn, J.B., Mann, M., Meng, C.K., Wong, S.F.,
Whitehouse, C.M. (1989) Electrospray ion-
ization for mass spectrometry of large
biomolecules, Science 246, 64–71.

Frank, J., Braat, A., Duine, J.A. (1987) Assess-
ment of protein purity by chromatography
and multiwavelength detection, Anal. Biochem.
162, 65–73.

Frenz, J., Cachia, J., Quan, C.P., Sliwkowski,
M.B., Vasser, M. (1993) Protein sorting by
high performance liquid chromatography
of recombinant deoxyribonuclease I on
polyionic stationary phases, J. Chromatogr. 634,
229–239.

Fridman, M., Aguilar, M-I., Hearn, M.T.W.
(1990) A comparative study of the equilibrium



292 HPLC of Peptides and Proteins

refolding of bovine, porcine and human
growth hormone using size exclusion
chromatography, J. Chromatogr. 512, 57–75.

Fujii, k., Nakano, T., Kawamura, T., Usui, F.,
Bando, Y., Wang, R., Nishimura, T. (2004)
Multidimensional protein profiling technol-
ogy and its application to human plasma
proteome, J. Proteome Res. 3, 712–718.

Gatlin, C.L., Kleemann, G.R., Hays, L.G., Link,
A.J., Yates, J.R. (1998) Protein identification at
the low femtomole level from silver-stained
gels using a new fritless electrospray interface
for liquid chromatography-microspray and
nanospray mass spectrometry, Anal. Biochem.
263, 93–101.

Guo, D., Mant, C.T., Taneja, A.K., Hodges, R.S.
(1986) Prediction of peptide retention times
in reversed phase high performance liquid
chromatography. II. Correlation of observed
and predicted peptide retention times and
factors influencing the retention times of
peptides, J. Chromatogr. 359, 519–532.

Hanson, M., Unger, K.K., Mant, C.T., Hodges,
R.S. (1992) Polymer-coated reversed-phase
packings with controlled hydrophobic
properties. I. Effect on the selectivity of protein
separations, J. Chromatogr. 599, 65–76.

Hanson, M., Unger, K.K., Mant, C.T., Hodges,
R.S. (1992) Polymer-coated reversed-phase
packings with controlled hydrophobic
properties. II. Effect on the selectivity of
peptide separations, J. Chromatogr. 599,
77–86.

Harald, J., Walden, M., Schafer, S., Genz, S.,
Forssmann, W-G. (2004) Analytical proce-
dures for quantification of peptides in pharma-
ceutical research by liquid chromatography-
mass spectrometry, Anal. Bioanal. Chem. 378,
883–897.

Hearn, M.T.W., Hodder, A.N., Stanton, P.G.,
Aguilar, M-I. (1987) Evaluation of retention
and bandwidth relationships for proteins sep-
arated by isocratic anion-exchange chromatog-
raphy, Chromatographia 24, 769–776.

Heinitz, M.L., Kennedy, L., Kopaciewicz, W.,
Regnier, F.E. (1988) Chromatography of
proteins on hydrophobic interaction and
ion-exchange chromatographic matrices:
mobile phase contributions to selectivity, J.
Chromatogr. 443, 173–182.

Henry, M. (1991) Design requirements
of silica-based matrices for biopolymer
chromatography, J. Chromatogr. 544, 413–443.

Herold, M., Leistler, B. (1991) Unfolding
of truncated and wild type aspartate
aminotransferase studied by size exclusion
chromatography, J. Chromatogr. 539, 383–391.

Hodder, A.N., Aguilar, M-I., Hearn, M.T.W.
(1989) The influence of different displacer
salts on the retention properties of proteins
separated by gradient anion exchange
chromatography, J. Chromatogr. 476, 391–411.

Hodder, A.N., Machin, K.J., Aguilar, M-I.,
Hearn, M.T.W. (1990) Identification and
characterisation of coulombic interactive
regions on hen lysozyme by high performance
liquid anion-exchange chromatography and
computer graphic analysis, J. Chromatogr. 517,
317–331.

Hodges, R.S., Zhu, B-Y., Zhou, N.E., Mant, C.T.
(1994) Reversed-phase liquid chromatography
as a useful probe of hydrophobic interactions
involved in protein folding and protein
stability, J. Chromatogr. 676, 3–15.

Horvath, Cs., Melander, W., Molnar, I. (1976)
Solvophobic interactions in liquid chromatog-
raphy with non-polar stationary phases, J.
Chromatogr. 125, 129–156.

Hunt, D.F., Henderson, R.A., Shabanowitz, J.,
Sakaguchi, K., Michel, H., Sevilir, N., Cox,
A.L., Appella, E., Engelhard, V.H. (1992)
Characterisation of peptides bound to the
class I MHC molecule HLA-A2.1 by mass
spectrometry, Science 255, 1261–1263.

Jilge, G., Janzen, R., Unger, K.K., Kinkel, K.N.,
Hearn, M.T.W. (1987) Evaluation of advanced
silica packings for the separation of
biopolymers by high performance liquid
chromatography. III. Retention and selectivity
of proteins and peptides in gradient elution
on non-porous monodisperse 1.5 µm reversed
phase silicas, J. Chromatogr. 397, 71–80.

Kato, Y. (1993) Study: Comparison of Ion-
Exchange Columns, Tosoh Corporation,
Montgomeryville, PA.

Kopaciewicz, W., Regnier, F.E. (1983) Mobile
phase selection for the high performance ion-
exchange chromatography of proteins, Anal.
Biochem. 133, 251–259.

Kopaciewicz, W., Rounds, M.A., Fausnaugh, J.,
Regnier, F.E. (1983) Retention model for high-
performance ion-exchange chromatography, J.
Chromatogr. 266, 3–21.

Lee, T-H., Thompson, P.T., Hearn, M.T.W.,
Aguilar, M-I. (1997) Conformational stability
of a type II’ β-turn motif in human
growth hormone [6–13] peptide analogues



HPLC of Peptides and Proteins 293

at hydrophobic surfaces, J. Pept. Res. 49,
394–403..

leMaire, M., Veil, A., Moller, J.V. (1989) Size
exclusion chromatography and universal
calibration of gel columns, Anal. Biochem. 177,
50–56.

Lin, S., Karger, B.L. (1990) Reversed phase
chromatographic behaviour of proteins in
different unfolded states, J. Chromatogr. 499,
89–102.

Link, A.J., Eng, J., Schietz, D.M., Carmack, E.,
Mize, G.J., Morris, D.R., Garvik, B.M., Yates,
J.R.I.I.I. (1999) Direct analysis of protein
complexes using mass spectrometry, Nat.
Biotechnol. 17, 676–682.

Lu, X.M., Benedek, K., Karger, B.L. (1986)
Conformational effects in the high-
performance liquid chromatography of
proteins. Further studies of the reversed phase
chromatographic behaviour of ribonuclease A,
J. Chromatogr. 359, 19–29.

Lubman, D.M., Kachman, M.T., Wang, H.,
Gong, S., Yan, F., Hamler, R.L., O’Neil, K.A.,
Zhu, K., Buchanan, N.S., Barder, T.J. (2002)
Two-dimensional liquid separations-mass
mapping of proteins from human cancer
cell lysates, J. Chromatogr. B Analyt. Technol.
Biomed. Life Sci. 782, 183–196.

Mant, C.T., Parker, J.M.R., Hodges, R.S. (1987)
Size-exclusion high performance chromatog-
raphy of peptides. Requirement for peptide
standards to monitor column performance
and non-ideal behaviour, J. Chromatogr. 397,
99–112.

Marshall, J., Jankowski, A., Furesz, S., Kireeva,
I., Barker, L., Dombrovsky, M., Zhu, W.,
Jacks, K., Ingratta, L., Bruin, J., Kristensen, E.,
Zhang, R., Stanton, E., Takahashi, M., Jack-
owski, G. (2004) Human serum proteins
preseparated by electrophoresis or chromatog-
raphy followed by tandem mass spectrometry,
J. Proteome Res. 3, 364–382.

Melander, W., Horvath, Cs. (1977) Salt effects on
hydrophobic interactions in precipitation and
chromatography of proteins: an interpretation
of the lyotropic series, Arch. Biochem. Biophys.
183, 200–215.

Melander, W.R., Corradini, D., Horvath, Cs.
(1984) Salt-mediated retention of proteins in
hydrophobic interaction chromatography, J.
Chromatogr. 317, 67–85.

Melander, W.R., El Rassi, Z., Horvath, Cs. (1989)
Interplay of hydrophobic and electrostatic
interactions in biopolymer chromatography.

Effect of salts on the retention of proteins, J.
Chromatogr. 469, 3–27.

Mock, K., Hail, M., Mylchreest, I., Zhou, J.,
Johnson, K., Jardine, I. (1993) Rapid high
sensitivity peptide mapping by liquid
chromatography-mass spectrometry, J. Chro-
matogr. 646, 169–174.

Moy, F.J., Li, Y-C., Rauenbeuhler, P., Winkler,
M.E., Scheraga, H.A., Montelione, G.T. (1993)
Solution structure of human type-α
transforming growth factor determined by
heteronuclear NMR spectroscopy and refined
by energy minimisation with restraints,
Biochemistry 32, 7334–7353.

Muller, W. (1990) New ion-exchangers for
the chromatography of biopolymers, J.
Chromatogr. 510, 133–140.

Nice, E. (1996) Micropreparative high perfor-
mance liquid chromatography of proteins and
peptides: principles and applications, Biopoly-
mers 40, 319–341.

Noinville, V., Vidal-Madjar, C., Sebille, B. (1995)
Modelling of protein adsorption on
polymer surfaces – computation of adsorption
potential, J. Phys. Chem. 99, 1516–1522.

Nyberg, F., Pernow, C., Moberg, U., Eriks-
son, R.B. (1986) High performance liquid
chromatography and diode array detection
for the identification of peptides containing
aromatic amino acids in studies of endorphin-
degrading activity in human cerebrospinal
fluid, J. Chromatogr 359, 541–551.

Oroszlan, P., Wicar, S., Teshima, G., Wu,
S-L., Hancock, W.S., Karger, B.L. (1992)
Conformational effects in the reversed phase
chromatographic behaviour of recombinant
human growth hormone (rhGH) and
N-methionyl recombinant human growth
hormone (met-hGH), Anal. Chem. 64,
1623–1631.

Poll, D.J., Harding, D.R.K. (1989) Formic acid as
a milder alternative to trifluoroacetic acid and
phosphoric acid in two dimensional peptide
mapping, J. Chromatogr. 469, 231–239.

Potschka, M. (1987) Universal calibration
of gel permeation chromatography and
determination of molecular shape in solution,
Anal. Biochem. 162, 47–64.

Purcell, A.W., Aguilar, M-I., Hearn, M.T.W.
(1995) Conformational effects in the RP-HPLC
of polypeptides. I: The resolution of insulin
variants, J. Chromatogr. 711, 61–70.

Purcell, A.W., Aguilar, M-I., Wettenhall, R.E.H.,
Hearn, M.T.W. (1995) The induction of



294 HPLC of Peptides and Proteins

amphipathic helical structures in peptides
during RP-HPLC, J. Pept. Res. 8, 160–170.

Randhawa, Z., Witkowska, H.E., Cone, J.,
Wilkins, J.A., Hughes, P., Yamanishi, K.,
Yashuda, S., Masui, Y., Arthur, P., Kletke, C.,
Bitsch, F., Shackleton, C.H.L. (1994) Incorpo-
ration of norleucine at methionine positions in
recombinant human macrophage colony stim-
ulating factor (m-CSF,4–153), Biochemistry 33,
4352–4362.

Regnier, F.E. (1987) The role of protein structure
in chromatographic behaviour, Science 238,
319–323.

Richards, K.L., Aguilar, M-I., Hearn, M.T.W.
(1994) A comparative study of the retention
behaviour and stability of cytochrome c in
RP-HPLC, J. Chromatogr. 676, 17–31.

Roth, C.M., Unger, K.K., Lenhoff, A.M. (1996)
Mechanistic model of retention in protein ion-
exchange chromatography. Reversed phase
chromatographic behaviour of proteins in
different unfolded states, J. Chromatogr. A 726,
45–56.

Shen, Y., Jacobs, J.M., Camp, D.G., Fang, R.,
Moore, R.J., Smith, R.D., Xiao, W., Davis,
R.W., Tompkins, R.G. II (2004) Ultra-
high-efficiency strong cation exchange
LC/RPLC/MS/MS for high dynamic range
characterization of the human plasma
proteome, Anal. Chem. 76, 1134–1144.

Shen, Y., Tolic, N., Masselon, C., Pasa-Tolic, L.,
Camp, D.G., Hixon, K.K., Zhao, R., Ander-
son, G.A., Smith, R.D. II (2004) Ultrasensi-
tive proteomics using high efficiency on-line
micro-SPE-nanoLC-nanoESI MS and MS/MS,
Anal. Chem. 76, 144–154.

Simpson, R.J., Moritz, R.L., Nice, E.C., Grego, B.
(1987) A high performance liquid
chromatography procedure for recovering
subnanomole amounts of protein from SDS-
gel electroeluates for gas-phase sequence
analysis, Eur. J. Biochem. 165, 21–29.

Snyder, L. (1980) Gradient Elution, in:
Horvath, Cs. (Ed.) HPLC-Advances and
Perspectives, Vol. 1, Academic Press, New York,
pp. 207–316.

Snyder, L.R. (1996) Automated method
development in high performance liquid
chromatography, Methods Enzymol. 270,
151–175.

Stadalius, M.A., Gold, H.S., Snyder, L.R. (1984)
Optimisation model for the gradient
elution separation of peptide mixtures by

reversed phase high performance liquid
chromatography, J. Chromatogr. 296, 31–59.

Stahlberg, J., Jonsson, B. (1996) Influence of
charge regulation in electrostatic interaction
chromatography of proteins, Anal. Chem. 68,
1536–1544.

Stout, R.W., Sivakoff, S.I., Ricker, R.D., Sny-
der, L.R. (1986) Separation of proteins by
gradient elution from ion-exchange columns.
Optimizing experimental conditions, J. Chro-
matogr. 353, 439–463.

Sun, L., Carr, P.W. (1995) Chromatography of
proteins using polybutadiene-coated zirconia,
Anal. Chem. 67, 3717–3721.

Tanaka, N., Kimata, K., Mikawa, Y., Hosoya, K.,
Araki, T., Ohtsu, Y., Shiojima, Y., Tsuboi, R.,
Tsuchiya, H. (1990) Performance of wide-pore
silica- and polymer-based packing materials in
polypeptide separation: effect of pore size and
alkyl chain length, J. Chromatogr. 535, 13–32.

Thevenon, G., Regnier, F.E. (1989) Reversed-
phase liquid chromatography of proteins with
strong acids, J. Chromatogr. 476, 499–511.

Uversky, V.N. (1993) Use of fast protein size
exclusion liquid chromatography to study
the unfolding of proteins which denature
through the molten globule, Biochemistry 32,
13288–13298.

Velayudhan, A., Horvath, Cs. (1986) On
the stoichiometric model of electrostatic
interaction chromatography for biopolymers,
J. Chromatogr. 367, 160–162.

Washburn, M.P., Wolters, D., Yates, J.R.I.I.I.
(2001) Large-scale analysis of the yeast
proteome by multidimensional protein
identification technology, Nat. Biotechnol. 19,
242–247.

Welinder, B.S. (1991) Use of polymeric reversed-
phase columns for the characterisation of
polypeptides extracted from human pancreata.
II. Effect of the stationary phase, J. Chromatogr.
542, 83–99.

Welinder, B.S., Sorenson, H.H., Hansen, B.
(1986) Reversed-phase high performance
liquid chromatography of insulin. Resolution
and recovery in relation to column geometry
and buffer components, J. Chromatogr. 361,
357–363.

Welling, G.W., Van der Zee, R., Welling-
Wester, S. (1987) Column liquid chromatog-
raphy of integral membrane proteins, J. Chro-
matogr. 418, 223–243.

Wetlaufer, D.B., Koenigbauer, M.R. (1986)
Surfactant-mediated protein hydrophobic



HPLC of Peptides and Proteins 295

interaction chromatography, J. Chromatogr.
359, 55–60.

Wilce, M.C.J., Aguilar, M-I., Hearn, M.T.W.
(1995) The physicochemical basis of
hydrophobicity scales: Evaluation of four
new sets of amino acid coefficients derived
from reversed phase high performance
liquid chromatography, Anal. Chem. 67,
1210–1219.

Wirth, H-J., Eriksson, K-O., Holt, P., Aguilar, M-
I., Hearn, M.T.W. (1993) Ceramic based
particles as chemically stable chromatographic
supports, J. Chromatogr. 646, 129–141.

Wu, S-L., Benedek, K., Karger, B.L. (1986) Ther-
mal behaviour of proteins in high performance
hydrophobic-interaction chromatography. On-
line spectroscopic and chromatographic char-
acterisation, J. Chromatogr. 359, 3–17.

Wu, S-L., Figueroa, A., Karger, B.L. (1986) Pro-
tein conformational effects in hydrophobic
interaction chromatography. Retention char-
acterisation of and the role of mobile phase

additives and stationary phase hydrophobicity,
J. Chromatogr. 371, 3–27.

Yarovsky, I., Aguilar, M-I., Hearn, M.T.W. (1995)
Influence of the chain length and surface
density on the conformation and mobility
of n-alkyl ligands chemically immobilised
to a silica surface, Anal. Chem. 67,
2145–2153.

Young, P.M., Wheat, T.E. (1990) Optimisation
of high performance liquid chromatographic
peptide separations with alternative mobile
and stationary phases, J. Chromatogr. 512,
273–228.

Zhou, N.E., Mant, C.T., Hodges, R.S. (1990)
Effect of preferred binding domains
on retention behaviour in reversed-phase
chromatography, J. Pept. Res. 3, 8–20.

Zhou, N.E., Mant, C.T., Kirkland, J.J., Hodges,
R.S. (1991) Comparison of silica-based
cyanopropyl and octyl reversed phase packings
for the separation of peptides and proteins, J
Chromatogr. 548, 179–193.





297

Human and Veterinary Classical
Vaccines against Bacterial
Diseases

Thomas Ebensen, Claudia Link, and Carlos A. Guzmán
GBF-German Research Centre for Biotechnology, Braunschweig, Germany

1 Bacterial Vaccines: Introductory Remarks 299

2 Inactivated Vaccines 300
2.1 Methods of Inactivation 301
2.2 Advantages and Limitations of Inactivated Vaccines 301

3 Live Vaccines 302
3.1 Attenuation 302
3.2 Advantages and Limitations of Live Bacterial Vaccines 303

4 Vaccines for Human Bacterial Diseases 304
4.1 Anthrax (Bacillus anthracis) 304
4.2 Cholera (Vibrio cholerae) 304
4.3 Enterotoxigenic Escherichia coli 305
4.4 Plague (Yersinia pestis) 306
4.5 Shigellosis (Shigella species) 306
4.6 Tuberculosis (Mycobacterium tuberculosis) 307
4.7 Typhoid Fever (Salmonella enterica serovar Typhi) 308
4.8 Tularemia (Francisella tularensis) 309
4.9 Whooping Cough (Bordetella pertussis) 309

5 Veterinary Bacterial Vaccines 310
5.1 Infections Caused by Bordetella and Pasteurella species 311
5.2 Brucellosis (Brucella spp.) 312
5.3 Porcine Pleuropneumonia (Actinobacillus pleuropneumoniae) 313
5.4 Diseases Caused by Mycoplasma spp. 314
5.5 Salmonellosis in Animals 315
5.6 Leptospirosis (Leptospira spp.) 315
5.7 Other Commercially Relevant Animal Diseases 316

6 Conclusions 316

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 6
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30548-3



298 Human and Veterinary Classical Vaccines against Bacterial Diseases

Acknowledgments 317

Bibliography 317
Books and Reviews 317
Primary Literature 317

Keywords

DNA Vaccine
Vaccine formulation in which eukaryotic expression vectors coding for the antigens of
interest are given to the vaccines.

Inactivated Vaccine
Vaccine formulation prepared using killed organisms.

Live Vaccine
Vaccine formulation prepared using a live attenuated organism, which is not able to
cause disease (i.e. nonvirulent organism).

Subunit Vaccine
Vaccine formulation prepared using purified subcellular components from pathogenic
organisms.

Vaccine
Preparation administered to humans or animals, which is able to stimulate a protective
immune response against a pathogenic organism.

Vaccination
Administration of a vaccine preparation to humans or animals.

Whole-cell vaccine
Vaccine formulation prepared using an intact organism (e.g. bacteria, virus).

� Immunization, also called vaccination, is the most cost-effective intervention to
prevent infectious diseases. This is achieved by stimulating the production of
pathogen-specific antibodies and/or cellular immune responses. Vaccines have been
mainly used for the prophylaxis of infections, that is, they are administered to a large
number of healthy individuals to confer protection against disease. However, the
development of therapeutic vaccines against infectious and noninfectious diseases
is gaining interest. Classic antibacterial vaccines, which will be the main subject
of this article, have played a critical role in the efficient control of major diseases,
both in humans and animals. These classic vaccines were mainly generated using
inactivated or live attenuated organisms. More recently, a new generation of well-
defined, safer, and effective vaccines has emerged, which is based on the use of
recombinant technology and/or subcellular components.
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1
Bacterial Vaccines: Introductory Remarks

The successful control of bacterial infec-
tions depends on two opposing forces:
on the one hand, host-specific and un-
specific defense mechanisms, which are
designed to restrict bacterial survival and
multiplication; on the other hand, the
coordinated expression of bacterial viru-
lence factors, which are responsible for
their subversion and/or circumvention.
The host immune system provides two
different lines of defense against infec-
tious agents. The first nonspecific defense
line is given by the innate immune sys-
tem, and the pathogen-specific adaptive
immune response constitutes the second.
Cellular components of the innate im-
mune system also represent the critical
bridge between these two responses (e.g.
dendritic cells).

Vaccination constitutes the most cost-
efficient strategy for preventing bacte-
rial diseases through the stimulation
of pathogen-specific adaptive responses,
which are able to protect against subse-
quent challenge. Most bacterial pathogens
are either restricted to the mucosae or
need to transit across them to cause dis-
ease. Thus, elicitation of a local mucosal
immune response after vaccination rep-
resents a clear advantage. In fact, the
stimulation of a potent local response
at the site at which the first line of de-
fense is laid allows promoting protection
against both disease and infection (i.e. col-
onization), thereby reducing the risk of
pathogen transmission to other suscepti-
ble hosts.

Human vaccination against bacterial dis-
eases has been practiced with success for
many years. Despite this success, how-
ever, human society continues to suffer
millions of deaths and multibillion dollar

economic losses annually due to bac-
terial diseases. This is in part due to
the lack of vaccines against many dis-
eases, as well as to the fact that not
all available vaccines are completely sat-
isfactory in terms of immunogenicity,
efficacy, and safety. In addition, not all
efficacious vaccines are used properly. An-
tivaccine movements in developed coun-
tries and economic constraints in the
developing world prevent optimal vac-
cine use. To reduce these losses, there
is a critical need to develop new, bet-
ter, safer, and cheaper vaccines, which
are able to promote long-lasting immune
responses.

Various strategies have been exploited
to develop antibacterial vaccines (Fig. 1).
Whole-cell vaccines are produced by in-
activating the virulent organisms (e.g.
by chemicals, heat). Alternatively, bac-
teria can be attenuated in such a way
that the organisms are not able to cause
disease in their natural hosts, but are
still able to induce protective immunity.
Thus, attenuated organisms are not able
to produce clinical disease, but they re-
tain the ability for transient colonization
and/or self-limiting replication. These at-
tenuated bacteria can also be used as
live carriers (i.e. bacterial vectors) for the
delivery of heterologous antigens from
other pathogenic organisms. It is also
possible to use organisms from a related
but nonpathogenic species, as an alter-
native to attenuated organisms. However,
it is essential that they share enough
similarity to promote a cross-protective
immune response. In other cases, mixed
approaches have been established, such as
the use of a microorganism from a dif-
ferent species that has been attenuated
(e.g. attenuated Mycobacterium bovis BCG
to protect against tuberculosis). Purified
subcellular components from pathogenic
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Whole cell
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DNA
vaccines

Subunit
vaccines
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Proteins / peptides

Attenuated bacteria

Apathogenic bacteria

Live carrier

Inactivated
vaccines

Bacterial vaccines

Polysaccharides

Fig. 1 Main vaccination strategies.

bacteria, which are critical targets for the
elicitation of protective responses, can
also be used to develop subunit vac-
cines. Subunit vaccine components can
be inactivated toxins, capsular polysaccha-
rides, structural proteins, or nonstructural
components. The antigens used can be
native or obtained by recombinant DNA
technology. Subunit vaccines usually ex-
hibit a better safety profile than whole-
cell vaccines. However, they are often
less immunogenic, have higher produc-
tion costs, and demand expensive stor-
age procedures.

A new approach has emerged in the
vaccinology field in the last decade, the
so-called DNA vaccines. This approach con-
sists of the use of eukaryotic expression
vectors encoding the antigen of interest,
which are delivered to the vaccinees. Then,
the biosynthetic machinery of the eukary-
otic cells is responsible for synthesis of the
vaccine-specific antigens. More recently,
attenuated bacteria have been successfully
exploited as a delivery system for DNA

vaccines against both infectious agents
and tumors. The availability of different
mutants and highly sophisticated expres-
sion tools, as well as the possibility to
coadminister immune modulators (e.g.
cytokines) allow predictable immune re-
sponses to be triggered, according to the
specific needs.

2
Inactivated Vaccines

Many vaccines against human or animal
infectious diseases are composed of whole
organisms, which have been inactivated
to prevent in vivo multiplication, but re-
tain their immunogenicity. Many of them
have been empirically designed, without
having a clear understanding of either the
protective antigens or the immune pro-
tective mechanisms. Furthermore, these
vaccines are generally associated with a
high incidence of side effects.
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2.1
Methods of Inactivation

Whole-cell vaccines are usually inactivated
by heating and/or treating with chemi-
cals, and the final vaccine preparation
does not usually undergo further purifi-
cation. Formaldehyde was the reagent first
used for chemical inactivation, but glu-
taraldehyde and phenol have also been
used. However, this procedure may affect
the immunogenic epitopes present in the
antigens. The use of colicin E2, a potent
DNA endonuclease that enters target bac-
terial cells without disrupting cellular in-
tegrity, has also been proposed for bacterial
inactivation.

A special inactivation approach is based
on the use of phage lysis systems. The
controlled expression of PhiX174 gene E
in gram-negative bacteria results in the
formation of a transmembrane tunnel
through the cell envelope complex. The
resulting so-called bacterial ghosts have in-
tact envelope structures, but are devoid
of cytoplasmic contents. This process was
successfully exploited in a variety of gram-
negative bacteria, including Escherichia
coli, Salmonella spp., Vibrio cholera, and
Actinobacillus pleuropneumoniae. The well-
preserved surface structures of bacterial
ghosts stimulate efficient immune re-
sponses when administered by various
routes. This seems to be due, at least in
part, to the specific targeting of antigen-
presenting cells, in which they promote
maturation through the potent danger
signal delivered by their structural com-
ponents (e.g. lipopolysaccharides). Ghosts
can be used not only as vaccines against
diseases caused by the inactivated microor-
ganisms but also as a technology platform
for antigen delivery. In this approach, they
can be directly loaded with antigens or,

alternatively, recombinant antigens can be
expressed before lysis.

2.2
Advantages and Limitations of Inactivated
Vaccines

Efficient bacterial inactivation leads to vac-
cine candidates with an extremely good
safety profile, which can be adminis-
tered even to immune-deficient individ-
uals. However, nonreplicating organisms
are generally less immunogenic than live
bacteria, and multiple doses are required
(Table 1). On the other hand, all virulence
factors can be expressed by the strain used
in the preparation of the vaccine, whereas
key virulence factors may be missing in
the attenuated vaccine strain. However,
in vitro cultivation of bacteria does not
necessarily lead to the expression of all
virulence factors, whereas live vaccines are
capable of eliciting immune responses also
against in vivo expressed antigens. The re-
actogenicity of inactivated and live vaccines
is usually greater than that of other types of
vaccines (e.g. subunit vaccines). Vaccines
may loose efficacy as a result of accumu-
lated mutations in circulating strains of
pathogens. This risk is lower for inacti-
vated than for subunit vaccines, due to
the presence of all potential antigens from
the pathogen. However, the presence of
multiple antigens may result in reduced
vaccine efficacy, due to the suppression
of immune responses against subdomi-
nant antigens by the immune dominants.
In contrast to live vaccines, in which the
immune response closely resembles that
against natural infection, the immune re-
sponses against parenterally administered
inactivated vaccine are limited to the sys-
temic compartment. In addition, humoral
rather than cellular responses are stimu-
lated. Finally, inactivated vaccines are not
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Tab. 1 Comparison of live and killed whole-cell vaccines.

Live/attenuated vaccines Killed/inactivated vaccines

Attenuated microorganisms are used Virulent bacteria can be used
Replicate in the host Do not replicate
Single or few doses are required Multiple doses are required
Smaller number of microorganisms Larger number of microorganisms
Less stable More stable
No adjuvants are required Adjuvants often required
Can be delivered by natural infection route Generally given by parenteral route
Stimulate antibody and cellular responses Induce good humoral but poor cellular responses
Promote cellular and humoral memory Stimulate weaker cellular memory
Sometimes spread from vaccinated to

unvaccinated individuals
No spread to unvaccinated individuals

Variable safety in immunocompromised
patients

Excellent safety in immunodeficient patients

Shorter shelf-life Usually longer shelf-life
Easy transport and storage Easy transport and storage
Higher development costs Lower development costs

shed; thus, they are unable to infect un-
vaccinated individuals. On the one hand,
they do not lead to herd immunity. On
the other hand, they do not represent
a risk for immunosuppressed contacts.
Finally, the development costs of inac-
tivated vaccines are usually lower than
those of live or subunit vaccines. However,
quality control (e.g. potency tests, killing
tests) of inactivated vaccines may be very
difficult.

3
Live Vaccines

Live vaccines lead to a self-limited asymp-
tomatic infection, thereby stimulating sim-
ilar immune responses to those observed
after natural infections. Therefore, this
kind of vaccine closely matches some of
the criteria for an ideal vaccine, since
it stimulates long-lasting protection with
minimal reactogenicity after a single or a
few doses.

3.1
Attenuation

Attenuation of the microorganism elim-
inates its disease-causing capacity and
can be obtained by biological or techni-
cal manipulations (e.g. multiple passages
through unusual hosts, growth at subop-
timal conditions, chemical mutagenesis).
In the past, attenuation was performed
by empirical techniques. However, the
explosive development of our knowledge
in the fields of microbial pathogenesis
and recombinant DNA technology allows
the identification of molecular targets for
attenuation and thereby enables rational
and precise construction of vaccine strains
containing well-defined deletions in these
genes. In strains generated by recom-
binant DNA technology, the attenuation
should be sufficient to limit pathogenicity
without risk of reverting to the wild-type
phenotype. Thus, it is desirable to intro-
duce at least two independent attenuating
mutations. The attenuation should not rely
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on a fully functional host immune system.
Furthermore, it must not be reversible
by diet or by host modification of diet
constituents, including the host’s resident
microbial flora. Finally, it is also neces-
sary that the attenuation does not induce a
persistent carrier state in vaccinees.

3.2
Advantages and Limitations of Live
Bacterial Vaccines

Live vaccines have several advantages and
disadvantages in comparison to subunit
vaccines (Table 2). Although live attenu-
ated vaccines replicate in the host, sub-
unit or inactivated vaccines are unable to
replicate. Therefore, attenuated vaccines
usually promote long-lasting immune re-
sponses, which mimic those obtained after
natural infections. However, the presence
of preexisting or cross-reactive immune
responses against the vaccine strain may
affect its overall efficacy. Live vaccines are
less stable and may be easily damaged or
destroyed by heat or light. However, cold
storage is required for all vaccines regis-
tered up to now. Depending on the degree
of attenuation and the specific vaccine,

multiple doses may be required. The risk
of reversion to the wild-type phenotype,
which was certainly an issue with the unde-
fined first-generation attenuated vaccines,
is now made negligible by the introduc-
tion of multiple well-defined independent
deletions in second-generation vaccines.
However, live vaccines can generally be
considered more reactogenic. This also de-
pends on the route of administration, since
oral attenuated vaccines against typhoid
fever are less reactogenic than parenteral
ones. A specific issue to be taken into con-
sideration is the potential risk associated
with administration or transmission (i.e.
shedding) to immunodeficient individu-
als. In addition, a careful and exhaustive
evaluation of the potential impact of en-
vironmental release, including duration
and rate of shedding, as well as the risk
of horizontal gene transfer, needs to be
carried out. A clear advantage of attenu-
ated vaccines is the fact that they have
lower production costs than subunit vac-
cines. In addition, technology transfer to
developing countries is facilitated by the
simplicity of the upstream and down-
stream processes. They are also associated
with much simpler and less expensive

Tab. 2 Comparison of live and subunit vaccines.

Live vaccines Subunit vaccines

Live/attenuated microorganisms Subcellular components of microorganisms
Replicate in the host Do not replicate in the host
Variable safety Excellent safety
Can spread to unvaccinated individuals Not transmissible to contacts
Potential risk of reversion No risk of reversion
Potential risk to immunosuppressed patients No risk to immunosuppressed patients
Usually more reactogenic Usually less reactogenic
Stimulate humoral and cellular responses Trigger mainly humoral responses
May require fewer doses Multiple doses are required
Generally long-lasting protection Periodic boosters required
Lower production costs Higher production costs
Easy administration logistics More complicated/expensive administration logistics
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administration logistics when they are
given via the mucosal route. The mucosal
route also provides better safety, since par-
enteral vaccination is an important cause
of spreading of HIV and hepatitis in the
developing world.

4
Vaccines for Human Bacterial Diseases

Bacterial infections play a major role in hu-
man disease. Although the development
and use of anti-infective agents has re-
sulted in reduced morbidity and mortality,
increases in antibiotic resistance compli-
cate the clinical management of infected
patients. Furthermore, the implementa-
tion of therapeutic approaches does not
reduce the human suffering and costs as-
sociated with disease. Vaccines have played
a major role in the fight against bacterial
diseases that have cost mankind heavily in
terms of human lives, such as diphtheria,
tetanus, whooping cough, meningitis, and
tuberculosis. Thus, it is necessary to foster
the use of available vaccines and to develop
new ones against those diseases for which
no vaccine is yet available.

4.1
Anthrax (Bacillus anthracis)

Anthrax is primarily a disease of herbiv-
orous animals acquired via the ingestion
of Bacillus anthracis spores. Humans oc-
casionally acquire the disease through
contact with infected animals or contami-
nated animal products via the skin (95%) or
by ingestion or inhalation. Without treat-
ment, the cutaneous forms of anthrax have
20% mortality, whereas gastrointestinal
and pulmonary anthrax reach mortality
rates of 25 to 75% and more than 80%

respectively. The emerging threat of bioter-
rorism has awakened the general interest
in both the pathogenesis of B. anthracis
and vaccine development.

Factors contributing to the pathogene-
sis process are the plasmid (pXO1 and
pXO2) – encoded capsule components, the
protective antigen, the lethal factor (LF),
and the edema factor (EF). The capsule
helps the bacterium to evade immune
clearance, and the toxins are responsible
for inducing edema and shock. Anthrax
was the first bacterial disease for which vac-
cination was successfully demonstrated. In
1881, Pasteur observed protection in sheep
after injection of a heat-attenuated B. an-
thracis strain. In 1937, the Sterne vaccine
strain was developed, which is nonencap-
sulated (cured from pXO2) but retains the
toxins. The worldwide implementation of
this vaccine has contributed to the suc-
cessful control of the disease in livestock
and wild animals. However, it cannot be
used in sensitive animals, due to its resid-
ual virulence. More recently, several live
vaccine candidates lacking EF and LF were
developed. However, they were considered
not suitable for human use, since they
still retain a certain degree of virulence.
In 1970, an anthrax vaccine was licensed
for human use, which consists of a ster-
ile filtrate of microaerophilic cultures of a
nonencapsulated avirulent strain.

4.2
Cholera (Vibrio cholerae)

Cholera is a serious water- and foodborne
epidemic disease caused by V. cholerae,
which has killed millions of people and
continues to be a major health problem
worldwide. Bacteria colonize the small in-
testine and produce an exotoxin, cholera
toxin (CT), consisting of an enzymati-
cally active subunit A and five identical



Human and Veterinary Classical Vaccines against Bacterial Diseases 305

B subunits. CT disrupts the function of
ion pumps, leading to changes in the net
flows of sodium, chloride, and water, and
resulting in massive diarrhea, electrolyte
imbalance, and circulatory collapse. Ac-
cording to the lipopolysaccharide (LPS),
two serogroups are circulating (O1 and
O139). O1 organisms are classified as clas-
sical or El Tor biotypes, according to the
phenotype. V. cholerae O1 El Tor biotype is
the predominant cause of cholera world-
wide; however, a minority of cholera cases
are caused by V. cholerae O139.

Convalescents develop a protective im-
mune response, as demonstrated by both
volunteer studies and patients follow-up.
Serological responses against LPS and CT
are observed after a cholera episode, and
can block colonization and neutralize CT.
The first recorded attempt to develop a vac-
cine against cholera was in the late 1880s.
This killed whole-cell vaccine was injected
into the bloodstream, but failed to elicit
protective immunity and was associated
with high rates of side effects. However, a
phenol-killed V. cholerae Ogawa and Inaba
vaccine administered by parenteral route
is licensed, which stimulates high titers
of vibriocidal antibodies in 50 to 90% of
vaccinees and shows an efficacy of about
50% for about 6 months.

To obtain a good local immune re-
sponse in the gut, an oral vaccine based on
heat-killed classic Inaba and Ogawa and
formalin-killed El Tor Inaba and classic
Ogawa, coadministered with 1 mg of the
CT B subunit (CTB), has been developed
and showed 60 to 85% efficacy in humans.
Another oral vaccine is based on a genet-
ically attenuated V. cholerae O1 classical
Inaba strain (CVD 103-Hg), contains a
deletion in the CT enzymatically active
subunit, and has been marked with a gene
coding for mercury resistance that per-
mits differentiation between recombinant

and wild-type circulating isolates. This vac-
cine was licensed in Switzerland in 1994
and is now also available in several other
countries. Placebo-controlled trials in sev-
eral countries have shown the safety and
immunogenicity of a single dose of CVD
103-Hg, even in HIV-infected individ-
uals. Side effects, such as mild nausea,
abdominal cramping, and diarrhea, were
rarely observed. A single dose conferred 95
and 65% protection against V. cholerae clas-
sical and El Tor, respectively, in volunteers
in challenge studies. Another candidate
vaccine is the V. cholerae O1 El Tor Inaba
Peru-15 strain, which was obtained by in-
corporating a series of genetic deletions
and modifications. A seroconversion rate
of 97% for vibriocidal antibodies was ob-
served, and none of the volunteers showed
moderate or severe diarrhea after chal-
lenge with V. cholerae O1 El Tor Inaba
strain. None of these vaccines is expected
to confer protection against V. cholerae
O139. However, candidates based on these
approaches against O139-expressing V.
cholerae are being developed.

4.3
Enterotoxigenic Escherichia coli

Enterotoxigenic E. coli (ETEC) is the
most common cause of traveler’s diarrhea,
which is acquired by ingestion of contam-
inated food or water. Whole-cell vaccines,
which mimic natural infections, seem to
promote longer immunoprotection and
are being evaluated in clinical trials. A non-
replicating whole-cell anti-ETEC vaccine
was prepared by treating the enterotox-
igenic E. coli strain H-10407 (O78:H11,
CFA/I), which produces heat-stable and
heat-labile (LT) toxins, with colicin E2.
After two oral doses, 77.3 and 86.4%
of the volunteers showed anti-CFA/I and
anti-LT sIgA responses, respectively, and
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90% showed antibodies to CFA/I, LT, or
both. On the other hand, a formalin-killed
oral ETEC vaccine expressing the most
common colonization-factor antigens (i.e.
CFA/I, CFA/II, and CFA/IV) and recom-
binant CTB was given to volunteers in
Sweden. An increment in IgA-secreting
cells and in the levels of intestinal sIgA
against CTB and various CFA components
were detected in the majority of volunteers
after two doses. Oral vaccination with a
killed ETEC plus CTB vaccine in Egyp-
tian children evoked a fourfold rise in
antitoxic IgA and IgG titers in 93 and
81% of the vaccinees. The vaccine was also
safe and immunogenic in 2- to 12-year-old
children. Besides the use of whole-cell E.
coli vaccines, other approaches have been
pursued to stimulate efficient anti-ETEC
immune responses, such as the use of
purified fimbriae, toxoids, or carrier or-
ganisms expressing ETEC antigens.

4.4
Plague (Yersinia pestis)

Yersinia pestis is the etiological agent of
plague, a disease that has caused over
200 million human deaths. Plague is pri-
marily a disease of rodents, but it can
also affect humans. Three main forms of
plague occur in humans: bubonic, sep-
ticemic, and pneumonic. The common
form is bubonic plague, which arises fol-
lowing a bite from a flea that previously
fed on an infected animal. The most-feared
form is pneumonic plague, which is trans-
mitted from person to person via droplets
and has mortality rates of up to 100%.
To prevent the disease, both killed whole-
cell and live attenuated vaccines have been
used. Killed Y. pestis bacteria have been
used as veterinary vaccines since 1897,
and the first killed vaccine for human use
was developed in 1946. Various methods

have been exploited for inactivation, in-
cluding formaldehyde and heat treatment.
The Commonwealth Serum Laboratories
are currently producing a heat-killed Y.
pestis vaccine (strain 195/P), which is given
subcutaneously in three doses over a pe-
riod of 2 months. This vaccine is mainly
used in individuals who may be exposed to
the pathogen, for example, veterinarians,
researchers, and persons who are deployed
to work in areas where the disease is
endemic. However, 10% of immunized in-
dividuals show side effects such as malaise,
headache, fever, and lymphadenopathy. In
addition, no clinical trials have demon-
strated the efficacy of killed whole-cell
vaccines, and some studies suggest that
killed vaccines do not provide protection
against pneumonic plague.

A live attenuated strain of Y. pestis (EV76)
was derived from a fully virulent strain by
in vitro passages. The vaccine has been in
use since 1908, especially in the former
Soviet Union and the French colonies.
Studies in mice indicate that this vaccine
provides protection against bubonic and
pneumonic plague. However, the safety of
this vaccine in humans is questionable.
In recent years, we have seen a renewed
interest in the development of efficient and
safer vaccines against this old pathogen,
due to the potential risk of illegitimate use
of Y. pestis as a biological weapon.

4.5
Shigellosis (Shigella species)

Shigellosisis a diarrheal disease, which
is transmitted via contaminated food
and water or through person–to–person
contact. As few as 10 organisms can
cause infection, leading to diarrhea or
dysentery with frequent mucous bloody
stools and severe abdominal cramps.
Shigellosis is caused by four main species,
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Shigella flexneri, the most common in
endemic areas; Shigella dysenteriae type 1,
most frequent in overcrowded areas and
associated with large epidemic outbreaks;
Shigella sonnei, more active in developed
countries; and Shigella boydii. Infections
caused by S. dysenteriae type 1 can also lead
to severe complications, such as hemolytic-
uremic syndrome. Between 1966 and
1997, the annual number of Shigella
episodes worldwide was estimated to be
164.7 million, 69% of them being children
under the age of 5. Approximately 500 000
deaths occur each year due to this disease.

Soon after isolation of S. dysenteriae in
1898, heat-killed cultures were tested to
assess their potential as vaccines. How-
ever, there is still no vaccine available to
prevent Shigella infections. In 1950, the
first efforts to develop an attenuated vac-
cine strain were undertaken. The strains
T32-ISTRATI, which was isolated after 32
passages on nutrient agar, and S. flexneri
2a SmD, which was dependent on strepto-
mycin, yielded promising results, but they
were associated with side effects. Subse-
quent efforts were focused on the use of a
hybrid E. coli K-12 containing the invasion
plasmid that codes for somatic antigens
of S. flexneri 2a (E. coli EcSf2a-2 hybrid).
More recently, work has addressed the
development of recombinant strains con-
taining mutations in the genes responsible
for the biosynthesis of essential aromatic
compounds (e.g. aroA, aroD) and/or vir-
ulence factors (icsA, iuc, virG, sen, set,
stxAB). These mutants undergo only min-
imal intracellular replication or are defi-
cient in intracellular and cell-to-cell spread.
Promising results were obtained in clinical
trials with volunteers after vaccination with
some of these candidates. Finally, sub-
unit vaccines, such as O antigen coupled
to a carrier protein (conjugate vaccines),

vesicles of Neisseria outer-membrane pro-
teins and O-polysaccharide (proteosome
vaccines), and noncovalent complexes of
O-polysaccharide and ribosomal particles
(ribosomal vaccines) also gave encour-
aging results in preclinical and clinical
studies.

4.6
Tuberculosis (Mycobacterium tuberculosis)

Mycobacterium tuberculosis remains a ma-
jor health problem worldwide, with about
2 million people dying of tuberculosis each
year. M. bovis Bacillus Calmette–Guérin
(BCG), is the only available vaccine against
tuberculosis and constitutes the most
widely used live bacterial vaccine in the
world. The original strain was attenu-
ated by performing >200 successive in
vitro passages over 13 years. This strain
was then distributed to several laborato-
ries worldwide, where it was produced and
maintained. Of the vaccines currently in
use, more than 90% belong to 4 main
strains: the French Pasteur strain 1173
P2, the Danish strain 1331, the Glaxo
strain 1077, and the Tokyo strain 172.
Despite the WHO’s attempts to standard-
ize production and vaccine characteristics,
the concentration ranges from 50 000 to
3 million bacteria per dose. Some vac-
cines (Pasteur 1173 P2 and Danish 1331)
induce strong immunogenicity in animal
models, whereas the strains Glaxo 1077
and Tokyo 172 stimulate weak responses.
Side effects differ from strain to strain and
are predominantly related to infection or
to errors in achieving intradermal inocu-
lation (e.g. local reactions, lymphadenitis,
osteitis). Recently, the BCG strains have
been carefully characterized and shown to
lack expression of certain antigens present
in M. tuberculosis, which might be impor-
tant for protective immunity. Therefore,
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BCG is the most controversial vaccine in
current use. It is generally accepted that
BCG protects children from meningeal
and miliary tuberculosis. However, pro-
tection of adults from the most common
form of the disease, pulmonary tuberculo-
sis, varies in different studies from 80% in
the United Kingdom to 0% in South India.
This variable efficacy can be due to many
reasons, such as vaccine strain, vaccine
quality, host genetics, nutrition, exposure
of the vaccine to UV, infection incidence,
and clinical study protocols. Fundamental
questions need to be addressed concerning
the rational design of novel tuberculosis
vaccines, preclinical and clinical tests, and
future implementation in the field.

4.7
Typhoid Fever (Salmonella enterica serovar
Typhi)

Typhoid fever affects about 17 million
people worldwide each year, with ap-
proximately 600 000 deaths. The disease
is caused by Salmonella enterica serovar
Typhi, after ingestion of contaminated
food or water. Typhoid fever and infec-
tions caused by other serovars in humans
and animals are a serious medical and
veterinary problem (see Sect. 5.5). Thus,
the development of vaccines against this
pathogen has constituted an important fo-
cus of research. Whole-cell inactivated or
attenuated vaccines, as well as subunit vac-
cines, have been used with variable results.
However, most licensed typhoid vaccines
confer only about 70% protection, show
poor efficacy in young children, and are
not used for routine vaccination.

The first parenteral whole-cell typhoid
fever vaccine was introduced in 1896
in England. Using heat, alcohol, ace-
tone, or formalin, different whole-cell
vaccines were constructed and tested in

field trials. These vaccines conferred 51
to 88% protection to children and young
adults, lasting for up to 12 years. How-
ever, inactivated vaccines often lead to
local and systemic side effects, such as
fever (6–30%), headache (10%), and se-
vere local pain (up to 35%). This type
of vaccine also requires regular boosts;
thus, they are rarely included in public
health programs. The first human trials
using attenuated strains against salmonel-
losis were made in the early 1970s with a
streptomycin-dependent mutant of serovar
Typhi. However, no significant protection
was conferred by this vaccine. Then, a
live attenuated vaccine strain (Ty21a) was
developed by chemical mutagenesis. This
strain is administered by the oral route
and carries, among others, the galE mu-
tation, which renders bacteria extremely
susceptible to lysis in the presence of
galactose. Ty21a constitutes one of the
few licensed attenuated bacterial vaccines
for human use and the only live vac-
cine against serovar Typhi. Two different
formulations of Ty21a live oral typhoid
vaccine have been commercialized. The
liquid formulation provides better protec-
tion than enteric-coated capsules. Three
doses of Ty21a in liquid formulation stim-
ulated 77% protection over three years and
78% over five years of follow-up. Ty21a
caused minimal side effects, with nausea
being the only adverse event appearing
more frequently in vaccinees than in the
control group. A postmarketing surveil-
lance study showed only 743 spontaneous
reports of adverse effects in more than
38 million vaccinees. On the other hand,
a parenteral subunit vaccine based on pu-
rified capsular polysaccharide (Vi antigen)
was shown to provide 64 to 72% protec-
tion over 21 months. A conjugate of Vi
with nontoxic recombinant Pseudomonas
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aeruginosa exotoxin A (rEPA) showed en-
hanced immunogenicity in adults and also
in children 5 to 14 years of age and stimu-
lated a booster response in 2- to 4-year-old
children. Interestingly, an efficacy of over
90% in 2- to 5-year-old children was re-
ported after intradermal immunization
with the Vi-rEPA conjugate vaccine. The
improved knowledge of bacterial physiol-
ogy, pathogenesis mechanisms, and host
immune response has allowed developing
a new generation of live attenuated vac-
cine strains. They have been generated
by introducing defined nonreverting mu-
tations into genes coding for metabolic or
virulence functions. These vaccines have
given promising results in preclinical and
clinical studies.

4.8
Tularemia (Francisella tularensis)

Tularemia, caused by Francisella tularensis,
is a primary disease of a wide variety of
wild mammals and birds, but it can also
be transmitted to humans. Type A strains
of F. tularensis found in North America are
more virulent than type B strains found
in Asia, Europe, and North America. Hu-
man infections can be caused by as few as
10 bacteria, which enter the host via the
skin, mucous membranes, gastrointesti-
nal tract, or the lungs. The high disease
incidence in the United States and Russia
during the first half of the 20th century
led to intensive research aimed at the de-
velopment of efficient vaccines, because
it was observed that previously infected
individuals were protected against reinfec-
tion. However, vaccine candidate strains
inactivated by heat, acetone, or phenol
treatment did not show satisfactory efficacy
in animal studies or human volunteers.
During the same period, the Soviet Union
developed attenuated strains, which were

used to immunize millions of individuals
living in tularemia-endemic areas by intra-
dermal route until 1960. Attenuation was
obtained by repeated subculturing in me-
dia supplemented with antiserum. One of
those attenuated strains, F. tularensis LSV,
was brought to the United States in 1956,
and was routinely used to protect technical
personnel against laboratory-acquired in-
fections. F. tularensis has been considered
a potential biological weapon since 1932.
Because of the current danger of bioter-
rorism, the LSV vaccine is currently under
review by the US Food and Drug Admin-
istration to assess its future potential as a
vaccine.

4.9
Whooping Cough (Bordetella pertussis)

Whooping cough is a highly contagious
respiratory infection caused by the gram-
negative bacillus Bordetella pertussis. This
pathogen still remains an important killer
of children, although there has been a
global decline in incidence, consistent with
the overall increase in immunization. In
2001, over 12 million cases of pertussis
were estimated to occur worldwide, which
led to more than 285 000 deaths. After the
isolation and propagation of the causative
agent in 1906, major efforts were focused
in the development of a vaccine. In 1914,
a whole-cell ‘‘whooping cough vaccine’’
was listed in the United States. Over
the following decades, several whole-cell
vaccines were generated, which consist
of chemically or heat-killed B. pertussis
cells. In 1942, the inactivated whole-cell
B. pertussis vaccine was combined with
diphtheria and tetanus toxoids, leading to
a triple vaccine (DTP) that is still in use and
confers more than 80% protection. The
incidence of whooping cough has been
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greatly reduced by mass immunization
with DTP.

Whole-cell vaccines were frequently as-
sociated with local side effects (pain,
redness, swelling). Some children also
showed transient fever, protracted incon-
solable crying, hypotonic–hyporesponsive
episodes, and seizures. Additional studies
showed that the vaccine does not cause
sudden infant death syndrome, spasms,
or epilepsy and that the risk of devel-
oping an acute encephalopathy was less
than 1 : 100 000. Thus, the benefits as-
sociated with whole-cell vaccines clearly
outweigh the risks of side effects, and
vaccine-mediated neurological damage or
death has never been conclusively proven.
However, increasing concern about ad-
verse effects has led to a reduction in
public vaccine acceptance and a conse-
quent increase in the incidence of the
disease. Thus, efforts were made to de-
velop acellular subunit vaccines against
whooping cough based on key virulence
factors (pertussis toxoid, pertactin, fila-
mentous hemagglutinin), which are now
in the market. These vaccines show much
lower rates of adverse effects and have re-
placed whole-cell vaccines in developed
countries. However, due to their lower
costs, whole-cell vaccines are still used
in developing countries. One of the ma-
jor advantages of subunit vaccines is that
they can be also used in older children
and adults. Thus, they are particularly
useful for boosting. This is particularly
important, because both natural infection
and vaccination with whole-cell or acel-
lular vaccines induce protection against
reinfection only for a limited time (about
5–15 years). Adolescents and adults be-
come gradually susceptible, as demon-
strated by the increased incidence of
atypical whooping cough cases in these
age groups.

5
Veterinary Bacterial Vaccines

Bacterial pathogens cause a wide range of
diseases in animals and have a tremendous
economic impact. In addition, individuals
with occupational or chronic exposure can
acquire zoonotic disease (e.g. veterinari-
ans, farm workers, butchers, pet owners).
Thus, animal diseases should be combated
both to improve the quality of animal prod-
ucts and to prevent human disease. The
use of antibiotics does not constitute a
valid alternative, due to both actual regu-
lations for human food and the increased
risk of emergence of antibiotic resistance.
Therefore, vaccination is the best alterna-
tive for tackling this problem. The use of
vaccines allows reduction of (1) the clinical
symptoms and the consequent economic
impact of veterinary diseases, (2) the risk
of carrier development, and (3) bacterial
shedding and horizontal transfer to sus-
ceptible hosts.

Since the early 1900s, massive research
efforts have been invested in preventing
bacterial diseases in animals. Incomplete
knowledge of the causative agents and
limited information about clearance mech-
anisms rendered this task difficult. How-
ever, by the end of the twentieth century
the use of bacterial vaccines has led to a
significant reduction in the incidence of
infectious diseases in the veterinary field.
Thus, there are many examples of vet-
erinary diseases for which vaccines were
successfully implemented. Interestingly,
the number of inactivated or attenuated
classical bacterial vaccines is consistently
larger in the veterinary than in the human
field. This is due, at least in part, to broader
margins in terms of acceptable side effects
and to the critical need of keeping costs
low. Furthermore, combined formulations
containing different bacterial and/or viral
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components are the rule rather than the
exception. Although the presentation of a
fully comprehensive report of all veteri-
nary vaccines goes beyond the scope of
this article, several examples are given be-
low. The focus is on those diseases that
have the biggest impact, with particular
emphasis on those for which classical bac-
terial vaccines have been introduced into
the market.

5.1
Infections Caused by Bordetella and
Pasteurella species

Symptomatic and asymptomatic infec-
tions caused by Bordetella bronchiseptica
are extremely widespread in the veterinary
field, with infection rates that may reach
80 to 100% in intensively reared animals.
This microorganism produces a variety of
pathological syndromes and predisposes
infected animals to viral or bacterial super-
infections (e.g. Pasteurella multocida Type
D and Mycoplasma hyopneumoniae in pigs).
Pigs infected with B. bronchiseptica and
toxigenic strains of P. multocida can de-
velop atrophic rhinitis. The dermonecrotic
toxin released by P. multocida affects os-
teocytes and osteoblasts, promoting bone
resorption and leading to systemic mani-
festations, and is responsible for progres-
sive atrophic rhinitis. The signs of the
disease appear by 8 to 12 weeks of age and
progress throughout the growing period.
Infected animals show severe atrophy of
the nasal turbinate bones, accompanied
by lateral deviation or shortening of the
nose. A British survey on abattoir pigs
showed that 92% of herds were infected,
with 36% of animals exhibiting atrophic
changes. This may result in a 5 to 15% re-
duction on live weight gain (25–40 g/day),
which in turn may lead to an annual
loss of output or resource wastage of

1 to 4 million £. Thus, parenteral vac-
cines against atrophic rhinitis, which are
based on inactivated B. bronchiseptica in
combination with P. multocida Type D
dermonecrotic toxoid alone or together
with chemically inactivated Pasteurella, are
widely used in pigs. Vaccinated animals
and their progeny develop high titers of
antibodies against B. bronchiseptica and P.
multocida dermonecrotic toxoid. Both sows
and gilts and their piglets are vaccinated,
leading to reduced bacterial colonization,
toxin neutralization, better growth, in-
creased average daily weight gain (ADG),
better snout scores, and reduced mor-
tality. In some cases, these vaccines are
combined with inactivated Erysipelothrix
rhusiopathiae to prevent erysipelas in sow
herds. In addition to inactivated B. bron-
chiseptica vaccines for pigs, field studies
have been performed with live attenuated
prototypes, which stimulate immune re-
sponses that can reduce morbidity rates
relative to unvaccinated controls.

Vaccines against Bordetella spp. and Pas-
teurella spp. have also been developed for
other animal species. Among them, at-
tenuated B. bronchiseptica vaccines, for
intranasal administration to dogs to pre-
vent infectious tracheobronchitis (kennel
cough), are generally combined with other
antigens (e.g. attenuated canine parain-
fluenza virus). Live attenuated vaccines
against the poultry pathogen Bordetella
avium were introduced into the market
to protect turkeys against rhinotracheitis.

Pasteurella pneumonia is estimated to
be the top killer of cattle in the United
States, and Pasteurella haemolytica is the
main contributor to shipping fever, costing
millions of dollars annually in deaths
and treatment costs. Thus, attenuated
P. multocida strains are combined with
P. haemolytica in formulations for cattle.
Viral components, such as rhinotracheitis
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virus, bovine respiratory syncytial virus,
parainfluenza, and bovine diarrhea virus
are added to the basic formulations to cover
a broad range of pathogens.

Infections of domestic and wild birds
with P. multocida lead to fowl cholera,
a contagious, widely distributed disease
with high morbidity and mortality. The
disease is typically characterized by sud-
den septicemia and fibrinous pneumonia;
however, chronic and asymptomatic infec-
tions also occur. P. multocida subspecies
multocida is the most common cause of
fowl cholera, although subspecies septica
and gallicida may also cause a fowl cholera-
like disease. P. multocida is classified into
16 serotypes based on its lipopolysac-
charide antigens, and the strains most
frequently causing fowl cholera are A:1,
A:3, and A:4. Live attenuated and inacti-
vated (e.g. Cholervac-PM-1) P. multocida
vaccines have been introduced into the
market. Whole-cell inactivated vaccines
(bacterins) can provide protection, but only
against the homologous serotype. On the
other hand, live attenuated vaccines can
protect under in vivo conditions against
heterologous serotypes. However, attenu-
ated vaccines retain a low level of virulence,
and these strains can be implicated in in-
fection outbreaks. For the prevention of
fowl cholera, the most commonly used live
vaccines are the P. multocida M-9 and PM-1
strains. Current experimental studies re-
volve around identification of the specific
cross-protective antigens that might be in-
corporated into vaccine formulations, such
as the outer membrane protein Oma87, a
type-4 fimbrial subunit (PtfA), and a trans-
ferrin binding protein (Tbpl). Although
conclusive evidence concerning a poten-
tial role of the capsule in virulence is
still missing, the genes involved in cap-
sule biosynthesis have been characterized

as potential attenuation targets. More re-
cently, attenuated auxotrophic P. multocida
aroA derivatives have been generated by
recombinant DNA technologies and are
able to protect against homologous and
heterologous challenges in chickens.

5.2
Brucellosis (Brucella spp.)

Brucellosis is a worldwide distributed
zoonotic disease caused by Brucella spp.
Infective cells can persist in the environ-
ment for weeks, and dried preparations
can retain virulence for years. B. melitensis
commonly infects goats and sheep and is
particularly virulent in humans, whereas
B. abortus, B. ovis, and B. suis preferentially
infect cattle, sheep, and swine, respec-
tively. The disease can be transmitted to
humans by consumption of raw animal
products or by direct contact with infected
animals or their carcasses, through skin
lesions or by inhalation.

Because of the serious economic and
medical consequences of brucellosis, con-
sistent efforts have been invested to
develop vaccines. However, no human
vaccine is currently available against bru-
cellosis, and the disease is mainly con-
trolled by animal vaccination. Antibodies
and cell-mediated immunity can influ-
ence the course of the infection. However,
cell-mediated responses (e.g. CTL) are
required for clearance of intracellular bac-
teria. These responses are best stimulated
by using live vaccines or by multiple injec-
tions of protective antigens with adjuvants.
Only a few effective candidates have been
identified so far that reduce abortion but
not necessarily infection. Live vaccines re-
tain some virulence and, depending on the
administered dose, abortions may occur
during pregnancy. The strain B. abortus
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19 has been the most widely used to pre-
vent brucellosis in bovines. However, the
efficacy differs according to the age, dose,
route of administration, and disease preva-
lence in vaccinated herds. The strain was
originally isolated from cow milk in 1923,
and, after being kept at room temperature,
it was found to be attenuated. The live
attenuated B. melitensis strain Rev.1 can
stimulate protection against B. melitensis
in sheep and goats. This strain also pro-
tects rams against infection with B. ovis.
Strains 19 and Rev.1 can be horizontally
transferred from vaccinated to unvacci-
nated animals and change to a rough
form, since they persist in some animals.
Another disadvantage is that the vaccine
strains are fully virulent to humans, and
many accidental infections have been re-
ported. Other attenuated strains have not
been widely adopted, such as a mucoid
derivative of B. suis (M vaccine), the B.
abortus 104-M vaccine, B. suis strain 2, and
B. melitensis strain 5, which were used as
oral vaccines in China.

The smooth vaccine strains 19 and Rev.1
stimulate anti-O-chain antibodies, thereby
preventing differentiation between vacci-
nated and infected animals. Therefore,
efforts were addressed toward the devel-
opment of a marker vaccine that would
not interfere with eradication programs.
The smooth B. abortus strain 45/20 was
isolated in 1922 and became rough after
20 passages in Guinea pigs. This strain
was protective but tended to revert to the
virulent form. Thus, it was used as an in-
activated preparation with adjuvants based
on water and oil emulsions. However, this
vaccine was discontinued because its effi-
cacy varied greatly from batch to batch and
was associated with severe local reactions.
B. abortus strain RB51, which lacks the
O-chain, was very stable after multiple in

vitro and in vivo passages. Its efficacy af-
ter subcutaneous vaccination was similar
to that of strain 19, but so far it has not
led to deleterious side effects. Thus, strain
RB51, which also induces protection in
swine against B. suis and in goats against
B. melitensis, is replacing strain 19 in sev-
eral countries. Oral vaccination with RB51
stimulates protective immunity in mice
and cattle; hence, a practical approach to
wildlife immunization seems possible.

Prevention of human brucellosis is best
achieved by control or eradication of the
disease in animals, combined with ade-
quate heat treatment of potentially contam-
inated food products. However, in some
countries this is not feasible. Therefore, at-
tempts have been made to protect humans
by vaccination. This has been reinforced by
the renewed interest in Brucella resulting
from its potential as a biological weapon;
however, the results obtained have been
generally disappointing. A derivative of
strain 19 (19-BA), which was adminis-
tered by scarification in the former USSR,
stimulates short-time protection but leads
to severe reactions. Strain RB51 shows
minimal pathogenicity in humans, but is
resistant to rifampicin, which makes it
unsuitable for human use.

5.3
Porcine Pleuropneumonia (Actinobacillus
pleuropneumoniae)

Actinobacillus pleuropneumoniae is the etio-
logic agent of a highly contagious porcine
pleuropneumonia, characterized by fib-
rinous, hemorrhagic, and necrotic lung
lesions. The disease shows a morbidity of
15 to 30% and is associated with high mor-
tality rates in acute outbreaks (100% of
affected pigs) and a decrease in the ADG
of up to 35%. So far, 15 serotypes have
been identified. Different vaccines have
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been introduced into the market; some
are based on inactivated bacteria (bac-
terins), and other formulations are based
on purified and detoxified Apx toxins I,
II, and III (subunit vaccines). Many of
these vaccines are combined with other
agents, such as chemically inactivated E.
rhusiopathiae or Haemophilus parasuis. Nat-
ural or experimental infection with live
bacterial cells seems to offer the greatest
level of protection against reinfection, sug-
gesting that a live strain would be the ideal
vaccine candidate. Several attenuated A.
pleuropneumoniae strains have been con-
structed and conferred various degrees
of protection against disease; these in-
cluded temperature-sensitive, metabolic,
nonencapsulated, and nontoxigenic mu-
tants. More recently, an attenuated mutant
deficient in the biosynthesis of aromatic
compounds (HS25 aroQ) has been safely
delivered to pigs.

5.4
Diseases Caused by Mycoplasma spp.

Mycoplasma spp. cause upper and lower
respiratory tract infections in various an-
imal species. These microorganisms con-
tain the smallest bacterial genomes, lack
cell walls, and are strictly dependent on
the host for survival. Mycoplasma hyop-
neumoniae is a main player in the porcine
respiratory disease complex, leading to sig-
nificant economic losses. The prevalence
of enzootic pneumonia ranges from 30
to 80% in different countries. M. hyop-
neumoniae also creates a port of entry
for other pathogens. This phenomenon,
known as Mycoplasma-induced respiratory
disease (MIRD), aggravates the serious-
ness of the clinical signs and increases
economic losses. MIRD can considerably
affect the feed efficiency index (up to 14%)

and the ADG (up to 17.4%). This situa-
tion results in an increase in the fattening
period, which in turn leads to decreased
rotation rates, increased labor and feeding
costs, and reduced annual production. In-
fections spread from the infected sow to
its litter and from older to younger sus-
ceptible pigs. Commercial vaccines have
been available since 1991. They are based
on inactivated and adjuvanted bacteria and
are administered to baby or feeder pigs,
as well as to breeding stocks. Some of the
vaccine preparations have been combined
with antigens from other pathogens, such
as inactivated E. rhusiopathiae or H. para-
suis, the etiologic agent of Glasser disease
(i.e. polyserositis).

Mycoplasma gallisepticum is also an im-
portant pathogen that causes chronic res-
piratory disease in chicken. Vaccination
with killed or living vaccines is an op-
tion for controlling infections in poultry
flocks when hygienic measures fail. Live
attenuated M. gallisepticum vaccines in-
clude the strains F, ts-11, and 6/85. The
F-strain (administered in drinking wa-
ter or by aerosol) reduces the decline
in egg production but has residual vir-
ulence. On the other hand, strain ts-11
is less virulent and immunogenic, but
still provides effective long-term protec-
tion. Temperature-sensitive mutants of M.
gallisepticum (TS100) were used to immu-
nize newly hatched chickens and protected
them from developing air-sac lesions.

Mycoplasma agalactiae is the causal agent
of contagious agalactia in small ruminants.
The disease, which is more frequent in
the Mediterranean region, North Africa,
and the Middle East, is characterized by
mastitis, arthritis, and pneumonia. Killed
organisms are usually administered in
combination with adjuvants. Inactivation
with phenol seems to confer better protec-
tion than formalin- or heat-inactivation.
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The lack of protection observed in the
field may be due to infections with other
Mycoplasma spp. Improved protection in
comparison to killed vaccines was ob-
served with live attenuated strains of
M. agalactiae.

5.5
Salmonellosis in Animals

Salmonella causes diseases characterized
by acute or chronic enteritis and sep-
ticemia in many animal species, which
are the principal reservoirs for human
infections. Transmission to humans oc-
curs by contaminated drinking water or
food products (e.g. milk, meat, eggs), and
their incidence has increased worldwide
due to the intensification of livestock pro-
duction. S. enterica serovar Typhimurium
became the second most important cause
of salmonellosis in humans. Since vac-
cination is compulsory for poultry meat
producers, and EU regulations also re-
quire monitoring of broiler-breeder flocks
and slaughter of infected flocks, efforts
have been made to develop efficacious
multivalent vaccines for poultry. One of
these vaccines consists of iron-restricted
inactivated S. typhimurium and S. en-
teritidis. After intramuscular vaccination,
chickens are protected against an oral
challenge, but colonization still occurs.
Other mutants, for example, dam, show
better results with respect to protection
and colonization. The first live oral vaccine
against S. typhimurium and S. enteritidis
was launched by Lohmann Animal Health
in 2003 (TAD Salmonella). Three doses
administered into the birds’ drinking wa-
ter give protection throughout the laying
period.

The efficacy of live vaccine candidates
against Salmonella choleraesuis (e.g. Argus
SC), which causes infections in pigs, has

also been evaluated. Vaccinated pigs were
able to maintain normal weight after
challenge, and field studies demonstrated
that this type of vaccine can lower the
prevalence of Salmonella in swine herds.

Salmonella gallinarum and Salmonella
pullorum cause fowl typhoid and pullorum
disease in birds. The clinical manifes-
tations include anorexia, diarrhea, hep-
atitis, splenitis, myocarditis, pneumonia,
ophthalmitis, and high mortality due to
septicemia. This leads to decreased egg
production and fertility. Thus, inactivated
and live attenuated vaccine strains have
been developed for poultry. Since 1950,
attenuated derivatives of S. gallinarum
strain 9 have been extensively assessed.
One of them was attenuated by passage
in a medium of low nutritional quality,
leading to the so-called 9R fowl typhoid
strain, which confers strong protection to
adult chickens after intramuscular injec-
tion. However, this strain retains some
virulence, may persist for many months,
and can be transmitted through the egg.
To obtain a more avirulent strain, an aro A
mutant was developed, but it was less effec-
tive. A single oral immunization with an
S. gallinarum nuoG derivative reduced the
mortality in 2-week-old chickens following
challenge with virulent S. gallinarum from
75% to less than 8%. Another approach
was the intramuscular application of at-
tenuated ‘‘phage type’’ PT4 S. enteritidis.

5.6
Leptospirosis (Leptospira spp.)

Leptospirosis is one of the most
widespread diseases in livestock and
is caused by over 250 immunologically
distinct serovars. Bacteria are spread
by contact with skin or mucous
membranes with contaminated products.
Infected animals contribute to further
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spreading of the disease by actively
shedding bacteria. Infections may be
asymptomatic or symptomatic (e.g. fever,
icterus, hemoglobinuria, renal failure,
infertility, abortion, and death). Of the
distinct pathogenic serovars, only a
small number have been isolated from
domestic animals. It is remarkable that
only moderate cross-immunity between
serovars is observed. Cattle, swine, and
horses are the most economically relevant
affected species. Because leptospirosis
in domestic animals is leading to
significant economic losses and infected
animals are a potential source of human
infection, vaccination with polyvalent
vaccines have been widely implemented.
Certain occupational groups, such as
farmers, sewer workers, and meat workers,
have special risks of acquiring the disease.
Outdoor leisure activities can also lead
to exposure to infection. Inactivated
polyvalent vaccines containing different
Leptospiras (e.g. grippotyphosa, hardjo,
icterohaemorrhagiae, canicola, pomona) are
commercially available for preventing
abortions and stillborns in livestock and
pets. Most of them have been combined
with components against other pathogens,
such as E. rhusiopathiae, parvovirus,
Campylobacter, bovine rhinotracheitis
virus, bovine diarrhea virus, and bovine
respiratory syncytial virus.

5.7
Other Commercially Relevant Animal
Diseases

Vaccines that are able to prevent other
diseases in livestock and pets have also
been developed and implemented in the
field. Among them are inactivated oil-
adsorbed vaccines against Haemophilus
paragallinarum, which is responsible for
infectious coryza in chickens. This disease

is characterized by swelling of the in-
fraorbital sinuses, facial edema, oculonasal
discharge, and sneezing and may cause
significant losses in the poultry industry.
Inactivated adjuvanted vaccines based on
various strains of Fusobacterium necropho-
rum and/or Bacteroides nodosus are also
available to prevent and treat chronic foot
rot in sheep and acute foot rot in cattle. It is
also possible to immunize against equine
monocytic ehrlichiosis by using a whole-
cell inactivated Ehrlichia risticii prepara-
tion. For pigs, killed vaccines against
Streptococcus suis have also been devel-
oped. In addition, inactivated vaccines that
are based on inactivated enterotoxigenic
and enteropathogenic E. coli combined
with toxoids are available for preventing
post-weaning diarrhea. Chlamydia psittaci
is responsible for respiratory infections
in cats, leading to serous conjunctivitis,
sneezing, and nasal discharge. Vaccinated
cats have mild clinical disease and are pro-
tected from severe clinical disease after
challenge exposure. Owing to the frequent
emergence of adverse effects (e.g. lethargy,
anorexia, lameness, and fever), the use of
vaccines is frequently restricted to cats at
risk of exposure. Live attenuated vaccines
may cause atypical reactions in about 3%
of vaccinated cats. Finally, vaccines have
been also developed to prevent bacterial
infections in fish. A live attenuated vaccine
is used to prevent the enteric septicemia
caused by Edwardsiella ictaluri, which costs
millions of dollars to the catfish industry.

6
Conclusions

During the past 200 years, various vaccines
have been developed and exploited to con-
trol major diseases. In many instances,
however, the exact mechanisms of action
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of successful vaccines were not fully un-
derstood. A new generation has emerged,
of well-defined recombinant and/or sub-
unit vaccines that exhibit a considerably
improved safety profile. However, classi-
cal bacterial vaccines have not only played
a critical role in the efficient control of in-
fectious diseases in the past, they are still
instrumental in the prevention of infec-
tions both in humans and, particularly, in
animal populations.
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Fitness
An individual’s relative success in transmitting his or her genes to the next generation.

Genetic Drift
Random intergenerational change in gene frequencies due to finite population size.

Haplotype
The allelic constitution of several loci on a single chromosome (‘‘haploid genotype’’).

Heterozygote Advantage
A fitness differential in which the heterozygote has higher fitness than any of the
homozygotes.

Natural Selection
An evolutionary process in which individuals with a specific genetic variant have
higher fitness than those lacking the variant.

Polymorphism
The occurrence of two or more alleles at a locus in a population, where at least two
alleles occur with frequencies greater than 1%.

� Variation in the prevalence of genetic diseases results from the action of the
evolutionary processes of mutation, natural selection, genetic drift, and gene flow.
Genetic markers can be studied in populations to help determine the ways in
which these processes interact to influence disease prevalence. This enhances our
understanding of the origins and evolution of genetic diseases. This article will
review the ways in which genetic markers are used to study disease variation in
populations, using specific genetic diseases as examples.
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1
Introduction

The prevalence of many genetic diseases
varies widely among human populations
(see Fig. 1 for examples). Cystic fibrosis
(CF) is the most common lethal single-
gene disorder among Caucasians, affect-
ing approximately 1 in 2500 individuals.
Yet, it is quite uncommon among Asians,
with a prevalence of only 1 in 90 000
births. Sickle cell disease affects 1 in 400
to 600 African Americans, but it is rare
among individuals of northern European
descent. Tay–Sachs disease, a lethal reces-
sive disorder seen in 1 in 3600 Ashkenazi
Jewish births, is uncommon in most other
populations.

Variation in the prevalence of genetic
disease is but one aspect of human genetic
variation. The evolutionary processes af-
fecting ‘‘normal’’ human variation (e.g.
traits such as height, skin color, blood
groups, and DNA polymorphisms) also af-
fect genetic disease variation. Four major
evolutionary processes can be identified:
mutation, natural selection, genetic drift,
and gene flow. The relative contribution of
each of these processes to genetic disease
variation has been the subject of consider-
able controversy.

Much of this controversy arises from
difficulties in specifying the precise nature
of genetic variation. Until fairly recently,
population variation in genetic disease
was assessed primarily in terms of
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Fig. 1 Prevalence of selected genetic diseases (per 10 000 births) for a series of
populations. Note that the French Canadian population refers only to those living in
eastern Quebec.
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protein variants. Protein electrophoresis
could sometimes establish that different
populations had different amino acid
substitutions, leading to a disease (e.g.
for sickle cell disease), but variation at
the DNA level was largely unmeasurable.
Furthermore, for most disease genes, the
gene product, and thus the amino acid
sequence, was unknown. Consequently,
tracing the origins and evolution of genetic
diseases in populations was often a highly
speculative endeavor.

The molecular genetic techniques de-
veloped during the past two decades have
improved this situation substantially. With
millions of polymorphisms now identified
in the human genome, it is feasible to
examine polymorphisms near and within
any disease locus. These polymorphisms,
or markers, can take the form of re-
striction fragment length polymorphisms
(RFLPs), short tandem repeat polymor-
phisms (STRPs), or single nucleotide
polymorphisms (SNPs). It is becoming
increasingly common to sequence entire
genes or regions containing many genes
in each study subject so that all vari-
ation in a region can be assessed. If
several polymorphisms are measurable in
the vicinity of the disease locus, haplo-
types can be constructed for chromosomes
carrying the disease mutation and for nor-
mal chromosomes. For example, a series
of four two-allele SNPs, in which alleles
are labeled 1 or 2, could form a hap-
lotype composed of alleles 1, 2, 1, and
1 on the chromosomes bearing a partic-
ular disease mutation. Other haplotypes
may be observed on normal chromosomes.
Because recombination between closely
linked polymorphisms is rare, these hap-
lotypes can often be used to trace the
evolutionary history of a disease muta-
tion (i.e. under appropriate conditions,
all affected individuals with the same

chromosome haplotype should be descen-
dants of the same individual). As will be
shown in this article, comparisons of hap-
lotypes in different populations can reveal
whether a genetic disease had independent
origins in each population.

As more and more disease genes are
cloned, it is becoming possible to ana-
lyze not only marker haplotypes but also
disease mutations themselves. This can
be accomplished through techniques such
as single-strand conformation polymor-
phism analysis (SSCP) or through direct
DNA sequencing. Analysis of mutations
sometimes reveals a tremendous diversity
of different mutations at a single disease
locus. Since the cloning of the CF gene
(cystic fibrosis transmembrane conduc-
tance regulator, CFTR) in 1989, more than
1000 different mutations have been iden-
tified at this locus. As will be discussed
below, these mutations vary in frequency
from one population to another.

As a result of advances in molecu-
lar technology, our understanding of the
role of evolutionary forces in creating and
maintaining genetic variation among pop-
ulations (including variation in genetic
diseases) has increased considerably. This
article will review the evolutionary mech-
anisms responsible for such variation,
illustrating each mechanism with specific
disease examples. It will also discuss the
ways in which molecular genetic markers
have contributed to our understanding of
these mechanisms.

2
Mutation

Mutation, which is a heritable alteration in
DNA sequence, is the ultimate source of
genetic variation. While many mutations
have no biological consequence for the
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organism, some may produce changes in
amino acid sequence that result in genetic
disease. Mutations can occur as single-
base substitutions (missense mutations
that alter a single amino acid or nonsense
mutations that produce a stop codon), dele-
tions and duplications (some of which
may produce frameshifts), alterations of
splice sites (resulting in inappropriate in-
clusion of introns or exclusion of exons
in the mature messenger RNA), pro-
moter alterations (resulting in decreased
transcription of messenger RNA), or in-
sertions of mobile elements such as Alu or
LINE1 repeats.

The average mutation rate in humans
is approximately 10−9 per nucleotide per
year. There is little evidence that mutation
rates vary substantially among human
populations. Thus, mutation itself does
not account for much interpopulation
variation in genetic disease. However,
mutation rates do vary substantially from
one disease gene to another and thus help
explain why some diseases are relatively
common and others are relatively rare.

2.1
Gene Size and Duchenne Muscular
Dystrophy

Duchenne muscular dystrophy (DMD) is
one of the more common lethal genetic
diseases, affecting approximately 1 in 3500
males in most surveyed populations. Be-
cause it is an X-linked recessive disorder,
it seldom affects females. Affected males
usually die of cardiac or respiratory failure
before age 20 and seldom reproduce. It
is estimated that the DMD gene has one
of the highest known mutation rates, ap-
proximately 10−4 (mutations per gene per
generation). This high mutation rate helps
to account for the fact that DMD is quite
common in spite of its lethality in males.

Cloning the DMD gene has helped to
explain why the mutation rate is so high.
The DMD gene, which spans 2.3 million
DNA bases and includes 14 000 bp (14
kilobases or kb) of coding DNA, is the
largest gene known in the human. Its
large size, quite simply, presents a large
‘‘target’’ for mutation. A similar example
is given by neurofibromatosis type 1
(NF1), an autosomal dominant disorder
that produces benign tumors associated
with peripheral nerves. This disorder also
has a high mutation rate, estimated as
approximately 10−4. The NF1 gene is again
very large, spanning over 350 kb. The size
of the coding DNA, 13 kb, is similar to that
of the DMD gene. In general, mutation
rate appears to correlate positively with
gene size.

2.2
Mutation Hot Spots

A second factor influencing mutation rates
involves DNA base-pair composition. It
is known that the CG dinucleotide is
highly susceptible to mutation. The cy-
tosine base is usually methylated when it
occurs next to a guanine, and methylated
cytosine is likely to spontaneously lose an
amino group. This produces a transition
from cytosine to thymine. Surveys have
shown that an inordinately large propor-
tion of disease-causing mutations occur
at CG dinucleotides. Thus, loci rich in
such mutational ‘‘hot spots’’ are likely to
have higher mutation rates. For example,
achondroplasia, a reduced-stature condi-
tion, affects up to 1 in 15 000 live births,
but the responsible gene (FGFR3, fibrob-
last growth factor receptor 3) spans 16.5 kb
and is thus much smaller than the NF1 or
DMD genes. Remarkably, 99% of all mu-
tations that cause achondroplasia occur
at a single nucleotide (a methylated CG
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hot spot) of FGFR3, where the mutation
rate is several orders of magnitude higher
than that of other nucleotides. Examples of
other genetic diseases that have such mu-
tational hot spots include phenylketonuria
(PKU) and hemophilia A and B.

3
Natural Selection

Natural selection can be thought of as a
screening process to which genetic vari-
ation is subjected. Advantageous variants
are positively selected: individuals carrying
the variants are more likely to survive and
reproduce. This increases the frequency
of the gene in the population. Disadvan-
tageous variants will be selected against,
reducing the frequency of the variant.
For most genetic diseases, an equilib-
rium state will eventually be reached in
which mutation introduces new copies of
a disease-causing gene into the popula-
tion while selection removes them at the
same rate.

3.1
Heterozygote Advantage and Sickle Cell
Disease

Certain recessive diseases present a
slightly more complicated picture. In some
cases, the homozygous recessive genotype
may undergo negative selection, while the
heterozygote may have a selective advan-
tage. In this situation, the disease allele
will be maintained at a higher frequency
than if the heterozygote had no advan-
tage. A good example of this is found in
sickle cell disease. This autosomal reces-
sive disorder, in which the erythrocytes
assume a characteristic sickle shape and
thus cannot move easily through the cap-
illaries, is often fatal in homozygotes. The

heterozygote has no health problems and,
in a malarial environment, has a decided
survival advantage. This is because sickle
cell heterozygotes are resistant to infection
by the Plasmodium falciparum malaria par-
asite. Consequently, heterozygotes have a
survival advantage over both types of ho-
mozygotes. The frequency of the sickle
cell gene is quite high in those parts of
the world in which malaria has been en-
demic. It reaches its highest frequency
in west-central Africa, where up to one
in four individuals is a heterozygous car-
rier, and one in 45 is affected with the
disorder. Sickle cell disease is also seen
in parts of the Middle East, India, and the
Mediterranean region. It is interesting that
the frequency of the sickle cell mutation
among African-Americans is substantially
lower than in western Africa. This partly
reflects admixture with Caucasians (see be-
low), but it is likely also a result of a lack of
natural selection in the malaria-free North
American environment.

The best-studied of the sickle cell
mutations is a single-base substitution
(thymine instead of adenine) at the DNA
triplet that specifies the sixth amino acid of
the β-globin chain. This mutation results
in a substitution of valine for glutamic
acid known as the hemoglobin S (HbS)
variant. At one time, it was thought that
the presence of HbS in India and the
Mideast was due to migration of Africans
who carried the HbS gene. However, more
recent investigations using RFLPs show
that this is probably not the case. Marker
haplotypes have been examined, using
RFLPs in and around the β-globin locus.
They show that the disease haplotypes
occurring in Africa differ substantially
from those occurring in the Mideast and
India. Some haplotype variation can be
expected as a result of gene conversion or
recombination subsequent to the origin
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of a mutation, but it is often possible
to distinguish these events from multiple
mutations. The RFLP haplotypes show that
the HbS mutation arose at least twice, once
in Africa and once in Saudi Arabia or India.
Natural selection then operated in each
environment independently to raise the
frequency of the mutant gene. Molecular
studies have shown that �β, a pseudogene
(i.e. a nontranscribed gene highly similar
to β-globin in DNA sequence), does not
increase in frequency among populations
in malarial environments.

3.2
Natural Selection and HIV

Another example of natural selection came
to light because of the human immun-
odeficiency virus (HIV). Some strains of
this virus gain entry to macrophages and
helper T cells via a cell-surface receptor
that normally binds to a cytokine. The re-
sulting viral destruction of helper T cells,
a critical component of the body’s im-
mune system, leads to acquired immune
deficiency syndrome (AIDS). Individuals
who are homozygous for a 32-bp deletion
of the gene that encodes one of the cy-
tokine receptors (CCR5) lack the receptor
on their cell surfaces and are thus remark-
ably resistant to HIV infection (because
other cell-surface receptors can perform
the same role as CCR5, the mutation
has no ill effects). This deletion is espe-
cially common in northeastern European
populations, where its frequency reaches
0.20. It is virtually absent in Asian and
African populations. Analysis of haplotype
variation in the chromosomal region that
contains CCR5 indicates that the deletion
arose in European populations about 700
to 2000 years ago. Since HIV appeared
in humans only a few decades ago, the
high deletion frequency in northeastern

Europe must be due to a selective force
other than HIV or perhaps to genetic drift.
Considering the age of the deletion, it was
first suggested that it had conferred re-
sistance against the bacterium, Yersinia
pestis, that causes bubonic plague. How-
ever, recent research with mouse models
demonstrated that Y. pestis’ entry into cells
is not affected by the absence of the CCR5
molecule. Other evidence suggests that the
selective agent may instead have been the
smallpox virus.

4
Genetic Drift and Founder Effect

Often, small, isolated populations exhibit
high frequencies of genetic diseases that
are rare in other populations. For exam-
ple, Ellis van Creveld syndrome, a very
rare disorder that involves reduced stature,
is seen with increased frequency among
the genetically isolated Old Order Amish
population of Lancaster County, Pennsyl-
vania. In fact, nearly as many cases have
been observed in a single Amish kindred
as have been observed in the rest of the
world. In the Finnish population, which
has also been quite isolated until recently,
over two dozen otherwise rare autosomal
recessive diseases occur with substantially
elevated frequencies. Such variation in dis-
ease prevalence is usually the result of
the related processes of genetic drift and
founder effect.

Genetic drift refers to the random fluctu-
ation in gene frequencies that occurs from
one generation to the next as a result of
sampling a limited number of gametes.
In small populations, the degree of fluc-
tuation in gene frequency increases (just
as a coin-tossing experiment using only
10 coins is quite likely to result in a large
deviation from the expected proportion of
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50% heads and 50% tails). Genetic drift can
thus lead to high frequencies of genetic dis-
eases in small populations. Founder effect
occurs when a small number of individu-
als form a new population. Because these
individuals form a small sample of an orig-
inal population, their genes are unlikely to
form a representative sample of the orig-
inal population from which they came.
This can again result in a highly skewed
distribution of disease genes among their
descendants. The Old Order Amish popu-
lation, for example, was founded by only
about 50 couples. This effect is further
exaggerated when certain founders have
a disproportionately large number of de-
scendants.

Traditionally, demographic history and
genealogies have been used to demon-
strate drift and founder effect. Genealog-
ical analysis demonstrated, for example,
that all 30 000 cases of porphyria variegata
in the South African Afrikaner popula-
tion could be traced to a single couple
who emigrated from Holland in the 1680s.
This approach is obviously limited by the
availability of extensive genealogies.

4.1
Haplotype Analysis

More recently, molecular genetic markers
have made it possible to assess founder
effect at the DNA level. Haplotype analysis
is particularly helpful in this regard. It is
reasonable to assume that each different
haplotype background associated with a
disease represents a different founder.
Thus, the number of distinct disease
haplotypes can be counted to infer the
number of founders who introduced a
disease into a population. In northern
Finland, it was shown that all individuals
affected with X-linked choroideremia, a
disease that causes blindness, had the

same RFLP haplotype (using markers
closely linked to the choroideremia gene).
This provided evidence that each of
these individuals was descended from
the same common ancestor. Genealogical
analysis proved this to be the case: all
affected individuals shared a common
ancestor that lived 12 generations ago.
A similar exercise showed that the high
frequency of PKU among Yemeni Jews
can be attributed to the descendants of
a single founding couple who lived in the
seventeenth century. Haplotype analysis of
markers closely linked to the CFTR locus
demonstrated that all studied cases of CF
in the Hutterite population could be traced
to three founders.

The disease consequences of founder ef-
fect and genetic drift have been especially
well characterized in the Ashkenazi Jewish
population. For example, torsion dystonia,
a rare recessive disorder, has an elevated
frequency in this population. Analysis of
haplotype variation has shown that the
disease-causing mutation is only about
350 years old and has likely been ampli-
fied in frequency because of population
bottlenecks and subsequent expansion.
Similarly, three mutations in the BRCA1
and BRCA2 genes have reached a com-
bined frequency of 2.5% in Ashkenazi Jews
and account for a substantial proportion of
inherited breast cancer cases. A mutation
in the APC gene is found in about 1/20
members of this population and confers a
twofold increased risk of developing colon
cancer. This mutation alone accounts for
about 10% of colon cancer cases in the
Ashkenazi population.

4.2
Mutation Analysis

The cloning of disease genes often per-
mits direct analysis of population variation
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in mutations. One of the best examples
is the �F508 (deletion of a phenylala-
nine residue at position 508) mutation
in the CFTR locus, a three-base deletion
that produces a loss of function and ac-
counts for approximately 70% of the CFTR
mutations found in Caucasians. Extensive
population analysis has shown that the
proportion of CFTR mutations accounted
for by �F508 has a north–south cline,
with a maximum of about 70 to 90% in
northern Europe (where the disease it-
self is most common) and a minimum of
about 50% in southern Europe. The pro-
portion of �F508 mutations is even lower
among other surveyed populations, such
as African-Americans (37%) and Ashke-
nazi Jews (30%). The elevated frequency
of CF among Europeans can be traced pri-
marily to the �F508 mutation, since the
frequencies of non-�F508 mutations are
quite similar among Europeans, Asians,
and Africans. Among Europeans, the great
majority (>90%) of �F508 mutations oc-
cur on a single haplotype background,
indicating that most current copies of the
mutation may have descended from the
same common ancestor.

Cloning of the CFTR gene has helped
explain why CF has a high frequency in
European populations. CFTR encodes a
chloride channel found on the surfaces of
epithelial cells that line the gut and the
airway. The number of chloride channels
in these cells is substantially reduced
in transgenic mice that carry one copy
of the �F508 mutation. The bacterium
that causes typhoid fever, Salmonella
typhi, gains access to intestinal cells
via these chloride channels, and, as
predicted, heterozygous mice are quite
resistant to typhoid fever infection. It is
reasonable to conclude that humans who
were heterozygous for this mutation also
benefited from resistance to typhoid fever.

5
Drift or Selection?

When a genetic disease is seen with high
frequency in a population, it is often
unclear whether it is caused by a selec-
tive advantage or genetic drift/founder
effect. In a few cases (such as sickle
cell disease or CF), a demonstrable se-
lective agent is known. But in most
cases, the evidence is far more equivo-
cal. Here again, molecular markers have
been helpful.

5.1
Hemochromatosis in Europe

Idiopathic hemochromatosis is an auto-
somal recessive disorder in which excess
iron is absorbed in the gut and deposited
in many parts of the body, including the
skin, joints, liver, pancreas, and heart.
Consequently, some homozygotes develop
liver disease, heart failure, arthropathy,
diabetes, and other disease-related con-
ditions late in life. Approximately 1 in
300 Europeans is homozygous for mu-
tations in the responsible gene, HFE.
Although several different HFE muta-
tions have been reported, 85% of them
consist of a cysteine→tyrosine substitu-
tion that results in a loss of function
of the HFE product. Haplotype analy-
sis has shown that this mutation has
occurred only once and is confined al-
most exclusively to the European pop-
ulation. Analysis of variation in mark-
ers near HFE has shown that the pri-
mary disease-causing mutation took place
only about 60 to 70 generations ago.
The mutation could have achieved a
high frequency in this population ei-
ther through drift or natural selection,
but extensive analysis of marker varia-
tion near the HFE gene has shown that
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it is extremely improbable that drift alone
could have elevated the mutation fre-
quency so quickly. In addition, population
surveys show that heterozygotes have a
significant reduction in the frequency of
iron-deficiency anemia. Thus, a heterozy-
gote advantage is likely to account for a
rapid increase in the frequency of this
mutation.

5.2
G6PD Deficiency in Africa and the
Mediterranean

G6PD (glucose-6-phosphate-dehydrogen-
ase) deficiency is in X-linked disorder
that affects 400 million individuals world-
wide and can result in hemopathology
when mutation carriers are exposed to spe-
cific infections, drugs (e.g. primaquine), or
foods (e.g. fava beans). G6PD deficiency,
like sickle cell disease, confers resistance
to infection by the malaria parasite, P. falci-
parum. Molecular analysis has shown that
a major mutation, A-, is common in Africa,
while another major mutation, Med, is
common in Mideastern and Mediter-
ranean populations. The A-mutation oc-
curred approximately 6000 years ago, and
the Med mutation occurred approximately
3000 years ago. The recent ages of these
mutations reflect limited haplotype diver-
sity and indicate that genetic drift alone
could not have elevated these mutations
to high frequency in just a few thou-
sand years. Natural selection, as a result
of malarial resistance, must have played
an important role in raising the frequen-
cies of these mutations. It is interesting
that the form of P. falciparum responsi-
ble for severe malaria probably did not
arise until about 10 000 years ago, after
the introduction of agriculture in these
areas.

6
Gene Flow

Gene flow reduces genetic differences
among populations. When two popula-
tions both manifest a genetic disease, the
question often arises whether the disease
mutation arose independently in the two
populations or was communicated from
one to another via gene flow. When only
a disease phenotype can be observed,
it is difficult to answer this question.
However, more precise molecular charac-
terization of disease loci often illuminates
the issue.

6.1
Cystic Fibrosis in African-Americans

An example is given by CF in the
African-American population. This dis-
ease affects approximately 1 in 17 000
African-Americans, a prevalence much
lower than that of Europeans. One hypoth-
esis is that the disorder was introduced into
the African-American population through
gene flow from the European-American
population. However, analysis of CF mu-
tations shows that �F508 is quite rare
among African-Americans and that two-
thirds of the observed CF mutations are
unique to this population. Thus, CF al-
most certainly had independent origins
in the African-American population and
is not principally derived from European-
Americans.

6.2
Tay–Sachs Disease in French Canadians

Studies of Tay–Sachs disease in Quebec
provide another example. As one would
expect, the Ashkenazi Jewish population
of this region has an elevated prevalence
of this disorder, and the frequencies of
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the two major mutations closely match
those of other Ashkenazi Jewish popu-
lations. Tay–Sachs disease is also seen
among the French Canadian population
of Quebec. In fact, in the eastern por-
tion of the province, the disease gene
frequency is as high as among Ashke-
nazi Jews. Does this reflect gene flow
from the Jewish population, or was there
an independent origin? Direct examina-
tion of the Tay–Sachs gene shows that
the French Canadians usually carry a
7.6-kb deletion that is not found among
Jews. Thus, an independent origin is
established. Further investigations may
ultimately establish whether the high fre-
quency of the disorder among French
Canadians is the result of founder effect or
natural selection.

7
Genetic Variation and Common Diseases

The examples used thus far have all in-
volved relatively rare single-gene diseases.
In each case, mutations have increased in
frequency as a result of factors such as drift
or selection. Increasing attention is now
being devoted to mutations responsible for
common diseases such as diabetes, heart
disease, and common cancers. The most
significant of these mutations are those
that have reached high frequency (e.g.
>10%). Typically, such mutations are rela-
tively old and are thus shared among most
worldwide populations. Their frequencies
vary among populations, however. For ex-
ample, the C- 4 allele of the apolipoprotein
E (APOE) gene, which confers an in-
creased risk of developing Alzheimer’s
disease, exhibits frequencies above 30%
among some African populations (e.g.
Pygmies, Khoi San, Sudanese, and Nige-
rians) but substantially lower (<15%)

among southern Europeans and Asians
(there is also evidence, however, that the
association between C- 4 and Alzheimer’s
disease is weaker among individuals of
African descent than among those of
European descent). A gain-of-function mu-
tation in the SCN5A gene, which encodes
a sodium channel present in cardiac my-
ocytes, confers an eightfold increased risk
of cardiac arrhythmia and was found in
approximately 13% of African-Americans
but was absent in samples of 511 Euro-
peans and 578 Asians. A promoter variant
of the angiotensinogen (AGT) gene is
associated with an increased risk of hy-
pertension and reaches high frequencies
in African populations. Haplotype analysis
has demonstrated that natural selection
has acted to decrease the frequency of
this variant in non-African populations,
possibly as a result of their adaptation
to nontropical, high-sodium environments
after they left the African continent. Differ-
ences in the frequencies of mutations such
as these may help account for differences
in the prevalence of common diseases in
populations, although environmental fac-
tors such as diet must also have important
effects. It is critical to point out that,
because of the recent origin of modern
humans from a small founder population
and continued gene flow among popula-
tions through time, most of these variants
tend to be shared among major popu-
lations and typically vary only in their
frequencies.

8
Perspectives

This review has highlighted some ways
in which the study of disease variation in
populations can be related to evolutionary
processes. Such studies are significant
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in understanding evolutionary biology.
They have other implications as well. An
awareness of population variation in dis-
ease can aid in clinical diagnosis. For
example, a physician evaluating a child
who presents with recurrent respiratory
infections and failure to thrive should
include ethnic background in consider-
ing a differential diagnosis. If the patient
is of African descent, sickle cell disease
is a distinct possibility. If the patient is
of northern European descent, sickle cell
disease would be unlikely (but not im-
possible), whereas cystic fibrosis should
be considered. In some cases, knowledge
of the potential adaptive significance of
a genetic disease (e.g. the heterozygote
advantage for sickle cell disease, cystic fi-
brosis, or hemochromatosis) may lead to
increased understanding of gene function
and pathophysiology.

When considering genetic variants that
contribute to common diseases, as well
as those that influence response to ther-
apeutic drugs, it should be emphasized
that most such variants are shared among
most major human populations, vary-
ing only in their frequencies. Conse-
quently, population affiliation (or ‘‘race’’)
is, at best, a very approximate indi-
cator of critical factors such as drug
response.

Advances in molecular genetics have
greatly improved our understanding of
the evolutionary processes leading to pop-
ulation variation in genetic disease. Yet
many important questions remain unan-
swered, particularly for common, complex
diseases. As more polymorphic mark-
ers are analyzed, more DNA sequenced,
and more disease genes cloned, new and
more profound insights are certain to be
gained.

See also Genetic Analysis of
Populations; Oncology, Molecular.
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Keywords

B cells
Lymphocytes generated in the bone marrow that secrete antibodies after activation.

T cells
Lymphocytes generated in the bone marrow and educated in the thymus to recognize
peptides presented by major histocompatibility antigens.

T helper cells (Th cells)
A subset of T cells orchestrating the immune response and helping B cells to
produce antibodies.

Th1 cells
A subset of Th cells, characterized by the production of IFNγ and driving effector
responses against intracellular pathogens, bacteria, and fungi.

Th2 cells
A subset of Th cells, characterized by the production of IL-4, IL-5, and IL-13, driving
effector responses against multicellular parasites.

Cytotoxic T cells (CTLs)
A subset of T cells killing infected host cells and tumor cells.

Dendritic cells (DCs)
The most potent antigen-presenting cells. Essential for the induction of
T-cell responses.

� Many cell types make up the arsenal of the immune system and are directly involved
in the destruction of invading pathogens. Broadly, two types of cells can be dis-
tinguished: firstly, some cells recognize signals that are associated with pathogens,
such as tissue damage or patterns found on pathogens but not in the host. These
cells belong to the innate immune system and appeared first during evolution. The
second type of cells, the lymphocyte, has developed a complex machinery that allows
each lymphocyte to express a single and unique receptor with random specificity,
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the B- and T-cell receptors. Once these receptors recognize a pathogen, the
lymphocyte encoding the receptor undergoes clonal expansion and the lymphocyte
population differentiates into effector cells, ridding the pathogen. Lymphocytes
therefore make up the specific or adaptive immune system. This article discusses
how the various cell types protect from infection with pathogens and elucidates
some of the complex interactions between the two systems.

1
Introduction

Metazoan organisms have evolved defense
systems to a level of near perfection,
such that severe or sustained infections
are rare. The immune system is divided
into an innate system and an adaptive
system. The innate immune system acts
rapidly and is the most important part
of immune defense, as most organisms
are able to survive through innate im-
mune mechanisms alone. Only vertebrates
have evolved additional mechanisms for
pathogen recognition and elimination, so-
called adaptive immunity.

The innate immune system involves a
broad array of different cell types, as many
cells and organs of the host have evolved
to defend themselves against microbes.
For decades, the innate immune system
has been regarded as somewhat ‘‘unspe-
cific’’ or even ‘‘primitive.’’ However, in
recent years it has become more and more
apparent that the strategy of the innate im-
mune system is to detect molecules that are
common and conserved in a broad range
of microorganisms and that are different
from molecules of the host itself. It has
been discovered that the innate immune
system recognizes certain molecular pat-
terns that are present in microbes but not
in the host, so-called pathogen-associated
microbial patterns (PAMPs). The receptors
recognizing those microbial patterns are

called pattern recognition receptors (PRRs).
Many cell types of the innate immune
system express PRRs, so that the innate
immune system can react very rapidly.

In contrast to the innate immune
system that has certain specificity for
microbes, late evolution in vertebrates
has developed an even more specific and
more complex system of so-called adaptive
immunity. The adaptive immune system is
able to specifically recognize any protein
(or even sequences thereof) that is not
normally present in the host, and thus
represents an invader. The key players in
mounting an adaptive immune response
are dendritic cells that induce T- and B-cell
responses. The adaptive immune system’s
high specificity has the disadvantage that
early in an infection, only few T and
B cells that can recognize the microbe
are present and these few specific T and
B cells first have to proliferate to an
‘‘army of relevant size.’’ This proliferation
takes several days during which the innate
immune system is the one fighting the
microbes. Also, the innate immune system
produces an array of different signals in
the form of cytokines and chemokines as
well as cognate interactions to support the
adaptive immune system. Thus, the battle
of the innate immune system against a
microbe may be interpreted as a ‘‘wake-
up call’’ to the adaptive immune system.
Once an adaptive immune response has
been generated, which includes a microbe
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specific antibody- and T-cell response, the
adaptive immune system also supports
the innate immune system, for example,
by coating microbes with antibodies so
that they can be better phagocytosed
(so-called opsonization), or by providing
T-cell dependent cytokines that enhance
the phagocytic activity of the innate
immune cells.

Only very few of the microorganisms
present in the environment pass all the
lines of defense in a vertebrate host. Al-
ready in order to pass the first barrier,
that is, chemical and physical barriers
such as mucus, saliva, cilia movements,
and epithelia with tight junctions, special-
ized pathogen receptors are required for

pathogen adherence and penetration. Even
fewer microorganisms will pass the innate
immune system that has cells positioned
in close association with the skin and mu-
cosal surfaces, which are the usual sites of
microbe entry. Microbes that have been
eliminated either by physical or chem-
ical barriers or by the innate immune
system do not usually cause clinically man-
ifest disease. Only those microbes that
have passed all these lines of defense are
dangerous for the host and will elicit a
specific immune response and should ac-
tually be called pathogens. The adaptive
immune response, in concert with an en-
hanced innate immune response, finally
eliminates the pathogen. The immune
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system thereafter tries to keep these dan-
gerous microbes in mind by generating
an immunological memory. Even here
there are different levels of immunolog-
ical memory that again depend on the
virulence and persistence of the pathogen.
Against persisting pathogens, for example,
tuberculosis or other pathogens induc-
ing granulomas, immunological memory
is strong with pathogen-specific T cells
constantly activated and alert. In addi-
tion, B cells are repeatedly restimulated
to produce high and persistent levels of
antibody. In contrast, if the pathogen does
not persist, the immune system keeps the
pathogen-specific B- and, in particular, T
cells at a functionally lower level.

Figure 1 summarizes the three major
lines of defense, that is, physical and
chemical barriers, followed by the innate
immune system consisting of phagocytes,
auxiliary cells, and tissue cells. Only very
few pathogens pass these first lines of
defense so that an adaptive immune
response is generated. An arrow indicates
the approximate time frames it takes for
the immune system to react.

2
Innate Immunity

2.1
Epithelial Cells

Epithelial cells have a variety of immuno-
logical functions. Most microorganisms
that an individual encounters do not pen-
etrate the body surface, but are prevented
from entering by external or internal ep-
ithelial surfaces. Epithelial cells are joined
by tight junctions that form an effec-
tive seal against the outside environment.
Moreover, the epithelial lining of the res-
piratory tract is covered by sticky mucus.

Possible invaders are trapped in the mu-
cus and are then transported outward by
moving cilia on the respiratory epithelium.

In addition to these mechanical de-
fense mechanisms, the skin and mucosa
also produce antimicrobial chemical sub-
stances that cover their surfaces. Tears and
saliva contain the antimicrobial enzyme
lysozyme. Epithelial cells also release low-
molecular-weight antimicrobial peptides.
The best characterized peptides belong to
the family of so-called defensins, which have
molecular masses between 3 to 6 kD and
have the physicochemical properties to in-
sert into membranes and disrupt their
structure. Defensins are subdivided into
two structural classes, alpha (α) and beta
(β). So far, six α-defensins and three β-
defensins have been described in humans.
The α-defensins are produced primarily by
intestinal Paneth cells, whereas airway ep-
ithelial cells produce mostly β-defensins.
Defensins have a broad-spectrum an-
timicrobial activity ranging from gram-
negative to gram-positive bacteria, as well
as some viruses and fungi. The digestive
tract produces antimicrobially active acid,
digestive enzymes, and α-defensins. The
lungs produce surfactant proteins A and D
that coat the pathogen surface and enhance
phagocytosis by macrophages. Last but not
least, most epithelia are covered with a
flora of nonpathogenic bacteria that com-
pete with pathogenic bacteria for nutrients
and can also produce additional antibacte-
rial peptides and other substances.

Apart from the above-mentioned di-
rect antimicrobial activity, epithelial cells
are important regulators of the immune
response. Epithelial cells produce nu-
merous cytokines, cytokine antagonists,
chemokines, colony-stimulating factors,
and growth factors that all have the capacity
to recruit multiple inflammatory cells.
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Epithelial cells of mucosal surfaces also
contribute to mucosal immunity through
secretion of IgA. The basal epithelial cell
surface expresses the secretory compo-
nent, acting as a specific receptor for IgA
dimers. This complex is then transported
and secreted through the apical surface.
Such secretory IgA contributes to antiviral
and antibacterial immunity.

Epithelial cells can further internalize
antigen and express major histocompati-
bility complex (MHC) class I and class II
molecules. Epithelial cells also express cos-
timulatory molecules, such as CD80 and
CD86, which are essential for activating
T cells. Thus, epithelial cells may be able
to recruit inflammatory cells and sustain
a local T-cell response through antigen
presentation and costimulation.

2.2
Neutrophils

Neutrophils constitute the majority of the
blood leukocytes. They develop in the
bone marrow from the same precursors
as monocytes and macrophages. After
release from the bone marrow, mature
neutrophils have a short transit time of
only 6 to 8 h in the circulation. Then, neu-
trophils are stored in tissue sites through
so-called margination. This mechanism
guarantees that upon infection, a large
pool of mature neutrophils is rapidly avail-
able. Because neutrophils are present in
larger numbers than any other inflamma-
tory cell in the circulation, they are the
most important cells in initiating the acute
tissue response to injury and infection.

In order to enter the tissue, neutrophils
must adhere to the endothelium and mi-
grate through the blood vessel, a process
that is regulated by cell adhesion molecules
(CAMs). These CAMs are present on
neutrophils and endothelial cells where

they are upregulated at sites of inflam-
mation. Apart from CAMs, neutrophil
migration also requires chemotactic me-
diators. Neutrophil chemotactic mediators
include chemokines, most importantly
Interleukin-8 (IL-8), bacterial products,
complement split products, as well as
leukotrienes, and other lipid mediators.

Classically, neutrophils are regarded as
phagocytes. Indeed, neutrophils are highly
efficient at taking up and digesting bacte-
ria and other pathogens. Since neutrophils
express a variety of receptors for the con-
stant part of antibodies (Fc), they are most
potent at eliminating antibody-decorated
pathogens. Moreover, neutrophils have
recently been reported to function as scav-
enger cells, which deliver antigens, in
particular bacteria, into the spleen for in-
duction of an adaptive immune response.
However, neutrophils are far more than
that and produce antimicrobial agents
such as proteases, oxygen radicals, and
defensins upon activation, as well as lipid
mediators that lead to further cellular re-
cruitment.

A variety of highly active substances are
stored preformed in the granules of granu-
locytes. The serine proteinases neutrophil
elastase, cathepsin G, and proteinase-3 are
‘‘ready-to-use’’ stored in the azurophilic
granules of mature neutrophils. From
there, they can either be transferred to the
phagolysosomes or are released upon stim-
ulation. Once released, neutrophil serine
proteinases digest a number of extracellu-
lar matrix proteins, including elastin, col-
lagen (types I to IV), fibronectin, laminin,
and proteoglycans, which may lead to ex-
tensive tissue damage.

Release of oxygen radicals from neu-
trophils or other inflammatory cells appar-
ently plays an important role in causing
tissue damage at sites of inflammation.
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Among the lipid mediators released
by activated neutrophils are leukotrienes
(LTB4) and platelet-activating factor (PAF).
Both cause further neutrophil migration
and activation, thus amplifying the neu-
trophil inflammatory response.

Human neutrophil defensins, or hu-
man neutrophil peptides (HNP-1 to HNP-
4) are small (relative molecular mass
3.54 kD) cationic peptides defined by
their antimicrobial activity, but may,
however, have further immunoregula-
tory functions.

2.3
Monocytes and Macrophages

Monocytic cells are released from the
bone marrow and reach the blood as
monocytes. From there, monocytes leave
the circulation to reach their resident
site in tissues where they differentiate
to so-called macrophages. Macrophages are
recruited to foci of inflammation.

Monocytes and macrophages play a crit-
ical role in host defense, not only in innate
immunity but also in regulation of the
subsequent adaptive immune response.
Monocytes and macrophages produce an
array of inflammatory mediators and cy-
tokines, such as IL-1β, TNF-α, GM-CSF,
IFN-γ , IL-8, iNOS, RANTES and also lipid
mediators such as leukotrienes (LTC4) and
prostaglandins (PGE2). Their function is
mostly proinflammatory; under certain cir-
cumstances, monocytes and macrophages
can, however, also suppress an immune
response by producing IL-10.

Macrophages and monocytes are also
important in adaptive immunity, as they
express receptors for immunoglobulins G
and E (IgG, IgE). Also, T cells and NK cells
activate the phagocytic and microbicidal
function of macrophages and monocytes
by interferon gamma (IFN-γ ). IFN-γ

enhances the capacity of monocytes and
macrophages to present antigen, including
the upregulation of MHC class I and
II molecules.

2.4
Natural Killer Cells

Natural killer (NK) cells are bone marrow-
derived lymphocytes. They comprise the
third major lymphocyte population and
can be distinguished from other lympho-
cytes by the absence of B- and T-cell
antigen receptors, that is, sIg and T-cell
receptor (TCR) respectively. NK cells are
capable of lysing certain tumor cells with-
out prior sensitization. Because of this
capacity, termed natural killing, NK cells
were initially thought to serve primarily
in defense against tumor cells. Over the
years, however, NK cells have been shown
to have additional functions. They produce
cytokines that regulate the development of
acquired, specific immunity, and are in-
volved in the regulation of Th1 versus Th2
development.

NK cells provide early defense against
pathogenic organisms during the initial
response period against a variety of mi-
croorganisms, most importantly against
viruses, but also against bacteria and
protozoa. NK cells recognize their tar-
gets via two general types of recep-
tors. NK cells express inhibitory recep-
tors specific for MHC class I molecules
on target cells. This inhibitory recep-
tor prevents the NK cell from activation
and killing healthy tissues of the host
(‘‘missing-self’’ hypothesis). NK cells also
express activation receptors that recog-
nize target cell ligands and can trigger
perforin-dependent natural killing. Many
of these activating receptors, such as
Ly49D and Ly49H, are structurally re-
lated to the inhibitory receptors. The two



346 Immune Defence, Cell Mediated

types of receptors, inhibitory and activat-
ing, cross-regulate each other and the
balanced signal of the two will deter-
mine NK cell activation. Stimulation of
NK cells through the activation receptors
can lead to production of proinflam-
matory cytokines such as IFNγ , TNF-
α, and granulocyte-macrophage colony-
stimulating factor (GM-CSF).

NK cells are also activated by cy-
tokine stimulation. Infected or activated
dendritic cells (DCs) and macrophages
produce cytokines and chemokines such
as IFNα/β, IL-12, IL-15, and IL-18 that
stimulate NK cells to rapidly produce
other cytokines (including IFNγ , TNFα,
and GM-CSF) and chemokines (such as
ATAC/lymphotactin, Mig, and MIP-1α),
resulting in further activation of im-
mune cells.

2.5
Eosinophil Granulocytes

Eosinophils derive from the bone marrow.
They are considered to merely pass
through the blood circulation to finally
reside in the tissues. The ratio of tissue
eosinophils to blood is around 100 : 1. The
highest density of eosinophils is found
in mucosal tissues, a localization pattern
that attests to their role in the mucosal
immune response.

Eosinophils possess an arsenal of
numerous highly basic and cytotoxic gran-
ule proteins, as well as enzymes designed
to inflict oxidative damage on biologic
targets. This weaponry is released on
eosinophil activation.

The eosinophil contains an array of
cytotoxic granule proteins. Major Basic
Protein-2 (MBP-2) is a potent cytotoxin
and helminthotoxin. It is also bactericidal,
and virucidal. Eosinophil Cationic Protein
(ECP) is a highly potent toxin for parasites.

Eosinophil-Derived Neurotoxin (EDN) is a
potent neurotoxin. Eosinophil peroxidase
(EPO) in the presence of H2O2 kills
microorganisms and tumor cells. A variety
of other enzymes are also found in
the eosinophil, including Arylsulfatase B
and lysozyme.

Apart from a direct cytotoxic and antimi-
crobial function, the eosinophil also acts
as a regulator of the immune response. It
contains lipid bodies that serve as a storage
site for the production of lipid media-
tors, predominantly leukotriene C4 (LTC4).
Eosinophils are also sources of growth
factors as well as regulatory or proinflam-
matory cytokines and chemokines, such
as IL-3, IL-4, IL-5, IL-8, IL-16, GM-CSF,
TGF-α, TGF-β1, RANTES, PAF, TNF-α,
and MIP-1α.

Eosinophils express various membrane
receptors that regulate their trafficking and
activation, including adhesion receptors,
receptors for the constant portion of
immunoglobulins (Fc), as well as receptors
for cytokines and lipid mediators.

The major role of eosinophils appears
to lie in defense against large organ-
isms, such as multicellular parasites,
which are too large for phagocytosis.
Eosinophils may respond to carbohydrate
ligands on the parasite surface, such as
the LewisX-related molecules, and cell ad-
hesion molecules that appear similar to
selectins. Interestingly, eosinophil action
in the lung is under the control of Th
cells. Specifically, while eosinophils may
be recruited to the lung during an al-
lergic reaction in a Th cell independent
fashion, the presence of Th cells in the
lung is required for the degranulation of
eosinophils. This is yet another example
of the complexity of the interaction be-
tween cells of the innate and adaptive
immune system and how the systems
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cross-regulate each other in order to fo-
cus the responses on potentially danger-
ous pathogens.

2.6
Basophils and Mast Cells

Basophils account for less than 0.2% of
all leukocytes. The granules in basophiles
contain an abundance of mediators, the
most important ones being histamine,
heparin, and leukotrienes. Upon cross-
linking of the high affinity IgE receptor
(FcεRI), basophils degranulate and can
cause severe systemic symptoms of allergy
including anaphylactic shock. However,
basophils also play a role in the immune
response against parasites by augmenting
inflammation.

Mature human mast cells are rounded
or spider-like cells of 9 to 12-µm diam-
eter, which contain a striking amount
of granules that, when stained, behave
metachromatically. Mast cells are present
in nearly every organ tissue, but high num-
bers of mast cells are found in potential
entry ports for pathogens, such as the
skin, and the mucosal surfaces of the eye,
the gastrointestinal tract, and the respira-
tory tract.

Two types of mast cells, differing in their
granule contents and in their patterns of
mast cell–specific proteases can be distin-
guished. Human mast cell nomenclature
is based on neutral protease composition.
Whereas MCT cells express tryptase alone,
MCTC cells produce tryptase, chymase,
mast cell carboxypeptidase, and cathep-
sin G. It can be said that MCT cells
predominate in the normal lung, partic-
ularly in the alveoli, and in the small
intestine mucosa. MCTC cells are the pre-
dominant type found in normal skin,
blood vessels, gastrointestinal submucosa,
and synovium.

Mast cells are well-known effectors of
allergic disease, as they express the high-
affinity receptor for immunoglobulin E
(IgE). If cross-linked by an allergen, the
mast cell immediately degranulates an
array of mediators, one of the most rapidly
acting being histamine.

While it is clear that mast cells are
responsible for making patients suffer
from their allergies against harmless
substances such as pollen or food, it is
extremely difficult to find a positive role
for mast cells. It is not until recently that
a new and positive role of the mast cell
in protective immunity against parasites
and bacteria is emerging. Animal studies
with parasites showed a correlation of
mast cell numbers with parasite expulsion
that can be readily attributed to mast cell
mediators such as histamine, proteases,
and cytokines. The immune response
initiated by mast cell-released mediators
also involves eosinophils, and Th2 cells.
More recent animal studies using mast
cell-deficient mice, however, suggest that
it is not the mast cells themselves, but the
Th2 type immune response that is the key
to antiparasite immunity. Interestingly,
mast cell–deficient mice also appear
more susceptible to bacterial infections,
suggesting a role for the mast cell in innate
immunity. Mast cells produce tumor
necrosis factor alpha (TNF-α), a strong
chemo attractant for neutrophils, offering
an explanation for the antibacterial activity
of mast cells.

2.7
Tissue Cells

Although usually not regarded as part
of the immune system, tissue cells pos-
sess antimicrobial defense mechanisms
that are the key to host survival. Here,
interferons must be mentioned. Host
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cells, upon viral infection, start produc-
ing IFN-α and IFN-β. These interfer-
ons induce resistance to viral replica-
tion in neighboring uninfected cells. In-
terferons also upregulate class I MHC
molecules, thus making virally infected
cells more susceptible to CD8+ T cell-
mediated killing, so that the virus is
more rapidly eliminated. Finally, inter-
ferons activate NK cells, which then kill
virus-infected cells.

2.8
Platelets

In addition to their role in blood clot-
ting, platelets are involved in inflamma-
tion. Each day an adult human produces
1011 platelets that are split off from
megakaryocytic cells in the bone mar-
row. Injury to endothelial cells induces
platelet adherence and aggregation, lead-
ing to platelet activation and degranula-
tion. Platelet granula contain serotonin
so that capillary permeability is increased,
as well as fibrinogen that activates com-
plement and attracts leukocytes. Inter-
estingly, platelets express CD40 ligand,
a molecule critical for activation of B
cells, macrophages, and dendritic cells,
suggesting a possible role of platelets in
the regulation of innate and adaptive im-
mune responses.

3
Adaptive Immunity

3.1
Cell Mediated versus Antibody Mediated
Immunity

The adaptive immune system is based on
two pillars, T cells and B cells. T cells are
responsible for cell-mediated immunity
while B cells produce antibodies, the basis
of humoral immunity. Although the two
arms are intimately linked with T cells
regulating B-cell responses (in particular,
through T help) and vice versa, B cells
influencing T-cell responses, the basic
functions and tasks of B and T cells
are quite distinct (Table 1). Antibodies
are important for protection against a
variety of pathogens, in particular, many
viruses and bacteria. Although antibodies
are essential for protection against most
secondary infections, they also play a major
role during many primary infections and
absence of antibodies results in increased
susceptibility to many viruses, such as
rotaviruses and polio virus. T cells also
play a major role during many primary
viral infections. Cytotoxic T cells (CTLs)
are the key to the elimination of many
non- or poorly cytopathic viruses, such as
hepatitis B and C. CTLs also play a major
role in keeping persistent infections under
control. Th cells, on the other hand, play a

Tab. 1 Effector mechanisms for the elimination of pathogens and tumors.

Type of disease Dominant effector mechanism Example

Primary infection Antibody, T cell, innate Rota virus (Ab), hepatitis B (T cell),
Streptococcus (innate)

Secondary infection Antibody Rota virus, polio, hepatitis B
Chronic infection T cells HIV, HCV
Solid tumor T cells Melanoma
Single-cell tumors Antibody (monoclonal) B-cell lymphoma
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more complex role. Th cells are critical
for the B-cell response, which remains
abortive in the absence of Th. This not only
helps in eliminating pathogens in acute
infections but may also be essential in
preventing the loss of CTL-memory during
chronic infection. In addition, Th cells
act more directly on CTLs by facilitating
the induction of proliferation competent
memory CTLs (see Sect. 4).

The situation for cancer appears differ-
ent since antibodies play a minor role in
control of tumor growth. As antibodies do
not efficiently penetrate tissues, their abil-
ity to kill tumor cells remains limited. The
monoclonal antibody herceptin, which is
directed against breast cancer cells, and
has proven successful in patients, is prob-
ably a rather exceptional case. Another
exception is single-cell tumors, such as
lymphomas, as they are more accessible to
antibodies than solid tumors. This is well
documented by the clinical efficacy of a
variety of monoclonal antibodies, such as
anti-CD20 antibodies (Rituximab), which
eliminate B cells in an Fc receptor de-
pendent fashion. Yet, the importance of
naturally induced lymphoma specific an-
tibodies remains to be documented. In
addition to a possible direct antitumor
activity, antibodies may facilitate presenta-
tion of tumor-associated antigens by DCs
and other antigen-presenting cells (APCs),
leading to heightened T-cell responses. It
is this T-cell response that appears most
apt to reduce tumor burden, since T cells
have the ability to enter solid tumor tissues.
The key antitumor effector cells are CTLs,
which can induce direct lysis of tumor
cells. In addition, Th cells locally produce
cytokines in the tumor mass, creating a
proinflammatory milieu, facilitating elim-
ination of tumor cells by recruitment and
activation CTLs and nonspecific cells such
as macrophages or eosinophils.

3.2
Induction of Cell-mediated Immunity: T-Cell
Activation

T-cell activation is a carefully orches-
trated process optimally driven by pro-
fessional antigen-presenting cells, such as
DCs, which express high levels of acces-
sory and costimulatory molecules. Several
additional parameters regulate T-cell acti-
vation, including the kinetics and duration
of antigen presentation as well as the
activation status of DCs. The following
sections will discuss these parameters in
more detail.

3.2.1 Costimulation
Antigen-specific stimulation of T cells
through the TCR alone is not usually
sufficient for full T-cell activation. On
the contrary, T-cell responses remain
abortive in the absence of costimulation
by accessory molecules, resulting in T-cell
tolerance or anergy, rather than activation.
T-cell anergy characterizes nonfunctional
T cells that fail to proliferate upon ex-
posure to antigen and therefore are not
able to mediate an effective immune
response. The most prominent costim-
ulatory molecule on T cells is CD28,
a receptor triggered by the B-7 family
members CD80 and CD86 expressed on
professional antigen-presenting cells, in
particular dendritic cells. Indeed, engag-
ing CD28 together with the TCR results
in a reduced number of TCRs that need
to be triggered for T-cell activation and en-
hances TCR-mediated signal transduction.
Moreover, CD28 delivers an additional,
poorly understood, signal into T cells, pre-
venting induction of T-cell anergy. Yet,
many viruses and other pathogens are
able to induce strong and protective T-
cell responses in the absence of CD28.
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This may not reflect truly costimulation-
independent T-cell activation but may
rather be explained by the usage of al-
ternative costimulatory molecules, such
as ICOS. Indeed, ICOS has been shown
to be responsible for CD28-independent
activation of T-cell responses upon infec-
tion with vesicular stomatitis virus (VSV).
OX40 and 41BB, members of the TNF-
receptor family are additional molecules
involved in T-cell activation, presumably
through costimulation-like processes. In
addition to such costimulatory molecules,
there are accessory molecules that facil-
itate T-cell activation through adhesion
of T cells to DCs. LFA-1 and CD2 may
be good examples, which, in addition
to a postulated signaling function, en-
hance TCR triggering by facilitating T-cell
APC interactions. Interestingly, effector
function of T cells occurs rather inde-
pendent of costimulation, ensuring proper
activity of effector cells in the periphery,
where costimulatory molecules are scarce.
Thus, T cells go through an initial phase
of costimulation-dependent activation fol-
lowed by costimulation-independent effec-
tor function.

3.2.2 Duration of Antigen Presentation
It has been shown that a single brief expo-
sure to antigen allows T cells to undergo
a full program of activation, proliferation,
and effector cell differentiation. Yet, ex-
tended antigen presentation is essential
for the generation of protective T-cell re-
sponses and also for the induction of
CD28-independent T-cell activation as ob-
served after viral infection. In fact, one
of the key differences between pathogens
and recombinant, nonreplicating antigens
is the duration of antigen presentation.
While antigens derived from viruses, bac-
teria, and other pathogens are presented

for at least as long as the pathogens repli-
cate, recombinant antigens are presented
for much shorter time spans; peptides are,
for example, usually only presented for
a few hours. This, in part, explains the
poor immune response usually obtained
with recombinant antigens and also in-
dicates why adjuvants enhance immune
responses, since adjuvants, such as alu-
minum hydroxide or Freund’s adjuvants,
form antigen depots, leading to a pro-
longed antigen release. In addition to
forming antigen depots, modern vaccines
also contain substances that activate the
innate immune system, as discussed in
the next Section (3.2.3).

3.2.3 DC Maturation
DCs are cells that are potent in taking up
and processing antigens. In addition, DCs
are the most efficient cell type for the in-
duction of protective T-cell responses. Yet,
DCs are surprisingly efficient at inducing
T-cell tolerance if they are not activated
by additional stimuli. Thus, only activated
DCs induce protective T-cell responses.
When DCs are resting or immature, they
induce T-cell tolerance rather than acti-
vation. The inability of immature DCs
to trigger T-cell activation may in part
be explained by reduced levels of cos-
timulatory molecules; indeed, during DC
maturation, costimulatory molecules such
as CD80/CD86 are upregulated, leading
to increased costimulation. Nevertheless,
resting DCs do express significant levels of
CD86 and it seems unlikely that absence
of costimulation alone is responsible for
inducing tolerance rather then immunity.
Additional factors, such as lack of cytokine
secretion by resting DCs or their short
life span that leads to a short duration
of antigen presentation are probably also
contributing to the inability of immature
DCs to induce protective T-cell responses.
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Two types of stimuli cause activation
and maturation of dendritic cells: cy-
tokines and other proteins produced by
T cells, macrophages, DCs, and/or other
cell types and patterns associated with
pathogens (PAMPs) recognized by spe-
cific receptors on DCs. Good examples
of such patterns are LPS or other cell
wall components of bacteria as well as
the double-stranded RNA of viruses. The
best described receptors for such patterns
(PRRs) are toll-like receptors 1 to 11.
Interestingly, different toll-like receptors
appear to stimulate the immune system
in slightly different ways. DCs, for ex-
ample, express, amongst others, toll-like
receptors 2, 4, and 9. For the induc-
tion of CTL responses, toll-like receptor
9 appears to be much more important
than the other two receptors, while for
enhancing antibody responses against al-
lergens, toll-like receptor 2 appears to be
most efficient.

Simulation of DCs and other APCs by
toll-like receptors is most important for
the early immune response, directing the
type of immune response that is induced.
Specifically, most toll-like receptors direct
the immune response toward a Th1 type
and CTLs, namely the type of T- cell
response that is critical to rid viruses
and bacteria. Many multicellular parasites
are eliminated by the immune system
mounting a Th2 response. In line with this,
most parasites are not known to engage
toll-like receptors.

Cytokines produced by activated T cells
are playing a major role in reinforce-
ment, sustaining and amplifying the type
of response that has been initiated by
the toll-like receptors. In this way, the
innate and adaptive immune system in-
teracts intimately early in the response
and the adaptive immune system only

becomes independent of the innate im-
mune system once the T-cell response has
reached a certain threshold required for a
sustained response.

3.3
Extravasation

Once activated, T cells need to leave
lymphoid organs and emigrate into tis-
sues. A key step in this process is the
trans-endothelial migration of lympho-
cytes. Three steps dominate this migration
(Fig. 2). In the first step, lymphocytes at-
tach loosely to the endothelial layer by
way of interaction between selectins ex-
pressed on T cells and adressins expressed
on endothelial cells. In this phase, lympho-
cytes roll over the endothelium of blood
vessels. In the second step, lymphocytes
become activated by local chemokines
bound to the extracellular matrix on en-
dothelial cells. This leads to cellular ac-
tivation and increased avidity of LFA-1
to its ligand I-CAM, resulting in arrest
of the cells at the local site and trans-
endothelial migration (diapedesis). At the
site of injury or infection, CTLs may
then directly lyse target cells or inhibit
pathogen replication by secretion of cy-
tokines. Similarly, Th cells, if activated
by local MHC class II expressing APCs,
also secrete cytokines, chemokines, and
other mediators, leading to increased per-
meability of the endothelial cell layer and
further cell-recruitment. In addition, cy-
tokines and chemokines may trigger local
activation of APCs and effector cells, such
as granulocytes and CTLs.

3.4
Delayed Type Hypersensitivity Reaction

A well-known example of T-cell activa-
tion, extravasation, and local release of
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Fig. 2 Multistep model of lymphocyte activation for extravasation from blood into the tissue.

immunological mediators is the delayed
type hypersensitivity reaction. Upon in-
jection of proteins into the skin, antigen
drains into T-cell areas of the lymph node,
leading to MHC class II-associated antigen
presentation. At the same time, Langer-
hans cells in the skin take up the antigen,
process it, and transport it into the lymph
node, further increasing antigen presen-
tation. This leads to local activation of
T cells. If the organism is exposed for
the first time to the antigen, the kinet-
ics of the T-cell response induced is slow
and by the time activated T cells leave
the lymph node, the antigen in the skin
has been eliminated and no local reac-
tion becomes visible. In contrast, in the
presence of memory T cells, activated T
cells leave the lymph node quickly while
the injected antigen is still present in
the skin. This results in a local inflam-
matory response, which is readily visible
as a local rash and swelling, due to in-
creased permeability of the vessels. Since
no inflammatory response occurs in the
absence of preexisting T-cell memory,
this delayed type hypersensitivity (DTH)
reaction is often used to measure T-
cell memory and to probe for persistent
infections, as is done with the tuberculin
test for diagnosis of latent infection with
tuberculosis.

3.5
Lymphoid Organ-like Structures in Chronic
Inflammation

Induction and maintenance of T-cell re-
sponses usually requires the transport of
antigen into lymphoid organs, where T-
cell activation occurs. This is true both for
the induction of protective T-cell responses
against pathogens as well as for the gener-
ation of T-cell responses directed against
self, potentially causing autoimmunity.
For these latter autoimmune responses,
however, the reverse may also occur,
namely, that lymphocytes are attracted to
self-antigens in the periphery, causing sus-
tained T-cell responses and damage in the
afflicted organs. An important molecule
for this process is the chemokine BLC
(CXCL13, BCA-1), which attracts B cells.
Under normal conditions, BLC orches-
trates the generation and maintenance of
B-cell follicles in lymph nodes and spleen,
by attracting CXCR5 receptor expressing B
cells. B cells that have been stimulated by
BLC express lymphotoxin β(LT-β), which
is essential for the generation of follicular
dendritic cells and formation of B-cell fol-
licles. Around these B-cell follicles, T-cell
areas are formed leading to the generation
of the typical structure of lymphoid or-
gans. Expression of BLC in the periphery



Immune Defence, Cell Mediated 353

is sufficient to drive the generation of
such structures within peripheral organs,
causing chronic stimulation of self-specific
T cells within these ectopic structures.
Indeed, in a mouse model of lupus ery-
thematosus, a severe autoimmune disease
in humans, BLC expression was increased
up to 10 000 fold in organs such as thymus
and kidney, that are typically infiltrated
by lymphocytes. It is likely that lymphoid
organ-like structures observed in patients
with Hashimoto’s thyroiditis, type I dia-
betes, or rheumatoid arthritis may have
a similar origin and are caused by local
expression of BLC or lymphotoxin-β.

4
Mechanisms of T-Cell Mediated Immunity

4.1
Th Cells (CD4+)

Th cells have a limited ability to directly in-
terfere with pathogen replication. Through

secretion of cytokines, in particular IFNγ ,
Th cells can induce an antiviral state in
neighboring cells, halting replication of
viruses and intracellular bacteria. In ad-
dition, members of the TNF superfamily
(TNF and Fas-ligand) may have the abil-
ity to cause apoptosis in infected target
cells, also reducing pathogen replication.
The most important function of Th cells
is, however, the orchestration of the var-
ious antimicrobial effector cells (Fig. 3).
Through the secretion of chemokines and
cytokines, Th cells are able to recruit innate
effector cells, such as macrophages, gran-
ulocytes, or eosinophils and activate DCs,
enhancing T-cell priming. In addition, Th
cells are able to cause isotype-switching
in B cells and the generation of protec-
tive memory antibody levels. Moreover,
Th cells also act directly on CD8+ T
cells facilitating the induction of CTL
responses against weak antigens and en-
abling development of proliferation com-
petent memory CTLs. Thus, although Th
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Fig. 3 Cross-talk between the innate and adaptive immune system and the critical role of Th cells in
orchestrating the immune response.
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cells have little immediate effector func-
tion, they are key cells for the induction
and maintenance of immunity by activat-
ing an army of innate effector cells and
facilitating the generation of B- and T-
cell memory.

4.2
Cytotoxic T Cells (CD8+)

In contrast to Th cells, CTLs are key effec-
tor cells of the adaptive immune system.
Similar to Th cells, CTLs are secreting a va-
riety of chemokines, cytokines, and IFNγ

enhancing cellular recruitment and acti-
vation as well as causing a local antiviral
state. In addition, CTLs harbor lytic gran-
ules, which upon stimulation are released
in a directed fashion at the immunolog-
ical synapse onto the recognized target
cells. The lytic granules contain a vari-
ety of proteins that can cause death of
the recognized target cells. The most im-
portant proteins are perforin, which acts
by ‘‘punching’’ holes into target cells as
well as serine proteases belonging to the
family of granzymes. Although it was
originally thought that perforin mediates
cell death by destruction of membrane
integrity, it has recently become clear
that the main function of perforin is to
enable granzymes to enter target cells.
This causes death of the target cells, be-
cause granzymes activate caspases, leading
to apoptosis.

Granzymes are inactive at the low pH
while they are stored in the granules
and they only become activated once they
are released from the granules, that is,
in the target cells. The importance of
the lytic perforin/granzyme pathway ver-
sus the secretion of cytokines by CTLs
varies with the pathogen. For lytic viruses,
which rapidly kill infected target cells,
the perforin/granzymes pathway is of

limited importance and cytokines and
TNF family members are more impor-
tant for protection. For nonlytic viruses,
which do not kill the infected target
cells, the perforin/granzymes pathway
is more pivotal and cytokines as well
as other soluble mediators play a mi-
nor role.

5
Silencing of the Immune Response: What
Goes Up Must Come Down

So far, we have mainly been concerned
with the buildup of protective T-cell
responses. However, the silencing of on-
going immune responses to limit dam-
age in the host caused by the immune
system (immunopathology) is equally im-
portant. What mechanism(s) are available
to switch off T-cell responses? For re-
sponses against acute infections, the most
efficient mechanism is the elimination
of antigen. Once the pathogen has been
cleared from the host, the majority of T
cells undergo apoptosis and, in the ab-
sence of further stimulation, the T cells
become quiescent memory T cells (Fig. 4).
As an additional mechanism, antigen-
specific attenuation of T-cell responses
by membrane-bound receptors has been
postulated for CTLA-4, PD-1, a CTLA-4
homolog and further homologs of this
family of receptors (e.g. BTLA). Indeed,
mice deficient in the respective genes
have a striking phenotype and rapidly de-
velop symptoms of autoimmune disease.
However, the mechanism of this attenu-
ation is still a matter of debate. In fact,
rather than downregulating T cells in an
antigen-specific manner, receptors such
as CTLA-4 may facilitate the induction of
regulatory T helper cells that secrete anti-
inflammatory cytokines.
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Fig. 4 Regulation of T-cell responses and establishment of memory.

TGF-β and IL-10 are the most potent im-
munosuppressive cytokines. Production
of these anti-inflammatory cytokines has
been shown to be of great importance dur-
ing an infection with parasites, which may
otherwise induce overshooting T cells re-
sponses resulting in the death of the host.
The ambivalent function of immunosup-
pressive or anti-inflammatory cytokines is
well illustrated by IL-10. On the one hand,
acute infection of IL-10 deficient mice with
Toxoplasma gondii or the malaria par-
asite Plasmodium results in a fulminate
inflammatory response, causing death of
the infected mice due to immunopathol-
ogy usually kept in check by IL-10. On the
other hand, due to increased inflamma-
tory T-cell responses, IL-10-deficient mice
are better protected from primary and
secondary systemic infection with Listeria
monocytogenes and show improved clear-
ance of pathogens such as Mycobacteria or
Leishmania major that usually persist in
their hosts.

In case the pathogen cannot be cleared
from the host, as is the case for the
parasite L. major, the member of the
TNF-receptor family Fas has been shown
to be important by causing apoptosis
of highly stimulated T cells, prevent-
ing their accumulation. Indeed, Fas-
deficient mice amass antigen-specific T

cells upon infection with L. major, re-
sulting in grossly enlarged draining
lymph nodes.

In conclusion, T-cell responses induced
by acute infection that can be resolved
by the host are usually downregulated
by clearance of the antigen. Under
condition of excessive antigen load or
undue stimulation of innate immunity
or when the pathogen cannot be elimi-
nated, additional mechanisms may kick
in, such as inhibitory receptors and,
in particular, the production of anti-
inflammatory cytokines.

6
T-Cell Memory

Upon infection or vaccination, specific T
cells proliferate and expand as a popula-
tion. Peak frequencies are usually reached
within one or two weeks. Once the
pathogen has been cleared, T-cell frequen-
cies start to drop and more than 90% of
the T cells undergo apoptosis. The remain-
ing cells differentiate into memory cells
and are maintained at relatively constant
frequencies over extended time periods
(Fig. 4). If the pathogen is reencountered,
these T cells respond with accelerated ki-
netics, leading to an enhanced secondary
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T-cell response. Hence the term ‘‘T-cell
memory’’; the immune systems remem-
ber that it has previously responded to
the pathogen.

This enhanced T-cell response is not
only due to increased numbers of memory
T-cell precursor. Memory T cells also show
an altered physiology when compared to
naı̈ve T cells. Most importantly, memory T
cells can secrete cytokines within hours af-
ter stimulation while naı̈ve T cells require
days for initiation of cytokine secretion.
Moreover, memory T cells can be activated
in the absence of costimulation, apparently
due to a rearranged signal transduction
machinery. Thus, if compared to naı̈ve T
cells, memory T cells are also more potent
at the single-cell level.

Various memory T-cell subsets have
been described. Particularly prominent
is the concept of central versus effector
memory T cells. Originally, it was thought
that central memory T cells reside in lymph
nodes and the spleen and rapidly respond
with proliferation to antigen reexposure.
Effector memory T cells, on the other hand,
were suggested to reside in peripheral
tissues and exhibit immediate effector
function. Hence, effector memory T cells
were thought to be mainly responsible for
immediate protection against reinfection.
However, this concept has meanwhile
been challenged in many ways and it was
found that central memory T cells are often
found in peripheral tissues and exhibit
similar immediate effector function as
effector memory T cells. In addition, it was
even reported that central memory T cells
are more potent at mediating protection
against reinfection than effector memory T
cells. Thus, the physiological significance
of the two types of memory T cells remains
to be established.

The importance of persisting antigen
for the maintenance of T-cell memory and

for the balance between central and effec-
tor memory T cells has been a matter of
extensive debate. Nevertheless, it is now
emerging that memory T cells do not need
persisting antigen for their survival. Yet,
presence of persisting antigen keeps the T
cells in a more activated state, facilitating
maintenance of immediate effector func-
tion. Thus, optimal long-term protective
T-cell memory is induced by viruses that
persist at a low level in the host, such as
lymphocytic choriomeningitis virus or cy-
tomegalovirus. In fact, it is the chronically
stimulated T cells that keep the virus in
check and prevent widespread replication.
Indeed, containment of persisting viruses
and other pathogens is probably one of the
most important tasks of T-cell memory.
The importance of chronic antigen expo-
sure for the maintenance of T-cell effector
function is also illustrated by the examples
described above of lymphoid organ-like
structures in peripheral organs of patients
with autoimmune diseases. It is the contin-
uous antigenic exposure in an immunos-
timulatory environment that keeps T cells
activated and capable of mediating tissue
destruction.

In conclusion, upon elimination of the
bulk of the antigen, most of the effector T
cells undergo apoptosis and few of the cells
differentiate into memory T cells. These
memory cells are maintained at increased
frequencies and are able to respond
to antigenic reexposure with enhanced
kinetics. One key function of memory T
cells is to keep persistent infections under
control and prevent widespread replication
of the pathogens.

See also Antigen Presenting Cells
(APCs); Immunologic Memory;
Immunology; Innate Immunity.
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Automated
Automated immunoassays require complex, computer-controlled instrumentation that
takes care of all repetitive steps such as sample handling, pipetting, washing, end point
determination and the calculation of results. New larger machines integrate the
functions of immunoassay analyzers and clinical chemistry analyzers into one system.

Binding Affinity
Binding affinity is the probability of association of a ligand (antigen) with a binding
molecule (antibody). High affinity depends positively on the rate of association of the
two molecules and negatively on the rate of dissociation of the complex formed.

Classification
In this context, ‘‘classification’’ refers to any system that may be used to explain how
the very large numbers of different immunoassays are related to each other.

Epitope
An epitope is that portion of an antigen with which the binding site of an antibody
(paratope) interacts specifically.

Hapten
A hapten is a low molecular weight antigen that is not inherently immunogenic.

Hybridoma
Monoclonal hybridoma cells are ‘‘immortal’’ cells that (in the present context) are
capable of synthesizing antibodies with desirable properties. They are generated by
fusing lymphocytes and myeloma cells, followed by dilution, culture, and selection
steps to ensure enduring viability, homogeneity, and ability to secrete desirable
monoclonal antibodies.

Immunoglobulin Structure
All immunoglobulin molecules are glycoproteins with similar characteristic complex
structures that are rugged and flexible. They consist of multiple, paired domains that
are all derived from ‘‘the immunoglobulin fold,’’ a protein structural motif also found
in many other proteins.
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Interference
By interference is meant the phenomenon whereby an incorrect result is obtained in
an immunoassay because of the presence, in the sample being tested, of a substance or
substances (other than the analyte) capable of interacting with assay reagents so as to
influence their normal roles.

Label
The term ‘‘label’’ is usually applied to the labeled antigen, labeled hapten, or labeled
antibody employed as a reagent in immunoassay.

Microarray
In the context of immunoassay methodology, a microarray is usually an array or matrix
of microdots each coated with a different specific antibody or antigen.

Monoclonal Antibody
A homogeneous population of antibody molecules, each with identical binding affinity
and specificity, synthesized by a monoclonal cell line.

Multiplexed
Multiplexed immunoassays are capable of detecting or measuring two or more analytes
following the execution of a single analytical procedure that usually has no additional
steps as compared to an ordinary assay. Multiplex is a synonym of multiple.

Paratope
A paratope consists of complementarity determining regions (CDR) of the variable
domains of an immunoglobulin and is that portion of an antibody that constitutes an
antigen binding site.

Polyclonal Antibody
A heterogeneous population of antibody molecules raised by immunizing a suitable
animal with a specific antigen.

Rapid Test Device
Rapid test devices (RTD) are small constructs usually consisting of one or more
components, including moulded plastic structures, membranes, adsorbent strips,
absorbent pads, and immobilized (or otherwise incorporated) assay reagents. An
immunoassay formulated as a RTD enables the detection of tiny quantities of specific
molecules at virtually any location by untrained persons.

Reagent-excess
In reagent-excess immunoassays, the principal reagents, such as immobilized antibody
and labeled antibody or labeled antigen, are used in excess. Most reagent-excess
immunoassays may also be described as ‘‘sandwich’’ immunoassays.
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Reagent-limited
For reagent-limited immunoassays, the principal reagents, such as immobilized
antibody and labeled antibody or labeled antigen, are used at limited concentrations,
and a plot of ‘‘label bound’’ against analyte concentration displays an inverse
relationship. Reagent-limited immunoassays are commonly referred to as
‘‘competitive’’ immunoassays. Separation-free immunoassays are usually
‘‘reagent-limited.’’

Separation-free
A separation-free (homogeneous) immunoassay has no separation step.
Separation-free immunoassays are usually ‘‘reagent-limited.’’ In a normal
immunoassay, after incubation of reagents with analyte, bound label must be separated
from free label to enable measurement of the bound fraction. In separation-free
immunoassay, the binding of label to antibody modulates the activity of label such that
analyte concentration determines total label activity.

Solid Phase
In immunoassay, a solid-phase component may be the internal wall of a tube or well, a
bead or microparticle, a membrane or a thread. Linking a basic assay reagent such as
antibody or antigen to a solid-phase component allows the easy separation of bound
from free label, thereby facilitating the accurate measurement of bound (or free) label.

Standardization
By standardization is meant the development and validation of assays in such a way
that all assays for the same analyte give the same (numeric) results if applied to the
same samples. The same results should be obtained whether the assays were developed
and manufactured by different companies, used at different locations, operated by
different users, or used at different times.

Structural Complementarity
Structural complementarity is the term used to explain the high affinity binding of the
paratope of a specific antibody to the epitope of an antigen. The paratope and epitope
have complementary shapes, complementary distributions of electric charges, and
opposing groups that form good noncovalent bonds. Structural complementarity, in all
its variety and complexity, explains all strong and spontaneous molecular associations
and is therefore an essential part of the ultimate explanation for all biological processes.

� Specific, biologically related, intermolecular interaction is the basis of all ‘‘binding
assays,’’ recombinant DNA procedures, and, accompanied by catalysis, of enzymatic
analysis. ‘‘Binding assays,’’ also referred to by the term saturation analysis, depend
on the ‘‘bio-recognition’’ of analytes by high affinity, specific binding proteins. In the
last forty years ‘‘protein binding assays’’ have found so many applications in diverse
areas of biochemical and chemical analysis that they now represent a standard
analytical principle, like colorimetry or chromatography.
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While there are many kinds of high affinity, specific binding proteins in nature
(hormone receptors, for example), the special properties of antibodies have made
them the most popular choice by far, for such methods. The term ‘‘immunoassay’’
applies to measurement procedures that use antibodies as specific binding reagents,
as well as to assays that use antigens for the detection or quantification of specific
antibodies. It is because of the extraordinary variety, specificity, and affinity of
antibody–antigen binding reactions, that immunoassays are used for routine
analyses and for research purposes throughout the biological and medical sciences.

Often an immunoassay procedure is chosen to measure a particular analyte
because no other type of assay is technically feasible, which is true for specific
antibodies, for most proteins and for many other complex biomolecules. But
frequently, immunoassays are used because they match or exceed analytical
and practical requirements and are more convenient and cost-effective than any
alternative method.

When a broad perspective is adopted, it is clear that the history of
immunotechnology as applied to the detection and quantitation of antigens did not
begin with the invention of radioimmunoassay in the late 1950s. Rather, experimental
immunologists have always used specific antibodies and ‘‘purified’’ antigens
in their investigations, and major developments with respect to ‘‘immunoassay
methodology’’ occurred when these were applied clinically and/or formulated to
maximize their utility to clinical microbiologists, clinical chemists, and others.
Table 1 lists some of the significant advances in this long history of the development
of immunoassay methodology.

1
Antibodies for Immunoassays

1.1
Immunoglobulin G Structure

Antibodies, also defined as immunoglob-
ulins and found in blood and other
body fluids of vertebrates, are essential
components of the adaptive, humoral im-
mune system. Immunoglobulin G (IgG),
the class of antibody used predomi-
nantly in immunoassays, is a 1 50 000
Da glycoprotein containing two identical
heavy (H ∼420 residues) and two iden-
tical light (L ∼215 residues) polypeptide
chains. The two identical antigen-binding
sites (also called paratopes) of IgG are

composed of the atoms of about fifty
amino acid residues found in groups
(complementarity determining regions,
CDR) scattered along the variable seg-
ments of the H and L chains. In the
3-D structure of all immunoglobulins
the six CDR occur as loops and it is
CDR variability that accounts for almost
all of the immense range of antibody
specificity.

For analytical purposes, IgG molecules
can be linked covalently to labeling sub-
stances and to solid-phase materials by
any of a range of standard chemical proce-
dures. They also readily bind noncovalently
to plastics and glass to give ‘‘antibody
coated’’ tubes, wells, or beads.
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Tab. 1 Milestones in the development of immunoassay methodology.

Development References

Detection of bacilli by antibody agglutination Freund (1925)
Titration of antisera by antigen precipitation Libby (1938)
Immunofluorescence staining Coons (1942)
Albumin measurement by antibody

precipitation
Chow (1947)

RIA for antigen Berson and Yalow (1959); Ekins (1960)
Immunoenzymatic staining Nakane and Pierce (1966); Avrameas and

Uriel (1966)
Labeled antibody RIA Miles and Hales (1968)
IRMA for antigen Addison and Hales (1971), Wide (1971)
EIA for antigen VanWeeman and Schuurs (1971)
EMIT Rubinstein et al. (1972)
FPIA Dandiker et al. (1973)
Microtitre-plate IEMA for antibody Voller (1974)
IEMA for antigen Maiolini and Masseyeff (1975)
Acridinium ester label Simpson et al. (1979)
Theoretical basis for immunoassays Jackson and Ekins (1986)
Chemiluminescence enzyme assay in EIA Arakawa (1981); Thorpe et al. (1985)
Europium chelates in IFMA Pettersson et al. (1983)
Fab’-enzyme conjugates in IEMA Ishikawa et al. (1983)
ELISPOT for specific antibody-secreting cells Czerkinsky et al. (1983)
Solid-phase separation with hapten anchor Rattle et al. (1984)
Amplification enzyme assay in IEMA Self (1985)
Immunoconcentration IEMA Valkirs (1985)
CEDIA Henderson et al. (1986)
Microspot, multianalyte immunoassay Ekins et al. (1990)

aAbbreviations: RIA, radioimmunoassay; EIA, enzyme immunoassay; IRMA,
immunoradiometric assay; IEMA, immunoenzymometric assay; IFMA,
immunofluorometric assay.

Immunoglobulins are flexible mole-
cules, and this facilitates their binding
simultaneously to two (or more) adja-
cent identical antigens on the surface of
a pathogen and enables the aggregation
of soluble antigens. While all interdo-
main regions can flex and bend, the
greatest flexibility is associated with the
‘‘hinge regions’’ of the H chains, near
the C-termini of the L chains. These
regions are highly susceptible to pro-
teolytic cleavage, and pepsin specifically
hydrolyzes a site located below the inter-H
chain disulphydryl links to give F(ab’)2

dimers that are easily reduced to give
Fab’ fragments (Mr ∼ 50 000). Fab’ frag-
ments have at least one sulphydryl group
(–SH) distally located from the bind-
ing site, which can be used to establish
a covalent linkage to labeling molecules
or solid-phase materials. Also because of
their relatively small size and reduced
tendency to bind ‘‘nonspecifically,’’ Fab’
fragments are highly suitable for the
preparation of soluble reagents for use in
immunoassays.

Fv fragments (Mr ∼ 25 000), which in-
clude only the variable segments of the
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H and L chains, are minimal antibod-
ies. Recombinant DNA methods enable
the preparation of stable, single-chain
Fv (sFv) fragments for any monoclonal
antibody, and of chimeric proteins incor-
porating antibody-binding sites. (Phage
display techniques allow the creation of
vast repertoires of genes coding for heavy
and light chains, in vitro selection of re-
combinant clones producing antibody of
a desired specificity, and in vitro ‘‘affinity
maturation.’’)

1.2
Monoclonal, Polyclonal, and Anti-hapten
Antibodies

Although during the 1980s the use of
monoclonal antibodies in new immunoas-
says increased dramatically, even now in
the twenty-first century, polyclonal anti-
bodies are still preferred as secondary
reagents in all commercial immunoas-
says, and is a primary reagent in a
large minority of immunoassay kits. Ob-
viously, differences with respect to cost,
ease of preparation and availability are
still sufficient to outweigh the advantages
(homogeneity and continuity of supply)
associated with monoclonal (or recombi-
nant) antibodies.

Immunoassay antibodies come from a
range of species including mice, rabbits,
goats, and sheep. Avian IgY class an-
tibodies, which may have much lower
‘‘nonspecific binding properties’’ are also
used, and camel antibodies, which lack
light chains, may become significant in the
future. Usually, monoclonal antibodies are
raised in mice but all the prerequisites are
available for the use of rats.

The power and versatility of immunoas-
says is largely dependent on the avail-
ability of specific antibodies for most
biologically important molecules with a

distinctive chemical structure and of
molecular weight >150 g mol−1, whether
or not they are inherently immunogenic.
Immunologically, haptens are defined as
molecules of limited molecular weight
that are not naturally antigenic, but when
conjugated to a carrier (bovine serum al-
bumin or BSA for example, with 20–30
hapten molecules per molecule of BSA)
give an immunogen that can be used to
generate antibodies that specifically bind
free hapten with high affinity. This ap-
proach is also highly effective for larger
molecules that are weakly immunogenic.
Therefore, antibodies for molecules that
are newly identified or synthesized for
the first time are readily prepared, in
most cases.

2
Antibody–antigen Binding

2.1
Structural Complementarity

Antigen–antibody interactions are re-
versible and for binding to be defined as
high affinity there must be a combination
of easy association and reluctant disso-
ciation. Association can be regarded as
occurring in two phases, with the first re-
quiring the overcoming of repulsive forces
and the second involving the establish-
ment of multiple hydrogen, ionic, and
van der Waals attractive interactions be-
tween atoms on the antibody-binding site
(paratope) and the antigenic determinant
region (epitope).

When the epitope of a large protein anti-
gen is bound in a high affinity complex
with a paratope specific for it, the appar-
ent area of close contact is about 700 to
900 Å2, with about 20 amino acid residues
on both reactants apparently participating.
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An appropriate pH, which is usually near
pH 7, ensures that acidic and basic groups
on both species are suitably dissociated
or associated. However, the contribution
to binding of any close sets of opposing
amino acid residues may be either neg-
ligible or crucial and this may account
for the fact that a genetically determined
variation in an antigen may render it virtu-
ally undetectable by an immunoassay. For
example, Pettersson and coworkers discov-
ered that, in a significant subpopulation of
normal women with a genetic variant of
luteinizing hormone (LH), LH was almost
undetectable when measured with an im-
munoassay employing a particular kind of
monoclonal antibody.

When the high affinity complex is be-
tween a small antigen (hapten) and its
specific paratope, the hapten is found to
be located in a pocket, cavity, or groove on
the antibody surface. Indeed, this may be
an absolute requirement for high affinity.
When bound, the hapten is surrounded by
functional groups of the peptide residues
and backbone that are structurally com-
plementary to adjacent portions of the
hapten molecule. Frequently, to give the
number of weak bonds to the hapten that
are necessary for tight binding, the hap-
ten is buried to the extent of 80 to 90%,
or even greater. Nevertheless, as estab-
lished by Arevalo and coworkers, other
compounds with significant structural dif-
ferences from the original specific hapten,
may be capable of binding tightly to the
same paratope, provided they also are suf-
ficiently complementary with respect to
size, shape, and charge distribution.

As binding of epitope to paratope occurs,
there may be significant structural adjust-
ments of the paratope (and of the epitope)
and this is termed induced fit. However, fre-
quently there is still sufficient interstitial
space to accommodate water molecules or

ions, some of which may contribute sig-
nificantly to binding. Therefore, the ionic
composition of buffers may be relevant to
the selection and performance of an an-
tibody, and optimal assay conditions can
only be estimated experimentally.

2.2
Molecular Mobility Influences Binding

Any interaction between antibody and anti-
gen must be preceded by a collision. The
rate at which collisions occur is depen-
dent on rates of diffusion, which, in turn,
are influenced by molecular mass and
shape, temperature, and, of course, on
whether both reactants are mobile or not.
Therefore, since smaller molecules diffuse
more rapidly, haptens tend to associate
more readily with their specific antibod-
ies than with large antigens, and hapten
analytes associate more readily than the
large hapten-enzyme conjugates used as
labels in enzymeimmunoassays. In addi-
tion, antigen–antibody interactions reach
equilibrium much more slowly when the
antibody or antigen is immobilized to
a solid phase as opposed to when both
are free to diffuse. Consequentially, many
automated immunoassays, which require
short incubation times, involve the use
of microparticulate solid-phase media and
regular mixing, or are designed such that
the binding reaction occurs in liquid phase
and separation is effected later.

2.3
Epitopes

Each large antigen has a theoretically un-
limited number of epitopes, a number
that is limited in practice by immune
tolerance in the immunized animal to-
ward surface regions that share structural
features with self-proteins. It is also dif-
ficult to differentiate between overlapping
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epitopes. Structurally, protein epitopes are
often very similar to paratopes, being made
up of a number of amino acid residues
scattered, singly or in small groups, along
the amino acid sequence, but close to-
gether on the surface of the intact antigen.
Thus, many epitopes are ‘‘discontinuous.’’
However, a single short peptide may rep-
resent a large fraction of an epitope and
may, in isolation, be specifically bound by
an antibody raised against the whole pro-
tein that it represents. Correspondingly,
antibodies raised against such a peptide
may bind to the region of the cognate pro-
tein containing the same sequence. Such
epitopes may be referred to as ‘‘continu-
ous.’’ Not unusually, continuous epitopes
correspond to exposed termini.

The chemical nature of epitopes is highly
relevant to the development of sophisti-
cated vaccines, and is also pertinent to
immunoassays. For example, assays de-
signed to detect specific antibodies against
well-characterized viral pathogens (espe-
cially HIV), may employ single peptides
(or more often sets of carefully chosen
peptides), immobilized and/or linked to
a labeling substance, instead of whole vi-
ral antigens. This allows precisely defined
epitope specificity.

3
Labeling Substances

Although, as is explained further be-
low, many immunoassays employ no dis-
crete labeling ‘‘compound,’’ immunoas-
says only came ‘‘of age’’ with the invention
of radioimmunoassay by Rosaleen Yalow
and Roger Ekins in the late 1950s, and
the gradual development of reagent ex-
cess, sandwich assays in the 1970s. During
this period also, data obtained with the aid
of high-throughput immunoassays with

lower detection limits of 10−9 to 10−15 M
helped to revolutionize many branches of
biological and medical science.

The sophistication of current im-
munoassay methodology allows the assay
developer a wide choice of labeling sub-
stances and assay endpoints, but a small
number of label types dominate. Crucial
attributes of labels include ease of use and
the availability of simple procedures and
suitable equipment, and the ability to pro-
vide very high specific activity, that is, a
very strong signal per unit mass of label.
These attributes are provided to a greater or
lesser extent by enzymes, chemilumines-
cent compounds, fluorescent compounds,
latex particles, microspheres, and radioiso-
topes. Of particular interest to the future
are the range of ‘‘rare earth’’ ions that can
be used, each with a distinct peak wave-
length of fluorescent light, facilitates dual
and multiassays that simultaneously mea-
sure two or more analytes. Similarly, a set
of populations of microspheres with fixed
intensities of one or two fluorescent dyes,
allows multiplexed (up to ‘‘100-plexed’’)
immunoassays when measured in flow-
cytometry systems with two lasers.

Ligands, such as biotin, are also used
as primary labels in combination with
another label type that provides the end-
point. Table 2 lists a selection of general-
purpose labeling substances (including
atoms, ions, small and large molecules,
and chelates) and some of the methods
used for detecting and measuring them.

4
Classification of Immunoassays

4.1
Nomenclature

The names of immunoassays can be con-
fusing and make it difficult to understand
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Tab. 2 Some biomolecules, compound, ions, and other substances used for labeling and methods
used to measure them.

Type Substance Endpoint detection

Enzyme Alkaline phosphatase Choice of endpoint including:
amplified colorimetric
colorimetric
electrochemical
luminometric
visual assessment

β-D-galactosidase Choice of endpoint
Glucose-6-P dehydrogenae Colorimetric
Horseradish peroxidase Choice of endpoint
Malate dehydrogenase Colorimetric

Fluorescent Fluorescein and other fluorescent dyes
chemically coupled to antibodies or
antigens, or/and in microspheres

Fluorimetric

Polarimetric–fluorimetric
Fluorescence flow cytometric

Rare earth ions/chelates Dy3+, Eu3+,
Sm3+ or Tb3+

Time-resolved fluorimetric

Ligand Biotin derivative Avidin-acridinium ester, luminometric
Avidin-enzyme, choice of endpoint
Avidin-Eu3+ chelator, TR fluorimetric

FITC AntiFITC-enzyme, choice of endpoint
oligonucleotide Polymerase chain reaction or other

amplification, choice of endpoint

Luminescent Acridinium ester Luminometric
Isoluminol derivatives Luminometric
Ruthenium(II) chelate, trispropylamine Electroluminometric

Microparticle Colloidal gold Visual assessment
Colored latex Visual assessment
Latex etc. Particle counting

Visual assessment

Radioisotopic 3H Liquid scintillation counting
125I, Solid scintillation counting
125I-Bolton & Hunter reagent Solid scintillation counting

similarities and differences, and the diver-
sity of immunoassay designs. In general,
most assay names contain ‘‘immuno,’’
the combining form of the adjective ‘‘im-
mune,’’ and another combining word
indicating the type of label employed,
for example, radioimmunoassay (RIA) or
enzyme immunoassay (EIA). If an alter-
native biological binding protein to an

antibody is employed, such as a hormone
receptor, the corresponding name is radio-
receptor assay.

The use of the terms RIA and EIA
is usually (but not always) restricted to
reagent-limited, competitive assays (see
below), and reagent-excess assays (see
below) are commonly distinguished by re-
versing the order of the combining forms,
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as in immunoradiometric assay (IRMA),
immunofluorometric assay (IFMA), or im-
munoenzymometric assay (IEMA). The
term immunometric assay is used to re-
fer to reagent-excess assays in general.
However, similar names have occasion-
ally been used for competitive assays with
labeled antibody.

The acronym ELISA (enzyme-linked
immunosorbent assay) is generally applied
to all kinds of microtiter plate assays with
enzymatic labels and, when encountered,
cannot be relied upon to indicate a
particular assay mechanism. For clarity,
EIA is to be preferred over ELISA for
competitive assays equivalent to RIA and
IEMA for reagent-excess assays equivalent
to IRMA.

Commercially developed immunoassays
with patented features are often named
with ‘‘acronyms’’ that may or may not
be defined. Three separation-free as-
says are EMIT (enzyme modulated im-
munotest), FPIA (fluorescence polariza-
tion immunoassay) and CEDIA (com-
bined enzyme donor immunoassay).

4.2
The Variety of Immunoassay Formats

The versatility of immunoassays is made
possible largely by the wide variety of
formats that can be implemented for
assays of similar basic design. For example
a basic, two-site, reagent excess, sandwich
assay design for an antigen analyte may
be used for high performance, high
throughput, laboratory-based applications;
or for simple, test devices to be used
by untrained persons and sold over the
counter in normal retail outlets. Much
of the variety in format is dependent
on the different solid-phase materials
and configurations (e.g. microtiter wells,
microparticles, membranes or simple test

devices), on the different labels used
(e.g. radioactive, fluorescent, enzymatic or
colored particles), and on how the endpoint
is measured (with a complex electronic
instrument or visually).

4.3
Representing Assay Complexes in Text

In this article, the primary reagents used
and the complexes of antibodies, antigens,
and other components that form during
the operation of immunoassays will be
represented in the text by means of a
standard notation system (not all aspects
of which are exploited here).

According to this system, the analyte is
shown in bold print, for example, ‘‘Ag,’’
‘‘Ha’’ or ‘‘Ab’’ for general antigen, hapten
and antibody analytes, or more specifically,
human chorionic gonadotropin (hCG) for
the human pregnancy hormone. Where
any one of a number of labeling substances
could be used, it is represented by ‘‘L,’’
otherwise an abbreviation such as ‘‘enz,’’
or ‘‘125I’’ is used.

Standard abbreviations are used when
the class (IgG, IgM) or type of anti-
body (monoclonal, mAb, mAb1, mAb2),
antibody fragment (Fab’) or single-chain
recombinant fragment (scFv) is to be spec-
ified. The origins of antibodies can be
shown with single letter abbreviations (e.g.
goat, G; human, H; mouse, M; rabbit, R;
sheep, S) if this is relevant. The names
of unusual components, or components
that must be more exactly specified, can be
abbreviated or spelled out.

The hyphen (‘‘-’’) sign is used to indi-
cate associations established before com-
mencement of the assay such as an
antibody-label conjugate or an antibody-
enzyme conjugate (Ab-L, Ab-enz, respec-
tively) or an antibody immobilized on a
solid phase (sp-Ab). In contrast, the en
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dash (‘‘–’’) represents associations formed
during the course of the assay proce-
dure. For example, the final complex of
a solid-phase ELISA for an antigen is
described as: sp-Ab–Ag–Ab-enzyme. For
a reagent-limited competitive assay for a
hapten analyte two complexes are formed,
sp-Ab–Ha and sp-Ab–Ha-L, and, as ex-
plained below, only the complex that does
not contain the analyte is measured.

4.4
The Four Main Groups of Immunoassays

Table 3 represents a system whereby most,
if not all, immunoassays can be classified
into four groups. In this context, it should
also be borne in mind (as mentioned
above) that binding proteins other than
antibodies can be used as specific binding
reagents in assays that are the exact

equivalents to those mentioned below. For
example, intrinsic factor and β-lactoglobin
are used as specific binding reagents in
group 2-type assays for vitamin B12 and
folate, respectively. Also, a combination
of an antibody and a particular lectin
may be used to measure specifically
glycoproteins with particular carbohydrate
side chains, by means of a reagent-excess,
sandwich assay.

Most quantitative immunoassays de-
veloped for research purposes or for
applications of limited scale are sim-
ple immunoprecipitation assays (Group
1), reagent excess, sandwich assays with
either direct or indirect labels (Group
2) or reagent limited, competitive as-
says with a separation step (Group 3).
The first three groups have long been
very well represented among commer-
cially developed immunoassays sold as

Tab. 3 Classification of immunoassays into four groups.

Group Type Examples

1. Label free Agglutination Hemagglutination
Latex agglutination

Precipitation Ouchterlony gel diffusion
Rocket immunoelectrophoresis
Immunoturbidimetry/nephelometry

Immunosensors Resonant mirror waveguide (IAsys)
Surface plasmon resonance

(BIAcore)

2. Reagent excess One-site Immunostaining
Western blotting
Fluorescence activated flow

cytometry
Two-site Immunoenzymometric assay, (IEMA,

ELISA)
Immunofluorometric assay
Immunoradiometric assay

3. Reagent limited Labeled antigen or antibody Radioimmunoassay
Enzymeimmunoassay
Fluoroimmunoassay

Separation free EMIT, CEDIA, FPIA

4. Ambient analyte Microarray/microchip Microspot
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stand-alone kits or run on automated
analyzers.

4.4.1 Label-free Assays
Provided that the concentrations are suffi-
cient, the molecular complexes ([Ab–Ag]n)
generated by antibody–antigen interaction
are visible to the naked eye, but smaller
amounts may also be detected and mea-
sured due to their ability to scatter a beam
of light. The formation of complexes indi-
cates that both reactants are present, and
in immunoprecipitation assays a constant
concentration of a reagent antibody is used
to measure specific antigen ([Ab–Ag]n),
and reagent antigens are used to detect
specific antibody ([Ab–Ag]n). If the reagent
species is previously coated onto cells (as
in hemagglutination assay) or very small
particles (as in latex agglutination assay),
‘‘clumping’’ of the coated particles is visi-
ble at much lower concentrations.

A variety of assays based on these
elementary principles are in common use,
including Ouchterlony immunodiffusion
assay, rocket immunoelectrophoresis, and
immunoturbidometric and nephelometric
assays. The main limitations of such assays
are restricted sensitivity (lower detection
limits) in comparison to assays employing
labels and, in some cases, the fact that very
high concentrations of analyte can actually
inhibit complex formation, necessitating
safeguards that make the procedures
more complex. Some of these Group 1
assays date right back to the discovery of
antibodies (Table 1) and none of them have
an actual ‘‘label’’ (e.g. Ag-enz).

Other kinds of immunoassays that are
label free depend on immunosensors, and
a variety of instruments that can directly
detect antibody–antigen interactions are
now commercially available. Most depend
on generating an evanescent wave on a
sensor surface with immobilized ligand,

which allows continuous monitoring of
binding to the ligand. Immunosensors
allow the easy investigation of kinetic
interactions and, with the advent of
lower-cost specialized instruments, may
in the future find wide application in
immunoanalysis.

4.4.2 Reagent-excess Assays
Group 2 contains assays that are typified
by the use of an excess concentration
of labeled antibody or antigen for the
detection specific antigen or antibody.

‘‘One-site’’ reagent-excess assays include
western blotting, whereby proteins ab-
sorbed to nitrocellulose filters are lo-
cated by ‘‘probing’’ with labeled specific
antibodies (nitrocellulose-Ag–Ab-L) and
immunostaining, such as immunofluores-
cence assay whereby antigen in a tissue
section is visualized with specific an-
tibodies conjugated to fluorescein (cell
matrix-Ag–Ab-fluorescein). Fluorescence-
activated cell sorting (FACS) also de-
pend on specific immunostaining of free-
floating cells (cell-Ag–Ab-fluorescein).

However, most often, separate binding
reactions specific for two different sites on
the analyte are involved, giving rise to a
tri-molecular, or larger, complex with the
analyte in the middle, hence the terms
‘‘two-site assay’’ and ‘‘sandwich assay.’’
For example, two monoclonal antibodies
against different, distally located epitopes
on the analyte may be used to detect
a protein hormone such as hCG with
high specificity (sp-mAb1–hCG–mAb2-
L). Similarly, two-site assays can be used
to detect specific antibodies of a particular
immunoglobulin class or subclass. For
example, a purified allergen and an
antibody against human IgE may be used
to detect specific antibodies of the IgE
class that bind to the allergen in question
(sp-allergen–IgE–Ab-L). Please note also
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that to detect viral (e.g. HIV) infection, the
antigen employed may be derived from
a crude viral lysate, be prepared by a
recombinant method; or be a synthetic
peptide corresponding to an appropriate
viral epitope, or a defined set of such
peptides (see Sect. 2.3).

Assays to detect specific antibodies that
employ immobilized-antigen to capture
the analyte antibody and labeled antigen
to titrate the bound antibody via its
free antigen-binding site (IgG) or sites
(IgM or IgA) are, strictly speaking, two-
site assays (sp-Ag–Ab–Ag-L). However,
since all sites on a single antibody
are identical, such ‘‘antibody bridge’’
assays may be regarded as resembling
one-site assays with respect to their
specificity. ‘‘Antibody bridge’’ assays are
very suitable for the early detection of
viral infections such as HIV because IgM
class antibodies are prominent in the early
immune response, and in such assays
the captured antiviral IgM antibodies may
each bind multiple copies of the labeled
antigen, enhancing the lower detection
limit.

4.4.3 Reagent-limited Assays
Group 3 contains reagent-limited assays,
typified by classical RIA. These are also
commonly referred to as competitive as-
says and may have labeled antigen or
labeled antibody. They are used to mea-
sure the concentrations of antigens or,
more commonly, of smaller analytes such
as steroids or drugs. In contrast to almost
all other immunoassays, the immune com-
plexes measured or detected (sp-Ab–Ag-L
or sp-Ag–Ab-L) do not contain the ana-
lyte and, therefore, all such assays give
inverse (i.e. falling as opposed to rising)
standard curves when the concentration
of bound label is plotted against increas-
ing analyte concentration. Because of their

‘‘indirect’’ nature, competitive assays are
inherently less sensitive than reagent-
excess assays.

However, competitive assays can read-
ily be designed to obviate the need for
a separation step before label measure-
ment, and such assays are referred to as
separation-free or homogeneous assays. To
avoid the need for a separation step, the
binding reaction must influence the abil-
ity of the label to generate the endpoint
signal. Ideally, such modulation should be
100% efficient and the limited lower de-
tection limits generally achievable testify
to the fact that, in general, this is not re-
alized. Separation-free assays include the
commercial systems EMIT, FPIA, and CE-
DIA which are widely employed in the
manual and automated measurement of
therapeutic, toxic, and illegal drugs. (See
also Sect. 5.2.)

4.4.4 Ambient Analyte Assays
Ambient analyte immunoassays (Group
4) were proposed by Roger Ekins and
are performed under conditions in which
the concentration of immobilized captured
antibodies (or antigen molecules) is so
low that, as analyte binds to them, the
concentration of analyte in the reaction
medium is unaffected. As with many
receptors in endocrine systems, fractional
binding site occupancy is independent of
both the amount of capture agent and
reaction volume. For such a system, very
high specific activity, fluorescent labels are
necessary, and the small amount of capture
antibody (or antigen) may be coated at
very high density within a ‘‘microspot,’’
facilitating the development of microarray-
based multianalyte systems. A range
of multianalyte microassay immunoassay
systems for clinical applications have been
proposed and are under development
by different groups, but many do not
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correspond exactly to the kinetic aspects
of Ekins’ model.

5
Established Immunoassay Systems

Many immunoassay systems used in hu-
man clinical laboratories were first intro-
duced in the 1970s and 1980s and have had
long lives. For example, the separation-
free systems EMIT (based on glucose
6-phosphate dehydrogenase labels) and
FPIA were first described in the early
1970s and are still in widespread use across
the world.

5.1
Automated Systems

Early clinical immunoassay analyzer sys-
tems, which provided automation of repet-
itive steps such as pipetting and washing,
soon led to fully automated ‘‘batch an-
alyzers;’’ and more recent systems are
‘‘random access.’’ Sample and reagent vol-
umes have also decreased and incubation
times have shortened. The panels of an-
alytes are now more extensive, so that
hormones, specific antibodies and tumor
markers may be available on a single in-
strument. New larger machines integrate
the functions of immunoassay analyz-
ers and clinical chemistry analyzers into
one system.

Another trend has been away from
the colorimetric determination of end-
points to chemiluminescent-based sys-
tems, whether to measure the activity of
an enzyme label (e.g. DPC Immulite) or
to directly measure a luminescent label
incorporating acridinium ester (Bayer AD-
VIA Centaur) or Ruthenium(II) chelate
(Roche Diagnostics Elecsys).

The precision of automated immunoas-
says has improved in parallel with the

above developments. As reported by
Wheeler in 2001, the results of the
UK National External Quality Assessment
Schemes indicate that levels of within and
between sample assay precision of less
than 5% are now commonly achievable
over much of the concentration range of
analytes such as luteinizing hormone.

5.2
General Laboratory Assays

Most immunoassays in use today are vari-
ations on reagent-excess two-site systems
for the measurement of larger antigen an-
alytes and specific antibodies. In addition,
reagent-limited assays are employed for
the measurement of smaller molecules
such as steroids or common drugs, usu-
ally with labeled hapten, rather than with
labeled antibody. For the measurement of
low concentrations of analyte (nmol L−1

and below), assays with a separation step
(usually involving antibody immobilized
on a solid phase) are used. All of these
formats, adapted for use on 96 well mi-
crotiter plates, are operated manually in
many laboratories for a huge range of
applications covering all areas of routine
and research biology. In some areas with
high throughput, such as human clini-
cal chemistry, they have been adapted to
the automated systems described briefly
above; in others they have been adapted to
give the rapid, easy-to-use tests described
below.

For small analytes such as steroids
in the low pmol L−1 range, an assay
with an extraction step to minimize sam-
ple matrix effects is to be preferred.
Radioactive labels are now rarely used
outside large laboratories where the ap-
propriate traditions, facilities, and exper-
tise persist.
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Separation-free, reagent-limited imm-
unoassays dominate in some areas, par-
ticularly for drug screening when con-
centrations are often in the µmol L−1

range. The most widely used systems have
been EMIT, FPIA (Abbot Laboratories)
and CEDIA.

EMIT, is a registered name of the Syva
Corporation and is an acronym for ‘‘en-
zyme multiplied immunotest.’’ EMIT is
almost as old as EIA and dates from the
classic paper of Rubinstein, Schneider, and
Ullman in 1972. The invention of EMIT
is one of the most important milestones
in the history of immunoassays. In one
stroke, radioisotopes were avoided, pro-
cedures simplified, ‘‘turn-around-times’’
greatly reduced, and automation on stan-
dard clinical chemistry analyzers made
feasible.

CEDIA is a major competitor of EMIT
that depends on a detailed understanding
of enzymology and protein structure. To
devise CEDIA, recombinant DNA technol-
ogy was exploited to produce new strains
of Escherichia coli synthesizing inactive
variants of β-D-galactosidase. These were
of two complementary kinds, large frag-
ments (enzyme acceptors, EA) and small
fragments (enzyme donors, ED). Some
matched pairs of EA and ED fragments
could associate readily to give fully active
enzyme and these were exploited (with
EA as label) to develop a new, versatile
separation-free immunoassay system, that
is suited to automation by means of many
general-purpose clinical analyzers.

There are also variations of standard
immunoassays that play important specific
roles in basic research. One example is the
ELISPOT assay that for the last 20 years
has been used in immunology research
laboratories to quantify T-cell immune
responses in individuals infected with
different pathogens. ELISPOT tests are

crucial to the evaluation of vaccines and
other therapies when they are under trial,
and are contributing to the fights against
diseases such as AIDS.

5.3
Simple to use Test Devices

Many of the most impressive inventions
involve the simplification of a previously
complex task, but a long road with a series
of separate inventions or developments
may be necessary in some cases. Searching
a database for articles on pregnancy tests
reveals that in the 1950s live toads or frogs
were used and that days passed before
results were obtained. Obviously, and to
say the least, such tests required many
steps, laboratory facilities, and a skilled
technician. Now the ‘‘patient’’ just holds a
simple plastic ‘‘rapid test device’’ (RTD) in
her urine stream for a few seconds, and
minutes later she has the result.

The adoption of immunoassays, such
as latex agglutination tests, to detect the
pregnancy hormone hCG in urine was an
important first step on the road. Later came
dipsticks with multiple steps and reagents,
and liquid waste to dispose of. Still later
came what is now the ‘‘Beckman Coulter
Hybritech ICON hCG test,’’ which com-
bines simplicity of operation and a low
detection limit in a reagent-excess IEMA
with two monoclonal antibodies, an alka-
line phosphatase label, and a visible result.
Two drops serum or 5 of urine, appro-
priately prediluted, are added to a simple
small test ‘‘pot.’’ After two further reagent
additions and washes with a simple drop-
per and suitable short delays, one colored
dot indicates a valid negative result and
two dots indicate a pregnancy. All liquid
waste is retained in the ‘‘pot.’’

One-step operation, like that described
above, arrived with the development of the
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Unipath ClearView test device. There are
no liquid reagents or wash solutions to
add and no need to precollect the urine
sample. The ‘‘mobile’’ antibody is linked
to intensely colored microbeads, obviating
the need for a color development step.
The simple RTD hides a basic reagent-
excess sandwich immunoassay and has
all the reagents preloaded, ready to be
set in motion by the addition of water,
and all the water needed comes with the
urine sample.

Like for the ICON RTD, there are
now many similar devices from many
companies and these have been adapted
for a range of tests including fertility
monitoring by detecting the preovulatory
surge of LH in women. Similar RTDs
are also widely used to detect specific
antibodies for infectious diseases such as
HIV infection, Lyme disease, etc.

6
Immunoassays of the Future

6.1
Multiplexed Immunoassays

Immunoassays capable of detecting simul-
taneously two or up to 10 or more analytes
have been available for many years. These
include the extraordinary MAST system
with up to 35 different allergens coated
on cellulose threads for detecting elevated
levels of specific IgE class antibodies in
human serum. However, many of the
multiplexed immunoassay systems of the
future will be fully quantitative, capable
of detecting larger numbers of varied and
distinct analytes, and automated.

Developments in multianalyte microar-
ray immunoassay systems (see also
Sect. 4.4.4) have benefited from parallel
advances in the methodology of genomics

and proteomics. Computer controlled
equipment is available for the immobiliza-
tion of just hundreds of capture molecules
per microspot on heterogeneous arrays
of hundreds of spots. There are also
automated liquid pipettors that deliver
submicroliter volumes of reagents and of
samples to be analyzed, where and when
required. In addition, charge-coupled de-
vice (CCD) detectors can scan and quantify
luminescent or fluorescent light emission
from each spot in a large array. Planar
waveguide evanescent field technology en-
ables microarray assays without separation
or washing steps.

Multiplexed assays based on heteroge-
neous populations of microbeads have
also been developed in a number of lab-
oratories. These benefit greatly from the
availability of diverse sets of identifiable
microspheres. Each set or population of
microspheres may incorporate one or two
fluorescent dyes at set densities (enabling
the creation of a large number of sets)
and is easily and specifically quantifi-
able by a suitable flow cytometer. Recent
flow cytometers, dedicated to suspension-
array assays, have dual lasers and are
capable of up to 100-plexed operations.
Immunoassays for the measurement of
specific antibodies and antigens developed
for such systems usually correspond to
Group 2 and 3 assays as described in
Sect. 4.

6.2
New Assay Principles and Systems

The detailed history of immunoassay
methodology is dotted by hundreds of
reports of new and original systems, labels
and detection methods, each presented
as offering multiple advantages such as
ease of use, low detection limit, accuracy,
versatility, and so on. Most disappear from
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view immediately, or after a flurry of
articles from a single laboratory. Of the
successful ones, many have endured, and
have been refined gradually, over decades.
Here are some new systems that may (or
may not) prosper.

‘‘Open sandwich’’ (OS) immunoassay
could not have been envisaged before re-
combinant DNA methods had been used
to prepare VH and VL polypeptides (see
Sect. 1.1), because OS assays depend on
antigen stabilization of the triple complex
VH –Ag–VL. When free VH and VL were
first studied, their association was found
to give unstable Fv fragments, and that is
why, for applications requiring minimal
antibodies, single-chain sFv fragments, in
which the two variable polypeptides are
joined by a linker peptide, are always used.
In contrast, Hiroshi Ueda found, in exper-
iments with a surface plasmon resonance
biosensor, that the strength of the in-
teraction between VH and VL increases
greatly when specific antigen is bound
also. From this realization, he went on
to devise a range of potentially promising
one-site ‘‘sandwich’’ immunoassays, and
separation-free assays involving fluores-
cence resonance energy transfer (FRET) or
bioluminescence resonance energy trans-
fer (BRET).

Colin Self is best known as the inven-
tor of amplified enzyme assays and their
application to the development of ultra-
sensitive immunoassays, but he has been
long aware of the basic limitations of com-
petitive immunoassays, which are the only
standard immunoassays suitable for small
molecular weight (<1000 g mol−1) ‘‘hap-
ten’’ analytes. As summarized recently
by Ashton, he has devised and patented
a number of sophisticated reagent-excess
immunoassay systems for small analytes.
The ‘‘selective antibody system,’’ involves
a blocking molecule (BM) for free sites

on the immobilized primary antibody (sp-
Ab, sp-Ab–BM) and a labeled anti-idiotypic
antibody (aiAb-L) that is added later and
binds specifically to the occupied binding
site of the primary antibody (sp-Ab–Ha,
sp-Ab–Ha–aiAb-L) (an anti-idiotypic an-
tibody is an antibody that binds to the
variable region of another monoclonal an-
tibody.) In this case, because of the role
of the ‘‘blocker,’’ the anti-idiotypic anti-
body does not have to be specific for the
occupied site. Note that, unlike a com-
petitive assay, the complex measured at
the end of the assay does contain the
analyte.

Colin Self’s later ‘‘apposition system’’ is
similar to the above but does not require
the difficult task of raising a suitable anti-
idiotypic antibody for every single primary
antibody used. Rather, the challenge is to
link, to an appropriate residue near the
binding site of the primary antibody, a
ligand to which a labeled binding protein
can bind. Again, a blocking molecule is
used to block all empty binding sites. In
principle, the same ligand can be linked
to all primary antibodies to be used in
a range of assays (perhaps via a suitably
located cysteine sulphydryl group inserted
in the peptide sequence by ‘‘site-selective
mutation’’ of the gene coding for the VH
or VL), making the labeled binding protein
a ‘‘universal reagent.’’

7
The Limitations of Immunoassays

Absolute specificity that depends on a
binding reaction alone is unattainable.
Whether the binding protein is an an-
tibody, a hormone receptor or a lectin,
the existence of significant concentrations
of cross-reacting molecules in (unrefined)
samples is a continuous possibility. After
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all, the science of pharmacology depends
largely on finding or devising substances
that strongly cross-react with ‘‘specific’’
binding sites.

With hapten analytes, a structurally sim-
ilar cross-reactant may be able to bind
to the specific paratope in a slightly dif-
ferent orientation, or a molecule with a
single different functional group may bind
because of the existence of a sufficiently
large ‘‘pocket’’ in the binding site. There
is also the well-accepted fact that changes
at, or near, the site via which the hap-
ten was conjugated to the immunogen
carrier molecule often have little effect
on affinity. ‘‘Dissimilar’’ cross-reactants,
perhaps defined as such by crude com-
parisons of chemical formulae, are also
always possible.

Large protein, glycoprotein or complex
carbohydrate antigens interact with a large
area of the paratope, thereby making ef-
fective epitope uniqueness more feasible.
Nevertheless, cross-reacting molecules do
occur and, in addition, the achievement
of adequate specificity may be exacerbated
by analyte heterogeneity. Two-site assays
require the recognition of two spatially
distinct epitopes and can be exploited
to improve specificity when analytes are
large, but then there are two interactions
that are susceptible to general interfer-
ence instead of one. In contrast, absolute
specificity may not always be desirable.
For example, as protein analytes are sub-
ject to genetic variation, subpopulations of
individuals, from whom samples to be an-
alyzed are obtained, may exist that express
a variant epitope that is not recognized by
a reagent antibody (see Sect. 2.1).

When the analyte is a complex biomole-
cule, standardization may be especially
difficult to achieve because suitable pri-
mary standards and ‘‘gold-standard’’ ref-
erence analytical methods are unavailable.

Lately, it has become possible to prepare by
recombinant DNA methods primary stan-
dards for some complex analytes such as
hCG and human kallikrein 2. Reference
methods for such analytes also require
epitope mapping of the analyte, well-
characterized antibodies, and international
collaboration to ensure their acceptance
and use.

When the analytes are specific antibod-
ies, the required specificity may be quite
different from one application to another.
The purity and suitability of the antigen
reagent is critical and, when class (or sub-
class) specificity is also required, a two-site
design is normally used, so that the speci-
ficity of the class-specific antibody used is
also vital. In all these designs, antibodies
against other antigens or polyspecific anti-
bodies may be detected, and may even give
rise to false-positive diagnoses.

However, perhaps no analytical method
can be guaranteed in advance to be abso-
lutely specific 100% of the time when the
samples to be analyzed are complex and
of variable composition. For some types of
analyte, isotope dilution mass spectrome-
try (ID-MS) is used as the ‘‘gold standard’’
and this performs as well as it does be-
cause it involves at least two stages, one
to separate the analyte from the general
constituents of its sample matrix and one
to measure it. Therefore, when the ana-
lyte is presented eventually to the mass
spectrometer, it has been extensively pu-
rified by means of a high-resolution chro-
matographic method. In contrast, most
immunoassay methods are expected to be
accurate and precise when presented with
untreated samples. The only preliminary
treatment that is accepted as practicable in
most situations is dilution.

Therefore, any really effective answer
to interference and cross-reactivity as
they may affect immunoassays must
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also involve preliminary purification of
samples. Otherwise the accuracy of every
result is completely dependent on the
care taken in developing and operating
the test. It depends on the careful
selection and purity of antibodies (and/or
antigens) and other reagents used, on the
careful optimization, thorough analytical
and biological validation of the assay, and
on thorough quality control procedures.

See also Genetic Variation and
Molecular Evolution; Immunology.
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Keywords

Adaptive Immune Response
In contrast to the innate or inborn immune response, the adaptive or acquired
immune response is the response of antigen-specific lymphocytes to antigen and is
generated by clonal expansion of lymphocytes.

Affinity Maturation
A process during the humoral immune response, which selects for survival of B cells
with high affinity for their antigen, which becomes particularly apparent during
secondary and subsequent immunizations.

Antigen
Any substance that stimulates the production of antibodies, hence the name is derived
from their ability to generate antibodies. Here, the term is also used for molecules that
are recognized by T cells.

Apoptosis
In contrast to necrosis, which is induced by poisoning or anoxia, apoptosis is a
programmed cell death in which the cell activates a specialized cellular process to
destroy itself. This cell suicide mechanism enables metazoans to control cell numbers
and is characterized by nuclear condensation, nuclear degeneration, and DNA
degradation.

Chemokine
Proteins secreted by cells that stimulate the activity of other cells. Chemokines have
chemoattractant properties, act as messengers between cells and have a central role in
inflammatory processes.

Clusters of Differentiation (CD)
A term that was originally coined to define cell-surface molecules that are recognized
by a given set of monoclonal antibodies.

Cytokine
Any of various proteins secreted by cells of the immune system that serve to affect the
behavior of other cells.

Cytotoxic T cell (CTL)
CTLs are lymphocytes that can kill other cells and are particularly important for the
host defense against intracellular pathogens. Most CTLs are MHC class I restricted
CD8+ T cells but MHC class II restricted CD4+ T cells can also kill in some cases.
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Dendritic Cells (DCs)
Their name originates from their branched or dendritic morphology. The DCs found
in lymphoid tissues are the most potent stimulators of T-cell responses. Follicular DCs
present antigen to B cells.

Helper CD4+ T Cell (Th Cells)
Th cells are CD4+ T lymphocytes that can help B cells to make antibodies and have
been implicated in the generation of functional effector and memory CD8+ T cells.
Depending on their cytokine expression profile helper T cells can be divided into Th1
cells, which produce IFN-γ and Th2 cells, which characteristically produce IL-4 and
IL-5.

Homeostasis
A state of sustained equilibrium in which cells maintain stable numbers. In the case of
lymphocytes, it refers to maintenance of normal numbers of lymphocytes in a
noninfected individual.

Immunity
Ability to resist infections.

Immunoglobulin
General term for proteins that function as antibodies.

Interleukin (IL)
Generic term for cytokines produced by lymphocytes.

Lymphocyte
A lymphocyte is any of a group of white blood cells of crucial importance to the
adaptive immune system. The two major subsets of lymphocytes are thymus-dependent
lymphocytes or T cells and B cells, which are generated in the bone marrow.

Lymphatic System
A system of lymphoid channels and tissues that drains extracellular fluid from the
periphery via the thoracic duct to the blood. It includes lymph nodes, Peyer’s patches,
and other organized lymphoid organs apart from the spleen, which communicates
directly with the blood.

Major Histocompatibility Complex (MHC)
It is the most polymorphic gene clusters in the human genome and is encoded on
human chromosome 6 (mouse chromosome 17). MHC molecules are membrane
glycoproteins that present peptides to T cells. Other gene products of this region
included proteins involved in antigen processing and other aspects of host defense.

Pathogen
Any disease-causing organism, such as a virus, bacterium or fungus.
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Plasma Cells
Terminally differentiated B cells that are the main antibody-secreting cells of the body.
They are found in the medulla of the lymph nodes, in splenic red pulp, and in the
bone marrow.

T-Cell Receptor (TCR)
One of the main characteristics of T cells that distinguishes them from all other
lymphocytes. It consists of a disulfide-linked heterodimer of the highly variable α- and
β-chains, which form a stable complex with the invariant CD3 chains on the cell surface.
T lymphocytes expressing this composition of receptor are referred to as α:β T cells,
distinguishing them from a smaller subset of T cells that express an alternative receptor
on the cell surface consisting of variable γ - and δ-chains in complex with CD3.

Telomere
The end of a chromosome. This specialized structure is involved in the replication and
stability of linear DNA molecules.

Transgene
A gene that is integrated into the germline that is expressed in vivo.

Vaccination
Process of inducing an adaptive immune response against a given pathogen by
stimulation with a dead or attenuated form of the pathogen.

� Immunologic memory provides long-term protection against infectious pathogens
and is the basis for all vaccinations. Long-term protection is mediated by specialized
antigen-specific cells of the adaptive immune system, memory T- and B cell, as well
as plasma cells. In response to an invading pathogen, naı̈ve T cells specific for foreign
antigen are primed by dendritic cells, expand and differentiate into effector cells that
contribute to the clearance of the infection. After the initial immune response, most
expanded T cells die and a small population of long-lived memory cells remains.
Memory cells are qualitatively distinct from their antigen-inexperienced precursors
since they proliferate and acquire their effector functions more rapidly upon repeat
exposure to antigen.

1
Introduction

Immunologic memory, manifested as spe-
cific resistance to a second encounter with
a pathogen, has been appreciated for more

than 2000 years. In his book The history
of the Peleponnesian war, Thucydides de-
scribes how a plague – the true pathogen
is unknown – swept through Athens in
431 BCE. Thucydides made several ob-
servations on the plague including the fact
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that those who survived an infection were
‘‘never attacked twice-never at least fatally.’’
In other words, the few individuals surviv-
ing a first episode of plague did not develop
disease when similar epidemics recurred.

Although many similar examples of im-
munity following survival of infection were
appreciated over the millennia, intentional
exploitation of the mammalian immune
system to prevent disease is a relatively re-
cent activity. Between 1718 and 1721, Lady
Mary Wortley Montagu, the wife of the
British Ambassador to Constantinople, de-
scribed in her letters a local practice among
the Turks for the prevention of smallpox.
Turkish women infected healthy individ-
uals intravenously with a small inoculum
of matter collected from smallpox lesions,
which caused a mild form of the disease,
but rendered the person immune to se-
vere smallpox. Almost 80 years later, in
1796, the British physician Edward Jenner
reported successful protection of humans
against smallpox infection by vaccination
with cowpox virus. Vaccination, a term
derived from vacca (Latin for cow), be-
came widespread upon confirmation of
Jenner’s results.

Nearly a century later, Louis Pasteur,
while attempting to demonstrate the bac-
terial cause of chicken cholera, discov-
ered that bacteria grown in culture lose
their virulence but maintain the ability
to elicit protective immunity. His dis-
covery that chickens immunized with
attenuated bacteria developed only mild
disease but became resistant to infec-
tion with fully virulent bacteria of the
same species validated Jenner’s concept
of immunization. Thus, in the late-
nineteenth century, immunization with
attenuated vaccines was developed for a
number of diseases and applied in Europe
and America.

However, many vaccines, particularly
those focusing on syphilis, tuberculo-
sis, and salmonellosis, were unsuccessful.
Neither Pasteur nor Robert Koch, who out-
lined the parameters required to character-
ize an infectious disease, could explain
mechanisms of infectious disease and
immune defense. Groundbreaking work
by Emil von Behring and Shibasaburo
Kitasato led to the discovery of anti-
bodies, opening the field of ‘‘humoral’’
immunity. Serum transfer from animals
infected with diphtheria into healthy an-
imals and subsequent infection with the
pathogen made them resistant to the nor-
mally lethal inoculum. This method of
conferring ‘‘passive immunity’’ provided
the first real opportunity to define im-
mune mechanisms. The nature of the
antitoxin antibody was recognized by von
Behring and Kitasato to be diphtheria-
specific since it could not confer protection
to any other disease.

The intense focus on serum-mediated
immunity relegated the demonstration by
Metchnikoff of cell-mediated antimicro-
bial defense to a back burner, and it
took many decades for this aspect of pro-
tective immunity to gain a position at
center stage. Indeed, a series of semi-
nal papers by James Murphy, including
experiments that demonstrated the ‘‘role
of lymphoid tissue in the resistance to
experimental tuberculosis in mice,’’ re-
mained widely unrecognized. Not until
the 1940s did Peter Medawar and Thomas
Gibson redirect attention to cell-mediated
inflammatory processes. Medawar and
Gibson observed that skin graft rejec-
tion correlates with cellular infiltration.
The pioneering experiments performed
by Karl Landsteiner and Merrill Chase
showed that resistance to tuberculosis
could be established by passive transfer of
mononuclear cells. Additional studies by
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Mackaness and colleagues demonstrated
the critical role of cellular immunity in
certain bacterial infections. Subsequently,
James Gowans demonstrated that adap-
tive immunity is mediated by recirculating,
long-lived lymphocytes. The thymic origin
of these lymphocytes, which were there-
fore termed T cells, was recognized, and it
was shown that they play a central role
in mediating resistance to intracellular
pathogens. The role of CD4+ and CD8+ T-
lymphocyte subsets in adoptive protection
against intracellular infection was eluci-
dated shortly thereafter. Both CD4+ and
CD8+ T cells provide long-term protective
immunity against infections, and much
has been learned in the last decade about
T cell–mediated immunity. This article
will review our current understanding of
immunologic memory, focusing on more
recent advances.

2
Characteristics of Memory Cells

Memory T- and B-lymphocytes mediate
long-term protective immunity to infec-
tious pathogens. A characteristic feature
of memory cells is their long-term sur-
vival in the absence of reexposure to
the pathogen. Additional characteristics of
memory T cells are their increased fre-
quency and enhanced responsiveness to
antigen. Thus, upon reexposure to antigen
following secondary infection, memory
cells expand more rapidly and vigorously
and acquire effector functions faster than
naı̈ve T cells. Indeed, lower concentrations
of antigen and less costimulation are re-
quired for memory T cell–activation. The
physiologic basis for these hallmarks of
immune memory has become clearer over
recent years.

3
CD8+ T-Cell Memory

3.1
Phenotyping Memory CD8+ T Cells

Memory T-cell subsets are commonly dis-
tinguished from naı̈ve cells on the basis of
surface marker expression. A number of
surface molecules associated with mem-
ory and naı̈ve CD8+ T cells are involved in
cell adhesion and chemotaxis, consistent
with distinct trafficking of different T-cell
populations. During a primary immune
response, IL-7Rα (CD127) is downregu-
lated on most CD8+ T cells and only
a small subset of cells continues to ex-
press this marker during the effector
phase. Only those cells that are CD127hi

survive and contribute to the pool of mem-
ory cells. Hence, CD127 is a marker for
precursor cells that are destined to be-
come memory cells. The expression of
the adhesion molecules CD44 and CD62L
has been applied to define memory cells.
While naive cells are CD44lo and CD62Lhi,
they become CD44hi and CD62Llo upon
activation. To make matters more compli-
cated, however, CD62L is reexpressed on
a fraction of memory cells, and expression
of CD44 varies among different mouse
strains. Recent studies have demonstrated
that memory CD8+ T cells can be divided
into effector memory (CD62Llow CCR7−)
and central memory (CD62Lhi CCR7+)
populations, on the basis of L-selectin
(CD62L) and the CC-chemokine receptor
7 (CCR7) expression.

The expression of tyrosine phosphatase
CD45 isoforms is also used to distinguish
between T-cell differentiation stages. The
CD45RB isoform is generally detected on
naive cells while memory cells express the
CD45RA and CD45RO isoforms. How-
ever, because CD45 isoform expression
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on memory versus naı̈ve T cells is complex
and can change with nonspecific activa-
tion and cytokine treatment, CD45 is a
relatively unreliable marker for memory
T-cell definition.

The IL-2 receptor α-chain (CD25) and
CD69 are rapidly expressed by T cells
upon encountering cognate antigen, but
their expression is not sustained on mem-
ory T cells. Similarly, O-glycosylation on
mucin-type surface glycoproteins such
as CD43 can distinguish effector from
memory cells. Some memory T cells,
however, express the IL-2 receptor β-
chain (CD122), a component common
to both IL-2 and IL-15 receptors, the
latter cytokine being essential for mem-
ory CD8+ T-cell maintenance. Ly-6C has
also been used as a marker to dis-
tinguish effector from memory T cells.
Low and intermediate expression of this
marker is characteristic of effector T cells,
while it is highly expressed on memory
T cells.

More recently, classification of human
virus-specific T cells into naı̈ve, effector,
and memory cells on the basis of CD27
and CD28 expression was described. Hu-
man immunodeficiency virus (HIV), Ep-
stein–Barr virus (EBV), cytomegalovirus
(CMV) and hepatitis C virus (HCV) spe-
cific T cells, while similar during primary
infection, give rise to distinct memory T-
cell populations during chronic infection,
which are characterized by differential ex-
pression of various surface antigens and
effector molecules. Naı̈ve CD8+ T cells
are CD27+ CD28+ and express CCR7.
Early and intermediate effector T cells
downregulate CD28, CCR7, and CD45RA
and express cytotoxic factors such as
perforin, granzyme A, and GMP-17 (a
marker for cytotoxic granules and lyso-
somes). Memory cells appear to lose the
CD28, CD27, and CCR7 markers and

maintain CD45 expression at low levels.
They exhibit a greater cytotoxic potential
than nonprimed cells and their telom-
eres are shortened. In this study, T-cell
populations responding to persistent vi-
ral infections were more diverse than
expected. EBV and HCV promoted the
development of early effector memory
T cells while HIV induced intermedi-
ate and CMV induced terminally differ-
entiated memory T cells. In aggregate,
recent studies demonstrate the remark-
able diversity within memory T-cell pop-
ulations and illustrate the importance
of integrating phenotypic and functional
characteristics when assessing memory
T cells.

3.2
Enhanced Responsiveness of Memory
CD8+ T Cells: Potential Mechanisms

Enhanced sensitivity of memory T cells for
cognate antigen likely results at least in
part from more rapid signal transduction.
Priming of naı̈ve T cells leads to asso-
ciation of the tyrosine kinase Lck with
the CD8 coreceptor, thereby enhancing
TCR signaling. The association between
Lck and CD8 is maintained in mem-
ory cells, which contributes to the lower
stringency for activation of effector and
memory cells. PEST domain-enriched ty-
rosine phosphatase (PEP) has recently
been implicated as a negative regulator for
specific aspects of T-cell development and
function. Mice deficient in PEP demon-
strate enhanced activation of Lck, which
results in increased expansion and func-
tion of the effector and memory T-cell
pool. Additional qualitative differences
have been reported further downstream
in the signaling cascade, involving the
mitogen-activated protein (MAP) kinases
ERK1 and 2 (extracellular signal-regulated
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kinase), which activate transcription fac-
tors essential for T-cell activation. In
contrast to naı̈ve T cells, memory cells
show an increased ability to phosphory-
late ERK1 and ERK2, thereby accelerating
signal propagation.

In addition to enhancing the rate of
T-cell activation, regulation of signaling
molecules can also influence activation-
induced differentiation of memory cells.
For example, transgenic mice express-
ing a partially calcium-independent mu-
tant of the calcium/calmodulin kinase II
(CaMKII) γ B show an increase in the num-
ber of T cells in secondary lymphoid organs
with a memory phenotype suggesting that
this kinase is important for the develop-
ment of memory.

The stage of the cell cycle that most naı̈ve
and antigen experienced T cells occupy
also differs. Naı̈ve T cells are arrested in the
G0/G1 stage, with high expression of the
cyclin dependent kinase (CDK) inhibitor
p27Kip1 and low activity of the CDK6 and
CDK2. In contrast, memory CD8+ T cells
are also in G0/G1 but have low expression
of p27Kip1 and high CDK6 kinase activity.
This results in a preactivated cell cycle state
of memory T cells that favors rapid division
after antigen stimulation.

Lymphocyte differentiation is associated
with programmed alterations in gene ex-
pression, which is largely regulated by
structural changes in chromatin. Distinct
gene expression profiles have been re-
ported for memory cells. For example,
mRNA levels for several cytokines in-
cluding RANTES, interferon-γ (IFN-γ ),
and cytotoxic molecules such as per-
forin and granzyme B are elevated in
memory T cells. Transcripts for these
genes are rapidly translated in mem-
ory T cells following TCR stimulation,
circumventing the time required for tran-
scriptional activation.

3.3
Generation of Memory CD8+ T Cells

At the end of an immune response to
an invading pathogen, most of the clon-
ally expanded T cells die, leaving a small
population of memory T cells, which is
maintained for long periods of time. How
do memory T cell–precursors survive dur-
ing the contraction phase of the immune
response and which cells become long-
lived memory cells? Recent experiments
revealed that the homotypic form of CD8,
CD8αα, is selectively expressed by CD8+
memory T cell–precursors and is required
for their survival. Mice that are deficient in
the CD8 enhancer (E8I) express the usual
heterotypic CD8αβ molecule but not the
homotypic form CD8αα. E8I knock-out
mice mount a normal primary immune
response but show diminished memory
expansion. CD8αα interacts with the non-
classical MHC class I like molecule, thymic
leukemia (TL) antigen. This interaction
has been shown to modulate T-cell re-
sponses and leads to enhanced expression
of IL-2/IL-15Rβ and IL-7Rα. CD8+ mem-
ory T-cell precursors express IL-7Rα chain,
which renders them responsive to cytokine
mediated survival signals. IL-7 is a potent
survival factor for both naı̈ve and mem-
ory CD8+ T cells due to the induction
of antiapoptotic factors such as Bcl-2 and
Bcl-XL.

Studies of CD8+ T-cell memory have
been greatly facilitated by the increasing
spectrum of mice with targeted genetic
deletions. For example, mice deficient in
CD27, a member of the TRAF-linked tu-
mor necrosis factor (TNF) receptor family
that plays a costimulatory role during T-
cell priming, have a markedly diminished
virus-specific memory CD8+ T-cell re-
sponse. On the other hand, mice lacking
the CD28 costimulatory molecule, while
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deprived of CD86-mediated helper signals,
mount nearly normal memory CD8+ T-
cell responses in response to lymphocytic
choriomeningitis virus (LCMV) or Lis-
teria monocytogenes infection, supporting
the notion that the costimulatory net-
works contain built-in redundancies that
can compensate for the absence of CD28.
However, costimulatory requirements for
memory T-cell generation can vary signif-
icantly, since different pathogens create
distinct inflammatory milieus. For exam-
ple, induction of long-term immunity to
influenza virus infection in contrast to
LCMV and L. monocytogenes infection, re-
quires CD28 signaling. 4-1BB, a TNF
receptor family member, is another cos-
timulatory molecule that has an impact
on memory T-cell formation. Mice lack-
ing 4-1BB ligand have diminished late
expansion of virus-specific effector and
memory CD8+ T cells, suggesting that
4-1BB signals play a role in sustaining
T-cell activation and memory generation.

TNFR-associated factor 2 (TRAF2) is
an adapter protein, which associates with
the cytoplasmic tail of several TNF re-
ceptor family members including CD27,
CD40, OX40, and 4-1BB and thereby
links signals to downstream pathways.
Hence, the absence of TRAF2 is likely
to abrogate signaling through multiple
costimulatory pathways. However, studies
using dominant negative forms of TRAF2
demonstrated that in response to influenza
virus infection, only secondary CD4+ and
CD8+ T-cell expansion is decreased, while
the primary expansion is not affected.

Cytokines are also implicated in the
generation of antigen-specific memory
T cells. Infection of IL-15- or IL-15Rα-
deficient mice with LCMV generates a
potent primary response but the memory
pool decreases gradually over time, lead-
ing to impaired secondary CD8+ T-cell

expansion. This demonstrates differential
IL-15 requirements for naı̈ve and mem-
ory CD8+ T cells. In the absence of IL-15
signaling, the memory response is also
diminished following vesicular stomatitis
virus (VSV) infection; however, the pri-
mary CD8+ T-cell expansion also appeared
to be impaired. These studies suggest that
in some circumstances, IL-15 may play a
role in the generation of memory CD8
T cells.

CD4+ T cells have also been implicated
in the generation of CD8+ T-cell mem-
ory; however, their importance varies with
the type of infection. In the setting of
LCMV infection, CD4+ T cells are not
necessary for primary CD8+ T-cell re-
sponses, but they are indispensable for
long-term CD8+ T-cell memory. Remark-
ably, CD4+ T cells contribute to CD8+
T-cell memory at the time of initial prim-
ing, since activation of memory CD8+ T
cells occurs independently of CD4+ T-cell
help. In contrast to viral infections, gen-
eration of memory CD8+ T cells during
bacterial infections appeared to be less de-
pendent on CD4+ T cells. For example,
although mice lacking the class II transac-
tivator (CIITA) have diminished numbers
of CD4+ T cells, they generate memory
CD8+ T cells following infection with the
L. monocytogenes. Consistent with this re-
sult, CD4+ T cell-depleted, CD4−/−, and
MHC class II−/− mice immunized with
L. monocytogenes 3 to 4 weeks prior to
rechallenge, mount protective recall re-
sponses. However, the consequences of
the lack of CD4+ T cells help in generating
functional CD8+ T-cell memory become
more apparent many months following
the initial antigen encounter. Recent data
demonstrated that memory CD8+ T cells
generated without CD4 help are defective
in their ability to respond to secondary
encounters with antigen. Memory CD8+
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T-cell generation seems to be dependent
on the presence of Th cells during, but not
after, priming, suggesting that T-cell help
is ‘‘programmed’’ into CD8+ T cells dur-
ing priming. However, this concept was
challenged by studies in which memory
CD8+ T cells were adoptively transferred
into wild type or CD4+ T cell-deficient re-
cipients. The presence of CD4+ T cells
was only important after, but not dur-
ing, the early CD8+ T-cell programming
phase, suggesting that CD4+ T cells are re-
quired only during the maintenance phase
of long-live memory CD8+ T cells.

An important mechanism by which
CD4+ T cells provide help to CD8+ T
cell is through CD40-CD154 interactions.
Antigen-presenting cells (APCs) were orig-
inally thought to be the mediators for
these signals. Recent data demonstrates,
however, that activated CD8+ T cells that
express CD40 may receive direct help for
CD4+ T cells expressing CD154. Adminis-
tration of agonistic anti-CD40 monoclonal
antibodies greatly enhances the protec-
tive potential of adoptively transferred,
L. monocytogenes-specific CD8 T cells, pro-
viding further support for the role of
CD40 in memory T-cell generation and/or
maintenance.

Signals transmitted from CD4+ T cells
are not uniformly stimulatory. In re-
cent years, CD4+ CD25+ T regulatory
cells have been implicated in the con-
trol of autoimmunity. During infection
with L. monocytogenes, CD4+ CD25+ T
regulatory cells can suppress memory
CD8+ T-cell expansion. Similar observa-
tions were reported for memory CD8+
T-cells responses to infection with herpes
simplex virus (HSV). Thus, CD4+ T cells
play both positive and negative roles in the
control of CD8+ T-cell memory.

Primary infection with L. monocyto-
genes induces memory T cells specific for

multiple distinct peptides. CD8+ T cells re-
stricted by the nonclassical MHC class Ib
molecule H2-M3 and specific for N-formyl
methionine peptides expand more rapidly
than MHC class Ia-restricted CD8+ T
cells during a primary infection. However,
the memory responses of H2-M3-versus
MHC class Ia-restricted T cells are dramat-
ically different. H2-M3-restricted memory
T cells express activation markers upon
reencountering antigen, but do not pro-
liferate, while MHC class Ia-restricted T
cells undergo explosive expansion. It was
initially suggested that this disparity may
reflect differences in thymic selection of
these two CD8+ T-cell types. However,
more recent data show that MHC class
Ia-restricted memory T cells inhibit the
H2-M3 memory response by rapidly termi-
nating in vivo antigen presentation of H2-
M3 antigen following secondary infection.

3.4
Maintaining CD8+ T-Cell Memory

Most infections are eliminated by the
mammalian host, yet memory T cells
persist afterwards for many years. De-
termining the mechanisms that enable
long-term memory T-cell persistence in
the absence of antigen has been a great
challenge. Pioneering studies with adop-
tively transferred, antigen-specific mem-
ory T cells demonstrated the ability of
these cells to survive in MHC-deficient
mice. These observations provide strong
evidence that once the differentiation pro-
gram is initiated, memory CD8+ T cells
can persist in the absence of antigen. How-
ever, immunological T-cell memory that
is maintained without MHC contact may
become functionally impaired. For exam-
ple, memory CD4+ T cells specific for
the male (HY) antigen show defective re-
sponses upon rechallenge and also alter
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their surface phenotype expression if they
are kept in MHC-deficient hosts.

If maintenance of memory T cells is
MHC and antigen independent, what reg-
ulates their persistence? Recent studies
have demonstrated that IL-15 is crucial for
in vivo maintenance of memory CD8+ T
cells. Both primary and memory CD8+
T-cell expansion is diminished in IL-
15- or IL-15-receptor-deficient mice, and
maintenance of memory T-cell popula-
tions following immunization is markedly
attenuated in the absence of IL-15 sig-
naling. The gradual decline in memory
CD8+ T-cell numbers in the absence of
IL-15 results from decreased proliferation
by memory cells. Interestingly, IL-7 can
compensate for the missing survival sig-
nals in the absence of IL-15. When IL-7 is
overexpressed in IL-15−/− mice, memory
CD8+ T cells are generated, while removal
of IL-7 and IL-15 completely inhibits the
homeostatic proliferation of CD8+ mem-
ory T cells. These findings emphasize the
joint contribution of these two cytokines
for promoting CD8+ memory T-cell pro-
liferation. Surprisingly, IL-2, a factor best
known for its ability to stimulate T-cell pro-
liferation, appears to play a negative role
in memory T-cell survival.

In comparison to effector CD8+ T cells,
memory CD8+ T cells express high levels
of bcl-2 mRNA and protein, explaining
their relative resistance to apoptosis. One
effect of IL-15 is to increase bcl-2 levels in
memory T cells, providing a second IL-15-
mediated mechanism for memory CD8+
T-cell maintenance.

Cap structures that protect telomeres
from degradation and terminal fusion
play an essential role in stabilizing chro-
mosome ends. Telomeres tend to pro-
gressively shorten when cells proliferate,
eventually resulting in death of the pro-
liferating cell. Telomere length, however,

can be maintained in cells with activated
telomerase, which adds DNA to telomeres
with each cell division. Naı̈ve as well as
memory T cells undergo massive prolif-
eration following antigen encounter. In
order to compensate for telomere shorten-
ing, telomerase is more active in memory
than naı̈ve or effector T cells, potentially
contributing to their long-term survival.

3.5
Models of CD8+ T-Cell Memory Generation

While some aspects of memory T-cell
maintenance have been characterized,
the mechanisms that generate memory
CD8+ T cells are less clear. Several
models for memory generation have been
proposed and are outlined in this section.
The recent introduction of methods that
precisely quantify antigen-specific T cells
during immune responses has provided
immunologists with a framework upon
which to build these models.

The linear differentiation model of mem-
ory T-cell formation proposes progressive
differentiation of T cells from naı̈ve to
effector to memory cells (see Fig. 1). Fol-
lowing initial stimulation, an activation
program drives naı̈ve T-cell differentiation
into effector cells, followed by further dif-
ferentiation of a subset of effector T cells
into memory T cells. Early support for this
model came from TCR repertoire analy-
ses of effector and memory T cells. The
TCR repertoire of primary CD8+ T-cell re-
sponses is similar to that of memory CD8+
T cells, suggesting that memory cells are
stochastically chosen from the population
of effector CD8+ T cells activated during
the primary infection. While linear differ-
entiation of memory T cells was supported
by adoptive transfer studies with T-cell re-
ceptor (TCR), transgenic (tg) CD8+ T cells
specific for the male H-Y antigen, the most
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Naïve cell Memory cell

Effector cell Memory precursor

Model a: Gradual differentiation of memory cells

Antigen &
inflammation 1 week 2 weeks 3 weeks

Model b: Early generation of memory cells

Model c: Preprogrammed memory cell potential

Fig. 1 Models of programmed memory T-cell generation.

direct evidence in support of this model
came from studies using a clever system
for genetically marking T cells that had
acquired effector function. In this study,
memory T cells were derived from effector
T cells. It also remains controversial when
memory cells form during the course of an
immune response (see Fig. 1). One recent
study demonstrated that T cells require
several weeks from the time of antigen
encounter to differentiate into memory T
cells. Other studies showed that rechal-
lenge of mice with a high inoculum of
antigen 5 days after primary immuniza-
tion resulted in a memory-like CD8+ T-cell
response, suggesting that memory T cells
may already be present during the primary
immune response.

A variation of the linear differentiation
model proposes that different memory
T-cell subsets develop at different times
following T-cell priming. According to this
model, primed effector T cells can, in the
absence of further stimuli, develop into
CCR7+ CD62L+ central memory cells,
which home to lymph nodes and lack effec-
tor functions. In contrast, effector memory
cells, which are CCR7− CD62L−, derive
from effector cells that have undergone
more prolonged stimulation with antigen.
This subset of memory cells produces
high levels of effector cytokines, maintains
cytolytic activity, and trafficks to periph-
eral tissues. Some evidence suggests that
effector memory cells can convert to cen-
tral memory cells upon antigen clearance.
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Evidence in support of this model comes
from the analysis of T-cell priming by
live versus killed bacterial vaccines. Live
bacteria, which induce substantial inflam-
mation, result in large effector memory
T-cell populations, while killed bacteria,
which induce an attenuated inflammatory
response, give rise to T cells with a central
memory phenotype.

Another model for memory T-cell de-
velopment is the decreasing-potential model,
which is based on the progressive loss of
proliferative capacity. The underlying idea
of this model is that successful memory T-
cell generation requires a short duration of
antigenic exposure during T-cell priming.
According to this model, larger numbers
of functional memory T cells should be
produced when effector T cells are briefly
exposed to antigen, thereby avoiding anti-
gen driven apoptosis (AICD). Support for
this model comes from situations of over-
whelming antigen dose or during chronic
infections, such as HIV or hepatitis C,
where antigen-specific T cells either disap-
pear or become dysfunctional.

A variant of the decreasing-potential
model suggests that the timing of T-
cell priming during an immune response
determines which cells enter the memory
lineage. The circulation of lymphocytes
between the blood and lymphatic system
is a rather slow process with turnover

times of 12 to 24 h. Thus, the time that
it takes for individual lymphocytes to
encounter antigen presented in secondary
lymphoid organs can vary significantly.
Since antigen presentation is transient,
cells recruited later will encounter antigen
for a shorter time period than cells that
are initially recruited. Brief exposure to
antigen would be sufficient to induce
their proliferation and differentiation into
effector cells; however, the signal would
be inadequate to trigger death pathways.
Further studies are required to provide
experimental support for this model.

The third model for memory T-cell gen-
eration is the instructive model, which posits
that effector and memory T-cell differ-
entiation diverges during T-cell priming.
According to this model, memory T cells
directly differentiate from naı̈ve T cells
without passing through the effector stage.
Although experimental support for this
model is sparse, the notion that naı̈ve T
cells might take their cues from the in-
flammatory and costimulatory context and
undergo differentiation into either effector
or memory T cells remains plausible.

T-cell programming is a relatively new
concept that should be incorporated into
models of memory T-cell generation
(see Fig. 2). Early studies demonstrated
that CD8+ T cells specific for different
epitopes undergo coordinate expansion

Bacterial infection Innate immune response Adaptive T-cell response

0 1 2 3 4 5 6 7 8 9 10 11 12
Days following infection

0 1 2 3 4 5 6 7 8 9 10 11 12
Days following infection(a) (b)

Fig. 2 Antigen-independent proliferation and memory generation.
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and contraction in response to infection,
despite substantial differences in antigen
expression levels and stability of peptide-
MHC complexes. One explanation for this
finding is the relatively short duration
of effective in vivo antigen presentation,
which results from downregulation by the
nascent T-cell response. While feedback
inhibition limits T-cell priming to the
very early phase of the infection, the brief
period of priming is sufficient to initiate
a program of antigen-independent T-cell
expansion. Remarkably, the process of T-
cell expansion, contraction, and memory
formation occur in the absence of both
antigen and inflammation.

4
CD4+ T-Cell Memory

While CD8+ T-cell memory has been
extensively investigated, less is known
about the generation and maintenance of
memory CD4+ T cells. One explanation
for this disparity is the difficulty to
directly identify antigen-specific CD4+
T cells during the course of an immune
response. One recent study, however, has
compared CD4+ and CD8+ memory
T-cell responses to LCMV and found
that virus-specific memory CD4+ T cells
decline in frequency over time while
memory CD8+ T cells are maintained at
high frequencies. In this section, we will
concentrate on recent studies focusing on
memory CD4+ T cells.

4.1
Differentiation of Effector and Memory
CD4+ T Cells

Naı̈ve CD4+ T cells, upon in vivo prim-
ing, differentiate into either Th1 or Th2

effector cells. While the mechanisms lead-
ing to Th1 or Th2 differentiation remain
incompletely understood, the innate in-
flammatory response elicited by the in-
vading pathogen plays a major role in
this process. Many viruses and bacteria
induce IL-12 and interferon-γ (IFN-γ ) se-
cretion, driving the differentiation of naı̈ve
CD4+ T cells into Th1 cells. In contrast,
Th2 immunity, which is induced by in-
testinal helminth infection, is associated
with innate inflammatory responses that
produce IL-4, driving naı̈ve CD4+ T-cell
differentiation into Th2 cells. While the
Th1/Th2 lineage decision has important
consequences for the primary immune
response, long-term memory T cells main-
tain the phenotype induced at the time of
priming. Thus, while memory CD4 T cells
do not produce cytokines in the absence of
stimulation, upon reencountering antigen
they rapidly reexpress the cytokines elicited
during their primary activation. Several
studies have demonstrated that epigenetic
chromatin remodeling during the primary
T-cell response accounts for specific cy-
tokine expression profiles of reactivated
memory T cells.

4.2
Phenotype of Memory CD4+ T Cells

Memory CD4+ T cells have a lower
threshold for activation than naı̈ve T cells.
Indeed, memory CD4+ T cells respond
more rapidly to antigen, with enhanced
cytokine secretion and greater prolifera-
tion in response to low antigen doses.
In addition to greater responsiveness to
antigen, memory CD4+ T cells are also
present at higher frequencies in immune
animals. While cytokine production by
naı̈ve CD4+ T cells is restricted to IL-2
and IL-3, memory CD4+ T cells secrete a
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greater variety of cytokines. Adoptive trans-
fer of in vitro generated antigen-specific
Th1 and Th2 cells leads to long-lived
memory cells, which produce a pattern of
cytokines closely related to that of the orig-
inally transferred cells. As mentioned in
the previous section, epigenetic imprint-
ing accounts for the fidelity of memory
T-cell cytokine production.

4.3
Memory Generation and Maintenance

Mechanisms for CD4+ memory T-cell
generation have not been defined. While
models similar to those outlined for CD8+
T-cell memory formation may be applica-
ble to CD4+ T-cell memory generation,
existing data most strongly support linear
differentiation from naı̈ve to effector to
memory CD4+ T cells. In vitro studies, for
example, demonstrated that effector CD4+
T cells can differentiate into memory cells
without the requirement for cell division.
However, the factors involved in the tran-
sition from effector to memory T cells
remain unclear. Remarkably, CD4+ T-cell
memory is efficiently generated in the ab-
sence of IL-2, IL-4, or IFN-γ . As with CD8+
T cells, initial antigen stimulation is suf-
ficient to initiate programmed expansion
in CD4+ T cells, and extended antigenic
stimulation is not required for differenti-
ation into memory cells or for long-term
persistence. Indeed, memory CD4+ T cells
persist in the absence of both antigen and
MHC class II molecules.

The cytokine requirements for long-
term memory CD4+ T-cell survival are
distinct from those described for memory
CD8+ T cells. For example, while mem-
ory CD8+ T cells decrease in frequency
in the absence of IL-15, memory CD4+ T
cells are maintained independently of IL-
15. Consistent with this finding, CD122 is

expressed at low levels on memory CD4+
T cells. In addition, memory CD4+ T cells
undergo homeostatic proliferation in the
absence of both IL-7 and IL-15, and CD4+
T cells from mice deficient in the com-
mon cytokine receptor γ –chain, which is
shared by receptors for IL-2, -4, -7, -9, and
15, can generate long-lived CD4+ mem-
ory T cells. IL-7 might not be essential
for the homeostasis of CD4+ memory T
cells, but contributes to the maintenance
of all naı̈ve and memory T-cell subsets,
and thereby influences the control of the
overall size of the T-cell pool. Differences
in CD8+ and CD4+ T cell–memory main-
tenance have been detected following viral
infection: virus-specific CD4+ memory T
cells gradually decline, while CD8+ mem-
ory T cells remain stable. While many
factors have been excluded as essential
to CD4+ T cell–memory formation, the
underlying mechanisms that drive differ-
entiation of effector into memory T cells
remains mysterious.

4.4
Trafficking of Memory CD4+ T Cells

CD8+ as well as CD4+ T cells differentiate
in memory subsets with distinct effec-
tor functions and migration capacities.
The differences in homing and traffick-
ing of CD4+ T cells can be attributed
to their expression of the selectin CD62L
and the chemokine receptor CCR7. Central
memory (CCR7+, CD62L+) CD4+ T cells
are preferentially home to lymphoid tis-
sues, whereas effector memory (CCR7−,
CD62L−) recirculate in peripheral tissues
long after immunization. The localization
of central and effector memory CD4+ T
cells in different organs has been directly
visualized by immunohistology on whole
body sections.
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5
B-Cell Memory

5.1
Generation of B-Cell Memory

Similar to memory-T cells, memory-B
cells respond rapidly to secondary expo-
sure to antigen, proliferating and pro-
ducing high affinity antibodies. B cells
require accessory signals provided by
helper T cells for full differentiation and
are also activated by certain microbial
stimuli. There are two distinct devel-
opmental pathways for antigen-specific
B cells. B-1 and marginal-zone B cells
proliferate and differentiate into antibody-
secreting plasma cells, thereby provid-
ing the most rapid humoral response
to antigen. While many plasma cells
have a life span limited to a few days
or weeks, some develop into long-lived
cells that mediate long-term humoral im-
munity. Some antigen activated B cells
migrate into follicles where they prolif-
erate and form germinal centers (GCs),
an important site of antibody secretion
and affinity maturation. B cells express-
ing high affinity immunoglobulins re-
ceive positive signals from T-helper cells,
leading to B-cell proliferation, survival,
and maturation.

Lymphotoxin (LT) is important for de-
velopment of peripheral lymphoid organs
since mice lacking lymphotoxin-α (LT-α)
receptor have no lymph nodes or Peyer’s
patches and fail to form germinal cen-
ters. These structural deficits are linked to
defective isotype-switching following pri-
mary or secondary immunization with T
cell–dependent antigens. The important
role of germinal centers in memory B-cell
formation was demonstrated in adoptive
transfer experiments. B cells from LT-
α−/− donors were capable of giving

rise to a memory population, whereas a
memory IgG B-cell responses could not
be elicited in LT-α−/− hosts. These stud-
ies clearly support previous observations,
which point out the important role of ger-
minal center structures for memory B-cell
development.

Some of the factors determining the
lineage decision between plasma cells and
memory B cells have been identified, and
include cell-surface receptors, cytokines,
and transcriptional regulators. Stimulation
through CD40-CD154, IL-4, expression
of PAX5 and BCL-6 inhibit plasma cell
differentiation. On the other hand, absence
of CD40, IL-3, IL-6, and IL-10 and
the commensurate degradation of BCL-6
and induction of Blimp-1 (B-lymphocyte-
induced maturation protein 1) promote
plasma cell differentiation.

CD4+ T cells are crucial for the gen-
eration of long-term humoral immunity.
Direct antigen-specific T-B-cell interac-
tions have been visualized with adoptive
transfer systems, and the molecular re-
quirements for CD4+ T-cell help have
been identified recently. One important
participant in this process is the sig-
naling lymphocyte activation molecule
(SLAM), SLAM-associated protein (SAP),
which was originally identified as altered
in X-linked lymphoproliferative syndrome
(XLP). SAP controls signaling via the
family of SLAM surface receptors, in-
cluding CD84, CD150 (SLAM), CD229,
and CD244 and hence plays a funda-
mental role in T-cell function. Mice de-
ficient in the SAP gene (SAP−/−) mount
strong antibody responses during an acute
viral infection, but they fail to gener-
ate long-lived virus-specific plasma and
memory-B cells. Adoptive transfer experi-
ments demonstrated that SAP expression
by CD4+ T cells, but not B cells, is
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essential for generation of long-term hu-
moral immunity.

5.2
Maintenance of B-Cell Memory

It has been proposed that long-term hu-
moral immunity is maintained by memory
B cells, which continuously differentiate
into short-lived plasma cells. Recently,
however, it was shown that long-lived
plasma cells survive for prolonged periods
of time and maintain humoral immunity
in the absence of memory B cells. Main-
tenance of humoral immunity appears to
be antigen independent since memory B
cells persist in the absence of antigen.
Some experiments support the hypothesis
that survival of long-lived plasma cells is
determined by microenvironment rather
than by intrinsic factors. In vitro exper-
iments, for example, show that plasma
cells isolated from tonsils undergo apopto-
sis unless rescued by stromal cells. Further
support for this concept comes from
the observation that plasma cell mainte-
nance is restricted by the capacity of the
splenic red pulp to provide ‘‘space,’’ sug-
gesting that plasma cell homeostasis is
regulated by competition for specific sur-
vival niches.

Nerve growth factor (NGF) regulates
neuronal cell development and survival.
The finding that patients with autoim-
mune disorders often have elevated NGF
plasma levels, and that NGF receptor
shares structural similarities with some
cytokine receptors suggested a role for this
cytokine in the immune system. B cells
can produce NGF under basal conditions
and constitutively express NGF-receptors.
It turns out that NGF acts as an autocrine
survival factor for memory B cells and
its neutralization completely inhibits hu-
moral memory responses.

6
Conclusions

The journey to decipher memory T- and
B-cell development continues to be a
great scientific adventure, and there re-
main many unanswered questions that
will require additional clever models and
experiments. The motivation for moving
forward, however, is substantial. Delineat-
ing basic mechanisms is important and
applying the knowledge gained from an
enhanced understanding of immunologic
memory to the development of vaccines,
against both infectious diseases and ma-
lignancy, will be especially satisfying.

See also Antigen Presenting Cells
(APCs); Dendritic Cells; Immuno-
logy; Innate Immunity.
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B-cell Receptor (BCR)
The surface immunoglobulin expressed on the surface of each B cell that uniquely
recognizes an antigenic determinant.

Cluster Determinant (CD)
An internationally recognized nomenclature that identifies and classifies cell surface
antigens on leukocytes that are recognized by monoclonal antibodies

Cytotoxic T Cells (CTL)
T lymphocytes that are capable of killing target cells, either antigen-specific
or polyclonal.

Major Histocompatibility Complex (MHC)
In humans, referred to as human leukocyte antigen (HLA).

Monoclonal Antibodies (mAb)
Antibodies captured by cell fusion technology or recombinant DNA techniques that are
produced in large quantities for diagnostic and therapeutic use.

Natural Killer (NK) Cells
Cells of the hematopoietic system that are neither lymphocytes nor classical myeloid
cells that are capable of mediating cytotoxicity against a variety of tumor cells.

T-cell Receptor (TCR)
A dimeric cell surface protein on the surface of T cells that recognizes antigens
expressed on antigen-presenting cells.

Tumor-associated Antigens (TAA)
Antigens uniquely expressed or overexpressed on tumor cells.

� Cancer or tumor immunology refers to the field of study that seeks to define the
role of the immune system in controlling and regulating the growth and survival
of malignant cells. From animal studies, it has been known for decades that tumor
cells can be recognized and eliminated by the immune system. The basis of immune
recognition is the expression of tumor-associated or tumor-specific molecules by
tumor cells in a manner that is recognizable to the various components of the
immune system. Much has been learned about the antigens, antigen-presenting
cells, and effector cells of the immune system over the past several years. This is
still a discipline in its infancy, which is yet to fulfill the dream of effective control
of human tumors by natural immunological processes. This chapter will review
the current state of the science and the prospects of meaningful application of the
immune system to human disease.
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1
Tumor Antigens

The fundamental notion of tumor im-
munology is that the host immune system
has the capacity to recognize antigens
on tumor cell surfaces that are differ-
ent from normal antigens, to which im-
mune tolerance has already developed.
The evidence for the existence of tumor
antigens comes from decades of study
in animal models. For example, classical
experiments in the 1950s demonstrated
that animals ‘‘immunized’’ with irradiated
syngeneic tumor cells protected the host
from subsequent challenge with viable tu-
mor cells.

The molecular basis of tumor-associated
antigens (TAA) has been elucidated in
recent years, in concert with an unraveling
of the mechanism by which antigens
are perceived by the immune system. It
is now known that polypeptide antigens
are processed and presented as small
peptides in the groove of class I and
II HLA molecules and thus recognized
by specific T cells through the T-cell
receptor (TCR).

There are several mechanisms by which
tumor antigens may arise (Table 1). It
is increasingly clear that cancer is a
genetic disease, resulting from various
mutagenic events in the DNA of the
subject. TAA may be generated through
mutations in the genome of the cancer
cell mediated by carcinogenic chemicals,
leading to the generation of new pro-
tein molecules that are different from
normal self-antigens. Point mutations,
chromosomal translocations resulting in
fusion genes and their encoded molecules,
breaks in DNA strands, and numer-
ous other molecular changes in DNA
lead to altered protein structures in can-
cer cells.

Other candidates for tumor antigens
include tissue-specific antigens that are
overexpressed on tumor cells as a con-
sequence of the neoplastic transforma-
tion. It would not be expected that these
‘‘normal’’ self-antigens would generate
an immune response. However, as we
will discuss below, these overexpressed
antigens may be targets for targeted im-
munotherapy with monoclonal antibodies
or cellular effectors.

Tab. 1 Tumor-associated antigens.

Origin of TAA
• Chemical mutagenesis
• Spontaneous mutation with mismatch repair defects
• Viral mutagenesis
• Chromosomal translocations (bcr-abl, AML/ETO1)
• Altered glycosylation (MUC-1)
• Idiotypic epitopes on B-cell malignancy (CLL, NHL, MM)
• Overexpression of normal tissue-specific antigens on transformed tissue

Classes of tumor-associated antigens
• Cancer testis antigens
• Differentiation antigens
• Viral antigens
• Mutated tumor suppressor antigens
• Oncogene products
• Unique antigens
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Tumor antigens in human solid tu-
mors were first described in malig-
nant melanoma and prostate carcinoma.
Through the creation of cytotoxic T-
lymphocyte cell lines from patients with
malignant melanoma, antigens such as
MAGE-1, MART-1/Melan-A and NY-ESO-
1 were found to be expressed on cells
from these cancers. These peptide anti-
gens are also expressed on normal testis
tissue, leading to the classification of such
antigens as ‘‘cancer testis antigens.’’ Since
then, literally hundreds of peptide antigens
and their HLA restricting alleles (both class
I and II) have been described through sim-
ilar techniques. Recently employed tech-
nologies including microarray, subtrac-
tive hybridization, and representational-
difference analysis have revealed many
more candidate human TAA.

Despite the theoretical and demon-
strated existence of tumor antigens in hu-
man tumors, clearly the immune system
in man is quite ineffectual in recogniz-
ing these antigens since cancer continues
to spontaneously emerge at an alarming
frequency. This sobering fact leads to
the conclusion that tumor cells may be
immunosuppressive to the immune sys-
tem, poor ‘‘presenters’’ of their altered
self-antigens, or that they can elude the im-
mune system by other mechanisms such
as continuous mutation or rapid growth
kinetics. There are also examples of hu-
moral (antibody) responses to TAA. In this
instance, a cell surface or circulating anti-
gen is recognized by the B-cell antigen
receptor (BCR) leading to its internaliza-
tion, induction of antibody synthesis, and
processing of the antigen for expression
by class II HLA molecules and subsequent
presentation to CD4+ T cells. Thus, both
a cellular and humoral response may be
generated to the same TAA.

2
Antigen Presentation

The immune system has evolved with
2 major arms, the innate arm and the
adaptive arm. Innate immunity recog-
nizes nonself-antigens in a nonspecific
fashion. Each time a similar antigen
is encountered, a similar response pat-
tern is initiated. No memory compo-
nent is involved. Components of the
adaptive system are also activated as a
result. Macrophages, interdigitating den-
dritic cells, and natural killer (NK) cells are
important cellular components of the in-
nate immune system. Various cytokines,
complement and acute phase proteins also
play key roles.

The adaptive immune system includes
both humoral and cellular arms. It re-
sponds primarily to exogenous antigens
that are first processed by cells, and then
presented in the context of self-HLA to spe-
cialized receptors on B and T lymphocytes.
Many animal and human studies support
the concept that the cellular arm has a
greater role in both tumor surveillance
and tumor-directed immune responses.
Observations include the efficacy of high
doses of interleukin-2 (IL-2) in some pa-
tients with malignant melanoma and renal
cell cancer and also studies demonstrating
that rejection of transplantable tumors was
mediated primarily by components of the
cellular immune system.

For a TAA to induce an effective cellular
immune response, antigen has to be pre-
sented directly or via an antigen-presenting
cell (APC) to a lymphocyte bearing a T-cell
receptor (TCR) that recognizes epitopes on
the presented antigen. Cross linking of the
TCR can then occur but additional cell–cell
interactions are critical for T-cell activa-
tion. These involve essential costimulatory
molecules as shown in Fig. 1. If, following
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Fig. 1 Antigen presentation by APC through
class I and II HLA. Helper T cells recognize MHC
class II-associated antigens. Cytotoxic T cells
recognize MHC class I-associated antigens.
Release of interleukin-2 (IL-2) by the helper T cell
provides a so-called help signal to the cytotoxic T
cells. (ICAM-intercellular adhesion molecule;
LFA-leukocyte function–associated antigen).

Reprinted with permission from ‘‘Tumor
Immunology’’ by Robert F. Todd, III, M.D.,
Ph.D., and Bruce O. Redman, D.O., Section 12,
Oncology, and Section 6, Immunology/Allergy,
published in ACP Medicine, edited by Dale DC
and Federman DD, published by WebMD
Corporation, New York, 2004. URL of product
www.acpmedicine.com.

engagement of the TCR, T-cell activation
does not occur, tolerance develops.

Tumor antigens have an inherent dis-
advantage in their ability to induce an
immune response, as they are often ‘self-
antigens’ to which tolerance frequently
exists. Many tumor antigens have demon-
strated the ability to induce an immune
response but generally they do so only
inefficiently. The goal of therapeutic im-
munological approaches is to augment
this response and overcome immunologi-
cal tolerance and ignorance.

An essential quality of the adaptive
immune system is the ability to distinguish
self from nonself. This is achieved via
the induction of tolerance to self. This
process occurs primarily in the thymus
and results in a state of immunological
unresponsiveness. It results primarily
from the interplay of an APC presenting
self-antigen to T lymphocytes in the
context of self-Major Histocompatibility

Complex (MHC) molecules. Tolerance can
also develop at peripheral sites such as the
lymph nodes and spleen.

The MHC is the key to understanding
tolerance. It is composed of the Human
Leukocyte Antigen (HLA) system and
consists of greater than 200 genes residing
on chromosome 6 (see Fig. 2). Among
these, the genes involved with immunity
are divided into two classes, HLA class I
and class II. The class I genes important
for the immune response are the HLA-
A, -B and -C genes. They encode for
the α chain of their corresponding HLA
molecule. The β chain is identical for all
class I molecules and is β2 microglobulin,
encoded from a gene on chromosome
15. Both chains of all class II molecules
are encoded by genes on chromosome
6. The class II HLA molecules belong
to the D class and include 5 different
families (M, O, P, Q, or R). Genes
on chromosome 6 also encode for HLA
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Fig. 2 Organization of HLA genes on human
chromosome 6. The best-characterized loci of
the human major histocompatibility complex
(MHC), located in the HLA region of the short
arm of chromosome 6, are depicted. Distances
are shown in recombination units
(centimorgans), as determined by crossover
frequencies in family studies, and in kilobases,
as determined by sequence analysis of fragments
produced by DNases having defined cleavage
sites. MHC class II molecules are encoded in the
HLA-DP, HLA-DQ, and HLA-DR genes, and
MHC class I molecules are encoded by HLA-B,
HLA-C, and HLA-A genes. A cluster of closely
linked complement genes-C4, BF, and C2-lies in
the center of the region. There are two structural
genes for C4, interspersed with two genes for the
adrenal enzyme 21-hydroxylase. Next is the heat
shock protein gene, Hsp70, followed by the
tumor necrosis factor (TNF) genes, A and B. The
orientation of the complement cluster and the
TNF cluster has not been established, but an
expanded view of this area could be depicted
as-(C4–210HA-C4B-210HB-BF-C2)-(HSP70)-
(TNFA-TNFB)-. GLO is a marker gene for the
enzyme glyoxylase. An expansion of the class II
region is in the lower portion of the figure. Each

class II molecule is a heterodimer of an a and a ß
chain, which are encoded in the A and B genes,
respectively. Pseudogenes, which are not
expressed on the cell surface, are shown in white
boxes. HLA-DP and HLA-DQ have one expressed
heterodimer, A1B1; HLA-DR has only one A
chain but nine genes for B chains (four are
shown in the figure). The principal expressed
heterodimers for HLA-DR are AB1, AB3, AB4,
and AB5. In the region between HLA-DP and
HLA-DQ lie the closely linked TAP1, TAP2,
LMP2, and LMP7 genes. The TAP genes encode
peptide transporters, whereas the LMPf genes
encode proteasomes that fragment proteins into
peptides. This cytoplasmic system is believed to
be responsible for production and delivery of
peptides to MHC class I molecules before their
movement to the cell surface.
Reprinted with permission from ‘‘Adaptive
Immunity: Histocompatibility Antigens and
Immune Response Genes’’ by Edgar Louis
Milford, M.D., and Charles B. Carpenter, M.D.,
Section 12, Oncology, and Section 6,
Immunology/Allergy, published in ACP
Medicine, edited by Dale DC and Federman DD,
published by WebMD Corporation, New York,
2004. URL of product www.acpmedicine.com.

class III molecules. Both class I and
II HLA molecules function as antigen-
presentation molecules. They have a three-
dimensional structure forming a groove on
their surface in which a peptide can bind.
It is this peptide–HLA complex that is
recognizable to the TCR.

Peptide presentation in the context of
HLA molecules allows the essential differ-
entiation of self from nonself. HLA class I
molecules generally present endogenous

peptides derived from normal cellular
housekeeping and turnover. They are
present on most nucleated cells and are
the predominant mechanism of TAA pre-
sentation. Class II molecules present pep-
tides derived from exogenous sources.
Their distribution is more limited, be-
ing present on phagocytic cells including
dendritic cells and macrophages, B cells,
activated T cells, and thymic epithelial
cells.
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Tolerance develops as a consequence of
the deletion of self-reacting lymphocytes
during maturation in the thymus. As TCR
gene rearrangement is random and re-
sults in a vast repertoire, it is essential
that those T cells whose receptors rec-
ognize self-antigen be inactivated. This
process continues throughout life. Lym-
phocytes originate in the bone marrow.
After migration to the thymus, Tlym-
phocytes whose receptors recognize self-
MHC molecules are positively selected.
If cells are not positively selected, as
is the case for the majority of T cells,
they undergo apoptosis. If a TCR recog-
nizes self-HLA class II molecules pre-
senting self-peptide, they also undergo
apoptosis. This process is called nega-
tive selection. Tolerance developing via
this mechanism requires antigens to be
presented in the thymus. Many antigens
however, including most tumor antigens,
are not expressed in the thymus. Self-
reactive T cells have been shown to exist
but usually will not be immunologically
reactive. These cells are not tolerant but
are anergic, demonstrating immunologic
ignorance. Anergy may be determined by
the lack of a sufficient antigen dose, lack
of adequate costimulation or by physi-
cal separation across tissue or anatomical
barriers.

Antigen presented in the context of HLA
class I is presented primarily to CD8+ lym-
phocytes that are often directly cytotoxic.
Antigen bound to HLA class II is preferen-
tially presented to CD4+ lymphocytes that
generally are helper T cells. Following acti-
vation, secretion of cytokines results in the
recruitment of additional immunological
effector cells. The cellular distribution of
HLA class II molecules is more limited,
being primarily expressed on cells that
function as professional APCs and also B
lymphocytes.

3
Immune Response to Tumor-associated
Antigens

As discussed above, immune effector cells
capable of mediating cancer cell death fall
into two broad categories. There are cells
of the adaptive immune system, capable of
responding in an antigen-specific manner,
such as T and B lymphocytes. In addition,
there are the cells of the innate immune
system that recognize tumor cells in
an antigen-nonspecific manner, such as
natural killer (NK) cells, macrophages, and
monocytes. Unfortunately, it appears that
these responses are usually thwarted by
a variety of means relating to properties
of tumor cells that allow them to evade
detection by the immune system. The
immune response to tumors will be
discussed below.

3.1
Adaptive Immunity

In order for a tumor antigen to incite
an immune response, a carefully orches-
trated and regulated sequence of events
is required. Following antigen presenta-
tion, its recognition by a TCR is required.
Subsequently, T-cell activation is neces-
sary for subsequent effector function. If
recognition between the TCR and the
HLA–peptide complex alone occurs, with-
out the involvement of additional costimu-
latory signals, the T cell will not be activated
and a state of tolerance will develop. The
TCR binding to the HLA–peptide com-
plex is a relatively weak interaction and
additional cell-to-cell interactions need to
occur, strengthening the bond. Various
adhesion molecules including LFA-1, CD2
and CD5 expressed on the T cells can bind
to corresponding ligands expressed on the
APC. Some of these adhesion molecules
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may also be involved in cell signaling (see
Fig. 1). A critical signal for T-cell activa-
tion is provided by the B7 family of ligands
(CD80 and CD86) expressed on the surface
of APC interacting with CD28 on the sur-
face of T lymphocytes. Similarly, CD154
(CD40 ligand) interacts with CD40 on the
surface of APCs. Additional molecular in-
teractions between the lymphocyte and the
APC also occur. Some of these are stim-
ulatory and others are inhibitory. CTLA-4
is a structural homolog of CD28, also ex-
pressed on T cells, and its ligation by B7
expressed on APC’s results in lymphocyte
downregulation. Specialized APCs such as
dendritic cells tend to express high concen-
trations of the costimulatory molecules,
enhancing their ability to initiate an effi-
cient immune response. As a consequence
of these additional cell-to-cell interactions,
the T cell becomes activated. IL-2 produc-
tion is upregulated, resulting in further
T-cell recruitment and cell survival neces-
sary for an effective immune response.

The HLA class II molecules that present
exogenous protein are synthesized in the
endoplasmic reticulum. From there, they
travel to the cytoplasm in vesicles that
fuse with endosomes carrying exogenous
peptides. The peptides are loaded into
the peptide groove and the complex is
transported to the cell surface for presen-
tation to CD4+ T cells (T helper cells).
As most tumor antigens are self-antigens,
they are primarily presented via the MHC
class I pathway to CD8+ cytotoxic lympho-
cytes. Endogenous proteins are processed
by housekeeping structures called protea-
somes. The resulting antigenic peptides
are delivered to the endoplasmic reticulum
by specialized molecules called transporters
associated with antigen processing or TAP
proteins. Within the endoplasmic reticu-
lum, the class I HLA molecules bind the
appropriate peptide before translocating to

the cell surface for presentation to CD8+
lymphocytes.

Upon recognition of antigen, cytotoxic
CD8+ T cells are stimulated to respond
by releasing the contents of cytoplasmic
granules (granzymes, perforins) that enter
the target (cancer) through endocytosis
and induce apoptosis.

CD4+ cells respond to antigen-present-
ing cells with the release of a variety of
cytokines. The pattern of cytokine release
can be classified into a TH1 or TH2
pattern, which broadly can be defined
as promoting cellular versus humoral
responses, respectively. TH1 cytokines are
interferon gamma (INFγ ), IL-2 and tumor
necrosis factor (TNF) beta while TH2
cytokines are IL-4, IL-5, IL-6, IL-10, and
IL-13.

3.1.1 Control of T-cell Proliferation
After a T lymphocyte has been stimulated
to proliferate, it is necessary to eventually
limit the clonal expansion of these cells,
lest they overwhelm the host. Described as
cytotoxic, T-lymphocyte antigen-4, CTLA-4
is an important regulatory molecule ex-
pressed only on activated T cells. Nascent
CTLA-4 is only expressed after T-cell ac-
tivation, peaking at 2 to 3 days after the
initiating event. CTLA-4, also known as
CD152, has a higher affinity for CD80 and
CD86 than the CD28 ligand on T cells
responsible for ‘‘signal 2’’ (a costimula-
tory signal). The cytoplasmic domain of
CD152 has an inhibitory domain, termed
an ITIM (inhibitory tyrosine immunoglob-
ulin domain), which contributes to an
inhibitory signal for T-cell growth. Bind-
ing of CD80/86 to CD152 thus attenuates
the immune response. The important role
of CTLA-4 in moderating T-cell growth is
apparent from the observation that CTLA-
4 knockout mice experience lethal T-cell
proliferation.
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Other mechanisms of immunologic con-
trol include active suppression by certain
regulatory T cells expressing CD4 and
CD25, the alpha chain of the IL-2 recep-
tor (CD25). Formerly called ‘‘suppressor’’
cells, this subset of CD4+/CD25+ T cells
is emerging as a potent regulatory com-
ponent of the immune system that is
involved in immune tolerance. Since tu-
mors that have already developed have
evaded immunologic recognition, toler-
ance has apparently developed. Targeting
CD25+ cells in tumor-bearing animals has
had therapeutic effects accompanied by
immune responses to TAA.

3.1.2 Innate Immunity

3.1.2.1 NK Cells This remarkable cell is
capable of killing cancer, virus-infected,
and allogeneic cells through granule exo-
cytosis, perforin, and granzymes. How NK
cells recognize their targets, without rec-
ognizing normal cells, has been partially
elucidated. NK cells express a family of
inhibitory receptors: KIR (killer inhibitory
receptors) that bind class I HLA. Thus,
on autologous cells, NK cells are inhib-
ited from mediating cytolysis of class I
expressing cells. However, if HLA is down-
regulated, as it often is on cancer cells, the
absence of HLA is the recognition element
for the NK cell. The activity of NK cells is
also mediated by their ability to release
cytokines such as IFNγ and other TH1
cytokines. A subset of cells termed NKT
cells exists, expressing both NK cell mark-
ers as well as TCR with limited Vβ usage,
showing specificity for lipid or glycolipid
antigens presented by CD1.

3.1.2.2 LAK Cells Lymphokine-activated
killer (LAK) cells can be generated from
T lymphocytes and NK cells. Using high

concentrations of IL-2 in ex vivo cultures,
large numbers of LAK cells can be
generated with broad specificity against
autologous and allogeneic target cells.

3.1.2.3 Monocytes/Macrophages Part of
the innate immune system, macrophages
and their precursors (monocytes) are able
to directly engulf or phagocytose cancer
cells. In addition, they secrete cytokines
such as TNF and IFNγ , which also can kill
cancer cells. Macrophages are also potent
antigen-presenting cells, expressing class
II HLA, that further promote immunity to
cancer cells by this mechanism.

Monocyte/macrophages also link the
cellular and humoral arms of the immune
system through the cell surface expres-
sion of receptors for the Fc portion of
immunoglobulin. Antibodies binding to
soluble antigens, such as a TAA, thus tar-
get the antigen to mononuclear phagocytes
by binding to Fc receptors, which leads
to internalization of the antigen–antibody
complex and subsequent antigen process-
ing for display on class II HLA molecules.
In turn, CD4+ T lymphocytes then rec-
ognize the antigen(s) expressed by these
professional antigen-presenting cells.

3.1.2.4 Tumor Escape Mechanisms from
Immune Control In many cancers, such
as malignant melanoma, there is an in-
filtration of immune effector cells fre-
quently. The infiltrate generally contains
both CD4+ and CD8+ cells, which can
be shown to proliferate in response to
TAA. In addition, following vaccination
with TAA, an immune response frequently
develops. Using tetramer analysis (the use
of four linked MHC molecules with match-
ing peptide to enhance binding to specific
T cells and increase the ability to identify an
antigen-specific T-cell population via flow
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cytometry), tumor antigen–specific T cells
have also been identified in the circulation
of patients with cancer. However, even
with tumor infiltrating lymphocytes or
circulating tumor-specific T cells, tumors
frequently progress and metastasize or do
not respond to vaccination, suggesting that
the effector cells are functionally impaired,
or that the tumor antigen is too weak (i.e.
there is tolerance). Any impairment of the
immune systems’ ability to eliminate tu-
mor can affect both the innate and adaptive
arms. Given the complexity involved in the
initiation of an immune response, it is
hardly surprising that there are many pos-
sible mechanisms that tumors can use to
evade an immune response. Understand-
ing these mechanisms and determining
ways to overcome them will be essential to
the development of effective immunologic
therapeutic approaches. This is the subject
of the following paragraphs.

Most malignancies express HLA class I
molecules but not class II molecules.
This mirrors the situation on normal
cells. Tumor cells, including those from
melanoma, breast, bladder, cervix, colon,
head and neck, kidney, and lung cancers
have been demonstrated to downregulate
expression of class I molecules, resulting
in deficient antigen presentation to CD8+
T cells. One beneficial consequence of this
may actually be enhanced NK-cell directed
activity. NK cells have the ability to destroy
infected or malignant cells. They recognize
their target either via Fc receptor bind-
ing or via a pair of receptors called the
‘‘killer activating receptor’’ and the ‘‘killer
inhibitory receptor’’ (KIR). The killer in-
hibitory receptor recognizes the MHC
class I molecule and in its absence, the
killer activating receptor is dominant, re-
sulting in perforin and granzyme mediated
cell lysis. However, as the malignancy gen-
erally persists following downregulation of

the MHC class I molecule, the importance
of this phenomenon remains unclear.

There are a number of mechanisms
by which HLA loss occurs. There can
be complete HLA loss, HLA haplotype
loss, HLA locus loss, or HLA allele
loss. Examples of β2 microglobulin loss,
deficiency of TAP-1 or TAP-2, or structural
defects in MHC genes have all been
reported, resulting in complete HLA loss
and the inability to present antigen for
recognition by CD8+ T cells.

Proteasome subunit alterations have
also been reported in a number of can-
cers. The ζ chain is an important TCR-
associated signal transduction molecule
essential for signaling following TCR liga-
tion. Reduced expression of this molecule
has been reported in a number of malig-
nancies including malignant melanoma,
colon cancer, and renal cell cancer. Loss
of the ζ chain has been associated
with a poorer survival in oral squamous
cell cancers.

NFκB is a transcription factor involved
in the expression of a number of molecules
involved in mediating an effective immune
response. Impaired NFκB activation has
also been implicated in the defective T-cell
responses in some malignancies including
renal cell cancer (RCC). In RCC, this
suppression appeared to be induced by
gangliosides derived from malignant cells.

Expression of nonclassical HLA
molecules, including HLA-G and HLA-
E may also be important mechanisms
of immune escape utilized by malignant
cells. HLA-G has been reported to
inhibit NK-mediated cytotoxicity and also
the function of antigen-specific CTL.
Similarly, expression of HLA-E has been
demonstrated to inhibit the function of
immune effector cells. Although classical
HLA class I downregulation decreases
antigen presentation to CTL, it enhances
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recognition by NK cells. The expression of
these nonclassical HLA class I molecules
appears to interfere with this effect.

Although conflicting data has been
reported, tumor-induced apoptosis of T
cells may be an important mechanism of
immune escape. This phenomenon has
been termed tumor counterattack. It results
from the interaction of CD95L on tumor
cells with CD95 on immune effector cells,
resulting in effector cell apoptosis. Another
death ligand, TRAIL, and chemokines have
also been implicated in tumor-induced
apoptosis, resulting in immune escape.

An additional tumor escape mechanism
may be secretion of immunosuppressive
factors by malignant cells or from normal
supportive cell populations. TGF-β and
vascular endothelial growth factor (VEGF)
are well-characterized examples. TGF-β
is a microenvironment growth inhibitory
regulatory cytokine. It may be involved in
the prevention of neoplasia via its growth
inhibitory properties, but, in many estab-
lished cancers, resistance to the inhibitory
effects has been reported. Many cancers
produce TGF-β, which then inhibits the
immune response, allowing enhanced tu-
mor growth and metastasis. VEGF, in
addition to enhancing tumor angiogene-
sis, has also been demonstrated to inhibit
dendritic cell maturation and, thus, anti-
gen presentation.

These abnormalities may occur initially
in the microenvironment of the tumor
cells but lymphocytes bearing similar
abnormalities may also be found in
the peripheral circulation. Generally, the
abnormalities have been most marked
in the tumor infiltrating lymphocytes,
suggesting that the effects are initiated in
the local tumor microenvironment. Their
frequent inability to prevent metastasis
suggests that the tumor inhibitory effect
is dominant.

4
Immunotherapy

4.1
Passive Immunotherapy

Immunotherapy can be described as active
or passive. Active immunotherapy refers
to specific maneuvers taken to induce
endogenous immune reactivity directed
against TAA. Passive immunotherapy
refers to the therapeutic administration
of ex vivo generated intact antibodies,
antibody fragments, or lymphocytes that
are directed at TAA.

As a result of the expression of well-
defined antigens on the surface of lym-
phoma and leukemia cells, a number
have been identified as suitable targets
for antibody-directed therapies. Ideally,
these antigens will not be expressed
on hematopoietic stem cells or on non-
hematopoietic cells in order to mini-
mize toxicity.

Recently, a number of monoclonal
antibodies (mAb) have been approved for
use in the United States of America.
The first mAb to receive United States
Food and Drug Administration (FDA)
approval was Rituximab (Rituxan, Biogen
IDEC Pharmaceuticals, San Diego, CA;
Genentech, Inc, South San Francisco, CA).
Rituximab is a chimeric antibody directed
at the CD20 protein expressed on the
surface of mature B cells. It is generated
by cloning the light and heavy variable
chain of 2B8, a murine monoclonal
antibody, into a cDNA expression vector
containing the human IgG1 heavy chain
and kappa light-chain constant regions. As
it contains a human antibody backbone,
it has the ability to bind complement
and also lyse target cells via antibody-
dependant cellular cytotoxicity. It has also
been shown to activate apoptotic pathways
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and appears to enhance chemotherapy
sensitivity. Rituximab is approved for use
in indolent NHL but also has activity
in aggressive lymphoma, especially when
combined with chemotherapy.

Alemtuzumab (Campath-1H) (Well-
come, Beckenham, UK and Ilex Oncology,
San Antonio, TX) is a mAb directed against
CD52, a cell surface protein present on
most normal and malignant B and T cells,
monocytes, and macrophages. As with
CD20, it is not expressed on hematopoi-
etic stem cells. Its mechanism of action
appears to be via antibody-dependant cel-
lular cytotoxicity and complement fixation.

Epratuzumab (Amgen, Thousand Oaks,
CA) is an anti-CD22 monoclonal antibody
that has also demonstrated activity in
NHL and continues to undergo clinical
evaluation. The CD22 protein is expressed
on 75% of B lymphocytes.

Two radioimmunoconjugates are cur-
rently licensed in the United States. The
first is Ibritumomab Tiuxetan (Zevalin,
Biogen IDEC Pharmaceuticals, San Diego,
CA). This molecule is composed of the β

emitter 90Y linked by the chelator tiuxe-
tan to the murine IgG1 kappa monoclonal
antibody ibritumomab (IDEC-2B8). The
second radioimmunoconjugate is Tositu-
momab (Bexxar, Corixa Pharmaceuticals,
South San Francisco, CA). The radiation
molecule in this case is 131I, which is both
a β- and γ -emitter. Both radioimmuno-
conjugates are FDA-approved for use in
certain indolent lymphoma patients. They
both target the CD20 protein on the surface
of normal and malignant lymphocytes.
The response rates appear to be higher
than those seen following Rituximab use,
most likely because of the ability of a single
molecule to target greater numbers of ma-
lignant cells as a result of the path length
of the β and γ emissions.

Another mAb approved for therapy
is trastuzumab (Herceptin, Genentech,
South San Francisco, CA). This mAb is
directed to the HER-2 molecule, a mem-
ber of the erbB epidermal growth factor
receptor tyrosine kinase family. This re-
ceptor is overexpressed, mostly as a result
of gene amplification, in 20 to 30% of
breast cancers and is associated with a poor
prognosis. Trastuzumab is a chimeric an-
tibody composed of 95% human and 5%
murine components. As with Rituximab,
this results in a markedly reduced abil-
ity to form human antimouse antibodies
and allows increased efficacy through the
use of human effector mechanisms includ-
ing antibody-dependant cellular cytotoxic-
ity and complement fixation. Trastuzumab
has activity both as a single agent and
when combined with chemotherapy for
HER2 overexpressing cancers. It is of note
that patients who have received an anthra-
cycline, either previously or concurrently,
have an increased incidence of cardiotox-
icity. The mechanism is unclear but does
not appear to relate to HER2 expression in
cardiac myocytes.

Gemtuzumab ozogamicin (Mylotarg,
Wyeth-Ayerst Laboratories, Philadelphia,
PA) is a humanized anti-CD33 mono-
clonal antibody conjugated to calicheam-
icin. CD33 is expressed in 85 to 90%
of acute myelogenous leukemia cells.
Calicheamicin is a potent antitumor antibi-
otic that induces double-stranded breaks
in DNA. The conjugate has shown effi-
cacy in patients with relapsed CD33+ acute
myelogenous leukemia. Unlike the previ-
ously discussed antibody therapies, this
conjugate is rapidly internalized, follow-
ing which the calicheamicin is released
via hydrolysis.

Another approach to immunotherapy
has involved the generation of bispecific
antibodies. These are hybrid antibodies
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constructed from two parent monoclonal
antibodies. One antibody is specific for the
tumor cell whereas the other is specific for
an immune effector cells. Thus, bispecific
antibodies can direct the cytotoxic activities
of T cells, NK cells, monocytes, and
monocyte-derived macrophages.

4.2
Active Immunotherapy

Active immunotherapy indicates that a
treatment is intended to induce a specific
antitumor immune response. This term
generally implies the use of vaccination
to treat cancer or prevent its recurrence,
differing from the normal use of this term,
which refers to the primary prevention of
a disease, usually of an infectious nature.
Although a number of vaccine approaches
have been evaluated or are in clinical
trials for various malignancies, no therapy
evaluated thus far has been approved for
routine clinical use.

The development of cancer vaccines has
evolved directly from the identification of
specific TAA. In addition to the use of
specific known antigens, modified whole-
cell preparations can function as vaccines.
Whole tumor cells may be irradiated
and transduced with immunostimulatory
molecules such as granulocyte/monocyte
colony-stimulating factor (GM-CSF). Such
an approach has the potential to induce a
response to a wide array of tumor antigens,
but the possibility of an autoimmune
response also is increased. An advantage
is that the structure or identity of specific
antigens does not need to be known.

For a specific antigen to be useful as a
vaccine, it should be both tumor specific
and immunogenic. Unfortunately, most
candidate tumor vaccines are only weakly
immunogenic and require modification
in order to induce an immune response.

The most widely applied cancer vaccine
approach has utilized the immunoglob-
ulin idiotype (the hypervariable heavy-
and light-chain regions that result from a
unique set of recombination events that oc-
cur during B-cell ontogeny). Every mature
B cell expresses surface immunoglobulin
and the idiotype of a particular B cell and
all its progeny is identical and unique. In
B-cell lymphomas, where at least initially
all the cells are derived from the same
clone, the idiotype is an ideal vaccination
target. A potential drawback is that as lym-
phoma progresses, a specific antigen may
be lost or mutate, in which case the vaccine
would no longer be effective.

Animal studies have demonstrated the
ability of idiotype vaccines to provide pro-
tection from tumor challenges and also
to induce responses in established tu-
mors. In indolent lymphoma patients,
this approach has also induced molecu-
lar remissions in patients with minimal
residual disease following chemotherapy.
At present, clinical trials, currently in
phase 3, are being conducted. The most
common approach has been to generate
idiotype protein and conjugate it to a hap-
ten such as keyhole limpet hemocyanin,
KLH). In addition, an immunostimulatory
molecule such as GM-CSF is usually ad-
ministered in the proximity of the vaccine
to augment immunity. The schema of one
trial is illustrated in Fig. 3. In this clinical
trial, a lymph node representative of the
patient’s lymphoma is surgically excised.
From this tissue, a recombinant idiotypic
protein is generated, coupled to KLH,
and administered subcutaneously along
with GM-CSF as a vaccine. Such an ap-
proach can be taken in patients following
chemotherapy when they have achieved a
remission, with the goal of inducing an
immune response to the idiotypic protein,
thus facilitating immunologic control of
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Fig. 3 Anti-idiotype vaccine preparation and administration.

any residual lymphoma cells that might
lead to relapse eventually.

Another variation on this approach is
the use of dendritic cells obtained from
peripheral blood mononuclear cells by
leukapheresis, which are cultured and
then pulsed ex vivo with idiotype protein
with or without the addition of KLH. The
resulting mature dendritic cells are then
returned to the patient as a cellular vaccine.
Combinations of these approaches have
also been utilized.

DNA vaccines are also undergoing eval-
uation in clinical trials and have shown
efficacy in terms of the generation of spe-
cific immune responses. DNA vaccines are
relatively simple to prepare. For the prepa-
ration of a DNA idiotype vaccine, variable
heavy- and light-chain cDNA is isolated
from tumor samples and cloned into a
plasmid. In order to enhance immuno-
genicity, an unrelated immunostimulatory

gene sequence such as that for tetanus
toxoid can also be incorporated. The plas-
mid is bacterial derived and incorporates
eukaryotic or viral promotor/enhancer
transcription elements that allow efficient
transcription of the target gene within the
host cell. The plasmid can be delivered
directly to host cells where intracellular
antigen production is initiated. The main
appeal of this approach, apart from sim-
plicity, is intracellular antigen production
that allows antigen presentation on the
cell surface in association with HLA class
I molecules, resulting in the stimulation
of a cytotoxic CD8+ T-cell response. In ad-
dition, secreted antigen is processed and
presented by APC, resulting in both T
helper response and antibody responses.
In contrast, following the administration
of a protein vaccine, antigen presentation
is largely via professional APC, resulting
predominantly in a T helper response.
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Given the importance of the CTL response,
if proven effective, DNA vaccination may
hold certain advantages. Plasmid DNA
preparation is the simplest of approaches
to vaccine preparation and is in early clini-
cal development.

The effect of tumor vaccines thus far
has been difficult to evaluate. The ultimate
evaluation will depend on documenting
improvements in clinically relevant out-
comes such as time-to-relapse or overall
survival. In a disease such as indolent
lymphoma, such studies would require
very large number of patients followed
for very long time periods, making con-
duct of such studies very cumbersome.
Therefore, to date, surrogate immunolog-
ical outcomes have been used, namely,
the development of cellular or humoral
immune responses. However, there re-
mains significant controversy regarding
the relative importance of each of these
components of the immune system in me-
diating responses to tumor vaccination.
Further, as discussed earlier, the devel-
opment of a response may not correlate
with therapeutic benefit because of lo-
cal immune suppressive factors produced
locally by tumors. Large-scale clinical tri-
als with clinical outcomes will ultimately
be required to demonstrate the benefits
of this approach and the particular clini-
cal situations where maximal benefit can
be achieved.

4.3
Ex vivo Generation of CTL

Efforts by countless scientists in academia
and industry are continuing to harness the
cells and other components of the immune
system to fight cancer. The generation of
cytotoxic T-cell lines or polyclonal pop-
ulations of cytotoxic T cells has been a
major component of this multiplicative

approach. CTLs can be grown from pri-
mary tumors in the case of melanoma
and other solid tumors. In addition, they
can be grown from the peripheral blood
of patients with hematologic malignancy.
Using cytokines such as IL-2, IL-12, IL-
13 and monoclonal antibodies stimulating
the costimulatory receptors CD28 and CD3
allows the generation of large numbers of
CTL, which can then be cloned by lim-
iting dilution. Efforts to achieve clinical
responses in patients with solid tumors
have been relatively unsuccessful to date.
However, armed with increased knowl-
edge of tumor antigens, a multitude of
cytokines, and greater insight into the
requirements for cellular activation, sub-
stantial progress is finally being made.
Recently, it was shown that complete re-
sponses could be achieved in melanoma
patients given CTLs after a brief treat-
ment with cytotoxic chemotherapy to allow
‘‘space’’ for the incoming lymphocytes
to proliferate and mediate cytotoxicity.
This clinical trial illustrated the principle
that attacking cancer requires a combi-
nation of various treatment modalities.
Investigators are currently working on
expanding T cells to treat leukemia, lym-
phoma, and a multitude of solid tumors.
Other approaches under study include the
blockade of CTLA-4 on T cells reacting
to TAA. Such blockade allows more ro-
bust growth of T cells by neutralizing the
negative regulatory activity of the CTLA-
4 molecule.

4.4
Ex vivo Generation of Dendritic Cells (DC)

Dendritic cells are very potent antigen-
presenting cells. They can be generated
ex vivo from peripheral blood monocytes
or bone marrow hematopoietic progenitor
cells. Dendritic cells can also be derived
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directly from myeloid leukemia cells by
G- and GM-CSF and IL-4. Once gener-
ated, dendritic cells can be pulsed with
tumor peptide epitopes for display on
surface HLA. In addition, dendritic cells
may be loaded with tumor cell lysates
or apoptotic bodies, allowing display of
uncharacterized tumor antigens from het-
erogeneous cell populations. Dendritic
cells(DC) may be infused in vivo or may
be injected intratumorally to present anti-
gens to local T cells for antitumor effects.
Promising clinical trials have been re-
ported at the time of this writing and
there is considerable hope that this form
of treatment will be useful for patients
with cancer.

4.5
Ex vivo Generation of NK Cells

Generation of large numbers of NK cells
can be achieved through ex vivo expansion
using IL-2. However, clinical therapeutic
results have been somewhat disappoint-
ing to date. This probably is due to the
inability of infused natural killer cells
to track in vivo to sites of tumor. Fur-
ther insights into the mechanisms and
controls of cell trafficking will hopefully
improve the results of NK-cell medi-
ated therapy.

4.6
Summary and Conclusions

Prevention and effective treatment of hu-
man malignant disease by the immune
system is the goal of modern immuno-
logical and clinical research. Efforts thus
far have suffered in the clinic from a
lack of basic understanding of the molec-
ular biology and physiology of tumors
and the immune system. Recent advances

in the understanding of the biochemi-
cal nature of tumor-associated antigens,
the mechanism of antigen presentation to
the immune system, and the means by
which tumor cells evade immune elim-
ination have given rise to a number of
more rational and targeted approaches to
immunotherapy. In addition, the advent
of powerful engineered molecules includ-
ing monoclonal antibodies, cytokines, and
chemokines and the ability to manip-
ulate, purify, and expand cells of the
immune system in vitro have provided
the tools to test many new therapeu-
tic approaches to the treatment of hu-
man malignancy.

See also Antigen Presenting Cells
(APCs); Cytokines: Interleukins;
Immunologic Memory; Immuno-
logy; Immunosuppressive Factors
in Cancer; Innate Immunity; Mole-
cular Mediators: Cytokines.
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Keywords

Cytokines
Low molecular weight, soluble proteins that mediate signaling and affect cellular
behavior by specific binding to receptors on cell surfaces. Cytokines are pleiotropic,
redundant, and multifunctional.

Chemokines
A class of cytokines with chemoattractant properties, which enables migration of
leukocytes to sites of inflammation.

Inflammation
Recruitment of body defenses against an invading organism or tissue damage and
ensuing repair of damage.

Leukocytes
White blood cells including the lymphocytes and most myeloid cells, which perform
various significant immune functions.

Phagocytosis
The process of engulfment of invading particles within an invagination of the
phagocyte cell membrane.

� Prior to the late-1960s, most studies on vertebrate immune systems focused on
the recognition and killing mechanisms of adaptive immunity. The evolutionarily
ancient mechanisms of innate immunity, generally thought to be nonspecific and
obsolete, were, for the most part, overlooked. However, the relevance of innate
systems has become apparent in recent decades, especially with the discovery of
Toll-like receptors and with the ability of pattern-recognition receptors to stimulate
effective immune responses via the induction of genes and cytokine expression.
This review focuses on the complex interplay at the molecular level, between innate
immune activation and adaptive immune responses and on how this relationship is
essential for host defense.

Current molecular studies of innate im-
munity seek to clarify the interconnectivity
between innate and adaptive phenomena
and to understand the mechanisms of in-
nate defense in their own right. These
include examinations of the ligand speci-
ficities and structural interactions of the

innate immune receptors, gene expres-
sion regulation during the maturation
of immune responses, and the inter-
play of signal transduction pathways that
culminate in induced innate responses
to various pathogens. The perception of
the innate immune system as a highly
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evolved biological design rather than a
relic from ancestral species is allowing
significant advances to be made in mod-
ern immunology.

1
Essential Components and Functions of the
Immune System

1.1
Innate and Adaptive Immunity

The principal responsibilities of an im-
mune system are to recognize a wide
variety of pathogens and to destroy those
pathogens while tolerating the tissues of
the host organism. Innate immunity is
the most universal and expeditious type
of immunity, having evolved over the last
hundred million years or so to accomplish
these tasks. It includes physical barriers,
such as the skin and epithelia that pro-
tect our internal organs, and the cells that
bear innate immune receptors, such as
macrophages, dendritic cells (DCs), neu-
trophils, basophils, eosinophils, mast cells,
and natural killer (NK) cells. These white
blood cells derive from myeloid and lym-
phoid precursors in the bone marrow.
An encounter with a pathogen leads to
the prompt removal of the agent or re-
cruitment, activation, and differentiation
of short-lived effector cells, which have
further capacity to rid the host of most
infections. Innate immune mechanisms
work effectively against a broad range of
pathogens during the first encounter with
a pathogen. The response does not require
an extended period of time to develop, due
to the fact that the complete protein recep-
tors are encoded in the germ-line DNA.
Expression of innate immune receptors
thus does not seem to involve either gene
rearrangement or clonal expansion.

While the majority of organisms sur-
vive utilizing only innate immune mech-
anisms, vertebrates have developed sec-
ondary means for pathogen detection and
eradication. When innate immunity is cir-
cumvented or overwhelmed, an adaptive
system is utilized. Adaptive immunity re-
lies on activated lymphocytes to generate
highly variable antigen receptors, which
provide specific recognition of protein, car-
bohydrate, lipid, and nucleic acid moieties
of pathogens and foreign material. These
recombinant receptors, the immunoglobu-
lins and T-cell receptors (TCR), are capable
of recognizing virtually any pathogen. Each
lymphocyte generates a unique antigen re-
ceptor by rearrangement of multiple gene
segments. Activated cells undergo selec-
tion and clonal expansion for four to five
days in order to produce large quanti-
ties of these antigen-specific receptors.
Binding events by these molecules ac-
tivate downstream humoral and cellular
effectors, many of which are components
of the innate defenses. The adaptive im-
mune system is thus dependent on the
same effector mechanisms as innate im-
munity but imparts activation and anti-
gen specificity to the process. Adaptive
immunity also bestows immunological
memory to a host, providing enhanced
protection against reinfection by the same
pathogen.

Host defense by innate immune mech-
anisms controls infection by pathogens
with common molecular surface motifs
and by those that induce interferons and
nonspecific defenses. But innate defenses
do not have the ability to recognize and
fight a broad range of pathogens. Prior
to infection, viruses are rarely recog-
nizable by macrophages as the viruses
do not have many invariant structures.
Other pathogenic organisms can produce
a capsule that conceals the otherwise
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susceptible surface molecules to avoid de-
tection. Significantly, innate defenses are
also unable to elicit long-lasting memory of
specific pathogens. This ability is limited to
the adaptive immune processes found ex-
clusively in vertebrates. Nevertheless, the
large number of invertebrate species that
exist on earth (much greater than verte-
brates) attests to the success of the innate
immune system.

The beneficial features unique to the
adaptive immune responses include, great
diversity for antigen recognition, speci-
ficity for a particular antigen or pathogen,
and the ability to confer immunological
memory after an encounter. However,
adaptive immune responses do not be-
come activated until approximately three
days postinfection and the production of
their primary components is delayed by
five days. During this delay, the innate im-
mune system limits the proliferation and
spread of pathogens until the mechanisms
of adaptive immunity achieve maximum
potential. In the absence of innate im-
munity, acquired immune responses are
inadequate for host protection. In con-
trast, the potency and pathogenicity of
antibody-mediated effector functions can
be seen in autoimmune diseases, al-
lergic responses, and allograft rejection,
which all result from the misregulation
of adaptive immunity. This inopportune
recognition of nonpathogenic material or
self is generally confined to the adaptive
immune response; autoreactivity has not
been observed in organisms that accom-
modate only the components of innate
immunity.

Immunological memory, preserved in
the form of long-lived cells that persist
in tissues and bone marrow, can last
for months, years, or a lifetime and
accounts for the efficacy of vaccines. These
memory cells are readily activated by a

subsequent encounter with antigen and
can rapidly differentiate into effector cells.
Unfortunately, this memory is confined to
the individual challenged by the pathogen.
Apart from passive immunization, such
as transfer of antibody from mother to
child, there is little carryover to future
generations.

Despite the limitations of the individ-
ual systems, the benefits of incorporating
two systems for immune defense are obvi-
ous. The strength of the adaptive immune
response lies in its great diversity and
specificity, providing complexity to the in-
nate systems in the ability to recognize
exquisite details of pathogenic organisms.
Meanwhile, the innate defenses allow
rapid discrimination of self from nonself
and delay the need for adaptive immunity
during the time required to generate ef-
fector lymphocytes. Chemokine secretion
recruits leukocytes to appropriate sites,
and cytokine-mediated signals provide op-
timal interplay between the divisions. In
this manner, the innate immune system
can direct the adaptive immune system in
combating the infection. Thus, the synergy
between the innate and adaptive mecha-
nisms creates successful host defenses in
vertebrates.

1.2
Constitutive and Inducible Defenses

The components of innate immune sys-
tems, found in most multicellular or-
ganisms, can be divided conceptually by
function into the afferent and efferent
limbs (Table 1). These defense mecha-
nisms may also be discussed in terms
of the point at which they are active
during the course of infection (Table 2).
The constitutive defense mechanisms in-
clude physical, mechanical, and chemi-
cal barriers that prevent initial invasion
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Tab. 1 Afferent and efferent components of the innate immune system.

Afferent function Efferent function

Humoral components Soluble innate immune receptors
such as LPS-binding protein,
CD14, collectins, properdin,
complement component C3b,
and C-reactive protein
(pentraxin)

Secreted and cytosolic cytokines,
antimicrobial peptides,
enzymes, late components of
complement, lactoferrin, and
acute-phase proteins

Cellular components Surface-bound receptors
including toll-like receptors,
MSR, MMR, and NOD proteins

Cellular enzymes, cell adhesion
molecules, reactive oxygen
species, and other
antimicrobial substances

Tab. 2 Constitutive and inducible innate defense mechanisms.

Component Location Function

Physical factors
Intact skin External Physical barrier to the entrance of microbes.
Mucous membranes Internal cavities Physical barrier to the entrance of microbes
Mucus Respiratory and

digestive tracts
Trap microbes

Epiglottis Respiratory tract Prevent microbes and particles from
entering trachea

Hair Nose Filter microbes and dust

Mechanical factors
Cilia Upper respiratory tract Trap and remove microbes and dust
Tears Eyes Dilute and remove irritating substances and

microbes
Saliva Oral cavity Wash microbes from mucosal surfaces
Urine Urogenital tract Wash microbes from urethra

Chemical factors
Gastric juice Digestive tract Destroy bacteria and toxins in stomach
Acid pH External Discourage growth of microbes
Unsaturated fatty acids Various Antibacterial in sebum

Other defenses
Lysozyme Various Antimicrobial substance in perspiration,

tears, saliva, nasal secretions, and tissue
fluids.

Interferon (IFN) Circulation Protect host cells from viral infection
Complement Circulation Lyse microbes, promote phagocytosis,

contribute to inflammation (leukocyte
recruitment)

Phagocytosis Peripheral tissues and
circulation

Ingestion and destruction of foreign
particles

Inflammation Peripheral tissues Confine and destroy microbes, repair tissues
Fever General Inhibit microbial growth, aid repair
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by potential pathogens. Rigid junctions
between epithelial cells effectively separate
the interior milieu from the external en-
vironment. Production of a glycoprotein-
rich mucus layer prevents adhesion of
the microorganism to the epithelium,
and movement of hairlike cilia aids in
foreign-particle clearance. Antimicrobial
enzymes and peptides (see Sect. 5.2) are
also continuously expressed at mucosal
epithelia, which have frequent exposure
to microbes. The destructive capability
of these substances affects microorgan-
isms but is not directed at host cells
and tissues. This distinction between self
and nonself is accomplished by compart-
mentalization, or specific activity against
microbes (e.g. susceptibility of bacterial
cell walls, but not host cell membranes,
to lysozyme and defensin). Yet another
mechanism of defense is the coloniza-
tion of epithelial surfaces with commensal
microbes. These normally nonpathogenic
bacteria compete with harmful microor-
ganisms for nutrients and sites of at-
tachment. Some bacteria even produce
their own antimicrobial substances, or
bacteriocins, to help outcompete other
species.

If a focus of infection is established,
inducible host defense mechanisms in-
cluding local inflammatory responses are
initiated at sites of infection. Heat, pain,
redness, and swelling associated with in-
flammation are due to increased vascular
diameter, increased endothelial adhesion,
and increased vascular permeability me-
diated by cytokines. Pathogens that have
penetrated host tissue are recognized
by macrophages, which can phagocy-
tose the offending microbes. Macrophages
may also release cytokines, chemokines,
and inflammatory mediators, which in-
clude tumor necrosis factor-α (TNF-α),
prostaglandins, leukotrienes, and platelet

activating factor. Another set of inflam-
matory mediators is produced via the
activation of the complement cascade
(discussed in Sec. 5.1), which also oc-
curs in response to pathogen binding.
These molecules can stimulate an acute-
phase response, activate natural killer
(NK) cells, and trigger interferon pro-
duction and nonspecific defenses by
regulating transcriptional activation. Cy-
tokine production is also responsible
for instructive cross talk to antigen-
presenting cells and adaptive immune
mechanisms.

2
Molecular Basis of Innate Immunity

2.1
Evolution

The innate immune system has its ori-
gins in the bilateria approximately one
billion years ago. Today, nearly all multicel-
lular organisms rely on derivative innate
strategies for protection from infection.
For example, mammals utilize skin as a
barrier to pathogen invasion, whereas in-
sects have an exoskeleton that performs
the same function. Following this first
tier of immune defense, specialized im-
mune cells and tissues are induced to
contain infections. White blood cells and
liver of mammals function analogously to
the hemocytes and fat body of certain in-
sects in this respect. Diverse organisms
have also evolved similar mechanisms
for the recognition of infection and for
swift responses to infection. Animals and
plants alike have acquired the ability to
recognize invariant patterns associated
with pathogenic microbial organisms. In
plants, these patterns are termed general
elicitors of plant defense, while in animals
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they are designated pathogen-associated
molecular patterns. Amazingly, plant recep-
tors recognize patterns similar to those
reported to activate innate defense mech-
anisms in mammals and insects, and
some of the specific receptors and sig-
naling molecules used appear to share
homology. Genomic evidence also exists
for common pathways for transcriptional
activation in plants, vertebrates, and in-
vertebrates. But while Drosophila produce
many different antimicrobial peptides to
combat fungal and bacterial infection,
mammalian systems produce fewer of
these types of peptides and rely more
on cytokine-mediated inflammatory re-
sponses. It has not been conclusively
determined whether similarities between
diverse animal and plant defense pathways
are due to conservation through a billion
years of evolution or whether the systems
converged independently.

The mechanisms of adaptive immu-
nity are thought to have developed much
later on the evolutionary timeline in
the context of a functioning innate im-
mune system. The genes of the TCR
and antibody first appeared in the car-
tilaginous fish, such as shark, approxi-
mately 400 million years ago. The origin
of gene rearrangement and junctional di-
versity in immune receptors is thought
to be an invasion by a retrotransposon.
The recombinase-activating genes (RAGs),
required to generate diversity in the re-
ceptors, are encoded in opposite orienta-
tions in the genome, and lack introns,
similar to the bacterial transposases. Ad-
ditionally, recognition signal sequences
(RSSs) are present at the 3′-end of the
V-gene segments and 5′-end of the J-gene
segments. These properties support the
notion of the integration of RAGs and
RSSs into a gene for an ancient antigen
receptor.

2.2
Affinity and Specificity

The innate and adaptive arms of the im-
mune system differ in their modes of
recognition. While antibodies are known
for their exquisite specificity for anti-
gens, the innate immune system recog-
nizes a few highly conserved structures
found in a large variety of microorgan-
isms. The molecules targeted are vital
components of microbes, so they are
not often altered by mutation. Central
to our understanding of the molecu-
lar basis of innate immune recognition
are investigations of the receptor com-
plexes that recognize these molecules.
Binding of these receptors mediates in-
gestion of pathogens, allows cells to recog-
nize chemotactic substances and migrate
toward sites of infection, and induces
effector molecules that regulate further im-
mune responses. The affinities of innate
immune receptors for their targets can
run in the nanomolar range, for example,
soluble CD14 binds Lipopolysaccharide
(LPS) from a Salmonella strain with dis-
sociation constants of 4.1 × 10−8 M and
7.1 × 10−9 M, in the absence and in the
presence of LPS-binding protein (LBP)
respectively. In comparison, affinity con-
stants for antibody–ligand binding usually
range from 10−8 M to 10−10 M, and TCR
MHC–antigen affinities run in the range
of 10−4 M to 10−5 M.

Importantly, innate receptors can dis-
tinguish nonself from self. While the
receptors of T- and B lymphocytes al-
low great variability in adaptive immune
recognition, they cannot determine the
nature of the antigen. Although usu-
ally rare, adaptive immune responses
to nonpathogen antigens can potenti-
ate autoimmunity, allergy, or tissue-graft
rejection.
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3
Innate Immune Recognition

3.1
Pathogen-associated Molecular Patterns

Pathogen-associated molecular patterns
(PAMPs) are the main targets of innate
immune recognition. PAMPs are usually
formed by constitutively expressed struc-
tures essential to the survival of a microbe
and are often shared among members of
large groups of microorganisms. Signif-
icantly, PAMPs are motifs that are not
found on host cells. Host immune sys-
tems have evolved to take advantage of
the following three characteristics. First,
constitutive expression of the PAMP al-
lows constant recognition regardless of
pathogen life cycle, and because the struc-
ture is indispensable, it is unlikely to
acquire mutations. Second, the host can
employ a limited number of germ-line-
encoded receptors to recognize a very
broad range of microorganisms and can
customize its responses to them because
the target molecules are class specific.
And third, the presence of a PAMP al-
lows the host to distinguish itself from the
foreign microbe. Lipopolysaccharide, pep-
tidoglycan, and lipoteichoic acids (LTA) are
examples of PAMPs that are fundamen-
tal components of bacterial cell walls and

are not present on eukaryotic cells. Other
PAMPs include the CpG motif present in
bacterial DNA, components of flagella, and
viral components. The detection of these
PAMPs provides some information on the
identity of the pathogen.

Lipopolysaccharide is the principal
outer-membrane constituent of gram-
negative bacteria. It is an amphipathic
molecule consisting of a hydrophilic
polysaccharide core and O-antigen and
a hydrophobic glycolipid anchor termed
lipid A (Fig. 1). The core region contains
Kdo (3-deoxy-D-manno-octulopyranosonic
acid) and heptose-sugar residues, while
O-antigen is composed of a sequence of
repeating units of oligosaccharide, which
varies between bacterial species or strain.
Lipid A is composed of a phosphorylated
diglucosamine carrying acyl residues and
is the primary immunostimulatory com-
ponent of LPS. The primary effects of LPS
were first reported over a century ago, but
properties of this molecule continue to be
studied today. LPS, the source of bacte-
rial endotoxin and lipid A, is, to a degree,
responsible for systemic inflammatory re-
sponse syndrome (SIRS) and septic shock
associated with gram-negative bacteremia.
LPS stimulates the secretion of cytokines
from leukocytes, namely, TNF-α, inter-
leukin (IL)-1, and IL-6, and causes changes
in body temperature, heart rate, respiratory

n

Fig. 1 General structure of LPS.
Kdo = 3-deoxy-D-manno-octulopyranosonic acid;
GlcN = N-acetylglucosamine; Hep = heptose.
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function, and leukocyte circulation. The
resultant hypotension, systemic organ fail-
ure, and other significant complications
lead to hundreds of thousands of deaths
per year from this syndrome. However,
most LPS-activated responses resolve in-
fections quickly by initiating killing of
the microbe.

Peptidoglycan and LTA may be the
causative reagents in gram-positive bac-
terial septic shock. Peptidoglycan is a
network of carbohydrate polymers co-
valently cross-linked by proteins, which
composes the structural core of the
gram-positive bacterial cell wall. Linear
macromolecules are made of alternat-
ing N-acetylglucosamine (GlcNAc) and
N-acetylmuramic acid (MurNAc) residues
joined by β – (1–4) linkages. Tetrapeptide
side chains attached to MurNAc form cova-
lent bonds with adjacent polymers directly
through its side chains or through peptide
interbridges. Teichoic acids, also found in
the cell wall of gram-positive organisms,
are polymers of glycerol and ribitol, linked
by phosphodiester groups. Teichoic acids
are connected to either the peptidogly-
can itself or to plasma membrane lipids
(LTA). The biological functions of LTA are
known to include binding of metal cations.
The LTA structure consists of two fatty
acid tails and a long charged hydrophilic
chain. The classic Staphylococcal LTA is an
unbranched 1,3-linked glycerophosphate
chain bound covalently to a membrane di-
acylglyceroglycolipid. LTAs are structurally
distinct between bacterial species, varying
in fatty acid composition, chain length, gly-
cosyl substituents, glycolipid structures,
spatial distributions, and charge densities.
One or more of these features may explain
the variable immunological properties of
LTA from different sources. The fatty acid-
containing lipid anchor and additional

structural components on the polyglyc-
erophosphate backbone contribute to the
immunostimulatory activity of LTA. Re-
cent studies have suggested a key role
of D-alanine substituents in inducing cy-
tokine secretion. Although the effects of
LTA alone are not particularly severe, it
can act synergistically with peptidogly-
can, leading to systemic inflammation and
multiple systems failure via induction of
TNF-α and IFNγ .

3.2
Pattern-recognition Receptors

Pattern-recognition receptors (PRRs) de-
tect conserved structures on microorgan-
isms during innate immune defense.
PRRs are structurally and functionally het-
erogeneous. They may contain distinct
motifs such as C-type lectin domains, scav-
enger receptor cysteine-rich domains, and
leucine-rich repeat (LRR) domains. The
receptors may be secreted, or expressed
on the cell surface, within intracellular
compartments or in the cytoplasm. PRRs
function through opsonization, comple-
ment activation, proinflammatory signal-
ing pathways, phagocytosis, and the induc-
tion of apoptosis.

Secreted recognition molecules include
the proteins synthesized in the liver dur-
ing the acute-phase response, such as
mannan-binding lectin (MBL), C-reactive
protein (CRP), and serum amyloid P
component (SAP). MBL is a collectin
(contains both collagen-like and C-type
lectin domains) that binds specifically
to the carbohydrate arrays accessible on
many microorganisms. MBL–ligand bind-
ing may be inhibited by mannose, fucose,
N-acetylglucosamine, and DNA, but avid-
ity is greatest for the terminal mannose
residues typically present on microbial
surfaces. By comparison, on vertebrate
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cells, such carbohydrate patterns are usu-
ally masked by sialic acid residues, so
for the most part, MBL recognizes only
pathogens. MBL can effectively neutral-
ize bacteria by binding or can opsonize
bacteria and activate complement via an
associated serum protease, MASP-2, ini-
tiating the lectin pathway by cleaving
complement proteins C2 and C4. CRP and
SAP are pentraxins that opsonize bacte-
rial surfaces containing phosphorylcholine
(PC). Both proteins display calcium-ion-
dependent binding, but SAP has a slightly
lower avidity for PC than does CRP.
The distribution of PC in polysaccharides
of foreign molecules and damaged host
membranes allows CRP and SAP to rec-
ognize pathogens and altered self. CRP
is found in trace amounts in human
serum, but its concentration can elevate
dramatically in response to inflammation
and tissue necrosis. Upregulation occurs
at the transcriptional level in response
to cytokines IL-1β and IL-6. Multivalent
binding of CRP activates complement by
initiating assembly of a C3 convertase.
Additionally, the protein interacts with
Fcγ RI receptors, mediating phagocytosis
and leading to the generation of proinflam-
matory cytokines. The topology and chemi-
cal composition of the CRP ligand-binding
site has been determined by crystallogra-
phy. SAP shares many features with CRP,
including remarkable structural similarity,
59% sequence homology, and the ability to
activate complement. Plasma LBP medi-
ates the binding of minute amounts of LPS
to glycosylphosphatidylinositol-anchored
membrane CD14, triggering a proinflam-
matory response in macrophages, which
is crucial to control infection by gram-
negative pathogens. The CD14 LPS recep-
tor complex may also involve molecules of
TLR-4 and MD-2.

Several cell surface receptors function
as PRRs to facilitate direct phagocytosis of
microorganisms. The macrophage man-
nose receptor (MMR) is a C-type lectin
found on macrophages but not on mono-
cytes or neutrophils. The protein contains
eight carbohydrate-recognition domains,
the fourth of which is central to ligand
binding, and like MBL, it can bind man-
nose, fucose, and N-acetylglucosamine.
MMR is closely related to the dendritic
cell PRR, DEC205, which is also a me-
diator of phagocytosis. Macrophage scav-
enger receptors (MSRs) bind a variety of
charged ligands such as double-stranded
RNA (dsRNA), LPS, and LTA, coordinating
responses to a variety of viral and bacte-
rial pathogens. MSRs also participate in
lipid homeostasis by endocytosing acety-
lated and oxidized low-density lipopro-
tein. PRRs for a broad range of ligands
have also been identified in invertebrates.
These include the broad range β2integrin
CR3, peptidoglycan recognition protein
(PGRP), and gram-negative binding pro-
tein (GNBP), which have counterparts in
the mammalian Toll-like receptors (TLRs).

Recognition systems also exist in
the cytosol to prevent replication of
intracellular pathogens. Activation of
dsRNA-dependent protein kinase (PKR)
inhibits initiation of viral and cellular
protein synthesis by phosphorylating
the translation initiation factor eIF2α.
Interferon-inducible 2′,5′-oligodenylate
synthase (OAS) also binds viral dsRNA
within cells. Resulting synthesis of
ppp(A2’p)nA oligoadenylates activate the
RNaseL endonuclease, which cleaves RNA.
This OAS/RNaseL pathway is particularly
important in the antiviral action
against picornaviruses. Members of the
NOD (nucleotide-binding oligomerization
domain) family are proteins containing a
CARD, NOD, and LRR region. After PAMP
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binding, protein kinase RIP2 associates
with CARD domains and activates MAP
kinase and NFκB signaling pathways.
NOD proteins have been shown to
bind LPS, but the full extent of ligand
specificity for these molecules has not been
elucidated. Downstream transcriptional
activation by PKR (in TLR signaling) and
NOD induces IFN genes.

3.3
Toll-like Receptors

Multiple innate immune receptors are
able to distinguish nonself from self,
as well as recognize individual classes
of pathogens. Among diverse organisms,
there exist genetic and structural homolo-
gies between the protein receptors and
similarities in the pathways of immune-
mechanism activation. The identification
of the mammalian Toll-like receptor (TLR)
family, homologs of the Drosophila Toll

(Toll-1) protein, provided the primary evi-
dence for evolutionary conservation within
eukaryotic immunity. Both Toll and the
TLRs are single-transmembrane spanning
receptors possessing a variable number of
extracellular amino-terminal LRR motifs,
followed by a cysteine-rich domain. At the
carboxy-end of the Toll/TLR transmem-
brane domain is an intracellular signaling
domain, homologous to that of the cyto-
plasmic interleukin-1 receptor (IL-1R). It
is therefore called the Toll/IL-1R (TLR)
domain (Fig. 2).

The original function identified for Toll
was the development of dorsoventral po-
larity in the fruit-fly embryo. It has since
been discovered that Toll is required
to combat systemic fungal infection in
Drosophila by inducing the expression of
drosomycin, an antifungal peptide. In ad-
dition to Toll, there are at least eight related
homologs (Tolls-2–9), which appear to
have functions in Drosophila development.

        AB     bB           BB            aB
Mouse
IL-1RAc G Y K L C I F D R D S L P G G I V T D E T L S - F I Q K S
IL-1R1 G Y K L F I Y G R D D Y V G E D T I E V T N E - N V K K S

Drosophila
Toll K F Q L C V H E R D W L V G G H I P E N I M R - S V A D S
18W P F R L C I Q Q R D L P P Q A S H L Q - L V E - G A R A S
Toll-5 P F R L C L H D R D W L V G D C I P E Q I V R - T V D D S
Toll-9 D V S I C L H E R D F Q I G V T I L D N I I S - C M D R S

Human
IL-1R1 G Y K L F I Y G R D D Y V G E D I V E V I N E - N V K K S
TLR1 G M Q I C L H E R N F V P G K S I V E N I I T - C I E K S
TLR2 P F K L C L H K R D F I P G K W I I D N I I D - S I E K S
TLR3 S L K F C L E E R D F E A G V F E L E A I V N - S I K R S
TLR4 P F Q L C L H Y R D F I P G V A I A A N I I H E G F H K S
TLR5 R F N L C F E E R D F V P G E N R I A N I Q D - A I W N S
TLR6 D I Q I C L H E R N F V P G K S I V E N I I N - C I E K S
TLR7 H F N L C L E E R D W L P G Q P V L E N L S Q - S I Q L S
TLR8 N V L L C L E E R D W D P G L A I I D N L M Q - S I N Q S
TLR9 A L R L C L E E R D W L P G K T L F E N L W A - S V Y G S

Fig. 2 Sequence alignment of the TLR domain-signaling region of mouse and human
IL-1R proteins, Drosophila Toll proteins, and human TLRs. Residues conserved in at least
four sequences are shaded. The greatest homology between Drosophila and human
proteins occurs between the cytoplasmic domains of Toll-9 and TLRs 1, 2, 4, and 6.
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Of these proteins, Toll-2 (or 18 Wheeler,
18 W) and Toll-5 have been found to have
involvement in immune responses. Mu-
tagenesis has shown that 18 W facilitates
the recognition of gram-negative bacterial
pathogens and the subsequent production
of attacin, an anti-gram-negative bacterial
peptide. Likewise, it has been suggested
that Toll-5 acts as a pattern-recognition
receptor mediating local antifungal re-
sponses in the absence of Toll-1/Spätzle
signaling. These Toll family members re-
spond to different pathogen classes and
induce appropriate effector responses, pre-
sumably on the basis of PAMP recogni-
tion, that is, antibacterial and antifungal
peptides are differentially expressed in re-
sponse to the presence of bacteria or fungi.
Significantly, these findings demonstrated
that an organism lacking an adaptive
immune system can detect infection as
well as determine the type of pathogen
present, entirely on the basis of innate
immune mechanisms.

Mammalian TLRs may also be able to
distinguish between pathogen classes. The
TLRs function as PRRs in mammals, bind-
ing to microbial products to activate host
defense responses. To date, 11 identified
mammalian TLRs have been described,
differing in sites of expression, ligand
specificity, and downstream effector ac-
tivation. Ten TLR genes (TLRs 1–10) are
dispersed throughout the human genome,
whereas mice encode nine of these, plus
two additional paralogs not present in hu-
mans. Surface expression is usually low
in monocytes (∼103 per cell) and DCs
(∼102 per cell) but may be enhanced in re-
sponse to various stimuli. TLR expression
is also observed in adipocytes, myocytes,
vascular endothelial cells, and intestinal
epithelial cells. TLR4, the first mammalian
TLR identified, when activated induces the
expression of inflammatory cytokines and

costimulatory molecules in macrophages.
The murine TLR4 protein responds to
the class of gram-negative bacteria. The
molecular signature detected in this case
is LPS. Although other PRRs were previ-
ously known to initiate signals in response
to LPS, the existence of an additional core-
ceptor was hypothesized. The cellular re-
sponse to LPS occurs through interaction
with a circulating LBP and a GPI-linked
surface receptor, CD14, followed by acti-
vation of TLR4. Point mutations in the
TLR4 TIR domain led to defective LPS
signal transduction, as did the absence or
deletion of TLR4. These results demon-
strated the necessity for a functional TLR4
in the recognition of this essential compo-
nent of gram-negative bacteria. TLR4 has
also been shown to mediate signals initi-
ated by other endogenous and exogenous
compounds (e.g. Taxol), respiratory syn-
cytial virus protein F, heat shock protein
60, and domain A of fibronectin. Other
conserved PAMPs have been shown to sig-
nal immune responses via other members
of the TLR family, such as peptidogly-
can by TLR2 and flagellin by TLR5. It
seems likely that elucidation of newly dis-
covered mammalian TLR homologs will
elucidate the specificity of one or more of
the homologs for mannan or glucan, and
of fungal and mycobacterial pathogens for
lipoarabinomannan or muramyldipeptide
PAMPs, respectively.

Structural variation among TLRs is
mainly due to differences in the num-
bers of LRRs, which affect the proteins’
sequence length and molecular weight
(Fig. 3). LRRs are found in a wide array of
molecules, including proteoglycans, adhe-
sion molecules, enzymes, tyrosine kinase
receptors, and G-protein-coupled recep-
tors. Toll and 18 Wheeler have 22 and 31
LRR ectodomains respectively, compara-
ble to the 18, 19, 24, and 22 LRR-containing
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Fig. 3 Schematic representation of human TLR domains and their stimuli.
Adapted from Imler, J.-L., Hoffmann, J.A. (2001) Toll receptors in innate
immunity, Trends Cell Biol. 11, 304–311.

TLRs 1–4. The LRRs are terminated by a
domain of cysteine residues; however, the
human TLR chains have lost an approx-
imately 90-residue cysteine-rich region
found variably in the Drosophila proteins.
The extracellular domain of 18 W con-
tains 16 putative N-glycosylation sites and
a single glycosaminoglycan site. The cys-
teine clusters allow the receptors to form
a compact module with paired termini
that can be inserted between any pair of
LRRs without altering the overall fold of
the extracellular region. Two hydrophobic
regions are apparent in the protein struc-
ture of 18 W. One corresponds to a signal
peptide and the second to a transmem-
brane domain. The intracellular moiety
of 18 W is about 380-aa long and con-
sists of two domains, the first of which
shows significant homology to the cyto-
plasmic domain of IL-1R. Interleukin-1

receptor, Toll, and 18 W share six con-
served stretches of amino acids. The
second domain consists of a glutamine-
rich repeat.

Upon ligand binding, TLRs activate ex-
pression of host defense genes. Some
of the intracellular signaling pathways
induced are similar to those employed
by IL-1R (Fig. 4). These pathways are
coupled to the nuclear translocation of
Rel-type transcription factors. An adap-
tor, such as MyD88, is first recruited
to the receptor complex, mediating an
interaction with the receptor via its amino-
terminal TIR domain and associating with
protein kinase IRAK1 through a carboxy-
terminal death domain. IRAK1 undergoes
autophosphorylation, which is thought to
be followed by IKK-β activation via TRAF6
and by degradation of IκB. As a result,
NFκB may translocate into the nucleus
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Fig. 4 MyD88-dependent and -independent TIR domain
signaling. The MyD88-dependent pathway is common to all
TLRs. Upon binding, TLRs induce the recruitment of MyD88 via
its TIR domain, which activates IRAK1 by phosphorylation. IRAK1
then associates temporarily with TRAF6, eliciting downstream
signaling, NFκB activation, and resultant production of
proinflammatory cytokines such as TNF-α, IL-1, and IL-12. IRAK1
activity is negatively regulated by Tollip and IRAK-M. Some
differences between signaling pathways induced by individual
TLRs may be attributed to distinct adaptor protein usage. TLR4
and TLR2 MyD88-dependent signaling requires the adaptor
TIRAP/Mal. IFN-β production in response to double-stranded
RNA recognition by TLR3 is mediated by TRIF/TICAM-1 in a
MyD88-independent manner. TRAM/TICAM2 is another adaptor
pertinent to the TLR4 MyD88-independent pathway.

and allow transcription of appropriate tar-
gets. Although some TLRs are dependent
on this conserved Toll signaling pathway
(TLR2 and TLR9), MyD88 is not required
for other TLR signaling events, such as
the MyD88-independent pathway associ-
ated with the stimulation of IFN-β and
the maturation of DCs. Additional regula-
tory mechanisms and downstream signals
must also be in place to effect responses
appropriate to the initiating stimulus.

In particular, TLR4 activates transcrip-
tion of NF-kappaB- and interferon regu-
latory factor (IRF)-3/IFN-inducible genes
in macrophages and dendritic cells in a
MyD88-independent manner, potentially
by another TIR domain-containing adap-
tor protein, TIRAP. Data has suggested
that TLRs 1, 2, and 6 can also use this
alternative adaptor molecule. A third TIR-
containing adaptor molecule (TICAM-1),
which binds TLR3, inducing interferon-β
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has also been described. Suppression of
signaling may also occur by association
of either of the proteins Tollip or IRAK-
M with TRAF6. TLRs have been found to
heterodimerize with one another, which
may also contribute to the repertoire of
specificities. It remains to be determined
whether differences in adaptor usage and
involvement of suppressor molecules can
account for the activation of distinct im-
mune responses among the TLRs. It is
plausible other unidentified adaptors play
a role in TLR signaling or that combi-
nations of adaptor usage provide more
distinct signals than those involving in-
dividual TIR proteins.

4
Cellular Effector Mechanisms

4.1
Cell-mediated Inflammation

Myeloid cells are critical to the defenses
of the innate immune system. These in-
clude the monocyte-derived macrophages
and dendritic cells and the granulocytic
polymorphonuclear neutrophils (PMN),
basophils, and eosinophils. These are the
first cells to counter infectious processes
by internalizing and degrading foreign ma-
terial. The lymphoid NK cells also play a
role in innate immune responses to vi-
ral infection.

Macrophages are most concentrated in
lymphoreticular organs (the lymph nodes
and spleen) but are present throughout
the body, forming morphologically distinct
populations in different tissues. Tissue
histiocytes, osteoclasts, hepatic Küpffer
cells, as well as microglial cells of the
central nervous system are all consid-
ered macrophages. These phagocytic cells
survey the blood and connective tissue
for potential pathogens. Macrophages are

usually the first cell type to encounter
pathogen in tissues. Upon encountering
a microbe, the cells can engulf and kill it
directly, in the process of phagocytosis, or
can recruit other myeloid cells, especially
PMNs, to the sites of damage or infection.
Cytokines secreted by macrophages, in-
cluding IL-6, 8, and 12 and TNF-α, are
all inducers of fever and inflammation
associated with an acute-phase response.
Secretion of TNF-α and IL-1 alter expres-
sion of vascular adhesion molecules such
as E-selectin and VCAM-1. The leukocyte
CD18 complex integrins allow adhesion to
the vascular endothelium. These include
CD11a/CD18, LFA-1 and CD11b/CD18,
or Mac-1. Interactions mediated by these
molecules between the leukocytes and
vessel walls allow firm adhesion and di-
apedesis. Activation of the macrophage
by IFNγ and TNF-α from NK cells al-
low it to kill most intracellular pathogens.
Macrophages are also able to present anti-
gens to T-lymphocytes to activate adaptive
immune responses and to modulate the
type of response by the production of other
cytokines. These include secretion of IL-12
for Th1 and IL-10 for Th2 responses. Con-
sequently, macrophages provide one link
between innate and specific immunity.

Dendritic cells are specialized phago-
cytes that are particularly efficient at
presenting antigen to T-lymphocytes. Den-
dritic cells regularly ingest bits of their
immediate environment by endocytosis
and macropinocytosis. When a pathogen
is detected, TLR stimulation and signaling
initiates maturation, enabling the DCs to
produce costimulatory molecules and en-
hancing the capacity to present antigen.
MHC molecule expression is upregulated
and cells proceed to the lymph nodes
for T-cell priming. In this way, DCs are
poised for activation of adaptive immune
responses. Like the macrophages, DCs
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take on multiple identities, such as the
Langerhans cells of the skin and plasma-
cytoid cells of the spleen. However, DCs
are less numerous than the macrophage.

Polymorphonuclear neutrophils are the
most abundant white blood cells in
circulation that play a critical role in
the destruction of circulating pathogens.
These cells are not normally found in
tissues but will migrate in response to the
release of chemotactic factors by injured
tissues or in response to the activation
of other cells. At these inflammatory
sites, PMNs may become activated and
produce large amounts of reactive oxygen
species, and release a variety of other
toxic products from cytosolic granules.
These cells have a short lifetime, spending
approximately six hours in circulation,
before undergoing apoptosis.

Eosinophils are responsive to cytokines,
and themselves produce a variety of
chemokines that mediate inflammation.
Under normal conditions, these cell types
are found in limited numbers, but counts
are elevated during parasitic infection
and during an allergic adaptive immune
response. Most reside in the subepithe-
lium of respiratory, digestive, and uri-
nary tracts. Mast cells reside in nearly
all tissues of the body and play ma-
jor roles in the defense against para-
sites and in allergic inflammation. Ba-
sophils are very similar to mast cells,
except that they reside in blood. These
cells are distinguishable by large cyto-
plasmic granules and high-affinity IgE
receptors. Degranulation of mast cells
and basophils releases histamine, other
vasoactive mediators, and certain proin-
flammatory cytokines, for example, TNF-
α and IL-5. These compounds trigger
vasodilation and increase vascular per-
meability, mucus secretion, bronchiolar
smooth muscle constriction, leukocyte

recruitment, platelet activation, tissue de-
struction, fever, and pain.

Natural Killer cells migrate in response
to chemotactic factors and kill virally
infected cells and tumor cells. Binding
to target cells is followed by release of
perforins into the cell membrane and
lysis or stimulation of programmed cell
death.

4.2
Oxygen-independent Destruction of
Pathogens

Phagocytosis of pathogens occurs
following ligation of certain surface
receptors on the cell (Fig. 5). Macrophages
and neutrophils are highly efficient
at phagocytosis, utilizing the external
receptors FcR, complement receptors,
mannose receptors, and TLRs to mediate
binding to foreign or opsonized material.
It is an active process involving
actin and microtubule restructuring,
which surrounds the pathogen with the
phagocyte membrane and internalizes it
within a phagosome. Intracellular killing
takes place when this vesicle is acidified
and introduced to lysosomal granules
in the macrophage or to azurophil
granules in neutrophils, which contain
toxic enzymes, proteins, and peptides.
Lysosomal proteases and glycolases will
disturb parasitic, bacterial, and viral
membrane function. Lysozyme does so
by cleaving the β – (1–4) glycosidic
bond within the peptidoglycan of gram-
positive bacterial cell walls. Insertion of
defensins into pathogen membranes also
disrupts membrane permeability. Acid
hydrolases and neutral proteinases digest
multiple components of bacteria. The
antibacterials transferrin and lactoferrin
sequesters free iron, thereby preventing
the growth of ingested microorganisms.
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Fig. 5 Processes of phagocytosis. Attachment of the bacterium via FcRs, CRs, TLRs, and
other receptors is followed by ingestion of the bacterium, forming a phagosome.
Acidification of the phagosome and fusion with the lysosome allows toxic products to kill
microbes and proteolytic enzymes to digest the ingested material. Release of digestion
products from the cell is accompanied by antigen presentation and release of effectors.

While azurophil granules function
predominantly intracellularly within the
phagolysosomal vacuole, neutrophil-
specific granules are prone to release their
contents to the extracellular milieu and
appear to have a significant role in the
initiation of inflammation.

4.3
Oxygen-dependent Killing

Phagocytes may also undergo a respi-
ratory burst to help kill engulfed mi-
croorganisms. This involves a reduc-
tion and metabolism of oxygen by

cellular enzymes to superoxide (O2•−)
and hydrogen peroxide (H2O2), ultimately
forming toxic products such as hypohalous
acid (HOCl/HOBr) and hydroxyl radical
(•OH). Subunits of the enzyme NADPH
oxidase assemble in the phagosomal and
cellular membranes in response to neu-
trophil activation. This activation arises
from the interaction between opsonized
particles or pathogens and neutrophil
receptors. The phagocyte oxidase trans-
fers electrons from NADPH to oxygen,
forming superoxide anion (Eq. 1). Super-
oxide may spontaneously dismutate or
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the enzyme superoxide dismutase may
catalyze the formation of H2O2 and
ground state O2 (Eq. 2). Myeloperoxi-
dase in neutrophil azurophilic granules
catalyzes the formation of HOCl from
H2O2 and chloride ions (Eq. 3). In the
same manner, brominated species may
also be formed, however, at much lower
concentrations.

2O2 + NADPH −−−→ 2O2•−

+ NADP+ + H+ (1)

2H+ + 2O2•− −−−→ 2H2O2 + O2 (2)

X−+ H2O2 + H+ −−−→ HOX + H2O

X = Cl, Br (3)

Superoxide ion, hydrogen peroxide, and
hypochlorite are all efficient oxidizing
agents that can kill bacteria and fungi
by oxidizing membrane lipids and pro-
teins. Further reactions of these oxidants
catalyzed by transition metals can pro-
duce •OH (Eq. 4). Hydroxyl radical is the
most biologically reactive of the aforemen-
tioned oxidants. Singlet oxygen (1O2) is
an excited state of dioxygen that debatably
forms downstream of HOCl or •OH, which
has deleterious effects on macromolecules
(Eqs. 5 and 6).

O2•− + HOCl −−−→ O2•− + •OH + Cl−

(4)

OCl− + H2O2 −−−→ 1O2 + Cl− + H2O
(5)

O2•− + •OH −−−→ 1O2 + HO− (6)

Singlet oxygen is also thought to be
formed during the dismutation of per-
oxyl radical and during the decomposition
of 1,2-hydroperoxides. The presence of
1O2 during the oxidative burst provides
a means by which the proposed oxidation

of water by antibodies that has been postu-
lated leads to trioxygen species generation
(Eq. 7).

x1O2 + yH2O −−−→ [H2O3(y − 1)H2O]

−−−→ O3 + H2O2 + (x − 1)O2 (7)

While this reaction has mainly been char-
acterized as a function of antibodies, other
immunoglobulin fold-containing proteins
may also catalyze the process. Its contribu-
tion to innate defenses and immunity as
a whole has not yet been fully elucidated.
The reactive oxygen species produced by
activated phagocytes act in concert to effect
microbial killing. Reactive nitrogen species
such as nitric oxide (NO) and peroxynitrite
(OONO−) are also important for immune
defense in that they mediate intercellular
signaling and are also toxic to bacteria.

5
Humoral Effector Mechanisms

5.1
Complement

The complement system is a component
of innate immunity concerned with the
lysis and clearance of foreign particles
and host debris. Activation of this system
involves binding and cleavage of multiple
proteins and glycoproteins, both soluble
and membrane bound. The formation of
active enzyme complexes and deposition
of proteolytic fragments in this process
recruits phagocytes to sites of infection,
prompts direct cell lysis, and opsonizes
pathogens for phagocytosis. Induction of
inflammatory mediators also occurs as a
result of complement activation (Fig. 6).

Complement enzyme precursors are ac-
tivated locally and initiate inflammatory
events in response to specific stimuli such
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Fig. 6 Complement pathways and proteins. Complement
regulatory proteins not shown include C1INH, C4bp, CR1, MCP,
DAF, H, I, P, and CD59.

as pathogen binding and immunocom-
plex formation. This may occur by three
pathways. In the classical activation path-
way, the pentameric protein complex C1,
made up of a C1q subunit and two sub-
units each of C1r and C1s, binds directly
to pathogens or to antibodies that are in
complex with pathogens. In the latter case,
C1 links adaptive immunity to the innate
complement system. Proteolytic cleavage
of C1r and C1s activates C1 to sequen-
tially cleave other complement proteins

(C4 then C2) to form an active C3 conver-
tase (C4b2a). The mannan-binding lectin
pathway uses a similar route to form
an identical C3 convertase: serum PRRs
bind mannose residues on bacterial or vi-
ral carbohydrates, forming an MBL/MASP
complex, to activate complement proteins
C4 and C2 and to form an active C3
convertase. Finally, alternative activation
occurs when complement component C3
becomes spontaneously activated, for ex-
ample, by microbial compounds LPS or
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LTA, and gets deposited onto the sur-
face of a pathogen. Properdin is a positive
regulator of the alternative pathway of com-
plement activation, released by peripheral
blood cells and the endothelium. Binding
and cleavage of plasma factor B produces
a fluid-phase C3 convertase.

The C3 convertases cleave C3 to produce
C3a, an anaphylactic by-product that me-
diates inflammatory responses, and C3b,
which acts as an opsonin for phagocytes
with complement receptors. C3b also acti-
vates a C5 convertase, thereby producing
C5a, an important inflammatory media-
tor, and C5b, which initiates late events of
complement. These entail polymerization
of the terminal complement components,
C6 to C9, to form porelike membrane at-
tack complexes (MACs), leading to loss
of bacterial cell integrity and lysis. Phago-
cyte ingestion of complement-opsonized
pathogens is mediated by specific comple-
ment receptors. There are five known types
of complement receptors. The receptor for
C3 (CR1) is present on neutrophils and
macrophages and can promote binding
and phagocytosis.

The complement system is efficient
in the defense against many viral and
bacterial infections as well as in the
removal of cellular debris. However, if
improperly regulated, complement can
cause severe host tissue damage, as in
rheumatoid arthritis, acute hemolytic ane-
mia, or glomerulonephritis. Other con-
ditions including mechanical injury and
myocardial infarction can stimulate in-
opportune complement-mediated damage
as well.

5.2
Antimicrobial Peptides

Cationic antimicrobial peptides produced
by vertebrates, arthropods, plants, insects,

and bacteria are small stretches of less than
50 amino acids that possess activity against
bacteria, fungi, and protozoa. Of the more
than 800 antimicrobial peptides submitted
in the Antimicrobial Sequences Database
(http://www.bbcm.univ.trieste.it/∼tossi/
amsdb.html), over 175 are produced
by insects. These peptides are partic-
ularly important in the immune de-
fenses of the well-studied fruit fly,
Drosophila melanogaster. Proteins include
the antibacterials Andropin, Attacin, Ce-
cropin, Diptericin (gram negative), De-
fensin (gram positive), and Drosocin; and
the antifungals Drosomycin and Metch-
nikowin, among many others. The genes
encoding most of these protein effec-
tors are induced in response to infection
and the peptides secreted from Drosophila
fat bodies. Andropin is the exception to
the rule in that it is constitutively ex-
pressed in males. In contrast, most mam-
malian antimicrobial proteins, including
the cryptidins or α-defensins present in
the intestines and β-defensins produced
in the skin and respiratory tract, are
ubiquitously produced as part of innate
constitutive defenses.

Two general mechanisms of action of
these molecules have been indicated and
segregated on the basis of being either
membrane disruptive or nonmembrane
disruptive. Initial associations of these
peptides with microbes occur through
electrostatic interactions, for example, be-
tween the peptide and negatively charged
LPS in bacterial cell membranes. Desta-
bilization of the outer membrane cre-
ates sites on the cytoplasmic membrane
that are more susceptible to transloca-
tion or membrane disruption. It is pos-
tulated that transient pores are formed
by the peptide that span the mem-
brane, resulting in membrane depolar-
ization and disintegration. Alternatively,
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peptides may form micellar aggregates
in the outer leaflet, which collapse al-
lowing translocation into the cytoplasm.
Inside the bacterium, peptides interact
with nucleic acids and cellular pro-
teins, inducing transcriptional changes
and inhibiting further synthesis of macro-
molecules.

The peptides are classified on the ba-
sis of secondary structure into four major
classes: β-sheet, α-helix, loop, or ex-
tended peptides (Fig. 7). The majority of
known peptides belong to the first two

groups, according to circular dichroism
spectroscopy. High-resolution structures
of these peptides, obtained by 2-d 1H NMR,
exist for about 50 of these molecules. The
α-helical antimicrobials are characterized
by an α-helical conformation contain-
ing a slight bend in the center of the
molecule. This bend may be crucial for
suppressing undesirable hemolytic activ-
ity. Structure–activity studies of magainin
2, a typical α-helical peptide, suggest no
difference in D- and L-enantiomers, rul-
ing out chiral receptors or enzyme targets

(a) (b)

(c) (d)

Fig. 7 Antimicrobial peptides. Representative member of each
structural class: (a) magainin 2, alpha-helix; (b) β-defensin,
beta-sheet; (c) thanatin, loop; (d) indolicidin, extended. Pictures
generated by Matt Kelker, using bobscript and raster3D. Coordinates
obtained from the RCSB Protein Data Bank under the accession
codes 1BNB (defensin), 1G89 (indolicidin), 2MAG (magainin), and
8TFV (thanatin). Raster3D: Merritt & Bacon (1997) Meth. Enzymol.
277, 505–524. bobscript: Esnouf, RM (1997) J. Mol. Graph. Model.
132–134, 112–113.
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as mechanisms of action. Furthermore,
an increase in cationic charge, up to
+5, leads to an increase in antimicro-
bial activity. This is presumably due to
enhanced association with the negatively
charged cell surface. Peptides containing
antiparallel β-sheets, such as tachyplesin,
disrupt lipid organization and undergo
membrane translocation. Stabilizing disul-
fide bonds within the structure suggest
that flexibility is pertinent for translo-
cation to occur. The class of peptides
with extended conformations are high
in proline or glycine content and hence
lack overall secondary structure. These

extended peptides tend to form hydro-
gen bonds and Van der Waals interactions
with membrane lipids. Evidence exists that
extended peptides, such as indolicidin,
translocate into the cytoplasm to inhibit
DNA synthesis; however, the mechanism
has not been explicitly determined. Fi-
nally, loop peptides such as the insect
antimicrobial thanatin contain a single
disulfide, amide, or isopeptide bond. The
exact mechanism of killing by thanatin
is unknown, but the molecule evidently
does not perturb membrane permeabil-
ity. The antimicrobial mechanism appears
to be target specific, as only L-thanatin

Tab. 3 Effects of cytokines on the innate immune system.

Cytokine Origin Function

IL-1α and -1β Monocytes, macrophages,
epithelium, endothelium,
fibroblasts

costimulation of APCs and T cells,
inflammation, adhesion and fever,
acute-phase response

IL-2 NK cells, activated TH1 cells proliferation of B cells and activated T
cells, NK functions

IL-4 Mast cells, basophils TH2 cells B-cell proliferation, eosinophil and
mast-cell growth and function, IgE and
class-II MHC expression on B cells,
inhibition of monokine production

IL-5 TH2 and mast cells B-cell and eosinophil growth and
function

IL-6 Activated TH2 cells,
monocytes, macrophages,
epithelium, endothelium

acute-phase response, B-cell
proliferation, thrombopoiesis,
synergistic with IL-1 and TNF-α

IL-8 Monocytes, macrophages,
epithelium

chemoattractant for neutrophils and T
cells

IL-10 Macrophages, activated TH2
cells, CD8+ B cells

inhibits cytokine production (IL-1, -2 and
TNF-α), promotes B-cell proliferation
and antibody production, suppresses
cellular immunity, mast-cell growth

IL-12 Monocytes, macrophages NK and TH1 cell activation
IFN-α and -β DCs, epithelium, fibroblasts Antiviral, increases MHC I expression,

suppresses proliferation
IFN-γ Macrophages, NK cells,

activated TH1 cells
Antiviral, increases MHC I &II

expression, suppresses proliferation
TNF-α Macrophages, NK cells, mast

cells, epithelium
Phagocyte activation, fever, antitumor

activity
G-CSF, M-CSF, GM-CSF Various Growth and maturation of PMNs and

monocytes
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is effective against gram-negative bacteria
but both enantiomeric forms of the pep-
tides possess activity against gram-positive
and fungal species.

Cationic charge and amphipathic con-
formation appear to be the greatest re-
quirements for antimicrobial activity. Sig-
nificantly, components of the target mem-
brane may also determine the efficacy
of these peptides. Further study of pep-
tide–membrane interactions may explain
activity of these molecules with individ-
ual organisms.

5.3
Cytokines

Whereas peptides seem to predominate
in the immune defenses of insects,
cytokine-mediated inflammation is highly
significant in mammals. Cytokines are
primarily secreted by leukocytes, stim-
ulating both humoral and cellular im-
mune responses as well as activation of
phagocytosis (Table 3). The proinflamma-
tory cytokines TNF-α, IL-1, and IL-6, and
chemokines such as IL-8 are released in
response to encounters with pathogens,
specifically by PAMP/PRR interactions.
TNF-α is the primary mediator of acute
inflammation, and the interleukins en-
hance this action by increasing endothelial
adhesion, increasing chemokine secre-
tion, activating cell-mediated immunity,
and stimulating hepatocytes to secrete
acute-phase proteins. Type-I interferons
produced by virus-infected cells inhibit
viral replication and kill infected cells
by degrading mRNA. Interferons also
activate TH1 cells, which activate cy-
totoxic T cells and NK cells, which
kill pathogens.

See also Antibody Molecules, Ge-
netic Engineering of; Antigen Pre-
senting Cells (APCs); Autoantibod-
ies and Autoimmunity; Combina-
torial Phage Antibody Libraries;
Immune Defence, Cell Mediated;
Immunoassays; Innate Immunity;
Nucleic Acid and Protein Single
Molecule Detection and Characteri-
zation.
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Keywords

Avidin
A tetrameric glycoprotein found in chicken egg white, which specifically binds biotin
with an extremely high affinity (Kd ∼ 10−15 M) (see also Streptavidin below).

Biotin
A water-soluble vitamin (vitamin H) that can be incorporated relatively easily into
various biological materials.

Biotinylation
The incorporation of biotin or its derivatives into biological material.

Protein A
A cell wall protein of Staphylococcus aureus, which specifically binds the Fc domain of
an immunoglobulin G molecule without disturbing its antigen-binding ability.

Streptavidin
A tetrameric nonglycosylated protein produced by Streptomyces avidinii, which
specifically binds biotin with an extremely high affinity (Kd ∼ 10−15 M).

� Immuno-PCR is an antigen detection system, in which the polymerase chain
reaction (PCR) is used to amplify a segment of marker DNA that has been attached
specifically to antigen–antibody complexes. Because of the enormous amplification
capability and specificity of PCR, immuno-PCR allows considerable enhancement
in detection sensitivity of a specific antigen over conventional antigen detection
systems, such as enzyme-linked immunosorbent assays and radioimmunoassays. A
variety of superior characteristics and the versatility of immuno-PCR, including high
but controllable sensitivity, simplicity, and easy contamination control, offer great
promise for its application in various aspects of biological and medical sciences, as
well as clinical diagnostics and forensic medicine.

1
Concept

The concept of immuno-PCR (poly-
merase chain reaction), illustrated in
Fig. 1, is quite simple, and is simi-
lar to those of conventional antibody-
based antigen detection systems, such
as enzyme-linked immunosorbent assays
(ELISA) and radioimmunoassays (RIA).

In the original immuno-PCR scheme, a
molecular linker, which has a bispecific
binding affinity for antibody and DNA, is
used to attach a marker DNA molecule
specifically to an antigen–antibody com-
plex. A segment of the attached marker
DNA is amplified by PCR with appropriate
primers, and the resulting PCR products
are analyzed. The presence of specific PCR
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Fig. 1 Concept of
immuno-PCR. See Sect. 1 for
explanation. [Reprinted, with
permission, from Sano, Cell
Technol. 13:77–80 (1994)].

Epitope

Antigen

Antibody PCR
with primers

DNA

Analyze PCR products

products demonstrates that the marker
DNA molecules are attached specifically
to antigen–antibody complexes, indicating
the presence of antigen.

2
Reagents

2.1
Molecular Linkers between Antibody and
Marker DNA

In conventional antigen detection systems,
secondary antibodies, directed against a
primary antibody, are generally used to
attach labels, such as reporter enzymes
in ELISA or radioactive labels in RIA, to
complexes between antigen and primary
antibodies. In contrast, immuno-PCR uses
specific molecular linkers to attach marker
DNA specifically to antigen–antibody
complexes. Thus, such molecular linkers
are key components in immuno-PCR.

Molecular linkers used in immuno-
PCR must possess bispecific binding
affinity for antibody and DNA to at-
tach marker DNA specifically to anti-
gen–antibody complexes.

One unique and particularly versatile
molecular linker for immuno-PCR is
a streptavidin-protein A chimera. This
streptavidin-protein A chimera was de-
signed by genetic engineering of the
streptavidin and protein A genes, which
were isolated from Staphylococcus aureus
and Streptomyces avidinii, respectively. A
part of the protein A gene encoding two

IgG-binding domains was fused to a mod-
ified streptavidin gene. The gene fusion
can be expressed in Escherichia coli by us-
ing the T7 expression system, and the
expressed streptavidin-protein A chimera
can be purified to homogeneity by a sim-
ple purification procedure. This chimera
possesses two independent binding abil-
ities; one is to biotin, derived from the
streptavidin moiety, and the other is to
the Fc domain of an immunoglobulin G
(IgG) molecule, derived from the protein
A moiety. The chimera forms a subunit
tetramer, which binds four biotins and
four IgG molecules. This bifunctional mul-
tivalent binding specificity for biotin and
antibody allows the specific conjugation
of any biotinylated DNA molecule to anti-
gen–antibody complexes.

Other simple, yet very useful molecular
linkers, which can be used in immuno-
PCR, are monospecific, multivalent bind-
ing molecules, such as streptavidin and
avidin, each molecule of which can bind up
to four biotins. Although these proteins do
not bind antibody and biotinylated marker
DNA independently, biotinylated marker
DNA can be attached to antigen–antibody
complexes by the use of biotinylated anti-
bodies. In these methods, the biotinylated
antibody is first bound to antigen (forma-
tion of complexes between antigen and
biotinylated antibody). Then, streptavidin
or avidin is directed to biotin conjugated
to the antibody (formation of complexes
consisting of antigen, biotinylated anti-
body, and streptavidin or avidin). Finally,
biotinylated marker DNA is directed to
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free biotin-binding sites of streptavidin or
avidin molecules that have been attached
to complexes between the antigen and the
biotinylated antibody. This is followed by
amplification of a segment of bound bi-
otinylated marker DNA by PCR.

Specific chemical conjugates of antibody
with marker DNA can also be used in
immuno-PCR without the need for molec-
ular linkers. Such chemical conjugates
can be produced by attaching derivatized
DNA molecules covalently to antibody
molecules. Such chemical conjugates be-
tween antibody and marker DNA should
be very useful for large-scale analysis of
selected antigens, such as in clinical diag-
nostics, since they can be produced in large
quantities and stored until used. How-
ever, because of laboriousness of many
chemical conjugation procedures and the
need for purification of functional conju-
gates, the overall versatility of performance
of immuno-PCR could be reduced, limit-
ing their use in certain settings where
a number of different antigens need to
be analyzed.

2.2
Antibodies

Both monoclonal and polyclonal antibod-
ies can be used in immuno-PCR. In ad-
dition, genetically engineered antibodies,
including single-chain antibodies, can also
be used. When the streptavidin-protein
A chimera is used as a molecular linker
between antibody and marker DNA, the
antibodies used must have the Fc por-
tion, to which the protein A moiety of the
streptavidin-protein A chimera can bind.
The Fc portion of certain IgG subclasses
does not have sufficient binding affinity
for protein A. For example, mouse IgG1,
sheep immunoglobulins, and horse im-
munoglobulins have only very low affinity

for protein A. These antibodies cannot be
used directly in immuno-PCR with the
streptavidin-protein A chimera as a molec-
ular linker between primary antibody and
biotinylated marker DNA. However, such
antibodies can be used indirectly by letting
them serve as targets for secondary anti-
bodies, which have high binding affinity
for protein A, directed against the pri-
mary antibodies.

Because of the extremely high sensi-
tivity of immuno-PCR, very low concen-
trations of antibody are generally used.
For example, the concentration of pri-
mary antibody can be diluted by several
orders of magnitude below those used
in conventional ELISA. For given antigen
samples and antibody preparations, opti-
mal concentrations of antibody, where the
highest sensitivity and signal-to-noise ra-
tios are obtained, should be determined by
calibration using different concentrations
of antibody.

2.3
Marker DNA

Marker DNA used in immuno-PCR is
purely arbitrary. Therefore, any DNA
molecules can be used unless their
amplified regions are contained in sample-
derived nucleic acids.

The marker DNA used most frequently
in immuno-PCR is the end-biotinylated
linear DNA molecule. Incorporation of
multiple biotins into a marker DNA
molecule should be avoided. Since molec-
ular linkers used in immuno-PCR are gen-
erally multivalent, conjugation of marker
DNA containing multiple biotins to linker
molecules causes aggregation, resulting in
the generation of background signals.

Conventionally, plasmid DNA is used to
prepare marker DNA. The use of plasmid
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DNA offers ease in handling and manipu-
lations. Purified plasmid DNA is digested
with two or more restriction endonucle-
ases. Biotin is incorporated into one of
the termini of the linear plasmid DNA
by filling-in reactions with a template-
dependent DNA polymerase in the pres-
ence of a biotin-labeled deoxynucleotide,
such as biotin-dATP. Generally, Klenow
fragment of E. coli DNA polymerase I or
T7 DNA polymerase and its derivatives are
used. Because all four deoxynucleotides
containing biotin are available, restriction
endonuclease digestion sites, where biotin
can be incorporated, can be chosen with
great flexibility. After the incorporation
of biotin, the resulting end-biotinylated
marker DNA should be purified by an
appropriate method to remove unincorpo-
rated biotin-labeled deoxynucleotides. This
step is important to avoid the binding
of unincorporated biotin-labeled deoxynu-
cleotides to the streptavidin moiety of
the streptavidin-protein A chimera, strep-
tavidin, or avidin, which serves as a
molecular linker.

Another simple, efficient method to pre-
pare an end-biotinylated marker DNA is
PCR with a biotinylated primer. A seg-
ment of a template DNA is amplified by
PCR with a set of primers, a biotinylated
primer and a nonbiotinylated primer. In
this way, it is important to remove unin-
corporated biotinylated primers to avoid
the binding of the biotinylated primers to
the streptavidin moiety of the streptavidin-
protein A chimera, streptavidin, or avidin,
which is used as a molecular linker. In
addition, primer dimers containing biotin,
if any, should also be removed.

The efficiency of biotinylation of marker
DNA can be estimated by simple gel re-
tardation assays. End-biotinylated marker
DNA is mixed with streptavidin or avidin

at various ratios. Each of the resulting mix-
tures is separated by conventional agarose
gel electrophoresis. In the presence of ex-
cess amounts of streptavidin or avidin, re-
tardation of end-biotinylated marker DNA,
which results from the binding of strepta-
vidin or avidin, can be seen. Marker DNAs
as large as several kilobase pairs can be
analyzed by this method. Larger marker
DNAs would not be suitable for immuno-
PCR. By using one of the two biotinylation
methods described above, the efficiency of
biotinylation should be very close to 100%.

End-biotinylated marker DNAs gener-
ated by one of the above methods are very
stable, and can be stored in a frozen state
for many months.

2.4
Conjugation of Marker DNA to Molecular
Linkers

Conjugation of end-biotinylated marker
DNA to the streptavidin-protein A
chimera, used as a molecular linker,
can be performed by simply mixing the
two components (the chimera and end-
biotinylated marker DNA) at a molar ratio
of biotin to biotin-binding site of 1 or
below. Because of the extremely high
affinity of the streptavidin moiety of the
streptavidin-protein A chimera for biotin,
few unconjugated end-biotinylated marker
DNA molecules should be present. The
resulting conjugate will contain up to four
end-biotinylated marker DNA molecules
per chimera molecule.

When streptavidin or avidin is used
as a molecular linker, end-biotinylated
marker DNA is generally not conjugated
to streptavidin or avidin prior to analy-
sis. Instead, streptavidin or avidin, and
end-biotinylated marker DNA are applied
sequentially during analysis to direct the
marker DNA to unoccupied biotin-binding
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sites of streptavidin or avidin that has been
bound to biotinylated antibody. This allows
in situ formation of complexes consist-
ing of biotinylated antibody, (strept)avidin,
and marker DNA on antigens. Precon-
jugation of end-biotinylated marker DNA
to streptavidin or avidin prior to analy-
sis is possible. However, end-biotinylated
marker DNA must be attached to strep-
tavidin or avidin under saturation, since
the resulting conjugates must have free
biotin-binding sites for their binding to
biotinylated antibodies.

3
Methods

There are several formats of immuno-PCR.
One of the most versatile ways to perform
immuno-PCR uses microtiter plates as
solid supports, which allow simultaneous
analysis of large numbers of samples. A
few representative immuno-PCR formats
using the streptavidin-protein A chimera
as a molecular linker between antibody and
biotinylated marker DNA are described,
along with brief descriptions of the modifi-
cation of the procedures when streptavidin
or avidin is used as a molecular linker
and when chemical conjugates of antibody
with marker DNA is used.

3.1
Basic Microtiter Plate Format

In the microtiter format, antigen is immo-
bilized directly on the surface of microtiter
plate wells. The protocol for the detection
of antigen immobilized on microtiter plate
wells, illustrated schematically in Fig. 2,
consists of six steps:

Step 1: immobilization of antigen on the
surface of the microtiter plate wells;

Step 2: blocking of free binding sites on
the well surfaces with appropriate
blockers;

Step 3: binding of antibody to antigen;
Step 4: binding of the streptavidin-

protein A chimera, bound to end-
biotinylated marker DNA, to anti-
gen–antibody complexes;

Step 5: amplification of a segment
of the marker DNA by PCR with
appropriate primers; and

Step 6: analysis of PCR products.

The key factor in this protocol is the
efficient and complete removal of un-
bound and nonspecifically bound antibody
and marker DNA, which contribute to
background signals. Therefore, extensive
washing must be carried out after each
step. One of the advantages of the use
of microtiter plates as a solid support
is that washing steps can be performed
quite easily even with large numbers
of samples.

When streptavidin or avidin is used
as a molecular linker, the above proce-
dure is slightly modified. The primary
antibody is biotinylated, as described in
Sect. 2.2, prior to its application to antigen-
containing samples immobilized on the
surface of the microtiter plate wells. Step 4,
where the streptavidin-protein A chimera
containing end-biotinylated marker DNA
is applied to antigen-containing samples
immobilized on the surface of the mi-
crotiter plate wells, is divided into two
steps. The first step is the application of
streptavidin or avidin to samples. After
unbound streptavidin or avidin molecules
are removed, end-biotinylated marker
DNA is directed to unoccupied biotin-
binding sites of streptavidin or avidin
molecules that have been bound to bi-
otinylated antibody.

When chemical conjugates of antibody
with marker DNA are used, the above
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Immobilization of antigen

Blocking

Washing

Binding of antibody

Washing

Washing

PCR with primers

Agarose gel electrophoresis

Binding of streptavidin-
protein A chimera-pUC19

conjugates

Fig. 2 Schematic illustration of basic microtiter plate format of
immuno-PCR. [Reprinted, with permission, from Sano, Cell
Technol. 13:77–80 (1994)].

procedure is simplified. Instead of apply-
ing antibody and the streptavidin-protein
A chimera containing end-biotinylated
marker DNA sequentially (Steps 3 and 4),
the chemical conjugates can be added
to samples in one step, followed by
the removal of unbound conjugates and
the amplification of a segment of the
marker DNA.

An example of the detection of anti-
gen using the basic microtiter plate format

with the streptavidin-protein A chimera
as a molecular linker is shown in Figs. 3
and 4. In this system, bovine serum
albumin (BSA) was used as antigen, and
mouse monoclonal antibody (subclass,
IgG2a) against BSA was directed to the
immobilized antigen. By using 30 am-
plification cycles in the PCR step, as
few as 580 molecules (9.6 × 10−22 mol)
of antigen were specifically and repro-
ducibly detected. Direct comparison of
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260 bp

Fig. 3 Detection of BSA immobilized on a microtiter plate by
immuno-PCR. Immobilized BSA was detected by immuno-PCR using
monoclonal anti-BSA and a streptavidin-protein A chimera containing a
2.67-kb end-biotinylated linear plasmid as a marker. A 260-bp segment of
the marker DNA was amplified by PCR, and the resulting PCR products
were analyzed by agarose gel electrophoresis, stained with ethidium
bromide. Lanes 1 to 9 contain PCR amplification mixtures with
immobilized antigen: Lane 1, 96 fmol (5.8 × 1010 molecules); 2, 9.6 fmol
(5.8 × 109 molecules); 3, 960 amol (5.8 × 108 molecules); 4, 96 amol
(5.8 × 107 molecules); 5, 9.6 amol (5.8 × 106 molecules); 6, 0.96 amol
(5.8 × 105 molecules); 7, 9.6 × 10−20 mol (5.8 × 104 molecules); 8,
9.6 × 10−21 mol (5.8 × 103 molecules); 9, 9.6 × 10−22 mol (5.8 × 102

molecules). Lanes 10 to 12 are derived from control wells, where no
antigen was immobilized. [Reprinted, with permission, from Sano, T.,
Smith, C.L., Cantor, C.R. (1992) Immuno-PCR: Very sensitive antigen
detection by means of specific antibody-DNA conjugates, Science 258,
120–122.]

a conventional antigen detection sys-
tem, ELISA, using alkaline phosphatase
as a reporter enzyme indicated approx-
imately 105 times enhancement in de-
tection sensitivity was obtained by using
immuno-PCR.

There are several key factors that de-
termine the overall sensitivity and signal-
to-noise ratios for given antigen samples
and antibody preparations. Generally, op-
timization of these factors is carried
out by empirical methods. The use of
the microtiter plate format greatly fa-
cilitates this optimization step, because
many samples can be easily analyzed
simultaneously.

3.2
Sandwich Assay Format

The basic microtiter plate format, de-
scribed in Sect. 3.1, is likely to gener-
ate high background signals when the
antigen in physiological fluids contain-
ing endogenous immunoglobulins, such
as blood samples, is to be detected
and the streptavidin-protein A chimera
is used as a molecular linker between
the antibody and marker DNA. This
occurs because of the binding of the
protein A moiety of the streptavidin-
protein A chimera to sample-derived
immunoglobulins.
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Fig. 4 Quantitation of PCR product generated by immuno-PCR. The 260-bp PCR
fragment shown in Fig. 2 was quantitated, and plotted as a function of the number of
antigens. Note that PCR amplification was not saturated in a range from 102 to 105

molecules of antigen, where the number of antigen molecules can be estimated.
[Reprinted, with permission, from Sano, T., Smith, C.L., Cantor, C.R. (1992)
Immuno-PCR: Very sensitive antigen detection by means of specific antibody-DNA
conjugates, Science 258, 120–122.]

One format that can be used for the
detection of antigen in immunoglobulin-
containing samples using the streptavidin-
protein A chimera as a molecular linker
is sandwich assays. In this sandwich as-
say format, the antigen is captured by
immobilized binding molecules, which
have high binding affinity for the antigen.
For example, immobilized primary anti-
body fragments, such as Fab and F(ab′)2,
which lack the Fc portion and, thus, do
not have binding affinity for protein A,
can be used to capture a specific anti-
gen (see Fig. 5). This step allows the
purification of specific antigen, thereby re-
moving sample-derived immunoglobulins

and other nonantigen molecules. Subse-
quently, the basic immuno-PCR proce-
dure, described in Sect. 3.1, can be used to
detect the captured antigen. To maximize
the binding of the secondary antibody to
the captured antigen, polyclonal antibod-
ies are used as the secondary antibody.
Monoclonal antibodies can also be used as
the secondary antibody if the binding of
secondary antibodies to captured antigens
is inhibited or considerably disturbed by
immobilized primary antibodies.

Another attractive, yet universal group
of molecules to capture specific antigen is
mouse monoclonal antibodies of subclass
IgG1. Antigen can be specifically captured
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Streptavidin-protein A
chimera-marker DNA conjugate

Polyclonal antibody

Antigen

Immobilized antibody fragment

Fig. 5 Schematic illustration of sandwich assay format. In this
example, antigen is captured by primary antibody fragments
immobilized on a solid support. See Sect. 3.2 for explanation.

by immobilized mouse monoclonal an-
tibodies, and then sample-derived im-
munoglobulins can be removed by wash-
ing. Mouse IgG1 has very low affinity
for protein A. Therefore, the binding of
the protein A moiety of the streptavidin-
protein A chimera to mouse IgG1 mono-
clonal antibodies immobilized on a solid
support is ignorable. Because many of
the monoclonal antibodies available are
mouse IgG1, this format provides greater
versatility in the detection of various bio-
logical molecules by immuno-PCR.

If specific binding molecules to antigen
are available, such molecules can also be
immobilized to capture antigen, thereby
removing sample-derived immunoglob-
ulins. Such binding molecules include
ligands, receptors, and cofactors. For ex-
ample, ligand molecules can be specif-
ically captured by immobilized receptor
molecules of this ligand, and thus sample-
derived immunoglobulins can be removed
by washing. Then the captured ligand can
be detected by the basic immuno-PCR pro-
cedure, described in Sect. 3.1, with the use
of polyclonal antibodies against the ligand.

When streptavidin or avidin is used as
a molecular linker between the antibody
and biotinylated marker DNA or when
chemical conjugates of antibody with
marker DNA is used, the presence of
endogenous immunoglobulins in samples

should, in principle, pose little problem
since these molecules have no apparent
binding affinity for immunoglobulins.
However, the sandwich assay format
often offers greater specificity and higher
signal-to-noise ratios, as seen with ELISA,
because of the removal of nontarget
molecules from samples prior to the
application of antibody and marker DNA.

3.3
Preconjugation Format

An attractive alternative method for the
detection of antigen in immunoglobulin-
containing samples is to preconjugate anti-
body and end-biotinylated marker DNA to
the streptavidin-protein A chimera prior
to the application to samples (precon-
jugation format) (Fig. 6). This is very
similar to chemical conjugates of an-
tibody with marker DNA. Because the
streptavidin-protein A chimera binds both
biotin and IgG stoichiometrically, specific
conjugates, consisting of the streptavidin-
protein A chimera, antibody, and end-
biotinylated marker DNA, can be produced
by simply mixing the three components in
the appropriate ratios. By using an ap-
propriate mixing ratio of antibody to the
streptavidin-protein A chimera, the IgG-
binding domain of the protein A moiety of
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Streptavidin-protein A chimera-
antibody-marker DNA conjugate

Sample-derived immunoglobulinsAntigen

Fig. 6 Schematic illustration of preconjugation format. A specific conjugate,
consisting of the streptavidin-protein A chimera, antibody, and end-biotinylated marker
DNA, is applied to antigen in an immunoglobulin-containing sample. See Sect. 3.3 for
explanation.

the chimera can be saturated. Such conju-
gates should not bind to immunoglobulins
present in samples, because of saturation
of the IgG-binding sites with antibod-
ies. In addition, few exchange reactions
should occur during a short period of
time used in this type of assay, because
of the high binding affinity of protein A
for antibodies.

In the basic microtiter plate format, de-
scribed in Sect. 3.1, antibodies and the
streptavidin-protein A chimera containing
end-biotinylated marker DNA are applied
to samples sequentially. In the precon-
jugation format, specific conjugates con-
sisting of the chimera, antibodies, and
end-biotinylated marker DNA, are applied
to samples at one time (Fig. 6). Therefore,
an additional advantage of the preconjuga-
tion format is that the number of steps in
a protocol can be reduced. In general, pro-
cedures with fewer steps are particularly

useful to analyze large numbers of samples
simultaneously, such as in clinical di-
agnostics. In addition, such procedures
should facilitate the development of fully
automated immuno-PCR assay systems.

3.4
Other Formats

With simple modifications of the protocols
described above, several other immuno-
PCR formats are available without loss
in detection sensitivity. One of these is
the combination of the sandwich assay
format and the preconjugation format, for
example, by using immobilized primary
antibody fragments, a specific antigen can
be captured and purified. Then, specific
conjugates, consisting of the streptavidin-
protein A chimera, antibody, and end-
biotinylated marker DNA, are applied to
the captured antigen. This format not only
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allows the specific detection of antigen in
immunoglobulin-containing samples but
it can also reduce the number of steps in
a protocol.

Another attractive solid support that
can be used in immuno-PCR is para-
magnetic microbeads (or nanoparticles).
Paramagnetic microbeads are available
with surfaces coated covalently with bind-
ing molecules, such as antibodies and
streptavidin. Because paramagnetic mi-
crobeads can be separated and transferred
by the application of magnetic fields,
the use of paramagnetic microbeads in
immuno-PCR should greatly facilitate the
manipulation of samples during analysis.

Another simple, yet attractive for-
mat would be the detection of antigen
molecules on cell surfaces by immuno-
PCR (cell surface immuno-PCR). Centrifu-
gation or filtration steps can be incorpo-
rated into the original protocol to separate
unbound antibody and marker DNA from
sample cells. Because of the extremely high
sensitivity of immuno-PCR, this format
should allow the analysis and detection of
a variety of cell surface molecules with
much smaller numbers of cells than con-
ventional antigen detection methods. It
should be possible to analyze and detect
such cell surface molecules even at single-
cell levels.

In situ immuno-PCR has been developed
for sensitive detection of antigens in tissue
samples. In this method, in situ PCR is
used to amplify a segment of the marker
DNA that has been attached to antigen
molecules present in tissue sections. Am-
plified PCR products are detected by in situ
hybridization using a probe that is com-
plementary to PCR products. This in situ
immuno-PCR method has shown greater
sensitivity over conventional immunohis-
tochemistry for the detection of antigen in
tissue samples.

3.5
Sensitivity

Primarily because of the enormous am-
plification capability of PCR, immuno-
PCR has a sensitivity greater than any
other antigen detection method, except
for a comparable antibody-based prox-
imity ligation method followed by PCR
or rolling circle amplification. In addi-
tion to this extremely high sensitivity,
overall sensitivity of immuno-PCR can
be controlled systematically by varying
several key factors. When the streptavidin-
protein A chimera is used as a molecular
linker, these key factors include concen-
trations of antibody, concentrations of
streptavidin-protein A chimera containing
end-biotinylated marker DNA, numbers
of PCR amplification cycles, and detection
methods for PCR products.

One such example is shown in Figs. 7
and 8. The use of a reduced concentra-
tion of the streptavidin-protein A chimera
containing end-biotinylated marker DNA
shifted the detection range to larger
numbers of antigen. Thus, overall sen-
sitivity of immuno-PCR can be con-
trolled by varying the concentration of the
streptavidin-protein A chimera bound to
end-biotinylated marker DNA.

For given antigen samples and antibody
preparations, optimal conditions where
maximum sensitivity and signal-to-noise
ratios can be obtained should be deter-
mined by appropriate calibration. The use
of microtiter plates as a solid support
greatly facilitates this optimization step,
because many conditions can be tested
simultaneously.

3.6
Detection of PCR Products

A variety of methods, commonly used
in molecular biology and genetic



Immuno-PCR 459

M 1 2 3 4 5 6 7 8 9 10 11 12

260 bp

Fig. 7 Effect of a reduced concentration of the streptavidin-protein A
chimera bound to end-biotinylated marker DNA on the sensitivity of
immuno-PCR. The concentration of the streptavidin-protein A chimera
bound to end-biotinylated marker DNA was reduced by a factor of 10,
whereas all the other conditions remained the same as those in Fig. 3.
Lanes 1 to 9 contain PCR amplification mixtures with immobilized
antigen: Lane 1, 96 fmol (5.8 × 1010 molecules); 2, 9.6 fmol (5.8 × 109

molecules); 3, 960 amol (5.8 × 108 molecules); 4, 96 amol (5.8 × 107

molecules); 5, 9.6 amol (5.8 × 106 molecules); 6, 0.96 amol (5.8 × 105

molecules); 7, 9.6 × 10−20 mol (5.8 × 104 molecules); 8,
9.6 × 10−21 mol (5.8 × 103 molecules); 9, 9.6 × 10−22 mol (5.8 × 102

molecules). Lanes 10 to 12 are derived from control wells, where no
antigen was immobilized. [Reprinted, with permission, from Sano, T.,
Smith, C.L., Cantor, C.R. (1992) Immuno-PCR: Very sensitive antigen
detection by means of specific antibody-DNA conjugates, Science 258,
120–122.]

engineering, can be used for the detection
of PCR products generated by immuno-
PCR. For example, conventional gel
electrophoresis, in which PCR products
are stained with a fluorescent dye such as
ethidium bromide, can be used to analyze
PCR products. This method is sufficient
to perform immuno-PCR in a laboratory-
scale, where relatively small numbers of
samples are analyzed at a time.

A potential advantage of the use of gel
electrophoresis for the detection of PCR
products generated by immuno-PCR is
that more than one species of PCR prod-
ucts can be separated and discriminated.
Thus, multiple PCR products generated

from single species of marker DNA with
the use of more than one set of primers
can be analyzed. This would provide
higher accuracy in the analysis of anti-
gen. In addition, many different antigens
could be detected simultaneously, if each
antigen is labeled with a different-sized
marker DNA.

Analysis of a large number of samples,
such as in clinical diagnostics, is facili-
tated by using other detection methods
that are designed for this purpose and the
ease of automation. For example, direct
incorporation of a label, such as fluores-
cent dyes, haptens, and radioisotopes, into
PCR products, followed by the detection
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of incorporated labels, should offer simple
analytical formats. Mass spectrometry of
PCR products (or DNA fragments gener-
ated by primer extension of PCR products
to shift to lower mass) should allow highly
parallel, rapid analysis of a number of
samples. It should also allow simultane-
ous analysis of multiple antigens, each of
which is coupled to the generation of a
different-sized PCR product.

3.7
Quantitation of Antigen (Epitope)

Because PCR allows the exponential am-
plification of a target segment, the quan-
titation of PCR products generated by
immuno-PCR can provide an estimate of
the number of antigens or epitopes in sam-
ples. The use of quantitative PCR, which
has become a routine analytical method, is
very useful for such effort. Mass spectrom-
etry of PCR products (or DNA fragments
generated by primer extension of PCR
products) should also be quite useful. The
accuracy of such estimation can be maxi-
mized by a calibration with known num-
bers of antigens (or epitopes). The range,
where the number of antigens can be esti-
mated by quantitation of the PCR products
followed by estimation of the number
of antigen, depends on the conditions
used. To maximize the accuracy of estima-
tion, several different conditions should be
used. One such example can be found by
comparing Figs. 3 and 4 with Figs. 7 and 8,
where different concentrations of the
streptavidin-protein A chimera bound to
end-biotinylated marker DNA were used.

3.8
Contamination Control

One of the most important factors
in avoiding background signals and

false-positive signals is control of contam-
ination, which is a problem common to all
sensitive detection systems. Even though
all procedures are performed very care-
fully, repeated use of the same marker
DNA and primers may generate false-
positive signals. One of the major ad-
vantages of immuno-PCR is that marker
DNA is purely arbitrary. Therefore, marker
DNA molecules and their primers can be
changed frequently, as needed, to avoid the
generation of false-positive signals caused
by contamination. This characteristic of-
fers easier control of false-positive signals
than other PCR-based detection methods,
in which sample-derived nucleic acids are
directly amplified.

3.9
General Precautions

Immuno-PCR possesses extremely high
sensitivity, derived primarily from the
enormous amplification capability of PCR.
Thus, any nonspecific binding of antibody
and marker DNA will cause serious back-
ground problems. Extensive washing after
the application of antibody and marker
DNA is indispensable. Even though some
fraction of specifically bound antibody and
marker DNA is removed by washing, the
overall sensitivity can be recovered easily
by using, for example, additional amplifi-
cation cycles in the PCR step.

In addition, the use of effective blocking
agents is of great importance in avoiding
nonspecific binding. Both protein block-
ers, such as nonfat dried milk and BSA,
and nucleic acid blockers, such as sheared
sperm DNA, are used. Because of the high
specificity of PCR to target DNA defined
by primers, the presence of other nu-
cleic acid molecules does not cause the
generation of background signals or false-
positive signals.
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Fig. 8 Quantitation of PCR product generated by immuno-PCR shown in Fig. 7. The
intensity of the 260-bp PCR fragment shown in Fig. 7 was quantitated, and plotted as a
function of the number of the antigen. Note that PCR amplification was not saturated
in a range from 107 to 1011 molecules of antigen, which is 104 to 105 times higher
than that shown in Fig. 4. [Reprinted, with permission, from Sano, T., Smith, C.L.,
Cantor, C.R. (1992) Immuno-PCR: Very sensitive antigen detection by means of
specific antibody-DNA conjugates, Science 258, 120–122.]

4
Applications and Perspectives

Potentially, there are many areas where
immuno-PCR can be applied practically
and proficiently. In biological and biomed-
ical sciences, the specific detection of
biological molecules of interest is one of
the most important steps in analysis. The
extremely high sensitivity of immuno-PCR
should allow the detection of antigens that
cannot be detected by conventional anti-
gen detection systems. Thus, the use of
immuno-PCR will allow the analysis of
specific antigens at microscopic scales, for
example, at single-cell levels.

One of the most practical applications
of immuno-PCR is in clinical diagnos-
tics. The extremely high sensitivity of
immuno-PCR will enable the specific de-
tection of rare antigens that are present
only in very small numbers. This char-
acteristic should allow the diagnosis of
diseases and infections at earlier stages of
disease or infection development. Another
important characteristic of immuno-PCR
is its simplicity, which should allow the
development of fully automated assay
systems. Such automated systems are ex-
traordinarily useful in clinical diagnostics,
where large numbers of samples are ana-
lyzed repeatedly.
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The distinct power and generality
of immuno-PCR will allow a tremen-
dous expansion in the applications of
antibody-based detection methods, not
only to biological but also to nonbio-
logical materials. For example, the ex-
tremely high sensitivity of immuno-PCR
should enable this technology to be ap-
plied to the detection of single antigen
molecules, for which no method is cur-
rently available.

See also Antibody Molecules, Ge-
netic Engineering of; Immunoas-
says; Immunology; Infectious Dis-
ease Testing by LCR.
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Keywords

Anergy
Inability to generate an immune reaction to a substance that is usually antigenic.

Indoleamine 2,3-dioxygenase
Enzyme that degrades the amino acid tryptophan. The expression of this enzyme by
cells has been associated with immunosuppressive properties.
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Polyamines
Naturally occurring organic amines that are critical for cellular proliferation and
differentiation. Examples include putrescine, spermine, and spermadine.

Tolerance
Lack of immune response to an antigen as a result of either central (thymic) or
peripheral clonal T-cell deletion or anergy.

Tumor Infiltrating Lymphocyte
Lymphocyte that infiltrates and destroys cancer cells. Maximizing the ability of these
cells to kill tumor cells is the focus of much immunotherapeutic research.

Abbreviations

AICD activation induced cell death
APC antigen presenting cell
CEA carcinoembryonic antigen
COX-1, COX-2 cyclooxygenase-1 and 2
CTL cytotoxic T lymphocytes
DC dendritic cell
DFMO (D, L-2-(difluoromethyl) ornithine)
FAP familial adenomatous polyposis
FasL fas-ligand
IDO indoleamine 2,3-dioxygenase
IFNγ interferon gamma
LAK lymphokine activated killer
LAP latency associated peptide
LPS lipopolysaccharide
MHC major histocompatibility
MIF macrophage migration inhibitory factor
MLR mixed lymphocyte reaction
NK natural killer
NO nitric oxide
ODC ornithine decarboxylase
PGE2 prostaglandin E2
TAP transporter of antigen
TGFβ transforming growth factor beta
TIL tumor infiltrating lymphocytes
TNFα tumor necrosis factor alpha
VEGF vascular endothelial growth factor
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� Tumor cells avoid attack from the host immune system by expressing a variety
of different molecules including: cytokines, prostaglandins, polyamines, enzymes,
cell surface receptors, and shed antigens. Cancers that are successful in evading
host antitumor defenses tend to persist, enlarge, and ultimately metastasize. Thus,
an accurate identification and understanding of the various immunosuppressive
factors that tumor cells employ to impair the host immune response is critical
for the development of effective treatments for cancer patients. Overcoming these
evasive mechanisms may be the last major obstacle to the generation of universally
successful cancer therapeutics.

1
Introduction

The ability of the immune system to de-
tect and destroy cancerous growths has
been intensively debated for many years.
Only recently has the consensus opinion
shifted toward favoring a key role of the
immune system in antitumor immuno-
surveillance. Several findings point to this
conclusion. One is the low frequency of tu-
mors in immunocompetent hosts and the
elevated rate of malignancies in patients
with immunodeficiency (even when virally
induced cancers are excluded). Another ar-
gument suggesting an important role of
the immune system in tumor clearance is
the fact that the degree of infiltration of
immune cells into tumors correlates with
improved survival for patients with many
different solid tumors. Mouse models have
been crucial for elucidating the role of
the immune system in antitumor im-
munity. Investigators initially concluded
that murine data argued against immune
system–mediated clearance of naturally
developing tumors since immunocompro-
mised mice did not develop spontaneous
tumors at a higher rate than their immuno-
competent counterparts. However, more
recently, a strain of severely immunocom-
promised mice with more global immune

system defects was developed. This strain
displays a significantly increased num-
ber of tumors with age. Finally, as will
be described in more detail below, a va-
riety of murine models of cancer now
exist which clearly demonstrate immune-
mediated tumor clearance of cancers, even
when tumor cells are syngeneic to the host.

It is now generally accepted, moreover,
that the presence of tumor cells in an or-
ganism may not only stimulate cells of
the immune system but their presence
can also suppress the immune system
under certain circumstances. When im-
munogenicity and stimulation of the host
immune system predominate, destruction
and clearance of cancerous cells gener-
ally occurs. Conversely, when tumor cells
succeed in evading the host immune sys-
tem through immunosuppressive mecha-
nisms, they tend to survive, enlarge, and
ultimately metastasize. Therefore, success-
ful tumors acquire the ability to produce
factors that subvert the host antitumor
immune response. These immunosup-
pressive factors can repress host antitumor
immune cells directly, by preventing tu-
mor recognition and inhibiting immune
cell–mediated tumor killing, but they also
sometimes act indirectly by promoting
host suppressor cell activity. In this article,
we will discuss the effects of tumor-derived



Immunosuppressive Factors in Cancer 469

mediators, cell surface receptors, and shed
antigens on host immune cells and on
tumor cells. An accurate identification
and understanding of the immunosup-
pressive factors that hinder the host an-
titumor immune response will be critical
for the effective treatment of cancer pa-
tients, whether by conventional means or
by newly developed immunotherapeutic
strategies. Overcoming the evasive mech-
anisms used by tumor cells to escape
immune detection may be the last major
obstacle to the generation of universally
successful cancer therapeutics.

2
Transforming Growth Factor Beta (TGFβ)

Transforming growth factor beta (TGFβ)
was originally described for its ability to
induce rat kidney fibroblasts to form large
colonies in soft agar in the presence of
epidermal growth factor. Since that time,
TGFβ has been shown to play critical
roles in cell growth, differentiation, and
transformation. Despite its name, how-
ever, TGFβ is generally growth inhibitory
for cells. In fact, mutation of molecules in
the TGFβ signaling pathway are associated
with important human cancers including
the inherited disease, hereditary nonpoly-
posis colon cancer syndrome, as well as
spontaneously occurring gastric tumors,
gliomas, pancreatic cancers, breast can-
cers, ovarian cancers, and colon cancers.
Moreover, Tgfb1 mutant mice display an
increased incidence of chemically induced
and spontaneous tumors while overexpres-
sion of TGFβ1 in keratinocytes makes
mice resistant to chemical carcinogens.

In addition to its ability to augment cell
growth, TGFβ has a variety of other ef-
fects on different cells types. TGFβ can
suppress the host immune response to

tumor growth and metastases. For exam-
ple, in an interesting experiment, it was
found that transgenic mice engineered
with dominant negative, and thus non-
functional, TGFβ receptors in either CD4+
or CD8+ T cells cleared melanoma and thy-
moma tumor cells more efficiently than
wild-type mice. Moreover, TGFβ has pro-
angiogenic and matrix inducing effects
that are believed to promote tumor in-
vasion and metastasis. Thus, in light of
TGFβ’s tumor-stimulating activities and
despite its growth inhibitory activities, anti-
TGFβ therapy is actively being pursued for
the treatment of cancer.

The TGFβ superfamily consists of
TGFβ1, β2, and β3, as well as an addi-
tional 40 different TGFβ-related proteins.
The three mammalian isoforms (TGFβ1,
2, and 3) are synthesized as pre-pro
TGFβ polypeptides that contain a signal
sequence, the pro-region (latency associ-
ated peptide; LAP), and mature TGFβ

(N-terminal region). The majority of TGFβ

is secreted as an inactive complex associ-
ated with a second gene product known
as the latent TGFβ binding protein. Thus,
activation of the TGFβ complex is a key reg-
ulatory step for controlling the cytokine’s
activity. The biologic effects of TGFβ1,
2, and 3 are mediated through the same
high affinity serine-threonine kinase type
I and II receptors. Upon ligation of the
receptors, a series of downstream signal-
ing events occur, which include changes
in proteins termed Smads.

2.1
Sources of TGFβ

Many cultured cells can be stimulated
to secrete TGFβ, including activated (but
not resting) macrophages, T cells, B cells,
and natural killer (NK) cells. In addition,
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numerous tumor cell types including: pan-
creatic, prostate, lung, colon, melanoma,
and breast carcinoma cells can secrete
the molecule. Elevated levels of TGFβ in
serum correlate with cancer progression
and reduced survival for many cancers.

While TGFβ can inhibit MHC class
II expression on tumor cells, most tu-
mor cells resist other effects of the cy-
tokine including tumor suppressor and
growth inhibitory effects. Tumor cells are
rendered insensitive to the suppressive
effects of TGFβ by: (1) receptor downreg-
ulation, (2) inactivating mutations within
the TGFβ receptor, and/or (3) anomalies
in the postreceptor TGFβ signaling path-
way that includes the Smad proteins. By
contrast, the cytokine has profound direct
effects on immune cells expressing TGFβ

receptors. Furthermore, TGFβ indirectly
compromises the function of immune
cells via its modification of the produc-
tion of different cytokines and chemical
messengers from a variety of host cells.

2.1.1 Effects of TGFβ on
Monocytes/macrophages
Macrophages are important cellular coor-
dinators of the host immune response
to tumors. Macrophages serve as anti-
gen presenting cells and also produce
cytotoxic molecules, such as tumor necro-
sis factor alpha (TNFα) and nitric ox-
ide (NO) that directly kill tumor cells.
Macrophages promote both T- and NK-cell
antitumor activities. The suppressive ef-
fects of TGFβ on monocytes/macrophages
are complex and depend on the cells’
origin, differentiation state, and cytokine
milieu. TGFβ blocks colony stimulating
factor-1-dependent proliferation of bone
marrow precursor cells and hence, af-
fects macrophage production. It also inhibits
lipoprotein a-induced macrophage prolifer-
ation. Furthermore, tumor-derived TGFβ

is well known for its ability to ‘‘deac-
tivate’’ tissue macrophages that express
high levels of TGFβR1 and TGFβR2. For
example, TGFβ suppresses the antitumor
cytolytic activity of bone marrow–derived
macrophages preactivated with inter-
feron gamma (IFNγ ) and lipopolysaccha-
ride (LPS) and inhibits cytokine (TNFα)
and NO production by macrophages. Fi-
nally, macrophages rendered dysfunctional
by TGFβ have powerful inhibitory effects on
the development of the host T-cell-mediated
antitumor immune response.

2.1.2 Effects of TGFβ on T lymphocytes
Multiple T-cell types, including CD4+,
CD8+ cytotoxic T lymphocytes (CTLs),
and tumor infiltrating lymphocytes (TILs)
play prominent roles in the host im-
mune response to tumors. TGFβ directly
suppresses T-lymphocyte activity. It reduces
pore-forming protein expression in hu-
man peripheral CD8+ T cells and inhibits
the cytolytic activity of both anti-CD3 stim-
ulated CD8+ T cells and CTLs directed
against fresh tumor targets. Furthermore,
TGFβ inhibits the generation of CTLs in
vitro. Similar to its effect on macrophages,
TGFβ suppresses cytokine release by T lym-
phocytes, including IFNγ , TNFα, IL-2, IL-6,
IL-4 and IL-5.

The effects of TGFβ on T-cell immune
responses are dependent on numerous fac-
tors, including T-cell type and activation
status. Recently, in an examination of the
effect of TGFβ on T cells (stimulated ver-
sus nonstimulated) exhibiting a defined
phenotype (CD4+ versus CD8+ and Th1
versus Th2) and a defined maturational
stage (naı̈ve versus memory T cells) one
group found that: (1) TGFβ inhibits both
the proliferation and differentiation of Th1
and Th2 cells, even when TGFβ is present
during primary stimulation; (2) CD4+ T
cells primed in the presence of TGFβ exhibit
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reduced immune responses induced by recep-
tor cross-linking and/or by specific antigen
stimulation, which is independent of cos-
timulatory molecule and IL-2 expression;
(3) the presence of TGFβ during primary
T-cell stimulation has a long-lasting or
‘‘imprinting’’ effect; (4) the immunosup-
pressive effects of TGFβ on T cells cannot
be reversed with IL-2; and (5) TGFβ directly
suppresses memory Th1 cytokine produc-
tion by downregulating the IL-12 receptor
β2 chain on T cells, while TGFβ has
no effect on memory Th2 cytokine pro-
duction. Therefore, tumor-derived TGFβ

assist in the escape of tumors from the
host cell–mediated immune response by
suppressing the host Th1 response and pro-
moting an ineffective Th2 response.

Similar to its many other activities, the
effect of TGFβ on T-cell proliferation is
dependent on the cell population and ac-
tivation status. The addition of TGFβ to
mixed lymphocyte tumor cultures results
in a decrease in the number of effec-
tor CD8+ CTLs generated because the
cytokine inhibits their proliferation. More-
over, TGFβ inhibits the proliferation of
intraepithelial CD8+ lymphocytes follow-
ing activation. By contrast, when naı̈ve
T cells are activated in the presence of
TGFβ, they proliferate and secrete IL-2.
The antiproliferative effect of TGFβ has
been attributed to downregulation of the
IL-2 receptor and the inhibition of IL-2
and IL-12-mediated proliferation signals.
IL-2 and IL-12 are immunostimulating
cytokines capable of inducing cytokine
production, enhancing cytolytic activity,
and promoting T-cell proliferation. There
are two opposing reports describing the
mechanism by which TGFβ inhibits IL-
12-mediated proliferation. One shows that
TGFβ blocks IL-12 induced phosphory-
lation and activation of the Jak-2, Tyk-2
kinases and STAT3 and 4 transcription

factors in activated lymphocytes. The other
states that TGFβ does not block cytokine
(IL-12 and IL-2) induced JAK and STAT
phosphorylation in T cells. Thus, the
mechanism by which TGFβ inhibits IL-
12 induced T-cell proliferation is not clear
and may depend on different factors in
different circumstances.

Conflicting reports of the effects of
TGFβ on T-cell apoptosis have been de-
scribed. While TGFβ has been shown in
some studies to induce T-cell apoptosis, in
other studies it has been shown to prevent
T-cell apoptosis. These contrasting results
suggest that multiple factors (microenvi-
ronment, origin of T cell, as well as the
cell’s differentiation and activation states)
influence the T-cell apoptotic response to
TGFβ. TGFβ has been reported to promote
apoptosis in T cells independent of the IL-
2/IL-2 receptor pathway and through the
activation of caspase-like proteases in ac-
tivated murine T cells. By contrast, when
present during the course of T-cell activa-
tion, TGFβ inhibits activation induced cell
death (AICD) and Fas-mediated apoptosis.
AICD by T cells is one mechanism for
controlling the size and the duration of the
primary immune response. Further stud-
ies showed that TGFβ prevents apoptosis in
memory Th1 CD4+ T cells. The addition
of TGFβ to human T cells and T-cell hy-
bridomas significantly reduced apoptosis
after activation by anti-CD3. TGFβ block-
ade of T-cell apoptosis was associated with
decreased FasL expression. These findings
suggest that TGFβ, when present at the
right time, functions as a ‘‘viability factor’’
allowing the clonal expansion of effector
T cells and the generation of long-lived
memory T cells during the immune re-
sponse. The importance of the timing
of TGFβ administration for inducing T-
cell apoptosis has been demonstrated in
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vitro. When added at the initiation of T-
cell mitogenesis, this cytokine does not
induce T-cell apoptosis, whereas TGFβ

added postactivation enhances apoptosis
in T cells.

2.1.3 Effects of TGFβ on NK and
Lymphokine Activated Killer (LAK) Activity
NK cells are a subset of bone mar-
row–derived immune cells that proliferate
in response to viral and cellular invasion.
Once activated, NK cells directly kill tumor
cells, but do not require matching of ma-
jor histocompatibility (MHC) molecules
between effector and target cells. Overall,
TGFβ has an inhibitory effect on peripheral
blood NK cells. TGFβ inhibits NK prolif-
eration, cytokine production (IFNγ , TNFα,
GM-CSF), activation, and cytotoxicity.

NK cells represent the main precursors
of lymphokine activated killer (LAK) ac-
tivity. TGFβ inhibits the induction of LAK
cell activity in vitro. Moreover, it suppresses
the production and the antitumor cytotoxic
activity of LAKs.

2.1.4 Effects of TGFβ on Dendritic Cells
(DCs)
Dendritic cells (DCs) are the most pow-
erful antigen presenting cells (APCs) of
the immune system and their function
is vital to the induction of primary im-
mune responses, immunologic tolerance,
and regulation of Th1/Th2 immune re-
sponses. DCs coordinate both innate and
adaptive immunity-based mechanisms of
tumor killing. Immature DCs express
abundant intracellular levels of MHC
class I and II molecules, which can
present specific tumor antigens. Once
matured, DCs display the MHC bound
antigen on their surface together with
multiple costimulatory molecules (CD40,
CD50, CD54, CD58, CD80, CD83, and
CD86) and potently activate resting or

naı̈ve CD4+ and CD8+ T cells to pro-
mote their differentiation into functional
helper and effector (tumor-killing) T cells.
Thus, the most important function of
DCs is to sensitize the immune sys-
tem to specific antigens. Because DCs
are ten to one hundred times more
potent APCs than B cells and mono-
cytes/macrophages, much work has fo-
cused on using these cells to stimulate
immunity against cancer.

TGFβ is immunosuppressive to DCs. The
cytokine blocks GM-CSF-induced matura-
tion of DCs (defined as CD86 and MHC
class II expression and mixed lympho-
cyte reaction (MLR) stimulating activity)
from mouse bone marrow progenitor cells.
In addition, TGFβ overexpressing murine
bone marrow–derived DCs exhibit lower allo-
geneic T-cell stimulatory activity (assessed by
MLR and CTL assays) than nontransduced
cells. Thus, TGFβ suppresses important
DC activities required during host antitu-
mor responses.

To function as APCs, DCs must lo-
calize, presumably from the bone mar-
row to the tumor site where specific
antigens are present, and then antigen-
loaded DCs must migrate to lymphoid
tissue. Little is known about the di-
rected migration of DCs in vivo. Recent
studies show that TGFβ reversibly reg-
ulates human DC chemotaxis in vitro.
TGFβ enhances the expression of the
chemokine receptors CCR1, CCR3, CCR5,
and CXCR4 on immature DCs and pro-
motes their chemotaxis in vitro. However,
the transcriptional expression of another
chemokine receptor, CCR7, by mature
DCs is suppressed by TGFβ. There-
fore, TGFβ might promote the migration
of immature DCs, but inhibit the local-
ization of mature DCs to the lymphoid
organs during the host immune response
to tumors.
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2.2
Inhibition of TGFβ: Implications for
Therapy

Numerous methods for inhibiting the im-
munosuppressive effects of TGFβ during
tumor growth have been described in
experimental models. The biologic activ-
ity of mature TGFβ can be controlled
by suppressing the production of TGFβ,
inhibiting the activity of mature TGFβ,
and/or by altering the molecule’s inter-
action with receptors on immune cells.
Examples of direct inhibition of TGFβ

activity/production during tumor growth
include the use of: soluble TGFβ recep-
tors, nonsignaling TGFβ binding proteins
such as decorin and alpha2 macroglobulin,
neutralizing anti-TGFβ antibodies, and
antisense oligonucleotides. Of note, in re-
cent murine studies, a soluble anti-TβRII
(TGFβ receptor antagonist) was found to
decrease mouse mammary tumor metas-
tasis to the lung. Also, treatment of nude
mice with anti-TGFβ inhibited metastases
of colonic adenocarcinomas. In humans,
TGFβ immunoneutralization significantly
enhanced the sensitivity of human breast
carcinoma cells to cisplatin-mediated cy-
totoxicity in vitro, suggesting that TGFβ

blockade during chemotherapy treatment
may promote tumor cell killing. Human-
ized monoclonal antibodies to TGFβ are
currently being studied not only for the
treatment of cancers but also for systemic
sclerosis, rhinitis, glaucoma, and preven-
tion of coronary artery restenosis following
angioplasty.

Although there are a few reports de-
scribing the secretion of biologically active
TGFβ, the majority of TGFβ is secreted
as a latent complex, as described above.
This latent TGFβ complex is subsequently
activated to release mature TGFβ, which
consists of two identical disulfide-linked

polypeptide homodimers. Therefore, acti-
vation of the latent TGFβ complex appears
to be the major regulator of TGFβ activity
in vivo. Activation of latent TGFβ occurs
by both proteolytic mechanisms includ-
ing: subtilisin-like proprotein convertases
such as furin, plasmin, transglutaminase,
and tissue and urokinase plasminogen ac-
tivator, and by nonproteolytic mechanisms
such as thrombospondin and mannose-
6-phosphate/insulin growth factor II re-
ceptor interactions. In addition to being
sources of TGFβ itself, tumor cells also
express a number of proteases that can
cleave and activate latent TGFβ.

Recent investigations highlight the im-
portance of TGFβ activation by subtilisin-
like convertases, such as furin. Like TGFβ,
furin is ubiquitously expressed. The for-
mation of active TGFβ by glioma cells
in vitro can be blocked by agents that
specifically inhibit the enzymatic activity
of furin. Thus, the development of agents
that block the activation of the latent TGFβ

complex may represent a new class of anti-
immunosuppressive agents for the treatment
of cancer.

Another means of tumor therapy that
is being investigated involves attempting
to restore TGFβ sensitivity to tumors.
Histone deacetylase inhibitors, captopril,
and farnesyl transferase inhibitors have
all shown promise in pharmacologic
attempts to upregulate TGFβ signaling in
tumor cells. Thus, these and other similar
functioning drugs are being considered in
the search for anticancer therapies.

Although much is known about the
specific suppressive effects of TGFβ on
immune cells in vitro, the precise role of
TGFβ in host immunosuppression during
tumor growth in vivo is not well under-
stood. Obviously, numerous factors play
a role in the host response to TGFβ

during tumor growth and it has been
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found that the predominant effect of
this cytokine in vivo is not always im-
munosuppression. For example: (1) high
expression of TGFβ is not always asso-
ciated with a poor prognostic outcome
in human cancer; (2) overexpression of
TGFβ in experimental models does not
always lead to tumor formation and im-
munosuppression; (3) mutations of TGFβ

and the pathways through which it sig-
nals are associated with development of
cancer in both humans and mice and;
(4) the host response to tumors overex-
pressing TGFβ can vary depending on the
site of tumor implantation. Despite these
findings, it is generally agreed that fur-
ther studies investigating the use of TGFβ

inhibitors to reduce cancer-induced im-
munosuppression and inhibit metastases
are justified on the basis of current un-
derstanding of the numerous functions of
this interesting molecule.

3
Interleukin 10 (IL-10)

Human interleukin 10 (IL-10) functions
as a homodimeric 17 to 20 kD glyco-
protein and exhibits a high degree of
homology with its nonglycosylated mouse
IL-10 counterpart. Unlike TGFβ, IL-10
is synthesized and released as an active
cytokine. It signals through the IL-10 re-
ceptor, a member of the IFN receptor
family. The IL-10 receptor, which is ex-
pressed on numerous immune cells, is
composed of two subunits: IL-10 recep-
tor 1 (ligand binding subunit) and IL-10
receptor 2 (signaling subunit).

3.1
Sources of IL-10

IL-10 was originally identified as a product
of Th2 cells in response to antigen

stimulation in the presence of APCs. It
is now thought that macrophages are
the main physiologic source of IL-10,
but the cytokine is also expressed by
other immune cells including naı̈ve and
memory T cells, B cells, eosinophils,
mast cells, DCs, monocytes, and tumor
(melanoma)–infiltrating T cells and NK
cells. Many solid tumors express IL-
10 in vitro and in vivo including lung
tumors, melanomas, and gliomas. In
addition, leukemic tumors that originate
from both the peripheral circulation and
the bone marrow (both T- and B-cell
tumors) express high levels of IL-10.
Finally, Hodgkins as and non-Hodgkin’s
lymphomas can overexpress IL-10.

Elevated serum IL-10 is considered
a negative prognostic indicator for nu-
merous cancers including Hodgkin’s
lymphomas, metastatic melanoma, and
pancreatic cancer. Circulating IL-10 often
serves as a marker for (1) the progres-
sion from adenoma to carcinoma; (2) the
presence of metastatic disease, and (3) the
degree of malignancy of a cancer. On
the basis of the significant relationships
between serum IL-10 levels and the time-
to-treatment failure and patients’ overall
survival, IL-10 is emerging as an important
indicator for monitoring disease progres-
sion in cancer patients.

The general effect of IL-10 on tumor cells
themselves is protective. Pretreatment of
tumor target cells with IL-10 defends them
from allospecific CTL lysis. Additionally,
IL-10 treatment protects tumor cells by
downregulating their expression of the
cell surface target molecule that NK cells
use for antitumor cytotoxicity. Tumor cells
use IL-10 as an antiapoptotic factor and
this function can protect them from the
activity of cytotoxic drugs. Aside from the
different protective effects that IL-10 has
on tumor cells directly, perhaps its most
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important function for promoting tumor
growth involves its ability to suppress the
host immune response.

3.1.1 Effects of IL-10 on
Monocytes/macrophages
IL-10 was first described as ‘‘cytokine syn-
thesis inhibitory factor’’. IL-10 inhibits LPS-
induced monocyte/macrophage synthesis of
numerous proinflammatory cytokines includ-
ing: IL-1, IL-6, IL-8, and IL-12. In addition,
IL-10 positively regulates macrophage pro-
duction of prostaglandin (another potent im-
munosuppressive agent), inhibits macrophage
NO production, and attenuates the cytotoxic
activity of monocytes/macrophages.

IL-10 reduces the antigen presenting ca-
pacity of certain classes of macrophages
by multiple mechanisms. IL-10 sup-
presses cell surface MHC class II expression
by macrophages, in part by inhibiting
the transport of peptide loaded MHC
molecules to the plasma membrane. It
decreases the surface expression of CD80 and
CD86, as well as other important costim-
ulatory molecules. Finally, IL-10 inhibits
the differentiation of monocytes into den-
dritic cells.

By manipulating macrophage cytokine
production and expression of important
cell surface molecules, IL-10 reduces
the APC of macrophages to specific
T cells and thus, suppresses the host
antitumor immune response. Interest-
ingly, macrophages obtained from tumor-
bearing hosts are more susceptible to
the immunosuppressive activities of IL-10
and less sensitive to immunostimulatory
factors necessary to mount an effect anti-
tumor response.

3.1.2 Effects of IL-10 on T Lymphocytes
Beyond the indirect effects that IL-10 has
on T cells through its suppressive effects

on APCs (mentioned above), IL-10 also
directly affects different classes of T cells
by interacting with IL-10 receptors. Similar
to its effect on monocytes/macrophages,
IL-10 directly affects cytokine production
by some T cells. For example, IL-10 inhibits
type I cytokine (IL-2, TNFα) production
by stimulated CD4+ T cells. By contrast,
however, IL-10 does not inhibit IFNγ

secretion by CD8+ T cells in response
to tumor stimulation in vivo.

A growing literature has been develop-
ing on the role of a subset of CD4+ T
cells, the Th3/Tr1 or regulatory T cells,
which suppress T-cell mediated immune
responses and assist in the development
of immunologic tolerance. IL-10 appears
to be necessary for the generation of this
immunomodulatory set of cells. Further-
more, IL-10 (as well as TGFβ) is a secreted
cytokine that Th3 cells use to inhibit the
activity of both Th1 and Th2 CD4+ T cells.

The effects of IL-10 on host antitu-
mor CD8+ CTL responses are somewhat
contradictory. The cytokine exhibits both
immunosuppressive and immunostimu-
latory effects on CD8+ T cells in vitro
and in vivo. Under certain experimental
conditions, however, the immunosuppres-
sive effects predominate. In vitro, IL-10
inhibits proliferative and cytotoxic T-cell re-
sponses generated in primary MLRs. In
vivo, IL-10 represses CTL activity directly
by inhibiting granzyme B expression and
indirectly by inhibiting the generation of
functional CTLs. IL-2 or IFNγ treatment
can restore the IL-10-suppressed CTL al-
loreactivity if administered at the time of
tumor challenge, suggesting that the im-
munosuppressive effect of IL-10 can be
blocked by Th1 type cytokines. In a mouse
model examining the growth of Lewis lung
tumors in mice engineered to overexpress
T cell–derived IL-10, overexpression of IL-
10 significantly enhanced tumor growth. This
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enhanced growth was associated with de-
creased cytokine production by T cells (IL-2
and IFNγ ), and suppressed cytolytic activ-
ity of CD8+ T cells. Furthermore, mice
produced dysfunctional splenic APCs that
expressed significantly reduced cell sur-
face levels of MHC class I, CD80, CD86,
and CD11c molecules. The dysfunctional
APCs could not support CTL prolifera-
tion in MLRs or promote antitumor CTL
induction. DCs obtained from the IL-10
transgenic mice failed to induce antitumor
CD8+ T cell reactivity in vivo follow-
ing exposure to tumor-specific peptides.
Thus, this finding supports previous work
which showed that IL-10 treatment of DCs
reduces their allostimulatory activity for
CD8+ T cells and can induce alloantigen-
specific anergy in CD8+ T cells.

In contrast to the numerous immuno-
suppressive functions of IL-10 on T cells
described above, under certain conditions
this cytokine stimulates the host immune
system and contributes to limiting the
growth and metastasis of tumors. IL-10
enhances CD8+ cellular recruitment, pro-
motes CD8+ T-cell proliferation, augments
the outgrowth of CTL precursor cells, and
sometimes enhances CTL cytolytic activ-
ity. In vivo, anti-IL-10 reduced the host
primary CTL response in mice follow-
ing immunization with B7-1+ P815 tumor
cells, suggesting an important role of IL-10
in the host antitumor CTL response. Fur-
thermore, in transgenic mice engineered
to overexpress IL-10 in APCs, a biphasic
pattern of tumor growth was observed in
which tumors grew rapidly during the first
two weeks, but then completely regressed.
Thus, the effects of IL-10 on the host CTL
response are complex; T cell-derived IL-10
may function as an immunosuppressive
factor, whereas APC-derived IL-10 might
act as an immune stimulating factor.

Although IL-10 has direct effects on the
function of various subsets of T cells,
most often the inhibitory effects of IL-
10 on T cells are mediated indirectly
through its effect on APC functions. As
mentioned previously, IL-10 treatment of
DCs induces alloantigen-specific anergy (un-
responsiveness) in both CD4+ and CD8+ T
cells when present during antigen-specific
activation. IL-10 induced CD4+ T-cell an-
ergy can be reversed by IL-2 administration
or receptor cross-linking (anti-CD3/anti-
CD28), as well as by immunization with
mature dendritic cells. These finding may
prove to be very important therapeutically
in the future.

3.1.3 Effects of IL-10 on NK Cells
Overall, IL-10 exerts an immunostimulatory
effect on NK cells. NK cells exhibit low level
IL-10 receptor expression and treatment of
NK cells with IL-10 potentiates NK cytokine
production and enhances NK cytotoxicity
toward tumors in vitro. Furthermore,
although IL-10 has no effect by itself
on NK proliferation, it augments IL-2
induced NK proliferation. These in vitro
findings are supported by in vivo studies.
In some experimental tumor models, IL-
10 injection or IL-10 secreting tumor
cells inhibit tumor metastases by an
NK-dependent mechanism. Thus, it is
important to recognize that unlike the
majority of the host immune system that
would probably be stimulated by IL-10
blockade during cancer therapy, NK-cell
production and activity may be reduced
with IL-10 inhibition.

3.1.4 Effects of IL-10 on DCs
DCs are central to the induction of
the host antitumor immune response
because of their potent antigen presenting
capacity and T-cell costimulatory activity.
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The majority of published studies support
the immunosuppressive effects of IL-10 on
DCs. IL-10 treatment of DCs reduces their
capacity to stimulate CD4+ and CD8+ T-cell
responses and promotes T-cell anergy. Tumor-
expression of IL-10 prevents the migration
and accumulation of DCs within tumors and
can suppress GM-CSF-induced antitumor
responses. IL-10 also induces spontaneous
DC apoptosis and makes the cells more
susceptible to lysis by NK cells.

The functional activities of DCs during
cancer and cancer immunotherapy depend
on their state of maturation. In vitro, exoge-
nous IL-10 inhibits the generation of mature
monocyte-derived DCs in response to GM-
CSF and IL-4. Furthermore, DC-derived
IL-10 can act in an autocrine fashion to
prevent the cell’s spontaneous matura-
tion. IL-10 promotes the differentiation of
immature DCs into macrophage-like cells
with decreased MHC class II expression,
suppressed phagocytic capacity, and a com-
plete loss of the ability to express IL-12.
A similar reduction of MHC class II and
costimulatory molecule expression was ob-
served in IL-10 transduced DCs when com-
pared with control gene-modified DCs.
While these IL-10 transduced DCs could
not induce T-cell proliferation, they still
retained the ability to augment CTL gen-
eration and NK-cell activity. Treatment of
immature DCs with an anti-IL-10 antibody
led to the opposite of the expected find-
ings: it enhanced the expression of MHC,
costimulatory molecules (CD80, CD83,
CD86), and cytokines (TNFα, IL-12).

Thus, IL-10 exhibits complex and mul-
tifunctional activities on DCs. The im-
munosuppressive effects of IL-10 on DC
generation, activity, migration, and sur-
vival may limit the effectiveness of the
DC-based antitumor vaccines that are now
being studied in clinical trials for the
treatment of various forms of cancer. An

improved understanding of the regula-
tors of tumor-derived IL-10 expression and
the development of appropriate anti-IL-10
strategies may improve DC trial outcomes.

3.2
Inhibition of IL-10: Implications for Therapy

Although not as well developed as anti-
TGFβ strategies, several IL-10 inhibitory
treatments have been considered in efforts
to improve the host immune response dur-
ing tumor growth in vivo. These include:
neutralizing IL-10 antibodies, anti-IL-10
receptor antibodies, IL-10 antisense strate-
gies, and the removal of IL-10 producing
suppressor T cells. As mentioned above,
aside from the expected positive effects
of inhibitory therapy on relieving IL-10-
induced immunosuppression, there is also
reason to believe that inhibitory therapy
may impinge directly on tumor cells’
growth and immune-evasive tactics. For
example, some melanoma cells express
receptors for IL-10. When stimulated by
the cytokine, growth augmentation, de-
creased HLA expression, and decreased
adhesion molecule expression can result.
Furthermore, pretreatment of melanoma
cells with IL-10 completely inhibited au-
tologous CTL-mediated lysis in one study.
Thus, therapies aimed at blocking IL-10’s
binding to its receptor may not only make
tumors more susceptible to an efficient at-
tack by stimulating cells of the immune
system, they may also directly suppress
tumor-cell growth and make tumor cells
more recognizable to the reinvigorated im-
mune cells.

Antibody therapy Anti-IL-10 antibodies
upregulate anticancer autoreactive T-cell
responses by inhibiting the suppressive
effects of the cytokine on macrophages in
vitro. In vivo, anti-IL-10 promotes survival
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in tumor-bearing mice, and enhances
host CTL activity. It was notable in one
study that antibody treatment resulted
in an increased production of the Th1
cytokines IL-2, IL-12, and IFNγ by host
spleen cells. Another study showed that
neutralization of IL-10 with anti-IL-10
antibodies allowed an enhanced DTH
response after BCG administration and
augmented antitumor activity. Finally,
anti-IL-10 receptor antibodies were able to
abrogate the inhibition of PHA-stimulated
T-cell proliferation induced by peritoneal
monocytes from ovarian cancer patients.
Together, these findings suggest that
inhibition of IL-10 signaling in immune
cells might promote the production of
effective antitumor T cells.

Drug therapy Cyclophosphamide (low
dose) has been used during active spe-
cific immunotherapy in patients with ad-
vanced melanoma and other metastatic
cancers. The principle of using cy-
clophosphamide in this manner is that
it may selectively reduce suppressor
cell activity and decrease the produc-
tion of inhibitory factors such as TGFβ,
IL-10, and NO. Low-dose cyclophos-
phamide treatment of lymphoma-bearing
rats exhibiting an impaired lympho-
cyte proliferative response led to a de-
crease in IL-10 production by T cells
and, consequently, a shift in the im-
mune response from suppression to-
ward immunopotentiation. This state
of immunostimulation was accompanied
by reduced tumor growth and metas-
tases in the cyclophosphamide-treated
animals.

Removal of the source of IL-10 Gamma
delta T cells accumulate in early tumor

lesions and spleens of tumor-bearing ani-
mals and express both TGFβ and IL-10.
Therefore, depletion of these immuno-
suppressive cells might lead to enhanced
antitumor immune responses. In an ex-
perimental tumor model, lysis of tumor-
associated gamma delta cells using a
daunomycin-conjugated anti-gamma delta
antibody improved host tumor-specific NK
and CTL responses and resulted in tumor
regression.

Complications Despite the many promis-
ing studies suggesting that therapies
aimed at inhibiting IL-10 may attenuate
the growth of cancers in vivo, not all studies
report improved host antitumor immune
responses following IL-10 inhibition or de-
pletion. In vivo, IL-10 gene transfected
melanoma and mammary adenocarci-
noma cells displayed significantly reduced
tumorigenic and metastatic potential. Sim-
ilarly, injection of IL-10 resulted in the
inhibition of both B16-F10 melanoma
metastases and spontaneous melanoma
development in other experimental mod-
els. It is suggested that IL-10 therapy may
inhibit tumor growth by downregulating
the production of angiogenic molecules
such as vascular endothelial growth factor
(VEGF) or by augmenting NK-mediated
tumor cell lysis. In several provocative
studies looking at in-transit melanoma
metastases in patients undergoing ther-
apeutic vaccinations, IL-10 was found to
be upregulated in responding more than
in progressing lesions. Furthermore, the
IL-10 level in the tumor cells was positively
correlated with level of tumor regression.
Taken together, these preliminary studies
suggest an improved and more complete
understanding of the role of IL-10 on the
host immune system is needed to maxi-
mize the chances of developing a safe and
effective immunomodulatory therapy.
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4
Macrophage Migration Inhibitory Factor
(MIF)

Macrophage migration inhibitory factor
(MIF) was originally described in the 1960s
as a product of activated T cells that
inhibited the random migration of guinea
pig macrophages. Later studies revealed
the critical proinflammatory role of MIF
in the host response to endotoxin. Over
the past decade, a large body of work
that shows multiple roles for MIF in the
regulation of host inflammatory responses
has been amassed. Inhibition of MIF
using neutralizing antibodies significantly
reduces the severity of inflammatory
diseases including arthritis, peritonitis,
and glomerulonephritis. In addition to
its proinflammatory activities, however,
our laboratory and others have identified
immunosuppressive activities of MIF with
regard to T-cell activation and antigen-
specific T-cell responses in vitro and in vivo.

It is now known that numerous cell
types constitutively express MIF, including
immune cells. However, the expression
of MIF is significantly higher in tumor
cells than in normal cells. While enhanced
tumor MIF expression often positively
correlates with a more invasive phenotype
and tumor recurrence after treatment, in
some tumors the opposite effect is found.
Recent studies suggest that in addition to
its immunomodulatory effects, MIF also
positively regulates cellular proliferation.
Thus, MIF not only has tumor-promoting
inhibitory effects on the adaptive immune
system, it also promotes tumor-cell growth
directly. Evidence suggesting that this is
indeed the case is that transfection of
antisense MIF into colon and bladder
cancer cells results in decreased cellular
proliferation. In addition to its pro-
growth effects, the cytokine functionally

inactivates the p53 tumor suppressor and
inhibits p53-dependent apoptosis. Finally,
MIF has pro-angiogenic properties that
probably contribute to enhanced tumor
growth and invasion.

The identification of the potential
growth-promoting function of MIF led
our group to examine the effect of MIF
neutralization on tumor growth in vivo.
We found that MIF blockade signifi-
cantly inhibited tumor growth and tumor-
associated angiogenesis. Similar observa-
tions demonstrating the growth promoting
and pro-angiogenic functions of MIF were
reported by other groups using experi-
mental models of melanoma and colon
adenocarcinoma. In agreement with the
pro-tumor effects of MIF derived from
anti-MIF antibody experiments, more re-
cent work has revealed an enhanced tumor
growth rate in transgenic mice overex-
pressing MIF.

Our laboratory examined the effect of
MIF neutralization on CTL responses dur-
ing tumor growth. Using the OVA-specific
EG7 tumor cell model, we found that
MIF immunoneutralization delays tumor
growth and is associated with increased
CTL activity, increased CD8+ T-cell mi-
gration to the tumor, an accumulation of
intratumoral CD8+ T cells, and enhanced
tumor-associated apoptosis. These obser-
vations are important because, as men-
tioned previously, cell-mediated tumor
destruction relies on a rapid, extensive,
and sustained infiltration of killer T cells.
Furthermore, in other model systems, MIF
was shown to inhibit NK-mediated lysis of
endothelial cells and uveal melanoma cells.
Therefore, tumor cells may secrete high
levels of MIF to protect themselves from
host NK- and CTL-mediated destruction.
Thus, we hypothesize that tumor-derived
MIF promotes host immune suppres-
sion, tumor growth, and angiogenesis
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and thereby prevents tumor destruction.
No cancer immunotherapeutic trials have
studied MIF inhibition as of yet, but the
preliminary evidence suggests that inhibi-
tion of the activity of this molecule may
benefit cancer patients.

5
Prostaglandin E2 (PGE2)

Prostaglandin E2 (PGE2) is a powerful
lipid mediator that influences inflam-
mation, promotes tumor growth, and
suppresses the host antitumor immune
response. PGE2 belongs to a family of
eicosanoids that are derived from n-3 and
n-6 polyunsaturated fatty acids. Its syn-
thesis is regulated by a series of steps
following the cyclooxygenation of arachi-
donic acid through the action of two key
regulatory enzymes: cyclooxygenase-1 and
−2 (COX-1, -2). COX-1 is constitutively ex-
pressed by virtually all cells, whereas the
inducible COX-2 (‘‘oncogene-responsive
COX’’) is overexpressed by many prema-
lignant and malignant neoplasms. Higher
levels of COX-2 expression by cancer cells
often correlate with poorer prognosis for
patients with cancer.

5.1
Sources of PGE2

PGE2 is expressed by numerous tissues
and cell types, including breast fibrob-
lasts, colonic muscle and mucosal cells,
peritoneal mesothelial cells, vascular en-
dothelial cells, and macrophages, as well
as many tumors and tumor cell lines.
PGE2 expression by macrophages can be
induced by tumor cell factors in tumor-
bearing mice.

In tumors and tumor cells, PGE2 pro-
motes proliferation, downregulates MHC
class II expression, enhances invasiveness,

inhibits apoptosis, and increases vascu-
larization. Interestingly, although IL-10, a
cytokine whose production is stimulated
by PGE2, is generally able to attenuate
PGE2 production (in a negative feedback
loop), tumor cells sometimes lose this sen-
sitivity due to loss of expression of the
IL-10 receptor. In addition to its effects
of the tumor itself, PGE2 also promotes
host immunosuppression during tumor
progression.

5.1.1 Effects of PGE2 on
Monocytes/Macrophages
Host antitumor macrophage activity in-
versely correlates with PGE2 expression.
While host macrophages are considered to
be the major source of PGE2 during tu-
mor growth, they express PGE2 receptors
and can be rendered dysfunctional by this
prostaglandin. Similar to IL-10, PGE2 in-
hibits Th1 cytokine synthesis (TNFα, IL-12)
by macrophages while promoting ineffective
Th2 cytokine production (IL-10). The PGE2-
induced shift in the host antitumor activity
toward an ineffective Th2 response en-
courages host immunosuppression during
tumor growth.

5.1.2 Effects of PGE2 on T Lymphocytes
PGE2 is immunosuppressive to various types
of T cells. It has inhibitory effects on lympho-
cyte proliferation, cytokine production, migra-
tion, and effector activity. Very early studies
showed that immunization with PGE2
significantly reduced tumor-induced im-
munosuppression in mice (as measured
by spleen cell proliferation assays), sug-
gesting the role of PGE2 in suppressing
T-cell proliferation. Further studies using
anti-PGE2 antibodies in experimental tu-
mor models demonstrated the role of this
lipid in suppressing polyclonal T-cell activa-
tion and CTL generation following MLRs
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with splenic T cells. PGE2 treatment of
stimulated peripheral blood lymphocytes
and CD4+ T cells directly decreases IL-2
and IFNγ production and promotes IL-10
production. CD8+ T-cell effector functions
are reported to be more sensitive to the
suppressive effects of PGE2 than those
of CD4+ T cells. PGE2 inhibits T-cell
migration, promotes T-cell anergy, and
suppresses CD8+ CTL activity in vitro and
in vivo.

5.1.3 Effects of PGE2 on NK and LAK Cell
Activity
Similar to its immunosuppressive effects
on CTLs, PGE2 inhibits NK and LAK cell ac-
tivity. NK activity inversely correlates with
monocyte-derived PGE2 levels in patients.
Moreover, removal of monocytes from the
PBMCs of patients with breast cancer
restores NK and LAK levels to levels com-
parable to those seen in healthy controls.

5.1.4 Effects of PGE2 on DCs
PGE2 inhibits DC differentiation from bone
marrow precursors and also inhibits several
immune stimulatory DC functions. The
molecule diminishes expression of MHC
class II by DCs and decreases T-cell
proliferation during MLRs (using DCs
as stimulatory cells). The mechanism
of action of these functions includes
PGE2 stimulation of IL-10 production and
inhibition of IL-12 production by DCs.

5.2
Inhibition of PGE2: Implications for Therapy

Slowed tumor growth and the inhibition
of metastases has been observed by in
vivo blockade of PGE2 activity using PGE2
immunization, anti-PGE2 antibodies, and
inhibition of PGE2 production using
COX inhibitors. Inhibition of COX-2 (and
thus PGE2 production) in the Lewis

lung carcinoma model resulted in a
significant decrease in IL-10 production
together with a significant increase in IL-
12 secretion, and restored host antitumor
reactivity. Similar findings have been
observed in COX knockout mice and EP2
knockout mice, a strain of mice that
lacks the receptor for PGE2. In mouse
models of familial adenomatous polyposis
(FAP), COX-2 inhibitor treatment resulted
in decreased polyp formation in the
colon. Furthermore, human patients with
FAP that were treated with sulindac, a
nonselective COX inhibitor, displayed a
significant decline in size and number of
colorectal polyps. Finally, it is known that
patients with colorectal and lung cancer
taking NSAIDs have a significantly lower
mortality rate as compared with those not
taking COX inhibitors.

The precise mechanisms by which COX
inhibitors slow tumor growth are not
well understood, but human epidemio-
logic data such as the findings mentioned
above suggest antineoplastic activity of
COX inhibitors. COX inhibitors enhance
the host CTL responses in some tumor
model systems. COX inhibitors also have
been associated with the inhibition of an-
giogenesis, tumor growth, and telomerase
elongation activity in tumor cells. In light
of all of this data, pharmacologic COX-2
inhibition is actively being pursued as a
treatment for cancer, especially using it in
conjunction with more traditional thera-
pies, with some promising early results.

6
Indoleamine 2,3-dioxygenase (IDO)

Indoleamine 2,3-dioxygenase (IDO), a
tryptophan-degrading enzyme, has potent
immune suppressive capabilities. Notable
recent studies detail how expression of
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this enzyme prevents immune rejection
of the developing fetus despite antigenic
differences from the mother in which it
is developing. Administration of a drug
that blocks IDO resulted in abortion as
a result of immune attack on the fetus
in these studies. The immunosuppressive
abilities of IDO have also been observed
in mouse allograft rejection studies and
animal models of autoimmunity.

6.1
Sources of IDO

IDO is mainly expressed by monocytes,
macrophages, and DCs but can be detected
in lymphocytes and NK cells as well. A
large number of tested tumor cell lines
and primary human tumors express the
enzyme. Since tryptophan is an essential
amino acid and IDO mediated-tryptophan
degradation has a growth inhibitory effect
on tumor cells, it is important to consider
why tumor cells would retain such an
enzyme. A clue comes from a study which
shows that expression of IDO by tumor
cells imparts on the cells the ability to
inhibit T-cell proliferation. Thus, despite
the growth inhibitory effect of IDO, it
is now believed that expression of the
enzyme confers a selective advantage on
tumor cells because it allows them to avoid
immune attack.

6.2
Effects of IDO on Immune Cells

In mouse models, IDO expression by
tumor cells generally affords tumors
protection from immune attack. In one
study, a tumor that is normally rejected by
tumor-specific T cells persisted and grew
when it expressed IDO. The magnitude
of the T-cell response to the tumor in
this model was diminished when IDO was
expressed by the tumor cells. In another

mouse model, a drug that blocks the effects
of IDO delayed tumor formation.

The postulated mechanisms to explain
how IDO, an amino acid degrading en-
zyme, modulates the efficacy of cells of
immune system are (1) causing a deple-
tion of local stores of tryptophan and/or
(2) producing toxic metabolites through
metabolism of the amino acid. In fact,
although tryptophan depletion is growth
inhibitory to the tumor cells themselves,
T cells display an even more extreme sen-
sitivity to low tryptophan levels and growth
arrest in mid-G1 phase when exposed to
low tryptophan conditions. Furthermore,
some IDO tryptophan metabolites are in-
deed directly toxic to T cells in vitro.

Since expression of IDO by APCs
causes them to inhibit T-cell proliferation,
another means by which tumors could
exploit the immunosuppressive ability
of IDO would be to upregulate IDO
expression in local DCs or to preferentially
recruit IDO-expressing DCs to tumor
sites. Preliminary work shows that tumor
draining lymph nodes in patients with
melanoma can contain large numbers
of APCs that express IDO and that
the presence of IDO positive cells in
sentinel lymph node cells at the time
of initial diagnosis is correlated with a
bad prognosis for patients. Furthermore,
tumor draining lymph nodes in a mouse
melanoma model contained plasmacytoid
DCs that constitutively expressed IDO and
could potently suppress T-cell responses.
Adoptive transfer of these cells into naı̈ve
mice resulted in T-cell anergy to antigens
expressed by these DCs.

6.3
Implications for Therapy

Given the preliminary promising findings
in tumor models, it is not surprising
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that consideration is now being given
to developing anti-IDO therapies for use
in cancer, especially as adjuvant therapy
in combination with more traditional
chemotherapeutic approaches. While the
preponderance of experimental evidence
to date suggests that anti-IDO therapy may
be fruitful for the treatment of cancer,
a degree of caution is warranted. Two
studies have shown that, in contrast to
its immunosuppressive effects on T cells,
IDO expression is important for proper
NK cell function. Inhibition of the enzyme
adversely affected NK cytotoxic activity
in vitro and in vivo in these studies.
Furthermore, in one of these studies,
pharmacologic inhibition of IDO resulted
in enhanced growth of B16 melanoma cells
after subcutaneous injection.

7
Cell Surface Molecules

7.1
Fas/FasL

Fas is a membrane receptor in the tumor
necrosis factor receptor family that induces
apoptosis after binding Fas-ligand (FasL).
In fact, this cell surface molecule was
first described in 1989 when an anti-
Fas antibody was shown to trigger T-cell
apoptosis. FasL is a 40-kDa membrane
protein related to TNF that functions
not only in its membrane-bound form
but also in a soluble form, soluble FasL
(sFasL). Soluble FasL is derived from the
proteolytic cleavage of surface-expressed
FasL. Fas/FasL interactions play critical
roles in the deletion of autoreactive T cells,
CTL-mediated cell death, and activation-
induced cell death of T cells. In addition
to its proapoptotic effects, FasL binding to
Fas can also stimulate the production of
proinflammatory cytokines.

7.1.1 Sources of FasL
Constitutive expression of FasL is found
in the lung, testis, and eye. With regard
to immune cells, FasL expression is found
in activated B cell, T cell, macrophage,
and NK cell cultures. A wide array of
human tumor cell lines and human
tumors in vitro and in situ produce FasL.
Moreover, within tumors FasL can be
cleaved from the cell surface by matrix
metalloproteinases to produce soluble
FasL. Elevated FasL expression in several
human tumors is significantly associated
with poorer prognosis, enhanced tumor
metastatic rate, and increased mortality.

7.1.2 Tumor Evasion of FasL-mediated
Toxicity
Many human tumors express more Fas
on their surface than FasL. It might there-
fore be assumed that the expression of
FasL by tumor cells would be detrimental
for cancers as it could initiate an apop-
totic cascade in neighboring tumor cells.
In fact, downregulation of Fas on the tu-
mor cell surface does correlate with poorer
prognosis in many tumors. However, this
is not the only mechanism by which tumor
cells acquire resistance to FasL-mediated
death. Several other mechanisms enable
neoplastic cells to avoid cell death trig-
gered by Fas/FasL interactions, including:
(1) expression of nonfunctional Fas on the
cell surface (2) overexpression of inhibitors
of the Fas/FasL apoptotic pathway such
as cFLIP, bcl-2, bcl-xL, and Fas-associated
phosphatase-1 and (3) secretion of decoy
receptors that bind and neutralize FasL.

7.1.3 Tumor-derived FasL is Functional
FasL expressed by human tumors induces
apoptosis of activated Fas+ T lymphocytes
in vitro. Cell death can be prevented by
anti-FasL antibodies, suggesting that it is
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indeed initiated by Fas/FasL interaction.
Moreover, augmenting expression of FasL
by tumor cells results in enhanced degree
of apoptosis of lymphocytes. In patho-
logic sections from human tumors, higher
local FasL expression in particular areas
correlates with elevated levels of lympho-
cyte apoptosis in those areas and lower
numbers of viable lymphocytes. In several
murine models, FasL expression on tu-
mor cells facilitated evasion from immune
system detection.

7.1.4 FasL Expression is Correlated with
Improved Prognosis in Some Tumor
Models
As mentioned above, FasL binding to
Fas triggers not only apoptosis but also
proinflammatory signals in some cells.
For example, Fas/FasL interaction in
DCs results in release of IL-1β and
TNFα and in smooth muscle cells results
in production of IL-8, IL-1α, MCP-1,
and IL-6. In contrast to the previously
mentioned in vivo data, in some tumor
models the proinflammatory effects of
Fas/FasL interactions dominate over the
immune suppressive capabilities of tumor-
expressed FasL. Tumor cells transfected
with FasL were rapidly rejected after
implantation in several different model
systems. The rejected tumor sites were
characterized by an influx of neutrophils,
which were believed to mediate the tumor
destruction. In a different model system,
tumor cells transfected with antisense
FasL displayed no improvement in clinical
course as compared with controls. The
precise mechanisms that govern whether
the effects of Fas/FasL interaction will be
predominantly pro- or anti-inflammatory
are an area of active investigation. Work
to date has focused on the level of FasL
expression and the role of local cytokines in
shaping the immune response to Fas/FasL

binding. As of now, there is a debate
as to whether or not FasL expressed
by human tumor cells truly acts as an
important immunosuppressive mediator.
With further study, a means of exploiting
the FasL expression displayed by many
tumor cells for cancer immunotherapy
may still prove to be viable.

7.2
MHC Class I: Classical and Nonclassical
Receptors

7.2.1 Classical MHC Class I
CTLs recognize their targets by peptides
bound to cell surface MHC class I and are
crucial for the generation of antitumor im-
mune responses. Given the requirement of
MHC class I expression for recognition by
CTLs, it is interesting to note that a num-
ber of tumors display decreased expression
of cell surface MHC class I proteins. In-
deed, loss of HLA molecule expression
is associated with a poorer prognosis of
some cancers. Mechanisms tumors use
to decrease cell surface HLA expression
include downregulation of expression of
specific HLA alleles: HLA-A, HLA-B, HLA-
C and also downregulation of expression of
β2 microglobulin or transporter of antigen
(TAP) genes. Dysfunction or downregula-
tion of the gene products from the latter
two can cause a complete loss of MHC
class I expression. IL-10, whether tumor
or immune cell-derived, is probably inte-
grally involved in the downregulation of
MHC class I on tumor cells.

In a mouse model of lung cancer, expres-
sion of MHC class I by metastatic cells de-
pended on the immune status of the host.
In immune competent hosts, lung metas-
tases were MHC class I negative; positivity
was seen only in immunocompromised
mice. This suggests that in immune com-
petent hosts, tumors downregulate MHC
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class I in an attempt to ‘‘hide’’ from the
immune system. Furthermore, the tumors
derived from the immunodeficient mice
were rejected when transplanted into the
immunocompetent mice. Aside from this
evidence, however, there is a paucity of
data to directly support the hypothesis
that downregulated MHC class I expres-
sion is crucial for tumor immune evasion
in vivo. Furthermore, downregulation of
MHC class I is associated with enhanced
sensitivity of cells to NK cell-mediated cy-
totoxicity. In fact, in an animal model, loss
of β2 microglobulin, leading to a down-
regulation of MHC class I on tumor cells,
resulted in increased susceptibility of the
cells to NK-mediated cytotoxicity. Thus, in
sum, while downregulation of MHC class
I remains an intuitively logical candidate
mechanism for tumor immune evasion,
further studies will be needed to clarify
this concept.

7.2.2 HLA-G
In addition to downregulating classical
HLA antigens, tumor cells can also up-
regulate expression of the alternative HLA
molecule HLA-G to avoid immune detec-
tion. HLA-G, first described with regard
to its immunosuppressive effects in the
context of maternofetal tolerance, encodes
proteins with similarities to proteins of the
MHC class I family. HLA-G proteins can
be either membrane bound (the full-length
isoform HLA-G1 and the truncated iso-
forms -G2, -G3, and -G4) or soluble (HLA-
G5, -G6, or, -G7). HLA-G is expressed by
a number of cancer cell types. Enhanced
HLA-G expression in melanocytes corre-
lates with malignancy better than loss of
classical MHC class I expression and el-
evated levels of soluble HLA-G portend
a poor prognosis for melanoma patients.
HLA-G proteins have become an area of
active interest in tumor biology as a result

of their immunosuppressive effects on NK
cells, T cells, and DCs.

Expression of the full-length HLA-G1
or the truncated HLA-G2, -G3, and -G4
protects tumor cells from NK- and CTL-
mediated cytotoxicity. This protective effect
can be blocked with an anti-HLA-G1 spe-
cific monoclonal antibody. HLA-G positive
glioma cells were found to inhibit priming
of CTLs and alloproliferative responses.
Both cell surface and soluble HLA-G
can inhibit CD4+ T-cell proliferation in
MLRs. Many of HLA-G1’s immunosup-
pressive effects are a result of its direct
stimulation of inhibitory receptors on the
surface of immune cells including the
receptors KIR2DL4, ILT2, and ILT4. In-
teraction of HLA-G proteins with ILT2
and ILT4 receptors on monocytes can
inhibit secretion of proinflammatory cy-
tokines and chemokines.

The soluble protein HLA-G5, gener-
ated as a product of alternative splicing
of the HLA-G gene transcript that lacks
the transmembrane and cytoplasmic do-
mains, blocks NK and CTL-mediated cell
death. Since soluble HLA-G is a nonclas-
sical MHC class I molecule, it is not
surprising that this molecule is able to
bind CD8 expressed on T cells. Sub-
sequent to an HLA-G/CD8 interaction,
CD8+ T cells undergo apoptosis mediated
by Fas/FasL interaction. A subpopulation
of NK cells that express CD8 on their
cell surfaces are also susceptible to apop-
tosis induced by soluble HLA-G5. Still,
some authors have not found an in-
crease in CD8+ T cell apoptosis when
these cells are cocultured with HLA-G5-
positive cells. Therefore, T-cell cytotoxicity
mediated by soluble HLA-G5 may be de-
pendent on other mitigating or promoting
factors in the immune cell’s environ-
ment. In addition to its apoptosis-inducing
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effects, soluble HLA-G impairs the allo-
proliferative response and decreases the
Th1/Th2 secretion profile from CD4+
T cells.

HLA-G can also produce immunomod-
ulatory effects by upregulating functional
tumor cell surface HLA-E, another non-
classical HLA molecule. HLA-E, in turn,
binds to an inhibitory receptor on NK and
T cells to block their cytotoxic and immune
stimulatory functions.

Unfortunately, as there is no rodent
homolog of HLA-G, there is a lack of
well-controlled data to support the hypoth-
esis that HLA-G proteins are important
for tumor-induced immune suppression
in vivo. Nevertheless, the manipulation of
MHC class I molecules on the cell sur-
face of tumor cells, whether classical or
nonclassical, is a reasonable target for an-
ticancer immunotherapy. The finding that
nonclassical molecules act by providing
inhibitory signals to killer immune cells
through cell surface receptors implies that
interruption of those interactions with an-
tibodies or small molecule inhibitors may
lift tumor-induced immune suppression.

7.3
B7-H1

Another surface molecule tumor cells use
to actively inhibit immune responses is
B7-H1, a member of the B7 family of
costimulatory molecules. This molecule,
also known as programmed death ligand 1
(PD-L1), can induce T-cell apoptosis upon
binding the programmed death-1 (PD-1)
receptor on a cell’s surface. PD-1 is ex-
pressed on activated CD4+ T cells, CD8+
T cells, B cells, and myeloid cells. B7-H1 is
normally expressed only in macrophages,
but it is also found in many human tumors.
The tumor-expressed molecule is able to

stimulate CTL cell death through induc-
tion of apoptosis. Furthermore, anti-B7-H1
antibodies can abrogate this apoptotic ef-
fect. While the importance of this cell
surface molecule in human cancers in vivo
is currently unclear, therapy aimed at in-
terrupting the interaction between B7-H1
and PD-1 may ultimately prove to be a use-
ful means to alleviate tumor-induced host
immunosuppression.

7.4
RCAS1

RCAS1 was initially described as a cell sur-
face molecule, found on many tumor cells,
capable of inducing immunosuppression.
In early studies, it was suggested that
binding of RCAS1 to a putative receptor
inhibited growth and induced apoptosis
in a number of cells including NK, B
cells, and T cells. More recently, some
of these claims have been questioned.
RCAS1 was shown by another group to
be a predominantly Golgi-located protein
that altered cell surface expression of ex-
pression of tumor-associated, normally
cryptic O-linked glycan structures. The
structures are believed to be associated
with adhesion, invasion, and metastasis
of cancer cells. Thus, although possibly
not a cell surface receptor as originally
thought, RCAS1 may still prove to be an
important factor for tumor growth and
survival. Notably elevated levels of tumor
RCAS expression correlate with poorer
prognosis in a number of human cancers.
Studying the effect of RCAS1-expressing
tumor cells on neighboring immune cells
warrants further consideration. Disrup-
tion of these effects, whether mediated
directly by RCAS1 or by cell surface gly-
can structures, may still prove to be a
means to interfere with tumor cell survival
in vivo.
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7.5
Other Cell Surface Molecules

A number of other cell surface molecules
have been associated with tumor-induced
immune evasion. These include: comple-
ment receptors, CD40, and CD70. Further-
more, it has been suggested that tumors
express receptors for growth factors, such
as IL-2, as a means of depleting these
factors from the environment so they can-
not be used by local immune cells. It is
extremely unlikely that all of the differ-
ent cell surface molecules tumors can use
to avoid immune attack have been consid-
ered at this time. The list of molecules used
by tumors for this purpose will probably
continue to grow for years to come.

8
Polyamines

Polyamines (putrescine, spermine, and
spermadine) are naturally occurring small
organic cations. Polyamines are critical for
both cell proliferation and differentiation.
Much of our knowledge of polyamine
bioactivity stems from the use of inhibitors
of polyamine biosynthesis (see below).

8.1
Sources of Polyamines

Polyamines are found in all living cells.
Ingested foods are a significant exogenous
source of polyamines. Polyamine levels (in
the urine, serum, and red blood cells) have
been positively correlated with the stage of
malignancy and tumor burden for several
human cancers. In addition, because
dying tumor cells release high levels of
polyamines, circulating polyamine levels
have been proposed to serve as indicators
of the success of chemotherapeutic agents.

Polyamine biosynthesis can be se-
lectively blocked by DFMO (D, L-2-
(difluoromethyl) ornithine). DFMO is an
irreversible inhibitor of ornithine decar-
boxylase (ODC), which mediates the first
step in polyamine synthesis. DFMO de-
pletes cells of intracellular putrescine and
spermidine (but not spermine) and in-
hibits cell proliferation without causing
cell death. Since DFMO treatment is asso-
ciated with weight loss and toxicity, less
toxic polyamine analogs have been de-
veloped. Polyamine analogs such as N1,
N8-bis(ethyl)spermidine are reported to
rapidly deplete intracellular polyamines
and induce cell death. Because exogenous
polyamines found in food contribute to
the polyamine status of an individual,
blockade of endogenous and exogenous
(polyamine deficient diet) polyamines is
sometimes required to identify the role of
polyamines on host immunosuppression
during tumor growth.

Inhibitors of polyamine biosynthesis de-
crease tumor growth and metastases in
vivo. Interestingly, these inhibitors prevent
growth and metastases in experimental
models of B16 melanoma and Lewis Lung
carcinoma when tumor cells are subcuta-
neously implanted, but not when tumor
cells are intravenously injected. Much of
the antitumor activity of ODC inhibitors is
attributed to their antiproliferative activity.
However, polyamines also appear to play
a role in the differentiation of tumor cells,
protease expression, invasiveness, protec-
tion against apoptosis, malignant transfor-
mation, and tumor-associated angiogene-
sis. Inhibitors of polyamine biosynthesis
prevent proliferation of normal and tu-
mor cells in vitro, including small cell
lung carcinoma, mammary tumor, and
melanoma cells. Tumor cells may be more
dependent on polyamines for prolifera-
tion than normal host cells due to their
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increased proliferative rate. In addition
to their myriad effects on tumor cells,
polyamines serve as suppressors of the
host immune system.

8.1.1 Effects of Polyamines on
Monocytes/macrophages
Polyamine levels are associated with nu-
merous functional activities of macrophages/
monocytes that may contribute to host
immunosuppression during tumor growth.
Inhibitors of polyamine biosynthesis im-
pair TNFα-mediated macrophage activa-
tion and decrease the respiratory burst
of macrophages. These inhibitors also
block both NO and cytokine synthesis by
macrophages. A correlation between total
polyamine levels and monocyte phago-
cytosis is found in patients with col-
orectal cancer. Accordingly, treatment of
tumor-bearing animals with polyamine
deprivation combined with low dose cy-
clophosphamide resulted in a synergistic
inhibition of tumor growth and metasta-
sis associated with enhanced macrophage
tumoricidal activities.

8.1.2 Effects of Polyamines on T
Lymphocytes
Polyamine synthesis is required for the
generation of CTLs and IL-2 responsive-
ness in these T cells. CTL differentiation is
affected by the inhibition of polyamine
biosynthesis to a greater extent than
CTL proliferation. These data suggest that
polyamines are immunostimulating for T
cells in vitro. In vivo, while polyamine de-
privation in animals grafted with Lewis
lung carcinoma tumors reversed tumor-
induced immunosuppression (as mea-
sured by splenic IL-2 production and total
CD4+ and CD8+ T-cell populations), it
was not associated with any changes in
host CTL activity.

8.1.3 Effects of Polyamines on NK Cells
Inhibition of polyamine biosynthesis and
polyamine deprivation in vivo is associated
with decreased tumor growth and metas-
tases and with significantly enhanced NK
cytotoxic activity. Thus, polyamines are in-
hibitory for NK cells.

8.2
Inhibition of Polyamine Biosynthesis:
Implications for Therapy

As described above, inhibitors of ODC,
polyamine analogs, and polyamine de-
ficient diets have been used in animal
models to suppress polyamine levels. Both
ODC inhibitors and polyamine analogs
have been useful in identifying the role of
polyamines on tumor growth and host im-
munosuppression. However, polyamine
inhibition as a target for cancer treatment
is complicated by the ubiquitous expres-
sion of polyamines and the contribution of
food sources to an individual’s polyamine
status. Furthermore, polyamines play a
critical role in the proliferation and sur-
vival of normal cells as well as cancer
cells. Future studies are required to iden-
tify mechanism(s) to target polyamine in-
hibitors specifically to neoplastic cells. This
will improve the therapeutic index of this
class of medicine.

9
Tumor Shed Immunosuppressive
Molecules

Tumors can shed antigens into the envi-
ronment to hinder host immune attacks.
The most well-characterized immunosup-
pressive antigens shed from tumors are
the mucins. Mucins are high molecu-
lar weight glycoproteins present on most
secretory epithelial tissues. Most human
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epithelial tumors overexpress aberrantly
glycosylated mucins referred to as MUC-1
and MUC-2. MUC-1 has been employed
as an immunotherapeutic target for can-
cer patients because of its ability to induce
both anti-MUC-1 antibodies and CTL re-
sponses. However, soluble MUC-1 and
MUC-2 have been shown to be immuno-
suppressive tumor antigens. Accordingly,
high serum levels of MUC-1 correlate with
poor survival and enhanced metastatic dis-
ease for adenocarcinoma (breast, ovarian,
pancreatic, and colorectal) following active
specific immunotherapy.

The release of MUC antigens from the
surface of tumor cells might promote tu-
morigenesis and subvert the host immune
system by two mechanisms. First, release
of MUC-1 by tumor cells could inhibit the ef-
fectiveness of the host anti-MUC-specific CTL
response due to the downregulation of spe-
cific tumor antigen expression. Second,
the release of tumor-associated MUC-1
molecules might have direct immunosup-
pressive effects on the host immune system. In
vitro, MUC1 transfection into melanoma
cells decreases their susceptibility to CTL
induced cytolysis. Mucins also inhibit T-
cell proliferation, suppress IL-2 and IFNγ

production by CD4+ T cells, and negatively
regulate T-cell activation at the resting stage.

Similar to mucins, the soluble forms of
annexin II and carcinoembryonic antigen
(CEA), two other tumor-shed antigens,
appear to function as immunosuppressive
factors. Annexin is a membrane-associated
glycoprotein expressed by normal and
tumor cells. Annexin II expression has
been correlated with higher grade tumors
and poorer prognosis in cancer patients.
In its soluble form, annexin II inhibits T-
cell proliferation and suppresses IgG and IgM
secretion from peripheral blood mononuclear
cells. CEA is another example of a ‘‘tumor
antigen’’ currently being evaluated for

use in anticancer immunotherapeutic
strategies. CEA is frequently present on
colorectal tumors. Elevated circulating
CEA levels correlate with poorer survival
rates for patients. The shedding of CEA
from the surface of tumor cells has
been proposed to suppress LAK cytotoxic
activity and inhibit the activities of NK and
Th1 cells.

Finally, tumor-shed gangliosides, which
are glycosphingolipids released into
the tumor cell microenvironment, have
immunosuppressive properties. These
molecules inhibit antigen process and
presentation, lymphocyte proliferation,
and NK cytotoxicity in vitro. In
vivo, inhibition of syngeneic antitumor
immune responses has been shown with
injection of highly purified gangliosides.

Thus, multiple shed tumor-associated
antigens may function as immunosup-
pressive agents and inhibition of these
factors should be considered in attempts
to optimize anticancer immunotherapy.

10
Conclusion

Unfortunately, the struggle between hosts
and tumors often results in defeat for the
host. Despite the fact that tumors pos-
sess antigens capable of stimulating the
host immune system, they succeed in es-
caping the innate and acquired antitumor
host immune responses through multi-
ple and complex mechanisms. Tumors
evade the immune response by expressing
inhibitory cell surface molecules and/or
by releasing factors including: cytokines,
lipids, toxic metabolites, polyamines, and
tumor antigens. These molecules can sup-
press the host immune response and at
the same time stimulate tumor growth
and survival.
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Much is known regarding how single
tumor-derived suppressive factors impair
various immune cell subtypes in isolation.
However, when the effects of numerous
factors on different cell types are stud-
ied in combinations in more complex
systems, their immunoregulatory activi-
ties can sometimes prove to be incon-
sistent with expected results. Thus, the
outcome of tumor rejection or growth
in a host depends on the converging
influence of many different host antitu-
mor molecules and tumor-derived survival
elements. These come together to in-
fluence the ultimate outcome of tumor
destruction or survival in complicated
and interrelated manners. Important fac-
tors that determine the tumor and host’s
fate include: tumor cell type, host im-
mune competence, tumor location, cy-
tokine milieu, timing of appearance of
different factors, origin of specific immune
cells, and activation status of specific im-
mune cells.

It is almost certain that we have not
yet identified all of the tumor-derived im-
munosuppressive factors. Thus, more ex-
tensive studies are required to improve our
understanding of how tumors impair the
host immune response. This information
will be invaluable for the future develop-
ment of improved therapeutics designed to
block tumor-associated host immunosup-
pression in cancer patients. Ultimately, the
aim of this research is to allow physicians
to improve patients’ antitumor immu-
nity, whether through conventional cancer
treatments, novel immunotherapeutic ap-
proaches, or more likely combinations of
the two. It is humbling to recognize that
despite all of the tremendous advances
made to date in the field of anticancer im-
munotherapy, we remain at a very early
stage in the practical application of this
knowledge to patients.

See also Antigen Presenting Cells
(APCs); Cytokines: Interleukins;
Dendritic Cells; Immunology; Im-
munology of Cancer; Innate Im-
munity; Molecular Mediators: Cy-
tokines; Oncology, Molecular.
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Keywords

Cancer Therapy
Strategies to kill and eliminate transformed malignant cells using various approaches
such as chemotherapy, immunotherapy, gene therapy, and others.

Immunotoxins
A form of targeted therapy approach in which a potent toxin is conjugated or
genetically fused to an anitbody or other targeting moiety to specifically target the toxin
to the malignant cell.

Recombinant Antibodies
Antibody molecules or their fragments generated and produced by recombinant DNA
technology.

Targeted Therapy
Therapeutic strategy in which a cytotoxic drug or an effector function is delivered
specifically to the malignant transformed cell by using a specific marker related to the
cancerous phenotype.

� Targeted cancer therapy in general and immunotherapy in particular, combines
rational drug design with the progress in understanding cancer biology. This
approach takes advantage of our recent knowledge of the mechanisms by which
normal cells are transformed into cancer cells, thus, using the special properties of
cancer cells to device novel therapeutic strategies.

Recombinant immunotoxins are excellent examples for such processes, combining
the knowledge of antigen expression by cancer cells with the enormous developments
in recombinant DNA technology and antibody engineering. Recombinant
immunotoxins are composed of a very potent protein toxin fused to a targeting
moiety such as recombinant antibody fragment or growth factor.

These molecules bind to surface antigens specific for cancer cells and kill the
target cells by catalytic inhibition of protein synthesis. Recombinant immunotoxins
are developed for solid tumors and hematological malignancies and have been
characterized intensively for their biological activity in vitro on cultured tumor cell
lines as well as in vivo in animal models of human tumor xenografts. The excellent in
vitro and in vivo activities of recombinant immunotoxins have lead to their preclinical
development and to the initiation of clinical trial protocols. Recent trial results have
demonstrated potent clinical efficacy in patients with malignant diseases that are
refractory to traditional modalities of cancer treatment; surgery, radiation therapy,
and chemotherapy.
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1
Introduction

The rapid progress in understanding the
molecular biology of cancer cells has made
a large impact on the design and develop-
ment of novel therapeutic strategies. These
have been developed because treatment of
cancer by chemotherapy is limited by a
number of factors, and usually fails in
patients whose malignant cells are not
sufficiently different from normal cells
in their growth and metabolism. Other
limiting factors are the low therapeutic in-
dex of most chemotherapeutic agents, the
emergence of drug-resistant populations,
tumor heterogeneity, and the presence of
metastatic disease.

The concept of targeted cancer therapy is
thus an important means of improving the
therapeutic potential of anticancer agents
and lead to the development of novel
approaches such as immunotherapy. The
approach of cancer immunotherapy and
targeted cancer therapy combines rational
drug design with the current advances
in our understanding of cancer biology.
This approach takes advantage of some
special properties of cancer cells – many
of them contain mutant or overexpressed
oncogenes on their surface and these
proteins are attractive antigens for targeted
therapy. The first cell surface receptor to
be linked to cancer was the epidermal
growth factor (EGF) receptor present in
lung, brain, kidney, bladder, breast, and
ovarian cancer. Several other members of
the EGF receptor family, that is, erbB2,
erbB3, and erbB4 receptors, appear to be
abundant on breast and ovary tumors, and
erbB2, for example, is the target for phase
I and II immunotherapy clinical trials.

Other promising candidates for targeted
therapy are differentiation antigens that
are expressed on the surface of mature

cells, but not on the immature stem
cells. The most widely studied exam-
ples of differentiation antigens currently
being used for targeted therapy are ex-
pressed by hematopoietic malignancies,
and include CD19, CD20, and CD22 on
B-cell lymphomas and leukemias, and
the interleukin (IL-)-2 receptor on T-cell
leukemias. Differentiation antigens have
also been found on ovarian, breast, and
prostate cancer.

Another class of antigen, termed tumor-
associated antigens (TAAs), is made up of
molecules that are tightly bound to the
surface of cancer cells and are associated
with the transformed cancer cells. An
example is the carbohydrate antigen Lewis
Y (LeY) that is found in many types
of solid tumors. Another class of TAAs
includes cancer peptides that are presented
by class I MHC molecules on the surface
of tumor cells.

It should be possible to use these
molecular cell surface markers as targets
to eliminate the cancer cells while sparing
the normal cells. For this approach to be
successful, we must generate a targeting
moiety that will bind very specifically
to the antigen or receptor expressed on
the cancer cell surface and arm this
targeting moiety with an effector cytotoxic
moiety. The targeting moiety can be
a specific antibody directed toward the
cancer antigen or a ligand for a specific
overexpressed receptor. The cytotoxic arm
can be a radioisotope, a cytotoxic drug,
or a toxin. One strategy to achieve
this is to arm antibodies that target
cancer cells with powerful toxins that can
originate from both plants and bacteria.
The molecules generated are termed
recombinant immunotoxins.

The goal of immunotoxin therapy is
to target a very potent cytotoxic agent to
cell surface molecules, which will then
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internalize the cytotoxic agent, resulting
in cell death. Developing this type of
therapy has gained much interest in recent
years. Since immunotoxins differ greatly
from chemotherapy in their mode of
action and toxicity profile, it is hoped
that immunotoxins will have the potential
to improve the systemic treatment of
tumors incurable with existing modes
of therapy.

As shown in Fig. 1, immunotoxins can
be divided into two groups: chemical con-
jugates (or first-generation immunotoxins)
and second-generation (or recombinant)

immunotoxins. They both contain toxins
that have their cell binding domains ei-
ther mutated or deleted to prevent them
from binding to normal cells and are ei-
ther fused or chemically conjugated to a
ligand or an antibody specific for cancer
cells (Table 1).

This article will summarize our current
understanding of the design and appli-
cation of second-generation recombinant
Fv–immunotoxins, which utilize recombi-
nant antibody fragments as the targeting
moiety, in the treatment of cancer, and will
also discuss briefly the use of recombinant

First-generation
antibody conjugates

Second-generation
recombinant antibody fusion proteins

Fabtoxin

IgGtoxin

scFvtoxin dsFvtoxin

MW: 200 kDA 64 kDA
Composition: --------------Homogeneous -------------------
IC50 in culture: 1.5 ngmL−1 1.5 ngmL−1

0.063 mgkg−1

T½ in circulation: 20 min
Tumor penetration:  Fair Good

8 h
0.75 mg kg−1

3 ngmL−1
Heterogeneous

66 kDA 90 kDA

Good
23 min

0.075 mgkg−1Dose for CR:

Toxin

Toxin
Toxin Toxin

VL VL
VL

VL VL

VH VH
VH

VH VH
S-S

S-S

S-S S-S
S-S

S-S

C
L

C
L

C
L

C
H1

C
H1

C
H1

C
H2

C
H2

C
H3

C
H3

Fig. 1 Immunotoxins for targeted cancer therapy. First-generation immunotoxins are whole
mAbs to which the toxin is chemically conjugated. Second-generation immunotoxins are
made by recombinant DNA technology by fusing recombinant antibody fragments to the
toxin (usually a truncated or mutated form of the toxin). Three types of recombinant antibody
fragments are used as the targeting moiety in recombinant immunotoxins. Fabs are
composed of the light-chain and the heavy-chain Fd fragment (VH and CH1), connected to
each other via the interchain disulfide bond between CL and CH1. scFv fragments are
stabilized by a peptide linker, which connects the C-terminus of VH or VL with the N-terminus
of the other domain. The VH and VL heterodimer in dsFv is stabilized by engineering a
disulfide bond between the two domains. The biochemical and biological properties
described in the lower part of the figure are depicted for B3–lysPE38 (LMB-1) (a
first-generation antibody–PE chemical conjugate), B3(Fv)–PE38 (LMB-7) (second-generation
recombinant scFv–immunotoxin for an scFv–immunotoxin) and B3(dsFv)–PE38 (LMB-9)
(for a second-generation recombinant dsFv–immunotoxin).
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antibody fragments for other modes of
cancer therapy and diagnosis.

2
First- and Second-generation
Immunotoxins

First-generation immunotoxins were
made in the early 1970s and were
composed of cancer-specific monoclonal
antibodies (mAbs) to which native
bacterial or plant toxins were chemically
conjugated. The understanding of toxin
structure–function properties and the
advancement in recombinant DNA
technology and antibody engineering led
to important breakthroughs in the late
1980s to construct second-generation
recombinant immunotoxins that are
composed of recombinant antibody
fragments derived from cancer-specific
antibodies or phage-display libraries and
truncated forms of toxins. These molecules
are produced in large amounts, needed for
preclinical and clinical studies, in bacteria
and feature better clinical properties.

As shown in Fig. 1, first- and second-
generation immunotoxins contain toxins
that have their cell binding domains either
mutated or deleted to prevent them from
binding to normal cells, and are either
chemically conjugated or fused to a ligand
or an antibody specific for cancer cells.

First-generation immunotoxins, com-
posed of whole antibodies chemically
conjugated to toxins, demonstrated the
feasibility of this concept. Cancer cells
cultured in vitro could be killed under con-
ditions in which the immunotoxin demon-
strated low toxicity toward cultured normal
cells. Clinical trials with these agents had
some success; however, they also revealed
several problems, such as nonspecific tox-
icity toward some normal cells, difficulties

in production and, particularly for the
treatment of solid tumors, poor tumor
penetration due to their large size.

Second-generation immunotoxins have
overcome many of these problems.
Progress in the elucidation of the toxin’s
structure and function combined with
the techniques of protein engineering
facilitated the design and construction
of recombinant molecules with a higher
specificity for cancer cells and reduced tox-
icity to normal cells. At the same time,
advances in recombinant DNA technol-
ogy and antibody engineering enabled
the generation of small antibody frag-
ments. Thus, it was possible to decrease
the size of immunotoxins significantly
and to improve their tumor-penetration
potential in vivo. The development of ad-
vanced methods of recombinant protein
production enabled the large-scale pro-
duction of recombinant immunotoxins of
high purity and quality for clinical use
in sufficient quantities to perform clini-
cal trials.

Another strategy to target cancer cells is
to construct chimeric toxins in which the
engineered truncated portion of the toxin
[Pseudomonas exotoxin (PE) or diphtheria
toxin (DT)] gene is fused to cDNA encod-
ing growth factors or cytokines. These in-
clude transforming growth factor (TGF)-β,
insulin-like growth factor (IGF)-1, acidic
and basic fibroblast growth factor (FGF),
IL-2, IL-4, and IL-6. These recombinant
toxins (oncotoxins) are designed to target
specific tumor cells that overexpress these
receptors (Fig. 1).

In the following sections, we will
summarize the rationale and current
knowledge on the design and applica-
tion of second-generation recombinant
Fv–immunotoxins that utilize recombi-
nant antibody fragments as the targeting
moiety. Recent results of clinical trials
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are summarized. We will also discuss the
powerful new technologies for selecting
new antibodies with unique specificities
and improved properties.

3
The Development of Recombinant
DNA-based Immunotoxins: Design of
Recombinant Immunotoxins

3.1
The Toxin Moiety

The toxins that are most commonly used
to make immunotoxins are ricin, DT,
and PE. These toxins belong to a group
of polypeptide enzymes that catalytically
inactivate protein synthesis leading to cell
death. Some of these toxins have been
shown to induce apoptosis.

The genes for these toxins have been
cloned and expressed in Escherichia coli,
and the crystal structures of all three pro-
teins have been solved. This information,
in combination with mutational studies,
has elucidated which toxin subunits are
involved in their biological activity and,
most importantly, the different steps of
the cytocidal process. DT, PE, ricin, and
their derivatives have all been success-
fully used to prepare immunotoxin con-
jugates, but only PE- and DT-containing
fusion proteins generate active recombi-
nant immunotoxins. This is because the
toxic moiety must be separated from the
binding moiety after internalization. PE
and DT fusion proteins generate their
free toxic moieties by proteolytic pro-
cessing. Ricin does not possess such a
proteolytic processing site and therefore
cannot be attached to the targeting moi-
ety with a peptide bond without losing
cytotoxic activity. Recently, proteolytic pro-
cessing sites were introduced into ricin

by recombinant DNA techniques to try to
overcome this problem.

3.1.1 Plant Toxins
Ricin, or the ricin A-chain fragment, has
been a commonly used toxin for conju-
gation to antibodies. Ricin is synthesized
as single polypeptide chains and processed
posttranslationally into two subunits A and
B linked through a disulfide bond. Ricin
is a 65-kDa glycoprotein purified from the
seeds of the castor bean (Ricinus commu-
nis). It is composed of an A subunit, which
kills cells by catalytically inactivating ri-
bosomes. The A subunit is linked by a
disulfide bond to a B subunit, which is
responsible for cell binding. The B chain
is a galactose-specific lectin that binds to
galactose residues present on cell surface
glycoproteins and glycolipids. Once the B
subunit of ricin binds to the cell mem-
brane, the protein enters the cell through
coated pits and endocytic vesicles. The A
and B subunits of ricin are separated by
a process involving disulfide bond reduc-
tion. The A subunit of ricin translocates
across an intracellular membrane to the
cell cytosol, probably with the assistance
of the B subunit. In the cytosol, it ar-
rests protein synthesis by enzymatically
inactivating the 28S subunit of eukaryotic
ribosomes. Because native ricin is highly
toxic and lacks specificity, several modi-
fied forms of ricin have been developed
to prepare immunotoxins that are better
tolerated by patients.

To decrease the nonspecific binding of
whole ricin, the A chain alone has been
coupled to antibodies. The A chain is
obtained by reducing the disulfide bond
that links it to the B chain. Immunotoxins
composed of the ricin A chain coupled to
well-internalized antibodies can be highly
cytotoxic. In the absence of the B chain (the
binding subunit), however, immunotoxins
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made with poorly internalized antibodies
are not cytotoxic.

Immunotoxins containing the ricin A
chain are rapidly cleared from the circula-
tion by the liver by the binding of mannose
and fucose residues of the A chain to re-
ceptors present on the reticuloendothelial
system and hepatocytes. To circumvent
this problem, these carbohydrate residues
were chemically modified, resulting in a
deglycosylated A chain (dgA) molecule.
In preclinical studies, dgA-containing im-
munotoxins were found to have longer
half-lives in the circulation and better an-
titumor efficacy in vivo. Also, recombinant
A chain produced in E. coli can be used
in place of dgA because it is devoid of
carbohydrate and is not rapidly cleared by
the liver.

Another strategy to decrease the non-
specific toxicity of native ricin is to block
the galactose binding sites of the B chain
by cross-linking with glycopeptide or to
use short cross-linkers to connect the
antibody to the toxin so that the galac-
tose binding site is sterically blocked by
the antibody. Blocked ricin retains a low
affinity for galactose binding sites, which
enhances internalization and cytotoxicity
of an antibody that binds to a poorly inter-
nalized antigen.

Other plant toxins commonly used for
clinical immunotoxin construction are
saporin and pokeweed antiviral protein,
which are single polypeptide chains that
inactivate ribosomes in a similar fashion
to ricin. Because these toxins lack the
binding chain (B chain), they are rela-
tively nontoxic to cells and are used for
immunotoxin production.

3.1.2 Bacterial Toxins: DT and DT
Derivatives
DT is a 58-kDa protein, secreted by
pathogenic Corynebacterium diphtheria,

which contains a lysogenic β phage. DT
ADP-ribosylates eukaryotic elongation fac-
tor (EF)-2 at a ‘‘diphthamide’’ residue
located at His415, using NAD+ as a co-
factor. This modification arrests protein
synthesis and subsequently leads to cell
death. Only a few, and perhaps only one,
DT molecules need to reach the cytosol in
order to kill a cell. When DT is isolated
from the culture medium of C. diphtheria,
it is composed of an N-terminal 21-kDa A
subunit and a C-terminal 37-kDa B sub-
unit held together by a disulfide bond. DT
is the expression product of a single gene,
which when secreted into the medium
is processed into two fragments by extra-
cellular proteases. When DT is produced
as a recombinant single-chain protein in
E. coli, it is not cleaved by the bacteria, but
is instead cleaved by a protease in the tar-
get cells. The A domain of DT contains its
enzymatic activity. The N-terminus of the
B subunit of DT (or the region between
A and B in single-chain DT) mediates
translocation of the A subunit into the
cytoplasm. The B domain, especially its C-
terminus, is responsible for the binding of
DT to target cells. Deletions or mutations
in this part of the molecule abolish or
greatly diminish the binding and toxicity
of DT. DT enters cells via coated pits and is
proteolytically cleaved within the endocytic
compartment, if it is not already in the two-
chain form, and reduced. It also undergoes
a conformational change at the acidic pH
present in endosomes, which probably as-
sists translocation of the A chain into the
cytosol, perhaps via a porelike structure
mediated by the B chain. Derivatives of DT
that are used to make immunotoxins have
the C-terminus altered by mutations or
partially deleted (DAB486, DAB389, and
DT388), but retain the translocation and
ADP-ribosylation activity of DT. Recombi-
nant antibody fusion proteins with such
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derivatives target only cells that bind the
antibody moiety of the immunotoxin.

3.1.3 Bacterial Toxins: PE and PE
Derivatives
Two major research studies have enabled
the use and genetic manipulation of PE
for the design of immunotoxins: (1) the
elucidation of the crystal structure of PE,
showing the toxin to be composed of three
major structural domains, and (2) the
finding that these domains are different
functional modules of the toxin.

PE is a single-chain 66-kDa molecule se-
creted by Pseudomonas aeruginosa that, like
DT, irreversibly ADP-ribosylates the diph-
thamide residue of EF-2, using NAD+ as
cofactor. As a consequence, protein syn-
thesis is inhibited and cell death ensues.
PE is composed of three major domains.
Different functions have been assigned to
each domain by mutational analysis. The

N-terminal domain Ia mediates binding
to the α2-macroglobulin receptor. Domain
Ib is a small domain that lies between
domains II and III, and has no known
function. Domain II mediates transloca-
tion of domain III, the C-terminal ADP-
ribosylating domain, into the cytosol of
target cells (Fig. 2). Translocation occurs
after internalization of the toxin and af-
ter a variety of other steps including a
pH-induced conformational change, pro-
teolytic cleavage at a specific site in domain
II, and a reductive step that separates the
amino and carboxyl fragments. Ultimately,
the C-terminal portion of PE is translo-
cated from the endoplasmic reticulum
into the cytosol. Despite a similar mode
of action of PE and DT, which is ADP-
ribosylation, and a similar initial pathway
of cell entry (internalization via coated pits
and endocytic vesicles) and of processing
(proteolytic cleavage and a reductive step),
they share almost no sequence homology.

Fig. 2 The biological activity of PE A. The Fv portion of
the immunotoxin targets domains II and III of PE to a
cell surface receptor or other target molecule on the
tumor cell (A). The immunotoxin enters the cell by
internalization and is transferred into the endosome
(B). Within the endosome, the molecule unfolds owing
to a fall in pH. The conformational change exposes a
proteolytic site, and a proteolytic cleavage occurs in the
translocation domain between amino acids 279 and 280
(C). A disulfide bond is then broken, thus creating two
fragments: the Fv moiety and a small part of domain II,
and the rest of domain II connected to domain III (D).
The C-terminal fragment containing the
ADP-ribosylation domain (domain III) and most of the
translocation domain (domain II) is carried into the
endoplasmic reticulum (E), and translocation occurs
from the endoplasmic reticulum into the cytosol (F).
The enzymatically active domain ADP-ribosylates EF-2
at a diphthamide residue located at His415, using
NAD+ as a cofactor. This modification arrests protein
synthesis and subsequently leads to cell death by
apoptosis. In DT, the proteolytic processing occurs
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between residues 193 and 194. The catalytic A chain (amino acids 1–193) then translocates to the
cytosol through the endosome with the help of translocation domain residues 326–347 and
358–376, which form an ion channel.
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The only similarity is the spatial arrange-
ment of key residues in their active sites
that are arranged around residue Glu553
in PE and Glu145 in DT.

When the whole toxin is used to make an
immunotoxin, nonspecific toxicity occurs
mainly because of binding of the toxin
portion to cells, mediated by the bind-
ing domain. Consequently, the goal of
making improved derivatives of PE-based
immunotoxins has been to inactivate or
remove the binding domain. Molecules in
which the binding domain has been re-
tained but inactivated by mutations were
made; however, a better alternative to
inactivating the cell binding domain by
mutations is to remove it from PE. The
prototype molecule with this sort of dele-
tion is PE40 (amino acids 253–613, MW
40 kDa]. Because PE40 and its derivatives
described below lack the binding domain
(amino acids 1–252), they have very low
nonspecific toxicity, but make very active
and specific immunotoxins when fused to
recombinant antibodies. Currently, almost
all PE-derived recombinant immunotoxins
are constructed with PE38 (MW 38 kDa),
a PE40 derivative that has, in addition to
the deletion of domain Ia, a second dele-
tion encompassing a portion of domain
Ib (amino acids 365–379). Another use-
ful mutation is to change the C-terminal
sequence of PE from REDLK to KDEL.
This improves the cytotoxicity of PE and
its derivatives, presumably by increasing
their delivery to the endoplasmic reticu-
lum where translocation takes place.

3.2
The Targeting Moiety – Recombinant
Antibody Fragments

The antibody moiety of the recombinant
immunotoxin is responsible for specifi-
cally directing the immunotoxin to the

target cell; thus, the usefulness of the im-
munotoxin depends on the specificity of
the antibody or antibody fragment that is
connected to the toxin. Consequently, for
the construction of recombinant immuno-
toxins, the only antibodies that should be
used are those that recognize antigens that
are expressed on target cancer cells and
are not present on normal cells, present
at very low levels, or are only present on
less-essential cells (Table 1). Receptors for
growth factors like EGF, IL-2, IL-4, IL-6,
or erbB2 are common targets for targeted
cancer therapy because they are highly
expressed on many cancer cells. Other
carcinoma-related antigens include devel-
opmental antigens such as complex carbo-
hydrates, which are often highly abundant
on the surface of cancer cells.

The use of antibodies for immunotoxin
production also requires that the anti-
body–antigen complex be internalized,
because the mechanism of PE-toxin killing
requires endocytosis as a first step in the
entry of the toxin into the cell.

Recombinant immunotoxins contain
antibody fragments as the targeting moi-
ety. These fragments can be produced in
E. coli, and are the result of intensive re-
search and development in recombinant
antibody technologies. Several antibody
fragments have been used to construct
recombinant immunotoxins (Fig. 1). One
type contains Fab fragments in which the
light chain and the heavy chain Fd frag-
ment (VH and CH1) are connected to each
other via an interchain disulfide bond be-
tween CL and CH1. The toxin moiety can
be fused to the carboxyl end of either
CL or CH1. Fabs can be produced in E.
coli, either by secretion, with coexpression
of light chains and Fd fragments or by
expression of the chains in intracellular
inclusion bodies in separate cultures; in
the latter case, they are reconstituted by a
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refolding reaction using a redox-shuffling
buffer system. Several immunotoxins with
Fab fragments have been constructed and
produced in this way.

The smallest functional modules of an-
tibodies required for antigen binding are
Fv fragments. This makes them especially
useful for clinical applications, not only for
generating recombinant immunotoxins
but also for tumor imaging, because their
small size improves tumor penetration. Fv
fragments are heterodimers of the variable
heavy chain (VH) and the variable light
chain (VL) domains. Unlike whole IgG or
Fab, in which the heterodimers are held
together and stabilized by interchain disul-
fide bonds, the VH and VL of Fvs are not
covalently connected and are consequently
unstable; this instability can be overcome
by making recombinant Fvs that have the
VH and VL covalently connected by a pep-
tide linker that fuses the C-terminus of the
VL or VH to the N-terminus of the other do-
main (Fig. 1). These molecules are termed
single-chain Fvs (scFvs), and many retain
the specificity and affinity of the original
antibody. The cloning, construction, and
composition of recombinant Fv fragments
of antibodies and Fv–immunotoxins are
described in Fig. 3.

Many recombinant immunotoxins have
been constructed using scFvs, in which
molecules, the scFv gene is fused to PE38
to generate a potent cytotoxic agent with
targeted specificity (Figs. 1 and 3).

Until recently, the construction of scFvs
was the only general method available to
make stable Fvs. However, many scFvs are
unstable or have reduced affinity for the
antigen compared with the parent antibody
or Fab fragment. This is because the linker
interferes with binding or because the
linker does not sufficiently stabilize the
Fv structure, leading to aggregation and
loss of activity. This is particularly true

at physiological temperatures (37 ◦C). To
overcome these problems, an alternative
strategy has been developed that involves
generating stable Fvs by connecting the VH

and VL domains by an interchain disulfide
bond engineered between structurally
conserved framework residues of the
Fv; these molecules are termed disulfide-
stabilized Fvs (dsFvs). The positions at
which the cysteine residues were to be
placed were identified by computer-based
molecular modeling; as they are located in
the framework of each VH and VL, this
location can be used as a general method
to stabilize almost all Fvs without the need
for any structural information. Many dsFvs
have been constructed in the past three
years (mainly as dsFv–immunotoxins, in
which the dsFv is fused to PE38) and they
show several advantages over scFvs. In
addition to their increased stability (due to
a decreased tendency to aggregate), they
are often produced in higher yields than
scFvs; in several cases, the binding affinity
of the dsFv was significantly improved over
that of the scFv.

4
Construction and Production of
Recombinant Immunotoxins

In the recombinant immunotoxins derived
from PE, the recombinant antibody frag-
ments are fused to the N-terminus of
the truncated derivative of PE (with the
cell binding domain deleted, for example,
PE40 or PE38). This restores the original
domain arrangement of PE, which consists
of an N-terminal binding domain followed
by the translocation domain and the C-
terminal ADP-ribosylation domain.

Only fusions of an antigen binding
domain (Fv) to the N-terminus of truncated
PE are active; C-terminal fusions are
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not active because the bulky antigen
binding domain blocks translocation of the
C-terminal fragment into the cytoplasm.

DT immunotoxins are fusions of
mutated DT with antigen binding regions
of a recombinant antibody. However, in
this case the antigen binding domain must

be fused to the C-terminus of DT. This
corresponds to the inverse arrangement
of the functional modules of PE and DT
(see Fig. 3). DT immunotoxins are ac-
tive only when the enzymatically active
N-terminal domain is free to translocate
into the cytosol.
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The expression vectors used for DT
immunotoxins are very similar to those
used with PE with the exception that
the DNA fragments encoding the binding
moiety are ligated to the 3′-end of the
DT coding region. The cloning of the
antibody variable regions is performed
using cloning techniques that are now well
established (Fig. 3). The plasmid vector for
the expression of scFv–immunotoxins or
the components of dsFv–immunotoxins
is a high copy–number plasmid derived
from vectors made and described by
Studier and Moffatt. These contain the
T7 promoter, translation initiation signals,
and a transcription terminator, as well
as an F+ phage replication origin to
generate single-stranded DNA to be used
for site-directed mutagenesis.

When these plasmids are transformed
into E. coli BL21/DE3 (which contain the
T7 RNA polymerase gene under the con-
trol of the lacUV5 promoter) they generate
large amounts of recombinant protein
upon IPTG induction. The recombinant
scFv–immunotoxin or the components
of the dsFv–immunotoxin accumulate
in insoluble intracellular inclusion bod-
ies. [dsFv–immunotoxins require two cul-
tures, one expressing the VH and one
expressing the VL; the toxin moiety (PE38)
can be fused to either the VH or the
VL.] The inclusion bodies are then iso-
lated, purified, solubilized, reduced, and
subsequently used in a refolding reaction
that is controlled for oxidation (redox shuf-
fling). In the case of dsFv–immunotoxins,
solubilized inclusion bodies of VH and VL

Fig. 3 Cloning, construction, and composition of scFv–and dsFv–immunotoxins. (a) Cloning and
construction of recombinant scFv–and dsFv–immunotoxins. The genes encoding the VH and VL
variable domains are cloned usually from hybridoma mRNA by reverse transcription, cDNA synthesis,
and subsequent PCR amplification using degenerate primers that are complementary to the 5′ or 3′
end of the VH and VL genes, or by primers that are designed according to the N-terminal amino acid
sequence of the mAb to be cloned and conserved sequences at the N-terminal of the heavy and light
constant regions. The variable genes can be also cloned by constant domains primers and using the
RACE rapid amplification of cDNA ends (method). Restriction sites for assembling the peptide linker
sequence that connects the VH and VL domains and for cloning into the expression vector are also
introduced by PCR. Construction of dsFv involves the generation of two expression plasmids that
encode the two components of the dsFv VH-Cys and VL-Cys. The cysteines are introduced in position
44 in FR2 of VH and position 100 of FR4 of VL or position 105 of FR4 in VH and position 43 of FR2 in
VL (numbering system of Kabat et al.) by site-directed mutagenesis using as a template a
uracil-containing single-stranded DNA of the scFv construct from the F+ origin present in the
expression plasmid and cotransfection with M13 helper phage. In addition to the cysteines, cloning
sites, ATG translation initiation codons and stop codons are introduced at the 5′ and 3′ ends and of
the VH and VL genes as shown by site-directed mutagenesis or PCR. The antibody variable genes are
subcloned into an expression vector, which contains the gene for a truncated form of PE. This
expression vector is controlled by the T7 promoter and upon induction of the T7 RNA polymerase,
which is under the control of the lacUV5 promoter, in E. coli BL21λDE3 by IPTG, large amounts of
recombinant protein are produced. (b) Composition of recombinant immunotoxins. In PE-derived
recombinant Fv–immunotoxins, the Fv region of the targeting antibody is fused to the N-terminus of
a truncated form of PE, which contains the translocation domain (domain II) and enzymatically active
ADP-ribosylation domain (domain III]. The cell binding domain of whole PE (domain I) is replaced by
the Fv targeting moiety thus preserving the relative position of the binding domain function to the
other functional domains of PE. In the dsFv–immunotoxins, there are two components. In one, the
VH or VL domains are fused to the N-terminus of the truncated PE and, in the other, the variable
domain is covalently linked by the engineered disulfide bond. DT-derived immunotoxins are fused to
the C-terminus due to the inverse arrangement of the functional modules of PE and DT.



510 Immunotoxins and Recombinant Immunotoxins in Cancer Therapy

(with the toxin fused to either) are mixed
in a 1:1 molar ratio into the refolding so-
lution. The formation of the interchain
disulfide bond between the VH and VL do-
mains is promoted by inducing oxidation
using excess oxidized glutathione or by
refolding at high pH. The immunotoxins
are then purified from the refolding mix-
tures by ion-exchange and size-exclusion
chromatography. Approximately 20 mg of
clinical-grade active immunotoxin can be
obtained from 1 L of a fermentor culture
induced with IPTG.

5
Preclinical Development of Recombinant
Immunotoxins

A wide variety of recombinant immuno-
toxins have been made and tested against
cancer target cells. If found to be active and
are considered to be tested in clinical trials,
they undergo several years of preclinical

development to determine their efficacy
and toxicity in several in vitro and in vivo
experimental models (Table 2).

The initial phase is the characterization
of the biological activity of the immuno-
toxin on cultured tumor cells. These assays
include measurement of cell free enzy-
matic activity, that is, ADP-ribosylation
activity in the case of bacterial toxins, and
the binding affinity of the immunotoxin
to the target antigen, which can be de-
termined on purified antigen, on cells by
binding displacement assays or by surface
plasmon resonance assays. Cytotoxicity as-
says are performed on antigen-bearing
cells and measure either inhibition of pro-
tein synthesis, proliferation, colony counts
or cell viability.

Cytotoxicity assays on malignant, single-
cell suspensions directly obtained from
patients are a very useful test, if available,
since such cells contain the physiological
numbers of receptor or target density,
which, in many cases is lower than

Tab. 2 Functional properties in vitro and in vivo of PE-based recombinant Fv-immunotoxins.

Immunotoxin Specificity Activity in
vitro (IC50)
[ng mL−1]

Binding
affinity (Kd)

[nM]

Antitumor activity
in vivo (xenograft
model)

Anti-Tac(Fv)-PE38
(LMB-2)

CD25 0.15 1.4 Complete regressions/
cures (ATAC4)

B3(Fv)-PE38
(LMB-7)

Lewis Y 1.5 1300 Complete regressions/
cures (A431)

B3(dsFv)-PE38
(LMB-9)

Lewis Y 1.5 24 000 Complete regressions/
cures (A431)

e23(Fv)-PE38
(erb-38)

erbB2/HER2 0.3 40 Partial regressions (A431)

RFB4(dsFv)-PE38
(BL22)

CD22 10 10 Partial and some complete
regressions (CA46)

SS1(Fv)-PE38 Mesothelin 0.5 11 Complete regressions/
cures (A431-K5)

MR1(Fv)-PE38 Mutant EGF-R 3.0 11 Partial regressions
(glioblastoma)

55.1(Fv)-PE38 Mucin carbohydrate 0.3 80 Complete regressions
(Colo205)
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established cell lines. The stability of
recombinant immunotoxins in vitro in
various physiological buffers or human
serum is also an important test to predict
their stability in vivo. In vivo efficacy
of recombinant immunotoxins is usually
demonstrated in immunodeficient mice
bearing xenografts of human tumor cells.
The tumor xenografts can be established
as subcutaneous solid tumors, orthotopic
implants, or disseminated leukemia.

Initial toxicity and pharmacokinetics
studies have also been performed in mice;
however, many target antigens are present
at some level on some normal tissues,
and thus toxicology and pharmacokinetics
studies should be tested in an animal that
has normal cells capable of binding the
target antigen. For most immunotoxins,
this requires studies in monkeys to test
for targeted damage to normal tissues to
predict whether such damage will occur
in humans.

6
Application of Recombinant Immunotoxins

6.1
Recombinant Immunotoxins against Solid
Tumors

The treatment of solid tumors with im-
munotoxins is challenging because of their
physiological nature of tight junctions
between tumor cells, high interstitial pres-
sure within tumors and heterogeneous
blood supply, and also antigen expression.
The greatest need for new therapies is
in the treatment of metastatic epithelial
cancers, and immunotoxins can be a use-
ful addition to the standard procedures of
surgery, radiation, and chemotherapy.

As already described, the use of recom-
binant fragments of antibodies for making

recombinant immunotoxins is especially
useful for the treatment of solid tumors
because their small size improves tumor
penetration. Over recent years, several re-
combinant immunotoxins that target solid
tumors have been developed (Table 2); tar-
gets include breast, lung, gastric, bladder,
and central nervous system cancers. They
are at different stages of clinical develop-
ment and some are already employed in
clinical trials.

mAb B3 is an antibody that reacts with
the LeY antigen present on cancers of the
colon, breast, stomach, lung, and blad-
der. Early trials with a first-generation
immunotoxin (LMB-1) in which an anti-
body to LeY (mAb B3) was used to make
a chemical conjugate with PE38 showed
significant clinical activity, with responses
in colon and breast cancer. The one com-
plete response and one partial response
observed in this trial were the first major
responses to immunotoxins documented
for metastatic breast and colon cancer re-
spectively.

The B3 antibody was then used to
make a single-chain immunotoxin termed
B3(Fv)–PE38 or LMB-7. LMB-7 has
shown good activity against human can-
cer xenografts growing in mice and it is
also able to cure carcinomatous meningitis
in rats when given by the intrathecal route.
A phase I clinical trial with LMB-7 began
in 1995 and is nearing completion. During
the trial, it became evident that LMB-7 lost
activity when incubated at 37 ◦C because
of aggregation, which greatly limited its
ability to penetrate solid tumors.

B3(dsFv)–PE38 (LMB-9) is the dsFv ver-
sion of LMB-7 with stability improved over
that of LMB-7. This improved stability also
allowed it to be used in a continuous-
infusion mode in mice bearing human
tumor xenografts; this route of adminis-
tration showed an improved therapeutic
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window over a bolus injection. Clinical
trials with LMB-9 started in the middle of
1998. A different recombinant single-chain
immunotoxin, BR96(scFv)–PE40 was de-
rived from the anti-LeY mAb BR96 and is
also currently undergoing clinical testing.

Monoclonal antibody e23 is directed
at erbB2 (Her2/neu), which is highly ex-
pressed in many breast, lung, ovarian,
and stomach cancers. e23(dsFv)–PE38 is
a dsFv–immunotoxin composed of the Fv
portion of the e23 antibody and PE38. This
dsFv–immunotoxin has a significantly im-
proved binding affinity and stability com-
pared with its scFv analog, e23(Fv)–PE38.
FRP5scFv–ETA is also a recombinant im-
munotoxin targeting erbB2. Clinical trials
with e23(Fv)–PE38 were initiated in early
1998. In a phase I study on breast cancer
patients, hepatotoxicity was observed in all
patients. Immunohistochemistry showed
the presence of erbB2 on hepatocytes,
explaining the liver toxicity of the im-
munotoxin. This study demonstrated that
targeting of tumors with antibodies to
erbB2 armed with toxic agents or radioiso-
topes may result in unexpected organ
toxicity due to the expression of the target
antigen on normal cells.

Other recombinant immunotoxins that
have been constructed and have antitumor
activities in vitro and in mouse models in
vivo include: B1(Fv)–PE38, also directed
against the LeY antigen; 55.1(Fv)–PE38
and 55.1(dsFv)–PE38, which are directed
at a carbohydrate mucin antigen overex-
pressed in colon cancers; MR1(Fv)–PE38,
constructed by antibody phage-display
technology and directed to a mutant EGF
receptor overexpressed in liver and brain
tumors; and SS(Fv)–PE38, a new recombi-
nant immunotoxin specific for mesothelin,
a differentiation antigen present on the
surface of ovarian cancers, mesotheliomas,
and several other types of human cancers.

SS(Fv)–PE38 was constructed from an Fv
fragment that was isolated by antibody-
phage display from mice that underwent
DNA immunization with a plasmid ex-
pressing the cloned antigen. This ap-
proach to antibody formation eliminates
the need for the production of proteins for
immunization.

Immunotoxins were also used to target
tumors of the central nervous system.
Since the transferrin receptor is expressed
on tumor and normal hepatic cells but not
in normal brain, several trials have targeted
antitransferrin receptor immunotoxins to
brain tumors. These include a conjugate
of mAb 454A12 with a recombinant form
of ricin-A (plant toxin), a conjugate of
human transferrin with a mutant form
of DT and chimeric toxin of recombinant
IL-4–PE38 fusion.

6.2
Recombinant Immunotoxins against
Leukemias and Lymphomas

Conventional immunotoxins, in which
IgGs or Fabs are coupled to toxins, have
also been used to target leukemias and
lymphomas. This approach should be
quite effective because many of the tumor
cells are in the blood and bone marrow,
where they are readily accessible to the
drug. Moreover, fresh cells from patients
may be easily tested for immunotoxin
binding and cytotoxic activity.

Immunotoxins have also been developed
for indirect treatment of malignancies by
their killing of T cells that mediate graft-
versus-host disease (GvHD) in the setting
of allogeneic transplantation. Clinical trials
using ricin-based immunoconjugates for
treatment of leukemias have shown some
promising results, but dose escalation
has been limited by the side effects of
the toxin. In addition, it is important
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to eliminate not only easily accessible
tumor cells but also malignant cells that
are less accessible. Therefore, even for
leukemias, there is a need to develop small
recombinant immunotoxins that will reach
cells outside the circulation. Recombinant
immunotoxins targeted at leukemia and
lymphoma antigens have been made with
antibody fragments specific for the subunit
of the IL-2 receptor (CD25) and for CD22.
In addition, growth factor fusion proteins
have been made that target the IL-2, IL-4,
IL-6, and granulocyte macrophage colony
stimulating factor (GM-CSF) receptors.

The most potent immunotoxin pro-
duced against leukemia cells is anti-
Tac(Fv)–PE38 (LMB-2); this targets CD25,
which is overexpressed on many T-cell
leukemias. LMB-2 is very active against
leukemia cell lines in vitro and has very
good activity in animal models. It also se-
lectively kills cells in vitro obtained from
patients with adult T-cell leukemia without
harming hematopoietic stem cells. Phase
I clinical trials with LMB-2 are showing
promising results. The immunotoxin was
administered to 35 patients for a total of 59
treatment cycles. One hairy cell leukemia
(HCL) patient achieved a complete re-
mission, which is ongoing at 20 months.
Seven partial responses were observed in
cutaneous T-cell lymphoma, HCL, chronic
lymphocytic leukemia, Hodgkin’s disease
and adult T-cell leukemia. Responding
patients had a 2 to 5 log reduction of
circulating malignant cells, improvement
in skin lesions, and regression of lym-
phomatous mass and splenomegally. All
four patients with HCL responded to the
treatment (one with complete responses
and three had 98–99.8% reductions in
malignant circulating cells). A phase II
trial is planned in patients with CD25+
hematologic malignancies and phase I
trials are planned for the prevention of

GvHD in patients undergoing high-risk
allotransplantation.

The conventional immunotoxin RFT5–
SMPT–dgA has also been developed to
target CD25 and has resulted in several
responses in Hodgkin’s disease, one of
which lasted over two years. It is already
undergoing testing for the prevention of
GvHD in patients undergoing allotrans-
plantation and has recently been shown ex
vivo to remove alloreactive donor T cells
while preserving antileukemia and antivi-
ral T-cell responses.

A new agent, RFB4(dsFv)–PE38 (BL22),
is a dsFv–immunotoxin directed at the
CD22 differentiation antigen present on
most B-cell leukemias. It has high cy-
totoxic activity on cultured tumor cells
as well as in animal models and pre-
clinical tests have been completed. This
recombinant immunotoxin recently en-
tered clinical trials in patients with
leukemias. Initial phase I trials in 16
chemotherapy-resistant HCL patients re-
sulted in 11 complete responses and two
partial responses, including two partial re-
sponses in patients ineligible for LMB-2
because of CD25− HCL cells. Responses
to BL22 were associated with at least
a 99.5% reduction in circulating HCL
cells. BL22 also induced responses in
chronic lymphocytic leukemia. These re-
cent results demonstrate that recombinant
Fv–immunotoxins containing truncated
PE are particularly effective in patients
with chemotherapy-refractory HCL and
other hematological malignancies. Other
targets for the development of B-cell
leukemia–specific recombinant immuno-
toxins include the CD19 and CD20 differ-
entiation antigens in B-cell tumors, and
CD30 in Hodgkin’s lymphoma.

The B-cell lymphoma markers CD22 and
CD19 were also targeted using conven-
tional first-generation immunotoxins with
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dgA – IgG–RFB4–dgA (targeting CD22)
and IgG–HD37–dgA (targeting CD19).
Leukemias and lymphomas were also tar-
geted with recombinant fusions of IL-2
with truncated DT.

7
Isolation of New and Improved Antibody
Fragments as Targeting Moieties: Display
Technologies for the Improvement of
Immunotoxin Activity

The generation of mAbs made by im-
munizing animals and allowing in vivo
processes, such as immune tolerance
and somatic hypermutation, to shape the
antigen-combining site is a key issue
for the generation of specific antibod-
ies. The unique features required from
these molecules were already described
in Sect. 1 of this article. These antibodies
created in vivo can be used for many re-
search and diagnostic applications. Mouse
mAbs might be made less immunogenic
and more effective for human therapy
by reformatting the binding site into
chimeric or complementary-determining
region (CDR)-grafted antibodies. The ad-
vances in recombinant DNA technology
and antibody engineering have also led
to the ability to manipulate the size of
the antigen binding domain as described
in this article. The two variable domains
of the binding site can be cloned and
arranged into a large array of possible
molecular formats and sizes, and ex-
pressed in a variety of hosts, ranging
from bacteria, lower eukaryotes such as
yeast and fungi, to the higher eukaryotes,
including mammalian cells, transgenic an-
imals and plants. Extraordinary progress
in engineering and selecting small an-
tibody fragments for immunotherapeutic
approaches has been made over the past

decade, when molecular display technolo-
gies have been developed that allow us to
create very large repertoires of mouse or
fully human antibodies that are displayed
on filamentous phage or other molecu-
lar display systems. These technologies
are now revolutionizing the way in which
we can build high-affinity binding sites
from scratch, from any species (including
humans) and use them for clinical appli-
cations such as the targeting of a drug
or toxin to cancer cells as in recombinant
Fv–immunotoxins.

The concept of molecular display tech-
nology relays on the physical linkage be-
tween the genotype (the antibody variable
region genes) and the phenotype (antigen-
binding capability) to allow simultaneous
selection of the genes that encode a pro-
tein with the desired binding function.
This concept can be viewed as an in vitro
mimicking system for the natural anti-
body response function of the immune
system. This concept was first applied
by George Smith in 1985 to small pep-
tides. The display of functional antibody
repertoires on phages required several ad-
ditional discoveries. First, a procedure for
accessing large collections of antibody vari-
able domains was needed; this was first
described in 1989, when partially degen-
erate oligonucleotides priming to the 5′
and 3′ end of variable region genes and
the polymerase chain reaction (PCR) were
used to amplify hybridoma or large collec-
tions of variable genes. Second, as whole
antibodies cannot yet be functionally ex-
pressed in bacteria, a crucial discovery was
that antibody fragments (Fab or scFv) were
functionally expressed in E. coli when they
were secreted into the periplasm of the
bacteria, which simulated the naturally ox-
idizing environment of the endoplasmic
reticulum. By providing restriction sites in



Immunotoxins and Recombinant Immunotoxins in Cancer Therapy 515

the oligonucleotides used for PCR ampli-
fication, antibody libraries could thus be
cloned for expression in E. coli. Initially,
such antibody libraries were expressed
from phage-λ vectors; a plaque-screening
assay with labeled antigen was then used
to identify antigen-specific binding sites.
Such time-consuming procedures were
rapidly replaced by the third seminal devel-
opment: the provision of a link between the
phenotype and the genotype using phages.
In 1990, McCafferty et al. showed that an-
tibody fragments could be displayed on the
surface of filamentous phage particles by
fusion of the antibody variable genes to one
of the phage coat proteins. Multiple rounds
of affinity selection could subsequently
enrich antigen-specific phage antibodies,
because the phage particle carries the gene
encoding the displayed antibody. This was
originally reported for scFv fragments, and
later for Fab fragments and other antibody
derivatives such as diabodies, as well as
extended to various display systems. With
these advances in place, it became possi-
ble to make phage antibody libraries by
PCR cloning of large collections of vari-
able region genes expressing each of the
binding sites on the surface of a different
phage particle and harvesting the antigen-
specific binding sites by in vitro selection
of the phage mixture on a chosen anti-
gen. In the early 1990s, Clackson et al.
showed for the first time that phage-display
technology could be used to select antigen-
specific antibodies from libraries made
from the spleen B cells of immunized
mice, thereby bypassing the requirement
to immortalize the antigen-specific B cells,
as in the hybridoma technology. Similarly,
libraries were made from human B cells
taken from animals or individuals immu-
nized with antigen, exposed to infectious
agents, with autoimmune diseases or with
cancer. Thus, phage-display technology in

the early 1990s had already shown the
potential to replace hybridoma technol-
ogy by rescuing V genes from immune
B cells. Further advances were reported
in the mid-1990s that would bypass the
use of immunization and animals alto-
gether. First, it was shown that antibodies
against many different antigens could be
selected from nonimmune libraries, made
from the naive light-chain and heavy-chain
IgM V-gene pools of B cells of a non-
immunized, healthy individual. Second,
libraries of synthetic antibody genes, with
variable genes not harvested from immune
sources but consisting of germline seg-
ments artificially provided with diversity
by oligonucleotide cloning, were shown
to behave in a similar way to naive anti-
body libraries. It thus became possible to
use primary antibody libraries, with huge
collections of binding sites with different
specificities, to select in vitro binding sites
against most antigens, including nonim-
munogenic molecules, toxic substances,
and targets conserved between species.

Since these key discoveries, there have
been numerous reports on applications
of phage antibody libraries, ranging from
basic research to drug development. In
addition, many novel, related molecular
display methods for antibodies have been
described, including display systems on ri-
bosomes, bacteria, and yeast cells. These
technologies follow similar concepts for
in vitro selection and improvement of
binding sites. Novel selection strategies of
phage-display libraries and other molecu-
lar display systems are being developed for
the identification of novel antigen-binding
fragments. These include selection for
binding using purified or nonpurified anti-
gen, selection for function, selection based
on display capability and phage infectiv-
ity, subtractive selection procedures, and
also using high-throughput selection and



516 Immunotoxins and Recombinant Immunotoxins in Cancer Therapy

screening. The use of phage-display sys-
tems will revolutionize the field of targeted
drug therapy in general and the recombi-
nant immunotoxin field in particular, be-
cause advances in this field are dependent
not only on the identification of new targets
on cancer cells but also on the development
of new and very specific targeting moi-
eties such as antibody fragments (scFvs).
Phage-display technology now enables one
to select such molecules against unique
targets, especially when hybridoma tech-
nology fails to produce antibodies against
an antigen or when nonimmunogenic or
conserved targets between species are be-
ing used. Alternatives to phage display
for making fully human antibodies are
technologies developed using transgenic
mice (xenomice). These transgenic mice
have been engineered to lack the native
murine immune repertoire and instead
harbor most of the human immune sys-
tem V genes in the germline. Injection of
these ‘‘humanized’’ animals with a foreign
antigen or hapten effectively evokes an im-
mune response and a humanlike antibody
is produced in the B cells. The antibody
genes can be recovered from B cells either
by PCR and library selection or by fusion
into a monoclonal cell line by classic hy-
bridoma technology. Several examples of
recombinant Fv–immunotoxins that were
constructed from scFvs isolated by phage
display have already been reported and are
being considered for use in clinical trials.

The phage-display approach has been
used to isolate an scFv that binds with
high affinity to a mutant form of the
EGF receptor in which a deletion of a
portion of the extracellular domain of
the receptor generates a tumor-specific
antigen. Another novel target for cancer
therapy could be cancer-specific peptides
presented on human leukocyte antigen
(HLA) molecules on the surface of tumor

cells. To accomplish this, it will be neces-
sary to isolate antibodies that recognize
tumor-specific peptides associated with
class I MHC molecules on tumor cells.
As a first step in this direction, a recombi-
nant immunotoxin has been constructed
using an antibody that was isolated by
phage display and that binds specifi-
cally to peptide/MHC complexes found
on virally infected cells. This recombinant
immunotoxin was cytotoxic only to cells
specifically expressing hemagglutinin pep-
tide HA255–262 in complex with H-2Kk

(mouse class I MHC) and was not cytotoxic
to cells that express other peptides associ-
ated with H-2Kk or to cells not expressing
H-2Kk. These studies indicate that, if
antibodies that recognize tumor-specific
peptides in the context of class I MHC
molecules can be developed, they should
be very useful agents for targeted cancer
immunotherapy. Recently, the isolation of
a human antibody directed against a pep-
tide encoded by the melanoma-associated
antigen MAGE-A1 presented by HLA-A1
molecules was reported. A large phage-
Fab antibody repertoire was selected on a
recombinant version of the complex. One
of the selected phage antibodies shows
binding to HLA-A1 complexed with the
MAGE-A1 peptide, but does not show
binding to HLA-A1 complexed with a
peptide encoded by gene MAGE-A3 and
differing from the MAGE-A1 peptide by
only three residues. Phages carrying this
recombinant antibody bind to HLA-A1+
cells only after in vitro loading with MAGE-
A1 peptide. It remains now to see if such
human anti-MHC/peptide complexes may
prove useful for monitoring the cell surface
expression of these complexes and, eventu-
ally, as a targeting reagent for the specific
killing of tumor cells expressing tumor
peptide/MHC complexes. The isolation of
such rare antibodies against unique tumor
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targets is a proof of the powerful abili-
ties of antibody phage-display technology
for the development of new generations
of targeting molecules for cancer therapy
and diagnosis.

Phage-display technology can be used
not only to create new scFv antibodies
but also to improve the properties of ex-
isting scFvs. Improvements in antibody
stability, expression, and binding affinity
can be achieved by using a combination
of strategies including random and di-
rected mutagenesis of CDR regions, DNA
shuffling, and error-prone PCR. These mu-
tagenesis strategies combined with the
powerful selection methods available to
screen antibody phage-display libraries can
yield scFv molecules with significantly im-
proved properties for clinical applications.
For example, phage display was used to
improve antibody affinity by mimicking
somatic hypermutation in vitro. In vivo
affinity maturation of antibodies involves
mutation of hot spots in the DNA encod-
ing the variable regions. This information
was used to develop a strategy to improve
antibody affinity in vitro using phage-
display technology. The anti-mesothelin
scFv, SS(scFv), was used to identify DNA
sequences in the variable regions that are
naturally prone to hypermutations. In a
few selected hot spot regions encoding
nonconserved amino acids, random mu-
tations were introduced to make libraries
with a size requirement between 103 and
104 independent clones. Panning of the
hot spot libraries yielded several mutants
with a 15- to 55-fold increase in affinity
compared with a single clone with a 4-
fold increased affinity from a library in
which mutagenesis was done outside the
hot spots (Table 2). This is an example
of a powerful phage-display-based strategy
that should be generally applicable for the
rapid isolation of higher-affinity mutants

of Fvs, Fabs, and other recombinant anti-
bodies from antibody-phage libraries that
are smaller in size.

In another example, random CDR
mutagenesis to obtain mutants of
MR1(Fv)–PE38, a single-chain recombi-
nant immunotoxin that targets a mutant
form of the EGF receptor, EGFRvIII, that
is frequently overexpressed in malignant
glioblastomas, was performed (Table 2).
Initially, nine residues of heavy chain
CDR3 were randomly mutagenized and
several mutants with increased binding
affinity were isolated. All mutations were
in regions that correspond to a DNA
hot spot. The mutant MR1Fvs with an
increased affinity for EGFRvIII had an
increased activity when converted to re-
combinant immunotoxins. A specific re-
gion of the variable region of the antibody
light chain CDR3 that corresponded to a
hot spot was mutagenized, and a mutant
antibody with an additional increase in
affinity and cytotoxic activity was isolated.
These studies further show that targeting
hot spots in the CDRs of Fvs is an ef-
fective approach for obtaining Fvs with
increased affinity.

8
Improving The Therapeutic Window of
Recombinant Immunotoxins: The Balance
of Toxicity, Immunogenicity, and Efficacy

Although some of the problems, includ-
ing design, large-scale production and
stability, associated with the initial recom-
binant immunotoxins have been solved,
other fundamental problems need to be
addressed that are relevant to much of the
immunotherapy field. Specificity, toxicity,
and immunogenicity are major factors that
will determine the usefulness and success
of recombinant immunotoxins.
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8.1
Immune Responses and Dose-limiting
Toxicity

As with any cytotoxic agent, side effects
such as nonspecific toxicity and immuno-
genicity can occur when multiple injec-
tions of immunotoxins are given. One
class of side effects is due to inappro-
priate targeting of the immunotoxin to
normal cells because of the poor speci-
ficity of the antibody. In addition, the
toxin or the Fv portion of the antibody
can bind nonspecifically to various tissues.
For example, in mice, which usually do
not contain target antigens, liver damage
occurs when large amounts of immuno-
toxins are given. Molecular modeling com-
bined with site-directed mutagenesis may
help in the design of new versions of the
toxin with decreased toxicity caused by
nonspecific binding.

The development of neutralizing anti-
bodies usually occurs after 10 days and
limits the therapeutic application of im-
munotoxins to this 10-day period. Recent
data from clinical trials indicate that pa-
tients with solid tumors develop antibodies
much more readily then those with hema-
tologic tumors. It is speculated that some
hematologic tumors may be associated
with less immunogenicity than others.
For example, none of 14 patients with
chronic lymphocytic leukemia treated with
LMB-2 or BL22 have shown any evidence
of antibodies.

Several approaches have been taken
to reduce immunogenicity. One is to
make small molecules, which appear
to be less immunogenic; another is
to use immunosuppressive agents such
as deoxyspergualin or CTLA-4–Ig, an
inhibitor of the costimulation pathways
required for T-cell help and activation
through the CD28/CTLA-4–CD80/CD86

complex. Another approach is to use
the anti-CD20 mAb, Rituximab, which
induces B-cell depletion in the majority
of patients and is itself nonimmunogenic.

The dose-limiting toxicity of many im-
munotoxins is vascular leak syndrome
(VLS). Recent studies indicate that recom-
binant toxins, including those containing
mutated forms of PE, produce VLS in
rats and that inflammation, which can
be suppressed by steroids or nonsteroidal
anti-inflammatory agents, mediates the
VLS. VLS can also be mediated indirectly
by the activation of endothelial cells and/or
macrophages via cytokines such as tumor
necrosis factor-α and interferon-γ . The ac-
tivated cells produce nitric oxide (NO),
which then can mediate oxidative dam-
age to the endothelial cells and result in
increased permeability.

Some studies demonstrate direct en-
dothelial cell damage caused by binding
the toxin to the cells. The direct damage
to the cell is mediated by the enzymatic
activity of the toxin, while others show
an indirect damage that is mediated by
binding of the targeting moiety. For exam-
ple, experiments with human umbilical
vein endothelial cells exposed to LMB-1
(antibody conjugate with truncated PE38)
indicated that the mAb B3 rather than
PE38 was binding to the LeY antigen
on endothelial cells. Recent experiments
using an in vivo model composed of hu-
man neonatal foreskin xenografts in severe
combined immuno-deficient (SCID) mice
identified a 3-amino acid motif present
in protein toxins and in IL-2 that causes
VLS without other toxin activity. Thus,
VLS can be blocked in future trials with
anti-inflammatory agents to block cytokine
action, or by mutations or peptide in-
hibitors that will prevent the binding of
the toxin or the targeting moiety to en-
dothelial cells.
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Toxicity can also be reduced by modifica-
tions in the scFv-targeting moiety. For ex-
ample, reduction of the nonspecific animal
toxicity of recombinant Fv–immunotoxin
anti-Tac(Fv)–PE38 (which targets the IL-
2 receptor) was achieved by introducing
mutations in the framework regions of
the Fv, which lower the isoelectric point
(pI). The dose escalation with this re-
combinant Fv–immunotoxin (that has
produced eight responses, including a
durable clinically complete remission in
a recently completed phase I trial of
leukemias and lymphomas) was limited
by liver toxicity. It was noted that the
Fv of anti-Tac has a pI of 10.2, which
brought about the hypothesis that the over-
all positive charge on the Fv portion of
anti-Tac(Fv)–PE38 contributes to nonspe-
cific binding to liver cells and results in
dose-limiting liver toxicity. A mouse model
was used to investigate the basis of this
toxicity, and it was found that lowering
the pI of the Fv of anti-Tac from 10.2
to 6.82 by selective mutation of surface
residues causes a 3-fold decrease in an-
imal toxicity and hepatic necrosis. This
change in pI did not significantly alter
the CD25 binding affinity, the cytotoxic
activity toward target cells, or antitumor
activity, resulting in a 3-fold improve-
ment in the therapeutic index. If this
decreased toxicity occurs in humans, it
should greatly increase the clinical utility
of this immunotoxin.

Another strategy to overcome the prob-
lems of nonspecific toxicity and antigenic-
ity is by the chemical modification of the re-
combinant Fv–immunotoxins. An exam-
ple of this was also demonstrated recently
in which site-specific chemical modifica-
tion with polyethylene glycol (PEGylation)
of anti-Tac(Fv)–PE38 (LMB-2) improved
its antitumor activity, and reduced animal
toxicity and immunogenicity. PEGylation

can increase plasma half-lives, stability,
and therapeutic potency. To produce a PE-
Gylated recombinant immunotoxin with
improved therapeutic properties, a mu-
tant form of anti-Tac(Fv)–PE38 (LMB-2)
in which one cysteine residue was in-
troduced into the peptide connector (AS-
GCGPE) between the Fv and the toxin
was constructed. This mutant LMB-2
(Cys1-LMB-2), which retained full cyto-
toxic activity, was then site-specifically
conjugated with 5 or 20 kDa of polyethy-
lene glycol–maleimide. When compared
with unmodified LMB-2, both PEGylated
immunotoxins showed similar cytotoxic
activities in vitro, but superior stability
at 37 ◦C in mouse serum, a 5- to 8-
fold increase in plasma half-lives in mice
and a 3- to 4-fold increase in antitu-
mor activity. This was accompanied by
a substantial decrease in animal toxicity
and immunogenicity. Site-specific PEGy-
lation of recombinant immunotoxins may
thus increase their therapeutic potency
in humans.

8.2
Specificity Dictated by the Targeting Moiety

Specificity of the recombinant immuno-
toxin is determined by the distribution
of the target antigens; several target anti-
gens are relatively cancer specific, but are
present on some normal cells in small
amounts. For example, erbB2, although
overexpressed on tumor cells, is also ex-
pressed on a limited number of normal
cells. This reactivity with normal cells may
cause side effects during immunotoxin
therapy. It was discovered during a clin-
ical trial that small amounts of the LeY
antigen are expressed on the surface of
endothelial cells and damage to these cells
caused VLS. To overcome such problems,
new specific targets and new reagents
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against the cancer antigens that will recog-
nize only the tumor-associated molecules
must be identified and developed. The con-
struction of large phage-display antibody
libraries may result in the isolation and
characterization of new reagents with im-
proved specificity and affinity for cancer-
targeted therapy.

9
Conclusions and Perspectives

Over the past decade, several second-
generation recombinant immunotoxins
with improved properties have been de-
veloped and are currently being evalu-
ated in clinical trials. Several of these
show clinical activity and promising re-
sults in phase I trials. The outcome of
these clinical trials demonstrates that the
promising preclinical results with these
new agents can be translated into more
substantial clinical responses, and that
similar agents that target other cancer
antigens merit further clinical develop-
ment. These accumulating results suggest
that Fv–immunotoxins merit further de-
velopment as a new modality for targeted
cancer treatment.

See also Antigen Presenting Cells
(APCs); Dendritic Cells; Immuno-
logy; Innate Immunity; Oncology,
Molecular.
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Keywords

Assisted Reproductive Technology
Refers to any intervention designed to help or improve fertility, including artificial
insemination and in vitro fertilization.

Mitochondria
The major energy producing organelles of the oocyte; however, it is not completely clear
when their metabolic role begins during early embryonic development. The sperm
mitochondria are eliminated during fertilization or early embryonic development.

Oocyte
The female gamete; in most mammals, the oocyte (or egg) is arrested in metaphase of
the second meiotic division before it participates in fertilization.

Spermatozoa
The male gametes; supply the paternal genome during fertilization and activate the egg
to begin developing into an embryo.

Zona Pellucida
A glycoprotein envelope enclosing the oocyte; in most mammals, the zona prevents
more than one spermatozoon from reaching the oocyte.

� Fertilization in mammals takes place within the female reproductive tract, so
information about mechanisms and molecules regulating them must come largely
from studies on in vitro fertilization. Such studies have been most informative about
fertilization mechanisms, including chemotaxis, the sperm acrosome reaction,
the molecular nature of sperm–egg binding, and events occurring during and
after sperm–egg plasma membrane fusion. However, many details remain to be
elucidated, such as the molecular nature of sperm capacitation, the precise way
in which the spermatozoon traverses the egg’s zona pellucida, the identity of the
sperm-derived signal that initiates egg activation, the mechanistic linkage between
calcium oscillations and subsequent developmental events, and the mechanism by
which paternal mitochondria are normally eliminated so that only maternal mtDNA
is inherited. A major concern is whether use of novel technologies for alleviating
human infertility can introduce anomalies such as paternal mtDNA inheritance,
and if so, what consequences this may have for pre- or postnatal development.
Until recently, it was difficult to detect small amounts of anomalous mtDNA that
might be present within an embryo. However, the application of highly sensitive
techniques such as RT-PCR and molecular beacon analysis can compensate for the
very small numbers of oocytes that are available for analysis in mammals and so will
rapidly provide further insights into the molecular mechanisms of fertilization and
subsequent development.
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1
Introduction

Until about 1960, most of what we knew
about fertilization in animals came from
studies with species such as sea urchins
and frogs, for the simple reason that ex-
ternal fertilization allows detailed study of
mechanisms and the molecules responsi-
ble for them. In contrast, very little can
be deduced about mammalian fertiliza-
tion as it occurs within the oviduct, except
for ultrastructural observations on in situ
fixed material. It was not until the advent
of in vitro fertilization (IVF) technology
for mammals that detailed, mechanistic
studies could be undertaken. The first con-
vincing reports of successful IVF were
published in the late 1950s and the first
human IVF was achieved in 1969. Even
though IVF technology has been greatly
improved (e.g. the ability to support sperm
capacitation in vitro), and it is now rou-
tine in many species, there are still some
inherent constraints. The relatively low
number and small size of eggs that can
be obtained from a single female mam-
mal (compared with sea urchins or frogs)
still impedes research progress. Moreover,
mammalian IVF requires specialized and
highly controlled culture conditions, such
as precise gas mixtures, controlled tem-
peratures (which vary among species), and
(sometimes) specific chemical activators
for spermatozoa to achieve fertilization. All
these factors need to be optimized to maxi-
mize success and thus, make the most use
of very limited amounts of material (eggs
or embryos).

Because of the great reliance on IVF
technology for advancing understanding
of mammalian fertilization mechanisms,
these two research areas have gone hand in
hand for the past 40 years. Along the way,
much has been learned about the process

of fertilization, but it should be recognized
that we cannot always be certain that events
in vitro precisely represent those occur-
ring in the natural milieu. The following
sections describe some of the important
findings derived from studies with mam-
malian gametes in vitro and indicate key
areas where more knowledge is needed.

2
Biology of Spermatozoa

2.1
Sperm Chemotaxis

Before a spermatozoon can fertilize an
egg, it has to reach the site of fertilization
within the oviduct. Once it reaches there,
the spermatozoon still has to make contact
with the oocyte, which raises the intriguing
question whether this is a random process
or whether it is guided by some chemical
signal released by the oocyte.

The fact that oocytes produce signals
to attract spermatozoa has been well
documented in marine species that re-
produce by external fertilization, such as
sea urchins. However, finding evidence of
sperm chemotaxis in mammals as well
as deciphering the nature of the signals,
and the response pathways they may elicit
has proven to be a much more arduous
task. Early evidence suggested that fol-
licular fluid contained substances with
chemotactic properties. However, often
this evidence was difficult to confirm,
mainly because observations were limited
to in vitro conditions and, more pertinently,
because of the uncertainties inherent in
trying to distinguish chemotaxis from ran-
dom sperm accumulations that can be
caused by other factors.

New support for the existence of
chemotaxis in mammalian fertilization
has come from recent reports of olfactory
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receptors on human sperm cells. While
it had been known for some time that
olfactory receptor (OR) proteins can be
found not only in human testicular tis-
sues but also in the membranes of mature
dog spermatozoa, the recent discovery of
the odorant receptor hOR17-4 on sperma-
tozoa has given new impetus to the idea
that such receptors may be important in
the ability of spermatozoa to receive chem-
ical signals. hOR17-4 belongs to an OR
gene family that has 500 to 1000 mem-
bers, many of which are expressed in the
testis and several other tissues where their
role is unclear. Several of the ∼50 tes-
ticular ORs are made predominantly or
exclusively in spermatogenic cells derived
from human testicular tissue. These new
ORs belong to the greater superfamily of G
protein-coupled receptors, which includes
the opsins and a large variety of hormone
and neurotransmitter receptors. Through
heterologous expression of hOR17-4 in a
human kidney cell line, it was possible
to identify several agonists. One of these,
bourgeonal, was not only able to induce
chemotactic behavior in spermatozoa but
also to produce some of the changes in
intracellular Ca2+ usually associated with
sperm modifications seen in vitro.

2.2
Sperm Capacitation and Hyperactivation

An important aspect of male fertility is
the physiological priming of spermatozoa
by a multifactorial process called capaci-
tation. The culmination of this process is
when spermatozoa are capable of bind-
ing to the sugar residues on the egg’s
extracellular envelope called the zona pellu-
cida (ZP). Early attempts to use ejaculated
spermatozoa for in vitro fertilization of
oocytes met with little success. The ex-
planation for these failures came from the

work of two investigators in 1951 who
discovered that spermatozoa needed to re-
main in the female reproductive tract for
several hours before they gained the ca-
pacity to fertilize an oocyte. This process
was termed capacitation. The modifica-
tions that occur in spermatozoa during
this period are still poorly understood.
Interestingly, the need for capacitation ap-
pears to be restricted to mammals where
it represents the first step in a cascade of
events that allows spermatozoa to rapidly
undergo the necessary changes to pene-
trate the oocyte. As capacitation proceeds,
a number of biochemical changes oc-
cur in spermatozoa (1) increased adenylyl
cyclase activity and increased levels of
cyclic adenosine monophosphate (cAMP),
(2) protein tyrosine kinase phosphoryla-
tion of a subset of sperm components,
(3) elevated intrasperm pH, (4) Ca2+ in-
flux, (5) loss of sperm surface components,
(6) modification/alteration of the sperm
plasma membrane, and (7) changes in
the surface lectin-binding patterns. Ca-
pacitation is not accompanied by visi-
ble morphological changes, but is mani-
fested as modifications in the composition
of membrane surface antigens that be-
come accessible over the acrosome. Many
intra-acrosomal contents including glyco-
hydrolases appear on mouse and human
capacitating/capacitated spermatozoa in a
time-dependent manner.

In rhesus and cynomolgus monkeys,
capacitation of spermatozoa has also been
induced in vitro by exposure to the
cyclic nucleotide analog dbcAMP together
with caffeine. Exposure of cynomolgus
spermatozoa to these reagents results
in increased tyrosine phosphorylation of
sperm tail proteins, which may be one
of the mediators of the changes in
motility associated with capacitation in this
species. These motility changes, which are
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characterized by a pronounced increase
in the amplitude of flagellar bending,
have been termed hyperactivation and
were first reported by Yanagimachi. Other
factors that have been associated with
hyperactivation are an increased level of
intracellular cAMP as well as a change
in the level of Ca2+ in the flagellum
and sperm head. Whether hyperactivation
and capacitation are tightly coupled in
vivo has not yet been resolved with
certainty. A number of studies using
various sperm treatments have shown
that at least in vitro the two processes
can be uncoupled. It is interesting to
note that in humans only capacitated
spermatozoa appear to be chemotactically
responsive to follicular fluid, indicating
that capacitation assists spermatozoa to
accomplish fertilization in more than
one respect. It will be interesting to
determine if capacitation is a prerequisite
for chemotaxis involving the olfactory
receptors described by Spehr et al.

3
Fertilization

3.1
Sperm Binding to the Zona Pellucida and
the Acrosome Reaction

The mammalian oocyte is surrounded by
a mass of small somatic cells called cu-
mulus cells, which in turn are embedded
in an extracellular matrix they secrete
that is rich in hyaluronic acid and con-
tains various proteins. Spermatozoa pass
through this matrix presumably with the
aid of a membrane-bound hyaluronidase.
The presence of one of these proteins,
termed PH-20, has been confirmed in
macaque and cynomolgus spermatozoa.
However, Talbot showed that spermatozoa

from some animals, such as frogs, which
do not contain hyaluronidase, neverthe-
less could pass through the mammalian
cumulus matrix. This makes the role
of hyaluronidase in cumulus penetration
somewhat inconclusive.

The zona pellucida of the oocyte con-
tains several glycoproteins that are crucial
for the ability of spermatozoa to gain ac-
cess to the egg. The structure and function
of these molecules have been best char-
acterized in the mouse zona pellucida,
in which there are three glycoproteins
termed ZP1, ZP2, and ZP3 (alternately
termed ZPA, ZPB, and ZPC). Each of
these has a specific function, including
binding of spermatozoa and induction
of the acrosome reaction. Homologs ex-
ist in other species but there appear to
be more than three zona pellucida pro-
teins and/or their molecular weights vary
over a range because of differential gly-
cosylation. The genes encoding the zona
pellucida proteins have been cloned in a va-
riety of species including the cynomolgus
monkey and baboon and these proteins
have been localized histochemically on
the zona pellucida in cynomolgus mon-
key oocytes. Binding of spermatozoa to
the zona pellucida appears to be com-
pleted in two phases, comprising an initial
loose attachment that is quickly followed
by tighter binding. Evidence gained mostly
from work in the mouse suggests that
ZP3 is the protein primarily involved in
the initial binding of spermatozoa and
the induction of the acrosome reaction
while ZP1 acts as a secondary receptor for
stronger binding.

The structure of the human zona pel-
lucida surrounding mature, preovulatory
oocytes has not been routinely exam-
ined. Using antisera generated against
synthetic ZP3 peptides, human metaphase
II oocytes obtained after insemination in
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vitro have been studied under a variety of
conditions. Interestingly, in cases of failed
fertilization with either a poor ovarian re-
sponse or with morphologically defective
oocytes (and in the presence of normal
sperm parameters), there is a marked
alteration in the zona pellucida immunore-
activity to the antisera. These findings
indicated the presence of structural defects
of the protein backbone of ZP3 within the
zona pellucida, and suggest that this defect
may also be a possible cause of fertilization
failure. There is virtually no information
about putative abnormalities that could
operate at the level of receptor–ligand
interaction during human gamete bind-
ing. Several monosaccharides located on
ZP3 have been implicated as the binding
epitopes including mannose, α-galactose,
and β-N-acetylglucosamine. Much of this
evidence relies on the use of synthetic
oligosaccharides in competition assays in
vitro, which allow for basic binding stud-
ies, but these may not necessarily reflect
the affinities found in vivo.

In contrast, the ligand on the sperm
membrane that mediates binding to ZP3
in primates remains to be identified.
Several putative receptors have been iso-
lated from mouse or pig spermatozoa
including zonadhesin, proacrosin, and
spermadhesins. The most extensively stud-
ied receptor is β1,4-galactosyltransferase.
Support for its role in sperm bind-
ing has come from studies with ge-
netically engineered mice, where overex-
pression has lead to increased binding
to ZP3. However, it is likely that β1,4-
galactosyltransferase acts in cooperation
with other molecules because male mice in
which β1,4-galactosyltransferase expres-
sion has been ablated remain fertile, al-
though they exhibit altered sperm-binding
characteristics and slower penetration of
the zona pellucida. Further studies are

necessary to elucidate the role of β1,4-
galactosyltransferase in human sperm
binding to the zona pellucida.

When a spermatozoon makes contact
with the zona pellucida it undergoes
several morphological changes that are
collectively termed the acrosome reaction.
The acrosome is a large, membrane-bound
secretory vesicle, located at the anterior
of spermatozoa, that contains a number
of enzymes, including hyaluronidase and
acrosin. Spermatozoa of many mammals
(rat, bull, ram, and human) have very thin
or lightly fitted acrosomes, which makes
their acrosome reactions difficult to detect
by light microscopy. Several methods
are currently available for monitoring
acrosome reactions using transmission
electron microscopy, light microscopy, or
by staining spermatozoa with specific
fluoresceinated plant lectins. In rhesus
spermatozoa, the acrosome reaction can
be observed as quickly as 11 seconds after
tight binding to the zona pellucida and is
associated with changes in the pattern of
tail movements.

During the acrosome reaction, the
acrosomal membrane is modified by
fusion with the overlying sperm plasma
membrane resulting in the release of
acrosomal enzymes. The molecular events
within spermatozoa that are responsible
for the acrosome reaction are not well
understood. However, there is evidence
that ZP3 binding activates two pathways,
one leading to the opening of a channel
that produces a transient influx of Ca2+,
the other eliciting a rise in internal pH.
Both mechanisms appear necessary for
the sustained release of Ca2+ from an
intracellular Ca2+ pool. The acrosome
reaction also causes the release and
activation of acrosin, a proteolytic enzyme
that is most likely one of the enzymes
involved in the digestion of the zona
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pellucida that facilitates the transport of
spermatozoa into the perivitelline space.

3.2
Molecular Basis of Sperm–Egg Membrane
Adhesion/Binding

During the last 15 years, a model for
sperm–egg plasma membrane binding
has been developed that suggests that
this event results from the adhesion
between an integrin on the egg and
an integrin ligand (i.e. the disintegrin
domain of a member of the ADAM
family of proteins) on the spermatozoon.
Initial studies showed that the sperm
surface protein called fertilin was able to
inhibit fusion with the oocyte membrane.
This protein, which is composed of two
subunits, is now named fertilin α (ADAM
1) and fertilin ß (ADAM 2). Sequencing
of these two subunits revealed three
regions of interest: (1) a metalloprotease
domain that has a consensus sequence
indicating enzyme activity in the fertilin α

subunit but not in the fertilin ß subunit,
(2) a disintegrin domain in both subunits,
previously shown to be an integrin ligand
in snake venom peptides, and (3) a region
in the fertilin α subunit that could be
modeled as an amphipathic α helix and
was reminiscent of the fusion peptides of
some viruses.

Both subunits of fertilin have also been
identified in other mammalian species.
The identification and sequencing of
fertilin ß and fertilin α subunits in the
mouse has led to the discovery of many
other members in this new family of
proteins. As new proteins have been
identified, additional functions have been
determined for members of this family,
and it has been found that domains other
than the disintegrin and metalloprotease
domains may be functional. The finding

that fertilin and other members of the
ADAM family are present on the surface
of mature spermatozoa has led to the
hypothesis that spermatozoa bind via the
disintegrin domain of a sperm ADAM to
an egg integrin.

To further determine the involvement
of specific members of the ADAM family
in sperm binding (and possibly fusion),
knockout mice have been generated in
which the genes coding for fertilin ß,
cyritestin, or both (double knockout) have
been ablated. Spermatozoa from each
of these mouse lines showed dramati-
cally (90%) reduced binding to zona-free
oocytes. The most plausible interpretation
of these results is that each of these pro-
teins is necessary to mediate sperm–egg
plasma membrane binding.

The question of which, if any, mem-
brane-bound integrins are required on the
oocyte for sperm–egg binding (and sub-
sequent fusion) has also been addressed
using knockout mice. Recently, oocytes
from mice in which expression of the α6
integrin subunit was ablated were shown
to have no reduction in their capacity to
bind to or fuse with sperm, suggesting that
if α6 integrins do participate in sperm–egg
adhesion, they are not the only molecule
involved in this process.

3.3
Oocyte-sperm Fusion and Oocyte
Activation

In most mammals, mature oocytes are
arrested at metaphase II (MII), which
is maintained by maturation promoting
factor (MPF). MPF is a protein complex
that consists of a kinase termed p34cdc2

and cyclin B. Its primary function is
to promote spindle assembly, chromatin
condensation, and the breakdown of the
nuclear envelope. The activity of MPF
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appears to be regulated by the presence
of cytostatic factor (CSF), which in turn
requires regulation by the products of two
genes, the c-mos proto-oncogene and Emi1.

After traversing the zona pellucida,
the spermatozoon enters the perivitelline
space and binds to the oocyte membrane,
usually via the plasma membrane along
the equatorial segment of the sperm head.
Binding is mediated by a complex of egg
membrane proteins, which probably in-
clude integrin, and bind to complementary
sperm membrane molecules. Fusion with
the spermatozoon results in oscillating in-
creases in Ca2+ within the oocyte that in
turn triggers fusion of cortical granules
with the oocyte membrane and release
of enzymes into the perivitelline space.
These enzymes induce changes in the
zona pellucida that prevent further passage
of spermatozoa. Most pertinent of these
changes is a modification of the struc-
ture of ZP3, which prevents further sperm
binding to the zona pellucida and/or the
induction of acrosome reactions in sper-
matozoa already bound to the zona.

The precise mechanism by which the fu-
sion of the spermatozoon with the oocyte
plasma membrane elicits the Ca2+ in-
crease remains unclear, but there is strong
evidence that the trigger is some factor re-
leased by the spermatozoon into the oocyte
cytoplasm. This is supported by observa-
tions that rhesus monkey sperm extracts
injected into oocytes can elicit Ca2+ oscil-
lations similar to those observed during
sperm binding. This is surprising in light
of the fact that ‘‘intracytoplasmic sperm in-
jection’’ (ICSI), in which spermatozoa are
directly injected into the oocyte, not only
bypasses fusion of the gametes but also
alters the series of signaling events that
occur in the spermatozoon prior to and
during interaction with the oocyte’s vest-
ments. Recent reports suggest that ICSI

and IVF induce similar initial Ca2+ re-
sponses, although ICSI zygotes exhibit
shorter durations of Ca2+ oscillations and
exhibit diminished degradation of the in-
ositol 1-, 4-, 5-trisphosphate receptor-1.

Fusion of the sperm plasma membrane
with the oocyte is followed by decondensa-
tion of the sperm head during which some
of the proteins (protamines) used to tightly
‘‘package’’ its chromosomes are replaced
by oocyte-derived histones. This is followed
by formation of a pronuclear membrane
and the male pronucleus. Following en-
try of the sperm tail into the oocyte,
sperm-derived mitochondria, which were
marked by ubiquitin tags during sper-
matogenesis, are selectively degraded by
oocyte-derived factors, a phenomenon that
has been observed in several species in-
cluding rhesus monkeys.

How the Ca2+ oscillations in the oocyte
are ‘‘translated’’ into the series of modifi-
cations that are observed during activation
remains largely unknown. In this context,
it is interesting to note that the number
and amplitude of sperm-induced Ca2+ os-
cillations appear to differentially regulate
the initiation, completion, and, possibly,
the temporal order of most, if not all,
of the events that occur during activa-
tion. One mediator of the Ca2+ signal
appears to be Ca2+/calmodulin-dependent
kinase II (CaMKII). CaMKII activity un-
dergoes transient increases in response
to Ca2+ oscillations, while conversely in-
hibition of CaMKII prevents oocyte ac-
tivation. CaMKII appears to be involved
in the regulation of a variety of targets
including cyclin degradation, secretion-
promoting proteins, and control of oocyte
calcium channels.

One important consequence of oocyte
activation is the inactivation of MPF
through degradation of its cyclin B
subunit. Similarly, the mitogen-activated
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protein kinase (MAP), which is involved in
regulating the cell cycle and is respon-
sible for maintenance of chromatin in
its condensed state, is inactivated. Both
steps are necessary for the oocyte to re-
sume meiosis.

As a result of oocyte activation, meiosis
resumes and the oocyte enters Anaphase
II after which the second polar body
is extruded, rendering the oocyte hap-
loid. The chromosomes are incorporated
into a female pronucleus, which is sur-
rounded by a pronuclear membrane.
Replication of male and female-derived
DNA normally occurs synchronously, the
pronuclear membranes disappear, and
the maternal and paternal homologous
chromosomes combine, a process called
syngamy. Following syngamy, the result-
ing zygote initiates the first mitotic cell
division.

Pronuclear migration and proper chro-
mosomal segregation are mediated by the
function of a centriole that serves ini-
tially as an organizing center for assembly
of microtubules by polymerization of α-
tubulin molecules. In most mammals,
with the exception of mice and possi-
bly other rodents, centrioles appear to
be exclusively contributed by spermatozoa,
while oocytes contain only a rudimentary
similar structure. The centriole initially
forms the sperm aster, which is necessary
to move the female pronucleus toward its
male counterpart. It is replicated during
the pronuclear stage, and subsequently or-
ganizes the bipolar assembly of the mitotic
spindle. In humans, defects in centrioles
have been linked to reduced sperm motility
and developmental arrest of embryos. The
advantage of maternally derived centrioles
for fertilization in rodents is unknown, but
clearly this strategy is equally as effective
as the exclusive reliance on sperm-derived
centrioles in other species.

Understanding of the microtubule-
mediated motility events that ensure nor-
mal sperm-oocyte interactions has been
helped by the use of nonhuman primate
gametes. Studies with rhesus monkey ga-
metes have shown that the cytoskeletal
events during fertilization by IVF and
ICSI are very similar to those of human
fertilization, and these manipulations of
nonhuman primate gametes may help test
the safety and improve the efficacy of cur-
rent assisted reproductive technologies, as
well as to develop new techniques. How-
ever, in the rhesus monkey, ICSI results
in abnormal sperm nuclear remodeling, in
part because of the persistence of vesicle-
associated membrane protein (VAMP), the
acrosome and the perinuclear theca on the
sperm head, all of which are normally re-
moved at, or close to, the oocyte cortex dur-
ing natural and in vitro fertilization. Pro-
gression through the first cell cycle in ICSI
oocytes cannot be completed until these
structures have been removed from the
developing male pronucleus, demonstrat-
ing fundamental differences between ICSI
and IVF. While ICSI is of enormous ther-
apeutic value for the treatment of male in-
fertility, basic research using clinically rele-
vant animal models is only now unraveling
the cellular and molecular events that allow
fertilization by sperm microinjection.

3.4
In vitro Fertilization

More than 1 million babies have been born
with the help of assisted reproductive tech-
nologies since the birth of the first test
tube baby more than 25 years ago. It is es-
timated that one in six couples are infertile.
A quarter of a century later, the techniques
are far from perfect and it is still important
to study the basic mechanisms in animal
models. While laboratory and domestic
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animals have provided most of the current
basic information on fertilization mecha-
nisms and technologies, nonhuman pri-
mates are also invaluable because their
reproductive physiology is very similar in
most respects to that of humans. In vitro
fertilization in nonhuman primates has
been described in several species includ-
ing squirrel monkeys, rhesus monkeys,
cynomolgus monkeys, pigtail macaques,
baboons, marmosets, chimpanzees, and
lowland gorilla, although in most early ex-
periments the rates of in vitro development
of IVF embryos were low. Development
to the morula stage in rhesus embryos
generated by in vitro fertilization was first
described by Bavister et al., who subse-
quently provided the first report of the
birth of a rhesus infant following transfer
of cleavage stage embryos generated by in
vitro fertilization. Since these initial stud-
ies, numerous laboratories have reported
successful IVF in nonhuman primates,
mostly with rhesus macaques.

In spite of the wealth of information
available from experimental studies with
nonhuman primates and other animals,
the practice of IVF in humans remains
inefficient. In the year 2000, the average
clinical pregnancy rate (CPR) and live baby
rate (LBR) in the United States were 38 and
33% respectively, which is approximately
the same as rates reported for natural con-
ceptions. However, it can be estimated that
an average of three embryos was trans-
ferred in each treatment cycle; thus, the
actual CPR and LBR rates per embryo
transferred were 13 and 11%, respectively.
Although other factors are involved, these
rates suggest that the average quality of
embryos produced in human IVF is low,
and defects in oocyte are suspected to play
a major role in this. Stimulating the ovaries
with exogenous gonadotropins greatly in-
creases the number of oocytes available

for IVF, from the normal number of 1
or 2 up to 20 or so, but the quality and
competence of these cohorts of oocytes
are quite variable. In laboratory animals
and other species, ovarian stimulation
with exogenous gonadotropins (‘‘super-
ovulation’’) reduces the average viability of
embryos. This is because superovulation
rescues some potentially atretic follicles
containing defective oocytes.

The inherent variability of oocyte quality
in humans is exacerbated by a wide variety
of epigenetic effects on the oocytes and/or
embryos resulting from IVF. These effects
are due to exposure of oocytes and em-
bryos to the artificial culture milieu that
can alter gene expression, metabolism,
mitochondrial localization and/or activity,
and embryo development. On top of this,
the quality or health of human oocytes
is progressively diminished with increas-
ing age because of inherent or genetic
factors, manifested as reduced fertility
and decreased success in assisted repro-
ductive technology (ART). Other extrinsic
factors such as nutrition, smoking, and
environmental effects can all cause further
reductions in the quality of oocytes and
spermatozoa. More intensive research is
needed to define the mechanisms by which
epigenetic factors affect gamete quality,
and to devise improved technologies for
overcoming these deficiencies and for se-
lecting the most viable gametes for use in
clinical IVF.

4
Mitochondria

4.1
The Role of Mitochondria in ART

In spite of intensive research, the precise
role of mitochondria in the development



In vitro Fertilization 541

of preimplantation mammalian embryos
is still uncertain. Substantial changes in
the organization and localization of active
mitochondria occur during fertilization
in some mammals. Pronounced mor-
phological alterations take place early in
embryogenesis that may reflect changes in
mitochondrial metabolic functions. In ad-
dition, the numbers of mitochondria are
substantially reduced during early embryo
development.

Mitochondria are now recognized as a
central factor in tissue biogenesis and as
playing a key role in aging. Mitochondria
are semiautonomous organelles each pos-
sessing one or more copies of their own
restricted genome. In humans, this 16.6-kb
circular strand of DNA encodes 37 genes
including 13 components of the oxidative
phosphorylation (OXPHOS) pathway, two
ribosomal RNAs and 22 transfer RNAs.
The vast majority of control genes for mi-
tochondrial function, over 200, are found
in the nuclear genome of the cell. There-
fore, mitochondrial function is dependent
upon the exchange of information between
the cytoplasm and the nucleus. Mutations
in both nuclear and mitochondrial genes
have been associated with potentially lethal
disorders affecting OXPHOS, prompting
much interest in developing animal mod-
els to examine this disease process.

Replication and transcription of mtDNA
is semiautonomous and requires inter-
action between the nucleus and the mi-
tochondria. For example, mitochondrial
transcription factor A (TFAM), a mem-
ber of the high mobility group (HMG)
of proteins, contains two HMG-box do-
mains and is essential for the mainte-
nance of mtDNA. Because it binds to
mtDNA molecules, TFAM was first cloned
and co-purified as a transcription fac-
tor. It is unlikely that TFAM or mtDNA
molecules exist in an unbound form in

the mitochondria. TFAM is sufficiently
abundant to wrap mtDNA entirely, sug-
gesting that human mtDNA is packaged
with TFAM. The 25-kDa TFAM protein
is translated from a nuclear gene whose
primary function is to regulate the mito-
chondrial transcripts for both the heavy
strand promoters (HSP) and the light
strand promoters (LSP). TFAM is thought
to enhance transcription via interaction
with other factors such as DNA poly-
merase, which is the polymerase specific to
the mtDNA and the nuclear transcription
factor 1 (NRF-1). Both transcription fac-
tors are essential for replication of mtDNA.
Consistent with this notion, low levels of
mitochondrial TFAM (mtTFAM) are asso-
ciated with mtDNA depletion and several
severe mtDNA diseases. Targeted disrup-
tion of mouse TFAM or NRF-1 genes cause
lethal mutations resulting in depletion of
mtDNA during embryonic stages. Bind-
ing of NRF-1 is important for mtDNA
activity in vitro, and its disruption leads
to reduced expression of mtTFAM and
mtDNA copy number. Therefore, study-
ing mRNA profiles relevant to mitochon-
drial transcription factors such as TFAM
and NRF-1 is necessary for understand-
ing replication and transcription of the
mitochondrial genome as well as other
aspects of mitochondrial biogenesis. The
need to understand the close harmony
and complex mechanisms that exist be-
tween nuclear and mitochondrial genomes
is important in the context of develop-
ment of more aggressive forms of ART
such as cloning and ooplasmic transfer.
Apart from the problems that arise from
genetic reprogramming of paternal and
maternal imprinted genes, the require-
ment for strict concordance between the
two genomes may lead to problems after
nuclear transfer since we must consider
the specific mitochondrial haplotype of the
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recipient cells in relation to the inserted
nuclei.

Maternally inherited mtDNA defects can
result in debilitating or lethal conditions
for affected individuals (so-called mito-
chondrial genetic diseases) if genes coding
for respiratory chain enzymes are involved
(OXPHOS diseases). For the oocyte and
early embryo, it has been proposed that
mutations in the mitochondrial genome
may contribute to impaired function and
developmental incompetence. The extent
to which specific mtDNA defects are re-
lated to early reproductive failure is not
clear, but genetic mutations may result in
diminished ATP content leading to em-
bryonic abnormalities such as cleavage
arrest, slow development, blastomere loss
by apoptosis, and, ultimately, implantation
failure. As described below, the mitochon-
drial complement in human oocytes can
be in excess of 150 000 organelles, so any
potential adverse affect of mtDNA mu-
tations associated with respiratory func-
tion would depend upon the magnitude
of the mutant population (mutant load).
It has also been suggested that embry-
onic failures could be a consequence of
asymmetrical mitochondrial distribution
in the pronuclear embryo. This could lead
to disproportionate mitochondrial inher-
itance and perhaps produce blastomeres
with diminished ATP generating capacity
that could reduce developmental compe-
tence. Although it is generally assumed
that mitochondria are critical determi-
nants of competence, it is not known
to what extent differences in early hu-
man embryo development observed within
and between cohorts are associated with
mitochondrial distribution and metabolic
capabilities.

It has long been thought that the
transmission of mitochondria between

generations is strictly maternal. How-
ever, the development of more invasive
techniques of assisted reproduction has
increased concern that the mechanisms of
uniparental (maternal) mitochondrial in-
heritance may be altered and as a result,
the genetic integrity of the offspring could
be compromised. For example, there is
evidence of the persistence of human pa-
ternal mtDNA in ‘‘abnormal’’ unfertilized
oocytes and embryos. Whether human
sperm mtDNA is entirely eliminated or
whether certain embryos are incapable
of destroying sperm mitochondria is un-
known. It is unclear whether the detection
of paternal mtDNA sequences at extremely
low levels is of any biological significance
or simply coincidental and unrelated to
embryo competence. With current exper-
imental efforts designed to evaluate the
potential therapeutic applications of nu-
clear and cytoplasmic transplantation for
curing inheritable mitochondrial disease
or known chromosomal abnormalities, it
is necessary to understand the role(s) of
mitochondria and the mechanisms that
regulate their function in early mam-
malian embryogenesis. An understanding
of the regulation and function of mi-
tochondria in early human development
becomes especially relevant in clinical IVF
due to recent reports of three children
born after interooplasmic transfer (inser-
tion of a small amount of cytoplasm from
an oocyte of a young woman into the oocyte
of an older woman). In these children,
a significant expansion of donor mtDNA
has occurred, resulting in two genetically
distinct populations of mtDNA coexisting
within the same cytoplasm, a condition
known as heteroplasmy.

The issue of concordance between the
mitochondrial and nuclear genomes must
be considered in light of the developmental
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paradox regarding the transmission of pa-
ternal mitochondrial DNA, or lack thereof,
in mammals. The fertilizing spermato-
zoon introduces up to 100 functional mito-
chondria into the oocyte cytoplasm at the
time of insemination. However, these pa-
ternal mitochondria typically do not persist
beyond early embryonic stages. It is pre-
sumed that there is mandatory destruction
of the sperm mitochondria that appears
to be evolutionarily and developmentally
advantageous because the paternal mito-
chondria and their DNA may be severely
compromised because of high levels of
mitochondrial deletions and point muta-
tions generated by the action of reactive
oxygen species created by the spermatozoa
during spermatogenesis and fertilization.
Therefore, it is believed that mitochon-
dria are inherited via strict maternal
pathways while sperm mitochondria are
selectively destroyed during fertilization
and early embryogenesis and/or diluted
below detection threshold levels with ma-
ternal mitochondria. Although a number
of studies support the notion that sperm
mitochondria are selectively destroyed by
the egg, the actual molecular and cellu-
lar mechanisms are not known. Sutovsky
et al. suggested that prohibitin could be
one of the substrates that mark sperm mi-
tochondria for elimination by proteolytic
enzymes within the oocyte. In mice, pa-
ternal transmission of mtDNA has been
observed in first-generation offspring re-
sulting from interspecific crosses, and the
persistence of paternal mtDNA has been
detected in some abnormal human blasto-
cysts and polyploid embryos. Despite the
incompetence of these embryos, it may be
relevant to ask what are the cytoplasmic
conditions that allow the persistence of
paternal mitochondria in order to further
our understanding of normal regulation
of mitochondrial transmission. Another

suggestion to account for the absence of
paternal mtDNA in human offspring is
segregation of paternal mitochondria into
extraembryonic tissues that develop into
the placenta. However, no viable hypoth-
esis has been advanced to explain how
such a selective mechanism could operate.
While transmission of paternal mitochon-
dria may be more common in ‘‘poor
quality’’ oocytes and embryos, it remains
to be determined whether detection of pa-
ternal mtDNA could be a useful marker of
embryo competence.

Although it is generally assumed that
paternal mtDNA transmission does not
occur after normal fertilization, the use
of more invasive techniques in clinical
IVF such as ICSI, ooplasm transfer, and
nuclear transfer may alter the strict ma-
ternal inheritance of mtDNA. Consider
the case of a 28-year-old man with severe
mitochondrial myopathy due to a novel 2-
bp mtDNA deletion in the mND2 gene
that encodes a subunit of the enzyme
complex of the mitochondrial respiratory
chain. The mtDNA harboring this muta-
tion was paternal in origin and accounted
for 90% of the patient’s muscle mtDNA.
The occurrence of paternal mtDNA in this
patient may be an exceptional or unique
situation resulting from the survival of
some sperm mitochondria that ordinar-
ily would never have been recognized had
the pathogenic mutation not conferred an
apparent selective proliferative advantage.
While this case is assumed to be atyp-
ical, it is also apparent that underlying
mechanisms responsible for elimination
of sperm mtDNA in normal embryos are
currently not well understood. As a con-
sequence, further investigation of paternal
mtDNA transmission and inheritance is
critical if certain methods of nuclear or
cytoplasmic transfer are to be used in as-
sisted reproduction with any assurance
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of safety. Furthermore, there is increas-
ing evidence that mtDNA anomalies in
spermatozoa may be associated with in-
fertility. For example, mitochondrial point
mutations and deletions have been cor-
related with poor sperm quality. It is
unknown whether mitochondria of such
spermatozoa, if introduced into an oocyte
by ICSI, are eliminated in the same way
as in their normal counterparts. If not, it
is an open question as to whether mito-
chondrial diseases could be unknowingly
transmitted by this method of fertilization.

4.2
Mitochondrial Inheritance following
Ooplasmic Transplantation

As new technologies have been intro-
duced and offered to patients seeking
assisted reproduction, there is always
considerable debate regarding the safety
and efficacy surrounding these proce-
dures. For example, the use of ooplas-
mic transfer has generated much atten-
tion. Ooplasmic transfer was developed
to treat infertility patients with persistent
poor embryonic development and recur-
rent implantation failure after IVF. In
this experimental procedure, 5 to 15%
of the ooplasm from a presumably fer-
tile donor oocyte is microinjected into
a compromised recipient oocyte. Trans-
fer of small amounts of donor ooplasm
introduces cytoplasmic proteins, mRNAs,
small molecules, mitochondria, and other
organelles into the recipient oocytes. Al-
though the donor mtDNA may play no role
in rescuing poor quality oocytes, ooplas-
mic transplantation clearly generates a
mixture of mtDNA from two different
parental origins (heteroplasmy) in any re-
sulting embryos.

In two reports, relative proportions of
donor and recipient mitochondria were

assayed in embryos, amniocytes, fetal
tissues, and blood using real-time quali-
tative fluorescent DNA sequencing. Donor
mtDNA was detected in samples with
the following frequencies: embryos 59.3%,
amniocytes 22.2%, and fetal cord blood
25%. Recently, scientific attention has fo-
cused on the fact that three children
produced by ooplasmic transplantation
possess mitochondrial genetic material
from two maternal sources, suggesting
that donor mitochondrial populations not
only persist but replicate in the devel-
oping children. Since the mitochondrial
fingerprinting technique only qualitatively
evaluates the presence of mtDNA het-
eroplasmy in these children, a sensitive,
quantitative, allele-specific molecular bea-
con analysis was employed to document
these changes accurately. The quantifica-
tion of donor mitochondria in samples
from three children using this method
has shown that the donor mtDNA level
is over 30% in the blood of these chil-
dren and differs from the levels found
in fetal cord blood and placenta in each
case. Abandoning ooplasmic transfer as
well as nuclear transfer in human IVF clin-
ics has left many unanswered questions.
Therefore, experimental studies on mi-
tochondrial inheritance using nonhuman
primates may be the best way to answer im-
portant questions concerning mitochon-
drial transmission, such as: (1) What is
the normal level of heteroplasmy in pri-
mates? (2) Is there strictly uniparental,
maternal mitochondrial inheritance us-
ing the IVF procedure? Nonhuman pri-
mates can answer questions concerning
triparental inheritance whether the source
is from paternal, maternal, or donor nu-
clei since we can manipulate oocytes
and spermatozoa both inter- and intra-
specifically within a controlled experi-
mental environment. (3) How specific is
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the elimination of the paternal genome
via the ubiquitination process? (4) What
changes occur in mitochondrial trans-
mission after more aggressive assisted
reproductive techniques such as nuclear
transfer using blastomeres and even-
tually somatic cells as the donor cell
source? This leads us to examine the
fundamental problems associated with
sophisticated ART procedures and com-
pel us to revisit the issues of mtDNA
transmission, the role of mitochon-
dria in postfertilization development and
more specifically, nuclear-mitochondrial
communication.

5
Summary and Conclusions

The molecular basis of fertilization is
still poorly understood. It is impractical
to examine fertilization in vivo, so IVF
is the best way to provide information,
bearing in mind that events may not be
identical to those occurring in vivo. Fortu-
nately, the technology for achieving IVF is
well developed for many species including
humans and other primates, so we can
address key questions about mechanisms
and molecules. The advent of sensitive
techniques such as RT-PCR and molecu-
lar beacon analysis compensates for the
small amounts of material (oocytes and
embryos) that are available. In particu-
lar, the normal events occurring at the
molecular level during fertilization need
further elucidation not only to further our
knowledge but also so that any anoma-
lies introduced by advanced ART can be
analyzed and appropriate measures taken
to avoid them. This should be the focus
of future research investigations on mam-
malian fertilization.

See also Cellular Interactions; De-
velopmental Cell Biology.
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Keywords

Amplification Inhibitors
Compounds in clinical specimens may inhibit amplification by reducing enzyme
activity (DNA polymerase and/or DNA ligase), resulting in the occurrence of
false-negative results.

DNA Polymerase
A thermostable DNA polymerase allows primer annealing and filling in of the gap at a
higher temperature in G LCR. This increases specificity and eliminates the need to add
additional enzyme following each cycle of denaturation.

Gap
Primer sets are chosen to anneal side by side to a single denatured template DNA
target strand with a short gap of a few bases between the 3′ end of the first primer and
the 5′ end of the adjacent primer. The gap consists of three or fewer of the four
possible bases. This gap is filled in by the thermostable DNA polymerase. Since fewer
than all four nucleotides are provided, the gap is precisely terminated at the beginning
of the downstream probe. The resultant nick between the two annealed primers is
sealed by DNA ligase.

Ligation
Formation of a covalent link between two immediately adjacent oligonucleotides
annealed to a target strand of DNA by a thermally stable enzyme, DNA ligase.

Microparticles
Use of a carbazole label on the first probe and an adamantane label on the second
probe allows for ligated probe capture with anti-carbazole microparticles and detection
with anti-adamantane alkaline phosphatase. Microparticles with alternate surface
chemistry have also been used by Abbott Laboratories in an automated system for
purification of nucleic acids from clinical specimens.

Probe Amplification
Ligase chain reaction (LCR) is a nucleic-acid amplification technique in which
sequential rounds of template-dependent ligation of four oligonucleotide probes result
in the exponential synthesis of probes.

� Ligase Chain Reaction (LCR) is a highly sensitive method for detecting nucleic-
acid sequences. The LCR uses two pairs of oligonucleotide probes to hybridize
to denatured target DNA strands. The positive-strand probe pairs are designed to
bind immediately adjacent to each other on the target molecule. The negative-strand
probe pairs bind similarly on the negative strand of the target DNA. A thermostable
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DNA ligase is used to seal the nick between the annealed probes on each strand.
Denaturation and annealing is achieved by varying the reaction temperature
(thermocycling), and after strand separation, the newly ligated probe serves as a
target template for subsequent reactions. Gapped LCR (G LCR) involves the use
of DNA polymerase and DNA ligase to fill and seal a short gap between the
annealed probes. In gapped LCR, the positive-sense probe pair binds to the target
sequence, but they are separated by a few bases consisting of three or fewer of
the four possible nucleotide bases. The negative-sense probe pairs bind similarly
on the opposite-sense target strand. The thermostable DNA polymerase, provided
with only a specific subset of the four possible nucleotides, extends the probe to
a defined length until it is immediately adjacent to its downstream probe partner.
The resulting nick between the extended probe and its partner is then ligated to
complete the process. Similar to LCR, the newly ligated probe serves as a target
template for subsequent reactions. GLCR has been commercialized for several
microorganisms. The process can be qualitative and quantitative and has been
shown to be more sensitive and specific than nonamplified assays for Chlamydia
trachomatis and Neisseria gonorrhoeae in traditional swab specimens and noninvasive
clinical specimens such as urine. LCR assays have also been developed for other
organisms such as Mycobacterium tuberculosis, human immunodeficiency virus
DNA sequences, orthopoxviruses, human papillomavirus, herpes simplex virus, and
hepatitis C virus RNA.

1
Principles of Ligase Chain Reaction (LCR)

Nucleic-acid amplification (NAA) assays
have impacted the clinical microbiology
laboratory by providing sensitive means
of detecting specific nucleic acids. The
amplification aspect of these assays has
been achieved by a number of unique
mechanisms including probe amplifica-
tion, which is seen in ligase chain reaction
(LCR). Unlike PCR where the target itself
is amplified, LCR ligates two probes on
each target strand. These ligated probes
can then act as a template for subsequent
cycles and can exponentially accumulate
during the reaction. The principle of LCR is
that two adjacent synthetic oligonucleotide
probes anneal to a single strand of dena-
tured target nucleic acid and are ligated to

each other. LCR was first introduced in the
late 1980s as the ligase amplification reaction
and used sequential rounds of template-
dependent ligation to identify specific
nucleic-acid targets. Similar to PCR, LCR
requires the use of a thermal cycler, de-
tects DNA, and goes through a series of
cycles for amplification to be achieved.
Use of a thermostable ligase minimizes
nonspecific interactions as ligation can be
performed at or near the melting tem-
perature (Tm) of the probes. Also, the
thermostable ligase is able to maintain
its activity even after multiple rounds of
denaturation. The requirement of needing
specific annealing of four oligonucleotide
probes also increases specificity.

Achieving accurate results from LCR re-
quires attention to primer design and reac-
tion conditions. The melting temperature
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of all four primers used should be within a
narrow temperature range, ideally, 70 ◦C ±
2 ◦C, and having a GC basepair at the 3′ end
of the first probe or at the 5′ end of the adja-
cent probe results in a stronger interaction,
which leads to more successful ligation.

1.1
Amplification Steps/Probe Synthesis

Ligase chain reaction uses four oligonu-
cleotide probes to recognize the target
nucleic acid. In the standard LCR re-
action, following a denaturation step, a
pair of oligonucleotide probes anneal im-
mediately beside each other on a strand
of target nucleic acid. The second pair
of probes anneals to the complementary
strand in the same manner, leaving only
a nick between the probes. The nick is
sealed for each pair of probes with a ther-
mostable ligase, and each newly ligated
reaction product as well as the original
target DNA can serve as template for sub-
sequent cycles of denaturation, annealing,
and ligation.

1.2
Gapped LCR (G LCR)

Gapped LCR (G LCR) is a modification of
the standard LCR reaction that increases
the specificity of the assay and reduces
background due to blunt-end ligation
(Fig. 1). The two pairs of oligonucleotide
probes are designed to anneal to the
template, with a small gap consisting of
only three of fewer of the four possible

nucleotides. The reaction mixture includes
a thermostable DNA polymerase and the
required subset of the four dNTPs. The
thermostable DNA polymerase adds the
specific dNTPs to fill the gap, resulting
in an extended probe ending immediately
adjacent to its downstream partner. The
newly formed nick is then sealed by the
DNA ligase. Nonspecific binding of the
probes will not allow for ligation to occur.
Other aspects of the amplification assay
are unchanged.

Fig. 1 Gapped ligase chain reaction
amplification of DNA. (a) specimen with
target; (b) heat to separate strands;
(c) cool to allow probes to bind (d) PCR
to fill gaps; (e) ligase to link two
adjoining probes; (f) heat to separate
new targets.

(a)

(b)

(c)

(d)

(e)

(f)
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2
Techniques

2.1
Automation Methods

Automation has been a challenge for
all NAA assays. The Abbott LCx system
consists of a thermal cycler for amplifi-
cation and a semiautomated enzyme im-
munoassay analyzer for detection of LCR
or PCR products. Low-throughput man-
ual specimen-preparation techniques have
been superseded by higher-throughput
systems that have employed several strate-
gies. Abbott Laboratories has produced
an M1000 automated system designed
for the purification of nucleic acids from
clinical specimens, using magnetic mi-
croparticles. The system uses uncoated
iron-oxide particles to extract and pu-
rify viral RNA from clinical specimens,
and reagent pipetting, heating, incubat-
ing, capturing, washing, and eluting do
not require user intervention. HIV and
hepatitis C virus (HCV) assays performed
on the M1000 detected 50 to 1-million
copies of RNA per ml and interfering
substances were removed in the process.
The process has also been demonstrated
for DNA, using silica-based microparti-
cles. Another approach has been to auto-
mate the specimen-pipetting component
of sample preparation in the LCx Chlamy-
dia assay by using a commercially available
liquid-handling system called Tecan Gene-
sis RSP 100 (Tecan Inc., Research Triangle
Park, NC USA). A mean time of 2.5 min
was required to pipette a complete LCx
assay carousel containing 20 samples and
4 controls, compared to 8.4 min manually,
with equal precision and accuracy.

Other approaches have shown that
pooling of swabs or urines in pools
of four or eight have increased the

number of specimens that could be
processed for C. trachomatis and N.
gonorrhoeae, maintaining good sensitivity
and specificity and generating substantial
cost savings (∼50%) when the population
tested has less than 10% prevalences of
these two bacteria.

2.2
Detection of Amplified Product

Initial detection methods utilized a 32P-
label on the 3′ end of the upstream
primer. The ligated product was separated
from the nonligated primer by denaturing
gel electrophoresis and the LCR prod-
uct was detected by autoradiography. This
detection procedure was followed by non-
radioactive methods, one of which used
fluorescent-labeled probes in a microtitre
plate format. Detection of the fluorescently
labeled LCR product was achieved us-
ing a fluorescent DNA sequencer and a
Genescanner (Applied Biosystems). A less
sophisticated nonradioactive method uti-
lized one digoxigenin-labeled probe that
was incorporated in the final LCR product
and was detected by Southern blotting af-
ter separation by gel electrophoresis. An
improvement for commercial applications
is the Abbott LCx Analyzer, which incorpo-
rated microparticle enzyme immunoassay
(MEIA). Use of a carbazole label at the
5′ end of the first probe and an adaman-
tane label on the 3′ end of the second
probe allows for ligated probe capture with
antibody-coated anti-carbazole microparti-
cles. The automation transfers the amplifi-
cation product sample to a glass-fiber ma-
trix to which the microparticle complexes
bind the product irreversibly. A wash step
removes unligated probe with only the
detection label. The bound microparticle
complexes are then incubated with alka-
line phosphatase-conjugated antibody that
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binds to the adamantane hapten. The com-
plex is then detected by adding a substrate
that is dephosphorylated to a fluorescent
molecule by the alkaline phosphatase. The
fluorescence rate is detected in the MEIA
optical assembly in the LCx Analyzer. The
presence or absence of specific target is
determined by comparing the specimen
result to the cutoff (CO) value. The CO
value is the mean rate of LCx Calibrator du-
plicates multiplied by a factor determined
in clinical studies (0.45 for C. trachoma-
tis, 0.25 for N. gonorrhoeae). The sample
rate/CO (S/CO) value is determined by
calculating a ratio of the sample rate to the
CO value. An S/CO ratio >1.0 indicates a
positive LCx assay result.

3
Applications

3.1
Detection of C. trachomatis

The first use of LCR for amplifying C.
trachomatis DNA appeared in 1993. After
several years of improvement, the assay
was quickly used in studies on clinical
specimens and was made commercially
available in 1995. The test demonstrated
high sensitivity and specificity on cervical
and urethral swabs compared to culture
and detection of C. trachomatis antigens
and nucleic acids by hybridization. These
comparisons led to the conclusion that
LCR and the other NAA assays were ap-
proximately 30% more sensitive than all
other preexisting diagnostic technologies.
The timely publications of the ability of
LCR to diagnose C. trachomatis infections
by noninvasive screening of female urine
was rapidly confirmed by several authors.
More recently, other noninvasive speci-
mens such as vulva, introital, and vaginal

swabs have been shown to be effective for
C. trachomatis diagnosis using LCR. Other
clinical samples now being pursued are
pharyngeal, glans penis, rectal swabs, and
synovial fluid.

3.2
Detection of GC

Birkenmeyer and Armstrong published
the first evaluation of LCR for the diagno-
sis of N. gonorrhoeae (GC). Like the results
achieved on clinical specimens for the de-
tection of C. trachomatis nucleic acids, LCR
clinical evaluations for GC on cervical and
urethral swabs and urine have shown sim-
ilarly high sensitivity and specificity. LCR
has frequently diagnosed additional GC
infections compared to culture. The LCR
test has performed very well on vaginal
swabs and extragenital specimens such as
anorectal and pharyngeal specimens.

3.3
Detection of M. tuberculosis

Application of LCR for bacterial pathogens
has not been limited to the STD pathogens;
Iovannisci and Winn-Deen used LCR to de-
tect the M. tuberculosis insertion sequence
IS6110. Using fluorescently labeled probes
and a fluorescent DNA sequencer, they
were able to detect 100 copies of the
target even in the presence of other exoge-
nous nucleic acid. Ausina et al. described
the first evaluation of a commercial LCR
assay (Abbott Diagnostics) for direct de-
tection of M. tuberculosis in respiratory
specimens. The four primers recognize
the M. tuberculosis-specific protein antigen
b gene in a G LCR format, followed by
detection using the LCx Analyzer. Similar
to other commercial LCR assays, there are
three main steps to the protocol: specimen
preparation, amplification, and detection.
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As a large proportion of respiratory spec-
imens sent to the Mycobacteriology labo-
ratory are sputums, specimen preparation
in the M. tuberculosis assay has been mod-
ified. Pretreated SDS–NaOH (decontami-
nation/mucous treatment) concentrates of
respiratory specimens, which are used rou-
tinely for smear and culture detection of
M. tuberculosis, are the starting materials
for extraction. The specimen is further
treated with lysis buffer and the mycobac-
terial DNA is released by mechanical lysis
in the LCx Lysor. Extrapulmonary speci-
mens have been evaluated in a number
of studies, and sensitivities are similar to
other amplification assays. The proposed
use of this assay to identify M. tuberculosis
from culture-positive bottles shows high
sensitivity and specificity.

The Commercial Mtb LCx assay has been
compared to other amplification methods,
including PCR (COBAS AMPLICOR M.
tuberculosis Test, Roche Diagnostics Sys-
tems, Brachburg, NJ) and Transcription-
mediated Amplification (Amplified M.
tuberculosis Direct Test, Gen-Probe, San
Diego, Calif) on both respiratory and extra-
pulmonary specimens, and has demon-
strated comparable sensitivity to other
commercial assays. There are two reports
of a specific isolate of M. tuberculosis not
being detected by the LCx assay. Fur-
ther characterization of the isolate in one
of the studies indicated that a deletion
in the target region for the probes was
responsible for the failure in detection.
This appears to be a fairly rare incident;
however, it should be considered when
using the assay as a screening tool. Gen-
erally, this is a highly reliable assay on
smear-positive respiratory specimens and
a multicenter evaluation of the LCx assay
suggested that the sensitivity of the assay
might be improved with the inclusion of a
gray zone.

3.4
Detection of Other Microorganisms

Although LCR assays have found their
greatest application in detection of the
STD organisms C. trachomatis and N.
gonorrhoeae, and more recently, in the
detection of M. tuberculosis, since its in-
ception, the LCR has also been used for
numerous other applications. Early viral
targets for LCR assay development have
included human immunodeficiency virus,
human papillomaviruses, and herpes sim-
plex viruses. Detection of other viral targets
included an LCR reaction that was able to
differentiate Cowpoxvirus from other Or-
thopoxviruses by targeting two adjacent
nucleotides and an asymmetric G LCR to
detect Hepatitis C virus RNA. Utilizing the
unique ability of the G LCR to discriminate
DNA sequence differences, Karthigesu
et al. and Osiowy described the use of G
LCR to identify Hepatitis B virus (HBV)
surface gene variants. LCR was also used
to detect HBV precore mutants. Mutations
associated with antimicrobial resistance
can also be detected using G LCR, as
described for ganciclovir resistance in cy-
tomegalovirus (CMV) and for characteriz-
ing eliminate SHV B-lactamases. Bacterial
targets for LCR development have included
Borrelia burgdorferi. The LCR assay has
also been applied to the agriculture and
environmental fields, with its use in the
identification and discrimination of Liste-
ria monocytogenes and Erwinia stewartii.

4
Perspectives

4.1
Specimen Preparation

Clinical specimens may contain intracel-
lular or extracellular nucleic acids for
detection in NAA assays. The relative
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concentration of DNA and inhibitors of
amplification and/or ligation may impact
on whether the sample is recorded as posi-
tive or negative in the LCR assay. Specimen
adequacy has been used to monitor pos-
itive or negative C. trachomatis results in
cervical swabs. It has been postulated that
higher reactive levels might be achieved in
the M. tuberculosis LCR if greater amounts
of DNA could be released from the bac-
teria. Each NAA test has the CO for
positivity and negativity established by sta-
tistical calculation performed on dilutions
of nucleic acids and large numbers of
positive and negative clinical specimens.
Levels are arbitrarily raised or lowered to
yield optimum sensitivity and specificity.
Each commercial assay is required to be
reproducible, and therefore, strict adher-
ence to defined specimen preparation is
important. When an assay is used on a
new specimen type, the results can only
be trusted after appropriate validation has
been achieved.

Inhibitors of the C. trachomatis LCx have
been reported and have been found to be
associated with female urinary substances.
These studies should be interpreted with
caution as it is recognized that inhibitors
are detected by adding certain strengths
of C. trachomatis DNA to specimens, and
too little DNA suggests more inhibition
and too much implies none. Added DNA
may also be lost during processing creating
‘‘false inhibition’’. Reproducibility prob-
lems have been reported for the LCx C.
trachomatis assay. This phenomenon has
been mainly experienced on specimens
near the test CO and is present with other
amplification tests such as PCR.

4.2
Advantages

The advantages of LCR have been its
clinical robustness in the LCx format. The

assay is virtually without contamination
in the LCx instrument. Small volumes
of clinical specimens such as urine are
used and samples are stabilized at ambient
temperature for sufficient periods to allow
mailed and home-collected specimens to
yield positive results.

4.3
Disadvantages

The LCR can be susceptible to inhibitors
in clinical specimens, requiring a re-
moval maneuver early in the protocol.
Low throughput in the existing instrumen-
tation is a disadvantage, which may be
addressed as discussed in Sect. 2.1 above.

See also Genomic Sequencing (Core
Article); Immuno-PCR; Prepared-
ness for Bioterrorism.
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Keywords

Metabolic Network
Graph structure that displays connected metabolic interactions in one or
several organisms.

Molecular Docking
The computational analysis of the geometry and binding affinity of a complex to two
interacting molecules.
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Ontology
Structured vocabulary for talking about a specific subject, such as diseases or
protein function.

Phylogeny
Mostly tree-like arrangement of several related molecules or species in order to display
their evolutionary relationship.

Protein Interaction Network
Graph structure that displays pairwise interactions between proteins. The nature of the
interactions can be diverse (molecular, genetic etc.).

Protein Structure Prediction
Computational generation of a three-dimensional model of a protein, given
its sequence.

RNA Secondary Structure Prediction
Computational generation of a model of the base pairings in an RNA molecule.

Regulatory Network
Graph structure that displays connected protein interactions that regulate cellular
processes such as gene expression.

Sequence Alignment
The stacked arrangement of several molecular sequences in rows such that matching
characters in different sequences are arrayed below each other in columns. Sequence
alignment is performed in order to display correspondences between characters in
different sequences. Correspondences can be of an evolutionary or structural nature.

Text Mining
Automatic extraction of biological content from the computer-accessible literature.

Virtual Cell
Comprehensive computer model of the structure and inner workings of a cell.

� In recent years, biological research is increasingly being based on large-scale
experimentation that collects data on an organismic scale. These data are voluminous
and often very noisy. Not just their interpretation but also the configuration of
the involved experiments necessitates complex computer analysis. The respective
computer methods are themselves an object of intensive research in a scientific
discipline called computational biology or bioinformatics. Computational biology has
a wide variety of facets ranging from experiment configuration and low-level data
analysis to hypothesis generation by computer.



570 Informatics (Computational Biology)

1
Introduction

The term Bioinformatics denotes the field
that employs computer-based methods to
investigate the molecular basis of living
systems. The foundation for the field
is provided by molecular biology data
(molecular sequences, 3D structures of
molecules and molecular complexes, data
on mRNA and protein expression levels
in cell etc.). The term Bioinformatics is
used synonymously for the term Com-
putational Biology in several countries.
In the United States, Bioinformatics ad-
dresses more the infrastructural aspects
of the field (accessibility of data and
methods, data consistency and quality
control, networking, etc.) while the sci-
entific aspects are addressed by Compu-
tational Biology. Also, the term Bioinfor-
matics suggests a focus on the molecular
subcellular level, whereas Computational
Biology is more open toward investigat-
ing higher levels of biological organiza-
tion [1, 2].

Biology has experienced a dramatic shift
in recent decades from a science that
was mostly phenomenological and taxo-
nomic in character to a field that, today,
is mainly based on quantitative analysis.
The molecular basis of living systems
has moved more and more into the fo-
cus of biological research. In addition,
in recent years, a type of experimenta-
tion has gained significance that aims at
the large-scale collection of data. Rather
than analyzing very local systems such
as a single gene or protein and its ef-
fects, this type of experimentation, which
is also called screening, aims at covering
a substantial part or all data of a cer-
tain kind that can be obtained for an
organism. The first screening projects ad-
dressed the genome sequence and started

in the late eighties with the decision of
the US Congress to sequence the com-
plete human genome. It took roughly
15 years to complete this task. Along the
way, the experimental technology had to
be developed, and it was ‘‘tried out’’
on a series of more and more com-
plex organisms (see Table 1 for the list
of genomes whose completion marked
the progress in genome sequencing tech-
nology). As this text goes to print, there
are 209 published complete genomes
(most of which are prokaryotic), and 956
genome sequencing projects are under
way (See http://www.genomesonline.org/
for an up-to-date status of genome se-
quencing projects). The sequencing of
small genomes does not involve major
bioinformatics efforts (though the inter-
pretation of the genome sequence does).
However, as the genomes become larger
and more complex, assembling the se-
quence data involves substantial bioin-
formatics. Major bioinformatics efforts
were needed to assemble the genomes
of Drosophila melanogaster, Mus musculus,
and Homo sapiens. Section 2 of this chap-
ter summarizes the bioinformatics needs
of genome sequencing projects.

The availability of a complete genome se-
quence immediately raises a multitude of
research questions that can be addressed
with the help of bioinformatics meth-
ods. In Fig. 1, these questions are arrayed
in order from the genotype (five o’clock
direction) to the phenotype (counterclock-
wise up to the four o’clock direction).
Some of these questions can be addressed
without resorting to additional experimen-
tal data; for other questions, additional
experimental data are needed. We will
now quickly review these questions and
go into more detail in the succeeding
sections.
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Tab. 1 Landmark genome sequencing projects.

Organism Colloquial name Genome length (in kb) Date sequenced

Haemophilus influenzae Bacterium (ear infections) 1830 1995
Escherichia coli (K12) Bacterium in the intestine 4639 1997
Saccharomyces cerevisiae Bakers yeast 12 069 1997
Caenorhabditis elegans Nematode, worm 97 000 1998
Drosophila melanogaster Fruitfly 137 000 2000
Arabidopsis thaliana Mouse-ear cress 115 428 2000
Mus musculus Mouse 2 497 000 2002
Homo sapiens Human 2 866 000 2003

Fig. 1 Bioinformatics – from the genotype to the phenotype.

Among them are the identification of
genes in the genome sequence and the
analysis of noncoding regions (Sect. 3).
The prediction of protein structure from
protein sequence is another impor-
tant problem that deserves a separate
section (Sect. 4). The analysis of molec-
ular interactions on the basis of the
structure of the involved molecules is

the foundation for understanding binding
properties, and also serves as a start-
ing point for drug design. We detail
this field in Sect. 5. Processes of life are
composed of complex biochemical net-
works made up of pathways and cycles
of intermolecular interactions. The bioin-
formatics analysis of these networks is the
topic of Sect. 6.
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Since all cells of an organism have the
same genome, we need additional data
in order to differentiate between different
tissues and cell states. mRNA expression
data are a current-day approach to mea-
suring this kind of information. Section 7
discusses bioinformatics methods for ana-
lyzing these data. The determination of
protein function is the Holy Grail of
modern biology, in general, and of bioin-
formatics, in particular. Protein function
signals are contained in many diverse
biological data. Thus, protein function pre-
diction is an integrative task, which will be
discussed in Sect. 8. Section 9 summarizes
bioinformatics approaches to analyzing ge-
netic variations in organisms, both in the
human and in its microbial and viral par-
asites and infectious agents. Section 10
comments on the basic information in-
frastructure technologies relevant to bioin-
formatics. Finally, Sect. 11 wraps up this
chapter with a general appraisal of the po-
tential and limitations of bioinformatics.

2
Sequencing Genomes

The basis of the bioinformatics support for
sequencing genomes is quickly explained.
Experimental methods for genome se-
quencing can only handle a sequence
of a few hundred base pairs length at
a time. Therefore, the genomic or chro-
mosomal sequence has to be cut into
fragments of about that length before se-
quencing can begin. (The fragments can
be longer, but then only their ends can
be sequenced.) After the fragments have
been sequenced, the original genome se-
quence has to be pieced together from
the fragments. It is this assembly pro-
cess that requires critical bioinformat-
ics support.

The basic fragment assembly problem is
quite simple. The sequencing process gen-
erates multiple coverage of the complete
genome sequence (or of a well-defined part
of it that has been identified in the previous
process of constructing a physical map of
the genome) with small fragments of sev-
eral hundred base pairs in length. The
coverage of the genome sequence must be
sufficient to ensure with high probability
that the segments overlap along the com-
plete genome sequence (e.g. for the human
genome, a coverage of 7X was required [3]).
The fragment assembler then aligns the
fragments by comparing their sequences
to form the complete genome. If adjacent
fragments are unique and overlap along a
stretch of sufficient length, then the align-
ment is also unique. The only variations
between different fragments covering the
same part of the genome sequence can
originate from reading errors or polymor-
phisms (in a heterozygous individual) and
there are only a few of those. Therefore,
the alignment problem is much simpler
than the alignment of different (especially
of evolutionarily only distantly related) se-
quences. Fragment assembly experiences
its major complication by the occurrence
of long repeats in the genome sequence.
It is evident that in the presence of re-
peats the fragment assembly process just
described is corrupted. For a more detailed
overview of fragment assembly, see [4].

Fragment assembly has experienced its
culmination and most dynamic progress
in the process of sequencing the hu-
man genome. The human genome
was sequenced by two different groups
concurrently that used different experi-
mental procedures. Both groups presented
a draft of the human genome sequence in
February 2001.

The method used by the public con-
sortium is sometimes called hierarchical
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shotgun (HS) sequencing [5]. Using this
method, genomic DNA is cut into frag-
ments by partial digestion with restric-
tion enzymes. These fragments are then
used to produce libraries of BAC (bacte-
rial artificial chromosome) clones. These
clones are between 150 and 200 kb in
length. A physical map of these BACs
is constructed in order to identify those
clones that minimally overlap and are
therefore suitable for sequencing. The
selected BACs are subcloned into shot-
gun libraries (libraries of short randomly
cut pieces of the clone) and sequenced.
Finally, the genome is reconstructed us-
ing data from the overlapping sequences,
guided by the map. The HS approach
provides an accurate finished genome,
but requires substantial additional pre-
liminary laboratory work in creating the
BAC libraries. The draft assembly of the
public consortium was computed by Jim
Kent at the University of California, Santa
Cruz [6].

An alternative method, used by Craig
Venter’s group at Celera Genomics to
provide a draft sequence of the human
genome is whole-genome shotgun (WGS)
sequencing [3]. In this approach, shot-
gun sequencing is applied to the whole
genome, by directly sequencing clones
that are 2, 10, and 50 kb in length. Ad-
ditional information comes from known
markers, which are used for anchoring
assembled contigs (continuous stretches
of sequences arising from overlapping
clones) to the genome. The genome as-
sembler for Celera was written by Gene
Myers and his bioinformatics team [7, 8].
(Other algorithms for fragment assembly
in shotgun sequencing have been pre-
sented in [9, 10].)

In general, the choice of the sequenc-
ing method depends on the complexity

of the genome under study and the de-
sired level of completeness of the genome
sequence. The WGS approach is well
established for shorter genomes with-
out many repeats, especially for prokary-
otic genomes. For long and repetitive
genomes, the WGS approach is effective
in obtaining a draft covering, say 80%,
of the genome sequence. Finishing se-
quencing of a genome is difficult with
this approach.

The WGS approach was since applied to
drafting the dog genome [11] and probes
from the Sargasso Sea containing many
organisms [12]. A hybrid approach, which
utilizes aspects of both methods, was used
for finishing the human and the mouse
genome [13]. The public consortium fin-
ished the human genome sequence in
April 2003.

3
Molecular Sequence Analysis

There are a wide variety of questions
that one can ask about a genome se-
quence. There are low-level analyses, such
as analyzing the information content of
a sequence or finding repetitive patterns
and high-level analyses such as finding
genes and analyzing the upstream reg-
ulatory regions. There are widely used
packages for performing a variety of low-
level and high-level analyses, such as
the GCG Wisconsin package [14]. In this
section, we will only address the most
important and widespread sequence anal-
ysis problems.

3.1
Sequence Alignment

The most basic sequence analysis method
is that of sequence alignment. Sequence
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Hemoglobin alpha-1  1  MVLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTKTYFPHF-D     48
:.|:|.:|:.|.|.||||  :.:|.|:|||.|:::.:|.|:.:|..| |

Hemoglobin beta     1 MVHLTPEEKSAVTALWGKV--NVDEVGGEALGRLLVVYPWTQRFFESFGD     48

Hemoglobin alpha-1 49 LSH-----GSAQVKGHGKKVADALTNAVAHVDDMPNALSALSDLHAHKLR     93
||.     |:::||:|||||.:|:::::||:|::..::::||:||.:||:

Hemoglobin beta    49 LSTPDAVMGNPKVKAHGKKVLGAFSDGLAHLDNLKGTFATLSELHCDKLH     98

Hemoglobin alpha-1 94 VDPVNFKLLSHCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR     142
|||.||:||::.|:..||.|:..||||:|:|:.:|.:|:|:..|:.||:

Hemoglobin beta    99 VDPENFRLLGNVLVCVLAHHFGKEFTPPVQAAYQKVVAGVANALAHKYH    147

Myoglobins

Myoglobins

Hemoglobins

Hemoglobins

(a)

(b)

Fig. 2 (a) Global alignment of the human
hemoglobin α1 and hemoglobin β sequences.
The numbers at the left and right side of the
alignment represent sequence positions at the
end of each row. The signs in the middle row
signify similarity between the matched amino
acid residues: | identical, : similar,. not similar.

(b) Multiple alignment of several myoglobin and
hemoglobin sequences. The alignment was
generated with ClustalW. The colors represent
chemical groups of amino acid residues. The bar
graph at the bottom of the figure represents the
degree of conservation of the respective
alignment columns.

alignment arrays two (pairwise alignment)
or more (multiple alignment) similar nu-
cleic acid or protein sequences such that
corresponding nucleotides and amino acid
residues respectively are matched to each
other. Correspondence can mean differ-
ent things, in this context. Often, we
mean evolutionary correspondence in the
sense that the two monomers matched
have the same evolutionary origin. But

sometimes we will also mean structural
correspondence in the sense that the two
matched monomers play the same role
inside the molecular structure. The se-
quence alignment method can be applied
to DNA, RNA, and protein sequences
alike. Figure 2(a) shows an alignment of
the human hemoglobin α1- and β-chains.
Figure 2(b) depicts a multiple alignment
of myoglobin and hemoglobin sequences
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from different organisms. The additional
gap character (-) serves to introduce inser-
tions and deletions during the alignment
such that corresponding positions in the
different sequences match each other.
There are exponentially many alignments
in n and k between k sequences of length
n. In order to find the desired alignment,
we attribute a cost to each alignment.
Then, we look for the alignment with max-
imum or minimum cost, depending on
the scoring function used. Let us discuss
cost maximization of a pairwise alignment
of protein sequences, for concreteness.
Then the cost function is a sum of terms.
There is a term for each alignment col-
umn that does not contain gap characters
(match/mismatch terms), and there are
terms penalizing for gaps (gap terms).
The cost terms are usually derived statisti-
cally. In the evolutionary interpretation of
the alignment score, the match/mismatch
terms are collected in a so-called substi-
tution matrix and reflect the expectation
to see the mutations witnessed by an
alignment column. A basic simplifying as-
sumption is that the mutations witnessed
by different alignment columns are in-
dependent. This results in quite efficient
alignment algorithms that are based on
the dynamic programming paradigm [15].
The gap terms are usually set heuristically
or by fitting them to a dataset of accepted
alignments [16]. Pairwise alignments can
align complete sequences (global align-
ment) and they can be used to find shorter
sequence fragments in longer sequences
(local alignment). The runtime of the
alignment algorithm grows linearly in the
product of the length of the two sequences
to be aligned. If one wants to screen against
a large database of sequences, even this
is too much. Then one resorts to faster
heuristics that are based on gapless align-
ment of locally similar stretches. The most

widely used alignment program BLAST is
based on this approach [17]. It owes its
popularity not only to its efficiency but
also to the fact that it returns a signifi-
cance value (p-value) with the alignment
that quantifies how improbable it is to ob-
serve the sequence similarity witnessed by
the alignment. The more improbable an
alignment, the smaller is its p-value and
the more significant the finding. BLAST
is probably the only major bioinformatics
tool, which returns a significance value
that is based on solid statistical theory [18].

Multiple alignments are harder to op-
timize than pairwise alignments. The
straightforward extension of the pairwise
gapped alignment algorithm leads to an
exponential procedure and raises the prob-
lem of having to derive many cost terms
based on scarce data. These problems
can be circumvented, by using heuris-
tics. PSI-BLAST [19] uses a heuristic based
on BLAST in order to find sequences re-
lated distantly to a query sequence and
align them multiply. PSI-BLAST takes a
query sequence and computes a multi-
ple alignment of sequences taken from
a sequence database. A statistically well-
founded approach to multiply aligning n
given query sequences is provided by the
so-called Hidden Markov models (HMMs),
a stochastic procedure by which a certain
Markov chain is trained to a family of re-
lated protein sequences. The result is a
probabilistic weighting of the state transi-
tions and output behavior of the Markov
chain that causes it to generate new se-
quences of the same protein family with
significantly higher probability than other
sequences. This chain can then be used
to multiply align protein sequences of that
family and decide whether new chains be-
long to the family or not [20]. With HMMs,
an alignment of k sequences of length n
can be obtained in time O(kn2). Other very
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popular multiple alignment programs are
ClustalW [21, 22] and T-COFFEE [23] (see
also Sect. 3.2). Databases of manually cu-
rated multiple alignments can be used to
benchmark alignment methods [24, 25].

Sequence alignments are the basis of an-
alyzing relationships between DNA, RNA,
and protein sequences, respectively. On
the DNA level, alignment algorithms are
used to find genes [26] and analyze reg-
ulatory regions [27]. On the protein level,
the relationships to be searched for can be
evolutionary [28–30] or structural [31, 32].
The description of the kind of relationship
looked for is contained in the scoring ma-
trix. Whereas early approaches used the
same amino acid–substitution matrix for
all alignment columns, newer approaches
use so-called position-specific scoring ma-
trices (PSSM), that is, they adapt the
scoring matrix to the specific needs of an
alignment column. For example, in a struc-
ture alignment, each column stands for a
local structural neighborhood in the two
proteins to be aligned. This neighborhood
has specific features that can be reflected
by a scoring matrix tailored to this neigh-
borhood. The same phenomenon can be
taken into account, when aligning DNA
sequences of upstream regulatory regions
of genes, in order to find binding sites for
transcription factors. Therefore, position-
specific scoring matrices are used in this
context, as well [33, 34]. HMMs are the
basis of a number of protein family classi-
fications [35–37], and they have also been
applied to gene finding and to the analysis
of promoter regions [38].

3.2
Phylogeny Construction

In phylogeny construction, one is inter-
ested in learning about the evolutionary

relationship of a set of sequences. The ba-
sic idea is to generate a tree whose leaves
are the sequences to be related and whose
edges have appropriate lengths such that
the unique path between two sequences in
the tree approximates the respective evolu-
tionary distance as accurately as possible.
Figure 3(a) shows a phylogenetic tree of
the myoglobin sequences used in Fig. 2(b).
It is desirable to annotate the interior ver-
tices of the tree with ‘‘ancestral’’ sequences
such that the sequences that annotate the
vertices adjacent to an edge align with a
score that equals the length of the edge.
Then the tree corresponds to a multiple
alignment of the given sequences and the
inferred ancestral sequences.

There are several ways of construct-
ing a phylogenetic tree. One approach
is distance-based. Here, the evolutionary
distance between two sequences can be
represented by the score of their pair-
wise alignment or by some other mea-
sure of similarity (e.g. the distance can
be estimated with a maximum-likelihood
method). A tree is searched for that best
approximates the resulting distance matrix
of the set of sequences involved. The op-
timization problem of finding a tree that
best fits this distance measure given by the
pairwise alignments of the sequences to
be related, is difficult (NP-hard) and thus
can only be solved approximately [15]. The
problem of finding such a tree is intimately
related to the problem of finding a high-
quality multiple alignment of the set of
sequences. Thus, there are also methods
that combine these two tasks. For instance,
ClustalW (see also Sect. 3.1) constructs a
multiple alignment and a phylogenetic tree
bottom-up by successively clustering se-
quences that are most closely related. The
interior nodes of the tree are annotated
with sequence profiles that give the pref-
erences for amino acids (or nucleotides)
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Fig. 3 (a) A phylogenetic tree of the sequences aligned in Fig. 2(b). (b) A split
diagram of the more closely related sequences from Fig. 2(b).

at each position in the respective cluster.
These profiles can be turned into ‘‘ances-
tral’’ sequences with consensus methods.

The maximum parsimony approach aims
at inferring a tree that explains the

evolutionary relationship between a set
of sequences by introducing as few
mutations as possible. This is a strong
assumption that is not realized by nature
in general but serves to simplify the
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problem of generating phylogenies. The
maximum likelihood approach is based
on a probabilistic model of evolution
and aims at generating the phylogeny
that is most likely, given the observed
data. It is generally much more time-
consuming than the other approaches but
has the advantage of being founded on a
statistically more sound and generalizable
theoretical basis [39].

PHYLIP (http://evolution.genetics.
washington.edu/phylip.html) and PAUP*
(http://paup.csit.fsu.edu/) are two widely
used software libraries for constructing
phylogenies (For a list of phylogeny
programs, see http://evolution.genetics.
washington.edu/phylip/software.html).

Phylogenies are hard to validate, because
the biological process that generates phy-
logenies is hard to model and observe.
This process has two players, namely,
the stochastic process of sequence variation
and the highly complex and unstructured
process of selection. Because of the com-
plexity of this situation, each accepted
phylogeny is the result of a consensus
among biologists rather than an imper-
ative consequence of the given sequence
data. Specifically, (a) the alignment score

reflects evolutionary distance only incom-
pletely and (b) the hypothesis that the
phylogeny is tree shaped is not valid in
many biological settings, for example, be-
cause recombination events can take place.
The split-decomposition method [40] takes
account of the fact that the distance
measure derived from the sequence align-
ments need not be treelike. The method
generates so-called split diagrams that
are more treelike if the underlying dis-
tance measure allows for this, but that
show deviation from the tree shape where
they occur. Figure 3(b) shows a split di-
agram of the myoglobin sequences from
Fig. 2(b).

A comprehensive up-to-date overview of
methods for constructing phylogenies is
given in [41]. A short recent overview can
be found in [42].

3.3
Finding Genes

Finding genes is one of the grand chal-
lenges of computational biology. Figure 4
depicts the structure of a eukaryotic gene.
Identifying genes entails the elucidation of
all parts of the gene, not just the coding
regions. Exons have to be distinguished

3′

Pre-mRNAPromoterEnhancer

Regulatory region

Start of
transcription

Poly-A signal

5′-noncoding
exon

3′-noncoding
exon

Internal exonATG Stop

D D DA A

5′ Intron Intron Intron Intron

A D A

Fig. 4 The structure of a eukaryotic gene. Only the shaded parts represent coding regions.
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from introns; transcription and transla-
tion, initiation and termination sites have
to be identified.

There are basically two different ap-
proaches to identifying genes in genomic
sequences, content sensors and signal sen-
sors [43]. Content sensors aim at classifying
DNA segments into types such as coding
and noncoding. The so-called extrinsic (or
homology-based) content sensors do this by
comparison of the DNA sequence with
biologically confirmed known gene se-
quences. Sequence alignment methods are
used for this purpose. With the growing
number of genomes, one can try to use
this approach to render the gene finding
procedure more accurate [44] or even to
capture aspects of the evolutionary devel-
opment of genes [45]. If sequences similar
to the query sequence are not available,
one has to distinguish the gene regions
on their own right, that is, by intrinsic
properties of short sequence fragments
such as compositional bias or codon usage
(de novo approaches). Statistical classifiers
use these properties as input and are
trained on biologically characterized se-
quences (see e.g. [46, 47]). HMMs are also
used to model intrinsic properties of gene
sequences [48].

The signal sensor approach tries to lo-
cate functional sites in genes such as
splice sites, binding sites for transcription
factors, and so on. A popular approach
is to describe the neighborhood of a
functional site with a position-specific
weight matrix that is trained on a mul-
tiple alignment of the neighborhoods of
confirmed functional sites [49, 50]. The
alignments used for deriving such ma-
trices are gapless. By using HMMs, one
can introduce gaps in the respective align-
ment [50]. In fact, most of the current-day
programs for finding functional sites use
this technology.

The accuracy of gene prediction pro-
grams can be measured on the nucleotide
and on the exon level [51]. For mammalian
sequences, the accuracy of the best gene
prediction programs in correctly predict-
ing coding nucleotides is above 90%. On
the exon level, the accuracy is markedly
lower. Less than 80% of the exons had
all their exon boundaries predicted cor-
rectly. The correct prediction of complete
genes is even lower: less than 50% of
predicted genes correspond exactly to the
actual genes [52, 53]. The problem lies in
predicting the exact limits of the coding
regions. Also, gene prediction accuracy
drops dramatically as the density of genes
decreases and the introns become longer.
Overall, exact gene prediction is still an
unsolved problem.

3.4
Analyzing Regulatory Regions

Regulatory regions are the regions in DNA
that lie in the (mostly upstream) neigh-
borhood of the genes and that contain
binding sites for the transcription machin-
ery that is responsible for expressing the
gene. Therefore, these regions harbor cru-
cial information on the regulation of gene
expression. Polymorphisms in these re-
gions are responsible for many of the
small and large differences between or-
ganisms of the same species and also for
many predispositions and diseases. Thus,
their understanding is of great importance.
The most intensively studied regulatory re-
gions are the promoters that harbor the
binding sites of transcription factors (TF).
Promoters exhibit a modular architecture,
that is, they are composed of several TF-
binding sites. Each binding site is a short
segment of DNA (length 10 to 15 kb),
and different binding sites are located at
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varying distances to each other. The char-
acteristics on each of the blocks can be
captured with a weight matrix (see also
Sect. 3.3). The modular architecture has
to be captured with specifically tailored
organizational models. Today, such mod-
els tend to be tailored to specific classes
of promoters and are not generally appli-
cable. Therefore, statistical methods that
analyze intrinsic sequence properties are
also employed [27]. The methods used are
not unlike those for gene identification.
Since TF-binding sites are short and highly
conserved, a special approach to finding
them is based on the analysis of almost
identical short sequence segments in a set
of DNA sequences [54, 55]. The methods
used in practice today are reported to find
up to about half of the existing promoters
but output a significant number of false
positives [56].

Enhancers, silencers, and matrix-atta-
ched regions are other types of regulatory
regions that are attempted to be pre-
dicted with similar technology. Compared
to protein-based bioinformatics, the anal-
ysis of regulatory regions is still in an
early stage of development. It is especially
difficult because the processes of molecu-
lar recognition based on proteins binding
to DNA are very intricate and cannot be
analyzed on a structural level yet. Thus,
we have to derive all information from
the rather indirect methods of sequence
analysis and comparison.

3.5
Finding Repetitive Elements

As we have already seen in Sect. 2, repeats
are a characteristic and complicating fea-
ture of many complex eukaryotic genomes.
They present a problem with genome
assembly, but they also require specific

methods of sequence analysis. A few pro-
grams have been developed specifically to
find different kinds of repeats in genomes.

The function of repeats in genomes
is not yet well understood. Palindromic
repeats (those where a sequence and its
reverse complement are arranged back to
back) may point at structural features such
as hairpins in RNA. Repeats also have
been shown to affect bacterial virulence in
infectious diseases.

There are a variety of repeat find-
ing programs. The most obvious kind
is based on the observation that re-
peats tend to throw off sequence analysis
programs; thus, they are located and
masked out in the first step. Repeat
masking programs such as RepeatMasker
(http://ftp.genome.washington.edu/RM/
RepeatMasker.html) use a dictionary of
known repeats and find all exact or approx-
imate matches to the dictionary entries in
the genome sequence under investigation.

Repeat masking programs can only
rediscover repeat patterns. A more chal-
lenging task is to find repeats, just given
the genome sequence.

A very important subtype of repeats
is tandem repeats. Here, two exactly
matching short sequences immediately
follow each other. There are programs that
specialize in finding tandem repeats [57].

The largest challenge is to find general
repeats without prior knowledge, just
using the genome sequence as a basis.
Such programs usually find exact repeats
in a first step. These are then used as seeds
for finding so-called degenerate repeats
that are similar but not exactly alike. The
programs REPuter [58] and MUMmer [59]
store the genome sequence in a data
structure called a suffix tree that enables
the fast identification of exact repeats. The
FORRepeat program uses so-called factor
oracles for this purpose. An important
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feature of repeat finding programs is an
effective visualization of the output.

Repeat finding programs can be exer-
cised for a multitude of tasks. (1) Checking
genome assemblies. Assembly programs
(Sect. 2) are imperfect and thus the se-
quence assemblies they produce may con-
tain errors. Repeat finding programs have
detected palindromic repeats in the hu-
man genome sequence that were due
to wrong assembly. (2) Low copy repeats
in human diseases. Several human dis-
eases are associated with deletions or
duplications of specific genomic regions.
Such repeat patterns can be identified by
a repeat finding program. (3) Checking
uniqueness of hybridization probes. This
application is technological. On a microar-
ray, sequence probes that are unique in
the genome under consideration can be
deposited. This uniqueness can be en-
sured with a repeat finder. (4) Comparative
genomics. Concatenating two different
genomes and looking for repeats with
varying rates of divergence allows for
comparing the two genomes on different
grades of similarity.

3.6
Analyzing Genome Rearrangements

With the availability of a growing num-
ber of genomes, comparison of different
genomes becomes an even more valuable
source of insight into the evolutionary de-
velopment of species. It turns out that
nature rearranges genomes in intricate
ways to form new genomes. The indivisible
operations that nature uses for rearrang-
ing genomes are translocation, that is,
integrating some sequence fragment at an-
other location in the same or a different
chromosome, reversal, that is, transloca-
tion and integration into the oppositely
directed DNA strand, as well as fusion

and fission of chromosomes. We are con-
cerned here with rearrangement events on
the species level, not those on the level
of the individual (which are mutation and
recombination).

The comparison of two genomes from
different species aims at exhibiting which
parts of the genome 1 correspond to which
parts in genome 2 and thereby reveal
the respective sequence of rearrangement
operations. Of course, we have to deal
with mutations that distinguish the two
sequences at the same time. In general,
this is a sequence analysis problem similar
to sequence alignment, in spirit, but with
the rearrangement operations as basic
operations instead of mutation and gap
insertion. We can attribute a cost to
each operation, as we did in sequence
alignment, and optimize the cost of
the sequence of operations transforming
one genome sequence into the other.
Algorithmically, the problem is more
complex than that of sequence alignment
([60] Chapter 10, [61]). A basic ingredient
of the algorithms is the breakpoint graph,
which represents the available options for
a rearrangement.

The problem becomes even more dif-
ficult if several genomes are to be
compared and we are looking for a
phylogeny [62]. These algorithmic devel-
opments still make several biologically
unjustifiable assumptions. For instance,
recent comparative investigations of the
genomes of human and mouse have re-
vealed that rearrangements of genomes
happen at different scales. Intrachromo-
somal micro-rearrangements affect se-
quence segments less than 1 Mb in length;
macro-rearrangements affect much longer
sequence segments and can happen in-
side a chromosome as well as between
chromosomes. Recently, the algorithmic



582 Informatics (Computational Biology)

technology has been adapted to this find-
ing [63].

Computational analysis of genome re-
arrangements is just on the verge of
transcending a basic algorithmic investi-
gation to generating useful insight into
the evolution of species genomes [64, 65]
and the relationship between genome re-
arrangement and disease [66].

4
Molecular Structure Prediction

In many cases, the 3D structure of
a molecule can provide essential clues
to its molecular function. This is the
case especially for proteins and RNA
that exercise their functional role by
binding to other molecules in a unique
and predictable fashion. This happens
especially for enzymes and molecules that
are involved in regulation and information
transfer within the cell or between cells.
While DNA has a very uniform double-
helical structure, RNA and proteins can
fold in a large variety of structures. These
molecules are stable in the sense that
they retain their overall fold, yet they
can vary their structure in subtle ways.
Examples of this phenomenon are domain
movements of allosteric proteins or the
phenomenon of induced fit, by which the
surface of the binding site of a protein
changes subtly to accommodate its binding
partner.

The close relationship between molecu-
lar structure and molecular function gives
the structure prediction problem its great
relevance. Today, we cannot reliably pre-
dict the structures of proteins or RNA,
in general. However, the protein structure
prediction field is in a more advanced state
than RNA structure prediction. We will
discuss both fields, in turn.

4.1
Protein Structure Prediction

The protein structure prediction problem
has often been called a Grand Challenge
problem in computational biology. It has
received wide attention in the scientific
community and even in the media.
Computer manufacturers have used it as
one of the main motivators for their high-
performance computer developments. The
reason for this popularity is probably that
the problem is quite easily communicated,
while a solution still evades us to this
day. Here, we discuss three versions
of the problem that have received wide
scientific attention. All versions take the
protein sequence as primary input. Some
of the methods use additional input, such
as the evolutionary neighborhood of the
query protein or a database of known
protein structures.

There are a large number of structure
prediction methods available on the Inter-
net, today. The community also provides
sophisticated means of constantly eval-
uating these methods. Every two years
the CASP contest (critical assessment of
structure prediction methods [67]) stages
an international experiment for predicting
protein structures that are unknown at the
time of prediction but are resolved by the
time of evaluation of the predictions. Fur-
thermore, there are servers on the Internet
that continually assess and compare the
performance of protein structure predic-
tion methods [68, 69].

4.1.1 Secondary Structure Prediction of
Proteins
The secondary structure prediction prob-
lem aims at deciding, for each residue
in the protein sequence, whether it is lo-
cated in an α-helix (H), a β-strand (E), or
neither (C). We call the latter regions coil
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regions. There are variants of the problem
that distinguish different helices (α-helix,
310-helix, etc.) and subdivide coil regions
further, for example, by introducing dif-
ferent turns. Here, we will not discuss
these variants.

In modern methods, the first step is to
scan through a protein sequence database,
retrieve homologs of the query protein,
and compute a multiple alignment of all
retrieved proteins. This provides critical
additional input to the structure prediction
procedure: For each sequence position, we
now have not just a single residue but
a profile of residues that related proteins
provide. The introduction of this critical
information was the key ingredient of
boosting the structure prediction accuracy
above 70% in the early nineties [70]. Given
this information, a variety of classification
methods can be used to predict the
residues states H,E,C; among them, neural
nets [70, 71] are the most popular variant.
Additional improvement on the structure
prediction accuracy can be obtained by
running several methods and forming a
consensus between them [72–74]. Such
methods achieve an accuracy of just under
80%. The ends of secondary structure
elements tend to be predicted more
unreliably than their central regions. For
the profile to be unbiased, the sequence
database from which we draw the profile
has to be unbiased in the sense that there
are no protein families that are over- or
underrepresented in the database.

The accuracy of secondary structure pre-
diction methods is assessed by comparing
their prediction to secondary structure as-
signments that are automatically derived
from resolved 3-D protein structures. Dif-
ferent methods for this purpose, such as
DSSP [75] and STRIDE [76] differ in their
assignments. Owing to these differences,

one cannot expect the prediction accuracy
to increase much above 90%.

4.1.2 Similarity-based Protein Structure
Prediction
The most successful approach to the pre-
diction of 3D protein structure takes a
database of resolved protein structures,
the so-called template structures as sec-
ondary input. Rather than assembling the
protein structure of the sequence from
scratch, we repeatedly ask the question
whether the protein structure attains any
of the template structures. We only col-
lect reasonably different structures in the
template database – one convention is to
require the sequence of any two template
structures to have at most 40% sequence
identity. This results in a database with
roughly 5700 structures today.

How do we decide how likely it is for
the sequence of the query protein to attain
a given template structure? We perform
a pairwise alignment of the query se-
quence with the sequence of the template
structure. Here we use a position-specific
amino acid substitution matrix (PSSM)
that represents the structural preferences
for a residue on the query sequence to
be located at the location of the matched
residue in the template structure [31, 32].
As in secondary structure prediction, we
can enhance this approach by introducing
information from evolutionarily related
proteins in the form of a sequence profile
on the side of the query sequence as well
as the template sequence plus additional
information, for example, stemming from
secondary structure predictions [77].

This kind of aligning of the query se-
quence with the sequence of a template
structure is called protein threading [78].
The score of the alignment tells us the
level of preference for the query sequence
to attain the template structure. Ideally, the
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template that can be aligned to the query
sequence with the highest alignment score
should provide the structural model for the
query protein. However, since alignment
scores reflect structural preference only in-
adequately, this model selection procedure
is fallible. Thus, the score has to be accom-
panied with a confidence value that rates
how much we can believe in the predic-
tion. Often, confidence scores are based
on statistical significance, which rates how
unlikely it is to obtain the alignment by
chance. But other, more heuristic choices
of confidence values have proven effective
as well [79].

The improvement of the quality of pro-
tein structure prediction rests mainly on
the improvement of the scoring function.
There are two ways to improve the scor-
ing function. The first is to find ever more
suitable functional forms for scoring. In
scoring, one has to make a tradeoff be-
tween the number of terms to include into
the function and the computational efforts
for scoring. Interaction terms between a
growing number of partners within the
protein afford more accurate scoring (if
the interaction terms are correct) but also
take more time to compute. The second is,
given a fixed functional form to improve
the scoring parameters. These parameters
are typically fitted to existing protein struc-
tures. Thus, with the growing number of
protein structures available, these param-
eters can be refitted regularly and should
automatically lead to better scoring func-
tions, given that the functional form for
scoring is suitable.

The performance of protein threading
methods is typically assessed by fold
recognition benchmarks [68, 69]. Here the
object is to retrieve the template structure
that is most similar to the structure of
the query protein. The performance can
be quantified in terms of the number

of correctly assigned folds or, in a more
detailed fashion, by rating the quality of the
alignment, on which the fold assignment
is based. The accuracy of protein threading
methods depends greatly on the similarity
between the query sequence and the
template protein. It is low in the case of
low sequence similarity and high in the
case of high sequence similarity. Over the
whole protein structure database, we can
achieve an accuracy of above 70% correctly
assigned folds today.

Aligning the query sequence to a
template protein is only the first step of
producing a full-atom protein structure
model for the query protein. While it
is a critical step for the similarity range
of below about 40% between query and
template sequence, it is a trivial exercise
in high similarity ranges above, say, 70%.
A faulty alignment leads invariably to a
wrong protein model.

The alignment only provides the struc-
ture of part of the backbone of the protein.
Gaps in the alignment represent parts of
the query sequence that we cannot map
onto the template structure (if gaps oc-
cur in the template sequence) or tears
and rips in the backbone model of the
query sequence (if gaps occurs in the
query sequence). The former gaps mostly
stem from loops in the query protein
that have no counterpart in the template
structure. These loops have to be mod-
eled in a separate loop-modeling step.
Modeling loops can be achieved by tak-
ing loop templates from a database of
structures of protein fragments, or by us-
ing energy optimization methods. Rips
in the backbone of the query protein
have to be mended and finally the side
chains of the query protein have to be
attached to the backbone. Here, the vari-
ants are to use a database of side-chain
rotamers or to do energy optimization.
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Similarity-based protein modeling tools
combine these different steps in differ-
ent ways and using different algorithmic
procedures such as discrete optimization,
nonlinear optimization, and constraint
programming [80–82].

While similarity-based modeling is quite
successful today, it has to be mentioned
that this approach cannot discover yet
unseen protein structures. Rather, it can
only rediscover structures that have been
seen before as attained by different protein
sequences. As we can only assume to
have uncovered about a third of all
protein structures used by nature [83], this
approach has strong limitations.

Therefore, homology-based modeling
has been combined with experimental pro-
cedures for protein structure prediction
in Structural Genomics initiatives [84]. The
basic idea is that with bioinformatics meth-
ods, one first selects a set of yet structurally
unresolved protein sequences that (1) are
likely to fold into a yet unseen structure and
(2) are likely to submit to the experimental
technique for the structure elucidation that
is to be used, that is, the protein should
crystallize, if X-ray diffraction is to be
used for structure determination [85, 86].
The selected proteins are then submitted
to experimental structure elucidation. For
this purpose, high-throughput versions
of experimental structure determination
methods have to be developed. Any newly
discovered protein structure can then pro-
vide a new template for homology-based
structure prediction to further expand the
space of protein structure models. With
the most ambitious structural genomics
initiatives, the goal is no less than to
cover all (or as much as possible) of pro-
tein structure space. The throughput of
experimental structure prediction meth-
ods is not yet large enough to consider

high-throughput structure determination
a reality today [87].

4.1.3 De Novo Protein Structure Prediction
De novo structure prediction does not
use structural templates but attempts to
construct the protein structure from the
sequence from scratch. This affords not
only the rediscovery of known template
folds attained by new protein sequences
but the actual discovery of new (never
seen) folds. Currently, there are basically
two approaches to this problem. One uses
energy minimization. This approach is
of quite limited effect. The only reports
have been on being able to model
short stretches (a few dozen residues)
in small proteins. In the late nineties,
David Baker and his group invented
a second approach that takes up the
idea of modeling the protein structure
from structural templates of small protein
fragments (nonapeptides) that are taken
from resolved protein structures [88, 89].
This assembly procedure is equipped with
an effective scoring function [90]. This
ROSETTA procedure has given the field
a major push and provided significant
progress in recent CASP events [91].

The ROSETTA method has also been
applied to improve secondary structure
prediction [92].

4.2
RNA Secondary Structure

In principle, the aspects of RNA structure
prediction are similar to those encountered
with proteins. However, the state of RNA
structure prediction is not as mature as
that of protein structure prediction. There
are two aspects in which RNA structure
prediction differs from protein structure
prediction. The first is that the secondary
structure patterns of RNA are different
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from those of proteins. Whereas we
have α-helices and β-strands in proteins,
RNA secondary structure is made up
of double-helical base pairing patterns

within the RNA sequence. Thus, the
secondary structure prediction problem
for RNA differs from that of proteins.
The second is that 3D structure prediction
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of RNA is hampered by a lack of
data for resolved RNA structures, as
compared to proteins. We have over 20 000
protein structures available today, but
only a few hundred RNA structures (see
http://www.rnabase.org/).

An intensively studied problem on the
way to RNA 3D structure is the RNA
secondary structure prediction problem.
RNA exhibits secondary structure due to
the base pairing occurring within the
molecule. The usual Watson–Crick base
pairs (A–U, C–G) occur with preference,
but other pairings (U· · ·G, A· · ·G) and even
(U· · ·U) are also seen. Figure 5 shows
a typical RNA secondary structure and
indicates that RNA secondary structure
basically has a tree shape, if one disregards
the usually few base pairings violating
this shape. (These base pairings are called
pseudoknots [93, 94], see Fig. 5.)

There are basically two approaches to
RNA secondary structure prediction. The
first is called comparative sequence analy-
sis and deduces the likely location of base
pairings from correlated mutations in the
respective positions along multiple align-
ments of homologous RNA sequences.
Traditionally, the process was mostly per-
formed by hand, but recently algorithmic
versions of this scheme have been pre-
sented [95–97]. The second approach is
energy-based. An additive energy model
is assumed in which each local structural
feature, such as a stacked base pair and
each of the various bulges and loops in
the secondary structure (see Fig. 5), is at-
tributed a certain energetic contribution.
These energetic values are deduced from
experiments and simple model assump-
tions. Then, a combinatorial optimization
algorithm searches for the RNA secondary
structure with lowest energy. The opti-
mization can be done efficiently using
dynamic programming, if we assume that

the RNA structure is treelike as described
above. This method has been pioneered
by Zuker and Stiegler [98], and it is quite
popular, since it lends itself to many
generalizations. One can select different
tradeoffs between the complexity of the
energy model and the runtime of the mini-
mization algorithm [99]. One can compute
not only the optimal but also a set of
near-optimal foldings and display them
together in a so-called energy dot plot in
order to identify the putatively most sta-
ble regions of the structure [100]. Finally,
since the energy contributions from local
structure elements can be chosen to be
temperature-dependent, one can assem-
ble a ‘‘movie’’ of the energetically most
favorable RNA structures as the tempera-
ture rises (or falls). Also, thermodynamic
quantities such as the heat capacity can be
computed [101] with the same efficient dy-
namic programming approach. All of these
methods disregard pseudoknots; however,
these have to be factored in by special al-
gorithms that make the computation more
expensive [102, 103].

5
Analysis of Molecular Interactions

The analysis of molecular interactions
is a major component of understanding
protein function as well as a basic
technology for searching for new drugs.
By interaction we mean noncovalent (only
in rare cases does one have to consider
the formation of covalent bonds) binding
of two or more molecules. Here, we
only discuss interactions between two
molecules. We distinguish large molecules
(macromolecules, such as proteins, DNA
or RNA) and small molecules (such as
metabolites or drugs). Here, we will
mainly discuss the case in which the
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macromolecule is a protein. Accordingly,
we consider the protein–protein docking
problem, which considers the formation
of a complex between two proteins,
and the protein–ligand docking problem,
which analyzes the complex of a (small-
molecule) ligand binding to a protein.
Both problems are surprisingly different,
in terms of their relevance and their
bioinformatics solution.

5.1
Protein–Ligand Docking and Drug
Screening

All docking problems are vehicles for un-
derstanding molecular interactions from
a basic research point of view. In addi-
tion, the protein–ligand docking problem
is of central interest mainly because of its
application in drug design. This is why pro-
tein–ligand docking receives much more
attention from pharmaceutical industry
than the protein–protein docking prob-
lem. This application also places important
requirements on protein–ligand docking
software. Specifically, the demand is on
high throughput: In order to screen large
databases of putative drug molecules, each
instance of the protein–ligand docking
problem has to be solved in as short a
time as possible. Today, the relevant com-
pute times for drug screening by docking
are in the second-to-minute range for dock-
ing programs that analyze full ligand and
restricted protein flexibility. The ligand is
generally assumed to be druglike, with
molecular weights up to about 500 Da and
up to a dozen rotatable bonds. Peptides,
which can be larger and have more rotat-
able bonds, exercise the limits of general
protein–ligand docking software and re-
quire special approaches.

Two main issues have to be accounted
for in a docking program. One is to find

the geometric fit between the two in-
teracting molecules. This entails finding
the right conformation of the – generally
highly flexible – ligand and the protein
(involving the analysis of induced-fit con-
formational changes in the protein if the
software allows for it). In general, a dock-
ing program will generate several putative
protein–ligand complexes that are feasible
geometrically. Therefore, we need a second
selector in order to distinguish the correct
binding mode(s) from wrong ones. This
selector is an estimate of the differential
free energy of binding between the com-
plexed and the uncomplexed molecules.
According to the laws of thermodynamics,
we are looking for the conformational state
that minimizes this figure. In addition,
the energy score can be used to distin-
guish good from bad lead compounds; the
lower the energy score, the stronger the
binding affinity of the ligand to the pro-
tein and more interesting the ligand is
as a putative lead compound. Therefore,
energy scoring is at the heart of docking.
Unfortunately, energy scoring is also the
least well-understood part of docking. In
addition, in order to abide by the strict
time constraints, generally reduced en-
ergy models have to be used that result
in inaccurate energy estimates. Figure 6
exemplifies the result of docking a small-
molecule ligand into a protein.

There are a handful of widely used
docking programs (e.g. DOCK [104],
GOLD [105], FlexX [106], Fred (OpenEye
Software), AutoDock [107], LigandFit
(Accelrys), ICM [108]) that use a few
successful approaches to subproblems
of protein–ligand docking in different
combinations. Several recent reviews
compare these programs [109–112]. For
handling ligand flexibility, some programs
precompute a limited set of rigid
conformers that are docked into the
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Fig. 6 Docking of the drug
methotrexate into the active site
of the protein dihydrofolate
reductase. Green: observed
crystal structure. Red: docking
Result computed by the docking
program FlexX.

binding site of the protein one after
the other. Other programs incrementally
build up the ligand inside the binding
pocket of the protein out of more or
less rigid fragments. Again, others use
more generic conformational sampling
schemes based on genetic algorithms,
Monte Carlo techniques, or molecular
dynamics. For energy, scoring force fields
that are based on pair potentials are
used as well as more rudimentary and
therefore faster empirical scoring functions
that only score additive contributions
of short-range interactions between
the protein and the ligand [113–115].
Among the pair potentials, the more
classical force fields are derived from
physical principles [116, 117], newer ones
are based on an abstract functional
form and fitted to the data of
existing protein–ligand complexes. The
latter class of scoring functions is
generally called knowledge-based scoring
functions [118, 119]. Improving scoring
functions is the bottleneck for
protein–ligand docking.

Docking programs that build up the
ligand inside the binding pocket of the
protein lend themselves to more efficient
screening procedures on combinatorial
ligand libraries. Here, the alternatives
of the so-called R-groups in the ligand
scaffold can be tried out during the buildup

procedure. This can increase the screening
throughput significantly [120, 121].

As an aside, it shall be noted that there
is a substantial spectrum of methods for
drug screening in case that the structure
of the protein is not available. In this case,
the query for the search through ligand
databases is not the protein but a com-
pound that is known to bind to the binding
pocket of the protein. The search looks for
compounds that are similar to the query
compound. The notion of molecular simi-
larity is critical here. It is usually based on
one or a set of molecular descriptors, that
is, abstractions of the molecule that en-
tail information about relevant molecular
properties. Different kinds of descriptors
are in use. Popular descriptors consist of
binary vectors that list (sometimes up to
a hundred thousand) molecular proper-
ties and code, for each property, whether
the molecule has that property or not.
In this case, molecular similarity analy-
sis is reduced to a comparison of binary
vectors, which can be done very quickly.
Thus, the resulting screening procedures
have a throughput of several ten thou-
sand molecules per second [122]. More
complex descriptors involve a topological
analysis of the molecule. Such descriptors
incur more complex similarity analysis al-
gorithms that only have a throughput of
about 100 molecules per second. However,
with such descriptors, the conformational
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flexibility of ligands can be handled [123].
Overviews of approaches to drug screen-
ing by molecular similarity can be found
in [124–126]

These initial drug-screening procedures
only look for lead compounds that are
(more or less) tightly binding to the
protein. In order to convert a lead
compound into a drug, its so-called
ADMET properties have to be optimized.
Here A stands for absorption (by the
intestinal barrier, if given orally), D
for distribution (throughout the body,
involving deliverance to the location where
the drug is supposed to act), M for
metabolism (the tendency of drug to be
metabolized before it reaches its place of
action), E for excretion (of the drug from
the body) and T for toxicity. Computational
procedures for assessing these properties
are summarized in [127, 128]

5.2
Protein–protein Docking

Protein–protein docking is central to un-
derstanding regulatory events in living
systems. Therefore, the protein–protein
docking problem is a vehicle in under-
standing the inner workings of cells and
the molecular basis of diseases. Since pro-
teins are not preferred drugs, these days,
the protein–protein docking problem can-
not help in finding new drugs, though it
can be an aspect of finding target pro-
teins – for instance, when the binding of
two proteins is supposed to be inhibited
by a drug. The screening aspect is not as
important for the protein–protein docking
problem as for the protein–ligand-docking
problem. One could think of docking a
protein against all structurally resolved
or modeled proteins of an organism, but
the number of resulting instances is still

orders of magnitude smaller than for
drug screens.

In protein–protein docking, the notion
of molecular surface is more promi-
nent than in protein–ligand docking, be-
cause both binding partners are basically
rigid – aside from the events of induced fit
occurring along the contact surface. These
events need to be considered. Not con-
sidering protein flexibility incurs higher
penalties in protein–protein docking than
in protein–ligand docking. The energetic
differences between the bound and un-
bound complex are usually higher for
drugs (that are supposed to stick to the
protein) than for proteins (that are sup-
posed to disassociate again). All this makes
protein–protein docking an exceptionally
hard variant of the docking problem.

Approaches to protein–protein docking
usually build on a procedure for rigid
docking and incorporate induced fit on
top of this algorithmic basis. Methods
based on Fourier analysis or Fourier trans-
form [129], geometric matching [130], and
genetic algorithms [131] are approaches
for the rigid-docking part. The induced
fit can be incorporated rudimentarily by
‘‘softening’’ the protein surface using ap-
propriate energy potentials or explicitly
by sampling different side-chain confor-
mations. In general, the energy-scoring
problem is the same for protein–protein
docking as for protein–ligand docking. If
a rudimentary scoring function is used,
the ranking of the different complexes that
are generated by the docking program by
energy is inaccurate, and rescoring of the
high-ranking complexes with a more accu-
rate scoring function may be necessary.
Explicit sampling of side-chain confor-
mations can be done by a combinatorial
search procedure [132] or with genetic al-
gorithms [133]. The dead-end elimination
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algorithm is an effective method for re-
ducing the number of conformers to be
searched [134, 135].

State-of-the-art protein–protein docking
procedures are ICM-DISCO [136], 3D-
DOCK [137, 138], and ZDOCK/RDOCK
[139, 140]. These programs and others took
part in the CAPRI protein–protein dock-
ing contest (Critical Assessment of Predic-
tion of Interactions http://capri.ebi.ac.uk/
[141]) that was started in 2001 [136, 142,
143]; the contest is going into its fifth
round now. Reviews of protein–protein
docking can be found in [144–146].

5.3
Other Molecular Docking Problems

Protein–DNA docking is important in
understanding regulatory events in the
cell. Because of the high regularity of the
DNA double-helix structure, the usually
large structural changes in the protein
and the importance of the solvent in
protein–DNA binding, this version of the
docking problem is an especially difficult
variant of the protein–protein docking
problem. A few attempts have been made
to adapt existing protein–protein docking
software to protein–DNA docking [146] or
to develop methods specially tailored to
this problem [147, 148].

The other variants of the docking
problem (protein-RNA, DNA-ligand, RNA-
ligand) are covered even less in the
literature.

6
Molecular Networks

While the interactions of pairs of mole-
cules are essential basic components of
cellular function, the inner workings of
a cell only become apparent at the level

of complex networks of such interactions.
Therefore, the modeling and analysis of
biochemical networks is a major aspect of
understanding the cell, as a whole, a goal
that has been formulated by the newly
appearing field of systems biology [149].

Biochemical networks in cells are very
complex. Therefore, their study is usu-
ally confined to restricted contexts. The
classification that will guide the structure
of this section is divided into metabolic
networks and regulatory networks. Both
subclasses of networks have their specially
targeted databases and a growing set of
analysis procedures. A more general view
of protein interaction networks is afforded
by cell-wide protein interaction screening
experiments. This topic is taken up in
Sect. 8.3.

6.1
Metabolic Networks

The metabolic network of a cell summa-
rizes the set of reactions inside the cell
that metabolize small molecules (called the
metabolites) with the help of catalytic pro-
teins (called enzymes). Coherent sequences
of successive reactions are called pathways;
if a pathway closes in on itself, it is called a
metabolic cycle. The object of a pathway or
a cycle can be to synthesize or degrade a
macromolecule or a metabolite or to con-
vert or release usable energy. Metabolic
networks are very uniform. They are com-
posed of elements as shown in Fig. 7, with
two vertices called the educt and the prod-
uct, an edge signifying the reaction labeled
with the catalyzing enzyme, and possibly
attached cofactors. Reactions can be re-
versible or irreversible, the latter case being
denoted by a pointed arrow in the unique
direction of the reaction. The composition
of such elements at the metabolite nodes
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Fig. 7 A metabolic reaction. Educt: dihydrofolate. Product:
tetrahydrofolate. Enzyme: dihydrofolate reductase (DHFR). This is the
reaction blocked by the inhibitor bound to DHFR in Fig. 6.

yields complex networks such as shown in
Fig. 8.

The regular nature of metabolic net-
works affords the opportunity to build large
uniform databases and to devise system-
atic analysis procedures of these networks.
In order to completely describe a single
reaction such as the one in Fig. 7, we have
to supply the kinetics of the reaction, that
is, the concentration gradients of the in-
volved molecular partners in terms of their
starting concentrations. While the form of
many reactions is known today, the reac-
tion kinetics is a sorely missing piece of
data for most reactions.

Metabolic network databases include
organism-specific databases such as Eco-
Cyc [150] (for E. coli), HinCyc [151] (for H.
influenzae), PseudoCyc [152] (for P. aerug-
inosa) (Other computationally derived

metabolic databases are available at the
BioCyc website (http://biocyc.org)) and
databases spanning several organisms
ranging even over different kingdoms
of life, such as KEGG [153], MPW [154]
and MetaCyc [155]. For these databases,
the basic unit of description is the
metabolic pathway. The databases pro-
vide data records and images describ-
ing such pathways. In recent times, the
images have become increasingly pro-
cessable by computer. Then there are
databases that concentrate on the sin-
gle reaction, such as BRENDA [156] EN-
ZYME [157], and the new integrated effort
IntEnz [158]. All metabolic databases are
equipped with their own set of tools
for querying the databases, for naviga-
tion and for visualization of the search
results.
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Fig. 8 Schematic diagram of part of the metabolic network of E. coli (from
http://www.genome.ad.jp/kegg/pathway/map/map01100.html)

These databases are comprehensive
enough to enable comparisons of the
factual or putative topology of metabolic
pathways in different species with fully
sequenced genomes. Such comparisons
have been undertaken for several metabolic

pathways [159], partly involving genomic
context methods for protein function pre-
diction (see Sect. 8.4). Furthermore, math-
ematical methods have been developed to
analyze the topological structure of path-
ways. The so-called flux balance analysis
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method uses linear optimization to assign
flux values to the edges of a metabolic net-
work that maximize some objective func-
tion, such as growth per substrate uptake,
under steady state conditions [160]. In con-
trast, metabolic flux analysis decomposes
pathways into the so-called elementary
flux modes [161, 162]. The elementary flux
modes are the minimal components of a
pathway that can act coherently and inde-
pendently under steady state conditions.
Both types of analysis aim at yielding
insight into the biological structure of
a metabolic network from its topology.
There is software to perform this analy-
sis on medium-sized pathways [163]. Of
course, the steady state is a special case
for a cell. If we drop it, we have to re-
sort to more general analysis methods
based on ordinary differential equations
that model the reaction kinetics in the path-
way under consideration. There has been
extensive software development for this
purpose [164–167]. However, the data are
missing in many situations. Large metabo-
lite screening projects aim at removing this
deficit [168–170].

6.2
Regulatory Networks

The regulatory network is generally
thought of as being the part of the bio-
chemical network inside the cell that
facilitates information and communica-
tion, rather than turning around matter.
Signal transduction pathways and protein
interaction networks that facilitate tran-
scription of genes are two essential parts of
the regulatory network. The regulatory net-
work is much more difficult to approach
than the metabolic network. One reason
is that it is more inhomogeneous. In a
regulatory context, there are many ways in
which a molecule can affect another that

is of importance, for example, agonistic,
antagonistic, activating, deactivating, in-
hibitory and so on. Thus, currently, there
is not even a generally accepted notation
for representing regulatory relationships.
Furthermore, the few databases of reg-
ulatory networks are more cursory than
the well-developed metabolic databases.
Where metabolic databases contain up to
well over a hundred thousand genes, reg-
ulatory databases have grown to a few
thousand genes. Most of the knowledge
on regulatory pathways is still buried in
the literature, that is, it is not in computer-
digestible form. However, the amount of
knowledge existing in the literature is so
large that several attempts are being made
at systematically mining the literature with
automated methods to extract that knowl-
edge. Of course, owing to unsystematic
notation and difficulties in parsing text
generated by humans, such efforts gener-
ated many false positives and the resulting
data are therefore to be taken with the
greatest caution (see also Sect. 8.6).

TRANSPATH [171] is a prominent
database of signal transduction pathways.
The database web interface includes tools
for querying and visualization as well as an
integrated tool for the analysis of microar-
ray data in the context of the regulatory
networks (see Sect. 7). The protein interac-
tion databases DIP [172] and BIND [173]
also describe molecules in terms of path-
ways and provide reaction maps.

There are basically two ways of analyz-
ing regulatory networks. One is to sim-
ulate and analyze established networks.
A straightforward approach here is to
model regulatory relationships with the
same framework of differential equations
that is used for the nonstationary analysis
of metabolic networks. This approach is
general and can be accurate, given suffi-
cient data, but it may incur performance
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problems and lack the model hierarchy
that biologists usually attribute to bio-
chemical networks. The signal pathway
database DOQCS [174] provides a repos-
itory of models of signal pathways on
this basis. Qualitative simulation methods
simplify the general differential equations
model to simpler function forms [175] or
even to discrete models [176]. The other,
much more challenging, question is how
to uncover yet unknown regulatory rela-
tionships and pathways from experimental
data. One set of data from which one
hopes to be able to do so is expression
data (Sect. 7).

6.3
The Virtual Cell

The ultimate goal of systems biology is to
provide a computational simulation of the
whole cell. The E-Cell Project is undertak-
ing a comprehensive effort toward this goal
encompassing the computational work to
provide the simulator [177, 178] and being
embedded into a large metabolite screen-
ing project that is supposed to generate
the necessary data for the simulation [179].
Genomic Object Net is another virtual cell
project that is based on combinations of
discrete and continuous simulation mech-
anisms [180].

7
Analysis of Expression Data

In the early 1990s, the first steps of develop-
ments were undertaken toward measuring
the profile of genes transcribed in a cell in
a certain cell state. This information goes
way beyond the information contained in
the genome sequence, since it can help
distinguish between different tissues and

different cell states within the same tis-
sue (e.g. healthy/diseased). Thus, it was
hoped to be the basis for entirely new ap-
proaches towards diagnostics and therapy
of diseases. Technically, the most conve-
nient way of measuring gene expression
profiles is on the basis of the transcribed
mRNA, rather than protein. The reason is
the much more uniform molecular form of
DNA that lends itself more conveniently to
laboratory procedures than proteins. There
is a tradeoff in choosing mRNA as the
level on which gene expression is to be
measured. On the one hand, mRNA ex-
pression levels do not always correlate well
with protein expression levels, which are
governed by regulation of protein trans-
lation and degradation, in addition to
transcription regulation. Also, posttrans-
lational modifications of proteins, which
have an essential effect on protein func-
tion, cannot be measured on the mRNA
level. Still, because of the technical acces-
sibility, mRNA expression measurement
became very popular, first on the basis
of ESTs (expressed sequence tags) and
currently mainly on the level of cDNA
microarrays.

The advent of cDNA microarrays in the
late 1990s has created a large surge of
statistics and bioinformatics activities tar-
geted both to configuring the arrays and
to interpreting the resulting data. Today,
not only the potential but also the limits
of microarray measurements are becom-
ing apparent. Thus, many of the hopes
of making protein function accessible di-
rectly through microarray measurements
have not materialized. But it is becoming
clear that diagnostic procedures progress
significantly through expression measure-
ments and in concert with other biological
data, expression measurements can help
gain some insight into the biological role
of genes and proteins.
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7.1
The cDNA Microarray

Without going into the details of the tech-
nology, we give a quick summary of the
essentials of the cDNA microarray here,
in so far, as it is relevant to bioinformat-
ics. The expression profile measurement
begins with extracting all mRNA from
a homogeneous cell lysate. The mRNA
is then back-translated to cDNA and la-
beled radioactively or fluorescently for
detection. The cDNA is then run over
a microarray. On the microarray, an ar-
rangement of complementary sequence
probes for relevant genes is arrayed. The
length of the probes differs in different
technologies from 25 mers across about
70 mers to full-length genes. The cDNA
hybridizes to the respective probes and a
detection device measures the quantity of
hybridized cDNA. The detected signal lev-
els provide the raw data for analysis and
interpretation.

Today, cDNA microarrays can have
many thousand probes on them and col-
lect all genes for small organisms or
many putative genes for diseases in com-
plex organisms (heart chip, cancer chip,
etc.). There are basically two classes of ar-
rays: one-channel arrays and two-channel
arrays. One-channel arrays are the ones
described above [181]. Two-channel arrays
allow for hybridizing cDNA from two dif-
ferent cell lysates, each colored differently,
say, red and green, in the same experi-
ment [182]. Thus, we achieve a differential
profile of two cell states with a sin-
gle experiment. Several companies have
proprietary microarray technologies (for
an overview see http://www.bio.davidson.
edu/Biology/GCAT/GSI/Microarrays.
html). The Pat Brown Lab at Stanford Uni-
versity has provided a free protocol for
making two-channel arrays that is widely

used today (http://cmgm.stanford.edu/
pbrown/)

7.2
Configuration of Experiments and Low-level
Analysis

The configuration of microarray experi-
ments is a nontrivial technical issue that
had been taken too lightly in the early days
of the technology. Today, the importance
and difficulty of the consistent preparation
of a microarray experiment has gained
widespread attention [183]. This includes
rigorous quality control of the purified
RNA populations, the appropriate selec-
tion, and configuration of the probes on
the chip to reliably select the desired cD-
NAs and avoid inadequate or nonspecific
hybridization [184], a sufficient number
of replications of the experiment [185],
and a sufficient logging of the experi-
ment. For the latter purpose, the MIAME
standard (minimum information about
a microarray experiment) has been de-
veloped [186]. The public repository of
expression data ArrayExpress, which fol-
lows this standard, is in existence and
growing in volume [187]. The National
Center for Computational Biology (NCBI)
is providing another database of expres-
sion data, the Gene Expression Omnibus
(GEO) [188].

The configuration of a microarray ex-
periment is closely related to the low-level
analysis of the data generated by the ex-
periment [189, 190]. By this we mean the
procedure that turns the raw readouts
of the experiment into a number signi-
fying expression level, say, in terms of
RNA copies per cell, or in terms of fold
changes based on some reference pro-
file. Low-level analysis has to incorporate
and appropriately model the variances in
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expression levels stemming from techno-
logical and biological sources of error. The
respective statistical procedure is called
normalization of expression data. Quite
a few methods for normalizing expres-
sion data have been published, and the
choice of the appropriate method is a cen-
tral aspect of low-level analysis. Overviews
of basic normalization methods are given
in [191, 192], newer methods can be found
in [193, 194].

The result of low-level analysis is
an expression data matrix of normalized
expression levels. This matrix has the
dimensions number of probes × number
of samples. Here the number of probes
(genes) is usually very large, in the several
ten thousands. The number of samples
(experiments) is quite low, at most in
the dozens. Thus, the expression data
matrix is quite unbalanced. This has
strong ramifications for the analysis of
expression data.

The final step in low-level analysis is
to decide what a differentially expressed
gene is. To this end, we have to fix a
threshold value of change in expression
level, above which we regard a gene as
being ‘‘conspicuous.’’ This is a statistical
question that has to be resolved in terms of
a model of background variation specific
to the gene and the experiment.

7.3
Classification of Samples

The considerably easier problem is to clas-
sify the (few) samples on the basis of the
expression levels of the (many) probes. The
related application problem is a diagnostic
one: to distinguish different types or stages
of a disease based on the related expression
data. This problem is of high clinical rele-
vance and has been investigated as soon as

the microarray technology became avail-
able. An especially widely studied type of
disease in this context is cancer. One of the
first studies on classifying microarray sam-
ples targeted two types of leukemia (acute
myeloid leukemia, AML and acute lym-
phoblastic leukemia, ALL) that are hard
to distinguish histologically [195]. Since
then, many studies on different types of
cancer followed.

For classifying samples, a variety of sta-
tistical learning techniques can be used.
Supervised learning techniques use la-
beled data – in this case, samples that are
known to originate from patients that have
contracted a certain type of the disease.
Then a statistical classifier is generated
that classifies future samples. Learning
methods include decision trees, neural
nets, support vector machines, and oth-
ers [196, 197]. Depending on the types of
disease to be distinguished, high classifica-
tion accuracy can be achieved, sometimes
over 90%. This means that the type of
disease can be determined quite reliably
on the basis of mRNA expression data.
This has been substantiated quite impres-
sively on a wide variety of cancers [198]. An
important part of supervised learning is
feature selection, that is, the identification
of small sets of genes whose expression
levels are indicative of the type of dis-
ease. Often, one can identify a few dozen
genes whose expression levels can deter-
mine the disease type with almost the same
accuracy as the classifier operating on the
expression levels of all genes. Genes se-
lected in this way can also be candidates
for primary actors in the disease process.
Feature selection is a more general way
of determining genes that are relevant to
a disease than detecting differentially ex-
pressed genes, since it takes sets of genes
into account instead of just single genes.
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In contrast to the supervised learning tech-
niques, unsupervised learning techniques
cluster the samples into groups that may
reproduce known disease types or uncover
new ones [199].

7.4
Classification of Probes

Elucidating the role of genes in the
disease process using expression data is
much more difficult and even hopeless,
in many cases. The reason is again the
shape of the expression data matrix. Now,
we have to learn about the differences
between a large number of genes based
on very few experiments – a very difficult
situation. Nevertheless, there have been
various approaches in this direction.

Again, people tried clustering the genes
first. The rationale was that coexpressed
genes might be in functional association.
It became apparent soon that such a pro-
cedure is quite inaccurate [200]. Therefore,
quickly the idea came up to analyze ex-
pression data together with the upstream
regulatory regions of the genes. After all, it
is these regions that determine transcrip-
tional regulation. The rationale now was
that coexpressed genes that share func-
tional sites in their upstream regulatory
regions should be under the same or a
similar regulatory regime and therefore
share a functional relationship [201–205].
Recently, this idea has been extended to
include an explicit model of the involved
regulators [206].

Upstream regulatory regions are not the
only kind of information that one can
use to enhance the analysis of expression
data. Functional context as exhibited by
membership in a common metabolic or
regulatory pathway can also be exploited.
By analyzing the expression levels of genes
in the same pathway in concert, one can

obtain a statistical model of this pathway.
If this model is significant in the statisti-
cal sense, this can be an indication that the
pathway plays some role in the disease pro-
cess. Furthermore, genes with unknown
functions can be tested against the pathway
model. A significant test response can in-
dicate a functional relationship of the gene
with the pathway [207, 208]. This approach
can be extended by including not only
data from biochemical networks but also
functional relationships witnessed in the
scientific literature (see Sect. 8.6). Protein
interaction data are another supplemen-
tary source of information (see Sect. 8.3).
Such data have been analyzed in concert
with expression data to elucidate molecu-
lar pathways [209, 210]. Here, the working
hypothesis is that the protein product
of genes that exhibit the same expres-
sion profile tend to interact. In all cases,
the analysis methods are again statisti-
cal learning schemes. Especially, if several
sources of information have to be inte-
grated, the quite general machinery of
Bayesian networks proves very effective.
However, Boolean networks and other
graph models are also used. The rele-
vant statistical learning procedures can
come up with regulatory networks that
may be quite abstract and not closely
linked to the molecular regulation pro-
cess [211]. Therefore, their interpretation
presents certain problems.

7.5
Beyond cDNA

As mentioned above, mRNA represents
an intermediate step from the geno-
type (DNA) to the phenotype (post-
translationally modified protein), which
has been chosen for expression profil-
ing mainly for technical reasons. As the
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experimental technology progresses, ar-
rays are being developed that measure
gene expression closer to the phenotype
than mRNA, and even analyze aspects
of protein function. Peptide and protein
arrays are one such technology. Here,
the goal is to affix functional proteins
on the chip and expose this chip to a
certain ligand for binding, or the other
way around, bind a set of ligands to
the chip and expose them to a protein
solution. Maintaining the original func-
tionality of the molecules while affixing
them to the chip substrate is the main
challenge [212–214]. Also, carbohydrate
arrays are being tested for probing pro-
tein–sugar interactions in glycosylation.
Finally, tissue and cell microarrays are un-
der development. While the experimental
procedures are quite different for each type
of array, we expect the bioinformatics pro-
cedures to be analogous for many array
types. Thus, the bioinformatics technol-
ogy that is being developed for mRNA
arrays now should be extendible to other
types of arrays in a comparatively straight-
forward fashion.

8
Protein Function Prediction

Elucidating protein function is one of the
central goals in molecular biology. We
know quite little about the function of
many proteins. Today, we have hints on
the function of at most two thirds of
the proteins in an organism with a com-
pletely sequenced genome. Many of these
hints are based on quite spurious evidence
and, in fact, quite a few probably lead
in the wrong direction. Thus, while we
have many genomes on hand, understand-
ing their biology is far off. This section
summarizes the widely varying efforts of

approaching protein function with a mix-
ture of experimental and bioinformatics
methods. For a recent review, see [215].

8.1
What is Protein Function?

Protein function is a colorful term. It
can mean quite different things in dif-
ferent contexts. Sometimes, the localiza-
tion of the protein (cytosolic, membrane-
standing, extracellular etc.) has already
been taken as a qualification of its func-
tion. In another context, the function of the
protein is understood in terms of its bind-
ing partners and the reaction that it may
catalyze. Again, in other situations, the
role of the protein in a complex biological
process (cell cycle, apoptosis etc.) is taken
to be its function. It is clear that coming
up with an appropriate ontology, that is,
a structured vocabulary for talking about
protein function, is the first step toward
systematic analysis of this issue [216].

Here, we mention three efforts for
providing ontologies for protein func-
tion. The oldest is the classification of
enzymes by the Enzyme Commission
(http://www.chem.qmul.ac.uk/iubmb/
enzyme/) [217]. This is a hierarchical clas-
sification of enzymes according to the reac-
tions that they catalyze. This classification
only applies to enzymes. More recently,
a larger variety of protein function has
been covered by the MIPS Functional Cata-
log(http://mips.gsf.de/services/funcat) in
the context of the annotation of the yeast
genome [218]. The catalog has been ex-
tended to other species since then. As
per the classification by the Enzyme
Commission, it exhibits a hierarchical
treelike structure (with up to six lev-
els, where the EC code has four). The
most extensive effort of creating an on-
tology for protein function is by the



600 Informatics (Computational Biology)

international Gene Ontology Consortium
(http://www.geneontology.org/) [219].
Again, the ontology is hierarchical. This
time, however, we have three hierarchies in
order to distinguish between the three fun-
damentally different approaches to protein
function discussed above: cellular compo-
nent, molecular function, and biological
process. Also, instead of the tree hierarchy,
a directed acyclic graph is used such that a
child node can have different parent nodes.
The ontologies are expanded continuously
and function annotations of genes and pro-
teins in databases and in the literature are
linked to the ontologies. This whole body
of knowledge provides an increasingly
voluminous gold standard by which com-
putational methods for protein function
prediction can be evaluated. Nevertheless,
the structure of current ontologies pro-
vides only a structured vocabulary and not
a guideline for the functional annotation
of proteins. Without such a guideline, it
is difficult to express functional relation-
ships between proteins, multiple protein
function, and function variability of a
protein under different physiological con-
ditions. The GO consortium does provide a
semi-formal annotation guide with its on-
tology (http://www.geneontology.org/GO.
annotation.html). More work will have to
be invested into a highly expressive and
computer-digestible framework for rep-
resenting protein function. As the first
larger regulatory networks are being un-
derstood [220], initial efforts are being
undertaken to develop the expressive tools.
An example of an application in a supra-
cellular scenario is given in [221].

8.2
Function from Sequence

Nature’s prime method of conserving
function is by preserving (or only slightly

changing) sequence. Clearly, some parts of
a protein are more relevant to its function
than others. Thus, there are functionally
relevant motifs in protein sequences that
have to be especially conserved. There
are several methods of protein function
prediction that exploit these facts.

In principle, one would expect that two
proteins with sequences that are very sim-
ilar globally also have similar or the same
function. This is not always true, however.
Function is handed over from one species
to another via homologous proteins, those
that are closely related evolutionarily. The
relationship between sequence similarity
and homology is intricate and subject to
much debate [222]. In particular, protein
function is not always carried over be-
tween homologous proteins. We have to
distinguish between orthologous and par-
alogous proteins, in this context. Ortholo-
gous proteins occur in different species
and share a recent common ancestor.
Therefore, orthologous proteins are likely
to have the same function. Paralogous
proteins can occur in the same species
and arise by a recent gene duplication
event, which also allows for function diver-
gence. Therefore, an accurate distinction
between orthology and paralogy has to in-
corporate phylogenetic analysis. This is a
complex issue, both in the way of mod-
els and algorithms [223, 224]. Therefore,
various heuristics are in use. A method
that only analyzes phylogenetic relation-
ships locally with respect to two preselected
groups of proteins is implemented in
the program Orthostrapper [225]. Another
approach that is targeted toward whole-
genome analysis does away with phylo-
genetic analysis altogether and reduces
the notion of orthology to pure sequence
similarity search. The model is that two
proteins in two different genomes are
orthologous if each protein retrieves the
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other as the top hit in a sequence database
search of the respective genome [226, 227].
This model is only a crude approximation
to orthology, and therefore the resulting
COGs database has to be manually curated.
Another protein database that provides or-
thology information based on this model
is SMART [228].

Orthology is a notion that applies to
a pair of complete proteins. However,
protein function is not only conferred to
a protein, as a whole. Rather, it comes in
packets. Short stretches of sequence, so-
called motifs carry information on protein
function. For example, the well-known
ATP binding site motif, the P-loop, is
characterized by a sequence fragment of
length 8 respecting the motif [AG]-x(4)-G-
K-[ST]. Here, the characters in brackets
denote choices of amino acid residues
according to the one-letter code at a
single sequence position. Single letters
represent unique amino acid residues (no
choice), and x(4) denote a stretch of four
adjacent arbitrary amino acid residues.
Motifs carrying information on protein
function can be found by multiply aligning
protein sequences that are known to
have the same function and selecting
highly conserved sequence regions in the
alignment. Then a motif can be derived as
some kind of a consensus of these regions.
The PROSITE database was the first
collection of this sort [229, 230]. Initially,
the motifs were mainly generated by hand.
Recently, methods have been put forth
to derive motifs automatically [231]. Here,
the issue of sensitivity versus specificity
is central: a motif that covers many
of the sequences with the respective
function necessarily also generates false
positives – protein sequences that contain
the motif but do not share the function.
Excluding such false positives therefore
means reducing coverage, that is, losing

true positives: proteins that have the
function that is to be described by the
motif. However, several specific motifs
(with few false positives) can together cover
many true positives in the sense that each
true positive contains at least one of the
motifs. A database of motifs based on this
idea is described in [232].

Position-specific scoring matrices or
Hidden Markov models (see also Sects. 3.1,
3.3, 3.4, and 4.1.2) are an even more
general descriptive mechanism for mo-
tifs. With them, one typically describes
longer sequence fragments, such as whole
protein domains. They are also easy to
derive from multiple alignments. Many
databases have been developed around this
paradigm [233]. Most of these databases
have been integrated in the domain
database InterPro [234].

Finally, supervised learning methods –
mostly based on neural nets – have been
developed for predicting quite a few as-
pects of protein function including cellular
localization (through the analysis of signal
peptides and the prediction of trans-
membrane helices) and posttranslational
modification features (glycosylation- and
phosphorylation sites). A server offering
many such methods is offered by the Cen-
ter for Biological Sequence Analysis at the
Technical university of Denmark, Lyngby
(http://www.cbs.dtu.dk/services/). One of
the methods called ProtFun makes a com-
prehensive classification of proteins with
respect to their function (e.g. enzyme class
or participation in a biological process
like amino acid biosynthesis or energy
metabolism) based on general sequence
features that can be calculated (like se-
quence length, charge, and amino acid
composition etc.) and prediction through
the other methods on the server. Some of
the resulting classifiers achieve a high level
of 90% accuracy [235].
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8.3
Protein Interaction Networks

In the late 1990s, cell-wide assays for
measuring protein–protein interaction
were developed. These assays are an ex-
tension of the yeast-two-hybrid (Y2H)
method [236] to a large scale [237]. Without
going into the details of the experimen-
tation, the procedure basically aims at
providing a binary matrix of size num-
ber of proteins × number of proteins that
tells for each pair of proteins, whether they
interact or not. With a different procedure
called tandem-affinity purification, one can
latch onto a protein and pull out with it a
whole attached complex of proteins. The
result is not a binary matrix but a set of
protein complexes [238]. These data facili-
tate the bioinformatics analysis of cell-wide
protein networks. The main problem is
that both procedures are hampered by sig-
nificant numbers of false negatives and
false positives. A reason for this is that
the laboratory procedures do not faithfully
recreate the conditions under which the
proteins bind in the cell. As a consequence,
especially, the laboratory procedures can-
not distinguish between transient binding
partners and those that bind to each other
over longer time periods, nor can they
distinguish between binding events in dif-
ferent physiological states. Nevertheless,
there have been preliminary attempts to
mine the resulting protein interaction data
with bioinformatics methods [239–242].
For an overview, see [243]. Most of these
methods are based on the unsupervised
learning paradigm; they are some form
of clustering. The idea is that interacting
proteins share some function. This guilt
by association approach can also point
to interesting drug targets [244]. Global
topological properties of the networks are
investigated, as well [245, 246]. However,

it seems evident, that protein interaction
data are most meaningfully analyzed in
context with other data on protein function
(see Sect. 8.7). Public data repositories for
protein interaction data are also growing
in volume [247] [248].

8.4
Genomic Context Methods

Even in the absence of mRNA expres-
sion or protein interaction data, there are
several ways to learn about protein func-
tion from sequence data alone. The main
prerequisite is that we need to have the
complete genome in order to be able
to reason not only about the presence
but also about the absence of a protein.
Since today there are many completely
sequenced genomes available, especially
in the prokaryotic domain, these so-called
genomic context methods are quite effec-
tive. As a rule of thumb, we need roughly
30 genomes to reason about functional
associations in proteins on the basis of
the genome sequence. For eukaryotes, this
number is not quite reached yet. Thus, ge-
nomic context methods are not yet effective
in the eukaryotic domain.

In general, the genomic context methods
uncover functional associations between
proteins that are more general than the
proteins that are binding partners. The
proteins can also be functionally associated
by taking part in the same biological
process (cell cycle, apoptosis, etc.) or by
cooperating in producing a phenotype
(genetic association). We now list several
genomic context methods.

Gene neighborhood and gene order Two
proteins in two different species are more
likely to be functionally associated if they
occur in close proximity and in the same
order along the genome in many species.
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There are two variants of this method,
one that respects the order in which
the genes occur along the genome [249]
and the other that does not [250]. A
generalization of this method to more
general conservation patterns that present
cycles of association that alternate between
homology and neighborhood has been
presented in [251, 252].

Domain fusion This method rests on the
observation that two proteins whose genes
are fused in some other organism are more
likely to be binding partners [253, 254].

Phylogenetic profiles This method rests
on the observation that two proteins
that are either present together in a
species or absent together have a higher
likelihood to be functionally related [255].
The cross-species comparison is based
on an orthology test that has originally
been reduced to a minimum value for
evolutionary distance of the two proteins
that is supposed to represent orthology.
More recent and effective versions use
gradual levels of evolutionary distance.

In general, genomic context methods
are applicable nicely to prokaryotes but
not as much to eukaryotes. The reasons
are that too few eukaryotic genomes are
fully sequenced to draw solid conclusions
from genomic context hand also that the
organization of genes in prokaryotes (e.g.
their collection in operons) lends itself
better to genomic context methods.

8.5
Function from Structure

Protein structure harbors detailed infor-
mation on molecular function, since it
is because of its structure that a protein
acts the way it does. Still, the automatic

deduction of information on protein func-
tion from protein structure is difficult
and not extensively developed yet. Pro-
tein structure by itself is not indicative
of protein function, since folds are of-
ten reused for different functions through
gene duplications or convergent evolution.
On the other hand, the same function
(e.g. enzymatic class) can be realized
with several protein folds [256]. A de-
tailed orthology analysis can help here (see
Sect. 8.2). Beyond this, remote homologies
can hint at functional relationships, if not
identify in function. For instance, two re-
motely homologous enzymes can share the
same reaction mechanism, while substrate
specificity is not conserved [257].

Just as sequence alignment is the me-
thodical basis for analyzing the similarities
and evolutionary relationships between
protein sequences, structure comparison
serves this purpose for protein structures.
Structure comparison of proteins is mostly
performed by structurally superposing the
two (rigid) protein structures. The struc-
tural superposition of two proteins entails
two subproblems. One is to align the two
protein chains structurally. This means
that we match the amino acid residue pairs,
one in each protein that correspond to each
other spatially, that is, take each other’s
place in the protein structure. Algorithmi-
cally, this alignment problem is the same
as in sequence alignment, but the scoring
function now has to represent structural
similarity rather than sequence evolution,
and is therefore different. Also, it is harder
to assume the independence between
alignment columns (see also Sect. 3.1),
since residues that are adjacent in the pro-
tein structure influence each other. Several
automatic methods for the structural su-
perposition of proteins that have been
developed are available on the Internet,
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and have given rise to databases of struc-
tural protein classifications [258–262]. A
recent evaluation of these servers is pre-
sented in [263]. The most widely used
automatically derived structural classifi-
cation of proteins is CATH [264] that
uses the structural superposition method
SSAP [265]. This database is only rivaled
by the database SCOP that achieves a
higher classification consistency, because
it is manually curated [266].

Structural motifs in proteins, notably,
specific ligand binding sites, can hint at
functional aspects of proteins. Methods for
automatically detecting such patterns have
been presented in [267–271]. The calcula-
tion of statistical significance for the occur-
rence of a motif is a critical issue, just as it is
for sequence search. Progress in this direc-
tion has been made, as presented in [272].

The location of functional sites along
the protein surface is a very important as-
pect of bridging the gap from structure
to function in proteins. Early methods
had concentrated on geometric analysis,
that is, they had looked for clefts and in-
vaginations along the protein surface [273].
Physicochemical properties had soon been
included in the analysis [274–276]. More
recently, the evolutionary conservation of
functional residues have been explored to
identify functionally relevant regions on
the protein surface [277, 278]. An impor-
tant ingredient of the method is an accu-
rate molecular clock measuring the speed
of evolution [279]. The ConSurf Server
makes the methods available over the In-
ternet (http://consurf.tau.ac.il/) [280].

8.6
Text Mining

The most voluminous data source for
protein function information is the liter-
ature but it is also hardest to digest by

a computer. Text mining subdivides into
two major disciplines, namely, informa-
tion retrieval and information extraction.
Whereas the first task is concerned with
retrieving documents according to user-
defined criteria, the more ambitious task
of information extraction tries to ascer-
tain facts about prespecified types of
events, entities, or relationships described
in the literature. Text mining methods
have been established predominantly in
the newswire domain. Whereas articles in
that domain aim at a general audience,
biomedical articles usually target a small
community of domain experts, and, thus,
are more difficult to interpret. The adap-
tation of methods to the characteristics
of the biomedical literature has only be-
gun. Available approaches employ natural
language processing techniques to varying
extents ranging from direct pattern match-
ing approaches [281] to customization of
established natural language processing
systems [282].

In the biomedical context, one of the ul-
timate goals is the correct extraction of re-
lationships among biological entities, such
as proteins, genes, or diseases. Current text
mining methods fail in this general set-
ting owing to (1) general natural language
processing problems, for example, track-
ing references to one object throughout
the text or correctly identifying negations
or hypotheses, and (2) domain-specific is-
sues, such as the highly variable gene and
protein nomenclature. Special purpose
approaches with promising performance
have been reported, however. For example,
the extraction of facts pertaining to pro-
tein subcellular localization [283] or pro-
tein–protein interactions [282] has been
addressed. Recently, an approach combin-
ing information retrieval and extraction
for determination of protein–protein in-
teractions has been reported, which relies
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on machine learning techniques [284]. The
system is used as an aid for curating
the BIND database of protein interactions.
The details of the approaches are beyond
this review, but recent overviews are given
by [285–288].

Still, text mining is an exploratory field
that needs to improve methods and de-
velop an evaluation standard [289]. In
general, information retrieval methods
provide sufficient performance to be of
immediate use [284]. Information extrac-
tion results, however, should be assessed
in the context of additional data or taken as
starting points for database entries main-
tained by domain experts. To foster an
exchange of ideas and determine most suit-
able algorithms for retrieval and extraction
tasks, critical assessment contests must be
implemented [289]. Toward this goal, the
established TREC (http://trec.nist.gov/)
conference on text mining methods has
started a genomics track. Also, the BioCre-
AtIvE (Critical Assessment for Infor-
mation extraction Systems in Biology)
(http://www.pdg.cnb.uam.es/BioLINK/
BioCreative.eval.html) competition has
been launched in 2003 for comparison
of text mining methods in the biomedi-
cal domain.

8.7
Information Integration

No single method for predicting protein
function can do the trick by itself. Many of
the methods even have problems reaching
well above the noise level with respect to
the accuracy of their predictions. There-
fore, a central goal is to combine the
different methods, in order to increase
the reliability of the predictions. By now,
we have collected quite a few methods
that can contribute: sequence analysis and
motifs, protein interaction data, literature

data (extracted by hand or automatically),
mRNA expression data, and protein in-
teraction data. There are quite a few
efforts to combine these methods. Meth-
ods evaluating protein interaction data in
concert with mRNA expression data have
been put forth [290, 291]. Marcotte et al.
have presented the first study integrat-
ing several genomic context methods with
primary experimental data and mRNA ex-
pression data [292]. The Bork group has
followed first with two studies, a paper
with the center around genomic context
methods [293] and one with the cen-
ter around protein interaction data [294].
More recently, they provided a world
wide web-accessible database STRING
(http://string.embl.de/) [295] of precom-
puted functional associations based on
genomic context data that they validated
in an experiment of recovering functional
modules in E. coli [296]. All of these stud-
ies indicate that the methods are much
stronger in concert than a single method by
itself [297–299]. Also, domain fusion pro-
vides strong signals but is applicable only
to a small subset of the proteins. Phyloge-
netic profiles seem to be the most powerful
genomic context method. Surprisingly,
mRNA expression data and protein inter-
action data carry comparatively little signal.
Protein interaction data have been put into
the context of other sources of signals for
protein function by [294, 300, 301].

9
Analysis of Genetic Variations

So far, we have only considered the generic
genome of a species and not made differ-
ences between the individuals. Of course,
there is a lot of significance in analyz-
ing these differences. In the human, the
differences explain what distinguishes us
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from each other, not only in appearance
but, more importantly in our predispo-
sition to diseases and our response to
certain drugs. But not just the differences
between individual human genomes are
relevant. The individual differences in the
genomes of the infectious agents (bacteria
and viruses) that are the basis of diseases
hold the key to understanding phenom-
ena of resistance to drug treatment and,
in concert with the genome of the host,
to understanding problems or benefits of
immune response. Therefore, we have to
commit a few remarks to genetic variations
in both contexts.

9.1
Genetic Variations in the Human: Analyzing
Predispositions

Human genomes differ from each other
in about 1 in 1200 base pairs. These
differences, the so-called single-nucleotide
polymorphisms (SNPs) are the data to be
mined for the analysis of genetic pre-
dispositions for diseases and individuals
responses to drug therapy. Monogenic dis-
eases, that is, diseases that are caused
by alterations in a single gene, such as
sickle-cell anemia (caused by an SNP in
the hemoglobin gene), cystic fibrosis, or
hemophilia, have been studied for many
decades. Roughly 5000 such diseases are
known. Information on disease-relevant
mutations and the related phenotypes is
collected in the OMIM database [302].

Genes for monogenetic diseases can be
found by classical methods of statistical
genetics. Specifically, there are two such
methods. Both of them rely on molecular
markers – short, polymorphic stretches of
repetitive DNA or SNPs – which vary be-
tween people. These polymorphisms can
be identified for different people, some of
which carry the disease and some of which

do not. With the help of statistical proce-
dures, one can ascertain, which instance
of the marker is related to the disease. If
a significant correlation between a certain
instance of the marker and the disease can
be detected, this is evidence of the fact that
a gene involved in the disease may lie close
to the location of the marker. The probabil-
ity that the gene is involved in the disease
decreases with the distance of the gene
from the marker. A statistical score, the
so-called LOD (log-odds) score quantifies
the likelihood of the gene being involved in
the disease. Experimental or bioinformat-
ics procedures follow that screen through
a high-scoring genomic region, in order
to uncover candidate genes and determine
their function. The two methods from sta-
tistical genetics differ in the sort of data
that they analyze. Linkage analysis analyzes
familial data, that is, pedigrees of families
in which the disease is running. These data
are usually sparse and hard to come by, but
if they are available, they provide more de-
tailed insight into the genetic basis of the
disease. Association analysis analyzes more
voluminous data taken from larger popu-
lations, however, without being given any
familial relationships [303–305]. Though
no monogenetic disease is curable, today,
we have a lot of knowledge on the molecu-
lar basis of many of these diseases much of
which has implications on therapy. Unfor-
tunately, most of the widespread diseases
cannot be reduced to a defect in a single
gene. Rather, their causes are a mixture of
alterations in many genes and influences
of the environment. These so-called com-
plex diseases are the center of genomic
research targeting genetic differences be-
tween individuals. The identification of
genes involved in complex diseases is
much harder than that of monogenetic
diseases [306, 307]. The Iceland genotyp-
ing effort is providing a unique database
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for studying the genetic basis of com-
plex diseases [308]. This program aims at
genotyping the total Icelandic population,
in principle, and relating these data to
the extensive pedigree information that
this country has collected for almost one
thousand years. The company deCODE
Genetics, Inc. [309] has been formed, for
this purpose. The project is carried out in
cooperation with the pharmaceutical com-
pany Hoffman–LaRoche and has stirred
much controversy [310–314] and required
special legislation in Iceland [315]. A few
years after its start, the project has turned
up 15 disease genes and mapped genes
linked to more than 25 common complex
diseases (http://www.decode.com/).

The next step after identifying genes re-
lated to a disease is selecting targets for
drug design and developing related drugs.
The field that uses genomics for drug-
related research, not necessarily regard-
ing inter-individual differences, is often
called pharmacogenomics [316, 317]. (How-
ever, frequently, this notion is also used
with the meaning of the word pharmacoge-
netics below.) All experimental and bioin-
formatics technologies described above
can be employed for this purpose. Notably,
mRNA microarrays are under intensive
investigation [318]. Furthermore, compar-
ative genomics analysis can help transfer
knowledge that is relevant for target find-
ing and drug design from organisms that
are easier to handle experimentally to the
human [319, 320].

As inter-individual differences enter
the investigation, the term pharmacogenet-
ics [321] is used increasingly frequently,
instead of pharmacogenomics. (However,
there are also different distinctions be-
tween the two notions in the liter-
ature [322, 323].) Special challenges for
bioinformatics in this context are re-
viewed by Altman and Klein [324]. This

group also takes on a major chal-
lenge, namely the collection of rele-
vant data in the database PharmGKB
(http://www.pharmgkb.org/) [325]. This
database collects genomic, phenotypical,
and clinical information relevant for phar-
macogenomics, and the related project
is developing tools for interlinking and
querying the data and visualizing the re-
sponses, as well as developing strategies
for maintaining confidentiality and pri-
vacy of critical data. Beyond data handling,
bioinformatics analysis of pharmacoge-
netic data include the investigation of
structural and functional consequences
of nonsynonymous SNPs, that is, poly-
morphisms that alter the protein se-
quence [326]. SNPs in the regulatory re-
gions of genes have a more subtle effect
on the binding of transcription factors and
are harder to analyze with bioinformatics
methods. The author is not aware of any
result in this direction.

9.2
Genetic Variations in Pathogens: Analyzing
Resistance

It is evident that the analysis of the genome
of a pathogen and its relationship to the
host can uncover the molecular basis
of pathogenicity. There is a multitude
of research in this area, too much to
survey here. Overviews are presented
in [327–331].

Here, we focus on the phenomenon
of resistance based in genetic variations
of the pathogen. Infectious diseases are
characterized by a dynamic and dramatic
battle between a population of a microbial
pathogen and the immune system of the
host. Drug therapy is supposed to either
target the pathogen directly or support the
action of the host’s immune system. In
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the course of this process, the pathogen re-
sponds to the selective pressure exerted by
the drug treatment by preferentially evolv-
ing into resistant variants. Understanding
this process necessitates an analysis on the
genomic level, at best involving both the
pathogen and the host. Bioinformatics can
help in this process. The research area is
quite new. Therefore, we will only present
one example relating to HIV/AIDS.

HIV is a rapidly mutating virus that
attacks the immune system of the host.
Currently, there are almost twenty drugs in
the marketplace that target viral proteins.
Since the virus changes rapidly under drug
pressure, in the Highly Active Anti-retroviral
Therapy (HAART) scheme, combinations
of drugs targeting different viral proteins
are given. Still, within weeks, a resistant
strain of the virus develops, and a new
drug combination has to be selected. This
combination should not only be effective
against the currently existing viral strain
but also make it as hard as possible for the
virus to become resistant. The selection
of drug combinations can be aided with
bioinformatics methods. To this end, two
kinds of data are collected: (1) genotypic
resistance data relating the genotype of the
viral strain prevalent inside the patient to
clinical disease measures (here the num-
ber of virus particle in one µL of blood
serum) and (2) phenotypic resistance data
originating from laboratory experiments,
in which viral strains are exposed to HIV
drugs and the so-called resistance fac-
tor is measured. The resistance factor is
the quotient of the drug concentration
that halves the growth of the tested virus
strain divided by the respective concen-
tration for the wildtype. There are sev-
eral databases collecting resistance infor-
mation (http://resdb.lanl.gov/Resist DB/
default.htm) (http://hivdb.stanford.edu/)
(A new development that has not generated

any publications yet is the HIV Resistance
Response Database Initiative http://www.
hivrdi.org/) [332, 333]. Bioinformatics ap-
proaches to data analysis take a viral
genome as input, and report estimate of
effectivity of single drugs [334, 335] and
drug combinations, including an estimate
of the shortest mutational path to resis-
tance [336].

10
Basic Bioinformatics Technologies

So far, this chapter was organized ac-
cording to application-oriented problem
domains in bioinformatics. At the end of
the chapter, we want to take a more me-
thodical viewpoint and summarize basic
information technology concepts as they
pertain to the field.

10.1
Databases

As has become evident throughout the
chapter, data handling, curating, and inter-
linking is central to bioinformatics. There
are a tremendous number and variety of
biological databases that contribute to the
field, many of them accessible via the
Internet (see Sect. 11). The databases are
developed in very different settings and
use different solutions for IT concepts,
data curation, and data presentation. This
results in an inhomogeneous, if not to
say, chaotic data landscape that integrative
concepts in bioinformatics have to deal
with – an almost unmanageable task.

Several approaches have been followed
to integrate the various databases [337].

Link integration This approach leaves the
databases as they are and, indeed, where
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they are and maintains cross-links be-
tween the related data records in different
databases, using the application interfaces
provided by the databases. This strategy is
haphazard, but it is practical since, while it
is helpful to cooperate with the providers
of the database, it is not necessary to do
so. Link integration is the technology for
most small and medium integrative bioin-
formatics projects. The sequence retrieval
system (SRS) (http://srs.ebi.ac.uk/) [338]
is a variation of this technique. It adds
a central keyword indexing and search
system to the linking paradigm. SRS is
more sophisticated than the usual Inter-
net search engines, because it recognizes
the existence of structured fields in source
databases and can link between related
fields in different databases. The advan-
tages of link integration are also its disad-
vantages: it is basically an uncoordinated
effort of database integration, and there-
fore it is especially vulnerable to changes
of the source databases and notational and
data-structural inconsistencies.

View integration This is somewhat more
complex than link integration. Again the
data are left in their source databases.
This time, however, an environment is
built around the source databases that
makes them all look like one unified
database. To this end, a front-end query
machine is created that parses a query,
decides which databases have to be
accessed, generates the subqueries to
these databases, retrieves the results, and
combines them to answer the query in
a unified manner. The most complex
system of this sort reported in the
literature is the K2/Kleisli System [339].
This approach is not as popular with the
users as link integration, possibly because
of performance issues.

Data warehousing This is the most com-
plex variant. Here, all data are collected
from their source databases in one system
under a unified database model. Tools for
querying and navigation can now be in-
tegrated deeply with the data model and
one has maximum control over issues of
data consistency and updating. However,
the effort to create a data warehouse is gi-
gantic, and the incremental import of new
information (and possibly update of old in-
formation that has been revised) is a highly
nontrivial issue. Also, data models for
warehouses tend to evolve, and this causes
significant strain on the system, which has
to stay operable in the process. An early
ambitious data warehouse project was the
Integrated Genome Database (IGD) [340],
which was aimed at integrating sequence
data with physical and genetic maps. This
warehouse included more than a dozen
source databases, but only held for a year.
A current data warehouse project is the Ge-
nomics Unified Schema (GUS) project by
IBM [341]. This project is more modest in
that it only supports a number of in-house
research projects and does not aspire to
become a public resource.

10.2
Visualization

Visualization of bioinformatics data and
analysis results are central to the accep-
tance of bioinformatics tools, as a whole.
There are several issues to visualization.

Molecular visualization In the eighties,
molecular structures found their way from
the laboratory table into the computer. Be-
yond the revolutionary technology in hard-
ware and software that afforded us with
methods for rendering complex 3D molec-
ular structures under controllable and real-
istic light conditions, central contributions
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to the field included algorithms for com-
puting molecular surfaces [342]. In princi-
ple, the graphical representation of molec-
ular structures by computer is a mature
field, whose main remaining challenges
are in performance increases in order to
allow for the interactive manipulation of
ever more complex structures and in us-
ability issues.

The situation is a little different if molec-
ular motion is involved. Here, we can
benefit from more help in order to visu-
ally structure complex modes of motion in
large molecules or molecular complexes.
Morphing algorithms are employed here
that take molecular characteristics, specif-
ically the normal modes of molecular
vibrations, into account if only the starting
and final state of the motion are avail-
able [343, 344]. Similar algorithms do not
seem to exist for actual molecular dynam-
ics trajectories.

Visualization of high-dimensional data Al-
most all analysis procedures in bioinfor-
matics have a serious visualization prob-
lem, when it comes to presenting the
results of the analysis to the user. For in-
stance, many bioinformatics methods deal
with high-dimensional data. The number
of dimensions can be extraordinarily large.
It can reach into the hundred thousands.
Often, statistical procedures are applied to
the data. The results then have to be vi-
sualized in some fashion. Usually, some
kind of dimension reduction is applied,
for example, using principal component
analysis or independent component anal-
ysis [196]. Self-organizing maps [345] and
locally linear embedding [346] are nonlin-
ear methods for reducing the number of
dimensions in a dataset while preserv-
ing neighborhood relationships between
the data points. However, in general, the

problem of visualizing high-dimensional
data sets is far from being solved.

Visualization of graphs Other structures
that have to be visualized are large un-
structured graphs (e.g. protein interaction
networks [347, 348]) or structured graphs
with complex application specific bound-
ary conditions (complex metabolic or
regulatory networks, see [349, 350]). Large
trees (phylogenies or hierarchical clus-
terings [351]) also present a challenge
for visualization. Here, zooming and re-
finement approaches can help. Similar
methods are used in genome browsers
for covering several orders of magnitude in
scale regarding genome sequences. In gen-
eral, methods of visualization will have to
be developed that utilize generic methods
but are tailored to the biological application
domain.

10.3
Internet

The Internet has become the central
medium of bioinformatics. In addi-
tion to being the forum for provid-
ing literature, data, and methods, it is
the backbone for many integrative ap-
proaches. Standards have been devel-
oped for exchanging data over the In-
ternet, such as the distributed annota-
tion system (DAS), which supports the
exchange of genomic annotation infor-
mation. The genome browser Ensembl
(http://www.ensembl.org/) [352, 353] uses
DAS to allow third-party providers to add
their additional annotations to its canon-
ical annotations of genes. There are two
projects extending DAS, BioMOBY, and
myGrid. BioMOBY [354] allows for regis-
tering services together with a description
of their input and output, in order to
better chain bioinformatics procedures.
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myGrid [355] goes a step further by us-
ing grid computing technology [356] to
describe precisely how different bioinfor-
matics services are related, how they can be
located and invoked on a large resource of
processors available via the Internet. This
necessitates the use of ontologies for de-
scribing bioinformatics services. Thereby,
myGrid does not require a central registra-
tion system.

In some sense, genome browsers are
the ultimate bioinformatics resource. They
are the search engines tailored to bi-
ology. Ensembl, the University of Cal-
ifornia Santa Cruz Genome Browser
(http://genome.ucsc.edu/) [357], and the
Entrez Genome Site at NCBI (http://www.
ncbi.nlm.nih.gov/entrez/query.fcgi?db=
Genome) [358] are the most popular
genome browsers on the Internet. Ide-
ally, they should assemble all biological
information relevant to and derivable from
the genome sequence. As it is, they cur-
rently focus on gene identification and
are still lacking much of the downstream
structural and functional annotation. The
future will see the browsers continually
fill with biological information, as it is un-
covered by exercising bioinformatics and
experimental methods, in concert.

11
Can we Trust Bioinformatics Predictions?

Throughout this chapter, not only the po-
tential but also the limitations of today’s
bioinformatics have become apparent.
Bioinformatics is plagued by inconsistent
and often defective data, by heuristic al-
gorithms that do not find the optimum
that they are looking for and by models
and scoring function that represent the
situation they want to model only inaccu-
rately. As a result, we cannot expect the

prediction of bioinformatics procedures to
be flawless. Rather, up to now, we have
had to deal sometimes with substantial
margins of error. There are three ways to
cope with this phenomenon.

1. Be aware of it. As long as results from
bioinformatics procedures are treated
as suggestions and not as facts, we
basically do not have a major problem.
All bioinformatics predictions have to
be thoroughly validated, most of them
involving laboratory procedures. Still,
even in the presence of high noise
levels, bioinformatics procedures can
limit the search space significantly, for
example, when looking for drug targets
or drugs. In the latter case, for instance,
this is the basis for the scientific and
commercial success of protein–ligand
docking and drug-screening programs.
Rather than finding the drug candidate
unfailingly, they enrich the number of
hits among the high-ranking molecules
in the screen. This is sufficient in
practice (at least for now) and leaves
room for continual improvement. The
situation is not much different in many
other domains of bioinformatics.

2. Invest in data curation. Primary data
are at the beginning of the bioinfor-
matics food chain. If they are faulty,
the errors will propagate. The land-
scape of bioinformatics databases is
populated with a dominant and grow-
ing number of derived databases. These
are databases that apply bioinformatics
procedures to primary data and produce
derived data, such as protein structure
models, gene predictions and so on. If
the primary data are faulty, these er-
rors will propagate through the food
chain and spoil the whole bioinfor-
matics meal. Actually, this is today’s
situation. Attempts are being made to
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remedy it by introducing quality stan-
dards for data generation (such as the
MIAME standard for mRNA expres-
sion data) and by investing much effort
into curating at least the central pri-
mary databases. Also, scientific journals
continually adapt and step up their
policies for accepting papers report-
ing on experimental data with respect
to quality control of the reported data.
Conversely, bioinformatics procedures
can help curate primary data. There are
quite a few cases in which bioinformat-
ics analyses turn up sanity checks for
biological data as a side product (see,
e.g. [58, 359–361]), and it is confound-
ing how many errors are being found.
Nevertheless, the data curation problem
remains difficult if not insurmountable
and is one of the central bottlenecks of
the whole field.

3. Assess the reliability or confidence of
a bioinformatics prediction. Doing so
requires a significant amount of work.
In some very restricted settings, there
are theoretical results that allow for de-
riving a significance value (sometimes
called p-value). One prominent exam-
ple is gapless alignment [18] (see also
Sect. 3.1). In other cases, there is no
theory, but heuristic statistical proce-
dures allow for assessing the probability
that the resulting prediction is just a
product of chance rather than a conse-
quence of some underlying biological
phenomenon. This is the case when-
ever we have a reproducible distribution
of scores rating the predictions. Then,
we can formulate a null model against
which we rate the prediction. The global
sequence alignment with gaps has been
done by [362], for instance. Statisti-
cal significance has been studied in
a growing number of bioinformatics
domains, such as protein threading,

finding motifs in protein sequences and
structures, and the analysis of mRNA
expression data. Since exact predic-
tions are not to be expected, accurate
measures of statistical significance are
the primary methodical contribution
toward making bioinformatics predic-
tions more usable.

In the future, we will see a considerable
expansion of the field of bioinformatics,
in terms of the variety and volume of the
data, as well as in terms of the number of
methods and the amount of integration.
Bioinformatics is an essential part of
biology and medicine already today. As it
develops further and integrates more with
laboratory experimentation, it will expand
its role as the third major pillar of modern
life science in addition to laboratory
experimentation and theoretical biology.
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Innate Immunity
An evolutionally conserved immune system utilizing germline-encoded
pattern-recognition receptors.

PAMPs
Pathogen-specific molecular patterns recognized by host pattern-recognition receptors.

TLRs
Pattern-recognition receptors that detect pathogen-derived components and are
composed of extracellular leucine-rich repeats and a cytoplasmic TIR domain.

TIR Domain
A domain shared by the cytoplasmic portions of TLRs, IL-1R family members, and
adaptor proteins that mediate signal transduction.

NOD-LRR Family
Pattern-recognition receptors composed of C-terminal leucine-rich repeats, a central
nucleotide-binding oligomerization domain, and N-terminal protein–protein
interaction motifs, such as caspase recruitment domains, pyrin domains, or a
TIR domain.

� The innate immune system utilizes a limited number of germline-encoded pattern-
recognition receptors to sense invading pathogens, and is evolutionally conserved
from Drosophila to vertebrates. The mammalian innate immune system is subdivided
into three different mechanisms. The first mechanism is the lectin-complement
pathway, which recognizes invading microorganisms using plasma proteins such
as lectin. The second mechanism is the Toll-like receptor (TLR) pathway, which
detects pathogen-specific molecular patterns (PAMPs) shared by broad classes of
microorganisms via TLRs on the membranes of innate immune cells. Each TLR
activates a distinct signaling pathway by recruiting different TIR-domain contain-
ing adaptor molecules. The pathways lead to activation of the transcription factors
NF-κB, AP-1, and interferon regulatory factor 3 (IRF3), followed by rapid induction
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of proinflammatory cytokines and type I interferons (IFNs). The third mechanism is
mediated by cytoplasmic pattern-recognition receptors that detect microorganisms
in the cytosol, and also leads to the production of cytokines and IFNs. These innate
responses also instruct acquired immunity by expressing costimulatory molecules
and presenting antigens for recognition by lymphocytes.

1
Innate Immunity

In vertebrates, the immune system con-
sists of both innate and acquired immu-
nity, which are defined on the basis of their
mechanisms for detecting the presence of
infectious organisms. The innate immune
system is characterized by the use of a
limited number of germline-encoded re-
ceptors that recognize diverse pathogens
invading the host. The innate system,
therefore, targets a set of molecular struc-
tures that are absent from host cells, but
are unique to microorganisms and shared
by various pathogens. By recognizing these
‘‘pathogen-specific’’ patterns, the innate
system is able to prevent autoimmune re-
sponses. For instance, lipopolysaccharide
(LPS), bacterial lipoprotein, peptidoglycan
(PGN), lipoteichoic acid (LTA) and double-
stranded RNA (dsRNA) are synthesized
by bacteria or viruses, but not by host
cells. Furthermore, carbohydrates such as
mannose and N-acetylglucosamine on the
surface of pathogens also represent targets
for recognition.

The innate immune recognition is me-
diated by three different mechanisms. The
first mechanism is the lectin-complement
pathway, which is mediated by lectins and
complement proteins secreted into the ex-
tracellular space. Binding of lectin to a
microorganism triggers a chain of reac-
tions on the surface of that microorganism
leading to its destruction or opsonization.

The second mechanism is the Toll-like re-
ceptor (TLR) pathway, which is mediated
by transmembrane receptors on innate
immune cells such as macrophages and
dendritic cells (DCs). Detection of mi-
croorganisms by TLRs activates the cells to
produce proinflammatory cytokines and
chemokines to evoke inflammation and
to recruit immune cells to the site of
the infection. In addition, TLR pathways
can induce maturation of DCs to instruct
and adequately activate acquired immu-
nity. The third mechanism is mediated by
cytoplasmic pattern-recognition receptors
that detect viruses and bacteria that have
successfully invaded cells.

In contrast, the acquired immune sys-
tem generates a highly diverse repertoire
of antigen receptors, T- and B-cell re-
ceptors, via DNA rearrangement then
followed by clonal selection that eliminates
self-reacting cells. After encountering a
pathogen, the lymphocytes bearing ap-
propriately high affinity antigen receptors
for that pathogen expand and eliminate
the pathogens in the late stage of infec-
tion and contribute to the establishment
of immunological memory. However, re-
cent studies have revealed that adequate
instruction by innate immune cells is a pre-
requisite for the activation of lymphocytes.

The innate immune system is evo-
lutionally conserved from Caenorhabditis
elegans and Drosophila melanogaster to
vertebrates. In fact, it should be noted
that Toll was originally identified during
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research into Drosophila developmental bi-
ology, and its role in Drosophila immune
responses has been extensively studied.
Moreover, the knowledge gained from that
research has had a tremendous influence
on advancing research into mammalian
innate immunity.

2
Drosophila Immune Response

Drosophila does not possess the adap-
tive immune system, and mounts its
host defense by discriminating between
classes of pathogens and inducing im-
mune responses. An important part of
Drosophila immune response is the syn-
thesis of antimicrobial peptides against
microbial infection. Drosophila has seven
antimicrobial peptides, and among those,
Drosomycins and Metchnikowin have ac-
tivity against fungi, Defensin acts against
gram-positive bacteria and Attacins, Ce-
cropins, Drosocin, and Diptericins have
spectra against gram-negative bacteria.
The induction of appropriate antimicro-
bial peptides is regulated by two distinct
signaling pathways, Toll and Imd. The
Toll pathway is activated in response to
infections by fungi and gram-positive bac-
teria. Toll is a receptor that contains
extracellular leucine-rich repeats and a cy-
toplasmic Toll/IL-1R homology domain.
It was originally identified as an essential
component of the pathway that determines
the dorsal-ventral axis in early Drosophila
embryogenesis, but Toll-mutant flies were
also found to be susceptible to fungal in-
fection. Invading gram-positive bacteria
are recognized by PGN-recognition pro-
teins (PGRP) followed by activation of a
Toll ligand, Spaetzle. Binding of Spaet-
zle to Toll activates the Drosophilahomolog
of MyD88 and a serine/threonine kinase,

Pelle, followed by the phosphorylation
and degradation of Cactus, an IκB like
inhibitory protein of Rel-type transcrip-
tion factors. The degradation of Cactus
releases the transcription factors Dorsal
and Dorsal-related immunity factor (DIF)
and initiates their nuclear translocation
to induce the expression of Drosomycin
genes. The pathway closely resembles the
mammalian TLR- and interleukin-1 recep-
tor (IL-1R)-mediated signaling pathway. In
Drosophila, the Toll family consists of nine
members, but the other Toll family mem-
bers may not be involved in antimicrobial
immune response.

The Imd pathway is involved in host
defense against gram-negative bacteria by
inducing Attacins, Cecropins, Drosocin,
and Diptericins. The IMD protein con-
tains a death domain (DD) that has
high homology to that of mammalian
TNF-receptor interacting protein (RIP).
Drosophila homologs of FADD, TGF-β-
activated kinase 1 (TAK1), IκB kinase
(IKK) β are involved in the Imd pathway.
Activated Drosophila IKKβ phosphorylates
another NF-κB like protein, Relish, which
results in its cleavage and subsequent nu-
clear translocation. In turn, Relish induces
the expression of genes encoding an-
timicrobial peptides against gram-negative
bacteria. Gram-negative-binding proteins
(GNBPs) and a member of the PGRP fam-
ily containing a transmembrane domain
have been implicated in the Imd pathway,
but the precise mechanisms for Imd path-
way activation by these molecules remain
to be clarified.

Taken together, Drosophila distinguishes
among different types of invading microor-
ganisms by activation of distinct signaling
pathways, resulting in the production of
appropriate antimicrobial peptides for the
particular type of invading pathogen.
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3
The Lectin-complement Pathway

In mammalian innate immunity, the
lectin-complement pathway is an impor-
tant mechanism for recognizing a wide
range of pathogens outside of host cells,
and is mediated by a number of pro-
teins that are secreted into the serum.
The lectin pathway involves carbohydrate
recognition by mannose-binding lectin
(MBL) and ficolins (Fig. 1). MBL and
ficolins specifically recognize N-acetyl-D-
glucosamine (GlcNAc), mannose, and fu-
cose, and do not interact with D-galactose
or sialic acid, which are abundant on mam-
malian cells. Binding of MBL and ficolins
to microbial carbohydrates activates mem-
bers of the MBL-associated serine protease
(MASP) family on the surface of bacterial
cells. MASPs, which form complexes with
MBL, are enzymes that cleave complement
components to activate the complement
pathway (Fig. 1). The cleavage leads to di-
rect destruction of the invading bacteria

or to their opsonization, which facili-
tates phagocytosis by macrophages, and
in human, MBL-deficiency was shown to
increase susceptibility to a variety of infec-
tious diseases. Among MASPs, MASP-2
is responsible for activation of C4 and
C2, which leads to C4bC2a enzyme com-
plex formation. C4bC2a then acts as a
C3 convertase and cleaves C3, generating
products that can bind and destroy bacte-
ria. In contrast, MASP-1 is able to cleave
C3 directly (Fig. 1). Together, the lectin-
complement pathway plays an important
role in detecting microorganisms in the
bloodstream and in extracellular space.

4
Toll-like Receptors (TLRs)

In 1997, Janeway and Medzhitov identi-
fied a mammalian homolog of Drosophila
Toll and showed that it was involved
in the innate immune response. Eleven
mammalian TLRs have been reported to

Bacteria

Carbohydrates

C3

MASP-2

MBL/ficolins

MASP-1
MASP-3

C2

C2a C4b
C3b

C4

Fig. 1 The lectin-complement pathway. MBL or ficolin binds bacterial
carbohydrates on the surface of a bacterial cell. This results in the
activation of MASP family members that associate with MBL or ficolin.
MASP-2 is responsible for catalyzing cleavage of C4 and C2 to generate
C4b and C2a. A C4bC2a complex catalyzes the cleavage of C3, resulting
in the generation of C3b that binds to and destroys the bacteria. In
contrast, MASP-1 and -3 cleaves C3 directly.
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date, and 10 of them have been shown
to recognize specific PAMPs. TLRs (Toll-
like receptors) are expressed not only on
macrophages, DCs, and B cells, but also on
fibroblasts, vascular endothelial cells, and
intestinal epithelial cells. The TLR family
proteins consist of extracellular leucine-
rich repeat (LRR) motifs, a transmembrane
region, and a cytoplasmic tail contain-
ing a Toll/IL-1 receptor homology (TIR)
domain. The LRR motifs are responsi-
ble for ligand recognition and the TIR
domain is essential for triggering intra-
cellular signaling pathways. The activation
of TLR signaling pathways leads to the
expression of proinflammatory cytokine
and chemokine genes. This induces mi-
gration of immune cells from peripheral
blood to the site of infection. DCs play a
pivotal role in T cell activation and dif-
ferentiation into T helper 1 cells. DCs
phagocytose pathogens, process them, and
present the antigenic peptides on MHC
molecules. TLR signaling is critical for the

maturation of DC by regulating phago-
some maturation, costimulatory molecule
expression and cytokine production.

Homeostasis of acquired immunity is
controlled by regulatory T cells, which can
suppress self-reacting T cells. However,
regulatory T cells do not interfere with T
cell activation in the course of pathogenic
infection. Recent studies revealed that TLR
signaling is involved in suppression of the
inhibitory function of regulatory T cells.
This is controlled by IL-6 secreted by TLR
stimulation.

In addition, ligands for TLR3, TLR4,
TLR7, and TLR9, but not for TLR2 and
TLR5, are known to upregulate type
I interferons (IFNs) and IFN-inducible
genes. These TLRs recognize viral as well
as bacterial components, indicating that
TLR signaling is also involved in antiviral
immune responses. Roles of each TLR in
the recognition of bacterial components
are described in the following section
(Fig. 2).

Di-acyl
lipoprotein

Tri-acyl
lipoprotein

LPS

dsRNA Imidazoquinoline
ssRNA

flagellin

Uropathegenic
E.coli

MD-2

TLR2 TLR6

TLR4 TLR2 TLR1 TLR3 TLR5 TLR7 TLR9 TLR11

CpG DNA
CpG

Fig. 2 TLRs recognize various PAMPs. TLR2
recognizes bacterial lipoproteins in concert with
TLR1 or TLR6. TLR1 and TLR6 discriminate
subtle difference in the lipid moiety of tri-acyl
and di-acyl lipoproteins, respectively. TLR4 forms
a complex with MD-2 and detects LPS. TLR3 is

involved in extracellular recognition of viral
dsRNA and TLR5 recognize bacterial flagellin.
TLR7 and TLR9 are responsible for viral ssRNA
and unmethylated CpG-DNA, respectively.
TLR11 detects uropathogenic bacteria in mice.
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4.1
TLR2

TLR2 recognizes various PAMPs from bac-
teria, fungi, and parasites including bacte-
rial lipoprotein, PGN, Saccharomyces cere-
visiae zymosan, and glycosylphosphatidyli-
nositol (GPI)-anchors from Trypanosoma
cruzi. In addition, TLR2 is involved in the
recognition of LPS from Porphyromonas
gingivalis and Leptospira interrogans, which
have different structures to LPS from en-
terobacteria. Macrophages derived from
TLR2−/− mice did not produce proin-
flammatory cytokines in response to TLR2
ligands, such as PGN and bacterial lipopro-
teins, and TLR2 signaling did not induce
type I IFNs. Corresponding to the fail-
ure to detect these components through
TLR2, TLR2−/− mice were susceptible to
infections by various gram-positive bac-
teria and fungi, including Staphylococcus
aureus, Group B Streptococcus, Borrelia
burgdorferi, Chlamydia trachomatis, Can-
dida albicans, Streptococcus pneumoniae,
and so on. On the other hand, recent
reports have shown that TLR2 signaling
suppresses immunity against Candida in-
fection. The population of regulatory T
cells and IL-10 secretion were partially
reduced in TLR2−/− mice, which may ex-
plain the improved resistance to Candida
infection. Although the precise mecha-
nism of this suppression is to be clarified,
this is an interesting phenomenon that
TLR signaling can work as both stimula-
tory and inhibitory manner.

4.2
TLR1 and TLR6

TLR1 and TLR6 are highly homologous
with each other and are also homol-
ogous to TLR2. Heterodimerization of

TLR2 with TLR1 or TLR6 determines
the ligand specificity. Although expres-
sion of either TLR1 or TLR6 alone failed
to confer any response, coexpression of
TLR1 or TLR6 with TLR2 resulted in cell
activation in response to triacyl- or diacyl-
lipopeptide, respectively. The cellular re-
sponse to mycoplasmal diacyl-lipopeptide
was abolished in TLR6−/− mice. In con-
trast, TLR1−/− mice showed an impaired
response to triacyl-lipopeptide, while the
response to diacyl-lipopeptide was nor-
mal. Overexpression studies revealed that
TLR1 and TLR6 each interacted with
TLR2 in cells. These observations sug-
gest that TLR1 and TLR6 recognize
the difference in the lipid portion of
lipoproteins through heterodimerization
with TLR2.

4.3
TLR3

Infection with RNA viruses leads to
dsRNA generation in the cytoplasm of
infected cells. Such dsRNA is a virus-
specific molecular pattern that can be
recognized by the host to stimulate im-
mune responses. Cells expressing TLR3
respond to dsRNA or its synthetic mimic,
polyinosinic-polycytidylic acid (poly I:C),
and activate an intracellular signaling path-
way leading to upregulation of type I IFNs
and proinflammatory cytokines. Myeloid
DCs and lung fibroblasts derived from
TLR3−/− mice were hyporesponsive to
poly I:C stimulation, and TLR3−/− mice
were reported to be susceptible to cy-
tomegalovirus (CMV) infection. However,
inoculation of poly I:C into TLR3−/− mice
resulted in normal production of serum
IFNα, indicating that other molecule(s) are
also involved in the dsRNA-induced im-
mune responses.
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4.4
TLR4

Two strains of mice, C3H/HeJ and
C57BL/10ScCr, were known to be hypore-
sponsive to LPS, a component of outer
cell membrane of gram-negative bacteria.
Positional cloning of the gene responsible
for LPS recognition in these mice identi-
fied TLR4. In C3H/HeJ mice, a missense
point mutation resulted in replacement of
a proline in the cytoplasmic domain of the
TLR4 protein with histidine, and created
a dominant-negative form of the protein.
In C57BL/10ScCr mice, the Tlr4 locus was
entirely deleted. TLR4−/− mice generated
by homologous recombination of embry-
onic stem (ES) cells were highly resistant
to LPS-induced shock, and macrophages
and B cells derived from these mice were
unresponsive to LPS in terms of proin-
flammatory cytokine production and the
proliferative response. The activation of
NF-κB and MAP kinase in response to LPS
was also abrogated. Moreover, C3H/HeJ
mice were highly susceptible to infection
by Salmonella and Escherichia coli, indicat-
ing that recognition of bacteria by TLR4 is
critical to host defense

The entire LPS recognition machinery is
more complicated. When LPS is present
in the bloodstream, it is immediately cap-
tured by LPS-binding protein (LBP), and
the LPS–LBP complex is transferred to
CD14, a GPI-anchored protein, located on
the surface of macrophages. An extracellu-
lar protein, MD-2, directly binds TLR4 and
enhances LPS-induced NF-κB activation
in the TLR4-expressing cells. LBP−/− and
CD14−/− mice are hyporesponsive to LPS
stimulation. The response of MD-2−/−
mice to LPS was also severely impaired. In-
terestingly, surface expression of TLR4 was
abolished in MD-2−/− macrophages. LPS
stimulation initiates the dimerization of

TLR4 to ignite the downstream signaling
pathway. An LRR containing transmem-
brane protein, RP105, is also involved in
LPS recognition in B cells, since targeted
disruption of RP105 resulted in an im-
paired proliferative response of B cells
to LPS.

In addition to LPS, TLR4 recognizes
several other PAMPs such as respira-
tory syncytial virus F protein and mouse
mammary tumor virus envelope protein.
In addition, it has also been reported to
recognize endogenous products. Under in-
flammatory conditions, components of the
extracellular matrix are degraded or pro-
cessed. The products, such as fibronectin
fragments and hyaluronic acid degradation
products can stimulate cells through TLR4.
Furthermore, several studies have demon-
strated that both human and chlamydial
HSP60 are putative ligands for TLR2 and
TLR4. However, it is possible that these lig-
and preparations were contaminated with
LPS or other PAMPs, since most studies
utilize recombinant proteins synthesized
in E. coli.

4.5
TLR5

TLR5 recognizes bacterial flagellin, a
unique PAMP composed of protein. Flag-
ellin is a protein component of the flag-
ellum, a structure used by some bacteria
to move through liquid media. Chinese
hamster ovary (CHO) cells expressing
human TLR5 can activate NF-κB in re-
sponse to flagellin. Moreover, Salmonella
typhimurium lacking flagellin failed to
activate TLR5, indicating that TLR5 is
critical for flagellin recognition. A stop
codon within the open-reading frame
(ORF) of human TLR5 in many individ-
uals renders them incapable of respond-
ing adequately to flagellated bacteria. The
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MOLF/Ei mouse strain is shown to be sus-
ceptible to S. typhimurium infection, and
one of the MOLF/Ei susceptibility loci was
mapped to chromosome 1, which contains
the mouse Tlr5 gene. Furthermore, TLR5
expression was reduced in MOLF/Ei mice.

4.6
TLR7 and TLR8

TLR7 is closely related to TLR8 and
shows significant homology with TLR9.
TLR7 and TLR8 are both located on the
X chromosome. Recent studies have re-
vealed that the ligands of these three
TLRs are nucleotides and their derivatives.
Initially, imidazoquinoline derivatives, in-
cluding imiquimod and resiquimod (R-
848), were identified as TLR7 ligands in
mice. These derivatives are small syn-
thetic compounds that are approved for
use as antiviral drugs due to their potency
for inducing type I IFNs. TLR7−/− mice
failed to respond to these compounds by
producing proinflammatory cytokines or
type I IFNs. In humans, R-848 strongly
activates plasmacytoid DCs (pDCs) to pro-
duce IFNα. TLR7 is also involved in
the recognition of other synthetic anti-
cancer drugs, such as loxoribine (7-allyl-
8-oxoguanosine), bropirimine (2-amin-
5-bromo-6-phenyl-4(3)-pyrimidinone) and
certain guanosine analogs. Recently, TLR7
was found to be essential for DCs to
recognize single-stranded RNAs (ssRNAs)
(Fig. 2).

Expression of human TLR8 as well as
human TLR7 in HEK293 cells conferred
the responsiveness to ssRNAs to activate
an NF-κB reporter gene. In contrast, the
expression of mouse TLR7, but not TLR8,
could restore ssRNA response in culture
cells. Moreover, antigen-presenting cells
from TLR8−/− mice produced proinflam-
matory cytokines normally in response

to ssRNAs, suggesting that human and
mouse TLR8 recognize different PAMPs.

4.7
TLR9

Bacterial DNA is characterized by an abun-
dance of CpG motifs and the lack of
methylation. This PAMP is recognized
by the host immune cells such as DCs,
macrophages, and B cells, and strongly
induce T helper 1 development. Fur-
thermore, synthetic oligodeoxynucleotides
containing an unmethylated CpG motif
(CpG-DNA) show strong immunostimula-
tory activity.

TLR9 was shown to be essential for
CpG-DNA detection, since the immune
response to CpG-DNA stimulation was
abolished in TLR9−/− mice. TLR9 is
localized in the endoplasmic reticulum
(ER) where CpG-DNA is transported
after its incorporation into a tubular
lysosomal compartment. DNA viruses,
such as Herpes simplex virus (HSV) types
I and II, also contain genomic DNA with
unmethylated CpG motifs, and pDCs from
TLR9−/− mice failed to produce IFNα

upon HSV I or II infection. Moreover,
mice with a mutation in the Tlr9 locus were
susceptible to CMV infection, indicating
that TLR9 is critically involved in the
immune response against DNA viruses.

4.8
TLR11

Mouse TLR11 is expressed in macrophages
and liver, kidney, and bladder epithelial
cells. Cells expressing TLR11 specifically
respond to uropathogenic bacteria, but not
to known other TLR ligands. TLR11−/−
mice were highly susceptible to kid-
ney infections by uropathogenic bacteria,
and macrophages derived from TLR11−/−
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mice failed to produce proinflammatory
cytokines in response to these bacteria.
However, human TLR11 is likely to be
nonfunctional, since the stop codons were
observed in its ORF.

5
The TLR Signaling Pathway

By detecting PAMPs, TLRs trigger down-
stream Signaling pathways that lead to
nuclear translocation of NF-κB and the
activation of MAP kinases (Fig. 3). TIR
domain-containing adaptors are recruited

to the receptors first, and then inter-
act with IL-1R-associated kinases (IRAKs).
Activated IRAK1 recruits TNF receptor-
associated factor 6 (TRAF6), which acti-
vates two ubiquitination proteins, Ubc13
and Uev1A. Ubc13 and Uev1A form a com-
plex, and this UBC complex catalyzes the
formation of a lysine 63-linked polyubiq-
uitin chain. Ubiqutinated TRAF6 activates
a complex of TGFβ activating kinase 1
(TAK1) and associated proteins, TAB1,
TAB2, and TAB3, to directly phosphorylate
the IκB kinase (IKK) complex. The acti-
vated IKK complex, composed of IKKα,

TLR9 TLR2 TLR4 TLR3

IRF-7

IFNa

MyD88
MyD88

TIRAP

TIRAP

IRAK4
IRAK1

Early
NF-kB

Late
NF-kB

Proinflammatory
cytokines

TRAM

TRIF
TRIF TRAF6

TRAF6

TRAF6

RIP1 RIP1

IRF-3

IRF-3

IKK-i
TBK1

NF-kB

Type I IFN &
IFN-inducible genes

P P
P

Fig. 3 The signaling pathways emanated from TLRs. Ligand binding with TLRs except
TLR3 recruits MyD88 to the cytoplasmic TIR domain. MyD88, in turn, associates with
IRAK4 and IRAK1. IRAK1 then activates TRAF6 leading to the nuclear translocation of
NF-κB. Activated NF-κB upregulates transcription of proinflammatory cytokine genes.
Another TIR-domain adaptor molecule, TIRF, is recruited to TLR3 and TLR4. TRIF activates
late NF-κB via RIP1 and TBK1/IKK-i to induce phosphorylation of IRF-3. Subsequently,
IRF3 homodimerizes, translocates to the nucleus and upregulates transcription of type I
IFNs and IFN-inducible genes. TIRAP is specifically involved in a TLR2- and TLR4-mediated
signaling pathway via MyD88, but is dispensable for the activation of TRIF-dependent
pathway. TRAM bridges TLR4 and TRIF to activate TRIF-dependent pathway. TLR9
signaling is dependent on MyD88. MyD88 directly associates with IRF7 in pDC to induce
phosphorylation. IRF7 subsequently activate IFNα gene expression.
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IKKβ, and NF-κB essential modulator
(NEMO), phosphorylates IκB, leading to
its proteasome-mediated degradation, and
the released NF-κB translocates from the
cytosol to the nucleus to mediate the ex-
pression of proinflammatory cytokines.
Next, we focus on the signaling molecules
that act adjacent to the receptors, and act
on the TIR domain-containing adaptors
in particular.

5.1
TIR Domain-containing Adaptor Molecules

All IL-1R and TLR family members
possess a TIR domain, a motif of
∼160 amino acids, in their cytoplas-
mic region, which is critical for ema-
nating downstream signaling pathways.
Following ligand binding, TLRs dimer-
ize and recruit cytoplasmic adaptors
that also contain a TIR domain. Five
TIR domain-containing adaptor molecules
have been identified in mammals to date,
namely, myeloid differentiation factor 88
(MyD88), TIR domain-containing adap-
tor inducing IFNβ (TRIF)/TIR domain-
containing adaptor molecule-1 (TICAM-
1), TIR domain-containing adaptor pro-
tein (TIRAP)/MyD88 adaptor like (MAL),
TRIF-related adaptor molecule (TRAM)/
TICAM-2 and sterile α and HEAT-
Armadillo motifs (SARM). Individual
TLRs can activate distinct signaling path-
ways through recruiting distinct adap-
tor molecules.

5.1.1 MyD88
MyD88 is an adaptor molecule consisting
of an N-terminal DD and a C-terminal
TIR domain. All IL-1R/TLR family mem-
bers, except for TLR3, share at least one
common signaling pathway via MyD88.
After ligand stimulation, TLR/IL-1R inter-
acts with MyD88 via the TIR domains,

and MyD88 then recruits and associates
with IRAK proteins by homophilic inter-
action via the DD. Analysis of MyD88−/−
mice revealed that MyD88 is a gateway
for signaling through all the TLR/IL-1R
family members, except for TLR3. Cells
derived from MyD88−/− mice failed to
produce proinflammatory cytokines in re-
sponse to various TLR ligands, such as
bacterial lipoprotein, PGN, LPS, flagellin,
ssRNA and CpG-DNA, in addition to IL-1β

and IL-18. MyD88−/− cells showed defec-
tive activation of NF-κB and MAP kinases
in response to TLR ligands, except for the
TLR4 ligand (LPS) and TLR3 ligand (poly
I:C). When MyD88−/− cells were stimu-
lated with LPS, delayed activation of NF-κB
and MAP kinases was observed. The defect
in TLR signaling renders MyD88−/− mice
highly susceptible to infections with vari-
ous pathogens, including bacteria, fungi,
viruses, and parasites, such as S. aureus,
Mycobacterium tuberculosis, Mycobacterium
avium, Listeria monocytogenes, Group B
Streptococcus, B. burgdorferi, C. albicans and
T. cruzi. Taken together, these observa-
tions indicate that MyD88 is essential for
host defense against various pathogens by
activating innate immune responses.

5.1.2 TRIF/TICAM-1
TRIF contains a TIR domain, a TRAF6
binding motif, and a C-terminal receptor
interacting protein (RIP) homotypic inter-
action domain. Overexpression of TRIF
activated an NF-κB-dependent reporter
gene, and also activated the IFNβ re-
porter much more strongly than other TIR
domain-containing adaptors. TRIF can as-
sociate with TRAF6 through its TRAF6
binding motif, and also interact with RIP1
via the RIP homotypic interaction mo-
tif. TRIF can also associate with TBK1,
a kinase known to phosphorylate IRF3 to
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induce IFNβ gene induction. Poly(I:C)-
mediated NF-κB activation was abolished
in RIP−/− cells, indicating that RIP is
essential for TLR3-mediated NF-κB acti-
vation. TRIF−/− mice were defective in
TLR3- and TLR4-mediated proinflamma-
tory cytokine production and the IFN
response. Although LPS-mediated initial
activation of NF-κB occurred in TRIF−/−
cells, it was attenuated more rapidly than
that in wild-type cells. LPS-induced sig-
naling pathways were not activated in
the absence of both MyD88 and TRIF,
indicating that LPS signaling is entirely
dependent on these two adaptors. Overex-
pression of TRIF in cells induced apoptosis
via caspase-8 activation, suggesting a role
for TRIF in bacteria-induced cell death.
Interestingly, neither TLR7- and TLR9-
mediated cytokine production nor the IFN
response was impaired in TRIF−/− cells,
indicating that the function of TRIF is
limited to TLR3 and TLR4 signaling.

5.1.3 TIRAP/Mal
TIRAP/Mal was cloned as another
TIR domain-containing adaptor molecule
from a database search. Although
TIRAP/Mal was initially implicated in
an MyD88-independent signaling pathway
based on in vitro studies, generation
of TIRAP/Mal−/− mice revealed that
TIRAP/Mal was required for an MyD88-
dependent pathway emanating from
TLR2 and TLR4 but not for MyD88-
independent pathway.

5.1.4 TRAM/TICAM-2
TRAM/TICAM-2 is a 235-amino acids pro-
tein with a C-terminal TIR domain. Like
TRIF, expression of TRAM/TICAM-2 ac-
tivates IRF-3 and NF-κB-dependent gene
induction. In TRAM/TICAM-2−/− cells,
LPS-induced cytokine and IFN-inducible

gene expression was severely impaired.
Furthermore, TRAM/TICAM-2−/− cells
failed to sustain LPS-induced NF-κB acti-
vation compared to wild-type cells. In con-
trast, there were no defects in the poly I:C
and CpG-DNA responses. TRAM/TICAM-
2 can physically interact with both
TLR4 and TRIF/TICAM-1, whereas no
direct association between TLR4 and
TRIF/TICAM-1 was detected. When taken
together, TRAM/TICAM-2 functions to
bridge TLR4 and TRIF/TICAM-1 to ac-
tivate the downstream signaling pathway.

5.1.5 Sterile α and HEAT-Armadillo Motifs
(SARM)
SARM is a 690-amino acid protein con-
taining a TIR domain, two sterile α-motif
(SAM) domains and an Armadillo repeat
motif (ARM). SARM is evolutionally con-
served from C. elegans and D. melanogaster.
C. elegans only contains two genes that en-
code TIR-domain proteins. One is tol-1,
a Toll homolog, and the other is tir-1,
a SARM homolog. Caenorhabditis elegans
SARM is required for resistance to micro-
bial pathogens. However, overexpression
of human SARM in mammalian cells was
not sufficient to activate NF-κB and IRF3.
The establishment of SARM−/− mice has
not yet been reported.

5.2
The IRAK Family

Four IRAK family members including
IRAK1, IRAK2, IRAK4, and IRAK-M have
been identified in mammals, and are
composed of an N-terminal DD and a sub-
sequent serine/threonine kinase domain.
While IRAK1 and IRAK4 have bona fide
kinase activity, IRAK2 and IRAK-M are
both inactive due to mutation of a critical
residue in their kinase domains. After lig-
and stimulation with IL-1R/TLR, IRAK4 is
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recruited to TLR/IL-1R via the DD to in-
teract with MyD88 or TIRAP/Mal. Subse-
quently, IRAK4 can associate and directly
phosphorylate IRAK1, which triggers the
transient recruitment of TRAF6. Studies
using IRAK4−/− mice revealed that IRAK4
is essential for activation of the IL-1R/TLR-
induced signaling pathway. In contrast,
although embryonic fibroblasts (MEFs) de-
rived from IRAK1−/− mice exhibited an
attenuated response to stimulation with
IL-1β, LPS or other PAMPs, significant
cytokine production was observed. This
may be due to compensation by IRAK2.
It is interesting to explore whether the
kinase activity of IRAKs is critical for sig-
naling, since kinase-deficient IRAK1 was
still able to restore IL-1β-mediated NF-
κB activation in IRAK1-deficient HEK293
cells. The role of kinase activity of IRAK4
is still controversial. Some reports showed
that expression of kinase-deficient IRAK4
strongly impaired IL-1-mediated NF-κB
activation, while a report showed that a
kinase-inactive mutant of IRAK4 partially
restored IL-1β-mediated IL-6 production
as well as NF-κB activation in IRAK4−/−
cells. Future studies will clarify the roles
of the kinase activities of IRAK fam-
ily members. IRAK2 also interacts with
MyD88 and TIRAP/Mal, and may mediate
the TIRAP/Mal signaling pathway ema-
nating from TLR2 and TLR4. A future
IRAK2 knockout study will be necessary
to reveal its exact physiological func-
tions. IRAK-M expression is restricted to
monocytes/macrophages and is upregu-
lated upon stimulation with TLR ligands.
IRAK-M−/− mice showed enhanced pro-
duction of proinflammatory cytokines in
response to TLR ligands. IRAK-M per-
turbs the association of the IRAK4-IRAK1
complex resulting in the prevention of
IRAK1-IRAK4 complex, suggesting that

IRAK-M is a negative regulator of TLR
signaling pathways.

These observations suggest that IRAKs
play distinct roles in IL-1R/TLR signal-
ing. IRAK4 acts upstream for IRAK1,
IRAK2 can signal with TIRAP/Mal, and
IRAK-M is a negative regulator of the sig-
naling pathway.

5.3
TNF Receptor-associated Factor 6 (TRAF6)

TRAF6 belongs to a TRAF family, which
is characterized by an N-terminal RING
finger domain and a conserved C-terminal
TRAF-domain. The RING finger domain is
also found in a large family of E3 ubiquitin
ligases, and TRAF6 was recently shown
to function as an ubiquitin ligase, along
with an E2 ligase complex consisting of
Ubc13 and Uev1A/Mms2, to catalyze the
formation of a polyubiquitin chain through
lysine-63 (K63) of ubiquitin. TRAF6−/−
mice exhibited severe osteopetrosis due
to a defect in osteoclast differentiation. B
cells and fibroblasts from TRAF6−/− mice
showed defective responses to IL-1β, TLR
ligands, and CD40 ligation. However, LPS-
induced IFN-inducible gene expression
was not impaired in TRAF6−/− cells,
suggesting that TRAF6 is dispensable for
the MyD88-independent pathway.

5.4
TAK1 and TAB1, TAB2 and TAB3

TAK1 was originally identified as a TGFβ-
activated kinase and subsequently reported
to be involved in the IL-1β signaling
pathway. Ubiquitin-dependent activation
of TAK1 results in phosphorylation of
IKKβ and MKK6 leading to NF-κB and
MAP kinase activation. Knockdown of
TAK1 abolished the IKK activation in-
duced by TNFα and IL-1β stimulation.
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TAB1 and TAB2 were identified as adap-
tor proteins that associate with TAK1.
TAB3, a TAB2 homolog, is also involved
in IL-1β-mediated NF-κB and MAP kinase
activation. TAB2 and TAB3 bind prefer-
entially to lysine-63-linked polyubiquitin
chains through a zinc finger domain. How-
ever, IL-1β-mediated activation of NF-κB
and MAP kinases was not impaired in
MEFs from TAB2−/− mice. TAB2 and
TAB3 may therefore compensate for each
other’s functions in vivo.

6
Intracellular Recognition of PAMPs

TLRs have a transmembrane domain and
are localized on the plasma membrane,
ER and lysosome membrane, suggesting
that TLRs are not suitable for recogniz-
ing pathogens invaded into the cytosol of
cells. Various pathogens such as intracel-
lular bacteria and viruses are supposed
to be detected by PRRs in the cytosol.
In mammals, the NOD-LRR family is
thought to play a role in detecting cy-
tosolic pathogens. The members of this
family share a tripartite domain structure
consisting of a C-terminal LRR motifs,
a central nucleotide-binding oligomeriza-
tion domain (NOD), and N-terminal pro-
tein–protein interaction motifs, such as
caspase recruitment domains (CARDs),
pyrin domains, or a TIR domain. NOD1
and NOD2, containing N-terminal CARD
domains have been extensively studied for
their ligands. NOD1 detects γ -D-glutamyl-
meso diaminopimelic acid (iE-DAP) found
in gram-negative bacterial peptidoglycan.
NOD1−/− macrophages fail to produce cy-
tokines in response to iE-DAP. In contrast,
NOD2 is a receptor for muramyl-dipeptide
(MDP) derived from bacterial PGN (Fig. 4).
A missense point mutation in the human

Nod2 gene is correlated with susceptibility
to Crohn’s disease, an inflammatory bowel
disease. A recent study revealed that NOD2
functioned to suppress TLR2-mediated ac-
tivation of NF-κB in response to PGN.
NOD2−/− mice showed enhanced IL-12
production in response to PGN stimula-
tion, which may explain the mechanism
by which NOD2 controls the susceptibility
to the disease. In addition, a mutation in
the NOD domain of NOD2 is the cause
of Blau disease, an autosomal dominant
disorder characterized by granulomatous
arthritis, uveitis, and skin rash. Ligand
binding of NOD1 and NOD2 causes their
oligomerization and results in the acti-
vation of NF-κB through recruitment of
a serine/threonine kinase, RIP2/RICK.
NODs associate with RIP2/RICK through
their CARD domains by a homophilic in-
teraction. Although the number of the
NOD-LRR family members is growing, the
functions of members other than NOD1
and NOD2 have yet to be clarified.

Viral dsRNA is synthesized in infected
cells for the viral replication. Viral dsRNA
is a virus-specific molecular structure to
be recognized by hosts. Most cells infected
with virus produce type I IFNs in a
TLR3 independent manner, implying that
the mechanism recognizing dsRNA in
cytoplasm plays an important role in IFN
response. Cytoplasmic proteins, protein
kinase R (PKR), and retinoic acid inducible
protein-I (RIG-I) are implicated in viral
dsRNA recognition. PKR belongs to a
protein family containing dsRNA-binding
domains, and is induced in response to
stimulation with IFNs. Activation of PKR
results in growth arrest of the cells via
phosphorylating eIF2α. Several reports
have shown that virus-induced type I
IFN production is modestly impaired in
PKR−/− mice. In addition, PKR−/− mice
show defective induction of apoptosis
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Fig. 4 Cytoplasmic recognition of
microorganism. Intracellular bacteria are
recognized by NOD-LRR family members in the
cytoplasm. Components of PGN, iE-DAP, and
MDP, are recognized by NOD1 and NOD2,
respectively. NOD1 and NOD2 are composed of
C-terminal LRR, central NOD domain, and

N-terminal CARD domain. They detect bacterial
components via LRR motifs and signal through
CARD domain to activate NF-κB. When RNA
viruses invade into a cell, dsRNA is generated for
viral replication. RIG-I detects viral dsRNA via its
helicase domain. CARD domain of RIG-I is
required for activating IRF3 and NF-κB.

in response to poly I:C and bacterial
burden. The other candidate of dsRNA
recognition molecules, RIG-I, is also an
IFN-inducible protein. RIG-I contains an
N-terminal CARD domain and a DExD/H
box RNA helicase domain. RIG-I interacts
with poly I:C, and overexpression of RIG-
I in cells conferred Newcastle Disease
virus (NDV)- and dsRNA-mediated IFN
response (Fig. 4). Knockdown of RIG-I
by RNA interference abolished the IFN
response upon NDV infection, suggesting
that RIG-I is responsible for detecting RNA
viruses in the cytosol of cells. It will be
interesting to explore the relationships
between cytoplasmic and extracellular
virus recognition in host defense.

7
Pathways Activating IFN Response

Type I IFNs mainly consist of IFNα and
IFNβ. The IFNα family is encoded by a
cluster of multiple genes, whereas there is
only a single IFNβ gene. Type I IFNs are
strongly induced upon viral infection and
stimulation with TLR ligands. Among the
TLR ligands, stimulation with the TLR3,
TLR4, TLR7, and TLR9 ligands, but not
the TLR2 ligand, is known to upregulate
type I IFN production.

Recent studies have revealed the involve-
ment of two IKK-related kinases, inducible
IκB kinase (IKK-I; also known as IKKε)
and TRAF-family member-associated
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NF-κB activator (TANK) TANK-binding
kinase 1 (TBK1 also known as T2K),
in IFN production upon TLR stimula-
tion and viral infection. IKK-i and TBK1
can directly phosphorylate IRF3 and IRF7
in vitro and activate the IFNβ promoter.
TBK1−/−, but not IKK-i−/−, MEFs showed
severely impaired induction of IFNβ and
IFN-inducible genes in response to LPS,
intracellular introduction of poly I:C and
RNA virus infection. Activation of IRF3,
but not NF-κB, in response to LPS and
poly(I:C) was also diminished in TBK1−/−
cells. IKK-i/TBK1 double-deficient MEFs
failed to express any detectable levels of
IFNβ and IFN-inducible genes in response
to poly I:C, indicating that both IKK-i
and TBK1 contribute to the IFN pathway.
Furthermore, these observations suggest
that the signaling pathways triggered by
TLR stimulation as well as cytoplasmic
viral recognition converge at the level of
TBK1/IKK-i (Fig. 3).

The transcription factors, IRF3 and IRF7
are essential for the expression of type I
IFNs in response to viral infection and TLR
stimulation. Phosphorylated IRF3 forms
homodimers that translocate into the nu-
cleus and bind to the IFN-stimulated
regulatory element (ISRE) present in the
promoters of a set of IFN-inducible genes
to induce their expression. Initially, se-
creted type I IFNs activate their receptors
in both autocrine and paracrine manners.
This activates IFN-stimulated gene factor
3 (ISGF3), which consists of signal trans-
ducer and activator of transcription (STAT)
1, STAT2, and p40/IRF9 to amplify the
response. IRF7 is also implicated in the
production of IFNα. Cells deficient in IRF3
and IRF7 expression are defective in type
I IFN production in response to viral in-
fection. Moreover, IRF3−/− mice showed
defective induction of IFNβ in response to

LPS, indicating a critical role for IRF3 in
the TLR4-induced IFN response.

Plasmacytoid DCs (pDCs) are known to
be recruited to inflamed lymph nodes and
produce large amounts of type I IFNs.
pDCs express TLR7 and TLR9, and stim-
ulation by their ligands induces IFNα

production. Since this IFNα induction is
independent of TBK1, the existence of a
novel mechanism is hypothesized. It was
revealed that MyD88 and TRAF6 can di-
rectly interact with IRF7, and induce its
nuclear translocation and IFNα upregu-
lation. (Fig. 3). Since IRF7 constitutively
expresses only in pDCs, the interaction can
explain the mechanism on how TLR7 and
TLR9 signaling produce a large amount of
IFNα in pDCs.

In summary, TLR3- and TLR4-induced
IFN production is mediated through
a TRIF-TBK1/IKK-i-IRF3 signaling path-
way. In contrast, TLR7- and TLR9-induced
IFNα production in pDC is mediated by
direct association of MyD88 and IRF7,
suggesting that type I IFN production
is regulated by stimulus- and tissue-
specific mechanisms.

8
Perspectives

As described above, the mammalian in-
nate immune system comprised of three
different mechanisms in the recognition of
microorganisms. The lectin-complement
pathway can detect microorganisms at
the extracellular space to destroy them
directly and/or cause their opsonization
to facilitate phagocyte recognition. TLRs,
located on the cell membrane, are respon-
sible for activating innate immune cells
by detecting microorganisms on the cell
surface or in the lysosome. Finally, there
are cytoplasmic PRRs recognizing viruses
infected into cells and some intracellular
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bacteria. Secreted type I IFNs have a
strong antiviral activity by expressing IFN-
inducible genes.

Recent extensive studies have revealed
ligands of most TLRs and their signal-
ing pathways. Although the cytoplasmic
domains of TLRs resemble each other,
the adaptor molecule(s) required for the
signaling pathways differ depending on
the TLR. However, most studies are im-
plemented using PAMPs purified from
pathogens to simplify the experimen-
tal system. Therefore, for comprehensive
understanding of host–pathogen interac-
tions, the next logical step would be to
study the host immune responses against
whole pathogens in addition to purified
PAMPs and to analyze how the responses
are modulated by the TLR system.

In contrast, studies on the cytoplasmic
recognition of pathogens are just begin-
ning. Although a gene family encoding
putative PRR, NOD-LRR proteins, has
been identified, the functions of the mem-
bers are yet to be identified. The response
to intracellular bacteria is more complex
than previously expected. For example,
in L. monocytogenes infection, the type I
IFN response exacerbates the course of
infection. IFNα/β R−/− mice as well as
IRF3−/− mice are more resistant to Liste-
ria infection compared to wild-type mice.
Listeria-induced IFN response is activated
independent of the TLR pathway, imply-
ing that the bacteria may take advantage
of host cytoplasmic recognition system
for improving their environment in hosts.
Virus recognition by the host occurs both
inside and outside of cells. Since viruses
are complex and diverse, the host must de-
velop an elaborate mechanism(s) to sense
the invasion of various viruses.

Together, the innate immune system is
not evoking a nonspecific response and
random inflammation, but controlling a

coordinated and adaptive response de-
pending on the pathogen. Future studies
will clarify the intricate pathogen–host
relationship, allowing for more targeted
therapeutic treatment of infection via mod-
ulating the innate immune system.

See also Antigen Presenting Cells
(APCs); Autoantibodies and Au-
toimmunity; Cellular Interactions;
Dendritic Cells; Immune Defence,
Cell Mediated; Immunologic Mem-
ory; Immunology; Pathogens: In-
nate Immune Reponses.
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Keywords

Apoptosis
A cell-death sequence that is largely genetically programmed.

Atherogenesis
The complex array of pathologic processes that result in the development of the
atherosclerotic plaques, lesions responsible for the most common type of occlusion
arterial diseases.

β-cells
The endocrine cell type in the pancreas that specializes in the secretion of insulin in
response to ambient glucose concentrations and other signals.

Dyslipidemia
Altered blood levels of various lipoprotein fractions when compared with
normal subjects.

Insulin Resistance
A reduced cellular response of any tissue to the binding of insulin to its cell surface
insulin receptors. At the whole organism level, insulin resistance impairs
insulin-induced glucose uptake by the tissues, a major predisposing factor to elevated
blood glucose.

Insulin Signaling
The binding of insulin to its receptors results in a sequence of biochemical alterations,
primarily phosphorylation, of a series of downstream intracellular signaling molecules,
which eventually leads to the target cellular events, for example, translocation of the
glucose transporter, GLUT4, induction of target gene transcription, etc.

Knockout Mice
Genetically engineered mice with a gene or a selected segment of DNA being disrupted
structurally; a powerful mouse model to study the functional importance of the
segment of DNA being disrupted.

Lipodystrophy
A clinical condition of either complete or partial loss of fat depot. Many specific
syndromes are genetically determined, but it can also be drug-induced, most notably
those caused by protease inhibitors commonly used for the treatment of AIDS.

Lipotoxicity
Dysfunction of nonadipose tissues as a result of fat accumulation.
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� Diabetes mellitus, a chronic progressive metabolic disorder of glucose homeostasis,
is a major cause of morbidity and mortality. It is broadly categorized into type 1 and
type 2, each with distinctly different pathogenesis. Diabetes mellitus is extremely
prevalent, with type 2 making up nearly 90% of the cases and the incidence
continues to increase at an alarming rate, in parallel with aging and the increasing
prevalence of obesity worldwide. Although the pathogenesis of these two major
categories is different, they share similar long-term complications as a result of
inadequate glycemic control. It is well established that poor glycemic control is
the major causative factor in the development of microvascular complications,
affecting primarily the kidney, eyes, and peripheral nerves. Recent data suggest
that hyperglycemia also plays a critical role in the development of macrovascular
complications. To date, a complete normalization of glucose metabolic disturbances
in diabetes remains an elusive goal. Even excellent glycemic control evades a
large number of affected subjects. However, advances in our understanding of the
pathogenesis of the disorder at cellular and molecular levels over the past several
decades had led to significant improvements in treatment outcomes.

Insulin resistance is highly prevalent, and particularly so in Western societies.
It can be found in a number of metabolic disorders, including the metabolic
syndrome, impaired glucose tolerance, and in its extreme form, type 2 diabetes. In
the current paradigm, insulin resistance plays a central role in the predisposition
of an individual to the development of type 2 diabetes. Initially, compensatory
overproduction of insulin by pancreatic β-cells enables an individual to sustain
normal blood glucose levels. Over time, progressive β-cell dysfunction and loss of
cell mass leads to relative insulin deficiency and diabetes ensues. Obesity not only
directly causes insulin resistance, but also contributes to the progressive failure
of β-cells through a number of mechanisms, including free fatty acid–induced
β-cell apoptosis. Such maladaptive responses are also associated with an increased
ectopic deposition of fat to nonadipose tissues, in turn, aggravating the preexisting
insulin resistance.

The development of clinical diabetes is a result of combined genetic susceptibility
and environmental stressors. With only a handful of exceptions, diabetes is a
polygenic disorder. Identification of candidate genes may provide a more refined
framework for either better understanding of the pathophysiological processes
and/or for identifying novel targets for pharmacological interventions.

1
Introduction

Diabetes mellitus is a chronic progressive
disease caused by inherited and/or
acquired deficiency in the production of
insulin, or by the ineffectiveness of the

insulin produced, resulting in elevated
blood glucose levels. Diabetes is broadly
categorized as type 1, in which the
pancreas fails to produce insulin, and
type 2, in which the body fails to respond
properly to the action of insulin. Diabetes
is extremely prevalent. Recent data suggest
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that approximately 150 million people
worldwide have diabetes mellitus and
amongst them, approximately 90% have
type 2. This number will increase to
at least 300 million by 2025 (WHO
2003). Much of this increase will occur
in developing countries due to aging,
unhealthy lifestyle, and the increasing
epidemic of obesity, all predisposing
factors for type 2 diabetes. Although the
two types of diabetes differ fundamentally
in their pathogenesis, they share common
features in the clinical complications
including those directly attributable to
chronic hyperglycemia. With regard to
pathogenesis, this review will focus on
insulin resistance, the cardinal pathogenic
factor for the development of type 2
diabetes mellitus.

Insulin resistance of the peripheral tis-
sue predates the development of frank
diabetes. This has been documented in a
variety of conditions, including obesity, as
well as in individuals with impaired fasting
glucose. To maintain glucose homeostasis,
the pancreatic β-cells overproduce insulin,
leading to hyperinsulinemia. As the dis-
ease progresses, β-cell decompensation
develops and frank diabetes ensues.

1.1
Gene–Environment Interactions

Type 2 diabetes is increasingly being rec-
ognized as a polygenic disorder. Neverthe-
less, environmental factors are considered
responsible for the alarming rise in dia-
betes incidence in all age groups including
the young since no major change in the
gene pool has occurred. Furthermore, the
success of intervention trials in preventing
the progression to diabetes in vulnerable
populations by reducing the glycemic load
through acarbose (Study to Prevent Non-
Insulin-Dependent Diabetes Mellitus, or

STOP-NIDDM trial) or modest lifestyle
change of low saturated fat weight-loss di-
ets with regular exercise (Finnish Diabetes
Prevention Study and the US Diabetic
Prevention Program) has emphasized the
role of environmental factors, especially
when combined. Current thinking on the
genesis of diabetes links genes and envi-
ronment through insulin resistance. A pro-
gression is seen where insulin resistance
increases over time, promoted by adipos-
ity, especially intra-abdominal fat. Insulin
levels rise and then decline over time as
blood glucose levels rise due to pancreatic
insufficiency. Genetic factors influencing
insulin resistance, body fat distribution
and β-cell failure are obviously key factors
in this scenario. Interestingly, more than
80% of subjects with diabetes are obese.
Observational studies support the notion
that diet high in glycemic load increases
the risk of development of type 2 dia-
betes, whereas a high fiber diet reduces the
risk. Current data also support the notion
that the quality of dietary fat significantly
influences the development of insulin re-
sistance and diabetes. Physical activities
also confer beneficial effects on insulin
resistance and improvement of glycemic
control. A single bout of aerobic exercise
can significantly reduce plasma glucose
levels. Likewise, endurance exercise train-
ing also improves insulin resistance and
glycemic control.

From the genetic standpoint, the age-
adjusted increase in diabetes and obesity
in the last 100 years in western nations
cannot be attributed to a change in the gene
pool. Rather, it is likely, in large measure,
to be related to changes in diet and lifestyle.
From the evolutionary perspective, our
genetic makeup is ill-adapted to life in
the twenty-first century. Such a lifestyle
is typified by lack of need to exercise
and a continuous abundance of food.
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Furthermore, the nature of the food has
changed. For example, traditional starchy
foods that are digested more slowly,
such as beans, peas, lentils, pumpernickel
breads, and parboiled rice, have been
replaced in the modern diet by white bread,
potatoes, and glutinous white rice that tend
to taste sweeter due to salivary amylolytic
digestion in the mouth. As a result,
lower glycemic index foods have tended
to be exchanged for higher glycemic
index foods. This dietary change has been
even more marked in traditional cultures
where contemporary carbohydrate foods
have replaced very low glycemic index
traditional foods in the diets, Pima Indians
and Australian Aborigines of the groups
that have seen some of the greatest
increases in diabetes incidence. The thrifty
genome has therefore been challenged by
twenty-first century lifestyles. Much of the
difficulty in this situation of identifying the
single gene or group of genes responsible
is due to the fact that the whole genome
evolved to deal with a radically different
lifestyle. The genetic cause of our present
epidemic is therefore polygenic.

2
Peripheral Insulin Resistance

Clearance of blood glucose by target tissues
is mediated by a family of facilitative trans-
porters (GLUTs). While genes for 11 GLUT
isoforms have been identified, only 7 have
been shown to transport sugars (GLUTs
1–5, 8, 9). GLUT1 is expressed in erythro-
cytes and in vascular endothelial cells in
the brain, whereas GLUT3 is expressed
in neurons. GLUT1 and GLUT3 act in
concert to mediate glucose uptake past
the blood–brain barrier into the neurons.
GLUT2 is expressed widely in a number of
tissues including liver, intestine, kidney,

and pancreatic β-cells. These transporters
participate as part of the glucose sensing
system in the β-cells and as the trans-
port system in the intestinal cells for the
absorption of dietary glucose. GLUT5 is
a fructose transporter, GLUT8 appears to
be important in blastocyst development,
and GLUT9 is expressed in the brain and
leukocytes. GLUT4, found predominantly
in skeletal muscle and adipose tissues, is
quantitatively the most important insulin-
mediated transporter in the clearance of
blood glucose. Insulin-mediated rapid cell
surface translocation of the preformed
and intracellularly sequestered GLUT4 re-
mains the most investigated hypothesis for
the mechanism of how insulin mobilizes
glucose uptake.

2.1
Insulin Signaling

The binding of insulin to its heterote-
trameric receptor (Fig. 1) results in in-
tracellular autophosphorylation of the β-
subunit and increases tyrosine kinase ac-
tivity. These activated insulin receptors
modulate the activities of their target ef-
fector proteins through phosphorylating a
number of proximal intermediate proteins
including members of the insulin recep-
tor substrate family (IRS1-4), Shc, Cbl,
and so on. An important example of this
sequential activation is the tyrosine phos-
phorylation of IRS proteins resulting in
the availability of docking sites of p85, the
regulatory subunit of the type 1A phos-
phatidylinositol 3-kinase (PI3K). PI3K has
long been recognized to play a critical role
in mediating insulin-stimulated GLUT4
translocation. Activation of PI3K leads
to the formation of 3′ phosphoinositide,
which in turn, sequentially phosphorylates
and activates phophoinositidyl-dependent
protein kinase (PDK1) and PKB (also
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Fig. 1 Signaling cascades in insulin receptor mediated GLUT4 translocation – cross talk
between IRS-mediated pathways and lipid raft-associated pathways.

known as Akt). In addition, protein kinase
Cζ (PKCζ ) has also been shown to partici-
pate in insulin-stimulated GLUT4 translo-
cation. However, data to date have not iden-
tified a dominant role for either pathway.

Several lines of evidence strongly sug-
gest that activation of PI3K in the
generation of phosphatidylinositol 3,4,5-
triphosphate is necessary but not suffi-
cient for mediating the insulin-stimulated
GLUT4 translocation. Novel insights re-
cently developed were built on the ob-
servations of the comparative studies
on the proximal insulin receptor tyro-
sine–phosphorylated substrates. It was
found that in adipocytes, only insulin can
induce tyrosine phosphorylation of Cbl.
Two accessory proteins, APS and Cbl-
associated adaptor protein (CAP), appear
to act in concert. The former probably
enables the insulin receptor to tyrosine
phosophorylate Cbl and the latter, through
its ability to interact with the caveolar pro-
tein flotillin, recruits the complex to the
lipid raft in adipocytes. During this pro-
cess, a small adaptor protein CrkII is
also recruited to the lipid raft through
its association with the phosphorylated
Cbl. CrkII, in turn, interacts with the

guanylnucleotide exchange factor, C3G,
through one of the two tandem SH3
domains. Putting it together, insulin in-
duces tyrosine phosphorylation of Cbl
and recruits the APS/Cbl/CAP/CrkII/C3G
complex to the lipid raft at the plasma
membrane. Subsequent screens for small
GTP binding proteins lead to the dis-
covery of TC10, a member of the Rho
family, which is instrumental in the media-
tion of insulin-induced, PI3K-independent
stimulation of GLUT4 translocation. It
therefore appears that the TC10 pathway
functions in parallel with PI3K to stimu-
late fully GLUT4 translocation in response
to insulin and these two major compo-
nents are spatially separated and distinctly
compartmentalized. The discovery of this
novel lipid raft–associated pathway has
provided a new framework for unraveling
the complexity of insulin-mediated GLUT4
translocation.

2.2
Exercise and Glucose Uptake by Skeletal
Muscle

Glucose can also be taken up by
skeletal muscles by a number of factors
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independent of insulin, including muscle
contractions, hypoxia, nitric oxide, and
bradykinin. Increased GLUT4 transloca-
tion has been demonstrated in medi-
ating the increased glucose uptake for
each of the above factors. In spite of
its great therapeutic potential, the cellu-
lar and molecular signaling mechanism
of the contraction-induced glucose up-
take by skeletal muscles remains to be
fully elucidated. Many candidates, includ-
ing glycogen, adenosine, nitric oxide (NO),
PKC, and 5′ AMP-activated protein kinase
(AMPK) have been studied.

It has been shown that glycogen content
of skeletal muscle modulates glucose up-
take during contractions. Physiologically,
glycogen-store depletion after exercise re-
quires repletion to restore contractile func-
tions. If carbohydrate supplementation
is inadequate after exercise, glycogen is
stored only incompletely. On the other
hand, with the availability of carbohy-
drates, the restoration mechanism may
indeed result in supercompensated state,
rebuilding glycogen levels to beyond that
of the resting levels. Studies showed that
surface membrane GLUT4 protein con-
tent after contraction was inversely related
to the initial glycogen levels in fast-twitch
fibres. This modulator effect of glyco-
gen has also been reported in humans.
These authors reported a near doubling
of plasma glucose clearance rate during
one hour of exercise at 70% of max-
imum oxygen consumption when mus-
cle glycogen content was 185 µmol gm−1

versus 800 µmol gm−1. On the contrary,
the stimulatory effect of insulin on glu-
cose transport/GLUT4 recruitment was
decreased when glycogen was supercom-
pensated. The mechanism behind acute
enhanced insulin action after a bout of ex-
ercise remains poorly understood. Three
to four hours post exercise (when most

of the acute effects of exercise ought to
have subsided), insulin’s effects on glu-
cose uptake and glycogen synthase activity
are increased but there was no evidence
of increase in insulin-signaling interme-
diaries. It was suggested that this acute
effect of insulin post exercise might be
mediated by pathways downstream of Akt
and glycogen synthase kinase 3 (GSK3).
In isolated muscles, inhibition of pro-
tein synthesis with cycloheximide did not
prevent muscle contraction–induced in-
creases in insulin sensitivity, suggestive of
a protein synthesis independent pathway.
The molecular mechanisms underlying
the modulatory effects of glycogen on
insulin action are not known. Current
in vivo data point to the possibilities of
(1) increased insulin-induced activation of
Akt and (2) increased AMPK activities in
association with a low glycogen content.
However, it is intriguing to note that
glycogen depletion is not a necessary con-
dition to observe AMPK activation with
5-aminoimidazole-4-carboxamide ribonu-
cleotide (AICAR) and further research is
required to elucidate the precise role of
glycogen in postexercise insulin action.

2.2.1 Skeletal Muscle Insulin Resistance
in Diabetics
It has been well established that skele-
tal muscle is the major site of insulin-
stimulated glucose uptake in the whole
body glucose homeostasis. In vivo studies
consistently showed significant impair-
ment in postprandial insulin mediated
glucose uptake in both type 2 diabetic pa-
tients and in glucose tolerant first-degree
relatives. Tracer studies further localized
the defect to the nonoxidative pathways
for glucose metabolism. Ex vivo assays
quantifying insulin-stimulated glucose up-
take on abdominal muscle surgical biopsy
specimens were developed to show a
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marked impairment in glucose transport
in morbidly obese patients with or without
diabetes. In concordance with this find-
ing, muscle biopsy specimens similarly
obtained from lean to moderately obese
type 2 diabetic subjects revealed a sig-
nificant reduction in insulin-stimulated
transport of 3-O-methylglucose, a non-
metabolizable glucose analog, at both
physiological and pharmacological con-
centrations of insulin. Similar defects in
insulin-mediated glucose transport have
also been reported in rodent models of in-
sulin resistance. The defects of glucose
transport observed in diabetics on the
basis of in vitro and ex vivo studies cor-
relate exceedingly well with those of in vivo
analyses.

In recent years, the technique of open
biopsy of the vastus lateralis muscle
under local anesthetics has made ex
vivo specimens more assessable, and
therefore, has permitted more systematic
analyses. Using an exofacial bis-mannose
photolabelling technique, Lund et al. were
able to show that insulin stimulation of
the muscle strip leads to an increase in
the cell surface GLUT4 protein level. Since
this surface level of GLUT4 is strongly
correlated with the 3-O-methylglucose
uptake and because of the fact that the
GLUT4 turnover rate is not affected by
insulin, it is concluded that the major
mechanism of glucose transport in human
skeletal muscle is GLUT4 translocation to
the plasma membrane.

In type 2 diabetic individuals, insulin re-
sistance is not generally associated with a
reduction in skeletal muscle GLUT4 levels,
but the insulin-induced translocation of
GLUT4 is markedly impaired. In insulin-
resistant subjects, insulin stimulation of
muscle IRS-1 tyrosine phosphorylation
and of IRS-1 immunoprecipitable PI3K
activity is significantly less compared to

insulin-sensitive controls. A reduction in
insulin-stimulated Akt/PKB kinase activity
in skeletal muscle from insulin-resistant
type 2 diabetic individuals has also been
reported, albeit not consistently. The role
of Akt signaling in the impairment of
glucose transport seen in type 2 dia-
betic individuals remains unclear. There
have been a number of reports showing
a reduction in insulin-stimulated glyco-
gen synthase activity in diabetic subjects.
Insulin-stimulated mitogen-activated pro-
tein kinase (MAPK) phosphorylation is not
significantly altered in muscles from type 2
diabetic individuals. It appears that skeletal
muscle insulin resistance in type 2 diabetic
individuals is largely a result of defects in
the proximal insulin-signaling steps. In-
terestingly, a survey of the literature on
rodent models of insulin resistance, espe-
cially those data based on Zucker fa/fa rats,
yielded remarkably similar conclusions re-
garding the molecular defects in mediating
the insulin-stimulated glucose transport.

2.2.2 Exercise as Therapeutic Intervention
in Insulin Resistance
Although our current state of knowledge
in the impact of exercise on glucose home-
ostasis at the molecular level remains to
be fully explored, many lines of evidence
point to exercise as a highly desirable form
of intervention in the treatment and/or
prevention of type 2 diabetes among sus-
ceptible individuals. The most compelling
evidence comes from the published re-
sults on the Diabetes Prevention Program
trial and the Finnish Diabetes Prevention
Study. Rigorous lifestyle changes, includ-
ing a minimum of 150 min of physical
activity per week to achieve at least a
7% reduction in body weight remains the
most efficacious way of preventing the
development of type 2 diabetes in sus-
ceptible subjects.
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2.2.3 Acute Exercise and Insulin
Resistance
It is well established that in type 2 diabetes
patients, significant glucose lowering can
be achieved during an acute, single bout
of physical activity. A concomitant reduc-
tion in plasma insulin level has also been
observed. Mechanistic studies in both type
2 diabetic subjects and in rodent models
yielded very similar conclusions. Immedi-
ately after a bout of exercise (45–60 min
of cycling at 60–70% of Vmax in the hu-
man study), Kennedy et al. reported a 74%
increase in plasma membrane GLUT4
protein in vastus lateralis muscle, an im-
provement comparable to the postexercise
increase seen in nondiabetic subjects. This
improvement, on the other hand, was not
related to a change in GLUT4 protein ex-
pression. Similar findings were reported
by King et al. in the obese Zucker rat
model. These findings are consistent with
the observations that contractile-induced
skeletal muscle glucose transport remains
intact both in animal models of insulin
resistance and in type 2 diabetic subjects.

2.2.4 Chronic Exercise and Insulin
Resistance
The potential beneficial effect of en-
durance exercise training in glucose
metabolism and insulin resistance has
been extensively evaluated. To date, both
rodent models and human studies yielded
positive results in the effect of exercise
training on glucose metabolism. In rodent
models, prolonged exercise consistently
results in improvement in whole body
glucose tolerance, whole body glucose
disposal, insulin-stimulated glucose trans-
port, GLUT4 translocation, and GLUT4
protein expression. In insulin-resistant
and type 2 diabetics, endurance exer-
cise training leads to improvements in

glucose tolerance and whole body insulin-
mediated glucose disposal.

The mechanisms underlying the ben-
eficial effects of endurance training on
glucose metabolism in insulin-resistant ro-
dent models, insulin-resistant, and type
2 diabetic subjects remain poorly under-
stood. In obese Zucker rats, exercise train-
ing results in long-term adaptive changes
including upregulation of GLUT4 protein
expression, increase GLUT4 translocation,
and cell surface GLUT4 after insulin stim-
ulation. However, the impact of exercise
on the insulin receptor signaling pathway
is less certain. Data pertaining to the ef-
fect of exercise on skeletal muscle insulin
signaling in diabetic subjects are equally
sparse. A better understanding of these
molecular determinants will greatly en-
hance our ability to develop more effective
therapeutic exercise strategies to combat
insulin resistance and prevent onset of
type 2 diabetes.

2.3
Adipocytes, Obesity, and Insulin Resistance

It has long been well recognized that
obesity is a strong risk factor for the devel-
opment of insulin resistance and diabetes.
Likewise, up to 80% of type 2 diabetic
subjects are either overweight or obese.
This strong correlation is also applicable
to many genetic isolates with extraordinary
high prevalence of type 2 diabetic sub-
jects including the Pima Indians and the
Sandy Lake Oji-Cree. While insulin action
is key to virtually all facets of adipocyte dif-
ferentiation, maturation, and physiologic
functions, excess fat mass promotes in-
sulin resistance.

2.3.1 Insulin and Adipocytes
Insulin is a key regulator of nearly
all aspects of fat-cell biology including
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the promotion of the differentiation of
preadipocytes to adipocytes. In mature
adipocytes, insulin action simultaneously
promotes lipogenesis and inhibits lipoly-
sis. Meanwhile, insulin stimulates the up-
take of glucose in insulin-sensitive tissues
via activation of the glucose transporter
and the uptake of fatty acids from circulat-
ing triglycerides (TG) in very low density
lipoproteins and chylomicrons through in-
creasing the lipoprotein lipase activity. In
addition, insulin has been known to be
mitogenic to the adipose tissues as well as
promoting coordinated gene expressions
through transcription factors of either the
sterol response element-binding protein 1
(SREBP1) variants or the forkhead pro-
tein family.

In adipocytes, insulin also acts through
binding to and activating the insulin re-
ceptor with a subsequent activation of
PI3K, the latter being a necessary but
not a sufficient condition for the induc-
tion of the Glut transporters for glucose
uptake. The non-PI3K factor in adipocyte
insulin signaling remains to be fully elu-
cidated. Previous studies implicated both
the Akt/PKB pathway and the PKCλ/ζ
pathway, but the exact role of each in
mediating glucose transport remains con-
troversial. As discussed earlier, the lipid
raft–associated TC10 pathway is also im-
plicated in the non-PI3K signaling. In
the case of adipocytes, it is further sug-
gested that this TC10 pathway interacts
with contical actin, the adipocyte-specific
unique actin cytoskeleton organization, in
the modulation of GLUT4 translocation.

It has been suggested that pathways
that mediate the various metabolic effects
of insulin may diverge downstream of
the PI3K step, providing a partial expla-
nation for the differential sensitivity of
different pathways to the action of the
same ambient concentration of insulin.

For example, a significantly lower concen-
tration of insulin is adequate to inhibit
adipocyte lipolysis but not sufficient to re-
verse the hyperglycemia through increased
glucose uptake. In insulin-resistant and
diabetic states, adipose tissue shares simi-
lar functional defects in insulin signaling
including impaired binding of insulin
to the receptors, phosphorylation of the
receptors, and the downstream IRS. Mean-
while, adipose tissues also manifest tissue-
specific defects that are distinct from those
of skeletal muscles, including a selective
reduction in IRS-1 expression resulting
in the recruitment of IRS-2 as the main
docking protein for PI3K. In skeletal mus-
cles, both IRS-1 and IRS-2 protein levels
are normal and the signaling defect was
caused by a reduction in PI3K activity in
association with both IRS-1 and -2.

2.3.2 Adipose Tissue in Glucose
Homeostasis and Energy Storage
The quantitative importance of adipose
tissue in the regulation glucose disposal
has been continuously revised. On the
basis of earlier metabolic studies, it has
been held that insulin-mediated glucose
uptake by adipose tissue, at least in lean
individuals, is relatively insignificant when
compared with skeletal muscle. More
recent studies in humans as well as in
transgenic animal models seem to suggest
the contrary. Selective overexpression of
the GLUT4 gene in adipose tissue resulted
in a significant increase in whole body
insulin sensitivity. A selective disruption
of the GLUT4 gene in adipose tissue led to
a degree of insulin resistance comparable
to that seen in the skeletal muscle-specific
glut4 knockout mice.

In humans, treatment with the β3 selec-
tive agonist CL316,243 increases glucose
uptake selectively in fat, which is also as-
sociated with an increase in whole body
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glucose uptake and suppression of hepatic
glucose production. While these observa-
tions collectively attest to the possibility
that direct insulin-mediated uptake of glu-
cose by adipose tissue may parallel that of
skeletal muscle quantitatively, one needs
to allow for contributions of other nondi-
rect mediators.

Adipose tissue has long been viewed
as a major energy depot. Excess energy
intake is stored in adipocytes in the
form of TGs. Insulin is a key activator
of not only the action of lipoprotein li-
pase in the uptake of lipoprotein-derived
fatty acids but also inhibits the activ-
ity of hormone-sensitive lipase to pre-
vent lipolysis. In addition, insulin also
acts directly on the insulin-responsive
sterol response element–binding protein
1 (SREBP1) gene whose gene products,
SREBP1a and SREBP1c serve as transcrip-
tion factors in regulating the expressions
of a series of genes including those in-
volved in promoting endogenous lipogene-
sis. Insulin-deficient and insulin-resistant
states including obesity are associated with
enhanced lipolysis of the adipose tissue,
resulting in an elevated level of circu-
lating free fatty acids (FFA). Increased
adipose lipolysis may result in a variety
of dysmetabolic consequences including
peripheral insulin resistance, hepatic in-
sulin resistance, increased hepatic TG
overproduction, and aggravation of pan-
creatic β-cell insulin secretory function.
More recently, elevated FFA concentra-
tion has also been shown to result in
myocardial dysfunction. Collectively, this
FFA-induced multiorgan dysfunction has
been dubbed lipotoxicity. The unifying
concept behind such otherwise unrelated
organ dysfunction is that of excessive
intracellular accumulation of TGs as a con-
sequence of nutrient excess and altered
energy disposal. In this paradigm, leptin

action seems to be the key switch in the
proper channeling of the metabolic fate
of the excess FA flux commonly seen in
insulin-resistant states and obesity.

2.3.3 Lipotoxicity
Caloric intake in excess of expenditure
results in an increase in adiposity and as-
sociated insulin resistance and hyperinsu-
linemia. Insulin resistance at the adipose
tissue level results in increased lipolysis
but the compensatory hyperinsulinemia
may impact directly on lipid metabolism
in nonadipose tissues. SREBP1, a gene
encoding a lipogenic transcription factor,
remains insulin-responsive in the insulin-
resistant milieu and has been shown to
be upregulated in a variety of nonadipose
tissues and may play an important role in
endogenous lipogenesis observed in these
tissues. Excess circulating FFAs are capa-
ble of entering nonadipose tissues in the
body in a fatty acid binding protein inde-
pendent manner. Under normal circum-
stances, such excess free FA is efficiently
channeled to the β-oxidation pathway and
the excess energy dissipated as heat. How-
ever, in the absence of leptin action (either
due to leptin deficiency or leptin resis-
tance), nonoxidative metabolism of FFAs
prevail leading to tissue steatosis, an accu-
mulation of TGs in the nonadipose tissues.
There is also evidence suggesting that
high levels of FFAs and their subsequent
metabolism increase the consumption of
antioxidants and cause oxidative damage.
In the mouse model of leptin deficiency
(ob/ob), leptin receptor deficiency (db/db),
and a rat model of leptin unresponsiveness
(fa/fa), marked obesity is associated with
a generalized form of steatosis, namely,
significant accumulation of TG in skele-
tal muscle, cardiac muscle, pancreatic beta
cells, kidneys, and liver. In a murine model
of congenital lipodystrophy, a paucity of
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adipose tissue also results in severe in-
sulin resistance and steatosis in multiple
nonadipose tissue depots. More intrigu-
ingly, the metabolic defect can be reversed
by either treatment with leptin or with
white fat transplantation. On the other
hand, a similar transplantation experi-
ment with white adipose without leptin
fails to correct the metabolic abnormalities
in another model for lipoatrophy, attest-
ing to the critical importance of leptin in
the reversal of insulin resistance and dia-
betes. In this particular model, a paucity
of adipose tissue results in an obligate
shunting of excess energy to nonadi-
pose tissues. A concomitant lack of leptin
thus promotes nonoxidative disposal of
FA in nonadipose tissues, resulting in TG
accumulation.

Studies on the relevance of this lipotox-
icity model in humans have entered the
literature. Treatment of human subjects
with lipodystrophy-associated diabetes and
insulin resistance with recombinant lep-
tin has shown very encouraging beneficial
effects. In the first study, 8 of the 9 lipodys-
trophic female subjects had diabetes, low
plasma leptin levels, and fatty livers. A
twice-daily leptin injection for 4 months
resulted in a mean 1.9% reduction in
HgA1C, a 6% reduction in fasting plasma
TGs, and a 28% reduction in liver volume.
In the latter study, 3 patients with severe
lipodystrophy, diabetes, hepatic steatosis,
and marked leptin deficiency underwent a
chronic leptin-replacement regime, which
resulted in a marked reversal in insulin
resistance, hepatic steatosis, and hyper-
triglyceridemia.

2.3.4 Visceral Obesityff
Numerous lines of evidence suggest that
visceral fat depots are more important in
the promotion of dysmetabolic status and
coronary risk than subcutaneous fat. In

the Quebec Cardiovascular Study, visceral
obesity was characterized by a clustering
of a metabolic triad, namely, hyperinsu-
linemia, hyperapolipoprotein B, and small
dense LDL, and was associated with a 20-
fold increase in the risk of coronary heart
disease over 5 years. Similar findings have
also been reported in other cohorts.

Since insulin resistance and dyslipi-
demia are more closely associated with
visceral fat mass than subcutaneous fat,
a variety of biochemical and metabolic
factors have been explored in explaining
such differences. Visceral fat is character-
ized by enhanced lipolysis, resulting in an
increase in FFA flux, especially into the
portal circulation. Kissebah et al. showed
that, in vitro, palmitate exposure caused
a dose-dependent reduction in cell sur-
face receptor binding of insulin in isolated
hepatocytes, suggestive of a reduction in
hepatic extraction of insulin. Differences
in gene regulation in the different fat
depots have also been reported. Collec-
tively, these studies suggest that the deep
abdominal peritoneal fat depot is less ef-
fective in insulin-mediated glucose uptake,
expresses relatively less leptin, and more
PPARγ . Plasminogen activator inhibitor-
1 (PAI-1) is produced by adipocytes and
its plasma level is strongly correlated with
the degree of visceral adiposity but not
subcutaneous fat in humans. Circulating
PAI-1 has been implicated to play a role
in thrombus formation and continues to
be investigated as an emerging coronary
risk factor.

2.3.5 Effect of Adipocyte Size on Insulin
Resistance
Several lines of experimental evidence sug-
gest that adipocyte size influences the
impact of adipose tissues on the develop-
ment of diabetes. Enlarged adipocyte size
appears to be a better clinical predictor of
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diabetes independent of insulin resistance.
Paolisso et al. showed that the predictive
value of plasma FFA concentrations on
diabetes can be accounted for entirely by
the adipocyte size. A large fat cell size is
predictive of the development of type 2 dia-
betes in Pima Indians independent of age,
sex, percent body fat, and fat distribution.

Though intriguing, the biological basis
of such association remains speculative.
Early stage obesity, secondary to overnu-
trition, is characterized by overrepresen-
tation by large adipocytes (hypertrophic
obesity). Such large adipocytes might be
more resistant to differentiation upon
further nutrient overload. As a result, con-
tinued caloric intake will progress into an
accumulation of fat in nonadipose tissues
including muscle, liver, and pancreatic β-
cells, resulting in insulin resistance and
in case of β-cells, increased apoptosis,
and loss of β-cell mass ensue. Additional
putative contributing factors include a dis-
proportionally high rate of secretion of
TNFα and release of FFA by the large
adipocytes, aggravating insulin resistance.

Adipose differentiation is a complex,
highly regulated process. The ability for a
given adipose depot to recruit preadipocyte
differentiation and proliferation influ-
ences the cell number and size of the
fat cells. Of the various genes and hor-
mones that regulate and modulate the
fat cell differentiation machinery, three
transcription factors play particularly im-
portant roles in our understanding of
adipogenesis, namely, peroxisome prolif-
erator activator receptor γ (PPARγ ), CAAT
enhancer binding proteins (C/EBP)s, and
adducin 1 (ADD1)/SREBP1.

PPARγ , a member of the PPAR sub-
family of the nuclear hormone receptor
superfamily, is expressed at high levels
in adipose tissue. Two splice variants,

PPARγ -1 and PPARγ -2, have been iden-
tified and the former has been shown to
be expressed at low levels in a variety of
other tissues. This receptor is induced very
early in adipocyte differentiation and has
been identified as a regulator of many
fat-specific genes and a master regulator
that can trigger the entire adipogenic pro-
gram. PPARγ forms heterodimers with
the retinoic acid receptor α (RARα), which
is recognized by the DR-1 sequence in a
variety of fat-specific genes including aP2.
The key regulatory role of PPARγ in adipo-
genesis is best exemplified by the efficient
way in which PPARγ gene transfected fi-
broblasts can be induced to differentiate
into adipocytes.

C/EBPα is induced relatively late in the
adipocyte differentiation program. Similar
to PPARγ , C/EBPα also binds to many
adipose-specific genes. At a physiologic
level of expression, C/EBPα is a relatively
weak inducer of adipogenesis. However,
when coexpressed with PPARγ , C/EBPα

can become extremely potent in the
induction of adipocyte differentiation.

ADD1/SREBP1 is a basic he-
lix–loop–helix protein independently
cloned as an early gene induced in
adipogenesis and as a sterol response
element–binding protein involved in lipo-
genesis. SREBP1 and its close homolog
SREBP2 are products of two different
genes, but the former is expressed as two
splice variants SREBP1a and SREBP1c.
The primary protein products of each
gene are large transmembrane proteins
inserted in the endoplasmic reticulum
membrane in a hairpin fashion. Two
sequential proteolytic steps initiated by
SREBP cleavage-activating protein (SCAP)
result in the release of the terminal por-
tion of the protein into the nucleus to
impart its transcriptional activity. It has
been shown that ectopic expression of
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SREBP1 in fibroblasts under conditions fa-
vorable for adipogenesis augment PPARγ -
induced differentiation into adipocytes.

Recent studies have added new insights
into the once elusive mechanism by which
thiazolidenediones (TZD), a class of syn-
thetic PPARγ ligands already approved for
clinical use, ameliorate insulin resistance.
Treatment of obese female fa/fa Zucker
rats with pioglitazone for up to 28 days
decreased the insulin resistant and hy-
perlipidemic states and caused a shift in
body adiposity. In the TZD-treated rats,
there was a depot-specific increase in the
number of smaller fat cells due to the ap-
pearance of new fat cells and the shrinkage
and/or disappearance of the existing large
mature fat cells. This is consistent with the
notion that treatment of rats with a PPARγ

agonist might have induced the formation
of new small adipocytes that may have
better lipid storage capacity as well as
being more insulin-sensitive, leading to
a lower lipolytic activity. These changes
may in turn result in a reduction in ec-
topic, nonadipose TG accumulation. In
the case of the skeletal muscles, this may
result in a significant degree of improve-
ment in skeletal muscle insulin sensitivity.
In humans, adipocyte restructuring after
treatment with a TZD (troglitazone or pi-
oglitazone) was shown to increase total
body adiposity, but there was a shift from
visceral fat to the subcutaneous fat in
conjunction with a reduction in insulin
resistance. In this case, it appears that an
increase in adipose tissue mass after treat-
ment with a TZD due to a redistribution
from the large visceral fat to the smaller
subcutaneous fat may be critical in the
amelioration of insulin resistance.

2.3.6 Adipose Tissue as Endocrine Organ
Recent studies in adipocyte biology have
expanded our conventional view of adipose

tissue being primarily a fat depot for
storage of energy in the form of TGs.
In this traditional paradigm, insulin ac-
tion on the adipocytes plays the key
role of stimulating glucose uptake and
lipogenesis and simultaneously inhibits
lipolysis, promoting fat storage. Defects
in fuel partitioning including increased
adipose mass and/or increased lipolysis
with increased circulating free fatty acids
would result in insulin resistance, dyslipi-
demia, and β-cell dysfunction. We have
now accrued increasing evidence that adi-
pose tissues are programmed to secrete a
large variety of substances that may act
as signaling molecules in a hormonal,
paracrine, and/or autocrine fashion. The
secretory factors identified to date span a
large variety including enzymes (lipopro-
tein lipase and adipsin), cytokines (tumor
necrosis factor α (TNFα), interleukin 6
(IL6)), hormones (adiponectin, leptin, re-
sistin, acylation stimulation protein, and
corticosteroids), growth factors (vascular
endothelial growth factor), and thrombo-
genesis modulators (plasminogen activa-
tor inhibitor-1 (PAI-1)). These substances
are differentially regulated and are func-
tionally diverse. Amongst them, leptin,
adiponectin, TNFα, and resistin are most
studied for their roles in energy homeosta-
sis, insulin signaling, and glucose/lipid
metabolism. The rapid pace of new re-
search findings in this area does not permit
an updated discussion within the scope of
this paper. Readers are referred to more
updated research papers and reviews.

2.3.7 Leptin
The leptin gene was first cloned when
the circulating factor in the obese ob/ob
mice was sought. The gene product, lep-
tin, is a 16-kDa protein synthesized and
secreted mainly by the white adipose
tissue. The ob/ob mice, now known to
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be leptin deficient, develop severe hyper-
phagia, reduced metabolic rate, massive
obesity, and a variety of endocrinal abnor-
malities including infertility. Leptin acts
through binding with the leptin recep-
tor in the central nervous system with
its main function in regulating food in-
take. Defective leptin receptors have been
identified as the cause of obesity, insulin
resistance, and diabetes in the db/db mice.
In humans, monogenic causes of leptin
deficiency–related obesity have been de-
scribed but are extremely rare. The large
majority of obese humans have an elevated
level of circulating leptin, suggesting that
leptin resistance is a key metabolic defect
in obesity. Not surprisingly, administra-
tion of leptin to obese humans led to
minimal benefit in the reversal of excess
body weight and insulin resistance. On
the contrary, in the relatively uncommon
cases of subjects with partial lipodystro-
phy, affected subjects have been found to
be hypoleptinemic, and leptin treatment
resulted in a reversal of the metabolic ab-
normalities.

The leptin receptor was first isolated
from mouse choroid plexus by expres-
sion cloning. This receptor is normally
expressed at high levels in hypothalamic
neurons and in other cell types, including
T cells and vascular endothelial cells. There
are several isoforms of the leptin receptor
with the long form being predominantly
expressed in the hypothalamus. Binding
and activation of the leptin receptor results
in downstream alterations of gene expres-
sion through the JAK/STAT pathway. One
functional implication of this signaling is
its possible linkage with the metabolic ac-
tion of protein tyrosine phosphatase 1B
(PTP1B). In addition to playing a role in the
inactivation of insulin signaling through
dephosphorylation of the insulin receptor,
PTP1B also can dephosphorylate the leptin

receptor–associated tyrosine kinase JAK.
Leptin-deficient mice made PTP1B defi-
cient were found to have much reduced
weight gain and an increased metabolic
rate, supportive of the notion that the sig-
naling pathway cross talk is biologically
significant at the whole organism level.

Leptin expression is regulated by a num-
ber of factors. Positive modulators include
intracellular glucosamine (a product of
glucose flux), insulin, TNFα, glucocorti-
coids, interleukin-1, and so on. It is in-
triguing to note that in cultured adipocytes,
leptin mRNA expression is correlated with
the lipid content and adipocyte size, but the
underlying mechanism for this adaptive
change remains unknown. Negative mod-
ulators include PPARγ activation, cate-
cholamines, cAMP agonists, β-adrenergic
receptor agonists, and thyroid hormones.
In addition to the extensively character-
ized action of leptin in the regulation of
energy balance, glucose homeostasis and
insulin signaling, leptin has also been
implicated in other biological functions,
including immune activities by stimulat-
ing proliferation of T lymphocytes and in
maturation of reproductive organs and in
gestation. Future studies are needed to
fully understand the biological function
of this adipocyte-derived hormone and its
role as a therapeutic in the treatment of
obesity and diabetes.

2.3.8 Adiponectin (Acrp30/AdipQ)
Adiponectin was originally identified as
a highly expressed gene during adipocyte
differentiation. The gene was expressed
exclusively by adipocytes, and the secreted
protein contains an amino-terminal col-
lagenous domain and a carboxy-terminal
globular domain, the latter bearing sig-
nificant homology with collagens X and
VIII and complement C1q. Plasma level of
adiponectin is inversely associated with
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BMI in humans and is reduced in a
number of murine models of insulin re-
sistance. Furthermore, adiponectin level
is lower in CHD patients compared to
subjects without CHD, even after adjust-
ment for BMI. Several lines of evidence
suggest that adiponectin may have direct
biological action as an insulin sensitizer
by reducing hepatic glucose output as well
as reducing skeletal TG content. Treat-
ment of mice with adiponectin induced
a large and sustained weight loss in a
high fat/high sucrose–fed model mouse.
Recent data also suggest that adiponectin
confers antiatherogenic actions. Data avail-
able to date suggest the adiponectin may
be a promising therapeutic candidate for
the prevention of diabetes and CHD.

3
Pancreatic β-cell Dysfunction

In pancreatic β-cells, ambient fatty acids
modulate the glucose-induced insulin
secretion. The potency of fatty acids to
promote glucose-induced insulin secretion
varies with chain length and the degree of
unsaturation. Acute lowering of plasma
fatty acid levels is associated with a
decreased insulin response to glucose.
However, longer exposure of islets to FFA
results in a reduction in insulin secretion
in the hyperglycemic milieu. This effect
of differential impact of acute versus
chronic exposure of plasma FFA on insulin
secretion was also observed in humans.
These observations are consistent with
the original Randle hypothesis based on
studies in cardiac and skeletal muscle. An
elevation of FFA would promote oxidation
of fatty acids, which in turn inhibits
pyruvate dehydrogenase activity, resulting
in an accumulation of cytosolic glucose-
6-phosphate with associated inhibition

of hexokinase for glucose uptake. Since
glycolysis is the pathway for glucose
metabolism in β-cells, this FA-induced
alteration in glucose uptake may play an
important role in the development of β-cell
secretory dysfunction.

3.1
Effect of FFA on β-cell Apoptosis

Pancreatic islets in diabetics are charac-
terized by a reduced β-cell mass. This
morphologic change is postulated to be
largely a result of an accelerated β-cell
apoptosis during the progression from
prediabetic state to diabetes. The notion
of a progressive reduction in β-cell mass
caused by accelerated β-cell apoptosis as
part of the natural history of the devel-
opment of type 2 diabetes is supported
by autopsy studies on obese and diabetic
subjects when compared with lean, non-
diabetic controls. Excess accumulation of
TGs in β-cells, similar to many other
nonadipose tissues, is a cardinal feature
of the insulin-resistant state. The progres-
sive TG accumulation has been attributed
to both an elevated plasma level of FFA
as substrate and a shift toward nonox-
idative metabolic pathway in conjunction
with an increase in endogenous lipoge-
nesis. In vitro data strongly suggest that
the modest increase in TG content in
islets is causative of the compensatory
islet cell hyperplasia and hyperinsuline-
mia. However, further increase in islet
TG eventually leads to decompensation,
triggering an accelerated apoptosis and
precipitous loss of β-cell mass. In conjunc-
tion with the progression of the disease,
cellular content of ceramide accumulation
causes β-cell decompensation by induc-
ing cellular apoptosis. As such, it has
been suggested that FFA-induced β-cell
apoptosis may, at least in part, be due to
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an increased supply of substrate for the
synthesis of ceramide. Inhibition of ce-
ramide synthetase with fumonisin B1 can
inhibit FFA-induced apoptosis. In parallel,
increased plasma FFA is also associated
with an induction of iNOS, promoting ni-
tric oxide (NO)-induced apoptosis.

The mechanism of FFA-induced β-
cell apoptosis remains incompletely
understood. Recent studies suggest that
the PKB pathway may play a key
role. Selective transgene expression of
a constitutively active form of PKB in
β-cells resulted in markedly increased β-
cell mass largely through preserving cell
survival. This may be explained on the
basis that PKB phosphorylation prevents
the nuclear translocation of a number
of its downstream substrates including
forkhead box (Fox) transcription factors,
glycogen synthase kinase-3α/β (GSK3αβ),
bcl-2 associated death agonist (BAD),
caspase 9, and murine double minute
2 (MDM2). Nuclear translocation of
such factors would promote proapoptotic
transactivation. In vitro experiments using
a pancreatic β-cell line INS-1 showed
that not only can FFA induce apoptosis
by inhibition of PKB activation but
also can inhibit the IGF-1-induced PKB
phosphorylation.

Recent studies suggest that leptin can ef-
fectively protect the islet cells by promoting
β-oxidative metabolism of surplus FFAs
and reducing lipogenesis, especially dur-
ing periods of overnutrition. Intriguingly,
all fatty acids are not equally capable of in-
ducing apoptosis. Saturated fatty acids are
highly effective in the induction of apop-
tosis while unsaturated fatty acids are not.
Human β-cell culture studies revealed that
when mixing the two types of fatty acids,
the unsaturated FAs are capable of pre-
venting saturated FA-induced apoptosis.

Functional characterizations of gluca-
gon-like peptides (GLPs) over the recent
years have led to the discovery that GLP-
1 may protect pancreatic β-cells from
apoptosis. GLP-1 confers its biological
actions through binding to the GLP1-
receptor, a G-protein coupled receptor
expressed in pancreatic β-cells. Not only
does GLP-1 stimulate insulin secretion,
it also exerts a number of other
antidiabetic actions including inhibition
of glucagon secretion, reduction of food
intake and regulation of cell proliferation,
differentiation, and apoptosis. Several
lines of experimental evidence support the
notion that the GLP-1 receptor is the key
mediator of the antiapoptotic properties
of GLP-1. In Zucker diabetic rats and in
db/db mice, short-term infusion of GLP-
1 was associated with a marked increase
in β-cell mass and the development of
new islet clusters. In vivo treatment of
mice with a long-acting GLP-1 analog
NN2211 and in vivo treatment of exendin-
4, a GLP-1 receptor agonist, both led
to a reduction in β-cell apoptosis. A
more detailed mechanistic understanding
of how GLP-1 regulates cell proliferation
and apoptosis is potentially useful in the
development of GLP-1 based therapeutics
for the treatment or prevention of diabetes.

4
Insulin Resistance and the Liver

Hepatic glucose overproduction is a cardi-
nal feature of type 2 diabetes mellitus.
In addition, hypertriglyceridemia in as-
sociation with low levels of high density
lipoprotein cholesterol (HDL-C) levels, el-
evated levels of apolipoprotein (apo) B100,
and less buoyant (small dense) low-density
lipoproteins (LDL) are frequently observed
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in subjects with diabetes and insulin resis-
tance. Recent studies continue to unravel
the complex underlying mechanisms both
in the cause of hepatic insulin resistance
and its metabolic sequelae.

An elevated blood level of FFA has
been shown to promote skeletal muscle
insulin resistance and β-cell dysfunction.
The mechanisms by which elevated lev-
els of FFA contribute to hepatic glucose
overproduction are less well known. A
recent study by Massillon et al. showed
that the glucose-6-phosphatase gene can
be induced by an increased level of FFA
by Intralipid infusion on a background
of pancreatic clamping of the FFA levels.
In a somewhat more physiological model,
Oakes et al. examined the effect of high-
fat feeding in rats on the development of
insulin resistance. Compared to chow fed
rats, high fat feeding significantly impaired
insulin sensitivity, resulting in hyperinsu-
linemia. While the compensatory increase
in insulin level was able to suppress FFA
release, it did not normalize the intracellu-
lar availability of FA in skeletal muscle. In
the liver, glycogen synthesis was reduced
because of the down regulation of glycogen
synthase. Glucogenesis was enhanced in
conjunction with increased FFA oxidation.
However, an acute blockade of FFA oxida-
tion with etomoxir reduced gluconeogene-
sis and yet, increased glucose output was
unaffected. This is likely because of an al-
ternate pathway of a sustained increase in
the glucose-6-phosphatase/glucose kinase
activity ratio, favoring increased glucose
output. In humans, a progressive increase
in FFA load through Intralipid infusion
resulted in an increasing percent contri-
bution of gluconeogenesis to the observed
endogenous glucose overproduction. The
relative importance of glycogenolysis and
gluconeogeneis in FFA-induced hepatic
glucose overproduction has been studied

in healthy human subjects. Physiologi-
cally, insulin suppresses hepatic glucose
output more by inhibiting glycogenolysis
than by gluconeogenesis. Elevated plasma
FFA levels attenuated the suppression of
glucose production by interfering with in-
sulin suppression of glycogenolysis. More
recently, Lam et al. demonstrated that cell
membrane translocation of PKC-δ and in-
creased FFA oxidation may also be major
contributors to the FFA-induced hepatic
glucose overproduction.

FFAs have also been proposed as the
link between intra-abdominal fat and pe-
ripheral insulin resistance. Obesity is asso-
ciated with higher fasting plasma FFA con-
centrations. Intra-abdominal fat drains via
the portal vein directly to the liver. At high
concentrations, it has been shown to inter-
fere with hepatic insulin binding and clear-
ance, which even at low FFA concentra-
tions, is only 50% efficient. It is suggested
that increased insulin levels in the pe-
ripheral circulation secondary to reduced
hepatic clearance downregulate peripheral
glucose receptors in muscle and in the long
term lead to progressive insulin resistance.

4.1
Hepatic Insulin Resistance and
Dyslipidemia

Insulin resistance and diabetes are com-
monly associated with plasma hyper-
triglyceridemia, elevated apoB100, and a
reduced level of HDL-C. While reduced
lipoprotein lipase in the light of insulin
resistance may have contributed to the
accumulation of very low-density lipopro-
teins (VLDL) in this dyslipidemic state, a
hepatic overproduction of VLDL seems to
be of primary importance. Many metabolic
factors influence the rate of secretion
of VLDL (production rate). Since the
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backbone apoB100 is constitutively syn-
thesized in great excess and each VLDL
particle contains one apoB100 molecule,
the rate of apoB100 (hence VLDL) enter-
ing the circulation is governed by a number
of factors in the VLDL synthetic machin-
ery, including the translocation efficiency,
lipidation of apoB with TGs, and the rate
of degradation of the protein. Grossly, it
appears that it is the lipids available in the
ER lumen that dictate the amount of apoB
eventually secreted.

Lipidation of apoB with TGs is largely
mediated by the microsomal transfer pro-
tein (MTP). In addition to participating in
the assembly and maturation of the VLDL
particles, MTP also plays a role in stimulat-
ing apoB production through inhibition of
ubiquitination, a key step in apoB degrada-
tion. Hepatic expression of MTP has been
shown to be modulated by insulin through
interaction of an insulin response ele-
ment in its promoter. In addition, response
elements to other transcription factors in-
cluding adaptor protein complex (AP-1),
hepatic nuclear factor 1 (HNF-1), and hep-
atic nuclear factor 4 (HNF-4) have also
been identified. MTP mRNA expression
is also regulated by hepatic sterol content
and is thought to be mediated by SREBPs.

The cytosolic content of TGs, the major
neutral lipid in the mature VLDL, cor-
relates with the rate of VLDL secretion.
Increased availability of cytosolic TG, ei-
ther through de novo synthesis, or through
esterification of FFA derived from the cir-
culation, stimulates the VLDL production
and secretion. Recently, a series of stud-
ies performed on a hamster model of
insulin resistance through fructose feed-
ing have advanced our understanding
of the molecular mechanisms of insulin
resistance–associated hepatic VLDL over-
production. In this model of oral fructose-
induced insulin resistance, the authors

observed an increase in intracellular apoB
stability, and elevated levels of MTP in
association with enhanced VLDL particle
assembly. Impaired hepatic insulin signal-
ing was evidenced by a reduced tyrosine
phosphorylation of the insulin receptor
and IRS-1. In addition, elevated protein
mass and activity of PTP-1B, and a re-
duced level of PI3K activity were observed.
The level of ER-60, a cysteine protease, was
significantly reduced, consistent with the
observed increase in apoB stability.

4.2
The Role of SREBP in Hepatic Insulin
Resistance

SREBP1a and 1c are two variants of the
same SREBP1 gene, each using a dif-
ferent transcription start site. SREBP1a
is a potent transcription activator of all
SREBP responsive genes, including those
involved in both endogenous cholesterol
and fatty acid and TG synthesis. SREBP1c,
on the other hand, primarily transactivates
the enzymes involved in lipogenesis. In
adult liver, SREBP1c is the predominant
SREBP-1 isoform. The selective coordi-
nated transduction by SREBP1c of the
fatty acid program of synthesis has been
demonstrated in vivo in a transgenic mouse
model, which overexpresses the truncated
version of SREBP1c that terminates prior
to the membrane attachment domain.
In mice, fasting markedly reduces the
amount of SREBP1c in the nuclei. There
is a corresponding reduction in the mRNA
abundance of the SREBP1c target genes,
that is, those involved in de novo lipogene-
sis. On refeeding a high carbohydrate/low
fat diet, Horton et al. reported a markedly
exaggerated overabundance of SREBP1c
(increased 4- to 5-fold over nonfasting
baseline) in association with a parallel
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increase in hepatic mRNA levels of the
lipogenic genes.

Recent data on a rodent model showed
that the insulin-induced hepatic lipogen-
esis is mediated by modulating SREBP1c
at the transcriptional level. By compar-
ing two distinct murine models of se-
vere insulin resistance, namely, the ob/ob
(leptin-deficient) mice and the adipose-
specific SREBP transgenic (lipoatrophic)
mice, marked hyperinsulinemia differen-
tially caused a significant reduction in
IRS-2 mRNA but continued to stimulate
SREBP1c, resulting in hepatic lipogenesis
and VLDL overproduction. A more recent
study further defined the role SREBP1c
in the obesity–insulin resistance connec-
tion. Targeted disruption of SREBP1 in
the ob/ob mice by cross breeding the two
knockout strains selectively ameliorated
the enhanced lipogenesis seen in the ob/ob
mice without any significant alterations in
fat mass and insulin resistance.

Diets rich in polyunsaturated fatty acids
(PUFA) including 18 : 2 (ω-6), 20 : 5, and
22 : 6 (ω-3) have been shown to signif-
icantly lower plasma lipid levels. In a
rodent model, dietary PUFA suppresses
hepatic lipogenesis by reducing the nu-
clear content of mature SREBP1. PUFA
reduces the nuclear abundance of SREBP1
by first acutely inhibiting the proteolysis of
SREBP1 followed by a reduction in hep-
atic SREBP1 mRNA and precursor protein
content. More recently, Yoshikawa et al.
also showed that the suppressive effects of
PUFA on SREBP1-induced lipogenesis is
mediated through inhibition of the bind-
ing of the liver X receptor (LXR) to LXR
response element (LRE) on the SREBP1
gene. Our understanding of the molecu-
lar mechanism of the interaction between
fatty acids and transcription factors in
lipid and glucose metabolism may con-
tinue to define more specific targets for

treatment of hepatic insulin resistance and
its associated deleterious phenotypes.

5
Insights from Gene-targeted Mouse Models

Transgenic and knockout mouse technol-
ogy has provided very powerful tools for
dissecting the effects of individual genes
involved in insulin signaling and effector
pathways. The outcomes of these studies
have been extensively reviewed and will be
summarized here.

5.1
Insulin Receptor (IR) Knockout Mice

The insulin receptor gene has been
knocked out in mice both globally and
in a tissue-specific manner. The homozy-
gous IR knockout mice (IR−/−) appear
normal at birth but rapidly develop severe
metabolic phenotypes of insulin resis-
tance at the time of suckling. These in-
clude severe hyperglycemia, ketoacidosis,
hypertriglyceridemia, and steatohepatitis.
Hepatic content of glycogen was reduced.
Muscle was partially atrophic and the
amount of adipose tissue was reduced.
The mice generally died within one week
of birth. On the contrary, the phenotype of
the heterozygous knockout mice (IR+/−)
was relatively mild. One report showed
that the mice developed hyperinsulinemia
at 4 to 6 months of age but only about
10% eventually developed diabetes. The
insulin receptor gene has been disrupted
selectively in a number of tissues, which
collectively provided great insight into glu-
cose homeostasis.

5.2
β-cell-specific IR Knockout Mice (βIRKO)

By using the cre-loxP mediated conditional
gene inactivation technique, the murine IR
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gene was disrupted selectively in pancre-
atic β-cells. The βIRKO mice were normo-
glycemic and began to develop significant
hyperinsulinemia by 6 months of age.
However, insulin secretion in response
to a glucose load injected peritoneally was
impaired, representing a specific impaired
first-phase secretory response to glucose
and not to arginine at early age. A chronic
progressive impairment of glucose toler-
ance to an intraperitoneal glucose load was
detected as early as 2 months of age. The
same glucose tolerance test unmasked a
reduced level of insulin levels at 4 months
of age. This selective loss of first-phase
secretory response is remarkably simi-
lar to the early stage of development of
diabetes in humans. Furthermore, this ser-
cretory defect was observed in spite of a
quantitative preservation of β-cell GLUT2
transporter. Although it is unlikely that
acute first-phase secretory defects observed
in humans is caused by specific insulin
receptor gene defects, these data are sug-
gestive of β-cell insulin signaling playing
an important role.

5.3
Muscle-specific IR Knockout Mice (MIRKO)

A cre-loxP system was also used to generate
muscle-specific IR knockout mice. Skeletal
muscle IR expression was reduced by
more than 95% in conjunction with a
comparable loss of insulin-stimulated IR
and insulin receptor substrate-1 (IRS-1)
phosphorylation. At a whole body level,
these mice showed a selective increase in
fat mass, plasma TG, and FFA levels, but
their blood glucose levels, insulin levels,
and glucose tolerance were normal.

Resting uptake of 2-deoxyglucose (2DG)
by skeletal muscle is normal in the
MIRKO mice. Likewise, exercise-induced

2DG uptake with and without insulin is
also normal. Glycogen synthase activity
is also normal in both the resting state
and with exercise but not after insulin
stimulation.

To further evaluate the role of muscle IR
in the development of type 2 diabetes, the
authors cross-bred the MIRKO into the
heterozygous IR knockout mice IR+/−,
and the resultant mice of interest are des-
ignated MIRKO-50%. These mice begin
to develop hyperinsulinemia by 3 months.
At 6 months, hyperinsulinemia becomes
more severe and many animals showed
hyperglycemia in a fed state.

The relatively mild glycemia phenotype
in the MIRKO mice was addressed by Kim
et al. In the absence of IR in skeletal
muscles, there was a redistribution of
the substrate to liver and adipose tissue,
resulting in an expanded fat mass, hyper-
triglyceridemia, and elevated FFA levels,
features of the prediabetes syndrome.
Such intriguing findings challenge the
conventional view that skeletal muscle
insulin resistance is the main driving force
in the development of type 2 diabetes.

5.4
Liver-specific IR Knockout Mice (LIRKO)

The liver-specific IR knockout mice de-
velop severe insulin resistance and im-
paired glucose tolerance. There is a loss of
inhibition of gluconeogenesis and hepatic
glucose overproduction despite hyperin-
sulinemia, the latter was the result of a
combined increase in insulin secretion
and reduced clearance. The hepatic glu-
cose overproduction seen in the LIRKO
mice is also not responsive to exoge-
nously administered insulin, bringing up
the concept that hepatic glucose overpro-
duction can continue even in the presence
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of hyperglycemia in the LIRKO mice and
that glucose autoregulation of hepatic glu-
cose production does not occur in the
absence of insulin signaling in liver. In
this model, the severe hyperinsulinemia
had led to a simultaneous differential reg-
ulation of a number of insulin-responsive
genes. While phosphoenolpyruvate car-
boxykinase (PEPCK) gene expression was
found to be upregulated in the LIRKO
mouse, the expression of glucokinase and
liver pyruvate kinase were coordinately
downregulated. Likewise, the transcrip-
tion of the SREBP1c gene continues to
be positively responsive to insulin. The
loss of IR in the LIRKO mouse liver
results in a failure of the insulin re-
ceptor through divergent pathways that
regulate gene expression, which in turn,
contribute to the severe metabolic pheno-
types. More interestingly, it is the analyses
of these coordinated changes in gene ex-
pression that led to the identification of
cis-acting DNA regulatory elements (in-
sulin response element), which mediate
insulin’s effect.

5.5
Fat-specific IR Knockout Mice (FIRKO)

Fat-specific IR knockout mice were re-
cently reported. These animals showed
a sustained reduction in total fat mass
and are protected from age-related glu-
cose intolerance despite consuming higher
amount of calories. There was also a re-
duction in total body TG content and
a polarized distribution of fat cell size.
In addition, these mice enjoyed a signifi-
cantly prolonged life span as compared to
wild-type mice. More intriguing is the ob-
servation that the phenotype of these mice
is quite similar to those of calorie-restricted
mice, leading the authors to suggest that it

is the leanness that is the key determinant
to longevity, not caloric restriction per se.

6
Hyperglycemic Complications

6.1
Clinical Impact – Microvascular
Complications

The clinical spectrum of diabetic microvas-
cular complications has been extensively
reviewed. Two landmark clinical trials
over the past decade, the Diabetes Con-
trol and Complications Trial (DCCT) for
type 1 diabetic subjects and United King-
dom Prospective Diabetes Study (UKPDS)
for type 2 diabetic subjects, have provided
compelling evidence that hyperglycemia
is the primary causative factor in the
development and progression of microvas-
cular complications, namely, retinopathy,
neuropathy, and nephropathy. In these tri-
als, excellent glycemic control has been
demonstrated unequivocally to retard the
progression of the microvascular com-
plications (DCCT 1993, UKPDS 1998).
Diabetic microvascular disease in retina,
glomerulus, and vasa nervorum share sim-
ilar pathogenic changes. At the onset of
hyperglycemia, elevated intracellular glu-
cose concentrations directly impact on
vascular tone regulators, including re-
duced bioavailablity of nitric oxide (NO),
increased production of vasoconstrictors
including endothelin-1 and angiotensin
II, and elaboration of permeability fac-
tors such as vascular endothelial growth
factor (VEGF). Microvascular cell loss and
the compensatory endothelial cell prolif-
eration and qualitative and quantitative
changes in extracellular matrix predis-
pose to increased vascular permeability.
Excessive matrix accumulation promoted
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by transforming growth factor beta 1
(TGFβ1) and deposition of periodic acid
Schiff (PAS) positive plasma proteins also
contribute to microvascular occlusions,
leading to local ischemic changes.

Our understanding of how hyper-
glycemia acts as the common denominator
for the development of such an array of
microvascular complications has recently
been conceptualized by establishing a link-
age between four major metabolic path-
ways: increased polyol pathway, increased
advance glycation end-product (AGE) for-
mation, activation of PKC, and increased
hexosamine flux. A unifying hypothesis
in linking these four pathways has re-
cently been put forth. Evidence available
to date suggests that the intracellular
excess glucose–induced mitochondrial su-
peroxide (O2

−) overproduction may be
the key in the simultaneous activation
of all of these pathways (Fig. 2). In this
hypothesis, excess mitochondrial O2− pro-
duction partially inhibits the glycolytic
enzyme GAPDH, which in turns diverts
its upstream glycolytic metabolites from

glycolysis into pathways of glucose overuti-
lization. Accumulation of cellular glucose
would result in the formation of sorbitol
and fructose through the polyol pathway.
Excess fructose-6-phosphate is metabo-
lized into glucosamine. Glyceraldehyde-
3-phosphate in excess would provide a
substrate for the increased formation of
diacylglycerol for PKC activation as well as
increased formation of advanced glycation
end (AGE) products.

6.1.1 Intracellular Oxidative Stress
An alternate pathway by which hyper-
glycemia may confer oxidative stress is
the overproduction of superoxide by the
mitochondrial electron-transport chain. In
the mitochondria, the generation of ATP
is coupled to the electron-transport chain,
through which molecular oxygen (O2) may
be reduced to water by electron donors
NADH and FADH2 from the Krebs cy-
cle. Protons are pumped through the
inner membrane of the mitochondria,
sustaining an electrochemical gradient
and electrons flow through intermediates
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Fig. 2 Impact of elevated cellular glucose levels on multiple metabolic pathways in the
promotion of diabetic complications.
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such as ubisemiquinone. It has been
shown that high glucose availability re-
sults in increased production of electron
donors, which in turns raises the pro-
ton gradient. This, in turn, prolongs the
lifetime of the electron-transport interme-
diates. When this number goes beyond
a certain threshold, the intermediate will
redirect its reactivity, greatly increasing
the conversion of molecular oxygen to
superoxide anion (O2

−). This pathway
of hyperglycemia-induced mitochondrial
O2

− overproduction can be attenuated by
overexpression of mitochondrial superox-
ide dismutase (MnSOD) and uncoupling
protein-1 (UCP-1).

6.1.2 The Polyol Pathway Flux
Aldose reductase is the rate-limiting en-
zyme mediating the reduction of glucose
and other carbonyl compounds. The re-
duction is NADPH-dependent and has a
low Km for glucose and with elevated glu-
cose, aldose reductase converts glucose
to sorbitol, which in turn can be con-
verted to fructose. These reactions cause
simultaneous consumption of NADPH
and NAD+ respectively, leading to a reduc-
tion of cellular concentration of NADPH
and increased ratio of NAD/NAD+. A
cellular depletion of NADPH would re-
sult in a reduction in the regeneration of
the reduced form of glutathione (GSH),
which in turn aggravates the intracellu-
lar oxidative stress. On the other hand,
an increased NADH/NAD+ ratio would
inhibit the enzyme glyceraldehyde-3 phos-
phate dehydrogenase (GAPDH), leading
to an accumulation of triose phosphate.
The downstream effect of this includes
an increased formation of methylglyoxal,
a precursor of AGEs and diacylglycerol
(DAG), the latter leading to the activation
of protein kinase C (PKC).

6.1.3 Advanced Glycation End Products
Intracellular glucose at elevated concen-
tration may also be metabolized through
nonenzymatic pathways to several reac-
tive dicarbonyls, which in turn react with
amino groups of intracellular and extracel-
lular proteins to form AGEs. Intracellular
auto-oxidation of glucose leads to the for-
mation of glyoxal. Decomposition of the
Amadori product has been shown to gener-
ate 3-deoxyglucosone and fragmentation of
glyceraldehyde-3-phosphate and dihydrox-
yacetone phosphate will form methylgly-
oxal. The two reactive dicarbonyls glyoxal
and methylglyoxal may be detoxified by
the glyoxalase system. The biological ac-
tion of intracellular AGEs precursors may
damage cells through a number of mecha-
nisms. AGEs’ modification of intracellular
proteins results in alteration of both the
structure and function of cellular proteins.
AGEs’ formation on extracellular matrix
interferes with both matrix–matrix and
cell–matrix interactions. AGEs-modified
plasma proteins are capable of binding
to AGEs receptors (RAGEs) on a variety
of cell types including endothelial cells,
mesangial cells, and macrophages. In the
latter case, binding of AGEs to RAGEs in
macrophages may induce production of
reactive oxygen species.

6.1.4 Activation of Protein Kinase C
More than 10 isoforms of protein
kinase C (PKC) have been described
and nine of them are known to be
activated by diacylglycerol (DAG). Elevated
intracellular levels of glucose promote the
de novo synthesis of DAG through the
glycolytic intermediate dihydroxyacetone.
Increased DAG primarily activates the
two isoforms PKC-β and -δ, which
explains the activation of a large
array of downstream cellular and
molecular processes responsible for the
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pathogenesis of a variety of hyperglycemia-
induced complications, most notably,
those related to the microvascular diabetic
complications.

PKC-β activation has been shown to
mediate abnormal blood flow in both
retinal and renal vasculatures, possibly
through reduced NO production and/or
an increased activity of endothelin-1, one
of the most potent vasoconstrictors. In
mesangial cells, PKC activation induces
endothelin-1 stimulated MAP-kinase ac-
tivity, which may contribute to diabetic
nephropathy. PKC activation has also
been invoked in hyperglycemia-induced
expression of VEGF in smooth muscle
cells, which may account for the observed
increase in vascular permeability and
angiogenesis in chronic hyperglycemia.
Increased microvascular matrix accumu-
lation in long standing hyperglycemia
may also be attributable to PKC activa-
tion. The increase in PAI-1 expression in
the hyperglycemic state is a predispos-
ing factor for increased thrombogenicity
and the increased NFκB activity may ac-
count for the increased expression of
a wide array of proinflammatory genes.
Lastly, hyperglycemia has been shown to
be associated with an increased activity
of the vascular NADPH oxidase system
and PKC activation as a mediator has also
been implicated.

6.1.5 The Hexosamine Pathway
Intracellular accumulation of fructose-
6-phosphate of the glycolytic pathway
may be shunted to the hexosamine
pathway to produce glucosamine. The
rate-limiting enzyme for this path-
way, glutamine:fructose-6-phosphate ami-
dotransferase (GFAT), converts fructose-
6-phosphate to glucosamine phosphate,
which will subsequently be converted

to UDP-N-acetylglucosamine. The patho-
logical significance of this pathway can
be related to the hyperglycemia-induced
upregulation of the transcription of TGF-
α, TGF-β1, and PAI-1. Several lines of
evidence suggest that the hexosamine-
mediated transcription upregulation of
PAI-1 gene in a number of tissues in-
cluding vascular cells and mesangial cells
is through Sp1. Glycosylation modifica-
tion of the transcription factor Sp1 may
also contribute to the enhancement in
its transcription activation activity. In ad-
dition to PAI-1, hyperglycemia-induced
O-acetylglucosaminylation is implicated in
the modulation of the activity and function
of a number of other cellular proteins in-
cluding eNOS modification at the Akt site
and a number of PKC isoforms, promoting
diabetes-related complications.

6.1.6 The Effect of Hyperglycemia on
Insulin Signaling
The direct effect of hyperglycemia on in-
sulin signaling has recently been reviewed.
A 4-h incubation of rat entensor digitorum
longus (EDL) muscle ex vivo with 25 mM
glucose resulted in a 50% reduction in
insulin-stimulated glucose incorporation
into glycogen and a significant reduction
in the insulin-stimulated phosphorylation
and activation of Akt/PKB. The insulin
receptor tyrosine phosphorylation, PI3K
activation, and MAP-kinase activation were
not affected. Furthermore, the same labo-
ratory also demonstrated previously, both
in vivo and in vitro, that acute hyper-
glycemia causes cellular accumulation of
malonyl coA, an inhibitor of palmitoyl
transferase. The resultant accumulation of
palmitoyl-coA could be a source of cel-
lular ceramide. Interestingly, incubating
the EDL muscle with C2-ceramide also re-
sulted in similar signaling defects, raising
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the speculation that ceramide may play a
role in mediating this signaling defect.

In cultured human vascular endothelial
cells, incubation of high glucose has re-
sulted in a reduced activation of Akt/PKB
in conjunction with an increase in apop-
tosis, a known downstream effect of
Akt/PKB. Concomitantly, cellular concen-
tration of diacyl glyceral (DAG) and the
PKC activity were both elevated.

6.1.7 The Effect of Hyperglycemia on
β-cell Function
It has been well accepted that it is the
development of β-cell dysfunction on the
background of progressive insulin resis-
tance that precipitates the development
of frank type 2 diabetes. The early clin-
ical defect of β-cell dysfunction, a loss
of the first-phase insulin secretion in re-
sponse to glucose stimulation, precedes
fasting hyperglycemia by up to 5 years.
Initially, hypersecretion of insulin is able
to compensate for the insulin resistance,
maintaining euglycemia. It is the progres-
sive loss of β-cell mass, in part through
accelerated apoptosis, and other progres-
sive dysfunction that precipitates the de-
compensation, and fasting hyperglycemia
ensues. Recent studies examined the po-
tential mechanism underlying glucose-
induced β-cell apoptosis. In light of the
fact that β-cells have the highest level of
expression of O-linked monosaccharide N-
acetylglucosamine (O-GlcNAc) transferase
(OGT), recent studies suggest that hy-
perglycemia may cause β-cell apoptosis
through first being metabolized through
the hexosamine pathway, resulting in an
excessive rate of O-GlcNAc modification of
a variety of proteins and eventually accel-
erated apoptosis.

Several lines of evidence suggest that
hyperglycemia per se in turn further aggra-
vates β-cell dysfunction as well as insulin

resistance. Persistent hyperglycemia has
been shown to desensitize the β-cells
to glucose stimulation. The mechanisms
include a reduction in the intracellular
concentration of signaling molecules, for
example, malonyl coA, which increases
fatty acid oxidation, and desensitization
of the ATP-dependent potassium chan-
nels. Meanwhile, hyperglycemia also con-
tributes to the aggravation of peripheral
insulin resistance through downregula-
tion of the glucose transporter. This sets
up a vicious cycle and the worsening of
hyperglycemia will in turn aggravate β-
cell function.

6.1.8 The Effect of Hyperglycemia on
Oxidative Stress
Oxidant stress continues to be considered
to play a critical role in atherogenesis
despite the disappointing results of antiox-
idant trials (HOPE, BHF/MRC). Reactive
oxygen species (ROS) generally consist of
a number of free radicals, including super-
oxide anion (O2

−) and hydroxyl radicals
(OH) and their downstream reactive inter-
mediates including peroxynitrite radicals
(ONOO−) and hydrogen peroxide (H2O2).
The free radicals are highly reactive chemi-
cally and are able to initiate chain reactions.
Superoxide anion radicals are generated
by a number of enzyme systems in the
vessel walls, including NAD(P)H oxidase,
xanthine oxidase, lipoxygenase, cycloxyge-
nase, mitochondrial oxidative phosphory-
lation, and so on. In defense, a family of
superoxide dismutases (SOD) has evolved
to transform O2

− into hydrogen peroxide
(H2O2). However, the H2O2 can, through
either a Haber–Weiss reaction or the Fen-
ton reaction, in turn lead to the formation
of highly reactive hydroxide (OH−) and
hydroxyl radicals (OH). Alternatively, two
endogenous defense systems, catalase and
glutathione peroxidase, are able to reduce
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H2O2. The former reduces to water and
molecular oxygen and the latter, using glu-
tathione as cosubstrate, is able to reduce
H2O2 and lipid peroxides to water and
lipid alcohols respectively. In the vessel
wall, O2

− can rapidly inactivate nitric oxide
(NO) by reacting with it to produce a highly
reactive species, peroxinitrite (ONOO−).
Therefore, O2

− produced in excess not
only provides a source for continued pro-
duction of reactive oxidative species to
induce tissue and lipid peroxidation, it
also attenuates the potentially beneficial
vasodilatory effect of NO in the vessel wall.

NAD(P)H oxidase was initially described
in phagocytes as an enzyme complex ca-
pable of producing bursts of O2

− upon
stimulation for bacterial killing. The neu-
trophil NADH oxidase is an enzyme
complex consisting of a membrane-bound
cytochrome complex b558, made up of
two main subunits gp91phox and p22phox
and three cytosolic components, p47phox,
p67phox, and rac-1. In its quiescent state,
the enzyme system is inactive, but upon
activation, the cytosolic components are
recruited to associate with the membra-
nous cytochrome complex. NADPH, FAD,
and heme are bound to their binding sites
in the gp91phox subunit and the electron
transfer from NADPH to O2 ensues, re-
sulting in a rapid burst of O2

− production.
In recent years, nonphagocytic NAD(P)H
oxidase homologs have been identified in
a variety of cell types including endothelial
cells, smooth muscle cells, and adven-
titial fibroblasts in the vessel wall. The
relative abundance of each of the compo-
nents in vascular cells varies with cell type.
Specifically, vascular smooth muscle cells
contain only trace amounts of gp91phox
and p67phox. On the other hand, nox-1, a
member of a family of gp91phox-like ho-
mologs, is abundant in vascular smooth

muscle cells. In endothelial cells and fi-
broblasts, all five components are present.
In both endothelial cells and smooth mus-
cle cells, p22phox and distinct gp91phox
homologs appear to be functionally impor-
tant in the generation of O2

−.

6.2
Clinical Impact – Macrovascular
Complications

6.2.1 Relevance of NADPH Oxidase in
Atherogenesis
Several lines of evidence suggest that
NADPH oxidases play important roles
in the development of atherosclerosis.
First, lesion macrophage NADPH oxi-
dase, together with 12/15 lipoxygenase and
myeloperoxidase may contribute to ongo-
ing oxidative modification of LDL, perpetu-
ating the progression of the atherosclerotic
lesion. Intracellular release of reactive oxy-
gen species (ROS) from the NAD(P)H
oxidase system may mediate the action of
growth factors and cytokines, contributing
to vascular hypertrophy and inflamma-
tion. Data from studies of animal models
also showed consistent results. Rabbits fed
on a long-term high-cholesterol diet show
increased vascular O2

− production and en-
dothelial dysfunction. The potential role of
NADPH oxidase in early atherogenesis is
further supported by the observation that
oscillatory shear stress, but not laminar
shear stress, causes a sustained increase
in NADPH oxidase–derived O2

−. These
findings may, in part, explain the propen-
sity for atherosclerotic lesions to form at
bifurcations. In addition to the flow per-
turbation, a number of growth factors and
cytokines known to contribute to atheroge-
nesis, including IL-6, angiotensin II, and
TNF-α, have been shown to activate the
NADPH oxdiases. In turn, the NADPH
oxidase–derived O2

− has been shown to
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activate the downstream intracellular sig-
naling pathways including p38MAPK (mi-
togenesis) and Akt/PKB (cell survival ki-
nase) proinflammatory markers including
vascular adhesion molecules and MCP-1.
Vascular smooth muscle cell proliferation
and migration, two important features of
atherogenesis, have also been shown to be
upregulated by NADPH oxidase–derived
O2

− production.
The direct effect of glucose on NADPH

oxidase activity has recently been inves-
tigated. By using cultured bovine aortic
smooth muscle cells and endothelial cells,
Inoguchi et al. demonstrated that incuba-
tion of the cells with a high concentration
of glucose for 72 h resulted in a PKC-
dependent increase in superoxide pro-
duction. Park et al. recently reported that
high glucose concentration (25 mM) di-
rectly upregulates endothelin-1 mRNA in
bovine retinal endothelial cells in a PKC-β
and -δ dependent manner. In human um-
bilical vascular endothelial cells (HUVEC),
endothelin-1 increases the production of
O2

− through upregulation of gp91phox
mRNA in a dose-dependent manner and
the activation is mediated mainly by the
type B endothelin receptor. We recently
demonstrated that a 1-h exposure of the
freshly isolated C57Bl/6 mouse aorta to
30 mM of glucose increased the aortic
O2

− production by 4 fold, as determined
by the lucigenin-derived chemilumines-
cence method.

6.2.2 The Effect of Hyperglycemia on
Thrombosis
It has long been recognized that diabetes
mellitus is associated with a hypercoag-
ulable state. Patients with diabetes are
significantly more prone to die of a
thrombotic event. In concordance with
the observed increased thrombotic event

rates in diabetic patients, clinical indi-
cators of abnormal coagulation, clotting,
fibrinolytic factors, and platelet functions
have been studied extensively and have
been comprehensively reviewed recently.
Virtually all the parameters considered
have been found to be abnormal in di-
abetic patients. On the other hand, the
relative contribution of elevated blood glu-
cose on these abnormalities is less well
studied. Limited studies are available in
exploring the effect of acute hyperglycemia
on healthy volunteers. It has been reported
that factor VII activity, factor VIII activity,
and tissue factor pathway inhibitor (TFPI)
can be induced acutely through glucose
infusion. Shechter et al. reported a posi-
tive correlation between glucose level and
platelet-dependent thrombosis in diabetic
patients with coronary heart disease.

Elevated plasma levels of plasminogen
activator inhibitor type-1 (PAI-1) is one of
the established markers of the metabolic
syndrome. In addition, increased plasma
levels of PAI-1 have also been reported in a
number of acute prothrombotic states, in-
cluding myocardial infarction, deep vein
thrombosis, and disseminated intravas-
cular coagulation. PAI-1 is expressed in
a variety of tissues and may mediate
tissue-specific thrombosis. Obese human
subjects also have an elevated level of PAI-1
and the main source of circulating PAI-1 is
visceral adipose tissue. In addition, PAI-1
is also expressed in vascular endothelial
cells and smooth muscle cells, and is
regulated by a number of external stim-
uli including insulin. In insulin-resistant
states, both in vivo and in vitro experiments
suggest that PAI-1 gene expression con-
tinues to be responsive to insulin. Thus,
glucose transport and PAI-1 gene expres-
sion are mediated by different pathways.

Recent studies continue to support
a positive relationship between elevated
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glucose and PAI-1 expression. Gabriely
et al. showed that hyperglycemia induces
the gene expression of PAI-1 in adipose
tissue and is mediated by the activation of
the hexosamine pathway. Hyperglycemia
has also been shown to induce PAI-1
expression in vascular endothelial cells,
which is at least mediated by the activation
of the MAP kinase and PKC pathways.

6.2.3 The Effect of Hyperglycemia on
Endothelial Dysfunction
The potential causative role of hyper-
glycemia in atherogenesis continues to
draw a great deal of attention. In the
UKPDS trial, Stratton et al. reported a
positive association between the updated
HgA1C and the incidence of the cardio-
vascular events. For a 1% reduction in
the HgA1C, there was an associated 14%
reduction in the incidence of myocardial
infarction (8–21%, p < 0.0001). The un-
derlying mechanism for this rather modest
association remains incompletely under-
stood. In addition to the indirect effect
through increased PAI-1 levels, the poten-
tial impact of hyperglycemia on endothelial
function has been extensively explored but
will only be briefly reviewed here.

Endothelial dysfunction is a hallmark
of atherosclerosis and may predate the
appearance of atherosclerotic plaques. Sev-
eral lines of evidence suggest that elevated
levels of glucose directly impact on en-
dothelial function. In a recent dog model
study, Gross et al. showed that acute
hyperglycemia-induced by intravenous in-
fusion of D-glucose resulted in the de-
velopment of endothelial dysfunction as
assessed by coronary blood flow responses
to acetylcholine, and this effect was medi-
ated by an increased production of ROS.
In a cultured endothelial cell model, ex-
posure of bovine aortic endothelial cells
to a high concentration of glucose led

to a reduction in endothelial NO syn-
thase mRNA expression and glycogen
synthase activity. Elevated glucose resulted
in reduction in the eNOS gene expres-
sion, glycogen synthetase activity, ERK
1,2 signaling, p38, Akt expression, and
Cu/Zn superoxide-dismutase activity. Un-
coupling of eNOS has also been described
in diabetic subjects. Tetrahydrobiopterin
(BH4), a cofactor for endothelial nitric
oxide synthase, becomes oxidized in the
hyperglycemic milieu. As a result, instead
of producing NO to react with O2

− and
yield ONOO−, the uncoupled eNOS is ca-
pable of producing more O2

−. Lowering
the availability of BH4 in diabetics has
been shown to be causative of inducing
eNOS uncoupling. This reaction further
results in increased production of O2

− but
a reduced availability of nitric oxide.

7
Genetic Approaches to New
Genes – Candidate Genes and
Susceptibility Genes

It has been well accepted that type 2 di-
abetes mellitus is a complex metabolic
disease with strong genetic influences.
Although monogenic causes of insulin
resistance and diabetes such as MODY
(maturity-onset diabetes of the young) have
been identified, the overwhelming major-
ity of the cases are polygenic in nature.
Identification of such genes and their func-
tional roles in the development of insulin
resistance and diabetes may provide im-
portant insights for the identification of
novel targets for therapeutic interventions.
The candidate gene approach has been
informative in identifying a number of
monogenic causes of insulin resistance,
albeit only accounting for a very small pro-
portion of all type 2 diabetes. In addition,
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this approach also provided insights into
the role of common genetic variants of a
few additional genes.

7.1
Monogenic Syndromes of Insulin
Resistance and Diabetes Mellitus

7.1.1 Insulin Receptor Mutations
Over 50 different mutations in the insulin
receptor gene have been described. In ad-
dition to severe insulin resistance, these
affected subjects are often found to have
other physical abnormalities including
abnormal facies, intrauterine growth re-
tardation, acanthosis nigricans, and so on.
The phenotype of these mutations is typi-
cally transmitted in an autosomal recessive
fashion, but the obligate heterozygous par-
ents and some of the other heterozygous
relatives often develop milder forms of in-
sulin resistance comparable to those seen
in type 2 diabetic subjects. Functional char-
acterizations of these naturally occurring
mutations have provided important in-
sights into the structure–function relation-
ships in various domains of the receptor.

7.1.2 Insulin Gene Mutations
Rare mutations in the insulin gene (INS)
can cause hyperinsulinemia and insulin
resistance. Mechanisms of impaired sig-
naling include defective binding to the
insulin receptor and changes in proinsulin
leading to inefficient cleavage of proin-
sulin. On the other hand, a number of INS
mutations and polymorphisms have been
detected with no associated susceptibility
to diabetes.

7.1.3 Familial Partial Lipodystrophy
(FPLD)
Familial partial lipodystrophy (FPLD) of
the Dunnigan type (also called lipoatrophy),

is a rare form of insulin resistance associ-
ated with a characteristic form of regional
loss of subcutaneous fat tissue after pu-
berty. Other clinical phenotypes include
insulin resistance, hypertriglyceridemia,
glucose intolerance/diabetes, and severe
hypoleptinemia. The causative defective
gene was recently identified as the LMNA,
lamin A/C gene, and the syndrome is
transmitted in an autosomal dominant
fashion. Several mutations of the LMNA
gene have been identified to cause FPLD.
The LMNA gene codes for two splice vari-
ants lamin A and C that heterodimerize,
and the gene products are nuclear enve-
lope proteins. The mechanism by which
LMNA gene mutations cause FPLD re-
mains unknown. In light of the remarkable
similarities in the metabolic abnormali-
ties when compared to the adipose-specific
SREBP1 transgenic mice, a murine model
of generalized lipoatrophy, it has been
speculated that a physical interaction be-
tween SREBP and the nuclear envelope
might be essential for insulin signaling.
It is of interest to note that mutations in
other regions of the same LMNA gene
can cause Emery–Dreifuss muscular dys-
trophy and a cardiomyopathy. In addition
to mutations in LMNA gene, two muta-
tions in the PPARγ gene have also been
reported to be associated with the FPLD
syndrome. Glucose transporters GLUT1,
GLUT2, and GLUT4 are encoded by the
SLC2A1, SLC2A2, and SLC2A4 genes re-
spectively. The SCL2A1 gene is expressed
ubiquitously in a constitutive manner but
is particularly abundant in the brain. Rare
mutations of the SLC2A1 gene cause
seizure disorders due to ineffective trans-
port of glucose across the blood–brain
barrier. The SCL2A2 gene is expressed
primarily in the liver and pancreas. Rare
mutations of this gene have been described
with the phenotype to include impaired
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glucose uptake and glycogen accumulation
in the liver and kidneys. SCL2A4 encodes
for GLUT4 in myocytes and adipocytes
and plays a crucial role in glucose uptake
by these tissues for utilization. Surpris-
ingly, there are no single gene mutations
or common polymorphisms that have been
consistently demonstrated to influence di-
abetes susceptibility.

7.1.4 Insulin Receptor Substrates
Being located at the proximal arm of the
insulin-signaling cascade, insulin receptor
substrates genes (IRS) are natural candi-
dates for insulin resistance and diabetes.
A rare mutation in the IRS1 gene has
been detected in a subject with type 2
diabetes. On the other hand, common
polymorphisms have been reported to be
associated with type 2 diabetes in a number
of population studies.

7.1.5 Maturity Onset Diabetes of the
Young (MODY)
This is a relatively rare group of mono-
genic causes of early-onset type 2 di-
abetes (∼2–5% of all type 2 diabetes
cases) transmitted in an autosomal dom-
inant manner. The affected are typically
not obese and they develop diabetes as
early as in childhood, but most by the
third decade. All but one type of MODY,
namely, MODY2, are caused by mutation
of specific transcription factors and the
typical primary metabolic defects are char-
acterized by glucose-stimulated insulin
secretion rather than insulin resistance.
MODY2 results from mutations in the
glucokinase (GCK) gene, encoding for glu-
cose kinase in the glycolytic pathway. In
pancreatic β-cells, a defective glycolytic
pathway results in an impairment of
signaling for glucose-induced insulin se-
cretion. Genes identified to be responsible

for the other MODY syndromes through
either positional cloning or candidate gene
approaches include a variety of transcrip-
tional factors. Once again, defective β-cell
insulin secretion is the common primary
defect. Genes mutated to cause the other
MODY types include hepatic nuclear factor
4α (HNF4α) gene in MODY1, hepatic nu-
clear factor 1α (HNF1α) gene for MODY3,
insulin promoting factor 1 (IPF1) for
MODY4, and transcription factor 2 gene
(TCF2) for MODY5. The heterogeneity in
the genes responsible for different MODY
syndromes is reflected by the heterogene-
ity in clinical phenotypes.

Mutation in the HNF1α gene can cause
MODY3 and represents the most com-
monly described MODY subtype. Hyper-
glycemia in MODY3 is typically severe and
is frequently associated with microvascu-
lar complications. It is of interest to note
that most mutations leading to MODY3
are dominant negative because mice het-
erozygous for the null mutation in the
murine HNF1α gene have a normal phe-
notype. Data available to date suggest that
only mutations located in the transactiva-
tion domain of HNF1α have a dominant
negative effect.

MODY1 is caused by mutations in
the transcription factor HNF4α, but are
much less prevalent than MODY3. The
mutations result in defective binding to
the target DNA sequences. HNF4α is a
member of the steroid/thyroid hormone
receptor superfamily and an upstream
regulator of HNF1α expression. Its activity
is in turn modulated by a number of
metabolic factors including long-chain
fatty acids. The binding may result in either
the activation or inhibition of HNF4α

transcriptional activity as a function of
chain length degree of saturation, and
therefore, makes this transcription factor a
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potential therapeutic target for dietary fatty
acid manipulation.

A deletion mutation in the transcrip-
tion factor insulin promoter factor-1 (IPF1)
gene is found to cosegregate with a large
MODY kindred. Subjects heterozygous for
the mutation develop diabetes of variable
severity and one homozygote for the mu-
tated gene developed pancreatic agenesis
at birth and suffered both endocrine and
exocrine pancreatic deficiency. The impor-
tance of IPF-1 in pancreatic development
was confirmed by the pancreatic agenesis
phenotype seen in the embryo of the ipf-1
knockout mice.

Transcription factor 2 (TCF2)/HNF1β

mutations have been described in subjects
with early-onset diabetes consistent with
MODY. In addition, these subjects also de-
veloped severe nondiabetic kidney disease
and Mullerian aplasia.

7.2
Common Genetic Variants of Other
Candidate Genes

Common variants in a number of func-
tional candidate genes including β2- and
β3-adrenergic receptor genes, PPARγ , un-
coupling protein 1 gene, and so on,
have been studied extensively. Two such
genes, β3-adrenergic receptor (ADRB3)
and PPARγ , will be briefly reviewed here.

7.2.1 ADRB3
ADRB3 is a G-protein coupled receptor ex-
pressed largely in visceral adipose tissue.
Activation by β-agonists results in cellular
accumulation of cAMP that will enhance
lipolysis and thermogenesis. A Trp64Arg
in the ADRB3 gene polymorphism was
first discovered in Pima Indians, and ho-
mozygotes have an increased tendency
to develop type 2 diabetes. A follow-up
study in a Finn cohort found a positive

association between this polymorphism
and abdominal obesity and insulin re-
sistance, generating further interest in
exploring the potential clinical utility of
this genetic variant. However, an increas-
ing number of studies reporting negative
associations dampened the pursuit of this
candidate gene.

7.2.2 PPARγ

PPARγ gene encodes for two splice vari-
ants, PPARγ 1 and PPARγ 2. The former
is expressed in a variety of tissues includ-
ing muscle and adipose, but PPARγ 2 is
expressed virtually exclusively in adipose
tissue. To date, two rare forms of dominant
negative PPARγ mutations have been im-
plicated as monogenic causes of insulin
resistance and diabetes but they appear
to cause lipodystrophy. Of the numerous
common variants described for PARγ 2,
the Pro12Ala PPARγ polymorphism has
received a great deal of attention. While
the association between this polymor-
phism with diabetes and obesity has been
variable, the association between this poly-
morphism and insulin resistance has been
more consistent. Several populations of
different ethnicity showed enhanced in-
sulin sensitivity amongst those carrying
the Ala12 allele.

7.3
Genome Scanning and Positional Cloning
Strategies

The genome-wide linkage approach per-
mits a systematic search throughout the
genome for susceptibility genes in com-
plex diseases such as diabetes without
any prior knowledge of the functions of
the genes. This technique complements
the candidate gene approach because it is
increasingly clear that type 2 diabetes sus-
ceptibility genes are likely to encode for
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proteins of no obvious functional links to
current established pathways.

Many genome scans have been reported
and the results summarized in a number
of recent reviews.

The NIDDM1 locus on chromosome
2q was identified in Mexican Ameri-
cans. Mahtani et al. reported a linkage
at a locus near MODY3 on chromosome
12 in Finnish families with the major
phenotype being an insulin secretion de-
fect. The identification of the calpain 10
(CAPN10) gene, which encodes the in-
tracellular nonlysosomal calcium-activated
cysteine protease calpain-10 as the gene
involved on the NIDDM1 locus, is a suc-
cessful example of the positional cloning
approach. The identification of calpain-10
holds promise in discovering novel bio-
chemical pathways in glucose homeostasis
and insulin resistance.

By using both positional cloning and
a candidate gene approach, Hegele et al.
have identified, in the Oj-Cree of Sandy
Lake in Northern Ontario, a novel mu-
tation in the HNF1A gene (HNF1A
Gly319Ser), which is strongly linked to
early-onset type 2 diabetes. The homozy-
gotes and heterozygotes for this mutation
are expected to have odd ratios of 4
and 2 in the development of type 2 di-
abetes, respectively. It is intriguing to
observe that despite the same gene as
in MODY3 being mutated, the clinical
features of subjects with this HNF1A
Gly319Ser mutation bear little resem-
blance to the MODY3 phenotypes.

8
Summary and Conclusions

Type 2 diabetes mellitus is an emerging
epidemic worldwide, with the incidence
rising in parallel with a continuing rise

in the prevalence of obesity. With only
a handful of exceptions, type 2 diabetes
is a polygenic disorder with the clinical
phenotype of insulin resistance and frank
diabetes brought on by environmental
factors. Treatment modalities have origi-
nally been focusing on the normalization
of hyperglycemia by lifestyle modification
and antidiabetic pharmacological agents,
singly or in combination. More recently,
rigorous lifestyle measures as well as a
number of glucose lowering agents have
been found to be effective in the preven-
tion of type 2 diabetes. However, much
remains to be done in our understanding
of the known players in the pathogenesis
of insulin resistance, β-cell dysfunction,
and diabetes at the cellular and molec-
ular levels. To significantly advance our
understanding of this disorder, a multidis-
ciplinary approach is essential.

In the area of insulin signaling, new
players continue to be discovered and our
understanding of the critical steps in sig-
naling and the interactions between them
and external environmental factors will
prove to be informative for new ther-
apeutic targets. The field of cross talk
between specific signaling pathways and
their interactions with cell membrane mi-
crodomains represent an exciting area of
future research. A systematic dissection
of the signaling pathways by the genera-
tion of knockout and transgenic mice will
also offer novel insights into the func-
tional roles of these individual players at
the whole mammalian organism level. The
genome projects will soon make available
an enormous amount of DNA sequence
data from various species, including hu-
mans, and will facilitate discovery of novel
genes involved in insulin resistance and
diabetes. Our evolving view of the adi-
pose tissue as not just a passive fat depot
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but rather as being a dynamic and ac-
tive secretory organ, together with a better
understanding of biological functions and
how they interact with external modulating
factors, will be critical for us in developing
effective strategies to combat increasing
adiposity and their metabolic and func-
tional sequelae. The biological actions of
adiponectin and its interactions with other
adipocyte-derived hormones and cytokines
appear to be an area critical to our under-
standing of how obesity may contribute to
insulin resistance. In addition, partition-
ing of energy as mediated by distribution
and redistribution of body fat may hold
the key for our future understanding of
links between obesity, insulin resistance,
and diabetes and for better design of ther-
apeutics. The discovery of glucagon-like
peptides (GLPs) and their respective recep-
tors holds great promise to effectively con-
trol hyperglycemia and to reestablish the
β-cell proliferation/apoptosis balance with
the ultimate goal of preserving β-cell mass.

Uncontrolled hyperglycemia continues
to be the main threat for the development
of microvascular disease and our currently
available therapeutics frequently fail to
completely normalize glycemia or to main-
tain control. Tracking the pathophysiology
of high glucose–induced long-term dia-
betic microvascular complications to the
function at subcellular organelle function
will facilitate better preventive measures.
Likewise, the role of hyperglycemia in the
development of macrovascular complica-
tions continues to stimulate great interest.
Current understanding of the role of el-
evated blood glucose, especially postpran-
dial hyperglycemia on arterial wall func-
tion, including endothelial function, oxida-
tive stress, and the interaction with lipopro-
teins, may lead to the identification of novel
targets for atherogenesis in diabetes.
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Fatty Acids
This is a long carbon chain carboxylic acid that condenses with glycerol to form fat. The
carbon chain can vary in length and number and positioning of doulble bonds.

Knockout Mouse
This is a scientific model used to explore the role that a particular gene may play in
humans. Within the knockout mouse, the gene of interest is removed using artifical
methods; all cells within the resulting mutant mouse contain the same mutation.
The appearance, biochemical characteristics, and behavior of the knockout mouse can
provide some indication of the gene’s normal role in the mouse.

Lipid-binding Proteins
These are small, soluble intracellular proteins capable of non–covalently binding fatty
acids and other small hydrophobic ligands. It is believed to participate in lipid transport.

Lipid Transport
This is the movement of lipids from the site of synthesis to their site of utilization.

� Long-chain fatty acids (FA) are required by cells as membrane phospholipid
constituents, metabolic substrates, precursors for signaling molecules, and
mediators of gene expression. They are in constant flux and need to enter and leave
cells rapidly and, presumably, in a regulated manner. The relatively low aqueous
solubility of fatty acids would strongly suggest that specific and efficient mechanisms
must exist for their intracellular transport. High levels of fatty acid–binding proteins
(FABPs) are found within cells, and, although it has been shown that these proteins
noncovalently bind fatty acids with high affinity, their true in vivo functions have
remained elusive. This chapter focuses on recent findings assessing the transport
function of FABPs, and on data supporting putative mechanisms by which FABPs
may be involved in cellular FA uptake, efflux, and intracellular transport.

1
Equilibrium Binding of Fatty Acids to FABPs

There are 12 members of the mam-
malian FABP family, each with specific
tissue expression and, with the exception
of the retinol and retinoic acid–binding
proteins, each is named after the first tis-
sue of isolation (Table 1). In the tissues
where they are found, FABPs are typically

expressed abundantly, at reported levels of
up to 13% cytosolic protein and, as their
name suggests, are capable of noncova-
lently binding long-chain fatty acids with
high affinity and a 1 : 1 molar stoichiome-
try. Ileal lipid-binding protein (I-LBP) and
liver fatty acid–binding protein (L-FABP)
prove exceptions to this rule: both can bind
more bulky, hydrophobic ligands such as
lysophospholipids, bile acids, eicosanoids,
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Tab. 1 Members of the family of mammalian
intracellular fatty acid–binding proteins.

Name Occurrence

E-FABP (K-FABP) Epidermis, adipose,
mammary tissue,
tongue epithelia, testis

H-FABP Heart muscle, cardiac and
skeletal muscle, brain,
mammary gland, kidney,
adrenals, ovaries, testis

B-FABP Brain, central nervous
system

M-FABP Peripheral nervous system
A-FABP Adipose, macrophages
I-FABP Small intestine
I-LBP Small intestine (distal)
L-FABP Liver, small intestine
CRABP-I Brain, skin, testis
CRABP-II Epidermis, adrenal
CRBP-I Liver, kidney, testis, lung
CRBP-II Small intestine

and some drugs, I-LBP does not bind fatty
acids, and L-FABP is capable of binding
two fatty acids simultaneously. A recent
NMR spectroscopic study showed two dis-
tinct binding environments for these FA,
and suggested that binding of the first fatty
acid precedes and may facilitate binding of
the second.

Equilibrium binding studies have been
used in an attempt to elucidate the
functional characteristics of each FABP
type. Most recently, the ligand-binding
specificity of eight human FABPs (heart,
liver, intestine, adipocyte, myelin, epider-
mal, brain fatty acid–binding protein, and
ileal lipid-binding protein) were directly
compared by Zimmerman et al. using the
Lipidex assay. By determining the equi-
librium distribution of FAs between the
resin and FABP, binding affinities were
measured and, with the exception of I-
LBP, ranged from 0.2 to 4.01 µM. The
results obtained showed that the proteins

have a lower affinity for palmitic acid than
for oleic and arachidonic acids. Contrary
to these findings and using the ADIFAB
(acrylodated intestinal fatty acid–binding
protein) method, Richieri and colleagues
showed that human FABPs from brain,
heart, intestine, liver, and myelin pertained
little or no selectivity for a particular FA,
and obtained Kd values ranging from 2
to 400 nM. ADIFAB consists of intestinal
fatty acid–binding protein covalently mod-
ified with the fluorescent acrylodan group,
which exhibits a marked red-shift in flu-
orescence emission maximum upon fatty
acid binding, enabling unbound concen-
trations of FAs to be accurately measured.
A further study using isothermal titration
calorimetry (ITC) to determine the binding
of FAs to human L-FABP yielded a stearate
Kd value approximately 100 times larger
(weaker binding) than that determined
by Richieri et al., and concluded, again
in contrast to Richieri et al., that L-FABP
preferentially binds unsaturated relative to
saturated FAs. It is possible, however, that
the poor solubility of stearate, as well as
the high fatty acid concentrations neces-
sary for the ITC injection method, resulted
in a lower stearate concentration in the re-
action vessel, thus producing lower values
for heat change, and therefore uncertain
Kd values.

In spite of these discrepancies over
absolute Kd values, it is clear from these
and earlier in vitro binding experiments
that FABPs bind long-chain saturated and
unsaturated FA. Indeed, NMR and X-ray
crystallographic structures of holo FABPs
reveal the position of the bound FA within
the individual protein structures. In some
structures, including intestinal FABP (I-
FABP) and adipocyte FABP (A-FABP), the
fatty acid adopts a bent conformation,
while in others, such as heart FABP (H-
FABP), it adopts a U-shaped conformation.
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Fig. 1 The three-dimensional structure
of a representative cytoplasmic fatty
acid–binding protein. The protein
comprises a flattened β-barrel capped
by two short α-helices. The helices and
closely positioned α-turns are believed
to behave as a portal for ligand entry
and exit.

Notwithstanding a wide variance in pri-
mary sequence, all members of the FABP
family consist of a β-barrel structure
capped by two α-helices; the latter is be-
lieved to behave as a portal for ligand entry
and release (Fig. 1). This hypothesis was
supported recently by fluorescence-based
experiments comparing A-FABP and a
triple mutant (V32G, F57G, K58G), de-
signed to enlarge the putative portal open-
ing by reducing the size of portal amino
acids. By comparing analinonaphthalene
sulfonic acid (ANS) and oleate-binding
affinities and ANS-binding rates, it was
found that enlargement of the A-FABP
portal region increased ligand accessibility
into the cavity with only modest effects
on ligand-binding affinity, suggesting that
dynamic fluctuations in this region reg-
ulate cavity access. Indeed, the solution
structure of apo I-FABP was shown to ex-
hibit a higher degree of mobility in this
portal area in comparison with that of
the ligand-bound I-FABP complex rela-
tive to other domains in these proteins.
In an attempt to better understand the
mechanism by which FAs bind to and dis-
sociate from the binding cavities of FABPs,
Richieri et al. constructed 31 single amino
acid mutants within the portal region and
in the region of the gap between the βD-

and βE-strands of I-FABP, and determined
binding affinities and rate constants for FA
binding. Together with experiments exam-
ining these parameters as a function of
ionic strength, it was suggested that the
FA initially binds through an electrostatic
interaction to Arg56 on the surface of the
protein, before inserting into the binding
cavity, with a reversal of these steps for the
dissociation reaction.

The structural and biochemical stud-
ies of FA binding to FABPs do not
directly demonstrate a ligand transport
function for the proteins, however, they
nevertheless, are consistent with their par-
ticipation in such processes. It has been
suggested that upon binding to FABP, the
FAs traverse the aqueous cytoplasm in a
more energetically favorable manner ow-
ing to increased aqueous solubility of FAs,
in that lateral diffusion of FABP-bound
FAs proceeds more rapidly than that of
membrane-bound FAs.

2
In vitro Fatty Acid–Transfer Properties of
FABPs

The mechanisms by which members
of the FABP family transfer FAs to
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membranes has been examined in a series
of in vitro experiments. These studies
examined the rate of anthroyloxy-labeled
fatty acid (AOFA) movement from FABPs
to model acceptor vesicles containing a
nonexchangeable fluorescence quencher,
using a fluorescence resonance energy
transfer assay.

Transfer of fluorescent FA analogues
from adipocyte, heart, intestinal, epider-
mal, brain, and myelin FABPs (A-, H-,
I-, E-, B-, and M-FABPs), and of retinol
from cellular retinal–binding protein I
(CRBP-I), to membrane targets appears
to involve collision of the holo protein
with both zwitterionic and anionic mem-
branes, with more effective collisional
interactions occurring with the latter. FA
transfer rates were directly proportional to
acceptor membrane phospholipid concen-
tration, and were modulated by changes
in the acceptor vesicle charge, implying
that FABP and membrane come into di-
rect physical contact, with ligand transfer
occurring during the collision. Further
studies suggested that positively charged
(lysine) residues on the protein surface
are involved in this ligand transfer pro-
cess and are likely to participate in the
formation of effective FABP:membrane
complexes that involve electrostatic in-
teractions. Site-directed mutagenesis of
A-FABP and H-FABP demonstrated that
lysines in the helical cap domain are
important for establishing these ionic in-
teractions. In particular, lysine residues
on αI, αII, and the βCD-turn of both
proteins, and possibly the βA-strand of
A-FABP, but not H-FABP, were shown to
be directly involved in these charge:charge
interactions. Indeed, by removing I-FABPs
two α-helices, fatty acid transfer no longer
occurred via a collisional mechanism. Fur-
thermore, creation of chimeric proteins of
A- and H-FABPs revealed that the αII-helix

is important in determining the absolute
fatty acid transfer rates, while the αI-helix
appears to be particularly important in reg-
ulating protein sensitivity to the negative
charge of membranes. The FABP α-helical
domain, part of the same region believed
to enable FA entry and exit, is therefore
extremely important not only for the direct
interaction with membrane phospholipids
during ligand transfer to membranes but
also in regulating FA transfer rates.

The direct interaction of the FABPs with
membranes was further assessed using
fluorescence-based assays and direct physi-
cal measurements and, as suggested by the
transfer experiments, the α-helical domain
and surface lysine residues therein proved
particularly important for membrane asso-
ciation. Preincubation of anionic vesicles
with I-FABP prevented the subsequent
binding of the peripheral membrane pro-
tein cytochrome c, suggesting that the I-
FABP was membrane-bound. In contrast,
helix-less I-FABP demonstrated 80% less
efficiency in preventing cytochrome c bind-
ing than intact I-FABP. Further direct sup-
port for I-FABP:membrane interactions
was provided by surface pressure mea-
surements, Brewster angle microscopy,
and infrared reflection-absorption spec-
troscopy (IRRAS), which revealed that
I-FABP interacted with 1,2-dimyristoyl
phosphatidic acid monolayers to a stronger
extent than its helix-less variant. IRRAS
studies also showed I-FABP to induce a
stronger conformational ordering of the
lipid acyl chains than helix-less I-FABP.
The interaction of A-FABP with vesicles
was also directly measured using FTIR
spectroscopy, and it was found that A-
FABP interacts much more strongly with
acidic than zwitterionic membranes, and
that neutralization of A-FABP positive sur-
face charges by acetylation considerably
weakens its interactions with negatively
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charged vesicles. As for I-FABP, these data
supported observations gained from the
cytochrome c–binding assay, whereby A-
FABP, but not acetylated A-FABP, was
able to prevent subsequent cytochrome
c binding to model anionic membranes.
Notably, in all these studies, the degree
of membrane interaction correlated di-
rectly with the rate of fatty acid transfer,
indicating that FABP: membrane inter-
actions are functionally related to their
fatty acid transport properties. While the
primary mode of FABP:membrane inter-
action appears to involve the establishment
of ion pairs between positive charges on
the protein surface and negative mem-
brane charges, recent mutagenesis studies
have suggested that hydrophobic interac-
tions between I-FABP helix II residues
and membrane phospholipids may also
play a role in establishing the collisional
interactions that promote FA transfer. In-
deed, it has been noted that those FABPs
displaying a collisional mechanism for
fatty acid transfer, possess a conserved,
solvent-exposed, bulky hydrophobic side
chain located on αII, namely, a phenylala-
nine, leucine, isoleucine, or methionine.
L-FABP on the other hand, displaying a
diffusional mechanism for fatty acid trans-
fer, possesses a Glu in this position. The
aforementioned results for I-FABP thus
suggest that exposed hydrophobic residues
could be involved in membrane asso-
ciation, thereby rendering a subsequent
interaction with a receptor protein more
efficient and permitting the exchange of
ligand without its entry into an aque-
ous phase.

L-FABP and CRBP-II are the only mem-
bers of the FABP family that were found
not to transfer FA, or retinol in the case
of CRBP-II, via a collisional mechanism.
L-FABP transfers FAs to membranes al-
most 50-fold slower than members of the

family, exhibiting a collisional FA trans-
fer mechanism. Despite overall structural
similarity, this particular FABP appears
to transfer its ligand via aqueous diffu-
sion, a mechanism that does not involve
direct protein–membrane contact. In sup-
port of this mechanism, the rate of FA
transfer from L-FABP to membranes was
modulated by neither the concentration
of acceptor membranes nor their com-
position; however, changes in the ionic
strength of the buffer directly affected the
transfer rates, indicating that the trans-
fer rate is regulated by aqueous solubility
of the fatty acid. Recently, it was demon-
strated that the alpha-helical region of
L-FABP is responsible for its diffusional
mechanism of fatty acid transfer to mem-
branes. This was deduced by the creation
of a pair of chimeric proteins, one contain-
ing the ligand-binding domain of I-FABP
and the alpha-helical region of L-FABP
(alphaLbetaIFABP) and the other contain-
ing the ligand-binding pocket of L-FABP
and the helical domain of I-FABP (al-
phaIbetaLFABP). Transfer rates from the
chimeric proteins compared to those of
the wild type indicated that the slower
rate of FA transfer observed for L-FABP
relative to that of I-FABP is, in part, de-
termined by the helical domain of the
proteins. In addition, absolute FA trans-
fer from alphaLbetaIFABP to membranes
occurred by aqueous diffusion whereas
FA transfer from alphaIbetaLFABP oc-
curred via protein–membrane collisional
interactions. Like L-FABP, CRBP-II also
displayed a diffusional mechanism, and
indeed proved ineffective in preventing
cytochrome c from binding to phospho-
lipid vesicles. Davies et al., however, were
able to observe L-FABP binding to an-
ionic phospholipid vesicles using the flu-
orescent probe DAUDA, an undecanoate
(11 : 0) derivative. Upon binding to FABP,
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the fluorescence maximum of DAUDA
becomes blue- shifted and exhibits a sub-
stantial increase in intensity. By mixing a
preformed DAUDA:L-FABP complex with
anionic vesicles, an immediate decrease in
DAUDA fluorescence occurred, indicating
a release of DAUDA from the protein. As
this did not occur with zwitterionic vesi-
cles, the results suggested that interaction
of L-FABP with the anionic membrane
interface induces a rapid conformational
change, resulting in a reduced affinity of
DAUDA for the protein. The nature of
this interaction was suggested to involve
both electrostatic and nonpolar forces. It
is important to note, however, that these
L-FABP–membrane interactions were ob-
served at very low ionic strength assay
conditions, but were not found at physio-
logic ionic strength.

From these experiments, it was hy-
pothesized that those FABPs exhibiting
a collisional mechanism for FA transfer
are most likely to be involved in the tar-
geted transfer of FAs, whereby the proteins
interact either with specific membrane
lipids and/or membrane protein domains
to transfer their fatty acid ligand. Recently,
it was also discovered that transfer of an-
throyloxylated fatty acids (AOFAs) from
phospholipid membranes to I-FABP (in
the opposite direction from that initially
examined) also occurs via a collisional
mechanism. It is possible then that FABPs
may utilize membrane–protein interac-
tions not only for the acquisition of
ligand but also for their delivery. By
displaying a diffusional mechanism for
fatty acid transfer whereby no direct pro-
tein–membrane interaction occurs, it is
likely that L-FABP and CRBP-II may func-
tion in the capacity of cytosolic fatty acid
or retinol reservoirs. Nonetheless, just as
the apparent membrane interactions may

be surrogates for FABP–protein interac-
tions, the absence of apparent L-FABP
or CRBP-II–membrane interactions does
not preclude protein–protein interactions;
however, the nature of any such interac-
tions is likely to be different from that of
the collisional FABPs.

It is important to note that much of
the work examining the mechanisms of
FA transfer to model membranes has in-
volved the use of rodent FABPs. With
numerous links between FABPs and sev-
eral chronic diseases in humans becoming
ever clearer, a direct comparison of fatty
acid transfer properties of rodent and hu-
man proteins demonstrated that the rates
and mechanisms of FA transfer from
L-, I-, A- and H-FABPs observed for ro-
dent proteins were the same for their
human counterparts. An additional ap-
proach used to examine the transport
function of the FABPs is fluorescence re-
covery after photobleaching (FRAP) for
solution conditions. In such studies, the
effective diffusion (Deff) of the fluorescent
probe N-(7-nitro-2,1,3-benzoxadiazol-4-yl)-
stearate (NBDS) is evaluated in individual
cells or in so-called model cytosol. Using
this approach, it has been found that the
rate of NBDS movement correlates directly
with the intracellular level of L-FABP in
HepG2 cells and hepatocytes, the level of
I-FABP in embryonic stem cells, the total
FABP level (L-FABP + I-FABP) in rat en-
terocytes isolated from different intestinal
segments, and the L-FABP concentration
in solutions prepared to resemble cytosol
with intracellular membranes. The mech-
anism for these effects likely involves
FABPs acting to limit fatty acid partition-
ing into immobile membranes, thereby
increasing the rate of movement of the
fatty acid. Additionally, specific effects of
FABPs in cells were also suggested by
results in which permeabilized HepG2
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cells were used to generate various cy-
tosolic compositions by incubation with
different protein-containing solutions; in
these studies, albumin was found to be
only 4-fold more effective than equal con-
centrations of L-FABP in increasing the
Deff of NBDS, despite the fact that its
fatty acid–binding capacity is of far greater
magnitude greater than that of L-FABP, as
is its FA-binding affinity.

3
Transfection Studies of FABP Function

To assess FABP function within a more
physiological milieu, FABP genes have
been transfected into model cell cultures
and subsequent changes in FA uptake and
metabolism examined.

A series of experiments examining L-
cell fibroblasts or embryonic stem cells
transfected with L-FABP and/or I-FABP
appeared to suggest a role for L-FABP in
cellular FA uptake; when NBDS or the
fluorescent fatty acid analog cis-parinaric
acid (cPnA) were added to cells express-
ing L-FABP and compared with control
cells, or cells expressing I-FABP, a 2-fold
increase in fluorescence intensity was ob-
served. However, care should be taken in
the interpretation of these results given
that the quantum yield for cPnA binding
to L-FABP differs by a similar degree to
that of cPnA binding to I-FABP. Indeed,
in contrast to these results, it was reported
more recently that expression of L-FABP
in transfected L-cell fibroblasts did not re-
duce the uptake of 3H palmitic acid, its
oxidation, or induction of lipid accumu-
lation, although uptake of 3H phytanic
acid was found to be reduced. Thus, ap-
parently similar studies provide divergent
results. More recently, nevertheless, Wol-
frum et al. used peroxisome proliferators

to increase L-FABP levels in HepG2 cells,
and antisense L-FABP to decrease L-FABP
mRNA expression, and the net oleate up-
take was shown to correlate directly with
the L-FABP content of the cells. When
I-FABP was expressed at 2-fold higher con-
centrations in L-cells, it was found that
cPnA uptake was lower relative to cells
with lesser I-FABP levels. In contrast, the
decreased level of I-FABP expression in
differentiated relative to undifferentiated
embryonic stem cells was also correlated
with a decrease in fatty acid uptake. Results
of experiments involving overexpression
of Ala54 and Thr54-I-FABP (two I-FABP
forms created by a single base pair al-
teration in the human I-FABP gene) in
Caco-2 intestinal cells must also be viewed
carefully. A 2-fold increase in net fatty
acid uptake was obtained from Thr54-I-
FABP-transfected cells and approximately
5-fold more triacylglycerol was secreted
into the basolateral medium relative to
Ala54-I-FABP-transfected cells. In differen-
tiated cells of both lines, the endogenous
levels of L-FABP were decreased relative
to control cells, although L-FABP levels,
nevertheless, remained 2- to 3-fold higher
than levels of I-FABP. Moreover, it has
subsequently been demonstrated that, in
contrast to earlier indications, Caco-2 cells
do in fact express I-FABP. A recent pub-
lication, nevertheless, reported that parent
Caco-2 cells as well as mock-transfected
cells fail to express detectable levels of
I-FABP mRNA or protein at any stage
of differentiation; upon transfecting cells
with I-FABP, radiolabeled oleic acid was
used to monitor fatty acid metabolism, and
it was deduced that I-FABP expression in
intestinal cells leads to reduced triacylglyc-
erol secretion. Clearly, the precise function
of I-FABP in the enterocyte remains un-
certain. Given the additional variable of
high levels of expression of L-FABP in this
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cell type as well, an understanding of the
functional properties of enterocyte FABPs,
in particular, remains a challenge.

CHO cells transfected with A-FABP
showed a 1.5- to 2-fold increase in the
net uptake of oleate and, interestingly, ex-
pression of equivalent levels of a mutated
form of A-FABP with reduced fatty acid
binding failed to produce a change in up-
take. In contrast, expression of A-FABP in
L6 myoblasts did not alter the net fatty
acid uptake, although the degree of differ-
entiation in these cells differed from that
of control cells. Recently, electroporation
of A-FABP into 3T3-L1 preadipocytes was
used as an alternative technique for mod-
ifying the level of cellular FABP directly.
Incorporation of A-FABP was found to re-
sult in an increase in the initial rate of
palmitate uptake relative to that of con-
trol cells, supporting an A-FABP-mediated
transport function.

An early report suggested an increase in
net fatty acid uptake in cells overexpressing
H-FABP, whereas overexpression of H-
FABP in L6 myoblasts was reported not
to alter uptake. Expression of CRBP-I in
Caco-2 cells increased net retinol uptake
by about 2-fold; in this clone, a large
decrease in endogenous Caco-2 expression
of CRBP-II was also found. Results from
experiments involving CRABPI knockout
ABI cell lines suggested that CRABPI
functions to regulate the intracellular
concentrations of retinoic acid and to
maintain high levels of oxidized retinoic
acid metabolites such as 4-oxoretinoic acid
within cells.

Thus, some studies have yielded conflict-
ing results, although some have provided
strong evidence for an intracellular FABP-
mediated transport function. A general
concern with stable transfections in cul-
tured cell lines is that parallel alterations
may be occurring due to clonal variability,

and secondary changes due to the altered
expression of a specific gene, in this case
an FABP, may also occur. The latter issue
is not as serious as the former, as it at
least points to the potential involvement of
the FABP in a cellular process, if not to its
precise role at the molecular level. It would
seem of great importance for transfection
studies, especially, to demonstrate a dose-
dependent functional response to FABP
expression. Thus far, only the studies of
Wolfrum et al. have been so rigorously per-
formed. The use of direct protein transfer
techniques, including streptolysis, elec-
troporation, and lipid- and peptide-based
protein transfer reagents, avoid entirely the
issue of clonal variability, and in large part
the concern about secondary changes in
cellular processes. These approaches have
not yet been widely applied to the FABPs.

4
Cellular Fatty Acid Transport via
FABP–Protein Interactions

As noted above, in vitro studies suggested
a potential for FABPs to act as targeting
proteins, conveying their ligands to partic-
ular domains on organellar membranes,
and/or to specific protein receptors. Re-
cently, a number of protein–protein in-
teractions involving FABPs have indeed
been reported, suggesting that fatty acids
may be transported around the cell in a
regulated manner.

Using yeast two-hybrid assays, an in-
teraction between A-FABP and hormone-
sensitive lipase (HSL) was discovered and
further confirmed with experiments in-
cluding GST-pulldowns and coimmuno-
precipitation of the HSL:A-FABP complex.
The A-FABP interaction domain of HSL
was found to reside in the N-terminal por-
tion of the protein, whereas the catalytic
domain is known to be localized to the
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C-terminus. Recent studies showed that
HSL residues His194 and Glu199 appear
to be critical for interactions with A-FABP.
Furthermore, it has been shown that A-
and E-FABPs, but not I-or L-FABPs, bind
to HSL in a 1 : 1 molar stoichiometry only
in the presence of oleate. However, A-
, E-, L-, H-, and I-FABPs all stimulated
HSL activity to an equivalent and relatively
modest extent, approximately two-fold. A
point mutant of A-FABP which does not
display FA binding did not cause this
modest stimulation. These results suggest
that the effect of the FABPs on HSL is
likely via binding of fatty acid but that
a protein–protein interaction is not re-
quired for the FABP effect. It appears
then that binding and activation of HSL
by FABPs are separate and distinct func-
tions. Taken as a whole, results from
these experiments suggest that A-FABP
may function to traffic fatty acids away

from the triglyceride droplet after hydrol-
ysis by HSL, thereby promoting further
lipolysis by diminishing end-product in-
hibition. It is still unclear exactly where
A-FABP is taking the fatty acid. How-
ever, given the evidence of an association
between H-FABP and the cytoplasmic do-
main of the putative transmembrane fatty
acid transporter CD36/FAT in milk-fat
globule membranes, as determined by gel
filtration and coimmunoprecipitation, it is
possible that A-FABP transports its bound
fatty acid to the plasma membrane and, via
an interaction with CD36/FAT, promotes
the efflux of the fatty acid out of the cell
(Fig. 2). Alternatively, in the adipocyte or in
other cell types, an FABP could transport
its bound fatty acid to internal sites for
re-esterification.

Again using the yeast two-hybrid system,
an interaction between L-FABP and
the lipid-activated transcription factor

Extracellular
FA

FA

FA

CD36

FABP FABP

Intracellular

HSL
Lipid

droplet

FABP

FA

Fig. 2 Fatty acid–binding proteins and fatty acid efflux. It is possible that
upon hydrolysis of lipid by hormone sensitive lipase (HSL) or other lipases,
the resulting fatty acid (FA) is bound by fatty acid–binding protein (FABP) and
transported through the cytoplasm to CD36/FAT, whereupon the fatty acid is
off-loaded for efflux out of the cell. Adipocyte FABP-HSL and heart FABP-CD36
complexes have been identified.
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Fig. 3 Fatty acid–binding proteins and gene regulation. Fatty acids (FA)
taken up by CD36/FAT may then be bound in the intracellular space by
fatty acid–binding proteins (FABP) for transport through the cytoplasm
to the nucleus. Upon entering the nucleus, the FABP:FA complex binds
to PPAR, the FA becomes PPAR-bound, and gene expression is initiated.
CD36 has been shown to play a role in fatty acid uptake, FABPCD36
complexes have been identified, and an association between liver FABP
and PPARa has been shown. There is also evidence to suggest that
adipocyte and epidermal FABPs may be partially localized to the nucleus.

peroxisome proliferator activated receptor
α (PPARα) was found. This was further
assessed by pull-down assays and im-
munoprecipitation, and was shown to be
independent of ligand binding. PPARα is
believed to be a nuclear target for fatty acids
and initiates gene expression of enzymes
involved in lipid metabolism. Such an as-
sociation, therefore, suggests that L-FABP
serves to directly traffic its fatty acid ligand,
gained possibly from an interaction with
CD36/FAT and/or other transmembrane
transporters, to the nucleus and, thereby,
directly functions in the regulation of gene
expression (Fig. 3). Indeed, recent results
indicate that A- and E-FABPs localize in
the nuclei of 3T3-LI adipocytes as well as
the cytoplasm, suggesting that these two
FABPs may also exert their action at the
level of the nucleus.

An interaction between the extracellular
domain of CD36 and the S100A8/S100A9:
arachidonic acid complex has also been
identified in endothelial cells, implying
a role for this protein in transcellular
eicosanoid metabolism. Given that the
coordinate regulation of gene expression
and similar abundance of cytoplasmic
FABPs and membrane FA transporters
have been repeatedly demonstrated, it is
highly possible that a concerted, vectorial
mechanism for FA transport exists.

5
Insights into FABP Function from Null Mice

Several mouse models null for different
FABPs have been created by targeted gene
disruption. These are providing impor-
tant support for the transport functions
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of these proteins, as well as new in-
sights into additional potential functions.
Of the four FABP knockouts described
thus far, the H-FABP-null mouse provides
perhaps the clearest example of functional
consequences. Mice lacking expression of
H-FABP displayed a substantial decrease
in long-chain fatty acid uptake into the
heart. Further studies in cardiac myocytes
isolated from wild-type and H-FABP−/−
animals demonstrated that defective fatty
acid uptake and oxidation appears to be
the underlying cause of the phenotype ob-
served in the whole animal. Interestingly,
the CD36/FAT-null mouse displays a very
similar FA uptake phenotype, again sug-
gesting a concerted action by the two types
of FA transport proteins in cellular FA
trafficking. In the H-FABP-null animals,
as well as in the CD36 nulls, physiological
compensation for the decreased FA uptake
appears to occur by an increase in glucose
uptake and oxidation in the heart, and not
by compensatory increases in other mem-
bers of the FABP family. H-FABP is also
expressed in the mammary gland; how-
ever, the H-FABP−/− mice were reported
to have no overt phenotype in this tissue.

Mice null for I-FABP were also re-
ported to show no apparent compensation
with other FABPs. The I-FABP−/− mice
developed hyperinsulinemia that was inde-
pendent of body weight gain, an unusual
dissociation. The I-FABP knockout mice
gained more weight and had higher levels
of serum triglycerides. This could indicate
an involvement of the protein in lipid ab-
sorption, metabolism, or secretion, which
requires further investigation. An intrigu-
ing finding in this model was that the
effects on weight and serum triglycerides
were observed only in male mice. This
gender dependency suggests a previously
unexplored interaction between I-FABP
and sex hormones.

In contrast to the H-FABP and I-FABP
nulls, mice null for the ap2 gene, which
encodes A-FABP, showed a dramatic in-
crease in expression of another FABP,
keratinocyte FABP (K-FABP), in adipose
tissue, perhaps accounting for the absence
of a dramatic phenotype in the animals.
Initial investigations of low fat–fed mice
showed few differences between wild-type
and A-FABP−/− animals; however, feed-
ing a high-fat diet resulted in lower levels
of plasma insulin and reduced adipocyte
mRNA levels of tumor necrosis factor
α (TNFα) relative to wild-type mice; the
absence of hyperinsulinemia appeared to
occur despite the presence of high-fat diet-
induced obesity. Conversely, however, it
was found that younger aP2−/− mice,
despite maintaining lower glucose levels,
did in fact develop hyperinsulinemia on
a high-fat diet; the plasma insulin levels
were directly correlated with the degree
of adiposity in both wild-type and A-
FABP−/− mice. Further, adipocyte TNFα

secretion was not reduced relative to wild-
type mice. These results indicate that a
dissociation between the development of
obesity and the development of hyperin-
sulinemia, a hallmark of obesity, is not
apparent in the A-FABP−/− mice under
all circumstances.

The aP2−/− mice have also been re-
ported to have modest decreases in lipoly-
sis in some, but not all, investigations, as
well as a small increase in basal levels of de
novo fatty acid synthesis. Interestingly, the
pancreatic insulin secretory response to
β-adrenergic stimulation was suppressed
in aP2−/− mice, and when aP2 deficiency
was introduced into the genetically obese
ob/ob mouse, animals lacking A-FABP
showed decreased pancreatic insulin secre-
tion as well as improved glucose tolerance.
Thus, despite the discrepancies and de-
spite the fact that the mechanisms of the
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null phenotypic changes are not clear, the
collective results indicate that further ex-
plorations of the role of A-FABP in fatty
acid flux and systemic lipid and glucose
metabolism are warranted. A recent report
of dramatic increases in serum levels and
adipose expression of a bone morphogenic
protein in the A-FABP-null mice may point
to a heretofore unrecognized interaction
between fatty acid metabolism and bone
development. At this point, however, the
nature of any such association remains to
be explored.

A potentially critical involvement for A-
FABP in the development of diet-induced
atherosclerosis has been recently revealed
by studies of A-FABP−/− mice crossed
with mice deficient in apoE, the latter
being a well-established model of di-
etary atherosclerosis. ApoE−/− animals
develop severe coronary arterial occlusion
on a high-fat diet; in dramatic contrast,
the A-FABP−/− /apoE−/− mice developed
only trivial lesions, strongly indicating
a role for A-FABP in the accumulation
of lipid-rich foam cells in the arterial
intima. As A-FABP is highly expressed
not only in adipose tissue but also in
macrophages, the results suggested that
it plays a critical role in the development of
hypercholesterolemia-induced atheroscle-
rosis, likely at the level of the macrophage.
Indeed, recent bone marrow transplan-
tation studies showed that macrophage-
expressed A-FABP, rather than adipocyte
A-FABP, was likely to be primarily involved
in the development of dietary atherosclero-
sis. K-FABP was also found to be expressed
in macrophages; however, unlike the com-
pensatory upregulation of expression ob-
served in adipose tissue of the ap2−/−
mice, macrophage K-FABP expression re-
mained unchanged. The mechanisms for
the apparently proatherosclerotic effects
of macrophage A-FABP do not appear to

be primarily related to cholesterol ester
accumulation, as this was altered to a mod-
est extent, if at all, in macrophages from
the A-FABP−/− /apoE−/− mice. Interest-
ingly, levels of interleukin 6, interleukin
1β, macrophage inflammatory proteins
1α and 1β, and macrophage chemoat-
tractant protein 1 were decreased in the
apoE/A-FABP-deficient macrophages rel-
ative to apoE−/−, indicating a role for
A-FABP in inflammatory cytokine and
chemokine expression.

Recently, the generation of a skin-type
FABP (K- or E-FABP)-null mouse (E-
FABP−/−) was reported. Here, too, it
appears that compensatory changes in
another FABP are found: mice lacking
E-FABP showed increased expression of
H-FABP in skin. A dramatic phenotype
was not observed in the E-FABP−/− mice;
however, changes in the rate, although
not the extent of transepidermal water
loss, were observed. The mechanisms by
which the FABPs may participate in the
water barrier function of skin are not
yet known. Recently, the construction of
transgenic mice overexpressing the FABP5
gene encoding E-FABP in adipocytes
was reported. In adipocytes from FABP5
transgenic mice, the total FABPprotein
level was found to increase 150% as
compared to the wild type due to a 10-
fold increase in the level of E-FABP and
an unanticipated 2-fold downregulation of
the A-FABP. These results suggested that
there is a positive relationship between
lipolysis and the total level of FABP, but not
between lipolysis and a specific FABP type.

L-FABP knockout mice displayed
a dramatically reduced cytosolic fatty
acid–binding capacity in the mouse
liver. Moreover, a dramatic shift in liver
lipid distribution in favor of cholesterol,
cholesterol esters, and phospholipids was
observed. L-FABP, sterol carrier protein 2
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(SCP-2) and SCP-x may contribute to this
change in liver lipid distribution; levels
of SCP-2 (a known cholesterol-binding
protein) increased by approximately 75%
while levels of SCP-x decreased in
L-FABP null mice. As yet, however,
the precise mechanism and functional
consequences of the shift in hepatocellular
lipid distribution in L-FABP null mice are
unknown. It is also worth noting that in
an independently generated L-FABP−/−
mouse, no changes in SCP-2 levels were
detected. In other studies the role of
L-FABP in peroxisomal oxidation and
metabolism of branched-chain fatty acids
was investigated using cultured primary
hepatocytes isolated from livers of L-FABP
null and wild-type mice. L-FABP gene
ablation reduced maximal, but not initial,
uptake of phytanic acid (the most common
branched-chain fatty acid), and inhibited
phytanic acid peroxisomal oxidation and
microsomal esterification. L-FABP gene-
ablated hepatocytes were also found to
contain decreased levels of free fatty acids
and triglyceride. L-FABP null mice have
been further used to test the hypothesis
that L-FABP limits the availability of long-
chain fatty acids for oxidation and for
PPARα, a fatty acid–binding transcription
factor that determines the capacity of
hepatic fatty acid oxidation. Indeed, it was
found that the mechanisms whereby L-
FABP affects fatty acid oxidation may vary
with physiological condition; under fasting
conditions, hepatic L-FABP appears to
contribute to hepatic LCFA oxidation
and ketogenesis by a nontranscriptional
mechanism, whereas L-FABP appears
to activate ketogenic gene expression
in fed mice. Independently of these
experiments Newberry et al. generated
mice with a targeted deletion of the
endogenous L-FABP gene and have
characterized their response to alterations

in hepatic fatty acid flux following
prolonged fasting. The resulting data
point to an inducible defect in fatty acid
utilization in fasted L-FABP null mice that
involves targeting of substrate for use in
triglyceride metabolism.

6
Perspectives

It has often been suggested that the ex-
pression of more than one type of FABP
in a single tissue or even a single cell type,
is a strong predictor that FABPs perform
functions other than or in addition to bulk
binding and transport. Recent studies of
Widstrom et al., using displacement of the
fluorescent probe ANS, showed that H-
FABP can bind arachidonic and linoleic
acid metabolites, which serve as compo-
nents of cell signaling cascades. If the
FABPs do in fact act to target as well as
bind FAs, as the data reviewed here sug-
gest, then there must be specific signals for
protein trafficking. An interesting feature
of A-FABP is that Phe57 on the β-CD turn
rotates by more than 90◦ into the binding
cavity of the apoprotein relative to the holo-
protein. As discussed earlier, differences
in apo-FABP versus holo-FABP tertiary
structures are especially notable in the
helix-turn-helix portal domain. Differences
in the regulation of fluorescent FA trans-
fer from I-FABP to membranes relative to
transfer in the opposite direction further
suggests differential trafficking properties
of apo- and holo-FABPs. Thus, structural
changes in apo- versus holo-FABPs might
act to alter interactions with other cellular
structures, prevent competition between
apo- and holo-proteins for interaction with
the same receptor, act as a signal for a
ligand-bound protein, or change FABP
affinity for a membrane. Evidently, there
is much to be learned about the precise



Intracellular Fatty Acid Binding Proteins and Fatty Acid Transport 87

mechanisms by which FABPs participate
in the uptake, efflux, and intracellular
transport and metabolism of their small
hydrophobic ligands.

See also Annexins; Membrane Traf-
fic: Vesicle Budding and Fusion;
Membrane Transport.
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Keywords

Allosteric
Literally ‘‘other space.’’ The action of a modifying molecule on a protein at a site other
than the usual site at which the protein performs its function.

Anabolic
Those reactions in biological systems that synthesize more complex molecules from
simpler molecules, usually requiring energy.

Binding Site
A cavity formed by the folding of the protein backbone with the ability to bind a specific
molecule in a discrete three-dimensional relationship to the bulk of the
protein structure.

Catabolism
Those reactions in biological systems that break down complex molecules to simpler
molecules, usually releasing energy that is trapped and converted to ATP.

Dissociation Constant
The dissociation constant (Kd) is a measure of the equilibrium between protein-bound
and unbound ligand. Kd is also the concentration of ligand that occupies half of the
protein binding sites in the system. A measure of the strength of ligand binding; a
smaller Kd value represents stronger binding than a larger Kd.

Enzyme
A protein synthesized by the cell that behaves as a catalyst to a chemical reaction.
Almost all chemical reactions in a biological system are catalyzed by a separate and
specific enzyme. Enzyme names usually end in ‘‘-ase.’’

Fatty Acids
A class of biological molecules that consist of long, hydrophobic carbon chains with a
single carboxylic acid functional group; poorly soluble in water and, hence,
hydrophobic.

Gluconeogenesis
The synthesis of ‘‘new’’ glucose from smaller molecules such as pyruvate. In some
senses, a reverse of the results of glycolysis.
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Glycation
The chemical reaction between a carbohydrate and an amine group of a protein to form
a covalent C=N bond (a Schiff base). The surface structure and operation of the protein
is usually altered by this reaction.

Glycolysis
The series of 10 biochemical, enzyme-catalyzed reactions that converts glucose into
pyruvate and is located in the cytoplasm of the cell.

Hyperlipidemia
A concentration of lipids larger than consistent with normal levels.

Inhibition Constant
The concentration of an enzyme inhibitor that reduces the enzyme rate by one half (Ki).

Isoform
In proteins, a variant of a protein coded for by a different gene and contains one, or
more, amino acid substitutions.

Isosteric
Literally, ‘‘same space.’’ The action of a modifying molecule on a protein at a site,
which is the same as that where the protein function occurs.

Ketone Bodies
When carbohydrate is curtailed, as in fasting, starvation, or diabetes, fatty acids are
converted to a class of small, four-carbon molecules called ketone bodies, usually in the
liver. Ketone bodies are more soluble and are transported in the circulation to muscles
where they are converted to energy. One of the ketone bodies decomposes
spontaneously to produce acetone that is exhaled.

Krebs Cycle
A central, cyclic series of eight biochemical, enzyme-catalyzed reactions taking place in
the mitochondria that further degrade carbon resources from carbohydrates, fatty acid
oxidation, and protein break down to carbon dioxide, extracting the chemical energy
inherent in these structures. This is also known as the citric acid cycle.

Ligand
A molecule that binds to a specific protein binding site. Here, fatty acids are ligands to
fatty acid binding proteins.

Metabolism
A combination of all catabolic and anabolic reactions.

Metabolic Flux
The rate at which a specific metabolic pathway, or a segment of that pathway, processes
metabolites through the system. For example, the flux of glucose through glycolysis
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would be the rate at which the combined reactions of glycolysis convert glucose
to pyruvate.

Monomeric
A protein with only one subunit; opposite of multimeric, where a number of individual
protein molecules form a complex.

Null mice
Laboratory mice in which a gene has been deleted.

Nuclear Hormone Receptors
A large family of proteins in the nucleus that bind various ligands, associate with other
transcription factor proteins to form dimers, and then target expression sequences on
genes, activating their transcription.

β-Oxidation
A series of enzyme-catalyzed reactions that occur mainly in the mitochondria that
converts fatty acids into two carbon units for entrance into the Krebs Cycle.

Phosphorylation
The addition of a phosphate group, usually from ATP, to a simple molecule or to a
protein through an ester bond formation. Protein phosphorylation is usually a switch
to turn the protein activity on or off.

Peroxisome
A subcellular organelle or compartment.

Polyunsaturated Fatty Acids
Long-chain fatty acids that contain two or more carbon–carbon double bonds.

Protein
A polymer of amino acid linked by a peptide bond. The sequence of the 20 types of
amino acids used in protein synthesis is dictated by the gene sequence.

� Long-chain fatty acids are paradoxical: they are fuel, structural components, signaling
molecules, and, at elevated levels, are toxic. Because of this nature of fatty acids,
control of their concentration and movement within cells is important. Central to
the biological and biochemical role of fatty acids is a family of proteins referred to as
the fatty acid binding proteins (FABPs). After early discoveries that the FABPs were
the intracellular transport system for fatty acids, their other potential roles, spurred
on by the discovery that there were many types of FABPs, have continued to mount.
This ancient family of proteins emerged before the divergence of the vertebrate and



Intracellular Fatty Acid Binding Proteins in Metabolic Regulation 97

invertebrate lines (more than one billion years ago) in response to the necessity of
manipulating energy-rich fatty acids. A number of ancillary functions seem to have
accrued to this diverse protein family that place them in a central position of energy
metabolism, fuel sensing, and monitoring the concentrations of fatty acids derived
from the diet.

1
Introduction

1.1
Fatty Acid Binding Proteins

Fatty acid binding proteins (FABPs) are a
family of small intracellular proteins with
a molecular weight between 14 000 and
15 000 (about 133 amino acids). With intra-
cellular concentrations ranging from 200
to 400 µM, they can represent between 3
and 15% of soluble protein inside cells,
depending upon the animal species and
the tissue. For example, in humans, heart
cells’ FABP represents between 3 and 5%
of soluble protein, while in the flight mus-
cle cells of migrating Western Sandpipers,
it can be 20% of soluble cellular protein.
While the protein family has been observed
in all animals (vertebrates and inverte-
brates), there is great three-dimensional
structural similarity. The molecule is com-
pact (about 250 × 350 × 400 nm) and, al-
though generally referred to as a β-clam

motif with one ‘‘side’’ pinched inward,
has a barrel shape. Liver- and muscle-
type FABP are shown in Fig. 1. All strands
are hydrogen-bonded to the preceding and
succeeding strands with only one excep-
tion, known as the gap. This rift in the
continuous surface of the barrel (facing
the reader in Fig. 1) allows flexibility of the
barrel structure without significant disrup-
tion of the H-bonded strands around the
rest of its circumference. At the ‘‘top’’ of
the gap region (the structure is usually ori-
ented with the helix-turn-helix motif at the
top and back) is the portal region where
the base of the helix-turn-helix and right
turns of two β-strands are proximal. It
is through the portal region that the lig-
and probably enters and exits the internal
binding site. The internal volume to ac-
commodate ligands has been determined
and can vary from about 250 to 440 A3,
with the largest observed for liver FABP
that accommodates two, rather than the
usual single, fatty acid molecule.

Fig. 1 The peptide backbone structures
of rat liver FABP (left panel) with both
binding sites filled with oleate and
human muscle FABP (right panel) with
its single binding site occupied. The
images were derived from Cn3D v 4.0
from NCBI with accessions
codes 1HMS (muscle protein) and
1LFO (liver protein).
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1.2
General Introduction to Fatty Acid Binding
Protein Function

FABPs have functions arising from their
ability to bind long-chain fatty acids (FAs)
and to interact with either the membra-
nous or aqueous fraction of the cell (pre-
dominantly the cytoplasm). The potential
of interactions between FABPs and other
proteins has been supported by evidence
that FABPs can alter enzyme kinetics, in-
teract directly with both hormone-sensitive
lipase and a cell membrane fatty acid trans-
port protein (CD36), and with peroxisome
proliferator–activated receptors (PPAR) in
the nucleus that are involved in turning on
the expression of various genes. Studies
with null mice in which the gene for heart
FABP was ablated reflected not only the
role of the protein in upregulating genes
of FA metabolism but also the compen-
satory activation of the glycolytic system
and apparent reduction of the usual con-
trols of glycolysis.

FABPs can also bind and trans-
port signaling molecules such as biliru-
bin, prostaglandin E1, and lipoxygenase
metabolites of the fatty acid arachidonic
acid, although some signaling lipids such
as sleep-inducing oleamide in the cen-
tral nervous system do not bind to
brain FABPs. Further, FABPs may protect
polyunsaturated fatty acids from free radi-
cal damage (peroxidation) through prefer-
ential binding of them while greater par-
titioning of oxidation products of polyun-
saturated fatty acids into FABPs, when
compared with unilamellar vesicles, may
indicate protection of membranes from
these monohydroxy fatty acids. Thus,
FABPs are involved in intracellular sig-
naling, cell development, and membrane
protection, and it appears that they are

more than intracellular ferries of poorly
soluble hydrophobic molecules.

The idea is developed herein of an in-
teraction between carbohydrate and fatty
acid energy metabolism (also known as
fuel sensing or fuel preference) that in-
volves FABPs. Evidence is presented
to support the contention that interac-
tions between nonlipid metabolites and
FABPs can modulate the partitioning
of long-chain FAs into FABP binding
sites. Additionally, experimental results
showing the potential for reciprocal in-
teraction between FAs and enzymes of
glycolysis will be presented. Finally, dif-
ferent FABP types (muscle and liver)
respond differently to nonlipid metabo-
lites. The suggested cross talk between the
two fuel streams in energy metabolism
is centered on substrate cycles involv-
ing the enzyme pairs hexokinase-glucose
6-phosphatase and phosphofructokinase-
fructose 1,6-phosphatase in muscle and
glucokinase-glucose 6-phosphatase in
liver. Differential involvement of differ-
ent FABP types with separate metabolic
loci may provide some insight into why
there are multiple intracellular fatty acid
binding proteins but only a single major
extracellular fatty acid binding protein.

1.3
Established Interactions between
Carbohydrate and Fatty Acid-based Energy
Production

The exchange of rudimentary status in-
formation (predominantly concentration)
between carbohydrate and FA catabolisms
by substrate level control and inhibi-
tion/activation of participating enzymes
is well established. The reciprocal inter-
action between FA levels and glucose use,
referred to as the Randle cycle, suggests that
modulation of glycolytic flux depends upon
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the mitochondrial production of citrate
which, when transported to the cytoplasm,
inhibits the major flux generator of this
pathway, phosphofructokinase-I (PFK-I).
In effect, an elevated citrate concentra-
tion inhibits PFK-I and slows the flow
of carbohydrate through this point in the
pathway. The other major effect of FA is
to activate a pyruvate dehydrogenase ki-
nase that phosphorylates mitochondrial
pyruvate dehydrogenase and decreases
its activity. This curtails the movement
of pyruvate into mitochondrial pathways
(Krebs Cycle), and an overall decrease is
observed in glucose oxidation. This ac-
counts well for the commonly observed
decrease of glucose oxidation when lipid
levels are increased.

The control of mitochondrial oxidation
of fatty acids (β-oxidation) is vested in
gating entry of FAs into the mitochon-
drial matrix through coordinated actions
of carnitine palmitoyltransferase I (CPT
I), palmitoylcarnitine translocase, and ma-
trical carnitine palmitoyltransferase II. A
powerful inhibitor of CPT I and part of the
fuel sensing system is malonyl-CoA, the
first committed metabolite in FA synthesis
and itself a product of cytoplasmic cit-
rate. CPT I is also under phosphorylation
control in liver, where phosphorylation by
cAMP-protein kinase increases the CPT I
activity by 30 to 80%. Thus, an increase
in mitochondrially produced citrate (from
carbohydrate or other sources) increases
its partition to the cytoplasm. An increased
cytosolic concentration of citrate inhibits
glucose processing at PFK-I and shifts
the carbon resources it represents into the
pathway that synthesizes fatty acids. The
first metabolite along this anabolic path-
way is malonyl-CoA that ‘‘shuts down’’
entry of fatty acid carbon into the mito-
chondria where it is oxidized.

1.4
The Involvement of FABP in Metabolism:
Working Hypothesis

An additional level of lipidic control of
glucose phosphorylation in muscle has
recently been reported: CoA esters of long-
chain FAs (in rat and human skeletal
muscle) and long-chain FAs (in bovine
heart) inhibit hexokinase I. This enzyme,
by adding a phosphate group to glucose,
traps glucose in the cell. There are
many older reports that long-chain FAs
inhibit a number of other enzymes, but
uncertainty arises from those reports since
unrealistically large FA concentrations
were employed, and detergental effects
cannot be ruled out. One careful kinetic
study from that pre-FABP era was the
inhibitory effect of palmitate on muscle
PFK-I with an inhibition constant (Ki)
of 25 µM, although the physical binding
of FAs to PFK-I has not been studied.
Thus, if FAs can influence enzymes of
glycolysis (and elsewhere, see below), an
involvement of FABP in delivering the FA
to the sites of action, presumably through
protein:protein interaction, is strongly
implicated since such fatty acids have
vanishingly small solubility in the aqueous
cytosol. Other areas where long-chain FAs
have influence, such as the ADP/ATP
translocase-porin-hexokinase complex of
mitochondria, might also be examined
productively.

If FABPs modulate FA metabolism
above the level of the genetic machinery, to
what signals do they respond? Clearly, any
productive modulation of FABP function
must act in response to the instantaneous
status of the cell/tissue. Some years ago,
we suggested that the metabolic status
of the cell might be part of the signal-
ing mechanism influencing FA binding
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characteristics of various FABPs. Start-
ing with this idea, we began to search
for metabolites or conditions within the
cell that might influence the FABP op-
eration through modulation of formation
of the protein:FA complex. This would
probably be an allosteric modulation (in
the strictest sense of the term, i.e. not
at the fatty acid binding site) since com-
petitive interaction, such as observed with
ferri- and ferroheme, would be a binary
system (on/off) and not optimally adap-
tive to a dynamic intracellular milieu. It
must be pointed out that, in a strictly ther-
modynamic sense (i.e. mass action), the
effect would result from repartitioning ef-
fects. Although it might seem unusual that
a small, monomeric protein with a rela-
tively small surface area that changed little
upon binding FAs would display allosteric
properties usually observed with large,
multimeric enzyme systems, such regu-
lation has been demonstrated for other
small proteins: cytochrome c has a sat-
urable binding site for ATP that regulates
the electron transport system and hence
oxygen consumption and ATP production.
If FABPs are involved in the productive
modulation of lipid metabolism and in
targeting of FABPs, for example, to the
mitochondria, there must be an exchange
of information between the binding of FAs
and the metabolite status of the cell.

1.5
Criteria for Physiological Relevance of
Metabolite Modulation of Fatty Acid
Binding to FABP

In the search for possible modulators of
FABPs, we compared the degree of binding
of reporter ligands (radioactively labeled
or fluorescent fatty acids) in the presence
and absence of physiological concentra-
tions of metabolites. The assay conditions

used in such studies are particularly impor-
tant since FA binding is effected by ionic
strength, pH, and by temperature, and it
is vital to mimic the intracellular condi-
tions as closely as possible. Statistically
significant changes in binding of reporter
ligands to FABP must occur at modulator
concentrations encountered under physio-
logical conditions. We examined potential
modulators at concentrations found in
unstressed tissue since metabolic flux is
normally curtailed compared to the maxi-
mal flux attainable.

A second level criterion we employ is
that the equilibrium dissociation constant
(the apparent Kd) of any modulator must
also fall within physiological concentration
ranges to be part of a normal regulatory
network. Finally, interactions that influ-
ence FA binding should be consistent with
what is known about particular metabolic
pathways and physiological states.

1.6
Liver FABP

As an initial test of the working hy-
pothesis, we examined the effect of gly-
colytic metabolites on the binding of both
14C-labeled oleate and the fluorescent
probe cis-parinarate (cPnA) to rat L-FABP
[27] at 37 ◦C. To do this, we set the con-
centration of reporter molecules at the
value of the Kd of the ligand, where
binding is most sensitive to change. Af-
ter establishing the FABP:FA complex, we
challenged it with test metabolites. We
reported that, of the early glycolytic inter-
mediates, the most effective modulators of
the ability of L-FABP to bind FAs were
glucose and glucose-6-phosphate (G6P).
Both of these metabolites increase the abil-
ity of FABP to bind long-chain FAs 30
and 40% for 6 mM glucose and 0.25 mM
G6P respectively. An alternate binding
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assay using the fluorescent probe cPnA
provided the same result. In examining
the effect of increasing concentrations of
these two metabolites on oleate and cPnA
binding, the concentrations required to
produce a 50% increase in the observed FA
binding change were 6 mM and 0.2 mM
respectively, within the normal physio-
logical range of glucose and G6P in rat
liver. As part of this study, we also ex-
amined glucose-1-phosphate (G1P), phos-
phate ion, fructose-6-phosphate (F6P),
fructose-1,6-bisphosphate (F-1,6-P2), and
fructose-2,6-bisphosphate (F-2,6-P2), phos-
phoenol pyruvate (PEP), ATP, ADP, AMP
and cAMP, NAD+ and NADH, NADP+
and NADPH, and acetyl-CoA, none of
which had an effect on FA binding to rat
L-FABP.

A recent study included an examination
of the effect of glucose and G6P on
[1–14C]oleate binding to human H-FABP
and L-FABP. While there was no effect
of glucose or G6P on oleate binding as
compared to that on the control, the
human muscle-type FABP was affected
and was similar (although smaller in
magnitude) to the effects on bovine
H-FABP, as described below.

We extended this study to L-FABP of an-
other rodent species, Richardson’s ground
squirrel (Spermophilus richardsonii), argu-
ing that such a mechanism may be more
generally observed. In this system, glu-
cose and G6P also increased the binding
of cPnA to the FABP at 37 ◦C compared
to that of the control by 20.6 ± 0.5% and
41.4 ± 2.2% respectively (n = 4; p < 0.05),
when examined under the same condi-
tions, as reported before, for rat and using
cis-parinarate as a fluorescent probe.

In summary, Glc and G6P increased
the ability of L-FABP to bind FAs in
three mammalian systems and to differ-
ent degrees. Since the number of ligand

molecules bound to the protein was not
likely to increase (2 : 1 binding stoichiom-
etry for L-FABP), the effect was proba-
bly centered on changes in the binding
strength for fatty acid. It should be noted
that the effect of glucose on liver-type
FABP to glucose is exhibited in frogs (Rana
pipens and Rana sylvatica) and turtle (Chry-
semus picta belli). The similarity of response
in mammals, amphibians, and reptiles
suggests a more general phenomenon. We
are presently determining amino acid se-
quences of these proteins and carrying out
topological mapping of three-dimensional
structures in an attempt to identify sur-
face features of the protein that would
best provide information for a phase of
site-directed mutational studies that could
create the glucose effect or eliminate it.

Because of different experimental proto-
cols and few reports of work with pure
proteins, it is difficult to find a gen-
eral metabolic scenario into which the
L-FABP work can be fit. However, re-
cent examination of the effect of oleate
on the glycolytic/gluconeogenic balance
and glycogen systems of fasted rat hep-
atocytes is consistent with a role for FABP.
In the presence of S4048, an inhibitor of
endoplasmic reticulum G6P translocase,
oleate increased intracellular G6P 3-fold
and glycogen production 1.5-fold. Further,
oleate did not have an inhibitory effect on
glucokinase (the liver form of hexokinase),
but stimulated G6P phosphatase flux (part
of the putative hexokinase/G6P phos-
phatase substrate cycle) and decreased
overall lactate production. The increase in
G6P was attributed to increased gluconeo-
genesis. Thus, it appears that long-chain
fatty acids, while interacting with early gly-
colytic enzymes, foster gluconeogenesis in
liver. Presumably, an increase in G6P or
glucose could increase the partitioning of
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FAs to the FABP and behave as a commu-
nicative link to lipid status.

Other studies in our laboratory with rat
L-FABP have examined the role of the
ketone body, D-3-hydroxybutyrate, where,
at normal physiological levels (0.14 mM),
there was only a small increase in
the binding of FA (10%). At levels
mirroring diabetic or fasting/starvation
hepatic levels (about 7 mM), there was a
45.5% increase in FA binding. The effect
was saturable with an inhibition constant,
Ki (3-hydroxybutyrate), of 4.9 mM, which
is not physiological under euglycemic or
nonstarvation conditions. Increased FA
binding with elevated 3-hydroxybutyrate
(when carbohydrate supply is curtailed
as in diabetes or fasting/starvation) could
reverse a tendency to gluconeogenesis and
modify delivery of available FAs.

1.7
Heart/Muscle FABP

For heart tissue, which has different
hexokinase (HK) isoforms and a different
FABP type from liver (H-FABP or M-
FABP), the situation appears equally
complex (note: muscle-type and heart-
type FABPs are the same protein and
will be referred to as H-FABP here). We
showed that bovine heart hexokinase (type
I) is inhibited by long-chain fatty acids in
a manner that correlates positively with
chain length and degree of saturation, but
is activated by FAs containing less than 12
carbons. Hexokinase also has a saturable
binding site for cPnA and oleate with
dissociation constant (Kd) values of 3 µM
and 1.3 µM respectively (by fluorescence
competition assay), while the short and
medium-chain FAs that activated HK did
not bind to this site. In other words,
long-chain fatty acids bind strongly to
hexokinase in a discrete binding site to

inhibit the trapping of blood borne glucose
within the cell. We can now report work on
the FABP purified from bovine heart and
for heart-type FABP from the spadefoot
toad (Scaphiopus couchii).

Figure 2 shows the effects of a number
of early glycolytic intermediates on FA
binding to the FABP Bovine H-FABP was
insensitive to glucose and G6P, as reported
for human H-FABP and with toad heart
FABP. There was no significant effect
on the binding of FAs by physiological
concentrations of F6P, but there was
significant inhibition of FA binding by
F16P2. G1P and Pi did not have any
effect on the binding of the fluorescent
probe. In contrast to mammalian L-FABP,
FA binding by bovine H-FABP was
unchanged by 3-hydroxybutyrate.

Unlike hepatic tissue, muscle and heart
tissue do not actively produce glucose
or ketone bodies. Heart and red skeletal
muscles import carbon resources (carbo-
hydrates, fatty acids, and ketone bodies)
in response to energy needs and are
predominantly aerobic. This essentially
unidirectional resource flow is reflected
in the poise of muscle metabolic path-
ways, where the major control points are
PFK-I, pyruvate dehydrogenase, and mi-
tochondrial import of FAs. As discussed
above, both long-chain FAs and their CoA
derivatives inhibit glucose phosphoryla-
tion in heart and skeletal muscle. The
focus of the interactions in muscle tis-
sue appears to be PFK-I. Long-chain FAs
inhibit muscle PFK-I (Ki = 25 µM) and
F-1,6-P2 (at 0.03 mM) inhibits FA binding,
establishing the possibility of a recipro-
cal interaction. Elevated FA could decrease
glycolytic flux through inhibiting actions
on both HK and PFK-I, while decreased
F-1,6-P2 could lift resting state inhibition
of FA binding to this FABP type.
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Fig. 2 The effect of various metabolites on the
binding of cis-parinaric acid (1 µM) to bovine
heart FABP compared with the control (no
nonlipid metabolite). The assays were carried
out at 37 ◦C, in 50 mM sodium phosphate buffer,
pH 7. The assays contained 20 µg of pure
proteins per milliliter. The concentrations of
metabolites not indicated were G6P, 0.5 mM;

F6P, 0.1 mM; F1,6P2, 0.03 mM;
3-hydroxybutyrate (ButAc), 0.1 mM; acetoacetate
(AcAc), 0.02 mM. The asterisk indicates
statistically significant differences from the
control at the 95% confidence limit. The
experiments were replicated three to five times
with the data representing the means and the
error bars the standard deviation.

2
Potential of Formation of Schiff Bases:
Nonenzymatic Glycation of FABPs

Carbohydrates that undergo ring opening
and formation of a carbonyl group can
form Schiff bases with primary amines
such as lysine residues that are prevalent
in FABP and which appear involved in the
collisional mechanism proposed for load-
ing and unloading muscle-type FABPs.
Since many of the glycolytic intermedi-
ates that can ring open to produce the
carbonyl function group influence bind-
ing of FAs to FABPs (G6P, glucose,
F-1,6-P2) while G1P and F-2,6-P2 (which
are locked in the closed hemiacetal and
hemiketal rings) do not affect FA bind-
ing, it is possible that formation of Schiff
bases with protein amino groups may
cause the observed altered sequestration

of FAs. To examine this possibility, we
incubated a number of purified FABPs and
bovine serum albumin with fluorescently
tagged glucose (2-(N-(7-nitrobenz-2-oxa-
1,3-diazol-4-yl)amino)-2-deoxyglucose; 2-
NBDG) at room temperature and in
50 mM sodium phosphate, pH 7.0. We
monitored the proteins for indications of
covalent fluorescent tagging that would
result from Schiff base formation. Period-
ically, aliquots of the incubation mixtures
were removed, and 2-NBDG was separated
from protein with a small size-exclusion
column. The protein fraction was ex-
amined spectrofluorometrically to detect
fluorescent tagging (excitation at 473 nm,
emission at 532 nm). Figure 3 shows the
effect of incubating a number of FABPs
and BSA with the fluorescent tag for
three days. Only after 48 h of incubation
were proteins tagged with the fluorescent
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Fig. 3 The time course of glycation of bovine serum albumin and assorted FABPs
(30 µg/ml) with D-glucose analog NBDG (80 µM) in 10 mM sodium phosphate
buffer, pH 7.0, and 1% (w/v) sodium azide at 25 ◦C. Over the time course, as proteins
(after separation from small molecules with size exclusion) became glycated, they
became fluorescently tagged (473-nm excitation, 532-nm emission). A fluorescence
value of 0.5 represents 1-nmol fluorescent tag.

carbohydrate derivative at detectable lev-
els. The slowness of the nonenzymatic
glycations we observed was consistent
with nonenzymic glycation rates of hu-
man serum albumin (days) using other
fluorometric methods. Thus, it is unlikely
that Schiff base formation was significant
during the time required for making the
measurements of the effects of metabolites
on FA binding (minutes).

3
Theoretical Effects and Implications of
Reciprocal Cross Talk

3.1
How Much Fatty Acid Would Be Available
to Interact with Hexokinase?

The similarity of dissociation constants
of HK and FABP for oleate and cPnA
leads to an important question surround-
ing such mutual interactions. Given the
large cellular concentration of FABP, is
there enough unbound FA to interact with

HK? To model the amount of unbound FA
in the presence of two different binding
proteins requires the concentration value
of both proteins, the total FA concen-
tration, and the equilibrium dissociation
constants (Kd) of both binding proteins to
be known. The intracellular concentration
of FABP has been reported to be 85 µM,
while some estimates provide ranges of
200 to 400 µM. An intermediary value of
250 µM muscle-type FABP was used in the
following model.

Determining the molar concentration of
HK in heart tissue is more difficult since
it is not directly reported in the litera-
ture. We can estimate from the maximal
tissue activity (Vmax) and the measured
catalytic rate constant (kcat) of the en-
zyme a reasonable enzyme concentration
since Vmax = kcat[E]T, where [E]T is the
total enzyme. The kcat of type I HK
is 64 s−1, while the maximal activity in
mammalian heart has been reported be-
tween 5 and 10 µmol min−1 g−1 tissue for
mammals. A value of 8 µmol min−1 g−1

tissue (porcine heart) was used here.
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Finally, the estimate must convert the
tissue weight–based activities to concen-
trations: the assumption of 75% water
content will suffice. Thus, with Vmax =
8 µmol min−1 g−1 and kcat = 64 s−1, we
can estimate a minimum [E]T = 3 µM. Us-
ing a Kd of 1 µM for FABP and 1.3 µM
for HK, we can model equilibrium con-
centrations of unbound FA and degree of

saturation of both protein systems at dif-
ferent initial FA concentrations. Figure 4(a
and b) shows the result of this very simple
equilibrium model.

The amount of free FA in the simple
model in which FABP is present is enough
to saturate HK, as indicated by Fig. 4(a)
that shows the binding isotherms of FABP
at various free FA concentrations, and
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Fig. 4 (a) The degree of saturation of a
muscle-type FABP and hexokinase versus the
amount of unbound fatty acid (oleate) in the
model system. The saturation curve of
hexokinase (lower curve) was generated using
the concentration remaining after FABP
equilibrated its binding site with ligand. The
hexokinase binding curve was magnified by 10 to

be observable at this scale. (b) The residual
concentration of unbound fatty acid at various
initial fatty acid concentrations in the presence
of FABP and of FABP plus hexokinase. The upper
line indicates the effect on the amount of
unbound fatty acids if binding strength of FABP
was decreased by a factor of two (i.e. Kd
increased twofold).
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the binding curve of HK using the FA
remaining unbound in the presence of
FABP. Figure 4(b) shows the estimated
concentration of unbound FA in the
presence of FABP, of FABP plus HK,
and the effect on the amount of unbound
FA when the Kd value of the FABP
for oleate is doubled (i.e. binding is
weakened), as is seen in toad muscle FABP
in the presence of F-1,6-P2. Thus, even
with FABP present, providing very low
concentrations of unbound FAs, unbound
FA could be sequestered on HK.

4
Difference in Modulation of Fatty Acids
and between Different Types of FABP

The data suggest that liver FABPs and
muscle types of FABP respond different
nonlipid metabolites. While the liver types
increase the degree of FA binding in the
presence of glucose and G6P, with an
activation of binding also elicited by ketone
bodies, muscle type does not respond to
glucose or G6P, is inhibited by F-1,6-P2,
and does not respond to ketone body.
If FABPs are involved in fuel selection,
the different metabolic poise of these two
tissues would demand that they operate
differently. The differential response may
offer some part of an explanation of the
presence of different FABPs in different
tissues and perhaps multiple forms in
some tissues.

5
Where Else Should We Look?

5.1
Other Enzymes Influenced by Fatty Acids

The influence of long-chain FAs on
enzyme kinetics, specifically hexokinase,

and PFK-I have been noted above. FAs
also have an effect on the myoglobin sys-
tem and bind strongly to cytochrome c
altering their functions in the cell. As
part of an examination of potential sites
of interference during hyperlipidemia, we
examined a battery of enzymes to see if
elevated FA concentrations altered their
reaction kinetics. We examined the en-
zymes of glycolysis (HK, PFK, PK, lactate
dehydrogenase, aldolase, triosephosphate
isomerase, pentose phosphate cycle (G6P
dehydrogenase), the citric acid cycle (cit-
rate synthase, malate dehydrogenase, and
α-ketoglutarate dehydrogenase), and β-
oxidation (CPT-I)). Additionally, we ex-
amined the effects of fatty acids on the
enzymes that degrade reactive oxygen
species (catalase, superoxide dismutase).
Table 1 shows the results of incubation
of enzymes of major metabolic systems
with oleate. In these studies, all enzymes
were obtained from commercial sources,
and assays were established that provided
maximal specific activities. We compared
the maximal enzyme activities over a range
of FA concentrations with the highest be-
ing 0.2 mM. The enzymes listed above,
and not in Table 1, showed no effect upon
incubation with long-chain fatty acids.

The clearest conclusion from this survey
is that most enzymes are not sensitive
to concentrations of FAs. Those enzymes
that are sensitive to FAs are those that
have controlling functions on various
metabolic pathways and indicate that
there is a closer connection between lipid
and carbohydrate metabolism than has
generally been appreciated.

5.2
The PPAR System

The peroxisomal proliferator-activated re-
ceptors (PPAR) are lipid-binding proteins,
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Tab. 1 The effect of oleate on the specific activity of selected enzymes and proteins. The values are
mean specific activity ± standard deviation and the number of trials are given in parentheses.

Enzyme No oleate 0.2 mM oleate

[µmol min−1 mg−1

protein]
[µmol min−1 mg−1

protein]

Glycolysis
Hexokinase (bovine heart) 2.74 ± 0.10 (3) 0.55 ± 0.03 (3)b

Phosphofructokinase (rabbit muscle) 18.6 ± 0.9 (3) 0.32 ± 0.07 (3)b

Pyruvate kinase (rabbit muscle) 9.8 ± 1.6 (6) 10.2 ± 1.6 (3)
Lactate dehydrogenase (rabbit muscle) 1.8 ± 0.1 (5) 1.7 ± 0.01 (5)

Krebs cycle
Citrate synthase (porcine heart) 54.8 ± 2.5 (3) 51.3 ± 3.1 (3)

Pentose phosphate cycle
G-6-P dehydrogenase (yeast) 26.6 ± 0.7 (3) 0.20 ± 0.04 (3)b

G-6-P dehydrogenase (bovine adrenals) 0.67 ± 0.04 (6) 0.55 ± 0.20 (6)

Electron transport
Ferrocytochrome c oxidationa 0.050 ± 0.005 (4) 0.100 ± 0.015 (4)b

Reactive oxygen
Catalase (bovine liver) 11.2 ± 0.4 (6) 11.4 ± 0.3 (5)
Superoxide dismutase (SOD) (bovine erythrocyte)
L-DOPA oxidation-no SOD 0.250 ± 0.002 (3) 0.260 ± 0.005 (3)
L-DOPA oxidation-10 mg SOD 0.13 ± 0.1 (3) 0.14 ± 0.01 (3)

a Cytochrome c autoxidation was measured with Hansatech DW2/2 oxygen electrode at pH 7, 37 ◦C,
in 50 mM sodium phosphate buffer with an initial [cytochrome c] = 0.25 mM. Units are µmol O2
min−1 mg−1 protein.
b Indicates values that were significantly different (p < 0.05).

members of the nuclear hormone recep-
tors family, and transcription factors that
initiate expression of genes after forming
a complex with the retinoid X receptor
proteins (RXR). The PPAR:RXR complex
binds to specific expression elements of
the gene. PPARs (types α and γ interact
with FA-loaded FABPs in the nucleus, and
a fatty acid is transferred to the PPAR. It
is the PPAR:FA complex than can then
bind to the RXR. Fatty acid binding pro-
teins along with bound fatty acids are
translocated into the nucleus where they
interact with the PPARs. FABPs without
bound FAs are excluded from the nu-
clear matrix. Conceivably, alteration of the

binding strength of FABPs for their fatty
acids would influence the amount of im-
port of the loaded FABP and perhaps the
ease at which the FA is transferred to a
PPAR. If, in their interaction with nonlipid
metabolites, FABPs mediate a potential
interaction between glycolytic status and
the expression of FA metabolic enzymes
and proteins, they are more than transport
barges for poorly soluble fatty acids.

6
Summary

The binding of FA to FABP can
be modulated by nonlipid metabolites.
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Fig. 5 A model of the interaction scheme between early glycolysis and
FABP in mammalian muscle or heart. The bracketed negative signs
indicate inhibition of either enzyme activity or binding to FABP. The
values of the inhibition constants are given.

Figure 5 summarizes one model (mus-
cle FABP/PFK-I) that forms the basis of
present endeavors. There is a differential
response of L- and M-FABP to metabolites.
These differential responses may offer in-
sight into why there are different FABP
types expressed in the same tissue. While
the ability of FAs to bind to cytoplas-
mic enzymes may alter the concentrations
of unbound FAs (usually sequestered in
membranes), the reverse, where FABPs
can influence enzyme substrates, must be
evaluated. A consequence of FABP inter-
actions with glycolytic intermediates may
influence the concentration of available
glucose in the case of hexokinase and F-
1,6-P2 in the case of PFK-I. Significant
fractions of cytoplasmic glycolytic sub-
strates could be associated with FABPs.
As in conservation of critical, thermody-
namic characteristics of fatty acids binding
to FABPs across species, the effects of
metabolites on FA binding to FABPs be-
ing retained across diverse species support
this possible new role for FABPs.
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Keywords

Cancer Gene
A mutated gene that has been causally implicated in oncogenesis (i.e. conferring a
clonal growth advantage) by at least two independent reports confirming
somatic/germline mutations in primary patient specimens.

Chromosomal Translocation
Genomic rearrangements that create chimeric genes; the most common mutation in
cancer genes, often resulting in fusion proteins that include an oncogenic kinase
catalytic domain and regulatory elements of an unrelated protein.

Human Kinome
A catalog of the 518 protein kinase genes encoded by the human genome and viewable
at www.kinase.com.

Kinase Domain
A conserved sequence of amino acids composed of 12 subdomains and responsible for
the catalytic transfer of the γ -phosphate of ATP to protein substrates.

Neoplasm
Any new growth of tissue that is both uncontrolled and progressive.

Abbreviations

ALCL anaplastic large-cell lymphoma
ALK anaplastic lymphoma kinase
ALL acute lymphoblastic leukemia
ARG Abl-related gene
ATM ataxia telangiectasia mutated kinase
CDK cyclin-dependent kinase
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CML chronic myelogenous leukemia
EGFR epidermal growth factor receptor
ERK extracellular signal regulated kinase
FGFR fibroblast growth factor receptor
FLT3 FMS-like tyrosine kinase 3
GDNF glial cell line–derived neurotrophic factor
GOF gain-of-function
GRB growth factor receptor bound
JAK Janus kinase
JNK Jun-amino-terminal kinase
JNKK JNK kinase
LCK T-lymphocyte protein–tyrosine kinase
MAP mitogen-activated protein
MEK MAP kinase–kinase
NSCLC non–small-cell lung cancer
NTRK neurotrophin tyrosine receptor kinase
PDGFR platelet-derived growth factor receptor
PDK1 3-phosphoinositide-dependent protein kinase-1
PI3K phosphoinositide 3-kinase
PIM proviral integration of the moloney murine leukemia virus
PLCγ phospholipase C γ

PTEN phosphatase and tensin homolog
PTK protein–tyrosine kinase
RET rearranged in transformation
RTK receptor protein–tyrosine kinase
SCF stem cell growth factor
SGK serum glucocorticoid regulated kinase
SH Src homology domain
STAT signal transducers and activators of transcription
STRAD STE20-related adapter
STK11 serine–threonine kinase 11
TCR T-cell receptor
TPR translocated promoter region

� Cancer genes that encode protein kinases are the most commonly mutated class of
genes to be causally linked to the progressive outgrowth of malignant neoplasms.
Protein kinases operate as important molecular switches that impinge, directly or
indirectly, upon an integrated signaling circuitry that often becomes genetically
reprogrammed, through successive mutations, to transmit many of the growth-
stimulating and survival signals that govern the transformation of normal human
cells into a cancerous cell mass. Of the 291 genes recently included in a com-
prehensive catalog of known human cancer genes, 9.3% (27 distinct genes) encode
kinase domain sequences. This number far exceeds a random prediction of 6.3
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genes (2%) and reinforces the hypothesis that a vast majority of human cancer
cells carry genetic defects in the growth-signaling circuitry that enable these cells
to grow autonomously and evade cellular senescence and death. First, we provide
a general overview of a prototypical growth-signaling circuit and a detailed analysis
of the canonical Ras/Raf/MEK/ERK pathway, because it has a central role in cancer
cell signaling. This analysis is followed by a discussion of each of the kinases
known to be mutated in cancer; we will describe the domain organization and
normal function(s) of the protein, its oncogenic alterations in cancer and how this
alters its activity, and identify the tumor/cancer types in which these changes are
most common.

1
Overview of the Prototypical
Growth-signaling Circuit

1.1
Signaling Pathways in Normal Human Cells

Protein phosphorylation is the most com-
mon posttranslational protein modifica-
tion in mammalian cells and is a fun-
damental mechanism for the direct or
indirect control of physiological processes
of crucial importance to cell growth and
survival. Protein phosphorylation is medi-
ated by a superfamily of protein kinases
comprising ∼2% of the human genome,
and a diverse collection of unrelated sub-
strate proteins, comprising more than 10%
of the genome. Collectively, these pro-
teins control the responsiveness of a cell
to its environment by coordinating com-
plex functions such as normal embryonic
development, cell division, differentiation,
adhesion, motility, and metabolic activity.

All eukaryotic protein kinases have con-
served a ∼250 to 300 amino acid ‘‘kinase
domain,’’ composed of 12 subdomains and
12 relatively (>95%) invariant residues.
The kinase domain uses the γ -phosphate
of ATP or GTP to generate phosphate
monoesters using two types of acceptors:

(a) protein phenolic groups of tyrosine
amino acids (i.e. the protein-tyrosine ki-
nases, PTK) and (b) protein alcohol groups
on serine/threonine amino acids (i.e. the
protein Ser/Thr kinases). A third class,
called dual specificity protein kinases,
are able to phosphorylate either substrate
(both Tyr and Ser/Thr). The kinase domain
folds into a two-lobed three-dimensional
structure separated by a deep hydrophobic
cleft. When in a catalytically active con-
formation, the kinase domain is able to
perform three interdependent functions:
(a) binding and orienting the ATP/GTP
phosphate donor as a complex with a diva-
lent cation (Mg2+ or Mn22+), (b) binding
and orienting the protein substrate, and
(c) transferring the γ -phosphate from
ATP/GTP to the acceptor hydroxyl residue
of the protein substrate. The latter reac-
tion occurs within a subdomain referred
to as the catalytic loop. In a normal cell, the
catalytic activity of most protein kinases
is constrained by an intrasteric inhibi-
tion at both the ATP/GTP and substrate
peptide binding sites within the kinase do-
main. This suppression of catalytic activity
is often achieved when a ‘‘pseudosub-
strate’’ sequence, located outside of the
kinase domain and containing the con-
sensus recognition sequence of a true
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peptide substrate lacking the phosphoryl
acceptor, interacts with the kinase domain
and thereby blocks or distorts the active
site. This form of autoinhibition is com-
mon among both the PTK and Ser/Thr
kinase families and serves as just one ex-
ample of the multiple layers of regulatory
constraint normally exerted on a protein
kinase in order to maintain a balance be-
tween the rate of cell-cycle progression
and cell death. Other important examples
of mechanisms capable of relieving the
autoinhibition of a protein kinase include
the role of protein–protein interactions
(both homo- and hetero-dimerization), and
activating ligands and/or second messen-
gers. Limiting the intensity/duration of
changes in protein phosphorylation are
protein phosphatases and a diverse array
of mechanisms controlling the biogenesis
and half-life of the protein kinase.

Our understanding of how multiple pro-
tein kinases normally function within a

signaling pathway has been derived largely
from studies focused on delineating im-
mediate upstream and downstream inter-
actions through gain- and loss-of-function
manipulations, arranging these interac-
tions into orderly and conditional cascades
of molecular events, and ultimately linking
cell surface receptors to an effector that is
capable of eliciting a biological response.
Analyses of such linear pathways have
provided valuable insights into the inter-
actions between components, both within
and between certain pathways.

Many of the genes that cause cancer
encode receptor PTKs (RTK), a subclass
of transmembrane-spanning receptor that
responds to certain extracellular cues (lig-
ands) with a disinhibition of their intrinsic
PTK activity. The cytoplasmic Ser/Thr
protein kinases Akt and Raf function intra-
cellularly as important points for the con-
vergence of many of the signals emanating
from these upstream oncogenic RTKs. A

Fig. 1 Interactions between Raf/MEK/ERK and PI3K/Akt pathways and sites of action of small
molecular weight signal transduction pathway inhibitors.
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typical graphic representation of such a
signaling network is shown in Figure 1,
encompassing Akt, Raf, and several in-
teractive signaling pathways regulating
the phosphorylation of its downstream
effectors, such as c-Myc, Elk, CREB, NF-
kappa B, and Forkhead. These phosphory-
lated proteins, in turn, mediate the effects
of Akt and Raf on gene transcription, and
on the proliferation, growth, differentia-
tion, and survival of the cell.

1.2
Genetic Rewiring of Signaling Circuits in
Cancer Cells

Most PTKs that have thus far been im-
plicated in cancer undergo mutations that
result in a loss of their normal autoin-
hibition of catalytic activity. In certain
signaling ‘‘cascades,’’ such as the mitogen-
activated protein (MAP) kinase pathway
(Fig. 1), this loss of repression would be
sufficient to trigger the constitutive ac-
tivation of all downstream components,
since the activity of MAP kinases is de-
pendent on activation of the upstream
kinase. However, the regulation of ki-
nase activity is generally more complex,
making it more difficult to predict how
the oncogenic deregulation of a given
kinase may contribute to cellular trans-
formation. For example, the activation
of 3-phosphoinositide-dependent protein
kinase-1 (PDK1) is not sufficient to in-
duce the phosphorylation of certain of its
downstream substrates (e.g. p70 ribosomal
S6 kinase). Rather, these substrate pro-
teins must first undergo conformational
rearrangements that render their PDK1
phosphorylation sites accessible to PDK1.
Such modes of substrate-directed regula-
tion are not frequently integrated into a
typical signaling diagram. A traditional
view of signaling networks provides a

valuable and empirical foundation for gen-
erating meaningful hypotheses pertaining
to the potential downstream effects that
a constitutively active (mutant) oncogenic
kinase might have within a network such
as that shown in Figure 1. However, these
predictions are often intuitive and can be
somewhat simplistic when applied to the
downstream effectors of a protein kinase
such as PDK1.

Systems biology and computational
modeling have now entered the field
of cell biology and are changing the
way scientists think about signaling net-
works in complex biological systems. A
goal of systems biology is to understand,
from a global perspective, the constel-
lation of biological behaviors that can
emerge from single/multiple mutations
within the components of a cell’s exten-
sive network of signaling modules. This
approach to interrogating cells, together
with high-throughput genomic and pro-
teomic screening approaches, promises to
lead to the identification of unexpected
‘‘cluster groups’’ of genes/proteins of sim-
ilar or related functions that are mutually
influenced by experimentally defined mu-
tational events. Though this approach
presents a formidable challenge, it con-
stitutes a major new frontier in the study
of signaling in cancer, and has gained
a significant degree of traction with the
recent identification of a limited and well-
characterized set of cancer genes encoding
signaling molecules.

1.3
Identification of Activating Mutations in
Cancer Genes Encoding Signaling
Molecules

Of the 291 genes recently included in a
comprehensive catalog of known human
cancer genes, 27 distinct genes encode
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kinase domain sequences (see Cancer
Genome Project: http://www.sanger.ac.
uk/CGP/). With the identification of each
of these mutated kinases, it will now
be possible to apply the principles of
systems biology to a global analysis of
how the introduction of each mutant
kinase alters cellular behavior, and to
exploit genomic and proteomic strategies
to extract responsive cluster groups. With
such an expansive inventory of new data,
computational modeling can then begin
to evaluate whether a specific combination
of mutations (‘‘hits’’) would be capable of
transforming a normal cell into a cancer
cell. The oncogenic themes likely to arise
from such an effort can be expected to
vary among cancers and according to the
sequence in which genetic mutations are
introduced within a given cell.

The success of the epidermal growth
factor receptor (EGFR) kinase inhibitor
gefitinib (Iressa) in the treatment of
non–small-cell lung cancer (NSCLC)
and the ABL kinase inhibitor imatinib
(Gleevec) in treating chronic myeloid
leukemia (CML) demonstrate the potential
for targeting specific activating mutations
in protein kinases that promote prolifera-
tive signals in cancer cells. However, it is
also now apparent that the effectiveness of
such treatments will be limited, and will
be critically dependent on identifying the
dominant genetic lesion responsible for ac-
tivating a given kinase in each malignancy,
and thereafter developing drugs to target
this Achilles’ heel. For example, only about
10 to 19% of patients with NSCLC respond
to treatment with Iressa, although a ma-
jority of these patients express the EGFR.
However, a subset of patients, represent-
ing ∼10% of lung cancers with tumors
positive for mutations clustered around
the ATP-binding pocket of the tyrosine
kinase domain, respond dramatically to

Iressa. Therefore, the patient’s response
to therapy will be dependent on correctly
matching a given kinase inhibitor to the
causal oncogenic event in each case. As
a prelude to this emerging effort, this ar-
ticle will describe each of the 27 protein
kinases known to be capable of function-
ing as dominant human cancer genes in
turn. We will describe the domain or-
ganization and normal function(s) of the
protein, its oncogenic alterations in cancer
and how this alters its activity, and iden-
tify the tumor/cancer types in which these
changes are most common. First, however,
we begin with an analysis of the canoni-
cal Ras/Raf/MEK/ERK pathway that is of
such importance in cancer cell signaling.

2
Ras/Raf/Mek/Erk Pathway

The Ras/Raf/MEK/ERK pathway is a cen-
tral signal transduction pathway, which
transmits signals from multiple cell sur-
face receptors to transcription factors in
the nucleus. This pathway is frequently
referred to as the MAP kinase pathway
because it can be stimulated by mitogens,
cytokines, and growth factors. The path-
way can be activated by Ras stimulating
the membrane translocation of Raf. This
pathway also interacts with many different
signal transduction pathways including
phosphatidylinositol 3-kinase (PI3K)/Akt
and Jak/STAT (See below).

2.1
Ras

Ras is a small GTP-binding protein,
which is the common upstream molecule
of several signaling pathways including
Raf/MEK/ERK, PI3K/Akt, and RalEGF/
Ral. The switch regions of the Ras proteins
are in part responsible for the switch
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between the inactive and active states of
the protein. Switching between these states
has been associated with conformational
changes in the switch regions, which
allows the binding of GTPase activating
proteins and guanine nucleotide exchange
factors. When Ras is active, GTP is
bound, whereas when Ras is inactive
GDP is bound. GTPases inactivate the
Ras proteins while guanine nucleotide
exchange factors activate the Ras proteins
by stimulating the removal of phosphate
from GTP or addition of GTP, respectively.

Different mutation frequencies have
been observed between Ras genes in hu-
man cancer. There are three different
Ras family members, Ha-Ras, Ki-Ras and
N-Ras. The Ras proteins show varying abil-
ities to activate the Raf/MEK/ERK and
PI3K/Akt cascades; Ki-Ras has been asso-
ciated with Raf/MEK/ERK while Ha-Ras
is associated with PI3K/Akt activation.
Amplification of Ras proto-oncogenes and
activating mutations that lead to the ex-
pression of constitutively active Ras pro-
teins are observed in approximately 30%
of all human cancers. The effects of Ras
on proliferation and tumorigenesis have
been documented in immortal cell lines.
However, antiproliferative responses of
oncogenic Ras have also been observed in
non-transformed fibroblasts, primary rat
Schwann cells, and primary fibroblast cells
of human and murine origins. This prema-
ture G1 arrest and subsequent senescence
is dependent on the Raf/MEK/ERK path-
way, and has been shown to be mediated
by many cell-cycle inhibitory molecules
including p15Ink4b/p16Ink4a and p21Cip1.

2.2
Raf

The Raf protein family consists of A-Raf,
B-Raf, and Raf-1, which are involved in the

regulation of proliferation, differentiation,
and apoptosis, induced after cytokine
stimulation. The Raf proteins have three
distinct functional domains: CR1, CR2,
and CR3. The CR1 domain is necessary
for Ras binding and subsequent activation.
The CR2 domain is a regulatory domain.
CR3 is the kinase domain. Deletion of
the CR1 and CR2 domains produces a
constitutively active Raf protein due, in
part, to the removal of phosphorylation
sites, which serve to negatively regulate
the kinase in the CR2 domain.

The A-Raf gene is located on the X
chromosome in humans and produces a
68-kDa protein. The highest level of A-Raf
expression in the adult is in the urogenital
tract. A-Raf deletion results in postnatal
lethality, attributed to neurological and
gastrointestinal defects. The role of A-Raf
has remained elusive. A-Raf is the weak-
est Raf kinase in terms of activation of
ERK activity. ERK activation occurs in A-
Raf knock-out mice indicating that other
Raf isoforms can compensate for this de-
ficiency. Some studies have indicated that
A-Raf has an important role in stimu-
lating the growth of hematopoietic cells.
Moreover, we have observed that overex-
pression of activated A-Raf will abrogate
the cytokine-dependence of hematopoi-
etic cells.

The B-Raf gene is located on chro-
mosome 7q34. B-Raf encodes a 94-kDa
protein. The highest expression of B-Raf is
in the testes and neuronal tissue. The B-Raf
gene produces splice variants, the physi-
ological roles of which have not yet been
elucidated. The loss of B-Raf expression in
mice results in intrauterine death between
days 10.5 and 12.5. The B-Raf knock-out
mouse embryo displays enlarged blood
vessels and increased apoptosis of dif-
ferentiated endothelial cells. This is an
indication that Raf kinases can regulate
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apoptosis. B-Raf and Raf-1 activity are neg-
atively regulated by Akt phosphorylation.
Akt also has other effects on the presenta-
tion of apoptosis, and will be discussed in
more detail later. In contrast, other studies
have shown that overexpression of B-Raf in
Rat-1 cells results in decreased apoptosis
because of inhibition of caspase activity.
Historically, B-Raf is the strongest Raf in
terms of induction of MEK activity, as de-
termined by in vitro kinase assays. B-Raf
activation is different from either Raf-1
or A-Raf activation; it requires the phos-
phorylation of only one regulatory residue,
whereas activation of Raf-1 and A-Raf re-
quire two phosphorylation events. B-Raf
is also regulated by Akt and the serum
glucocorticoid regulated kinase (SGK). Re-
cently it has been shown that B-Raf may be
required in the activation of Raf-1, and that
B-Raf and Raf-1 may be induced at differ-
ent times following stimulation. Moreover,
the three different Raf proteins may have
different subcellular pools, and Raf-1 and
A-Raf may be localized, in some cases, to
the mitochondrion. The roles of B-Raf in
human neoplasia will be discussed later.

The Raf-1 gene is located on chromo-
some 3p25 and produces a 74-kDa protein.
The Raf-1 proto-oncogene was the first
Raf gene to be cloned. It is the cellular
homolog of v-Raf contained in the natu-
rally occurring acute retrovirus 3611-MSV.
Raf-1 is ubiquitously expressed in adult
tissues with highest expression in mus-
cle, cerebellum, and fetal brain. It is the
most studied Raf isoform. A dominant-
negative version of Raf-1 inhibits Ha-
Ras-induced transformation and tumor
formation. Raf-1 has important roles in
apoptosis as it phosphorylates and in-
activates Bad. Raf-1 phosphorylates and
co-immunoprecipitates with Bcl-2 and also
regulates Bag and Bad expression, in
BCR/ABL expressing cells. Recently, Raf-1

has been proposed to have roles indepen-
dent of MEK/ERK that are often involved in
regulating cell-cycle progression and apop-
tosis. These new roles for Raf-1 will be
discussed below.

The activation of the three Raf isoforms
is complex and not totally understood.
Ras is known to activate B-Raf indepen-
dently of Src activity while Raf-1 and A-Raf
require an Src-like kinase for complete
activation. An Src-like kinase phospho-
rylates Tyr340 and Tyr341 on Raf-1 and
Tyr301 and Tyr302 on A-Raf, which are not
present in B-Raf. B-Raf contains aspartic
acid at the corresponding residues. Aspar-
tic acid residues are negatively charged
and are believed to confer a constitutively
active configuration at this site. B-Raf is
constitutively phosphorylated on Ser445
(a site equivalent to Ser338 in Raf-1),
which is phosphorylated as a result of
Ras activation. The Ras binding domains
of B-Raf and Raf-1 have a greater affin-
ity for Ras than A-Raf. This suggests
that A-Raf may have a primary activator
other than Ras. Phosphorylation of the
activation loop of Raf-1 and B-Raf is nec-
essary, but not sufficient, for activation.
The deletion or mutation of inhibitory
phosphorylation sites present at certain
residues by site-directed mutagenesis acti-
vates Raf proteins. Akt also phosphorylates
Raf-1 at Ser259, which has been associated
with inhibition of Raf-1 activity.

Several protein kinases are known to
regulate Raf-1 activity. cAMP-dependent
protein kinase inhibits Raf-1. cAMP acti-
vates PKA, resulting in phosphorylation of
Raf-1 on Ser43 and Ser621, and inhibiting
Raf-1 activity. This contrasts with B-Raf
activation in response to cAMP-dependent
protein kinase. Raf-1 is activated through
p21Cip1-associated protein. Activation of
conventional protein kinase C isoforms
(α, β, and γ ) stimulates Raf-1 activity in
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a baculovirus system. Protein kinase Cε is
associated with c-N-Ras and Raf-1 and is
necessary for activation of Raf-1 by phor-
bol 12myristate 13acetate in fibroblasts.
RKIP, a Raf-1-interacting protein, inhibits
Raf-1 activation of MEK1. 14-3-3 proteins
are known to bind Raf. The interaction
of 14-3-3 proteins with phosphorylated
Ser259 and Ser621 inhibits Raf-1. Protein
phosphatase 2A can remove the phosphate
on Ser259, allowing Raf to become disas-
sociated from 14-3-3. This allows Raf-1 to
assume a conformation in which it can be
phosophorylated and activated by other ki-
nases including p21Cip1-associated protein
and Src family kinases.

Raf-1 was originally characterized as
phosphorylating MEK1, but B-Raf is the
primary MEK1 activator in bovine brain
extracts, NIH 3T3 cells, PC12 cells and
other cells. Raf-dependent activation of
p90 ribosomal S6 kinase (p90Rsk) and
NF-κB are activated by an Raf-1 mutant,
which no longer binds or phosphory-
lates MEK1. This suggests that Raf-1 has
physiological substrates other than MEK1.
Recently, the possible roles of Raf-1 in the
Raf/MEK/ERK signal transduction path-
way have become a matter of controversy
due to the discovery that B-Raf is the more
potent activator of MEK and that many
of the ‘‘functions’’ of Raf-1 still persist in
Raf-1 knock-out mice, but not in B-Raf
knock-out mice. Raf-1 has been postulated
to have important roles in cell-cycle pro-
gression, activation of the p53 and NF-κB
transcription factors, and the prevention
of apoptosis. Raf-1 has been postulated to
have nonenzymatic functions and serve as
a docking protein. Raf-1 has been proposed
to have important functions at the mito-
chondrial membrane. Interestingly, it has
been shown that Bcr-Abl (see Sect. 3.1.2)
may interact with Raf-1 to alter the dis-
tribution of Bag at the mitochondrial

membrane and hence regulate (prevent)
apoptosis in hematopoietic cells.

Recently, the mechanism of B-Raf reg-
ulation has been more intensively investi-
gated. B-Raf activation may occur through
the GTP-binding protein Rap-1, which
is in turn activated by RA-guanine nu-
cleotide exchange factor-1 and Src. cAMP-
dependent protein kinase may activate Src
in some cells, resulting in Rap-1 activa-
tion. There are three regulatory residues
on B-Raf – Ser444, Thr598, and Ser601.
The Ser/Thr kinases that phosphorylate
these residues are not known. Activated
B-Raf can interact with Ras, which in turn
results in the activation of Raf-1. B-Raf
can activate MEK, which results in the ac-
tivation of ERK and downstream kinases
and transcription factors. Rheb and 14-
3-3 proteins can bind and inhibit B-Raf
activity. B-Raf can also be negatively af-
fected by phosphorylation by either SGK
or Akt. Akt has been shown to phospho-
rylate B-Raf on three residues – Ser364,
Ser428, and Thr439 (see below). However,
Akt may have greater affinity for other
substrates besides B-Raf. SGK has been
proposed to be a more relevant kinase for
regulating B-Raf through phosphorylation
of Ser364. B-Raf may also activate Raf-1 via
Ras-GTP. While Rap-1 activates B-Raf, it
may also serve to inactivate Raf-1. Thus the
pathways for activation and inactivation of
B-Raf and Raf-1 are complex, and may at
times appear contradictory.

2.3
Mek

MEK proteins are the primary downstream
targets of Raf. The MEK family of genes
consists of five genes: MEK1, MEK2,
MEK3, MEK4, and MEK5. This family of
dual specificity kinases has both Ser/Thr
and Tyr kinase activity. The structure
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of MEK consists of an amino-terminal
negative regulatory domain and a carboxy-
terminal MAP kinase-binding domain that
is necessary for binding and activation of
ERKs. Deletion of the regulatory MEK1
domain results in constitutive MEK1 and
ERK activation.

MEK1 is a 393 amino acid protein with
a molecular weight of 44 kDa. MEK1 is
modestly expressed in embryonic devel-
opment and is elevated in adult tissue,
with the highest levels detected in brain
tissue. Knock out of functional MEK1
results in lethality due to placental vascu-
larization problems. Mice with dominant-
negative MEK1 have also been generated;
these mice were viable although defects
in T-cell development occurred. MEK1
requires phosphorylation of Ser218 and
Ser222 for activation. The substitution of
these residues with aspartate or glutamic
acid led to an increase in activity and
foci formation in NIH3T3 cells. Mutated
MEK1 constructs demonstrate that the
activation of ERK does not require a func-
tional MEK1 kinase domain. Replacement
of the amino-terminus of MEK1 with the
hormone-binding domain of the estrogen
receptor produces a construct with kinase
activity responsive to the presence of estro-
gen analogs. This construct is an invalu-
able tool in research into MEK1 signaling.
Studies with this construct demonstrated
that activated MEK1 could abrogate the
cytokine dependency of certain hematopoi-
etic cells. Constitutive activity of MEK1 in
primary cell culture promotes senescence
and induces p53 and p16INK4a, whereas
the opposite was observed in immortalized
cells or cells lacking either p53 or p16INK4a.
Constitutive activity of MEK1 inhibits NF-
κB transcription, by negatively regulating
p38MAPK activity. Pharmaceutical compa-
nies have developed inhibitors of MEK.
The two most widely used are U0126 and

PD98059, because they are commercially
available. These two inhibitors have IC50s
of 70 nM and 2 µM, respectively. PD98059
inhibits activation, while U0126 inhibits
activity. Thus, these two inhibitors have a
noncompetitive mechanism of inhibiting
ERK activity.

2.4
Erk

The main physiological substrates of MEK
are the members of the ERK (extracellular
signal regulated kinase), or MAP kinase,
family of genes. The ERK family consists
of four distinct groups of kinases: ERK,
Jun amino-terminal kinases (JNK1/2/3),
p38MAPK (p38 α/β/γ /δ), and ERK5. In
addition, there are ERK3, ERK4, ERK6,
ERK7, and ERK8 kinases, which are related
to ERK1 and ERK2, but have different
modes of activation, with biochemical
roles that are not as well characterized.
The ERK 1 and 2 proteins are the most
studied with regards to Raf signaling in
hematopoietic cells.

ERK1 and ERK2 encode 42 and 44 kDa
proteins, respectively. These proteins were
originally isolated by their ability to
phosphorylate microtubule-associated pro-
tein 2. ERKs are activated through dual
phosphorylation of threonine and tyro-
sine residues by MEK1 kinases. This
dual phosphorylation activates ERK; how-
ever, ERK activity is downregulated by
serine/threonine phosphatases, tyrosine
phosphatases, or dual specificity phos-
phatases. ERK dimerization occurs sub-
sequent to phosphorylation. This dimer-
ization maintains the activation of ERK
and promotes nuclear localization of the
protein. Activated ERK preferentially phos-
phorylates serine/threonine residues pre-
ceding a proline.
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Mice lacking ERK1 have defective T-cell
development, similar to transgenic mice
containing a dominant-negative MEK1.
Recently, different roles have been sug-
gested for ERK1 and ERK2. While these
two proteins are often detected at similar
levels, their expression patterns may
change. ERK1 has been postulated to in-
hibit ERK2 expression. Increased ERK2
activity is associated with cell proliferation.
Interestingly, ERK1 has been associated
with cognitive brain functions includ-
ing learning.

2.5
Roles of the Ras/Raf/Mek/Erk Pathway in
Neoplasia

Mutations at three different Ras codons
(12, 13, and 61) convert Ras into a con-
stitutively active protein. These point mu-
tations can be induced by environmental
mutagens. Given the high level of mu-
tations that have been detected at Ras,
this pathway has always been considered
a key target for therapeutic intervention.
Approximately 30% of human cancers
have Ras mutations. Ras mutations are
frequently observed in certain hematopoi-
etic malignancies including myelodysplas-
tic syndromes, juvenile myelomonocytic
leukemia, and acute myeloid leukemia.
Ras mutations are often one step in tu-
mor progression and mutations at other
genes (chromosomal translocations, gene
amplification, and tumor suppressor gene
inactivation) have to occur for a com-
plete malignant phenotype to be man-
ifested. Pharmaceutical companies have
developed many farnesyl transferase in-
hibitors, which suppress the farnesylation
of Ras, preventing it from localizing to the
cell membrane.

As stated previously, there are three dif-
ferent Ras genes – Ki-Ras, Ha-Ras, and

N-Ras. The biochemical differences be-
tween these Ras proteins have remained
elusive. Ki-Ras mutations have been more
frequently detected in human neoplasia
than Ha-Ras mutations. Ras has been
shown to activate both the Raf/MEK/ERK
and the PI3K/Akt pathways. Thus, muta-
tions at Ras should theoretically activate
both pathways simultaneously. Ras mu-
tations have a key role in malignant
transformation as both of these pathways
can prevent apoptosis as well as regu-
late cell-cycle progression. Recently it was
shown that there is specificity in terms
of the ability of Ki-Ras and Ha-Ras to
induce the Raf/MEK/ERK and PI3K/Akt
pathways. Ki-Ras preferentially activates
the Raf/MEK/ERK pathway, while Ha-Ras
preferentially activates the PI3K/Akt path-
way. Therefore, if Ras inhibitors could be
developed which would specifically inhibit
one particular Ras protein, it might be
possible to inhibit one of the downstream
pathways. This might, under certain cir-
cumstances, be advantageous. Further-
more, decreases in ERK expression may
affect differentiation responses. Thus in
certain tumors, one might desire to inhibit
the effects that Ras has on the PI3K/Akt
pathway as opposed to the effects it has on
Raf. Targeting of Ha-Ras as opposed to Ki-
Ras might inhibit apoptosis suppression
by Ha-Ras, but not the effects Ki-Ras has on
cell-cycle progression and differentiation.

Overexpression of the Raf/MEK/ERK
cascade has been frequently observed in
human neoplasia. A prime consequence
of this activation may be the increased
expression of growth factors, which can
potentially further activate this cascade
by an autocrine loop. Many cytokine and
growth factor genes contain transcription
factor binding sites, which are bound by
transcription factors (Ets, Elk, Jun, Fos,
CREB) that are often activated by the
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Raf/MEK/ERK cascade. Identification of
the mechanisms responsible for activa-
tion of this cascade has remained elusive.
Genetic mutations at Raf, MEK, or ERK
were thought to be relatively rare in hu-
man neoplasia. For many years, numerous
scientists were of the opinion that the ac-
tivation of the Raf/MEK/ERK cascade was
mainly due to mutations at Ras, and hence
studies aimed at elucidating the mecha-
nisms of Ras activation were launched.

While mutations at the Raf gene in hu-
man neoplasia have been detected, they
have not until recently gained the clini-
cal importance that Ras mutations readily
achieved. Because of more innovative,
high-throughput DNA sequencing, scien-
tists have recently discovered that the B-Raf
gene is frequently mutated in certain
cancers including hematopoietic tumors.
Approximately 60% of the melanomas sur-
veyed in one study were observed to have
mutations at B-Raf (see Sect. 3.2.1). This
result provides relevance to the investi-
gation of signal transduction pathways
because, by understanding how B-Raf is
activated, one Ras-dependent and one Ras-
independent event, scientists could predict
why a single missense mutation in B-Raf
permitted ligand-independent activation,
whereas in similar mutation events it could
not be predicted whether the mutation
events would result in either Raf-1 or A-
Raf activation, as they requires multiple
activation events. Interestingly, in 22 tu-
mors (melanomas, colorectal, and NSCLC
tumors) that were examined, there were
10 with mutations at B-Raf and 10 with
mutations at Ras. Out of these two tumors
had mutations at B-Raf and Ras; two did
not have mutations at either gene. Thus
B-Raf transformation does not appear to
require Ras, and many tumors had mu-
tations at one or the other, but not both,
genes. Recently, it has been suggested that

B-Raf mutations occur during the process
of progression of the tumor, and not dur-
ing the establishment of the tumor. This
was suggested by analysis of B-Raf mu-
tations in different developmental stages
of melanomas.

Raf inhibitors have been developed and
some are being used in clinical trials. Raf-1
has at least 13 regulatory phosphorylation
residues. This makes inhibition of Raf ac-
tivity difficult, as certain phosphorylation
events stimulate Raf activity while oth-
ers inhibit and promote Raf association
with 14-3-3 proteins, rendering it inactive
though present in the cytoplasm. Certain
Raf inhibitors were developed which in-
hibit the Raf kinase activity as determined
by assays with purified Raf proteins and
substrates (e.g. MEK). Some Raf inhibitors
may affect a single Raf isoform (e.g. Raf-
1), others may affect Raf proteins, which
are more similar (Raf-1 and A-Raf), while
other Raf inhibitors may affect all three
Raf proteins (Raf-1, A-Raf and B-Raf). We
have observed that the L-779,450 inhibitor
suppresses the effects of A-Raf and Raf-
1 more than those of B-Raf. Knowledge
of the particular Raf gene that is mu-
tated or overexpressed in certain tumors
may provide critical information for plan-
ning treatment for the patient. Inhibition
of certain Raf genes might prove to be
beneficial, while inhibition of other Raf
genes under certain circumstances might
prove detrimental. Thus, the development
of unique Raf inhibitors may prove useful
in human cancer therapy.

Activation of Raf is complex and re-
quires numerous phosphorylation and
dephosphorylation events. Prevention of
Raf activation by targeting kinases (e.g.
Src or Akt) and phosphatases involved
in Raf activation may be a mecha-
nism to inhibit/regulate Raf activity. It
is worth noting that some of these
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kinases normally inhibit Raf activation
(e.g. Akt). A major limitation of this
approach would be the specificities of
these kinases and phosphatases. Inhibit-
ing these kinases/phosphatases could re-
sult in activation or inactivation of other
proteins and would have other effects on
cell physiology.

Dimerization of Raf proteins is critical
for their activity. We often think of a single
Raf protein carrying out its biochemical ac-
tivity. However, Raf proteins dimerize with
themselves and other Raf isoforms to be-
come active. Drugs such as coumermycin,
which inhibit Raf dimerization, and oth-
ers such as geldanmycin, which prevent
interaction of Raf with 14-3-3 proteins,
suppress Raf activity. Various Raf iso-
forms may dimerize and result in chimeric
molecules, which may have different bio-
chemical activities. Little is known about
the heterodimerization of Raf proteins.

Downstream of Raf lies MEK. Currently,
it is believed that MEK1 is not frequently
mutated in human cancer. However, aber-
rant expression of MEK1 has been detected
in many different types of cancer, and
mutated forms of MEK1 will transform
fibroblast, hematopoietic, and other cell
types. Useful inhibitors to MEK have been
developed, which display high degrees of
specificity. The successful development of
MEK inhibitors may be due to the rela-
tively few phosphorylation sites on MEK
involved in activation/inactivation. MEK
inhibitors are in clinical trials.

Downstream of MEK lies ERK. To
our knowledge no small-molecular-weight
ERK inhibitors have been developed yet.
However, inhibitors to ERK could prove
very useful as ERK can phosphorylate
many targets (Rsk, c-Myc, Elk, etc.), which
have growth-promoting effects. There are
at least 2 ERK molecules regulated by
the Raf/MEK/ERK cascade, ERK1 and

ERK2. Little is known about the different
in vivo targets of ERK1 and ERK2.
However, ERK2 has been postulated to
have pro-proliferative effects while ERK1
has antiproliferative effects. Development
of specific inhibitors to ERK1 and ERK2
might eventually prove useful in the
treatment of certain diseases.

The MAP kinase phosphatase-1
(DUSP1) removes the phosphates from
ERK. MAP kinase phosphatase-1 is
mutated in certain tumors and could be
considered to be a tumor suppressor gene.
An inhibitor to this phosphatase has been
developed (Ro-31-8220).

3
Protein Kinases Encoded by Cancer Genes

3.1
Protein-tyrosine Kinase Family

3.1.1 Receptor Protein-tyrosine Kinase
Subfamily
More than half (55%) of the protein kinases
included in the current census of human
cancer genes are RTKs. Somatic chromo-
somal translocations that result in the
fusion of a given tyrosine kinase domain of
one gene with the regulatory region of an-
other unrelated gene are most common.
In many instances, a number of differ-
ent genes will form chimeric transcripts
with the same RTK gene. Generally, the
fusion proteins encoded by these translo-
cated cancer genes phosphorylate their
protein substrates in a ligand-independent
manner. Such mutations are often found
in lymphomas, leukemia, epithelial neo-
plasms, and solid tumors.

ALK The anaplastic lymphoma kinase
(ALK) gene, located on human chromo-
some 2p23, is expressed only in the
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small intestine, testis, and brain, and
encodes a Type Ia membrane protein
(carboxy-terminal kinase domain oriented
intracellularly) with a glycosylated amino-
terminal extracellular region that binds
the ligands pleiotrophin and midkine.
Ligand-binding specificity is dependent on
two cysteine-rich clusters that are adja-
cent to the major ligand-binding domain.
The extracellular domain of ALK also con-
tains a low-density lipoprotein-A module,
suggesting that ALK may also interact
with low-density lipoproteins. Other mo-
tifs present in the extracellular domain
include a glycine-rich patch and MAM do-
main (Meprin/A-5/protein-tyrosine phos-
phatase Mu), which may play a role in
mediating certain cell–cell interactions.
Like other RTKs, discussed below, tyro-
sine residues in the intracellular domain
of ALK regulate its intrinsic kinase activity,
and provide phosphorylation-dependent
recruitment sites for the Src homology
2 (SH-2) domains of various adapter pro-
teins and enzymes that propagate intracel-
lular signaling cascades. For ALK, these
include the insulin receptor substrate-
1, Shc protein, and phospholipase C-γ .
The adapter protein Shc forms complexes
with GRB2 (growth factor receptor-bound
protein 2) and the Son of Sevenless pro-
tein to activate the Ras/Raf/MEK/ERK
signaling cascade (Fig. 1). Although ALK-
deficient mice do not display any marked
developmental defects, the drosophila ho-
molog (i.e. DAlk) is required for normal
development of the gut musculature. A
common feature among all ALK chimeric
proteins is the presence of an oligomer-
ization domain in the partner protein
and oligomerization-mediated kinase ac-
tivation. Although the intracellular lo-
calization of these fusion proteins are
predominantly determined by the amino-
terminal fusion partner, all fusion proteins

result in aberrant activation of multiple
downstream signaling cascades that are
responsible for cellular transformation.
Approximately half the non-Hodgkin’s
lymphomas classified as anaplastic large-
cell lymphomas (ALCL) are associated with
a common somatic chromosomal translo-
cation, t(2;5)(p23;q35). This chimeric gene
encodes an oncogenic fusion protein com-
prised of the complete cytosolic and kinase
domains of ALK joined to the amino-
terminal 117 amino acid residues of
the nucleolar phosphoprotein nucleophos-
min. The transforming activity of the
fusion protein (nucleophosmin-ALK) re-
quires the activation of its kinase function,
a result of the oligomerization mediated
by the nucleophosmin segment. Although
less common, other ALK fusion partners
include TPM3, TFGxl, TFGs, ATIC, CLTC,
MSN, TPM4, MyH9, RANBP2, ALO17,
and CARS. Constitutive ALK signaling
activates pathways that either enhance
proliferation or target the PI3K/Akt sur-
vival pathway. Proliferation is enhanced
by activation of the MAP kinase path-
way through Ras or phospholipase C-γ
(PLC-γ ). PLC-γ -mediated hydrolysis of
membrane phospholipids produces local-
ized increases in inositol triphosphate and
diacyglycerol, which, in turn, stimulate the
release of Ca2+ from intracellular stores
and the activity of the Ser/Thr protein ki-
nase C. Although the precise nature of
the interaction between PI3K and ALK is
unknown, a potential complex includes
nucleophosmin-ALK and the regulatory
p85 subunit of PI3K with GAB2, Shc,
and/or CrkL, an interaction recently iden-
tified in the human Karpass 299 cell line.

EGFRs The EGFR subfamily of RTKs en-
compasses four closely related receptors,
EGFR (also known as ErbB-1 or HER1),
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ErbB-2 (HER2), ErbB-3 (HER3), and ErbB-
4 (HER4), which drive proliferation, dif-
ferentiation, survival, and cell motility. Of
these, EGFR and ErbB-2, located on chro-
mosomes 7p12 and 17q21, respectively, are
best characterized for their role in human
cancers. EGFRs are comprised of an extra-
cellular domain (containing two receptor
ligand-binding domains and a furin-like
domain), a transmembrane region, and
the cytoplasmic domain (containing the
catalytic kinase domain). EGFR signaling
is normally triggered by the binding of its
natural ligand, such as EGF, betacellulin,
heparin-binding EGF, and transforming
growth factor-α. These EGFR ligands are
all membrane-bound proteins containing
one or more EGF-like motifs that inter-
act with the receptor. Members of the
EGFR subfamily are capable of forming
as many as 10 different homodimers and
heterodimers when occupied by an ap-
propriate ligand and the affinity of each
EGFR combination differs for each lig-
and. For example, an EGFR homodimer
binds EGF, betacellulin, and heparin-
binding EGF with about the same affinity,
whereas an ErbB2:3 heterodimer prefer-
entially binds the heregulin β isoform
versus the heregulin α isoform. Receptor
dimerization initiates the transphosphory-
lation of the PTK activation loop, which is
required for optimal kinase function. Mul-
tiple tyrosine residues in the cytoplasmic
tail are also phosphorylated, permitting the
recruitment of adapter signaling proteins.
Adapter proteins containing SH-2 do-
mains recognize and bind phosphorylated
Tyr residues and feed into signaling path-
ways including the Ras/Raf/MEK/ERK,
PI3K/Akt, and PLCγ /PKC pathways. The
result is the activation of proliferative
and cell-survival signals. Potential biolog-
ical responses are complex and diverse,

depending upon receptor composition, lig-
and identity, and duration of signaling.
The EGFR (ErbB-1) and ErbB-2 genes are
commonly amplified, rearranged, or mu-
tated in many human cancers, including
head and neck cancer, NSCLC, breast can-
cer, and gliomas. For example, EGFR is
overexpressed in 40to 80% of NSCLCs. As
discussed above (see Sect. 1.3), however,
only a subset of these patients responds
to the EGFR kinase inhibitor Iressa.
Therefore, overexpression by itself is not
sufficient to predict responses, and the
evidence suggests that activating muta-
tions are also required. In NSCLC, these
activating mutations are somatic and clus-
tered around the ATP-binding pocket of
the EGFR catalytic domain. All mutations
are heterozygous and consist either of
small, in-frame deletions, or amino acid
substitutions within exons 17 to 19. Impor-
tantly, these mutations lead to increased
responsiveness to EGF and also confer
susceptibility to the inhibitor Iressa. In
contrast, rearrangements within the ex-
tracellular domain of EGFR are common
in gliomas and colorectal cancer, and
are associated with kinase activation. A
number of monoclonal antibodies target-
ing the extracellular ligand-binding region
(e.g. cetuximab) have been developed to
specifically block such mutant EGFRs. The
erbB-2 gene is amplified in 20 to 30% of
breast and ovarian cancers. ErbB-2 does
not directly bind to ligands and yet its over-
expression promotes oncogenesis through
decreases in attenuation pathways and
signal potentiation. ErbB-2 amplifies sig-
naling indirectly by increasing the ligand
affinity of its heterodimeric binding part-
ners (i.e. EGFR, ErbB-3, and ErbB-4) and
prolonging the surface expression of these
RTKs by slowing their rate of internaliza-
tion. In addition, ErbB-2 enhances EGFR
recycling and reduces lysosomal targeting.
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FGFRs The fibroblast growth factor re-
ceptor (FGFR) family is comprised of four
high-affinity RTKs (FGFR1-4) that share
several structural features in common, in-
cluding two or three immunoglobulin-like
domains and an acidic box in their amino-
terminal extracellular domains, a single
transmembrane domain, and an intracel-
lular PTK domain split by a short (14 amino
acid) insertion. While three of these RTKs
have now been classified as cancer genes
(fgfr1–3), the fourth (fgfr4) is also known to
be overexpressed in mammary and ovarian
carcinomas. The chromosomal locations
of the fgfr1-fgfr3 genes are 8p11.2, 10q26,
and 4p16.3, respectively. Distinct FGFR
mutations have been shown to mediate
a variety of autosomal disorders of bone
growth and embryonic development and
a discussion of each would be beyond
the scope of the present article. However,
it is important to note that the majority
of mutant FGFRs identified to date pos-
sess elevated PTK activity relative to their
wild-type counterparts, resulting in ligand-
independent activation. While mutations
in the extracellular domain of FGFRs have
been associated with dwarfism, Pfeiffer
syndrome, and other developmental ab-
normalities, the most common mutations
associated with human cancer involve a
subset of acquired (somatic) translocations
that target chromosome band 8p11 (fgfr1),
and will serve as an instructive example of
how the constitutive activation of FGFRs
might contribute to oncogenesis. Crystal
structures of an inactive FGFR1 reveal that
the activation loop normally occludes sub-
strate tyrosine binding to the catalytic site.
In solution, equilibrium exists between
this inactive conformation (called cis inhi-
bition) and the active loop conformation.
The family of fibroblastic growth factors
(FGFs) capable of activating the FGFRs
includes at least 24 members sharing 30

to 50% amino acid sequence homology,
and are designated FGF-1 through FGF-24.
Certain FGF family members are consid-
ered to be oncogenic (e.g. FGF-3, FGF-4,
FGF-5, and FGF-6) and all have been impli-
cated in the control of a variety of biological
processes. In response to ligand occu-
pancy, FGFRs undergo a ligand-induced
conformational shift that promotes dimer-
ization and transphosphorylation of ty-
rosine residues in the activation loops
of the binding partner. This leads to a
movement of the activation loop away
from the catalytic site that permits sub-
strate access, while transphosphorylation
provides binding sites for recruitment
of signal transducers and activators of
transcription (STATs) via their SH-2 do-
mains. In acute myelogenous leukemia,
chromosomal rearrangements lead to a
fusion between the ZNF198 mRNA at
exon 17 and FGFR1 at exon 9, contain-
ing the kinase domain. ZNF198 is a widely
expressed gene that encodes a 155-kDa
protein with five Zn finger–related mo-
tifs (known as MYM domains) that are
retained in the ZNF198-FGFR1 chimeric
protein. ZNF198-FGFR1 has constitutive
PTK activity and is thought to rely on
STAT5 activation in the transformation
of hemopoietic cells. FGFR1 phosphoryla-
tion of STAT5 promotes dimerization, and
dimeric STATs are exported to the nucleus,
where these latent transcription factors
associate with the promoters of early re-
sponse genes such as c-fos, c-jun, and c-myc
and initiate transcription of cell-cycle reg-
ulatory genes. FGFRs are mitogenic for
endothelial cells and play a significant role
in angiogenesis by stimulating the produc-
tion and release of agents that break down
basement membranes.

FLT3 FMS-like tyrosine kinase 3 (FLT3)
is a member of the platelet-derived growth
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factor receptor (PDGFR) family and is lo-
cated on human chromosome 13q12. Four
of the five members of the PDGFR gene
family are regarded as authentic cancer
genes. These include KIT and the PDGRs
type A (PDGFRA) and PDGFR type B, in
addition to FLT3. FLT3 contains five extra-
cellular ligand-binding immunoglobulin-
like (Ig) domains and a cytoplasmic split
tyrosine kinase motif. FLT3 is expressed in
hematopoietic cells, placenta, gonads, and
brain. The ligand for FLT3 is a hematopoi-
etic growth factor termed FL (Flt3 ligand).
The fl gene encodes a transmembrane
protein, but alternative splicing can re-
sult in the generation of a soluble form
of the FLT3 ligand. Flt3 binds both the
membrane-bound and soluble forms of FL.
FL binding activates tyrosine kinase activ-
ity and stimulates proliferation. Although
FL does not efficiently induce prolifer-
ation of normal cells by itself, it does
reinforce signaling via other growth fac-
tor receptors. FLT3 deficient mice develop
normally, although they possess specific
deficiencies in primitive B-lymphoid pro-
genitors, and FLT−/− stem cells are im-
paired in their ability to reconstitute T
cells and myeloid cells when transplanted
into bone marrow. Thus, FLT3 signal-
ing is critical for normal development
of stem cells and B cells. FLT3 signaling
is mediated by phosphorylation-dependent
interactions between its carboxy-terminal
cytoplasmic tail and enzymes and adapter
proteins, such as the regulatory p85 sub-
unit of PI3K, RAS/GTPase activating
protein, PLC-γ , Shc, and GRB2. The ac-
tivity of FLT3 is normally autoinhibited
by intramolecular interactions between
the cytosolic juxtamembrane domain and
kinase domain, preventing ATP and sub-
strate from binding to the activation loop.
Although FLT3 is not normally expressed
in mature hematopoietic cells, somatic

mutants of the flt3 gene are frequently
expressed in hematological malignancies.
Examples include FLT3 expression in 70%
of acute myelogenous leukemias, about
30% of acute lymphoblastic leukemias
(ALL), and some CML cases in lymphoid
blast crisis. Although a number of different
activating mutations of the flt3 gene have
been documented, two types are by far the
most common. Small tandem duplications
of amino acids within the juxtamembrane
domain and point mutations within the
activation loop occur in 24 and 7% of acute
myelogenous leukemia patients, respec-
tively. Although duplications within the
juxtamembrane domain are highly vari-
able, each is thought to move this cytosolic
domain away from the activation loop, trig-
gering kinase activity. Point mutations of
the nucleotides encoding Asp835, within
the FLT3 activation loop, similarly dis-
rupt the autoinhibition of kinase activity.
Since FLT3 mutations tend to be associ-
ated with a poor prognosis in leukemia,
it is thought that mutant FLT3 may co-
operate with other leukemia oncogenes to
confer a more aggressive phenotype of this
disease.

KIT The proto-oncogene c-kit, located on
human chromosome 4q12, encodes the
stem cell growth factor (SCF) receptor
KIT/SCFR, a human homolog of the v-
kit Hardy-Zuckerman 4 feline sarcoma
viral oncogene. The domain organization
of KIT has been conserved by all mem-
bers of the PDGFR family of glycosylated,
single-pass transmembrane proteins con-
taining five extracellular immunoglobulin-
like domains and a split intracellular PTK
domain. The cytosolic juxtamembrane re-
gion appears to provide a crucial level of
KIT autoinhibition, as mutations within
this region are often associated with consti-
tutive, ligand-independent, kinase activity.
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The importance of this receptor in normal
hematopoiesis and melanogenesis was es-
tablished by the finding that naturally
occurring germline loss-of-function mu-
tations result in developmental defects in
both processes. In a normal cell, KIT ac-
tivation stimulates the proliferation and
differentiation of cells such as hematopoi-
etic stem cells, mast cells, and germ cells
through the canonical RTK pathway; that
is, SCF binding initiates KIT dimeriza-
tion and the transphosphorylation of the
dimeric KIT subunits. These phosphotyro-
sine residues enable the docking of SH-2
domain–containing signaling molecules
including GRB2, SHP-1 (a protein-tyrosine
phosphatase expressed in hematopoietic
cells), and members of the Src family
of cytosolic tyrosine kinases. The dephos-
phorylation of KIT by SHP-1 functionally
limits the activity of this RTK and the
half-life of the receptor is limited by
the adapter protein APS, which promotes
ubiquitin-mediated degradation of KIT
through the recruitment of E3 ubiquitin
ligase c-Cbl. Thus, both SHP-1 and APS
may function as tumor suppressors for
KIT-induced malignancies. Downstream
of KIT, PI3K-dependent activation of Akt
and the phosphorylation/inactivation of
the proapoptotic protein Bad appear to be
crucial mediators of KIT-induced cellular
transformation. More than 30 gain-of-
function (GOF) mutations in KIT result
in a constitutively active kinase and have
now been identified in a variety of different
human malignancies. These mutations
can generally be found in one of two re-
gions. Deletions of a few codons within the
autoinhibitory juxtamembrane region, en-
coded by exon 11, are observed in gastroin-
testinal stromal tumors and single amino
acid changes in exon 17, in the carboxy-
terminal half of the kinase domain, are
associated with mast cell leukemia and to

a lesser extent with T-cell lymphoma and
acute myelogenous leukemia. Other GOF
point mutations have been identified in
exon 13, encoding the amino-terminal half
of the KIT kinase domain. In addition to
these somatic mutations, GOF mutations
of the KIT gene have also been associated
with germline tumors such as testicular
seminomas and ovarian dysgerminomas.
Experimentally, the co-expression of KIT
and its ligand SCF has been shown to en-
hance the autocrine growth of cells and
tumorigenesis. Approximately 80% of the
patients with activating KIT mutations in
exon 11 respond to the EGFR inhibitor
Gleevec.

MET The human Met (HGF receptor)
gene is located on chromosome 7q21-q31
and is expressed in a variety of organs
and cell types. Following its glycosylation,
the MET precursor protein (190 kDa) is
cleaved into a 50 kDa α-chain and 140-
kDa β-chain that are linked via disulfide
bonds. After membrane insertion of the
β-subunit, these heterodimers form a ma-
ture receptor consisting of an extracellular
α-subunit joined to a single-pass mem-
brane protein (i.e. β-subunit) with a large
ectodomain and intracellular PTK domain.
Stimulation of MET by its natural ligand,
hepatocyte growth factor/scatter factor,
can lead to a broad range of responses
in normal cells, such as increased pro-
liferation, scattering, enhanced motility,
and angiogenesis. The downstream effects
of MET activation include the stimula-
tion of both the PI3K and MAP kinase
pathways (see Fig. 1). A series of au-
tophosphorylation events, including phos-
phorylation within the β-chain activation
loop at Tyr1234 and Tyr1235, and a sub-
strate docking site at Tyr1249 and Tyr1356,
stimulate MET catalytic activity and facil-
itate the docking of SH-2 domain- and
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MET-binding domain (MBD)-containing
proteins including Src, GRB2, PI3K, and
PLC-γ . Proteosomal degradation of MET
is mediated through interactions between
the multisubstrate docking site of MET
and c-Cbl. A score of MET-activating mu-
tations, several of which are located in
the PTK domain of the β-subunit, have
been identified in various solid tumors
and metastatic carcinomas. Of particular
interest are various germline as well as so-
matic missense mutations within exons
16 to 19 of the Met gene. These mu-
tations commonly generate amino acid
substitutions within the kinase domain.
For example, the N1118Y substitution im-
pacts the highly conserved ATP-binding
site while Y1253D affects the regulatory
site on MET in squamous cell cancer.
MET overexpression has been observed
in various tumor specimens, including
NSCLC, mesothelioma, pancreatic cancer,
osteosarcoma, ovarian carcinoma, as well
as metastatic lesions. Studies of small cell
lung carcinoma have revealed that inter-
actions between PI3K and MET sustain
survival and motility. Direct involvement
of MET in the process of oncogenesis is
implicated by the presence of germline
as well as somatic missense mutations,
which characterize hereditary papillary re-
nal carcinoma.

NTRK1 and NTRK3 Neurotrophins are
a family of four secreted and growth-
promoting polypeptides known to be
widely distributed in both neural and
non-neural tissues – that is, nerve growth
factor, brain-derived neurotrophic factor,
and neurotrophins 3 and 4 (NT3 and NT4).
Three homologous neurotrophin tyrosine
receptor kinases (NTRK1–3) are respon-
sive to one or more of the neurotrophins
and both NTRK1 and NTRK3 are known
to form oncogenic fusion proteins in

soft tissue tumors. The human Nrtk1
and Nrtk3 genes are located on chromo-
somes 1q21-q22 and 15q25, respectively.
While nerve growth factor is the pre-
ferred ligand of NTRK1, NTRK3 binds
neurotrophin 3 with high affinity. NTRK
receptors share a common structural or-
ganization of their amino-terminal extra-
cellular domains, which includes three
leucine-rich 24-residue motifs flanked
by two cysteine clusters and a pair of
juxtamembrane C2-type immunoglobulin-
like domains. The major ligand-binding
domains are localized to the membrane-
proximal immunoglobulin-like domains,
which are also required to inhibit sponta-
neous dimerization and activation of the
receptors in the absence of ligand. The
intracellular carboxy-terminus of these re-
ceptors contains a tyrosine kinase domain
plus several Tyr-containing motifs. These
motifs are involved in regulating kinase
activity and also in the phosphorylation-
dependent recruitment of several small G
proteins (e.g. Ras, Rap-1, and members
of the Cdc-42/Rac/Rho family) and inter-
mediates in the MAP kinase, PI3K, and
PLCγ signaling cascades, ultimately re-
sulting in activation of gene expression in
a cell-dependent manner. Chromosomal
translocations that form oncogenic fusion
proteins containing the kinase domains
of either NTRK1 or NTRK3, have been
identified in various carcinomas. In the
case of NTRK1, oncogenic activity may
be conferred by a chromosomal transloca-
tion involving the 5′-dimerization domain
of a non-muscle tropomyosin gene and
the 3′-kinase domain of Ntrk1, giving rise
to a constitutively active PTK. In other
cases, rearrangements have been identi-
fied involving either the 5′-TPR (translo-
cated promoter region) from the Met
oncogene, or the 5′-region of TFG (trk
fused gene). The TPR-Ntrk1 translocation
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forms a fusion protein composed of the
amino-terminal portion of TPR and the
carboxy-terminal tyrosine kinase domain
of NTRK1. Transgenic mice that express
human TPR-NTRK1 in the thyroid de-
velop follicular hyperplasia and papillary
carcinoma. Chromosomal translocations
involving Ntrk3 often involve the break-
point regions t(12;15)(p13;q25) and result
in a chimera consisting of the NTRK3 ki-
nase domain and the dimerization domain
of the ETV6/Tel transcription factor. The
oncogenic fusion proteins produced by any
of the rearrangements discussed above ex-
hibit three common characteristics that are
absent from NTRK1 or NTRK3; ubiquitous
cytosolic expression, ligand-independent
dimerization via coiled-coil domain inter-
actions, and constitutive kinase activity.
These fusions have been implicated in the
genesis of human colon carcinoma and
papillary thyroid carcinoma in the case of
NTRK1, and in secretory breast carcinoma
and congenital fibrosarcoma in the case of
NTRK3.

PDGFRA and PDGFRB PDGFRA and
PDGFRB are encoded by genes located
in human chromosomes 4q11-q13 and
5q31-q32, respectively. PDGFRA exhibits
a pronounced structural and sequence
similarity with members of the PDGFR
family, including PDGFRB. The main dis-
tinction between PDGFRA and PDGFRB
is exemplified by their ligand prefer-
ences, with PDGFRB selectively interact-
ing with PDGF homodimers containing B
type polypeptide chains (PDGF BB) while
PDGFRA interacts more promiscuously
with the PDGF AA, BB, and AB dimers.
In addition, these receptors exhibit tempo-
rally distinct and tissue-specific activities in
the mammalian embryo and adult. For ex-
ample, PDGFRA expression in the nervous
system coincides with the development of

glial cells, which includes processes of glial
cell migration and proliferation. The func-
tional PDGFRA consists of an extracellular
domain containing five immunoglobulin-
like domains punctuated by eight N-linked
glycosylation sites, a transmembrane do-
main, and two cytoplasmic kinase do-
mains (domains 1 and 2). The extracellular
immunoglobulin-like domains are essen-
tial for the proper folding of the PDGFRA
protein, thereby enabling receptor–ligand
interactions. Ligand engagement induces
receptor dimerization and autophosphory-
lation, which generates phosphorylation-
dependent recruitment sites for adapter
proteins and enzymes capable of activating
the PI3K and MAP kinase pathways (e.g.
Src, PI3K, PLC-γ , the Crk group of adapter
proteins, and SHP-2). PDGFRA is also
capable of stimulating c-Jun N-terminal
kinase (JNK1) to promote apoptosis, and
inhibit cell-cycle progression via the cyclin-
dependent kinase (CDK) inhibitor p21Cip1.
Signaling through the PDGFRA also stim-
ulates membrane ruffling, cytoskeletal
rearrangements, and migration in a cell-
type-specific manner. PDGFRA activity is
limited by ligand-induced Src activation
and receptor trafficking/internalization. In
cancer, a potentially activating deletion
of an 81 amino acid stretch within the
fifth immunoglobulin-like domain of the
extracellular stalk of PDGFRA has been
described. This deletion mutant is found
amplified in glioblastoma, where it is
likely to give rise to an alternatively folded
receptor capable of sustaining PDGFRA
catalytic activity in the absence of ligand.
Recently, a transforming PDGFRA dele-
tion mutant lacking immunoglobulin-like
domain-encoding exons 8 and 9 has also
been identified in gliomas. This mutant
protein is capable of autophosphorylation
and, therefore, activation in the absence
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of PDGF. In addition, mutations and dele-
tions within the PDKFRA activation loop
(exon 18) and juxtamembrane region (exon
12), that have been detected in gastroin-
testinal pacemaker cell tumors (i.e. ‘‘gas-
trointestinal stromal tumors’’), are also
capable of producing ligand-independent
activation. PDGFRA and its ligands have
also been reported to facilitate tumori-
genesis in the absence of genetic muta-
tions, by establishing autocrine signaling
loops, as in the case of medulloblastomas
where autocrine stimulation promotes
metastasis.

RET The glial cell line–derived neu-
rotrophic factor (GDNF) family, consist-
ing of GDNF, neurturin, artemin, and
persephin, all transmit signals promot-
ing neuronal survival, proliferation, and
differentiation via the transmembrane re-
ceptor tyrosine kinase RET (rearranged
in transformation) and its co-receptors
GFRα-1 to -4. RET is normally expressed
throughout the nervous system, within
neural crest derived cells, and the urogen-
ital system, and is required for neuronal
and kidney development. The GFRα1 to
4 co-receptors are glycosyl-phosphatidyl-
inositol-anchored proteins that selectively
recognize and bind certain members of the
GDNF family and associate with RET ki-
nase to trigger intracellular signaling. For
instance, GDNF preferentially binds to the
GFRα1-RET heterodimer. The RET gene
has been mapped to human chromosome
10q11.2 and is known to give rise to a tran-
script which is alternatively spliced to yield
the short, middle, and long isoforms of
RET, each containing an extracellular do-
main with a cadherin-related motif and
a cysteine-rich region. When bound to
GDNF, GFRα1 dimerizes with RET, and
stimulates transphosphorylation of spe-
cific Tyr residues within the cytoplasmic

domain of RET. The three RET isoforms
have a number of Tyr residues in common,
including those residing within the kinase
domain and carboxy-terminus, though the
long RET isoform contains an additional
carboxy-terminal Tyr1096 residue. Once
phosphorylated, these residues serve as
scaffolding sites for signaling complexes.
The conserved Tyr residues bind GRB10,
PLCγ , and Shc, while Tyr1096 binds GRB2
specifically and links RET activation to
the cell proliferation and survival path-
ways controlled by the Ras/Raf/MEK/ERK
and PI3K/AKT pathways respectively. Un-
derscoring the importance of Tyr1062,
are studies that demonstrate that a point
mutation within this codon significantly
decreases the transforming activity of
the RET protein. RET-mediated transfor-
mation results from various activating
germline mutations in early-onset mul-
tiple endocrine neoplasia types 2A and 2B
and late-onset familial medullary thyroid
carcinoma. In addition, genetic rearrange-
ments have been identified in papillary
thyroid carcinoma. Chromosomal translo-
cations involving the intracellular domain
of RET have given rise to 10 known fusion
proteins (RET/PTC1 -9 and RET/ELKS)
prevalent in papillary thyroid carcinoma
in a geographically distinct manner. These
include translocations between RET and
H4, RIα, ELE1, RFG5, hTIF, RFG7,
kinectin, RFG9, and ELKS. The most
common rearrangements, RET/PTC1 and
RET/PTC3, involve inversions of the H4
inv(10)(q11.2q21) and ELE1 genes and ac-
count for 90% of all rearrangements in
papillary thyroid carcinoma. Studies sug-
gest that RET/PTC becomes ectopically
localized to the cytoplasm where it acti-
vates STAT3 by phosphorylation of Tyr705.
The constitutively active STAT3 promotes
cellular transformation via stimulation of
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cyclin-D1, D2, D3, and bcl-XL transcrip-
tion. RET/PTC has also been implicated
in the transcriptional upregulation of the
osteopontin gene, resulting in an increase
in the proliferative and invasive activity
of cells that respond to autocrine stim-
ulation by osteopontin. While RET/PTC
rearrangements predominate in papillary
thyroid carcinoma, germline mutations
within RET are responsible for the on-
set of multiple endocrine neoplasia types
2A and 2B, and familial medullary thy-
roid carcinoma. Point mutations or base
pair duplications of the RET gene have
been reported in patients with multi-
ple endocrine neoplasia 2A and familial
medullary thyroid carcinoma. Missense
mutations within RET have also been de-
scribed in patients with multiple endocrine
neoplasia 2A or 2B. Point mutations ob-
served in multiple endocrine neoplasia 2A
and familial medullary thyroid carcinoma,
target the extracellular cysteine residues
that normally contribute to intramolecular
disulfide bonds, and promote RET dimer-
ization. Formation of RET homodimers
leads to its ligand-independent activation.
On the other hand, RET mutations in mul-
tiple endocrine neoplasia 2B do not induce
dimerization; rather, mutations target the
catalytic core and may alter substrate speci-
ficity by inducing conformational changes
in the region containing Tyr905, a con-
served residue important for catalysis.

3.1.2 Cytoplasmic Protein-tyrosine Kinase
Subfamily

ABL1/ABL2 The ABL1 gene (chromoso-
mal band 9q34.1), along with the closely
related ABL2 or ARG (Abl-related gene;
chromosomal band 1q24-q25), belongs to
the Abelson family of genes that encode
prototypic non-receptor tyrosine kinases
involved in various cellular processes. The

ABL1 gene product, c-Abl is a ubiqui-
tously expressed protein that colocalizes
with actin-based cytoskeletal structures in
the cytoplasm, and binds chromatin when
imported to the nucleus. These inter-
molecular interactions are mediated by the
carboxy-terminal actin- and DNA-binding
domains of c-Abl. The amino-terminus of
c-Abl contains an SH-3 domain and an
SH-2 domain. Autoinhibition of c-Abl is
achieved by a novel variation on a familiar
theme, and the details of this mechanism
only recently became apparent when the
crystal structure of the protein became
available for examination. As in the case of
the closely related Src kinases, the amino-
terminus of the protein functions as an
autoinhibitory ‘‘Cap’’ region preventing
substrate docking with the kinase do-
main. However, this is not achieved by the
binding of its SH-2 domain to a phosphoty-
rosine residue, as in other Src-like kinases.
Rather, an amino-terminal myristate is re-
sponsible for binding to a hydrophobic
pocket in the kinase domain that stabilizes
an autoinhibited conformation. It is this
distinction in the autoinhibitory mecha-
nisms employed by c-Abl as compared with
those of the other Src kinases that explains
the ability of the drug imatinib (Gleevec)
to selectively inhibit the catalytic activity
of c-Abl, but not that of c-Src. Targeted
disruption of c-Abl in mice is character-
ized by lymphopenia, failure to thrive, and
neonatal mortality. In the cytoplasm, c-Abl
participates in the propagation of mito-
genic signals via the Ras/Raf/MEK/ERK
and PI3K/Akt pathways. This signaling is
negatively regulated by the interactions of
c-Abl with PSTPIP1, a PEST-type protein
Tyr phosphatase that dephosphorylates c-
Abl. c-Abl signaling in the nucleus results
in a suppression of cell growth via the
c-Abl-dependent transactivation of various
proapoptotic genes. During the early G1
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phase of the cell cycle, this nuclear activity
of c-Abl is repressed due to its sequestra-
tion by the pocket protein Rb. Following
an oncogenic and reciprocal chromoso-
mal translocation, control of c-Abl activity
is lost in cells, and this generates what
has been termed the Philadelphia chromo-
some. This mutation is present in most
cases of CML and many cases of ALL.
Although similar translocations occur in
CML and ALL, their c-Abl products are
distinct, producing 210 kDa and 180 to
185 kDa proteins respectively. Both involve
a t(9;22) (q34, q11) translocation of the
ABL gene to the center of the BCR gene,
producing a fused transcript that trans-
lates into a chimeric Bcr-Abl protein that
is constitutively active. C-Abl activity is
sustained by the loss of its autoinhibitory
(myristoylated) amino-terminal tail and
the dimerization triggered by the presence
of coiled-coil domains within the amino-
terminus of Bcr. Bcr-Abl dimerization, in
turn, allows for the transphosphorylation
of the fusion protein and activation of
oncogenic signaling. The formation of Bcr-
Abl homo-oligomers and hetero-oligomers
with Bcr further promotes oncogenesis by
localizing the protein in the cytosol and
preventing DNA binding. The use of the
small molecular tyrosine kinase inhibitor
Gleevec in the treatment of CML patients
who are Bcr-Abl-positive has met with suc-
cess, but drug resistance occurs frequently.
Mutations of residues in or near the ATP-
binding pocket of c-Abl prevent Imatinib
binding and account for a majority of drug-
resistant cases. The homologous ARG
gene is involved in a similar transloca-
tion, but with a different fusion partner,
Ets variant gene 6 (ETV6/Tel). ETV6/Tel is
a member of the Ets family of transcrip-
tion factors and is frequently found to be
rearranged with a variety of translocation

partners in human leukemias. This fu-
sion protein contains the complete SH-3,
SH-2, and PTK domains of ARG along
with the helix–loop–helix oligomeriza-
tion domain of ETV6/Tel. The translo-
cation t(1;12)(q25;p13) causes malignancy
in adult patients with acute myelogenous
leukemia.

JAK-2 Janus kinase 2 (JAK-2) is a receptor-
associated PTK essential for propagating
certain cytokine induced signals. Located
on human chromosome 9p24, the JAK-2
gene encodes five JH domains, which are
regions common to all members of the JAK
kinase family and are sites of interaction
between the protein kinase and its associ-
ated cytokine receptor. An amino-terminal
JH-1 domain contains the kinase domain
responsible for the phosphorylation of its
preferred substrate; the Tyr, neutral, ba-
sic amino acid motif. Carboxy-terminal
to the catalytic domain is a regulatory
pseudokinase domain, referred to as the
JH-2 domain. Normally, JAK-2 activity is
cytokine-dependent. Interleukin-3 (IL-3),
IL-5, and/or IL-6 interactions with cytokine
receptors initiate receptor dimerization
and the activating transphosphorylation
of the constitutively associated JAK-2 pro-
teins. Once active, JAK-2 phosphorylates
Tyr residues on the carboxy-terminal re-
gion of cytokine receptors, providing bind-
ing sites for recruitment of STATs via
their SH-2 domains. This in turn permits
JAK-2 to phosphorylate STAT proteins,
thereby promoting the disassociation of
STATs from cytokine receptors, and their
dimerization. When exported to the nu-
cleus, dimeric STATs associate with the
promoters of early response genes such as
c-fos, c-jun, and c-myc and initiate transcrip-
tion of cell-cycle regulatory genes such as
cyclin D1 and pro-survival genes such as
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bcl-XL. Consequently, the constitutive ac-
tivation of JAK-2 significantly enhances
cell proliferation and survival. Deregula-
tion of JAK-2 activity arises as a result
of a somatic chromosomal translocation
between the dimerization domain of the
ETS-like transcription factor Tel and JAK-
2. The resulting fusion protein contains
the amino-terminal protein dimerization
domain of Tel and carboxy-terminal JAK-2
catalytic domain (JH-1), and is able to form
homodimers capable of transphosphory-
lating its binding partner, thus leading
to constitutive activation. The Tel-JAK-
2 fusion protein is ectopically localized
within cells and may undergo unusual
interactions with members of the early
gene induction pathway in a cytokine-
independent manner, thereby supporting
cellular transformation. The presence of
the Tel-JAK-2 translocation and result-
ing transformation of hematopoietic cells
underscore the importance of JAK-2 sig-
naling in hematopoiesis. Examples of the
Tel-JAK-2 driven transformation include
cases of T-cell childhood acute lympho-
cytic leukemia, acute myeloid leukemia,
acute lymphocytic leukemia, and atypi-
cal chronic myeloid leukemia. The finding
that JAK-2 inhibition by a specific kinase
blocker (i.e. AG-490) induces apoptosis of
leukemic cells further supports the direct
linkage between constitutive JAK-2 activa-
tion and malignant transformation. It is of
note that while neither JAK-1 nor JAK-3
meets the criteria for inclusion in the can-
cer genome, both these cytoplasmic PTKs
also signal to the nucleus via STATs and
are overexpressed in various leukemias.

LCK The T-lymphocyte protein-tyrosine
kinase (LCK) is a member of the Src-
tyrosine kinase family and is located on
the short arm of human chromosome 1
(1p34). LCK expression predominates in

T cells, where its activity is crucial for
normal T-cell development and activation.
LCK is closely associated with the T-cell
receptors (TCR) CD4 and CD8. LCK is
a multidomain protein, typical of the Src
kinases, including SH-3, SH-2, tyrosine
kinase domains, and a unique domain
responsible, among other things, for the
membrane anchoring of LCK. During the
process of acquiring adaptive immunity,
T-cell activation is initiated by the bind-
ing of CD4 and CD8 to antigen-presenting
cells via type I and type II glycoproteins
of the major histocompatibility complex.
The proximity of LCK to these activated
TCRs allows for the transduction of sig-
nals responsible for the T-cell response,
which includes the production of IL-2
and inositide (1,4,5) triphosphate. LCK ac-
tivation requires autophosphorylation of
Tyr394 and dephosphorylation of Tyr505,
in the carboxy-terminal tail. The protein
Tyr phosphatase CD45 regulates LCK ac-
tivity in a bimodal fashion, not only by
mediating Tyr505 dephosphorylation (en-
hanced activity) but also by dephosphory-
lation of Tyr394 (suppressed activity). LCK
promotes T-cell activation by phosphorylat-
ing immunoreceptor Tyr-based activation
motifs present within TCR complexes.
When phosphorylated, these motifs enable
recruitment of SH-2 domain–containing
proteins (e.g. ZAP70) to the TCR. In
addition, LCK phosphorylates the mem-
brane–cytoskeleton linker protein ezrin
to promote T-cell activation. In T cells,
the LKC-dependent phosphorylation of the
linker protein Shc also initiates mitogenic
signaling via the Ras/Raf/MEK/ERK path-
way. Because of the critical position occu-
pied by LCK in the TCR signaling pathway,
its necessarily transient activity is highly
regulated through ubiquitination under
the control of the Cbl ubiquitin ligase.
LCK mutations resulting in constitutive
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autophosphorylation and/or deregulated
catalytic function have been described in
T-cell leukemia, where they contribute to
the oncogenic potential of this kinase. In-
sertion of the tripeptide QKP between the
cytosolic SH-2 and kinase domains may
also enhance catalytic function by disrupt-
ing the normal repressive interaction of its
SH-2 domain with its catalytic site. Three
other recorded mutations, resulting in a
substitution within the region critical for
interaction between LCK and CD4 and two
alternative substitutions within the kinase
domain, may result in a GOF for LCK.
In addition to these mutations, a chromo-
somal translocation (t(1;7)(p34;q34)) has
been observed in T-cell acute lymphoblas-
tic leukemia, resulting in an oncogenic
fusion protein (i.e. βTCR:LCK) that con-
tains the βTCR enhancer region and the
5′ promoter region of LCK. In the case of
the βTCR:LCK fusion, a GOF would re-
sult from an alleviation of transcriptional
repression by the βTCR enhancer region.

3.2
Protein-serine/Threonine Kinase Family

3.2.1 Tyrosine Kinase-like Subfamily

BRAF BRAF is discussed above in
Sect. 2.2.

3.2.2 Homologs of Yeast Sterile 7, Sterile
11, Sterile 20 Kinase Subfamily

JNKK The c-Jun terminal kinase–kinase
(JNKK) gene is located on human chro-
mosome 17p11. This oncogene encodes a
dual specificity kinase catalyzing Thr180
and Tyr182 phosphorylation of p38 MAP
kinase and JNK1, 2, and 3 in response to
environmental stress, including changes
in cellular osmolarity. The functional con-
sequences of JNKK signaling are cell-type-,

environment-, and stimulus-specific. Reg-
ulation of JNKK occurs upstream of the
kinase as a result of the ubiquitin-mediated
degradation of MAPK kinase–kinase
(MEKK1). Ubiquitination prevents phos-
phorylation of JNKK by MEKK1 and abro-
gates downstream activation of JNK. JNK
activation requires stable complex forma-
tion between JNKK and JNK. The amino-
terminal region of JNKK facilitates this
interaction as it codes for a conserved MAP
kinase-docking site (D-domain). JNKK is
able to modulate JNK signaling to AP-
1 transcription factors by competitive
sequestration of JNK via D-domain in-
teractions. In a classic response to UV
irradiation, JNKK mediated activation of
JNK results in apoptosis through a p53-
dependent mechanism. Downregulation
of JNKK or its downstream signaling com-
ponents provides cells with a growth ad-
vantage. Moreover, a loss of JNKK expres-
sion has been observed in various cancers,
including prostate cancer. An overall JNKK
mutation rate of ∼5% has been observed
in various types of tumors. The muta-
tions include two nonsense mutations,
five missense mutations, and one splice
site mutation. Not surprisingly, these mu-
tations generally serve to inactivate JNKK
signaling. In keeping with its tumor sup-
pressor classification, the JNKK gene is a
known target for homozygous deletions in
pancreatic adenocarcinomas, biliary ade-
nocarcinomas, and breast carcinomas.

3.2.3 Calcium/Calmodulin-dependent
Protein Kinase Subfamily

PIM-1 A common site for proviral
integration of the moloney murine leuke-
mia virus (PIM) in mice encodes the PIM-1
gene. The Ser/Thr kinase PIM-1 is the
product of this gene, which is located
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on the p12 segment of human chromo-
some 6. In addition to PIM-1, PIM-2
and PIM-3 make up the PIM family of
kinases and may serve redundant func-
tions as observed in PIM-1-deficient mice,
where compensation for the loss of PIM-1
was evident. PIM-1 functions to promote
hematopoiesis in response to growth fac-
tors such as IL-2 and IL-3 and its expression
is confined, throughout fetal development,
to hematopoietic sites within the liver and
spleen, as well as within the thymus,
lymph-nodes, and testis. High expression
of PIM-1 has also been observed in myeloid
cell and B-cell lines. PIM-1 has been char-
acterized as a 33-kDa cytoplasmic protein,
though recent studies have revealed that
its nuclear localization is crucial for its
antiapoptotic function in Burkitt’s lym-
phoma. Upregulation of PIM-1 has been
implicated in BCR/ABL mediated leuke-
mogenesis where it acts downstream of
STAT5 to confer protection from apoptosis
and promote cell-cycle progression. PIM-
1 overexpression has also been shown to
positively influence a variety of human
leukemias, though overexpression alone is
not sufficient for cellular transformation,
and cooperation between PIM-1 and c-
myc is often observed during this process.
The identification of a breakpoint region
on chromosome 6 has raised the possi-
bility of a translocation between PIM-1
and the proto-oncogene c-ABL (t(6;9)(p21;
q33)) in some cases of myeloid leukemia.
In response to cytokines and various mi-
togens, PIM-1 expression is induced via
the JAK/STAT5 and MAP kinase pathways
and its activity may be modulated through
a series of autophosphorylation events.
With the exception of Etk, which promotes
the activation of PIM-1 via phosphoryla-
tion of Tyr218, upstream kinase regulators
of PIM-1 have not been identified. Re-
cent studies show that phosphorylation

of the nuclear mitotic apparatus protein
by PIM-1 facilitates interactions between
this protein, the heterochromatic protein-
1β, and the spindle proteins dynein and
dynactin, which are crucial for mitosis.
Furthermore, PIM-1 alleviates transcrip-
tional repression by directly phosphorylat-
ing HPI, a member of the transcriptional
repression machinery, thereby regulat-
ing chromatin structure. Other putative
substrates of PIM-1 include p100, a co-
activator of the transcription factor c-myb,
the cell-cycle phosphatase Cdc25A, and the
cyclin-dependent kinase inhibitor p21cip1.
It is evident that PIM-1 regulates the activ-
ity of many proteins that have the potential
to promote tumor growth and, as expected,
its expression is tightly regulated via tran-
scriptional and translational mechanisms.
The presence of dyad symmetry elements
enables the PIM-1 gene to form stem loop
structures, and to block transcriptional
elongation in the absence of appropri-
ate stimuli. Another regulatory element is
present in the form of an A/U rich region
within the 3′-unstranslated region of PIM-
1 mRNA. This region promotes RNA insta-
bility, which can be overcome in the pres-
ence of certain cytokines and mitogens.
Translation of the PIM-1 message is regu-
lated by the presence of a 5′-untranslated
region containing an internal ribosomal
entry site. PIM-1 activity may also be reg-
ulated via autophosphorylation, while its
turnover rate is dependent upon ubiquiti-
nation. In the event of deregulated PIM-1
expression, oncogenesis is most likely
facilitated by the PIM-1-dependent stimu-
lation of cell-cycle progression and mitosis.

STK11 Serine–threonine kinase 11
(STK11), also known as LKB1, is a crucial
regulator of cellular metabolism and polar-
ity. This cytoplasmic kinase is ubiquitously
expressed in human tissues and exhibits
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catalytic activity only in the presence of
its binding partner STRAD (STE20-related
adapter). As STRAD lacks intrinsic kinase
activity, the association of the pseudoki-
nase domain of STRAD with the kinase
domain of STK11 is postulated to result
in intermolecular interactions capable of
stimulating the STK11 catalytic core. In
the cytoplasm, the association of STK11
with STRAD gives rise to a series of
STK11 autophosphorylation events and re-
sults in the phosphorylation of STRAD.
Induction of cell polarity by STK11 may re-
sult from its association with the Ser/Thr
kinase PAR1. This leads to destabilization
and polarized localization of microtubules.
STK11 also plays a role in axis induc-
tion during development by stimulating
the Wnt signaling pathway. The tumor
suppressor activity of STK11 is mediated
by the ataxia-telangiectasia mutated kinase
(ATM, see below). In response to the
cellular stress caused by ATP depletion,
STK11 directly phosphorylates Thr172 of
the AMP-activated kinase. This results in
the downregulation of ATP-consuming
processes, such as the translational ac-
tivity mediated by the mammalian tar-
get of rapamycin, and upregulation of
ATP-producing processes such as glucose
uptake. Therefore, the loss of STK11 ex-
pression, observed in various carcinomas,
offers cells a distinct growth advantage by
removing the inhibition normally placed
on protein synthesis and mitogenesis.
The tumor suppression activity of STK11
makes it a target for inactivating mutations
such as those observed in patients with
the hereditary Peutz-Jeghers syndrome.
Indeed, the STK11 gene was mapped to re-
gion p13.3 of human chromosome 19 – a
site susceptible to germline mutations
in patients with Peutz-Jeghers syndrome.
In addition to the formation of benign

intestinal hamartomatus polyps, individu-
als with Peutz-Jeghers syndrome exhibit
a predisposition toward gastrointestinal,
pancreatic, ovarian, testicular, uterine, and
breast carcinomas. Studies have identified
various deviations of the wild-type STK11
transcript. These are caused by transla-
tional frameshift insertions or deletions,
nonsense mutations, missense mutations,
and disruption of STK11 mRNA splic-
ing through exonal splice site mutations.
The functional consequence of these mu-
tations is the generation of an inactive
STK11 protein. Germinal STK11 muta-
tions are often accompanied by somatic
mutations. Somatic mutations leading to
homozygous deletion of STK11 or STK11
truncations have also been reported in pa-
tients with non-Peutz-Jeghers syndrome
related pancreatic cancer, mucinous min-
imal deviation adenocarcinoma of the
uterine cervix, lung adenocarcinoma, and
malignant melanoma. In general, STK11
mutations affect the biological activity of
STK11 by one of two common means.
Large truncations or targeted mutations
of invariant residues within the STK11
kinase domain destroy its ability to bind
ATP and catalyze phosphotransfer. The
SL26 mutant present in some cases of
Peutz-Jeghers syndrome does not affect ki-
nase activity; rather it promotes the loss of
cytoplasmic retention, which is accompa-
nied by nuclear localization of STK11. It is
hypothesized that nuclear localization re-
sults from the inability of the SL26 mutant
to interact with its cytoplasmic substrates
and thereby remain in the cytoplasm. Nu-
clear localization also leads to silencing
of STK11 signaling because of the lack of
substrates and activating factors. Paradox-
ically, owing to a marked increase in the
AMP/ATP ratio, cells with loss of STK11
expression are rendered more susceptible
to cell death caused by agents such as the
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AMP analog AICAR. This response may
represent a unique therapeutic opportu-
nity for those patients whose carcinomas
exhibit a loss of STK11 activity.

3.2.4 Containing Pka, Pkg, Pkc
Subfamilies

AKT2 The AKT2 gene, located at 9q13.1-
q13.2, produces a phosphoinositide-de-
pendent Ser/Thr kinase, crucial for
regulating cellular events including apop-
tosis, differentiation, proliferation, and
metabolism. The gene product of AKT2,
also referred to as protein kinase B beta
(PKB-β), is a broadly expressed protein
containing a single 3-phosphoinositide-
binding pleckstrin homology (PH) domain
at its amino terminal. Adjacent to this
pleckstrin homology domain is the kinase
domain, followed by a carboxy-terminal
regulatory domain. The AKT isoforms
(AKT1 and AKT2) function downstream
of various RTKs, and the biogenesis
of an active AKT requires the sequen-
tial recruitment of the inactive protein
to the plasma membrane followed by
the transphosphorylation of a conserved
Thr residue within the activation loop
(Thr308 in AKT1 and Thr306 in AKT2)
and Ser residue within a carboxy-terminal
hydrophobic motif (Ser473 in AKT1 and
Ser474 in AKT2). AKT is recruited to
the plasma membrane through the bind-
ing of its amino-terminal PH domain to
phosphatidylinositol-3, 4, 5-triphosphate
(PIP3), a lipid product of PI3K. This
protein–-lipid interaction is tightly con-
trolled by the lipid phosphatase PTEN
(phosphatase and tensin homolog), which
is also a cancer (tumor) suppressor gene
that undergoes both somatic and germline
inactivating mutations. By anchoring AKT
to the membrane lipid bilayer, PIP3 al-
ters the conformation of the AKT kinase

domain and exposes the activation loop
phosphorylation site to PDK1. Following
this ‘‘priming’’ step, AKT is phospho-
rylated on its hydrophobic motif by a
yet-to-be-identified protein Ser/Thr kinase.
Integrin-linked kinase was shown to be
essential for this final step in the matu-
ration of AKT, but whether this kinase is
directly responsible for AKT phosphory-
lation remains unresolved. The authentic
AKT hydrophobic motif kinase may be the
DNA-dependent protein kinase. Good evi-
dence for this has recently been presented,
but has not yet been confirmed. Once acti-
vated, AKT is capable of enhancing cellular
proliferation and the generation of survival
signals through some of the pathways and
effector molecules included in Figure. 1.
AKT2 was included in the census of can-
cer genes because of its amplification in
ovarian and pancreatic cancers. The region
that is amplified in ovarian carcinomas
(19q13.1-q13.2) spans the entire AKT2
gene. However, no activating mutations
have been documented for this kinase in
cancer and, therefore, tumors in which
AKT2 has been amplified may not be re-
sponsive to small-molecule inhibitors of
kinase activity. Depending on the genetic
profile presented by a given patient, other
oncogenes might contribute to the trans-
forming activity of AKT2. For example, the
coexistence of an AKT2 amplification and
loss-of-function mutation in PTEN would
allow an enhancement of AKT2 signal-
ing in the presence of endogenous growth
factors. The human prostate epithelial can-
cer cell line LNCaP harbors such a PTEN
mutation and possesses constitutive AKT
kinase activity. Another interesting can-
didate in ovarian cancer is SEI-1. SEI-1
is located in a genetic region of chromo-
some 19q13.1-q13.2, neighboring AKT2.
This genetic region is coamplified along
with AKT2 in a subset of ovarian cancer
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cell lines. The SEI-1 gene encodes a CDK4-
binding protein, which renders the activity
of cyclin D/CDK4 complexes resistant to
the inhibitory effect of p16INK4a. Given
the proliferation-related functions of AKT2
and SEI-1, it is possible that both gene am-
plifications at chromosome 19 have the
potential to advance the growth of certain
ovarian tumors.

3.2.5 Containing Cdk, Mapk, Gsk3, Clk
Subfamilies

CDK4 and the INK4 inhibitors The hu-
man cyclin-dependent kinase 4 (CDK4)
gene is located at chromosome 12q14 and
encodes a small (303 amino acid) cell-
cycle regulatory protein Ser/Thr kinase
essential for coordinating the cell’s pro-
gression through the early growth (G1)
phase of the cell cycle. CDK4 is activated
by the binding of D-type cyclins (which
impart basal activity to the kinase) and,
by phosphorylation (which fully activates
the kinase). When active, CDK4 inter-
feres with the tumor suppressor activity
of the retinoblastoma protein Rb and its
homologs. CDK4 is inactivated by the bind-
ing of the INK4 family of CDK inhibitors.
G1 progression depends on extracellular
mitogenic signals that upregulate cyclin
D expression, committing the cell to an-
other round of cell division. INK4 proteins
bind monomeric CDK4, preventing its sta-
ble interaction with cyclin D. They also
bind the cyclin D – CDK4 complex, form-
ing an inactive ternary complex. There are
four INK4 proteins (P16INK4a, P15INK4b,
P18INK4c, and P19INK4d), all of which pos-
sess ankyrin repeats involved in binding
CDK4. The binding of these proteins sub-
stantially alters the conformation of the
CDK4 ATP-binding site and renders the
kinase inactive. Mutations leading to a
loss of control over the CDK4/INK4/Rb

pathway are among the most common
in human cancer. CDK4 is often ampli-
fied and overexpressed in glioblastoma
(50%), uterine cervical carcinoma (26%),
breast carcinoma (16%), and osteosarcoma
(16%). In addition, a germline arginine-to-
cysteine substitution at codon 24 has been
reported in some cases of melanoma. This
mutation contributes to malignant trans-
formation by preventing the interaction
between p16INK4a and CDK4, but is rarely
encountered in other human neoplasms.
More common are mutations in the bind-
ing region of the INK4 genes, lowering the
affinity of the INK4 proteins for CDK4. In
the case of p16INK4a, such mutations oc-
cur frequently in leukemia (58%), bladder
carcinoma (50%), glioma (35%), nasopha-
ryngeal carcinoma (35%), and pancreatic
cancer (21%). Promoter methylation is also
a common mechanism of inactivation of
the INK4 genes in cancer.

3.2.6 Phosphatidylinositol Kinase
(Pik)-Related Subfamily

ATM The human tumor suppressor gene
ataxia-telangiectasia mutated (ATM) is lo-
cated on chromosome 11q22-q23 and
is frequently mutated in a rare autoso-
mal recessive disorder causing neuronal
degeneration, immunologic deficiency, ra-
diosensitivity, and cancer predisposition.
Over one-third of ataxia-telangiectasia pa-
tients develop lymphoid cancers includ-
ing non-Hodgkin’s lymphoma, Hodgkin’s
lymphoma, and other leukemias. The
ATM gene encodes a large (3056 amino
acid) nuclear protein that is expressed
in testis, spleen, and thymus of adult
mice and plays a critical role in maintain-
ing genetic stability in response to DNA
damage. ATM is a member of the re-
cently identified PIK-related subfamily that
phosphorylates Ser/Thr residues, rather
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than lipids. All members contain a con-
served carboxy-terminal catalytic domain,
referred to as the PI-kinase domain, and a
novel amino-terminal FAT (FRAP, ATM,
and TRRAP) domain that possibly regu-
lates the conformation of the PI-kinase
domain. Structurally, ATM is composed
of two regions referred to as the head
and an arm. Three-dimensional recon-
structions of ATM bound to DNA suggest
that the kinase uses its arm to clamp
around the double helix. Whether this pro-
tein–DNA interaction is required for the
ATM-dependent repair of double-strand
breaks is not known. ATM activation in
response to DNA double-strand breaks is
rapidly triggered following ionizing radia-
tion functions to arrest the cell-cycle pro-
gression of damaged cells in G1, S, or G2.
The G1/S checkpoint is activated through
the induction of p53. ATM positively reg-
ulates the p53 pathway by increasing the
half-life of the p53 protein, either by di-
rectly phosphorylating Ser15, or indirectly
through activation of other kinases such as
Chk2 and c-Abl. ATM, Chk2, and c-Abl are
all capable of phosphorylating p53, thus
stabilizing the later protein by interfer-
ing with its binding to the p53 regulatory
protein, murine double minute 2. In addi-
tion to regulating the G1/S checkpoint,
ATM engages the S and G2/M check-
points in response to ionizing radiation.
It triggers the G2/M checkpoint by Chk2-
mediated phosphorylation of Ser216 on
Cdc25C, thereby promoting the binding of
14-3-3 proteins. The Cdc25C/14-3-3 com-
plex is then exported from the nucleus,
preventing Cdc25C from activating the
nuclear Cdc2/cyclinB complex required
for mitosis. In a similar fashion, ATM
controls the S-phase checkpoint through
the Chk2-dependent phosphorylation of
Cdc25A Ser123. This leads to Cdc25A
degradation. Most of the ATM mutations

associated with cancer are derived from
large deletions, causing protein trunca-
tions that inactivate the kinase. Other
inactivating mutations are represented by
missense mutations (e.g. L1420F) or small
in-frame deletions/insertions. This loss of
ATM function is thought to predispose to
cancer by increasing genetic instability.
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Cross-Link
Covalent bond between two macromolecular moieties, usually formed when two
macromolecular free radicals recombine.

DNA Strand Breakage
Event induced by certain kinds of chemical damage, through free-radical processes
involving the DNA molecule but also through the action of enzymes that try to repair
the DNA damage.

Free Radical
Chemical species that is highly reactive because it possesses an unpaired electron.
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Heteroatom
Atom in a molecule of an organic compound that is neither a carbon nor a
hydrogen atom.

Ionizing Radiation
Energetic photons (X rays, γ -rays) and energetic particles (β-rays, fast electrons from
electron accelerators, positrons, α-rays and other fast-moving ions, neutrons) that cause
multiple ionization events along their trajectory through matter.

Peroxyl Radical
Generated by addition of dioxygen to a free radical.

Pulse Radiolysis
Technique for studying the kinetics of the chemical reactions of short-lived
intermediates: for example, the aqueous solution of a substrate is exposed to a short
(nanoseconds-to-microseconds range) burst of high-energy electrons from an electron
accelerator.

Radical Ion
Free radical with a positive or negative charge.

� Ionizing radiation represents an important risk factor to the living organism. It
has always been part of the natural environment, hut it is also now a technological
phenomenon, lending added urgency to the study of its effects on living matter. It
has been established that the most sensitive target in the living cell is the DNA,
which undergoes radiation damage through free-radical processes. This effect has
two practical aspects beyond its purely scientific interest: to assess the radiation
risk with a view to minimize it, perhaps by chemical means, and to apply ionizing
radiation selectively for therapeutic purposes (e.g. in cancer treatment). These goals
will not be optimally achieved without adequate knowledge of the chemical processes
that ionizing radiation sets in train in DNA.

1
Energy Absorption

Absorption of ionizing radiation by matter
leads to the formation of radical cations
and electrons (reaction 1) and electroni-
cally excited molecules (reaction 2).

M + ionizing radiation −−−→ M•+ + e−

(1)

M + ionizing radiation −−−→ M∗ (2)

Energy deposition is inhomogeneous.
In the case of sparsely ionizing radiation
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(e.g. γ -rays or high-energy electrons), the
average distance between two regions of
energy deposition is about 200 Å in matter
of about unit density (i.e. in aqueous
media). With densely ionizing radiation
(e.g. α-particles) these regions, which are
called spurs and are centered on the
location of a primary ionization event,
strongly overlap to form a continuous
ionization track. The rate of energy
deposition is proportional to the electron
density. In the living cell, about 70% of
the energy is absorbed by the water and
about 30% by the organic matter and
other solutes.

The radiolysis of water leads to the for-
mation of •OH radicals, solvated electrons,
and H• atoms. The water radical cation
readily transfers a proton to the neighbor-
ing water molecules, thereby yielding an
•OH radical (reaction 3), and the electron
becomes solvated (reaction 4). Electroni-
cally excited water may decompose into
•OH and H• (reaction 5).

H2O•+ −−−→ •OH + H+ (3)

e− + nH2O −−−→ e−
aq (4)

H2O∗ −−−→ H• + •OH (5)

For sparsely ionizing radiation, the
radiation-chemical yields, or G values,
(The G value is expressed in molecules
per 100 eV, which corresponds to 1.037 ×
10−7 mol J−1.) are G(

•OH) = 2.8 × 10−7

mol J−1, G(e−
aq) = 2.7 × 10−7 mol J−1,

G(H•
) = 0.6 × 10−7 mol J−1. In the spurs,

some radical combination occurs yielding
the ‘‘molecular products’’ H2 and H2O2

(G(H2) = 0.45 × 10−7 mol J−1, G(H2O2)

= 0.8 × 10−7 mol J−1). The water-derived
radicals are all highly reactive. Hence, their
formation and reactions cause an impor-
tant part, possibly the major part, of the
radiation damage to the living cell.

2
Radiation-induced DNA Lesions

Ionizing radiation is absorbed by the vari-
ous cell components with practically equal
probability. This is in contrast with UV ra-
diation, which is predominantly absorbed
by the cellular nucleic acids. While the
mechanism of inactivation in the two cases
(UV vs ionizing radiation) is quite differ-
ent, DNA again is by far the most sensitive
target to damage induced by ionizing radi-
ation. Subionization UV radiation mainly
causes base dimerizations (e.g. formation
of thymine dimers at 260 nm) with barely
any strand breakage. Ionizing radiation
produces very little of this type of damage
but causes, characteristically, DNA strand
breakage. Ionizing radiation base dam-
age is largely due to free-radical reactions,
including those caused by the •OH radi-
cals generated by the radiation absorbed
in the aqueous medium surrounding the
DNA. In this way, a considerable number
of different kinds of damage arise whose
products one may group into the follow-
ing categories:

Altered bases

Altered sugar moiety
DNA strand break
Release of unaltered bases

Cross-links
DNA-DNA
DNA-protein

Apart from phosphate-ester bond cleav-
age, which constitutes a strand break, the
phosphate moiety as such is not modi-
fied. It is important to realize that the
cluster-type energy deposition of the ion-
izing radiation will cause some of the
damaging events also to appear in clusters;
that is, there is a considerable likelihood
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that, especially in double-stranded DNA,
one damaged site will be close to an-
other, or even to several others. These
‘‘clustered lesions’’ have also been termed
locally multiply damaged sites (LMDS). They
may involve damaged bases and one or
two single-strand breaks. Two opposite
single-strand breaks will result in a DNA
double-strand break.

In the living cell, the DNA is surrounded
not only by proteins (e.g. histones in
eukaryotic cells) but also by a high concen-
tration of low molecular weight organic
material, among others the thiol glu-
tathione. These react very efficiently (i.e.
at practically diffusion-controlled rates)
with the water-derived radicals (•OH, e−

aq,
H•) formed in the aqueous surround-
ing of DNA. Hence, these are effectively
scavenged, and so the DNA is largely pro-
tected against, say, •OH-attack. Only •OH
radicals generated in the close vicinity
of DNA stand some chance of reacting
with and hence doing damage to the ge-
netic material.

3
Reaction of DNA Radicals

Damage by ionizing radiation, induced ei-
ther by the direct effect or by water radicals,
will result in DNA radicals; these are the
precursors of the final (nonradical) damage
at the product stage. The thiol glutathione
(GSH), which is present in living cells
at comparatively high concentrations (ap-
proaching l0−2 mol dm−3) can react with
the DNA radicals (R•) by H-transfer (reac-
tion 6).

R• + GSH −−−→ RH + GS•
(6)

This reaction is thermodynamically
slightly favored because the S−H bond
is relatively weak. Recently, it has been

realized that the peptide C−H bond in pro-
teins is even somewhat lower, but it has
not yet been established whether proteins
attached to DNA (e.g. histones) reduce
•OH-induced damage not only by scaveng-
ing •OH radicals but also by H-donation to
a DNA radical.

In competition with this H-donation
reaction, dioxygen can add to the DNA rad-
icals, thereby forming the corresponding
peroxyl radicals (reaction 7).

R• + O2 −−−→ ROO•
(7)

These peroxyl radicals give rise to the
final products. Some of the peroxyl radicals
are capable of eliminating HO2

•/O2
•−, but

the major part will decay bimolecularly
(reaction 8).

2ROO• −−−→ products (8)

Low-molecular–weight peroxyl radicals
often terminate at dose to diffusion-
controlled rates. In high-molecular–
weight material such as DNA, the diffusion
of radical-bearing segments is consider-
ably restricted. Hence, they may persist
for relatively long times and may undergo
reactions other than reaction (8) or the
elimination of HO2

•/O2
•−.

The reaction of the primary DNA
radicals with glutathione is usually termed
chemical repair. However, a repair in the
true sense is achieved only if the radical
site to be repaired has been created by
H-abstraction (e.g. reaction 9).

RH + •OH −−−→ R• + H2O (9)

In DNA, such sites are present only at
the sugar moiety or at the methyl group of
thymine. For the most part, •OH reacts
by addition to a C=C or C=N bond
(e.g. reaction 10). Subsequent ‘‘repair’’ by
H-donation leads to the formation of
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a hydrate (reaction 11) rather than the
original molecule.

R2C=CR2 + •OH −−−→ HOCR2−CR2
•

(10)

HOCR2−CR2
• + GSH

−−−→ HOCR2−CHR2 + GS•
(11)

Apparently, the cellular enzymatic repair
system can cope with this kind of damage
much better than the kind resulting from
peroxyl radical reactions (cf the ‘‘oxygen
effect’’ in radiobiology).

4
Model Studies

Although the chemical nature of some
kinds of base damage has been studied in
vivo, most of our knowledge of radiation-
induced DNA damage is derived from
model studies. Electron spin resonance
studies for the identification of radicals
have mainly been carried out in the solid
state at low temperatures. In contrast,
practically all product and kinetic (pulse
radiolysis) studies have been done in
dilute aqueous solutions. Thus, they reflect
mostly the indirect effect.

In the direct effect, radical cations (and
electrons) are the species primarily pro-
duced (reaction 1). To mimic this reaction
and to study the fate of radical cations in
aqueous solutions, photoionization with
a laser (monophotonic at λ = 193 nm
or biphotonic at λ = 248 nm) or elec-
tron transfer to photoexcited quinones
(Q) were used with some advantage (e.g.
reaction 12).

Q ∗ +nucleobase −−−→ Q•−

+ nucleobase•+ (12)

The nucleobase radical cations are
strong acids. Quick deprotonation ensues
at a heteroatom, but in thymine, depro-
tonation can eventually materialize at the
exocyclic methyl group carbon, in com-
petition with a nucleophilic addition of
water to the carbon 6 position. Although af-
ter deprotonation the heteroatom-centered
radical predominates, the radical cation in
near-neutral media is always present at low
‘‘equilibrium’’ concentrations. In contrast
to the situation at the heteroatom, deproto-
nation at the methyl position is practically
irreversible under these conditions.

Nucleobase cations are strong oxidants
(for a sugar-derived radical cation see be-
low), and in DNA those derived from
thymine, cytosine, and adenine may ox-
idize a neighboring guanine (G), the
nucleobase with the lowest reduction po-
tential. Hole transfer through DNA is
now a well-documented process. The ul-
timate sinks of the hole are GG doublets
and, even better, GGG triplets whose re-
duction potentials are substantially lower
than that of a single G. Mechanistically,
this hole transfer can be described by
an incoherent hopping process involving
quantum-mechanical channels.

The electrons formed in the ionization
process are readily scavenged by the nu-
cleobases (a diffusion-controlled reaction).
The radical anions thus formed are strong
bases. Hence, it is not surprising that
those derived from adenine, guanine, and
cytosine are protonated by water on the
submicrosecond timescale. The thymine
radical anion has a pKb value of about 7.0,
and therefore is much longer lived than
the other radical anions.

Most of these radical anions (and to a
lesser extent their heteroatom-protonated
forms) have pronounced reducing prop-
erties; that is, they are capable of re-
transferring the electron to an oxidant.
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However, they are metastable species with
respect to ultimate conversion into carbon-
protonated intermediates (e.g. in thymine,
the final protonation site is C-6). These rad-
icals no longer have reducing properties.

This sequence of events also has a
bearing on the reactions of the rad-
ical anions with dioxygen. For exam-
ple, the thymine radical anion and its
heteroatom-protonated form react with
dioxygen by forming O2

•−/HO2
• thereby

regenerating the nucleobase, while in
the reaction of dioxygen with the C-
6-protonated radical anion, the thymine
molecule is destroyed.

Besides the formation of nucleobase
radical cations (on account of the direct
effect) and radical anions (by e− attach-
ment), one must consider the reactions of
the •OH radical as a major contributor to
radiation-induced DNA damage. It mostly
adds to the double bonds of the nucle-
obases, but it also abstracts H atoms from
the sugar moiety and the methyl group
in thymine.

For the investigation of •OH-induced re-
actions in isolation, in radiation-chemical
experiments it is standard practice to con-
vert e−

aq (from reaction 4) into •OH by
saturating the solution to be irradiated with
nitrous oxide (reaction 13).

e−
aq + N2O −−−→ •OH + N2 + OH−

(13)

As a result, the radical species now con-
sist of 90% •OH and 10% H•; that is, the
observed reactions and their products are
dominated by the effects of the •OH rad-
ical. In the pyrimidines, •OH-addition to
the C-5 position yields a reducing radical,
while an addition to the C-6 position yields
a radical with oxidizing properties. These
properties can be defined using suitable
redox probes. The pulse radiolysis tech-
nique has allowed the characterization of

these radicals and the determination of
their yields. In the case of the purines,
the redox titration technique is not as
straightforward, and the assignment of
the sites of •OH-addition is complicated
by rapid ring-opening and water elimina-
tion reactions.

Our present knowledge of pyrimidine
free-radical chemistry (in particular, uracil
and thymine, their methyl derivatives as
well as their nucleosides) is much more
extensive than that of the purines. It is
obvious from the published data that only
a fraction of the primary purine •OH-
adduct radicals have shown up in the form
of products. Considerable effort will be
required to bring the purine (and cytosine)
free-radical chemistry to a satisfactory level
of understanding. This situation is also
reflected in the determination of the base
product yields from irradiated DNA, where
a considerable deficit in the product yields
(related to the primary •OH radical yield)
is observed.

5
DNA Strand Breakage and Cross-linking

Solvated electrons do not cause DNA
strand breakage, but •OH radicals do. In
competition with addition to the nucle-
obases, they also abstract H atoms from
the sugar moiety. This has two possible
consequences: in the subsequent reactions
a strand break is induced and an unaltered
base is released, or base release occurs
without giving rise to strand breakage.
Hence, base release always predominates
somewhat over strand breakage. A num-
ber of altered sugars that are related to
these processes have been identified, both
in the absence and in the presence of
dioxygen. On the basis of detailed model
studies, the reactions and their kinetics
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leading to strand breakage in the absence
of dioxygen are fairly well understood. The
primary step is the abstraction of the H
atom at C-4′:

O

O

O

O

O O

O

O
O

O
RO RO

OR

OR
OH OH

OH
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P P
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CH2 CH2
Base

O

O
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OH

P CH2
Base

Base

P

+

+

(14)

(15)
Neighboring
guanine moiety

−

Guanine +•

+

• •

This radical then eliminates a neigh-
boring phosphate (linked to a fragment
of the DNA strand) (reaction 14), leav-
ing behind a radical cation. This radical
cation has oxidizing properties and can
oxidize a neighboring guanine moiety (re-
action 15) with the consequence of hole
migration through DNA (see above). In
competition, the sugar radical cation re-
acts with water, either at the position
that has eliminated the phosphate, or
at C-4′. In the former case, the other
phosphate function may be eliminated by
the same mechanism; in double-stranded
DNA, this sequence of events produces a
clean gap in the affected strand (the end
groups of the two fragments are phosphate
groups) with the loss of some informa-
tion because of the disappearance of the
damaged nucleoside. In the latter case,
the base is also lost, but additionally at
the end of one of the fragment strands,

a damaged sugar remains linked to the
phosphate group. Enzymatically speaking,
this is a ‘‘dirty’’ end group. Details of
the mechanism of DNA strand breakage

under conditions of oxygenation are less
well understood, but some of the rele-
vant sugar lesions have been detected.
Model systems (ribose 5-phosphate) in-
dicate that under these conditions C-5′
should be an additional site of attack
and, in analogy, one would expect (no ex-
perimental evidence yet) the C-3′ peroxyl
radical also to be a potential precursor for
strand breakage.

So far, sugar damage has been discussed
only in terms of •OH radicals attacking this
moiety. A contribution of the direct effect
(ionization of the sugar moiety and the
phosphate groups) must also be consid-
ered, but experimental evidence is not yet
available. However, there is another inter-
esting aspect. In polynucleotides such as
poly(U) and poly(C), there is convincing
evidence that base radicals are the major
precursors of the sugar radicals that lead
to strand breakage and the release of an
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unmodified base at the site of the damaged
sugar. It is less clear whether such a radical
transfer from the base to the sugar moiety
can also occur in DNA.

In mammalian cells, DNA double-strand
breaks are observed alongside single-
strand breaks approximately in the ratio
of 1 : 25. This poses the question of how
these double-strand breaks are formed.
It has been argued here that they result
from clustered lesions. In the literature,
an additional one-hit route has been
suggested that involves a radical transfer
from the already broken strand to the sugar
moiety of the opposite strand, followed by
breakage of this strand.

Carbon-centered radicals are known to
add to the C=C bonds of nucleobases.
Such reactions, as well as radical–radical
combination reactions involving macro-
radicals, in principle allow the formation
of DNA–protein and DNA–DNA cross-
links. In special cases, such products have
been observed with biological material, al-
beit in yields considerably lower than DNA
double-strand breaks.

See also Free Radicals in Biochem-
istry and Medicine; Mutagenesis,
Malignancy and Genome Instabil-
ity; Nucleic Acids (DNA) Damage
and Repair.
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Dipole–dipole Interaction
Arises from Coulomb or magnetic fields mutually induced by electrostatic or magnetic
dipoles respectively.

Exchange Interaction
Originates from inter- or intramolecular interaction between electrons due to their
quantum mechanical delocalization (e.g. overlap of orbitals populated with
the electrons).

Label
A compound that binds covalently to an object under study and whose properties
enable monitoring by appropriate physical methods.

Probe
A compound that either adds on non-covalently or diffuses freely in the medium.

Spin
The intrinsic angular momentum of an unpaired electron that induces
magnetic momentum.

� In solving problems of molecular biology, molecular biophysics and biochemistry of
proteins, nuclear acids, and biomembranes, it is necessary to investigate molecular
dynamics properties of biological objects and spatial disposition of their individual
parts. One must also know the depth of immersion of definite centers in a biological
matrix, that is, the availability of enzyme sites to substrates, distance of electron
tunneling between a donor and an acceptor group, position of a biophysical label in
a membrane and in a protein globule, distribution of the electrostatic field around
molecules, and so on. The biophysical labeling approach consists, in principle, of
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the modification of chosen sites of an object of interest by special compounds
(labels and probes) whose properties make it possible to trace the state of the
biological matrix by appropriate physical methods. Four types of compound are
most often used as labels and probes: (1) centers with unpaired electrons, spins
(stable nitroxide radicals and paramagnetic metal complexes); (2) fluorescent and
phosphorescent chromophores; (3) electron-scattering groups of heavy atoms (e.g.
polygold or polymercury compounds); and (4) Mössbauer atoms (e.g. 57Fe), which
give the nuclear γ -resonance spectra. Three types of problems can be solved by
means of labeling technique on a molecular level: (1) recording of conformational
changes in proteins, enzymes, membranes, and other structures; (2) the investigation
of the microrelief, micropolarity, and intra- and intermolecular mobility of biological
objects; and (3) the determination of the distance between chosen parts of systems
of interest. The labeling approach makes it possible to work in whole native cellular
and subcellular structures in aqueous, diluted solutions. The measurements are fast
and widely available.

1
Principles

1.1
Spin Labeling

1.1.1 General
In the overwhelming majority of stable
nitroxide radicals (NRs) used as spin
labels and probes, the nitroxide group is
stabilized by a substituent on the α-carbon
atoms; methyl groups, for example (Fig. 1).
Spin labels generally include fragments of
already known, widely accepted specific
reagents for functional groups of proteins,
lipids, nucleic acids, and other biological
compounds. The nitroxide group with
unpaired electron produces simple, well
resolved, and comparatively easily treated
electron spin resonance (ESR) spectra that
are sensitive to the molecular motion of
the nitroxide band and its interactions
with other paramagnetic materials. In
a constant magnetic field of strength
H0, electron spins orient themselves
in two directions, that is, along the
field and against the field (the Zeeman

Effect). Superposition of a perpendicular
electromagnetic field of frequency ν in the
microwave region results in reorientation
of the spins and resonance absorption
of the microwave energy occurs. The
condition of the resonance is the equality

hν = gβH0, (1)

where β is the Bohr magneton and g is the
g-factor that is characteristic of magnetic
momentum of the nitroxide.

The unpaired electron of nitroxide is de-
localized over the oxygen and nitrogen.
In the spherical symmetrical S state, the
delocalized electron undergoes a contact
interaction with the spin of the nitro-
gen nucleus that causes (for 14N) isotropic
hyperfine splitting (Aiso) into three com-
ponents corresponding to orientation of
the nuclear spin with magnetic quantum
number m = 1 along (m = −1), against
(m = +1), and perpendicular to (m = 0)
the constant magnetic field, correspond-
ingly. The Aiso is proportional to the
electron spin density on the nuclear spin.
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Fig. 1 (a) Schematic presentation for a
nitroxide spin label, and (b) schematic
spectrum of a nitroxide in solution.

Another type of electron–nuclear spin
interaction is associated with localization
of the electron on the p-orbital of ni-
trogen, and therefore, depends on the
angle between the direction of the axes
of the p-orbital and the constant mag-
netic field. Such an interaction gives rise
to anisotropic hyperfine splitting (Aaniso).

1.1.2 Rotational Diffusion of Nitroxide
Label
The nitroxides are asymmetric particles
(Fig. 1a) characterized by three values
of the g-factor (gx, gy, gz) and Aaniso
(Ax, Ay, Az). In the immobilized state
(frozen or supercooled solutions), the
ESR spectra are superpositions of the
microspectra of an enormous number
of radicals with different orientations.
The motion of the radicals results in
averaging anisotropic effects. According
the theory, a value of the time of the
nitroxide isotropic rotational diffusion by
one radian (correlation time, τc) in the

region τc = 1 × 10−10 ÷ 2 × 10−9 s can be
calculated from ESR spectra by using
the formula,

τc = 2.7 × 10−10
{[(

I0

I−

)1/2

− 1

]

�H0

} (2)

where �H0 is the width of the central
component of the spectrum in milliteslas
(mT) and I0 and I−1 are the intensities
of components with m = 0 and m = −1
respectively (Fig. 1b). Special methods
were developed for the measurement τc =
10−4 ÷ 10−8 s.

1.1.3 Nitroxides as Dielectric, pH, Redox,
and Imaging Probes
The magnetic parameters of NRs, the g-
factor, and the hyperfine splittings Aiso
and Aaniso are sensitive to the properties
of the medium (e.g. micropolarity and
ability to form hydrogen bonds with the
N − Ȯ group). The physical reason for
such dependence is that the contribution
of the resonance structure on the right

N − Ȯ ←−→ Ṅ+ − O−

causes an increase in the spin density
of unpaired electrons on the nitrogen
atom and therefore increases the Aiso
and Aaniso values. For example, Aiso =
1.4 + 0.064 (ε0 − 1)/(ε0 + 1), where ε0 is
the dielectric constant and Aiso is given in
millitesla. Protonation of the N − Ȯ group
leads to the value of �Aiso = 0.57 mT.
At protonation of other groups of the
nitroxide rings, the value �Aiso can reach
0.35 mT. The g-factor is also reported to be
sensitive to the medium.

NRs are relatively stable toward oxida-
tion, but they can be readily reduced to the
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corresponding hydroxylamines. The redox
potential of a nitroxide (0.2–0.3 eV) is high
enough to oxidize such biological com-
pounds as ascorbic acids, semiquinones,
superoxide radical, and Fe+2. Therefore,
NRs can serve as redox probes.

1.1.4 Double-labeling Technique. Spin
Label–Spin Probe Method: Spin-oxymetry
Under certain circumstances, the ESR
spectra of paramagnetic centers will re-
spond suitably to the approach of other
centers. Two types of spin–spin interac-
tions are distinguished: (1) dipole–dipole
interaction associated with induction by
the magnetic dipole of one paramagnetic
group of a local magnetic field at the site
of another paramagnetic center; and (2)
exchange interaction caused by an overlap
of the orbitals of unpaired electrons.

For a pair of dipoles, the value of
magnetic interaction is

�Hdd = µ1µ2

r3 − (µ1r)(µ2r)

r5
(3)

where µ1 and µ2 are magnetic moments
and r is the distance between the spins.

The degree of overlap of orbitals with
unpaired electrons is quantitatively char-
acterized by the value of the exchange
integral I. The value of I is about 1013 s−1

at the van der Waals distance and decreases
exponentially with increasing distance be-
tween the spins. The exchange interaction
usually prevails over the dipole–dipole in-
teraction at r < 0.8–1.0 nm and therefore
is suitable for the study of closely disposed
paramagnetic materials.

Dipole–dipole interaction is applicable
to systems with remote centers. For
example, the distance between the pairs
of nitroxide spin labels up to 3.0 to 3.5 nm
can be calculated by formula:

r = 1.6(�Hdd)
−1/3, (4)

where �Hdd (mT) is the broadening of the
ESR line.

Recently, many modifications of pulse
ESR have been designed that allowed
the improvement of the distance-measure-
ment accuracy and to expand range of
distance available for ESR spectroscopy.
The principal advantage of such pulse
methods is the direct determination of
spin-relaxation parameters that, in turn,
are directly related to spin–spin interac-
tions, depending on distances.

The investigation of the paramagnetic
contribution of ions to the value of
the spin–lattice relaxation rate spin label
has resulted in the extension of the
distance that can be measured up to 6 nm.
When a nitroxide spin label encounters
a spin probe, that is, a chemically inert
paramagnetic species (e.g. ferricyanide or
diphenylchromium) that diffuses freely in
solution, the magnitude of broadening of
the label ESR line �H (mT) is related to the
rate constant of the exchange interaction
kex (M−1s−1) by the following equation:

�H = 6.52 × 10−9kexC (5)

where C is the molar spin probe concentra-
tion. Measurement of ESR spectra param-
eters allows one to determine the value of
kex in the range of 106 to 1010 M−1 s−1. For
a particular pair of paramagnetic species,
the value of kex is proportional to the colli-
sion frequency, and therefore, depends on
chemical structure, microviscosity, steric
hindrances, concentration of O2, and dis-
tribution of electrostatic charges in the
region of encounters with the use nitroxide
probes of different electrostatic charges.
Hence, after preliminary empirical cali-
bration, the spin label–spin probe method
based on examining kex can be used for
experimental study of these factors in bio-
logical objects.
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1.1.5 New ESR Techniques
In high-frequency ESR spectroscopy (HF
ESR) that generates strong magnetic fields
(up to 9 T), the increased magnetic field
leads to increasing spectral sensitivity
to motion dynamics sensitivity in a
slow-motion regime. Recently, significant
progress in HF ESR has been achieved
with the use of millimeter-wave quasi-optic
technique, permitting the construction of
a 9-T, 250-GHz (1.2 mm) spectrometer.

The 2D ESR technique relies on selec-
tive irradiation of a particular resonance
line with a microwave frequency field
and observation of the resulting effects
in the rest of the spectrum. This method
provides a 2D display of the homoge-
neous linescape across an inhomogeneous
ESR spectrum. This approach allows di-
rect study of dynamic processes (rota-
tional and translational diffusion, electron
transfer) and static dipole and exchange
spin–spin interactions. The possibility of
the two-dimensional approach has been
significantly extended with the use Fourier
transform electron spin resonance (2D FT
ESR) and electron spin–echo techniques.
Multiple quantum ESR recently developed
for measuring distances between spins
(r) longer than 1.2 nm is based upon
double-quantum coherence pulsed ESR
methods. Introducing an extensive cycling
of a four-pulse sequence allows the deter-
mination of dipole–dipole splitting in the
homogeneous ESR spectrum. The latter is
directly connected to the r value. The elec-
tron nuclear double resonance (ENDOR)
method provides direct structural infor-
mation about a paramagnetic molecule
orientation and conformation. Another
method that is important for structure as-
signment is the electron–nuclear–nuclear
triple resonance spectroscopy, which is an
extension of the ENDOR method.

Among applications of new ESR tech-
niques based on continuous wave illumi-
nation (CW ESR), the following ones can
be pointed out: (1) site-directed spin label-
ing; (2) rigid incorporation of a spin label
in proteins backbone alpha chain; (3) using
fast Fourier transform deconvolution; (4)
ENDOR of labeled enzyme-active centers;
(5) pairwise interaction spin–spin interac-
tion on a solely tumbling macromolecule;
(6) and measurements of depth of immer-
sion and location of paramagnetic centers.

1.2
Luminescent Labeling

1.2.1 General
The main parameters of both fluorescence
and phosphorescence are their intensity I,
the line shape and frequency of the max-
ima of spectra vmax, the quantum yield
φ, and the lifetime of the excited state
τ*. A significant difference between flu-
orescence and phosphorescence is that
the lifetimes of the excited state dur-
ing fluorescence (τ*f = 10−8 − 10−10 s)
are much shorter than phosphorescence
lifetimes (τ*ph = 10−3 − 102 s). Another
distinguishing feature of a phosphores-
cent molecule is the formation of the
triplet, a paramagnetic state after excita-
tion, and such a chromophore may serve
as a triplet label.

1.2.2 Rotational Diffusion of Luminescent
Labels
Chromophores that are being used as lu-
minescent labels usually have asymmetric
adsorption and emission transition mo-
ments and are sensitive to the polarization
of incident light. If the rotation time τR

of the chromophore is comparable to or
shorter than its excited lifetime τ*, the
emitted light will be depolarized (Fig. 2). A
characteristic parameter of depolarization
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Fig. 2 Schematic representation of the
dependence of fluorescent
depolarization of a chromophore on the
rotational correlation time τR and the
excited state lifetime τf : 1, irradiation by
polarized incident light; 2, polarized
fluorescence from immobile
chromophore; 3, rotation of the
chromophore; 4, depolarized
fluorescence from mobile
chromophore.
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is the anisotropy,

r = I‖ − I⊥
I‖ + 2I⊥

, (6)

where I‖ and I⊥ are the intensities
of emitted light passing through the
polarizer with the electric axis directed
parallel or perpendicular, respectively, to
the polarization of the incident light. For a
spherical molecule,

r0

r
= 1 + τ*

τR
= 1 + 3kBTτ*

4πb3η
(7)

where r0 is the anisotropy for a chro-
mophore without rotation, β is the ra-
dius of rotation, and η is the viscosity
of the medium. Measurement of the
dependence of r/r0 on T/η allows de-
termination of the value of τR if τ* is
known. The value of τR can be mea-
sured directly from the change in the
anisotropy after pulse radiation of the
sample under study. The aforementioned
technique is concerned with rotational
diffusion of protein molecules in solu-
tion or lipids in membranes with τR =
10−8 − 10−9 s (fluorescence) and macro-
molecules in membranes τR = 10−5 −
10−6 s (phosphorescence).

1.2.3 Molecular Dynamics and
Micropolarity of the Media
The excitation of a chromophore is
accompanied by a change in the electric

dipole moment of the molecule. This in-
volves a change in the energy of interaction
with the surrounding dipole molecules. If
the characteristic dipole rotational corre-
lation time τR in the medium is much
longer than the lifetime of the fluores-
cence or phosphorescence τ*, the dipoles
have no chance to follow the change in
the light-induced electric field, and the
transition from the unsolvated excited state
to the ground state takes place. In an-
other limiting case, where τR � t*, the
interaction between the dipoles and ex-
cited molecule lowers the energy of the
system, and emission is effected from
the solvated level. The relaxation can be
followed by time-resolved spectroscopy,
measuring the kinetic value of the shift
of the maximum of the fluorescent or
phosphorescent spectra νmax(t) (relaxation
shift):

νmax(t) − νmax(∞) = [νmax(0) − νmax(∞)]

× exp

(
− t

τr

)
, (8)

where the indexes t, ∞, and 0 are
related to the νmax of the time-resolved
emission spectrum at a given moment
t, t → ∞ and t = 0. The value of τR
can be also estimated by measuring
the temperature dependence of the νmax
of steady state emission spectra. The
value of the relaxation shift depends
on the electrostatic dipole moment of
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the excited chromophore and on the
parameters of polarity (in the simplest
case, dielectric constant) of the medium.
Hence, the latter can be estimated for
biological objects (e.g. active centers of
enzymes, membranes) after preliminary
calibration, using model systems with
known properties.

1.2.4 Resonance Energy Transfer Between
Chromophores; Quenching of
Fluorescence; Fluorescent Recovery
after Photobleaching (FRAP)
The electrostatic dipole–dipole interaction
between chromophores permits the nonra-
diative transfer of energy from an excited
singlet state of a molecule (a donor, D)
to an unexcited singlet state of another
molecule (an acceptor, A) via an inductive
resonance mechanism. According the the-
ory developed by Förster, the efficiency of
the transfer:

ET = 1 − φ

φ0
= R6

0

R6
0 + R6

(9)

where φ and φ0 are the quantum yields of
the donor fluorescence with and without
the acceptor; R is the distance between D
and A, and R0 is the critical distance at
which the probability of energy transfer
is equal to that of donor excited state
deactivation:

R0 = 162K2

π5n4

∫ ∞

0

fD(ν)εA(ν) dν

ν4 , (10)

where the n is refractive index of the
medium, ∫ is the spectrum overlap of
the donor fluorescence fD(u) and the
acceptor adsorption εA(υ), and K2 is the
orientation factor of the dipole pair. For
random reorientation of the donor and
acceptor transition moments, K2 = 2/3.
Measurement of E makes it possible to
estimate distances between the centers
by 1.0 to 8.0 nm. Lanthanide (chelates of

terbium or europium) based fluorescence
resonance energy transfer (FRET) is a
recent modification of the technique with a
number of technical advantages, yet relies
on the same fundamental mechanism. The
advantages are (1) the value of the critical
radius is 5.0 to 7.0 nm; (2) since the donor’s
emission is unpolarized, the efficiency of
energy transfer depends primarily on the
distance between donor and acceptor, and
not on their relative orientation.

The phenomenon of quenching ex-
cited singlet states has been used in the
investigation of collisions between fluo-
rescent labels and quenching molecules.
The process can be described by the
Stern–Volmer equation:

φ0φ = 1 + Kq[Q ] = 1 + τ*kq[Q ], (11)

where Kq is the Stern–Volmer constant
and kq is the quenching rate constant.
The range of the kq values available for
the fluorescence quenching technique is
108 to 109 M−1s−1. Molecules with polar
groups and heavy atoms, many aromatic
molecules, and electron acceptors are
efficient quenchers, with kq = (3–6) ×
109 M−1s−1.

The relatively slow diffusion of fluores-
cent probes and labeled macromolecules is
studied by Fluorescent Recovery after Pho-
tobleaching (FRAP) techniques, which are
based on photobleaching of small portions
of the objects under study by a laser pulse,
followed by monitoring of fluorescence re-
covery as a result of diffusion from an
adjacent portion of the system.

1.2.5 Triplet, Photochrome,
Triplet–photochrome, and
Spin-triplet-photochrome Labeling
The excited triplet state has two unpaired
electrons and can be considered a spe-
cific biradical, triplet label. Therefore, the
processes of deactivation of the triplet
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state can be accelerated owing to exchange
spin–spin interaction with other paramag-
netic molecule by means of triplet–triplet
(T–T) energy transfer or intercrossing. In
particular, the experimental values of kTT,
the rate constant of the triplet state deacti-
vation, can be written as follows:

kTT = 1015 exp(−26R), (12)

where R (nm) is the distance between the
triplet label and a quenching molecule
separated by nonconducting media (e.g.
molecules or groups with saturated chem-
ical bonds) and the result is given in
reciprocal seconds. Dynamic exchange
interactions upon collisions between ex-
changing centers in solution are very
effective. The long lifetime of a triplet
label in the excited state (τ*ph is in the
range 10−1 –10−6 s) offers possibilities for
measuring the rates of such slow dynamic
processes as collisions of proteins in solu-
tion and diffusion of small molecules in
rigid membranes. Nitroxide spin probes,
complexes of paramagnetic metals, biolog-
ical molecules (say, quinones, vitamins,
etc.), and O2 have proved to be effective
quenchers of triplet labels.

The phenomenon of photochromism in-
volves light-induced reversible transitions
of a chromophore (A) to another form
(B); for example, the photoisomerization a
fluorescent trans-stilbene derivative to the
non-fluorescent cis-stilbene. The latter in-
cludes the rotation of phenyl groups as
a necessary step in the transformation.
In a viscous medium and in systems with
strong steric hindrance, the rotation can be
the rate-determining stage; therefore, the
experimental rate constant of the photoi-
somerization kis of the photochromic label
can be a characteristic of the microviscosity
of an object of interest.

Photochrome labeling allows one to
investigate relaxation processes in biolog-
ical systems using sensitive and widely
available fluorescence techniques. An ap-
proach was developed to determine the
rate constant of very rare collisions, in-
cluding those between macromolecules
in rigid media such as biological mem-
branes. The photochrome–triplet labeling
approach is based on monitoring the rate
at which the photochromic stilbene la-
bel cis–trans isomerization is sensitized
by the triplet–triplet energy transfer be-
tween this label and a triplet label (say,
Erythrosine). The relatively long lifetime
of the excited triplet state of the triplet label
and nonreversible character of the photoi-
somerization make it possible to integrate
information on the energy transfer by ac-
cumulating the photoreaction product, a
trans-stilbene derivative. The characteristic
time of the photochrome–triplet labeling
method is about 1 s. These unique char-
acteristics of the approach allow one to
determine the rate constant of very rare
collisions, including those between macro-
molecules in such rigid media as proteins
in biological membranes. An additional
step in the cascade reaction scheme is the
quenching of the sensitizer triplet state
with relatively low-concentration radicals
(Fig. 3). This technique combines the three
types of biophysical probes: stilbene pho-
tochrome probe, triplet probe, and stable
nitroxide-radical spin probe, which de-
presses the sensitizer exited triplet state.

1.2.6 Dual Fluorophore-spin Labeling:
High-sensitivity Redox Probes, Spin and
Nitric Oxide Traps
The quantitative characterization of que-
nching and redox processes is based upon
the use of two molecular subfunctional-
ities (a fluorescent chromophore and a
stable nitroxide radical) tethered together
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by a spacer. A typical double probe consists
of fluorophore and nitroxide fragments
connected by functional groups (a spacer)
(Fig. 4). In the dual molecule, the nitrox-
ide is a strong intramolecular quencher
of the fluorescence from the chromophore
fragment. Chemical or photoreduction of
this fragment to a hydroxylamine deriva-
tive, oxidation of the nitroxide fragment,
or addition of an active radical yields
the fluorescence increase and the parallel
decay of the fragment ESR signal. A re-
ducing substrate (e.g. antioxidant analyte,
semiquinone and superoxide radicals, ni-
tric oxide in the nanomolar concentration
scale) reduces the nitroxide function re-
sulting in a decay of the nitroxide ESR
signal plus concomitant enhancement of
the chromophore fluorescence. Organic
synthetic chemistry allows playing with
the chemical structure of dual molecules

of different fluorescence, ESR, and redox
properties with a variety of bridges (spac-
ers) tethering the fluorophore and nitrox-
ide fragments. It was demonstrated that
variation of the chemical structure of ni-
troxide moieties allows measuring of the
concentration of nitric oxide, superoxide,
and antioxidants (ascorbic and uric acids,
flavons) in biological liquids (human blood
plasma, fruits juices), that is to say, estab-
lishing the reducing status of these objects.

1.2.7 New Fluorescence Technique
In confocal microscopy, a tiny open
volume element of about 0.2 fL is
created by a focused laser beam.
When a fluorescent molecule enters the
confocal volume, it becomes excited. In
this technique, the space distribution
of a fluorescent fluorophore and the
fluctuation of fluorescence intensity



Labeling, Biophysical 167

are analyzed. Recent developments in
fluorescence spectroscopy and microscopy
have made it possible to detect and
image single molecules. These techniques
allow the conducting of spectroscopic
measurements for studying chemical and
biological species and their interaction
with the environment. Single molecular
measurement offers time resolution to
monitor dynamic processes such as
translation, orientation, and enzymatic
reactions on a timescale from milliseconds
to ten seconds. Fluorescent quantum
efficiencies greater than 0.1 can be studied
with this technique. The techniques
that have evolved to the level of
single molecule sensitivity at room
temperature are flow cytometry, confocal
fluorescence correlation spectroscopy, and
microdroplet technique.

Two-photon molecular excitation is per-
formed by very high local intensity pro-
vided by tight focusing in a laser-scanning
microscopy. This technique is combined
with the temporal concentration of fem-
tosecond pulsed lasers that produce a
stream of pulses with a pulse duration
of about 100 fs at a repetition rate of
about 80 MHz. Advantages of the two-
photon laser spectroscopy are as follows:

high resolution, tolerance of infrared light
by biological objects, different selection
rule, and vibronic coupling. In home
dual-color cross-correlation fluorescence
spectroscopy experiments, a sample con-
taining two fluorophores, with different
emissions in each molecule, is irradiated
with two lasers (or with one laser) to
perform simultaneous excitation of the flu-
orophores. This technique in combination
with confocal laser microscopy allows the
separation of a microscopic volume with
two different fluorophores from a volume
with only one fluorophore, and therefore,
the monitoring of dissociation of the dual-
labeled molecules or association of two
single-labeled molecules.

With the development of the near-
infrared (NIR) laser diodes, the synthesis
of fluorescent dyes with excitation and
emission in the NIR wavelength regime
has accelerated in the past decade for
microscopy application. Fluorescence life-
time imaging is one of the techniques
that attract much attention. Fluorescence
lifetimes possess the benefit of being inde-
pendent of local intensity, concentration
and photobleaching of the fluorophore,
and scattering in complex structure. This
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technique in combination with FRET al-
lows the investigation of interactions of
proteins and nucleic acids within a cell.

1.3
Miscellaneous Labeling Methods

1.3.1 M
..
ossbauer Labels

The Mössbauer method is based on the
phenomenon of nuclear gamma reso-
nance (NGR), for example, the transition
of a nucleus (e.g. 57Fe) from the ground
state to the excited state upon absorp-
tion of a γ -quantum emitted by 57Co.
The dependence of the intensity the emit-
ting and absorbing nuclei is indicated in
the so-called Mössbauer spectrum (Fig. 5).
Parameters of the NGR spectra are ex-
tremely sensitive to the amplitude x of
the Mössbauer atom oscillation and the
diffusion coefficient D, and therefore, to
the dynamics of an object of interest. For
example, for 57Fe:

f ′ = 10−2300〈x〉2
(13)

and when the amplitude increases by
0.05 nm, the f ′ value decreases by a
factor of 105. Mössbauer atoms can
be introduced into various portions of
biological structures, say active centers
of Fe-containing enzymes, via chemical
reactions, absorption, or biosyntheses. In
a complimentary technique of the Rayleigh
scattering of Mössbauer radiation, the
radiation is incident upon the sample.
The sample does not need to be labeled
with 57Fe; nevertheless, the analysis of
the radiation gives the mean square
displacement of the scattering atoms
averaging over all the atoms of the sample.

1.3.2 Nuclear Magnetic Resonance Probes
Probes modified specifically with isotopes
(2H, 13C, 15N, 19F, 17O, 28Na, etc.) are

characterized by distinct and easily inter-
preted NMR spectra. Such modifications
can be exemplified by the introduction
of 13C into the C=O group of lysine,
15N into the amide group of glycine,
and 2H into specific positions of lipid
probes. The most widely used NMR probes
that are commonly combined with spin
labeling are deuterated probes. Isotopes
13C and 15N are the most suitable for
studying the molecular dynamics of bio-
logical molecules.

1.3.3 Electron and X-ray Scattering Labels
The relative intensity of electron scattering
and X-ray scattering (I/I0) increases, other
conditions being equal, with atomic num-
ber (Z) of the component atom: I/I0 ∼ Z2.
A number of polynuclear complexes and
clusters of heavy metals are used nowa-
days as electron-scattering labels: colloid
particles and clusters of gold, polymercury
mercarbides, and compounds of palla-
dium and iodine. Analysis of electron
micrographs and X-ray scattering of the
labeled biological objects allows one to
investigate the location of specifically la-
beled portions.

2
Applications

2.1
Enzymes and Proteins

2.1.1 Active Sites of Enzymes
Monitoring the mobility of spin and
luminescence labels and measuring the
magnetic and electrostatic interactions
between them can be used to study
many phenomena, including the chemical
nature and mutual disposition of modified
catalytic and binding chemical groups, the
size and form of a cleft of enzyme-active
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centers, the distribution of electrostatic
charges around the centers, the location
of specific zones on an enzyme complex,
and the rotation of protein globules.

Serine proteases are used as a proving
ground for various versions of the spin-
labeling method. The principal catalytic
groups of the α-chymotrypsin active cen-
ter, namely, Ser195, His57, and Met192,
were modified by nitroxide spin labels.
The ESR spectra of spin-labeled prepara-
tions were highly sensitive to fine changes
in the structure of the active centers at
the interactions with the substrate analogs.
When nitroxide derivatives of sulfamides
having bridges of varying lengths between
the aromatic groups and nitroxide frag-
ment were included in the enzyme-active
center, the mobility of such a fragment
could be drastically enhanced by using a
probe longer than 1.45 nm. Physical label-
ing methods were applied to determine the
mutual arrangement of FenSn clusters, the
ATP center of nitrogenase and the location
of these centers on the enzyme macro-
molecules, and for estimation of distances
between the nucleotide-binding centers of
H+ ATP synthase (4.0–5.0 nm).

The labeling method was used to probe
the molecular nature of the binding pocket
of a G protein–coupled receptor and the
events immediately following the binding
and activation. The substance P peptide,
a potent agonist for the neurokinin-
1 receptor, has been modified with a
nitroxide spin probe specifically attached
at Lys-3. The EPR spectrum of the
bound peptide indicates that the Lys-3
portion of the agonist is highly flexible.
A slight increase in the mobility of the
bound peptide in the presence of a non-
hydrolyzable analog of GTP was detected,
indicative of the alternate conformational
states described for this class of receptor. S-
adenosylmethionine (AdoMet) synthetase

(I) of Escherichia coli is one of numerous
enzymes that have a flexible polypeptide
loop that moves from gate access to the
active site in a motion that is closely
coupled to catalysis. Site-directed spin
labeling was used to introduce nitroxide
groups at 2 positions in the loop to
illuminate how the motion of the loop is
affected by substrate binding. The results
suggest that the motion of the loop may
be an intrinsic property of the protein and
not be strictly ligand-modulated.

The confocal fluorescence coincidence
analysis has been employed for a rapid ho-
mogeneous assay for restriction endonu-
clease EcoRI. This methodology has been
improved by the application of two-photon
excited, dual-color, cross-correlation spec-
troscopy on the level of single diffus-
ing molecules. A double-strand of DNA
was labeled with Rhodamin green and
Texas red. The kinetics of the enzymatic
cleavage of the labeled DNA by restric-
tion endonuclease was monitored by this
new technique. The single-molecule flu-
orescence technique was used for the
study of differences in the chemical re-
activity of individual molecules of en-
zymes. Enzyme molecules are presented
at very low concentration (7.6 × 10−17 to
1.5 × 10−16 M) in a narrow capillary and
each discrete molecule produces a dis-
crete zone. The kinetics of synthesis of
a fluorescent product, 2′-(2-benzothiazol)-
6′-hydrobenzthiazol, produced by single
alkaline phosphatase molecule has been
investigated.

Rhodanase was labeled at its catalytic
site with the phosphorescence probe
eosin isothiocyanide. The accessibility of
molecules to the probe was determined
by phosphorescence lifetime-quenching
studies. The use of a novel pulsed
ESR technique for distance measurement
based on the detection of double-quantum



170 Labeling, Biophysical

coherence (DQC), which yields high qual-
ity dipolar spectra, significantly extended
the range of measurable distances in pro-
teins using nitroxide spin-labels. Eight
T4 lysozyme (T4L) mutants, doubly la-
beled with methanethiosulfonate spin-
label (MTSSL), have been studied using
DQC-ESR at 9 and 17 GHz. The distances
span the range from 2.0 to 4.7 nm.

The physical basis of an approach
rests upon the effect of the local electro-
static potential upon dynamic interactions
at encounters with charged quenching
molecules resulting in fluorescence (phos-
phorescence), or between a stable radi-
cal, for example, nitroxide, and another
charged paramagnetic species. In such
cases, the relaxation parameters, that is,
the lifetime of the fluorescence (phos-
phorescence) chromophore or spin–spin
and spin–lattice relaxation rates of para-
magnetic species are dependent upon the
frequency of encounters, and therefore, on
local electrostatic fields. Electron-carrier
horse heat cytochrome c and dioxygen-
carrier sperm-whale myoglobin served as
models for determining local electrostatic
charges in the vicinity of paramagnetic
active sites of metalloenzymes and metal-
loproteins. Calculations of local charge Zx

in the vicinity of a paramagnetic particle
(such as the active site of a metalloprotein
or a spin label) colliding with a nitroxide
or metallocomplex with known charge Zp

can be carried out with the use of the
Debye equation.

Nitroxide spin molecules are conve-
nient probes for the ENDOR applica-
tion for solving some problems of en-
zyme catalysis. From ENDOR studies of
molecular structures and conformations,
several spin-labeled amino acid deriva-
tives incorporated into enzyme-active sites
have been reported. For instance, the
spin-labeled transition-state analog in

the α-chymotripsin reaction, N-(2,2,5,5-
tetramethyl-1-oxypyrrolinyl)-L-phenylalan-
inal, has been synthesized. The confor-
mation of the acyl- moiety of the substrate
analog in the active site of the reaction in-
termediate differs significantly from that
of the free substrate in solution.

2.1.2 Conformational Changes and
Molecular Dynamics
Labeling methods were applied for de-
tecting conformational changes, including
large-scale denaturation transitions, pre-
denaturing phenomena, allosteric effects
(transmitted from one enzyme subunit to
another), conformational changes in en-
zyme structures other than quaternary
(transglobular allosteric transition), and
changes in the state of various segments
of the active centers of enzymes due to
the action of specific reagents on the adja-
cent segments.

Allosteric effects were first reported by
McConnell and associates in studies of
horse hemoglobin with the β-SH group
modified by a spin label 1.3 to 1.4 nm from
the heme active center. Transglobular
transitions were studied in a number of
proteins, including lysozyme, myoglobin,
aspartate aminotransferase, and myosin.

Biophysical labeling methods provide
a unique possibility for monitoring local
intermolecular dynamics properties in a
wide range of correlation times (τc is in
the range 102 to 10−10 s). They enable the
investigation of the dynamics of different
parts of protein globules in the vicinity
of the spin, fluorescence, phosphores-
cence, and Mössbauer labels under various
conditions (temperatures 30–330 K, wa-
ter content, viscosity, substrates, inhibitor
additions, etc.). The experiments revealed
the following tendency: appropriate phys-
ical methods detect the mobility of labels
starting from the temperature of liquid
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nitrogen; the lower the value of the charac-
teristic frequency of the method, the lower
the temperature at which the label mo-
bility can be recorded. Thus, the mobility
recorded results from a gradual softening
of the protein–water matrix rather than
from an individual phase transition.

At physiological ambient conditions,
all labeling methods indicate the mo-
bility of labels and surrounding media
in the nanosecond temporal regions. A
correlation between the temperature de-
pendencies of nonharmonic parameters
of Mössbauer atoms in heme, the heme
spectra Soret band Gaussian broadening,
non-elastic neutron scattering, and the
molecular dynamics simulation in myo-
globin was demonstrated. According to
these data, the anharmonic intramolecular
mobility of proteins increases dramatically
at T > 200 K. This conclusion was con-
firmed by low-temperature experiments
with the use of the fluorescence dy-
namic Stokes shift, neutron scattering, and
molecular dynamics simulation in other
proteins, superoxide dismutase, lysozyme,
elastase, bacteriorhodopsin, and RNAse.
It is necessary to stress that the an-
harmonic nanosecond dynamics of the
proteins recorded with labeling methods
only appear if the water content of the sam-
ple being studied exceeds a critical value by
about 10 to 25%. According to experimen-
tal data on Mössbauer spectroscopy, at am-
bient temperatures, the myoglobin heme
group exhibits the unharmonic nanosec-
ond motion with 〈�x〉nh > 0.02 nm. The
flexibility of the cavity of the myoglobin
active site is evidenced by the mobility of
a spin probe, a derivative of isocyanate
attached to the heme group in the sin-
gle crystal.

The mobility of a single deuterated
tryptophane located in a loop of the active
site of triosephosphate isomerase has been

investigated by solid-state deuterium NMR
and solution state 19F NMR. The rate
of the loop’s opening and closing was
detected using samples of the enzyme
in the presence and in the absence of a
substrate analog DL-glycerol 3-phosphate
at temperatures ranging from −15 to
+45 ◦C. It was shown that the rate of the
loop’s opening and closing is of order
104 s−1. Hinge-bending and substrate-
induced conformational transitions in T4
lysozyme in solution were confirmed in a
study by site-directed labeling. Both single
and pairs of nitroxide spin labels were
introduced into different domains of the
protein followed by monitoring distances
between the labels by ESR technique. In
the absence of a substrate, the results are
consistent with a hinge-bending motion,
which opens the active site cleft. When
substrate binding takes place, the relative
domain movement occurs.

Simulation studies of typical intramolec-
ular energy transfer experiments reveal
that both static and dynamic conforma-
tional distribution information can thus
be obtained at a single temperature and
viscosity. This method was used for the
investigation of the refolding transition of
E. coli adenylate kinase (AK) by monitor-
ing the refolding kinetics of a selected
20-residue helical segment in the CORE
domain of the protein.

The local and global dynamics of the
Sulfolobus solfataricus β-glycosidase were
studied by ESR and time-resolved fluores-
cence techniques. For EPR investigations,
the protein was covalently modified by the
maleimido nitroxide spin label, which is
specific for cysteine -SH groups, at posi-
tion 344 and at position 101, where Ser101
was changed into a cysteine by site-directed
mutagenesis. The labeled proteins un-
derwent temperature perturbation in the
range 290 to 335 K. The general dynamic



172 Labeling, Biophysical

information was deduced from the analy-
sis of the fluorescence emission decay of
the tryptophanyl residues that are present
in each region of the protein structure.

2.2
Membranes

Specific modification of individual lipid
and protein parts of biological and model
membranes by whole sets of labels and
probes allows the biophysical labeling
method to be extremely effective in in-
vestigating membrane dynamics and mi-
crostructure. Monitoring of the rotational
diffusion of nitroxide, fluorescent, and
phosphorescent derivatives of lipids and
proteins, and their collisions, enables one
to determine thickness, the microviscosity
profile of membranes, membrane hetero-
geneity, and phase transitions, as well as to
discover phenomena related to the lateral
diffusion of lipid and protein associations
in membranes. Spin and fluorescence
labeling approaches have indicated signif-
icant similarities between the structural
and dynamic properties of model bilayer
liposomes and the lipid phase of such
biological membranes such as erythro-
cytes, the sarcoplasic reticulum, and mi-
crosomes. A number of specific problems
associated with the intrinsic inhomogene-
ity of cells, biochemical and biophysical
processes (including redox ones), and cell
organization can be readily solved by
means of labeling approaches. In differ-
entiated cells (ovarian cells, spermatozoa),
the FRAP method indicated the presence
of protein domains and of different mi-
crocompartments in various parts of the
cells that differed with respect to dif-
fusion coefficients and mobile fractions.
The values of intercellular pH monitored
by a fluorescent probe (fluorescein af-
ter enzymatic deacetylation) were found

to differ in various compartments of
the cells.

The distribution of LW peptide be-
tween coexisting ordered and disordered
lipid domains was probed by measur-
ing the LW Trp fluorescence quenched
by a nitroxide-labeled phospholipid that is
concentrated in disordered lipid domains.
Strong quenching of the Trp fluores-
cence (relative to quenching in model
membranes lacking domains) showed
that LW peptide was concentrated in
quencher-rich disordered domains and
was largely excluded from ordered do-
mains. Nitroxide spin label studies with
high-field/high-frequency ESR and two-
dimensional Fourier transform ESR en-
able one to accurately detect distances in
biomolecules, unravel the details of the
complex dynamics in proteins, character-
ize the dynamic structure of membrane
domains, and discriminate between bulk
lipids and boundary lipids that coat trans-
membrane peptides or proteins.

The EPR spectroscopic characterization
of a recently developed magnetically ori-
ented spin-labeled model membrane sys-
tem was reported. The oriented membrane
system is composed of a mixture of a
bilayer-forming phospholipid and a short-
chain phospholipid that breaks up the
extended bilayers into bilayered micelles or
bicelles that are highly hydrated (approx.
75% aq.). Paramagnetic lanthanide ions
(Tm3+) were added to align the bicelles
such that the bilayer normal is collinear
with the direction of the static magnetic
field. The nitroxide spin probe 3β-doxyl-
5α-cholestane (cholestane) was used to
demonstrate the effects of macroscopic bi-
layer alignment through the measurement
of orientational dependent hyperfine split-
tings that were close to Ayy. The EPR
signals of cholestane inserted into ori-
ented and randomly dispersed DMPC-rich
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bilayers have been investigated over the
temperature range of 298 to 348 K.

2D-ELDOR spectroscopy has been em-
ployed to study the dynamic structure of
the liquid-ordered (Lo) phase versus that
of the liquid-crystal (Lc) phase in multi-
bilayer phospholipid vesicles without (Lc)

and with (Lo) cholesterol, using end-chain
and headgroup labels and spin-labeled
cholestane. Fluorescence correlation spec-
troscopy was used for investigation of the
size and the size distribution of liposomes
loaded with a fluorescence probe.

2.3
Nucleic Acids

The following methods have been devel-
oped for modification of nucleic acids:
(1) covalent attachment of spin and flu-
orescent labels to functional groups of the
nucleotide bases; (2) covalent attachment
of labels to hydroxyl groups on the ribose
glucosyl rings; (3) alkylation or acylation
of the SH group of the 4-thiouracil or the
NH2 group on the aminoacyl residue of
tRNA; (4) enzymatic synthesis of nucleic
acids with the use of a labeled base; and
(5) intercalation of spin and fluorescent
probes between bases in the double-helix
portion of nucleic acids, and complexation
with paramagnetic (Mn+2) or Mössbauer
(57Fe) atoms. The extent of the immobi-
lization of the labels and probes and the
spin–spin interactions between them are
determined by the structure of the nucleic
acid, the length and flexibility of the label,
and ambient conditions (pH, temperature,
ionic strength, destructive forces, and de-
grees of binding of various compounds).
The thermal- and pH-induced transitions
of nucleic acids at their melting tempera-
tures are accompanied by a drastic increase
in the mobility of the attached spin labels.

The ESR spectra of spin-labeled prepara-
tions of nucleic acids are sensitive to fine
conformational changes as well.

The dynamics of iron nuclei in the
condensates obtained by interaction of
FeIII with DNA, (DNA monomer), has
been investigated by 57Fe Mössbauer spec-
troscopy. Functions of the parameters iso-
mer shift and nuclear quadrupole splitting
in temperature ranges 20 to 260 K were
employed to investigate the dynamics of Fe
nuclei and showed linear trends in the tem-
perature ranges 20 to 150 and 150 to 260 K,
respectively, the latter with larger slopes.
Site-directed spin labeling utilizes site-
specific attachment of a stable nitroxide
radical to probe the structure and dynam-
ics of nucleic acids. 4-thiouridine base was
introduced at each of six different positions
in a 23-nucleotide RNA molecule. The 4-
thiouridine derivatives were subsequently
modified with one of three methanethio-
sulfonate nitroxide reagents to introduce
a spin label at specific sites. The motion
is similar to that found for a structurally
related probe on helical sites in proteins,
suggesting a similar mode of motion. The
nitroxide spin-labels are covalently linked
to a deoxyuridine residue using either a
monoacetylene or diacetylene tether. A de-
tailed analysis of the EPR spectrum of
duplex DNA in solution, spin-labeled us-
ing the diacetylene tether, demonstrates
that the motion of the nitroxide can be
modeled in terms of this independent uni-
axial rotation together with motion of the
DNA, which is consistent with the global
tumbling of the duplex.

New genome sequence information is
rapidly increasing the number of nucleic
acid (NA) targets of use for characterizing
and treating diseases. Detection of these
targets by fluorescence-based assays is of-
ten limited by fluorescence background
from unincorporated or unbound probes
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that are present in large excess over the
target. To solve this problem, energy trans-
fer–based probes have been developed and
used to reduce the fluorescence from un-
bound probes. The quenching approach
of a two-color NA assay with a corre-
lated, two-color, single-molecule fluores-
cence detection was employed. A method
for generating fluorescent probes from
RNA or DNA samples was described. In
this method, an amine-modified base was
added to the ends of the primers so that
a dye could be introduced into each DNA
and onto the end of each product. This
allows labeling of a very small amount
of total RNA in such a way that repro-
ducible experiments were performed. It
was shown that FRET between fluorescein
labeled to poly(C) and an intercalator agent
takes place when single-stranded poly(C)
hybridizes with poly(I).

The following application of the label-
ing approach can be also pointed out:
(1) protein-induced DNA blending stud-
ied by labeling a 30-base pair strand of
DNA, one with europium donor chelate
and the other with the acceptor dye Cy5;
(2) detection of the association between
actin and the protein dystropin inside a
muscle cell; (3) time-resolved identifica-
tion of individual label mononucleotides
in water; (4) DNA sequences on the
single molecule level; (5) detection of in-
dividual tumor marker molecules in neat
human.

2.4
Cells and Organs

Fluorescence lifetime imaging microscopy
using multiphoton excitation techniques
is now finding an important place in
the imaging of protein–protein interac-
tions and intracellular physiology. An
example of a typical application of the

system was provided in which the flu-
orescence resonance energy transfer be-
tween a donor–acceptor pair of fluo-
rescent proteins within a cellular spec-
imen is measured. The recent develop-
ment of automated fluorescence imag-
ing systems has enabled fluorescence
microscopy to be used for the pur-
poses of compounds screening. This
technique has found various applica-
tions, including screening for the effect
of kinase inhibitors on the cytoskele-
ton, agonist-stimulated receptor internal-
ization, and protein phosphorylation and
acetylation.

L-band (low-frequency) EPR imaging
instrumentation has been developed in
order to elucidate spatially defined dif-
ferences in tissue metabolism and the
redox status. For example, 3D images of
nitroxyl compounds in a rat tail and iso-
lated rat heart have been reported, which
reflect the local metabolic and oxygena-
tion status. Very recently, a new magnetic
resonance imaging method (MRI) was
presented that can ‘‘visualize’’ free rad-
ical generation in animals by means of
MRI. The advantages of MRI, the com-
bination of MRI and EPR, and PEDRI
(proton electron double resonance imag-
ing), and recent progress of these methods
were demonstrated.

The kinetics of reductions of the rad-
ical R*, 5-dimethylaminonaphthalene-1-
sulfonyl-4-amino-2,2,6,6-tetramethyl-1-pi-
peridine-oxyl, by blood and its components
were studied using the EPR technique.
The results demonstrate that: (1) the ery-
throcytes catalyze the redaction of R* by
ascorbate; (2) the rate of redaction of the
radical is high though it does not penetrate
the cells; and (3) in human erythrocytes,
there is an efficient electron transfer route
through the cell membrane. The study
points out that R* is a suitable spin label for
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measuring the reduction kinetics and an-
tioxidant capacity in blood as expressed by
reduction by ascorbate. The nitroxides are
reduced to corresponding hydroxylamine
in cellular incubations as well as in vivo
incubations. Tissue hypoxia is known to
significantly enhance the rate of the ni-
troxide reduction.

Fluorescence in situ hybridization
(FISH)-based techniques were used in
the clinical detection of genetic alterations
in tumor cells. Fluorescent DNA probes
also enabled screening for very subtle
chromosomal changes. A growing num-
ber of FISH-based cytogenetic tests are
employed in clinical laboratories to sup-
port a physician’s diagnoses of the causes
and the course of a disease. FISH-based
analyses have been applied very success-
fully to the analysis of single cells and
have demonstrated the existence of cell
clones of different chromosomal make-up
within human tumors. An immunofluo-
rescence assay was developed to identify
proteins specifically binding to oligonucle-
oside phosphorodithioate (ODN) aptamers
from a bead-bound ODN library. It was
shown that high-resolution localization of
genes on chromosomes is possible with
specially correlated introduction of fluo-
rescent DNA probes (fluorescence in situ
hybridization). This method allows the
mapping of cloned genes to a locus defined
by a chromosome band.

2.5
Miscellaneous

2.5.1 Biologically Active Compounds,
Biological Analysis, Pharmokinetics
Syntheses and applications have been
reported for many types of spin- and
fluorescent-labeled analogs of amino acids,
steroids, phospho-organic compounds, al-
kaloids and terpenes, nucleotides and

their fragments, coenzymes (vitamins
B12 and B6, protohemin, NADH, etc.),
and haptens. Advances in the synthetic
chemistry of nitroxide analogs of med-
ical preparations such as morphine, lo-
cal anesthetics, anticancer drugs (analogs
of thiophosphoamin, rubromycin, adri-
amycin, nitroarylaziridnes, nitrosourea,
diethyleneimineurethanic acids, and an-
thracycline drugs) have provided the basis
for further development in basic and ap-
plied biochemical and pharmacokinetic
investigations.

Some of the most promising applica-
tions of fluorescence and spin labeling
appear to entail the analysis of biologically
active compounds, metal ions, biopoly-
mers, and enzymes. Changes in fluo-
rescence, rotational diffusion parameters,
dipole–dipole electrostatic and spin–spin
interactions under contact between physi-
cal probes, and the compound being tested
allow one to work out an appropriate an-
alytical procedure in each particular case.
A number of procedures featuring fluores-
cent and spin-labeled chelating reagents
have been developed for quantitative as-
says of Ca2+, Ni2+, Cu2+, Zn2+, Co2+,
and Na+ ions, and for determination of
enzymatic activity. The ability of chro-
mophores (propidium, acridine orange,
etc.) to change the intensity of fluores-
cence upon binding with nucleic acids has
been widely used in analytical biochem-
istry. Lanthanide fluorescence chelates
have been successfully developed as the
fluorescence labels for highly sensitive
bioassays. The applications of lanthanide
fluorescence labels for time-resolved fluo-
roimmunoassay (TR-FIA), DNA hybridiza-
tion assay, cell activity assay, and fluo-
rescence imaging microscopy have been
widely investigated.

Nitroxide probes are used as in vivo
imaging reagent and oximetry probes. The
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pharmacokinetics and spatial distribution
of the nitroxide in tumor tissue were
followed and compared with those in
normal tissue. The tumor tissues showed
significant heterogeneity in the nitroxide
distribution and higher reducing rate
compared to the normal tissue.

3
New Trends in Biophysical Labeling

The following main trends in development
and application biophysical labeling may
be pointed out:

• Synthesis of fluorescent and phospho-
rescent dyes with excitation and emis-
sion in the NIR wavelength regime for
microscopy and analysis application.

• Syntheses and application of dual flu-
orophore–nitroxide probes of different
redox potential and fluorophore frag-
ment nature.

• Site-directed incorporation of spin and
luminescent label in protein, nuclear
acids followed by the investigation with
the use modern physical methods.

• Growing employment of recently devel-
oped ESR techniques (high-frequency
ESR spectroscopy, Fourier transform
2D ESR, ELDOR electron spin-echo
techniques, ELDOR and ENDOR, and
multiple-quantum ESR) and fluores-
cence methods such as confocal mi-
croscopy, single molecular measure-
ment, multiphoton molecular excita-
tion, fluorescence lifetimes imaging,
cascade systems, etc.

• Expanding objects under investigation
including cells, organs, and organisms
in prospect.

• Wide application in biomedical research
and medical diagnostics.
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5′ and 3′
The two ends of a nucleic acid strand are termed the 5′ and the 3′ ends. Enzymatic
synthesis proceeds in the 5′ to 3′ direction.

Ligation template
A nucleic acid molecule with a sequence that allows two probe molecules to hybridize
adjacent to each other, allowing ligation of the 5′ end of one to the 3′ end of the other to
take place.

� DNA ligation is a popular mechanism in analyses of gene sequences. The ligation
of pairs of DNA probes upon hybridization to a target nucleic acid sequence creates
a contiguous DNA sequence that can be used to infer the presence and nature of
target molecules. The ligatable DNA strands can also be coupled to other molecules
interacting with targets of interest to increase the range of molecules detectable in
ligase-based assays.

In ligase-mediated detection of nucleic acid sequences, the requirements for
substrate recognition by ligases may be used to distinguish target sequences that
differ in even single nucleotide positions. The covalent link that forms between the
probe pairs can be used to connect retrievable functions on one probe to detectable
groups on the other. Even more usefully, the resulting contiguous DNA strand can
be amplified, along with sequence elements that encode the target specificity of the
probes. These principles are being applied in a rapidly increasing range of molecular
analyses, including high-throughput genotyping, in situ detection of nucleic acid
sequences, and highly sensitive protein assays.

1
Principles

1.1
Basis of Ligase-mediated Analyses

Specific nucleic acid sequences can be
analyzed using hybridization probes that
base pair to the target sequence. For en-
hanced performance, hybridization probes
are often used in combination with nu-
cleic acid–specific enzymes in molecular
genetic analyses. One example is the
polymerase chain reaction (PCR), where
two oligonucleotide probes and a DNA
polymerase are used to detect a nucleic

acid sequence. In ligase-mediated detec-
tion reactions, pairs of DNA probes are
joined by the action of a ligase. The join-
ing event is used as a measure of the
presence and nature of the nucleic acid
sequences. This is possible because liga-
tion critically depends on the ability of the
probes to base-pair to a template nucleic
acid molecule (Fig. 1). This assay mecha-
nism has several valuable properties:

1. The ligation reaction is inherently very
specific since it requires the coincident
hybridization of two independent probe
molecules immediately next to each
other on a template. It is therefore
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unlikely that the probes will join in the
absence of the correct template nucleic
acid molecule. As a consequence, the
assay permits detection of unique
nucleic acid sequences in complex
populations of DNA molecules, for
example, the complete human genome.

2. Variants of sequences can be conve-
niently distinguished because ligation
is strongly inhibited by a mismatch
even in a single nucleotide position at
the junction of the probes.

3. The act of ligation of probes gives rise
to a new DNA sequence not previously
present in the reaction. This circum-
stance can be exploited for detection
of the reaction products. For example,
detection can be enhanced by exploit-
ing the increased hybridization stability
of the ligation product as compared to
that of each individual probe. Alterna-
tively, pairs of probes may be used in
which one member carries a detectable
moiety and the other is bound to a
support before or after the ligation as-
say. Thereby, ligation products can be
efficiently isolated and excess probes
removed by washes before detection.
If the two ligatable probe sequences
are located at either end of the same
DNA molecule, then the ligation will
result in a circularized probe, wound
around the target molecule. Finally, lig-
ation products can also be recruited
as templates in subsequent nucleic
acid-amplification reactions, resulting
in highly sensitive detection of tar-
get sequences.

Fig. 1 Oligonucleotide ligation assay.
Configuration of two oligonucleotide
probes (shaded), hybridizing
immediately next to each other on a
target nucleic acid strand (white). Where
the two probes meet (circled region),
they can be connected by a ligase.

Ligation-mediated analysis has under-
gone a strong development from the char-
acterization of ligase enzymes and the first
analytical ligase experiments carried out in
the late 1960s and early 1970s, respectively.
We will first discuss some fundamental
properties of ligation reactions before de-
scribing some of the methods that have
been developed on the basis of the probe
ligation principle.

1.2
Biology of Ligation

Ligases are proteins that serve to join
the ends of polynucleotide strands.
They use cofactors such as NAD or
ATP to supply the energy required
to form the phosphodiester bonds. By
contrast, the so-called breakage-reunion
enzymes, exemplified by the topoiso-
merases, first break and then reseal
DNA strands in a concerted fashion, and
do not require an external supply of
energy.

In the cell, ligases complete excision-
repair reactions in damaged DNA. In addi-
tion, they seal interrupted DNA strands
during discontinuous DNA replication,
and during meiosis they participate in al-
tering the continuity of paternally and ma-
ternally inherited DNA sequences through
genetic recombination.

The first biochemical characterization of
enzymes that join DNA strands appeared
in 1967. The isolated ligases soon proved to
be of great value as biotechnological tools
for the analysis of DNA structure and con-
struction of novel DNA molecules. Using
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these enzymes, it famously proved pos-
sible to assemble recombinant molecules
from separate DNA segments in vitro, and
then clone, propagate, and express these
genes in new organisms.

1.3
Properties of Ligases

Several enzymes are available that can
join nucleic acid strands in a template-
dependent manner. The DNA ligase most
commonly used in laboratory work is
derived from bacteriophage T4. T4 DNA
ligase is a monomeric protein with a
molecular weight of 68 kDa. It uses
ATP as a cofactor and can join both
DNA and RNA strands, provided that
these are immediately juxtaposed by being
base-paired to complementary strands,
which can be either DNA or RNA.
Reactions involving RNA strands proceed
much less efficiently, however. Ends of
double-stranded DNA molecules can be
joined by the T4 DNA ligase, even when
these have no single-stranded extensions
that can hybridize and thus stabilize the
interaction between the two ends.

The E. coli ligase has a molecular weight
of 74 kDa. Unlike the ligases derived from
bacteriophages, archaea, and eukaryotes,
all of which use ATP as a cofactor, the E.
coli ligase requires NAD as a cofactor, as is
true for other bacterial ligases.

Ligases have also been isolated from
thermophilic organisms such as Ther-
mus thermophilus, Thermus aquaticus, and
Desulfurolobus ambivalens. These enzymes
operate at high reaction temperatures and
survive conditions that denature DNA. At
the optimal reaction temperature of these
enzymes, oligonucleotides are less likely
to interact with mismatched target se-
quences. Furthermore, the thermostable
ligases exhibit no or little tendency to join

DNA molecules with base-paired (blunt)
ends or with short complementary (sticky)
ends. Because of these properties, they of-
fer increased selectivity of detection and
convenience in many analytical reactions.

T4 DNA ligase can also be employed
to construct nucleic acid strands that
branch into two distinct 3′ end sequences
by attaching the 5′ phosphate of an
oligonucleotide to the 3′ hydroxyl of a
nucleotide residue internal to another
oligonucleotide. This requires that this
second oligonucleotide is constructed such
that the internal nucleotide is connected
to the downstream sequence by a 2′ to
5′ phosphodiester bond, rather than the
regular 3′ to 5′ bond, leaving a free
3′ hydroxyl.

In contrast to the enzymes just men-
tioned that all require double-stranded
substrates, the T4 RNA ligase joins DNA
or RNA strands that are not base-paired to
a complementary polynucleotide strand.
The probability of ligation is increased,
however, if the two ends to be ligated are
positioned near each other. This enzyme
requires ATP as a cofactor.

1.4
Chemistry of Enzymatic Ligation

DNA ligases join DNA strands by using
the energy of a pyrophosphate linkage
in a nucleotide cofactor to create a new
phosphodiester bond, connecting the two
strands. This bond is formed between
a 5′-phosphate group and a 3′-hydroxyl
on two adjacent nucleic acid molecules.
The enzyme-catalyzed reaction can be
described in four steps (Fig. 2): first,
a high-energy enzyme intermediate is
formed when an adenylyl group from
a cofactor (ATP or NAD) is coupled to
the ligase while releasing pyrophosphate
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or NMN. The adenylylation occurs at
a lysine residue in a conserved motif
in the ligase. In the second step, the
activated enzyme binds to a nicked site
in the substrate. The adenylyl group is
then transferred to the 5′-phosphate at the
nick, and finally this activated phosphate
is attacked by a nearby 3′-hydroxyl group,
forming a phosphodiester bond between
the two adjoining strands and AMP is
released. The enzyme remains bound to
the ligation center throughout the ligation
process and recognizes the adenylylated
phosphate moiety together with the nearby
3′-hydroxyl. Probably, the reactivity of
the activated 5′-pyrophosphate is further
increased by bridge complexation to the
enzyme via a magnesium ion required in
the reaction.

1.5
Substrate Requirements in Enzymatic
Ligation Reactions

In contrast to the ligation of restriction
enzyme–digested DNA fragments, probes
in ligation assays generally hybridize stably
under assay conditions. The reaction is
therefore more similar to the sealing of
an interrupted DNA strand in a duplex
molecule. However, since the ligation
reaction can trap hybridized molecules
through the formation of a covalent
bond, it is also possible to use short
oligonucleotide probes involving just a few
hybridizing bases in ligation assays. By
contrast, such short probes would exhibit
very limited stability in conventional
hybridization-based assays.

As mentioned earlier, either RNA or
DNA molecules can be used as probes
in reactions catalyzed by T4 DNA ligase,
although most commonly, DNA oligonu-
cleotides are employed. Enzymatic ligation
requires the presence of a phosphate group

at the 5′ end of one probe molecule to be
joined to a hydroxyl group at a nearby
3′ end. Ligases are very sensitive to mis-
matches at the nucleotides on either side of
the nick to be sealed (Fig. 4). A mismatch
at the 3′ end generally is more inhibitory
than one at the 5′ end. Mismatches in
other positions of the probe-target hybrid
can also significantly reduce the efficiency
of ligation. The Tth DNA ligase has been
shown to ligate substrates with a mismatch
nine nucleotides away from the nick in the
5′-direction with a lower efficiency than the
corresponding matched substrate. Ligases
also require a minimal length of base-
paired sequences, which differs between
enzymes. As an example, T7 DNA ligase
is able to join a 5′ hexamer to a nonamer,
while Tth DNA ligase is not.

1.6
Ribozyme Ligases

RNA molecules have been found that
have the capacity to catalyze ligation of
two RNA molecules hybridizing in jux-
taposition on a complementary nucleic
acid molecule. Such ribozyme ligases have
been isolated from large pools of com-
binatorially synthesized RNA sequences
by an iterative process of in vitro selec-
tion for the ability to ligate themselves
to another RNA molecule, and ampli-
fication of ligation products. Molecules
with a ligation capacity greatly increased
over background levels were isolated and
sequenced. Nonetheless, RNA ligases re-
main substantially less efficient than the
protein enzymes.

1.7
Chemical Ligation

Also, chemical means can be employed
to join nucleic acid strands through a
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Fig. 3 Chemically induced nucleic acid ligation reactions.
Using reagents such as cyanogen bromide or carbodiimide,
nucleic acid molecules that are not substrates for the protein
enzymes may be joined by chemical ligation. Examples of such
reactions are (a) a strand with a 5′-hydroxyl group can be joined
to a 3′ phosphate on a nearby strand to form a regular
phosphodiester linkage; (b) a 3′ amino function may be joined
to a 5′ phosphate, creating a phosphoamide linkage; and (c) two
adjoining ends, both bearing phosphate groups, may be joined
to form a pyrophosphate linkage.

phosphodiester linkage in a template-
dependent manner. Substrate require-
ments in these reactions may differ
from those of enzyme-catalyzed reac-
tions (Fig. 3). For example, cyanogen bro-
mide preferentially participates in the
ligation of strands with a 5′-hydroxyl
and a 3′-phosphate group, respectively,
while protein ligases strictly require a
5′-phosphate group and a 3′-hydroxyl

group. It is also possible to modify the
ends of nucleic acid molecules so that
they can be joined covalently upon hy-
bridization to a template strand, but with
no requirement for enzymes or cata-
lysts. For example, upon hybridization
of a 3′-phosphorothioate next to a 5′-
iodothymidine residue, the two strands
will be ligated, forming a phosphoro-
thioate bond.
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Fig. 4 Ligation at different
concentrations of NaCl of two
oligonucleotide probes using T4 DNA
ligase under limiting conditions. (a) The
rate of ligation in the presence of a
template oligonucleotide fully matched
to the probes. (b) The ratio of the
number of ligations on a matched
template to the number of ligations on a
template mismatched at the position
opposite the 3′ ultimate nucleotide at
the site of ligation.

Also, pairs of oligonucleotides that form
an interrupted third strand in a triple
helix by binding to the major groove
of a DNA duplex may be joined chem-
ically. Since there is no requirement
for substrate recognition by an enzyme,
chemical ligation is not limited to the
joining of natural nucleotide residues;
residues containing other sugars or bases
may become covalently joined to nearby
strands. Moreover, besides phosphodi-
ester bonds, phosphoroamide, phospho-
rothioate, and pyrophosphate bonds may
be created. It is also possible to join
fragments that are shorter than what is
required by ligase enzymes. Chemical

ligation thus extends the repertoire of sub-
strate molecules that may be joined by
ligation.

Because of the properties of nucleic
acid-ligation reactions discussed above,
ligation reactions have proven useful in
a number of assays for analysis of target
molecules. Next, we will describe some of
these assays.

2
Techniques

2.1
Oligonucleotide Joining Reactions for
Detection of Nucleic Acids

Ligation of pairs of oligonucleotide probes
was used by Khorana and coworkers in the
early 1970s to identify target molecules.
Since the end of the 1980s, this has be-
come a popular mechanism for genetic
analyses, with the demonstration that DNA
sequence variants can be efficiently de-
tected and distinguished by comparing
the ligation of pairs of probes that are
matched at the junction to one but not
the other of two target sequence variants.
Over a wide range of ligase concentra-
tions, this oligonucleotide ligation assay
(OLA) reaction is inhibited by a sin-
gle mismatched base pair where the two
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strands to be joined abut. This mecha-
nism is now in routine use in clinical
diagnostics.

The amount of signal achieved from
an OLA reaction performed on genomic
DNA samples is generally not sufficient
for unambiguous detection. This can
be solved by generating more targets,
more ligation events per target, or by
amplifying the signal after ligation. More
targets can be generated by performing
a PCR amplification before ligation. If
a thermostable ligase is used, thermal
cycling may also be employed during the
ligation to allow ligated pairs of probes to
dissociate from their targets, giving room
for new probes to hybridize and be ligated.
In the ligase chain reaction (LCR), these
two methods are combined. A second pair
of probes, complementary to the first pair,
is introduced. The ligation of the first
pair of probes generates a template for
the second pair and vice versa. In this
manner, thermal cycling of the ligation
reaction results in an exponential increase
of ligated probes. The method is associated
with a tendency to template-independent
probe ligation through blunt-end ligation
of the probe pairs. This problem can
be avoided by using a gap-fill approach,
where a gap of one or a few nucleotides
first has to be filled in by the action of
a polymerase before ligation can occur.
The extension can be performed in an
allele-specific manner by designing the
3′ ends of the probes to be extended
so that they will be correctly matched
to one but not the other of the target
sequence variant.

A gap-fill polymerization step may also
be included in the OLA test to decrease the
number of probes required for an assay. In
the regular OLA outlined above, the ability
of one locus-specific probe to be joined
to two different allele-specific probes is

investigated. If the probes instead leave a
gap corresponding to the variable position,
then combined polymerase extension and
ligation reactions can be performed in the
presence of either allele-specific nucleotide
triphosphate. With this method, allele
distinction occurs at two levels; first the
right nucleotide has to be introduced, and
if a mistake is made, the ligation step
will still be inhibited. Also, the number
of probes that have to be constructed
is decreased, at the cost of performing
multiple reactions.

As mentioned, signal amplification can
also be performed after ligation. This
is most commonly done by introducing
primer sequences in the probes so that
ligation products can be amplified by PCR.
Another amplification method is ligation-
initiated Qβ amplification. In this reaction,
the bacteriophage Qβ replicase enzyme,
which has the capacity to replicate certain
RNA molecules and then copy both the
original strand and the replication product,
is used. With this enzyme, a 109-fold
amplification can be achieved in 30 min.
To use this enzyme in a ligation assay,
two RNA probes are constructed in such
a way that they form a substrate for
the Qβ replicase only after ligation to
each other.

Several methods are available for detec-
tion of the ligated probes. For example,
the members of the probe pair can be
modified so that the reaction results in
a detectable combination of functions in
the ligation product. One of the probes
may be biotinylated while the other probe
carries a fluorophore, allowing ligation
products to be captured on a support and
detected. In another method, the remote
ends of the ligation probes have comple-
mentary sequences carrying two different
fluorophores. Upon ligation, the probes
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Fig. 5 A padlock probe, designed to be
ligated into a circle upon interaction
with the proper target sequence. The
two ends of the linear probe (yellow)
hybridize in juxtaposition on the target
sequence (blue). The 5′-phosphate
group on one end of the probe about to
be joined by ligation to the 3′-hydroxyl at
the opposite end is shown in red.
Circularized molecules are wound
around the target strand and can detach
only by strand breakage or by sliding off
a nearby end on the target molecule
(see color plate p. xxii).

assume a hairpin-loop structure, and ex-
hibit an altered emission spectrum due to
the closeness of the two fluorophores. The
method has been shown to permit anal-
ysis of point mutations in unamplified
genomic DNA.

Since any nucleotide mismatches can
be distinguished from perfect matches
under standard reaction conditions, the
oligonucleotide ligation procedure is suit-
able for automation and can be performed
on large series of samples. The throughput
of such analyses can be further increased
by multiplexing – using many pairs of
probes in the same reaction. The detec-
tion method must then be adjusted to
separate the signals from different pairs
of probes. For example, one of the probes
of each pair may be size-coded to dis-
tinguish different loci by electrophoresis,
while the other may be labeled with dif-
ferent fluorophores to identify separate
alleles. The method has also been used
to measure the copy number of genes.
Alternatively, the locus may be represented
by a hybridization sequence tag on one
probe. Ligation products may be identified
after hybridization to DNA microarrays
with complements of the tag sequences.
With this strategy, it is possible to iden-
tify large numbers of genotypes from a
single reaction.

2.2
Padlock Probes

In a variant of the OLA technique, the two
probes to be joined are in fact the two ends
of the same linear probe molecule. Upon
hybridization to the target sequence and
subsequent ligation, the probe becomes
circularized, wound around the target
molecule in a padlock-like fashion (Fig. 5).
Padlock probes may also be used in a
gap-fill reaction to decrease the number of
probes required for genotyping by half. If
the target has no free ends, then ligated
padlock probes will remain linked to the
target even after denaturing washes. Thus,
in solid-phase assays, unligated probes
and any intermolecular ligation products
may be efficiently washed away, reducing
background signals. The topological link
allows padlock probes to be used for
localized detection of target DNA or RNA
sequences via detectable moieties attached
to the probe (Fig. 6).

Besides localized detection, padlock
probes also offer particular advantages
in multiplex assays. As more probes are
combined in one reaction, the risk in-
creases for unwanted ligation between
different probes, fortuitously hybridizing
next to each other somewhere in the added
DNA sample. These ligation products
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Fig. 6 In situ analysis of a repeated
DNA sequence, located in the
centromeric region of human
chromosome 12, using a
biotin-modified padlock probe, detected
via fluorescein-conjugated streptavidin.

can be ignored, however, since properly
ligated padlock probes can be conveniently
distinguished from products of inter-
probe ligations: Correct ligation of padlock
probes results in circular molecules, while
ligation of noncognate probe ends results
in linear molecules that may be degraded
by exonucleolytic treatment, and that fail
to template rolling circle replification, as
described below.

After ligation, circularized padlock
probes may be amplified by PCR across
the ligation junction, allowing thousands
of different amplification products to
be identified by hybridizing to tag
microarrays. Circularized padlock probes
are also suitable templates for rolling circle
replication (RCR) reactions. This reaction
is a linear amplification procedure that
requires a single primer, and it results in
long, single-stranded products that consist
of many complements of the DNA circles
repeated in tandem. The RCR reaction
allows precise quantification and may be
monitored in real time by the use of
molecular beacons.

The hyper-branched rolling circle ampli-
fication (HRCA) reaction is a variant of the
RCR procedure that allows a rapid isother-
mal amplification of circularized probes.
Two primers are used; one primer com-
plementary to the circular DNA strand
and another one that hybridizes to each

complement of the circle in the RCR
product. Extension products from the
primers along a strand catch up with
each other and result in strand displace-
ment of the downstream sequence. This
process, in turn, generates new single-
stranded sequences where new primers
can anneal. The extension and strand dis-
placement process yields a mixture of
single- and double-stranded fragments of
lengths representing multiples of the start-
ing DNA circle. The amplification reaction
is capable of billionfold amplification in
a 90-min isothermal incubation. By using
distinct primers for allele-specific padlock
probes, the HRCA reaction has been used
for genotyping.

Padlock probes have also been used
to recognize specific target sequences in
double-stranded DNA molecules. This can
be done by first using PNA (peptide nu-
cleic acid) probes that pry open the DNA
duplexes, allowing padlock probes to be
attached as the so-called ear ring probes. A
similar effect has been achieved with lin-
ear probes having midsections that form
triplex structures with duplex target DNA
molecules. The probes become topologi-
cally linked to the target molecules when
an oligonucleotide is added that allows
the free ends of the probes to be joined.
The mechanism has been used to couple
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targeting peptides or biotin molecules to
plasmid molecules.

2.3
Proximity Ligation

Also, proteins and other macromolecules
can be detected via DNA ligation reac-
tions using the so-called proximity ligation
method. Pairs of binding reagents, such
as antibodies or DNA aptamers binding
separate determinants on a specific tar-
get protein, bring into proximity the 5′
and 3′ ends of oligonucleotides attached
to the binding reagents (Fig. 7). By in-
troducing a ligation template, referred to
as a connector oligonucleotide, the DNA
sequence extensions of proximity probes
that have bound the same target molecule
can be joined, forming a DNA strand with
sequence elements required for amplifi-
cation, identification, and visualization. By
contrast, 5′ and 3′ ends on probes that have
failed to bind in pairs to a target molecule
rapidly hybridize to one connector oligonu-
cleotide each, preventing any subsequent
hybridization to a common connector and
ligation. The method can be performed
without any washes and offers a sensi-
tivity that is orders of magnitude greater
than conventional sandwich ELISA pro-
tein detection assays. Both individual and
interacting proteins can be demonstrated.
The method can also be performed in

solid-phase mode for further increased
sensitivity of detection, and more recently
a variant of the method has been shown to
permit sensitive detection of the location
of target proteins in situ.

2.4
Other Uses of Ligation Reactions

Ligation reactions have also been used
to detect bending and twisting of short
double-stranded DNA molecules. By study-
ing the efficiency with which a ligase joins
the ends of DNA double helices to form
circles, nucleotide sequence-dependent
or protein-induced bending of the stiff
double-stranded DNA molecule may be
estimated. In a similar fashion, bind-
ing by transcriptional factor complexes
can juxtapose separate regulatory gene se-
quences, allowing otherwise remote DNA
fragment ends to be brought together and
be ligated.

3
Outlook

Large-scale SNP genotyping studies cur-
rently appear to shift from hybridization-
and polymerization-based assays to assays
that also include a ligation step. Gene
expression profiling may well follow the
same trend. Furthermore, the proximity

Fig. 7 Proximity ligation. Two proximity
probes (white), consisting of antibodies
conjugated to oligonucleotides,
simultaneously bind to the same target
protein molecule (dark shaded).
Thereby an oligonucleotide (light
shaded) and a ligase, added to template
ligation of the two probes, can direct the
formation of a DNA strand that can then
be amplified and detected to reflect the
presence of the target protein.
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ligation mechanism can similarly trans-
form large-scale protein expression and
interaction studies to a form where DNA
strands are created that represent the rec-
ognized proteins, and that can be amplified
and detected, for example, after hybridiza-
tion to tag microarrays. The unique event
of a ligation reaction connecting two pre-
viously separate DNA sequences, or the
two ends of individual probe molecules,
can be designed to reflect the presence of
target DNA, RNA, or protein molecules
with excellent specificity, efficiently distin-
guishing closely similar target molecules.
Once formed, the ligation products serve
as a class of universally amplifiable,
information-carrying molecules. They can
therefore be detected with great sensi-
tivity and allow very large numbers of
target molecules to be investigated in
parallel. In a similar manner, the probe
ligation mechanism will also be impor-
tant to demonstrate the location or the
colocation of target molecules in biological
specimens. In conclusion, ligation reac-
tions are promising as a general means
to investigate large, diverse sets of target
molecules, and they may thus serve as the
molecular transistors that will be required to
standardize, miniaturize, and scale-up bio-
logical analyses for future highly resolving
biological investigations in research, and
in a wide range of application areas.

See also Anthology of Human
Repetitive DNA; Infectious Disease
Testing by LCR; Oligonucleotides.
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Keywords

Apolipoproteins
Proteins associated with the plasma lipoproteins.

Chylomicrons
A class of triglyceride-rich lipoproteins of intestinal origin, isolated by
ultracentrifugation at a density of 0.93 g mL−1.

HDL
High-density lipoproteins: density range 1.063 to 1.21 g mL−1.

IDL
Intermediate-density lipoproteins: density range 1.006 to 1.019 g mL−1.

Kringles
Named from their resemblance to Danish pretzels, these triloop peptide domains of 80
to 90 amino acid residues are held rigidly together by three internal disulfide bonds in
a 1–6, 2–4, 3–5 pattern. They are found in a number of proteins including
apolipoprotein (a), prothrombin, factor XII, plasminogen, tissue plasminogen
activator, and urokinase.

LDL
Low-density lipoproteins: density range 1.019 to 1.063 g mL−1.

VLDL
Very low-density lipoproteins, a class of triglyceride-rich lipoproteins: density range
0.93 to 1.006 g mL−1.

Abbreviations

CE Cholesteryl ester
CETP cholesteryl-ester transfer protein
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LCAT lecithin:cholesterol acyltransferase
LPL lipoprotein lipase
LRP LDL-receptor-like protein
MTP microsomal triglyceride transfer protein
FFA free fatty acids
PLTP phospholipid transfer protein
PPAR peroxisome proliferator-activated receptor
SREBP sterol regulatory element binding protein
TM transmembrane

� Lipoprotein metabolism can be subdivided into transport of exogenous lipids,
transport of endogenous lipids from the liver to peripheral tissues, and reverse
cholesterol transport with eventual excretion of cholesterol and its catabolic end
products, bile salts, into the bile. Lipids are transported through the bloodstream as
macromolecular complexes called lipoproteins, of which there are a number of classes
that can be separated by sequential ultracentrifugation. Lipoprotein particles consist
of a hydrophobic lipid core that is stabilized by a monolayer of phospholipids, free
cholesterol, and apolipoproteins. Nine apolipoproteins are members of a multigene
family. Eight of these are clustered at two loci: apoA-I, apoA-IV, apoA-V, and apoC-III
on chromosome 11; and apoC-I, apoC-II apoC-IV, and apoE on chromosome 19.
The apoB gene codes for two major structural proteins, one of which is produced by
a novel mRNA editing mechanism.

There are an increasing number of key genes recognized that play important
roles in lipid metabolism and transport. Those that code for intracellular proteins
involved in cholesterol synthesis, storage, or catabolism include HMGCoA synthase
(HMGCS1), HMGCoA reductase (HMGCR), acyl-CoA:cholesterol acyltransferase
(ACAT1/SOAT1 and ACAT2/SOAT2), and cholesterol 7α-hydroxylase (CYP7A1).
The diacylglycerol O-acyltransferases (DGAT1 and DGAT2) are important in
triglyceride synthesis. The microsomal triglyceride transfer protein (MTP) is a major
participant in the assembly of very low density lipoproteins (VLDL). There is a family
of lipoprotein receptor genes, most notable of which is the LDL receptor. Similarly,
there is a family of lipases including lipoprotein lipase (LPL), hepatic triglyceride
lipase (LIPC), and endothelial lipase (LIPG). In addition to the apolipoproteins,
but also associated with lipoproteins, are a number of gene products that are
important for lipid transport. These include lecithin:cholesterol acyltransferase
(LCAT), phospholipid transfer protein (PLTP), and cholesterol ester transfer protein
(CETP). Key genes involved in reverse cholesterol transport are ATP-binding cassette
A1 (ABCA1), scavenger receptor SR-BI/CLA1 (SCARB1), and caveolin (CAV1). Other
members of the ABC transporter family are being increasingly seen as major players
in lipid transport. For example, ABCA7 and ABCB4 are phospholipid transporters,
and ABCB11 is the bile salt export protein.

Over the last decade, a number of nuclear receptors that regulate the genes
mentioned above have been identified. These include the sterol regulatory element
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binding proteins (SREBPs), the liver X receptors (LXRα, NR1H3, and LXRβ, NR1H2),
the farnesoid X receptor (FXR, NR1H4), and the peroxisome proliferator-activated
receptors (PPARα, PPARγ , and PPARδ).

Recent advances in molecular cell biology and molecular medicine, involving
studies of these genes and their products, have significantly increased our
understanding of lipoprotein metabolism and atherosclerotic heart disease.

1
Lipid Transport and Disorders

1.1
Exogenous Transport

Exogenous transport, illustrated in Fig. 1,
describes the mechanism by which large
quantities of dietary triglycerides and
cholesterol are moved through the blood
for storage. Prior to absorption, triglyc-
erides are hydrolyzed by lipases to fatty
acids and β-monoacylglycerol. The lipids
are absorbed in the small intestine
with the aid of emulsifying bile acids.
Triglycerides are resynthesized and much
of the cholesterol is esterified in the
enterocytes.

1.1.2 Chylomicron Assembly
The hydrophobic triglycerides and choles-
terol esters are packaged in the smooth
endoplasmic reticulum (ER) of enterocytes
as large stable microemulsion particles
called chylomicrons. The nascent chylomi-
crons, many over 100 nm in diameter,
are exocytosed via the Golgi apparatus
into the lymphatics, whence they migrate
through the thoracic duct into the blood.
In addition to a single molecule of the
structural protein apoB-48 they contain,
primarily, apoA-I, apoA-II, and apoA-IV.
As a result of exchange with HDL they
lose the A apolipoproteins and gain C
apolipoproteins.

The large polypeptide subunit of micro-
somal triglyceride transfer protein, which
has homology to vitellogenin, is an 88-kDa
protein the gene for which, MTP (chro-
mosome 4q24), is expressed in intestine
and liver and is required for lipopro-
tein assembly. It can be shown, in vitro,
to enhance the transfer of triglycerides,
cholesteryl esters, and phospholipids be-
tween phospholipid membranes and to
mediate the lipidation of apoB. The activ-
ity, present in the microsomal fraction,
resides in a heterodimer of MTP with
a 58-kDa multifunctionalprotein disulfide
isomerase (PDI), which acts as a chaperone
that ensures correct protein folding. The
MTP promoter is regulated positively by
cholesterol and negatively by insulin, the
latter via the MAPK(erg) cascade. It con-
tains the recognition sequences for AP-1
and for the liver-specific factors HNF-1 and
HNF-4. It also contains a modified sterol
response element (SRE) at −124 to −116
that binds SREBP. Negative response el-
ements have been found for ethanol and
IL-1 at −612 to −142, and −121 to −88,
respectively. In a large population-based
study, a functional SNP, −493 G/T, was
not associated with lipoprotein levels or
CAD risk. Other reports have been con-
tradictory, showing either decreased or
increased LDL cholesterol in subjects ho-
mozygous for the less common −493 T
variant. The degree of impact of this SNP
is thought to depend on the level of visceral
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Fig. 1 Exogenous lipid transport (CE, cholesteryl ester; CETP,
cholesteryl-ester transfer protein; FC, free cholesterol; LCAT,
lecithin:cholesterol acyltransferase; LDLR, LDL receptor; LIPC,
hepatic lipase; LPL, lipoprotein lipase; LRP1, LDL receptor-related
protein 1; MTP, microsomal triglyceride transfer protein; FFA, free
fatty acid; PL; phospholipid; PLTP, phospholipid transfer protein;
SR-BI, scavenger receptor class B, 1; TG, Triglyceride.).

adipose tissue, and it may contribute to
dyslipidemia in diabetes. The level of MTP
mRNA was increased in both intestine
and liver when hamsters were fed a high
fat diet. The response was more rapid in
the intestine.

1.1.3 Chylomicron Catabolism

1.1.4 Lipoprotein Lipase
Most of the triglyceride core of chy-
lomicrons is hydrolyzed by the enzyme
lipoprotein lipase (LPL), a triglyceride hy-
drolase that is synthesized at a number of
sites, notably adipose tissue, skeletal mus-
cle, heart, adrenal glands, placenta, and
mammary gland. LPL, originally referred
to as clearing factor lipase, is secreted from

parenchymal cells and is transported to the
vascular endothelial luminal surface where
it attaches, as a noncovalent homodimer,
to a high-affinity binding site. The pre-
cise nature of this interaction is unknown
but is thought to involve cell membrane-
anchored heparan sulfate proteoglycans
such as perlecan, the glypicans, and the
syndecans, and a specific heparin-sensitive
binding protein. The hydrolysis of triglyc-
eride releases free fatty acids (FFA) and
β-monoacylglycerol. FFA are taken up by
adipose tissue where they are re-esterified
and stored as triglyceride. In other tissues,
such as the heart, FFA can be oxidized as a
source of energy. LPL can also facilitate the
cellular binding and uptake of lipoproteins
by lipoprotein receptors.
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The gene for LPL (chromosomal loca-
tion, 8p21.3) spans 30 kb, is comprised
of 10 exons, and codes for a 475-amino
acid-residue protein with a 27-residue sig-
nal peptide. Two sizes of mRNA, 3.35
and 3.75 kb, are observed. Under dif-
ferent physiological conditions, LPL is
regulated hormonally primarily by post-
transcriptional control. This control, in
the case of insulin, is via stabilization
of mRNA, and, with thyroid hormone
and adrenaline, this is at the translational
level. Regulatory cis-acting sequences and
transcription factors responsible for basal
promoter activity have been identified, as
has a promoter region responsible for es-
trogen suppression of transcription. In
adults, tissue-specific suppression of LPL
gene expression in the liver involves the
binding of transcription factor RF-2-LPL
to a NF-1-like site in the region −591
to −288 of the transcription initiation
site. The role of a peroxisome prolif-
erator response element (PPRE), which
binds peroxisome proliferator-activated re-
ceptors α or γ (PPARα and PPARγ ) is
enigmatic. Induction of PPARs with their
ligands has been reported to either induce
or suppress LPL transcription. A further
complication is that changes in LPL mRNA
do not always correlate with enzyme activ-
ity. An SRE at −90 to −81 that binds
SREBP is responsible for the upregula-
tion seen in adipose tissue as a result of
cholesterol depletion. In tissues other than
adipose or muscle, a positive response to
sterols is mediated by an LXRα response
element, a DR4 sequence in the first intron
at +635 to +650.

The mature enzyme is a 421-residue,
55-kDa, N-linked glycoprotein. Ser132,
Asp156 and His241 make up the active
site, which is homologous to that in
pancreatic, hepatic, and endothelial lipase.
All these enzymes have a catalytic site

pocket covered by a lid (LPL residues 216
to 239) that opens upon binding of the
substrate. These structures play a vital role
in determining the substrate specificity of
each lipase. Unlike the other lipases in the
family, LPL requires apoC-II as a cofactor.
Asn43, an N-linked glycosylation site, is
essential for catalysis and secretion of LPL.
Sites in LPL have been identified that bind
apoC-II and lipid. There are two sites rich
in arginine and lysine residues, at 279 to
282 and 292 to 304, that bind to heparin.

The rare autosomal recessive disorder,
familial lipoprotein lipase deficiency is
characterized by diminished LPL activity
and chylomicronemia. Numerous muta-
tions in the LPL gene have been identified.
Many are single-base substitutions; one is
a 2-kb insertion and one a 6-kb deletion.
Exon 5 appears to be a mutational hot
spot, with numerous missense mutations
that produce inactive LPL. Homozygos-
ity for G188E or A221del, two of the most
common mutations, causes chylomicrone-
mia. Another relatively common mutant,
N291S, decreases LPL activity, but is not
severe enough on its own to cause chy-
lomicronemia.

Four out of five cases of pregnancy-
induced chylomicronemia were shown
to be due to partial LPL deficiency
caused by mutations in the LPL gene.
In these subjects, hypertriglyceridemia
became much more pronounced during
pregnancy, when there is normally a much
higher rate of production of VLDL.

Two SNPs in the LPL gene, −93
T/G and D9N, are in strong linkage
disequilibrium in Caucasians and are
associated with differences in the levels
of plasma triglyceride. The Asn9 allele is
present at a population frequency of 1.5%,
with carriers having triglyceride values
25 mg dL−1 higher than noncarriers and a
higher risk of heart disease. More common
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is the S447X variant. The 447X allele, with
a population frequency as high as 25%,
is associated with decreased triglycerides
and lower risk of vascular disease.

In transgenic mice expressing a high
activity of human LPL in heart, skeletal
muscle, and adipose tissue, the plasma
levels of VLDL triglyceride were much
decreased and HDL2 levels were raised.
The clearance of VLDL and the conversion
of VLDL to LDL were enhanced. There
was no increase in VLDL levels in these
animals after sucrose feeding as seen
with normal mice. When placed on a
high-cholesterol diet, the animals were
protected against hypercholesterolemia.

1.1.5 Chylomicron Remnant Uptake
The fatty acids released by LPL are taken up
by the surrounding tissue, a process facili-
tated by fatty acid transport proteins. They
are stored as triglyceride, or used as fuel.
Along with free cholesterol and phospho-
lipid, apoC-II is shed, as the chylomicron
particles get progressively smaller. During
this process they acquire apoE and choles-
terol esters, and lose most of the other
apoproteins, except apoB-48, by transfer
with HDL. Ultimately, chylomicron rem-
nant particles rich in cholesterol esters
are formed. These are rapidly removed at
the microvillus surface of hepatocytes by a
high-affinity process. Earlier it was thought
that a distinct chylomicron remnant re-
ceptor existed. Despite much evidence for
its existence it eluded purification and
cloning. It is now accepted that the LDL
receptor can initially bind to chylomicron
remnants with apoE acting as the ligand.
Remnants bound to the LDL receptor move
rapidly to clathrin-coated pits at the base of
the microvilli and are endocytosed. Hep-
atic lipase, which is bound to cell-surface
heparan sulfate proteoglycans, is also in-
volved in initial binding to remnants. The

space of Disse is rich in apoE, which is
also bound to the proteoglycans. The rem-
nant particles accumulate apoE, increasing
their affinity for the LDL-receptor-related
protein or LRP1 (also referred to as the
α2-macroglobulin receptor).

LRP1 (Table 1) is a large multifunc-
tional cell-surface receptor comprised of
a large 515-kDa extracellular domain and
an 85-kDa membrane-spanning subunit.
It is expressed in a number of tissues in-
cluding liver, adrenal cortex, ovary, fibrob-
lasts, macrophages, and some neurons. In
addition to binding to α2-macroglobulin-
protease complexes LRP1 has been shown
to bind apoE-enriched βVLDL, Pseu-
domonas exotoxin A and plasminogen
activator-inhibitor complexes. The binding
and uptake of these ligands is blocked by a
39-kDa receptor-associated protein (RAP)
that copurifies with the receptor. LRP1
binds with high affinity to the C-terminal
domain of lipoprotein lipase (residues 378
to 423 of human LPL). Knockout of LRP1
is lethal to the embryo.

Another member of the lipoprotein re-
ceptor family, LDL receptor-related protein
2 (LRP2), also referred to as glycoprotein
330 (gp330) (Table 1), is expressed by the
epithelial cells of a number of tissues.
It is found mainly as a cell-surface pro-
tein concentrated in clathrin-coated pits
and is structurally related both to the
LRP1 receptor and to the LDL receptor.
Like LRP1, LRP2 binds to RAP, LPL,
and apoE-enriched βVLDL. It also binds
with high affinity to apoJ. Because LRP2
binds LPL with high affinity, like LRP1,
it may be involved in the hepatic clear-
ance of LPL-associated lipoproteins. It is
mainly expressed in specialized epithe-
lial cells, particularly in proximal renal
tubules. Whatever the precise role of LRP1
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and LRP2 in chylomicron remnant re-
moval may be, evidence in mice suggests
a greater role for the LDL receptor itself.

A recently recognized receptor expressed
on monocytes, macrophages, and endothe-
lial cells is the apolipoprotein B48 receptor
(APOB48R), which is capable of bind-
ing apoB-48-containing triglyceride-rich
lipoproteins. It is possible that this pro-
tein plays a role in the formation of foam
cells in the artery wall.

1.2
Endogenous Transport

The transport of endogenous lipids, illus-
trated in Fig. 2, describes the movement
through the circulation of lipids synthe-
sized in the liver.

1.2.1 VLDL Assembly
The liver secretes triglyceride-rich lipopro-
teins analogous to chylomicrons. These
nascent VLDL particles are smaller than
chylomicrons but have a similar lipid com-
position. In humans, they contain one
copy of apoB-100 as their structural pro-
tein as well as apoE and the A and C
families of apoproteins. The triglyceride
used for their assembly in the liver is
derived from chylomicron remnants and
from fatty acids released by LPL and taken
up by the liver, or from fatty acids syn-
thesized de novo. As with chylomicrons,
MTP plays a critical role in the assembly of
nascent VLDL. Unlike chylomicron secre-
tion, which is maintained only throughout
the postprandial period, VLDL production
continues, albeit at a reduced rate, even
during periods of starvation, when it is
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an important means of providing mus-
cle fuel.

In the relatively common disorder
familial combined hyperlipidemia (see
Sect. 1.3.6), overproduction and secretion
of VLDL particles by the liver is the cause of
the increased level of circulating apoB and
triglyceride. The important role of stearoyl-
CoA desaturase (SCD), which catalyzes the
formation of the monounsaturated fatty
acids oleate and palmitoleate, in regulating
the supply of triglyceride, phospholipid,
and cholesteryl esters for VLDL produc-
tion, has been recognized.

1.2.2 VLDL Catabolism
Nascent VLDL loses apoA-I and apoE and
gains more C apoproteins by a process
of exchange with HDL. The triglyceride
core of the mature VLDL is hydrolyzed by
LPL in a similar manner to chylomicrons,
though at a slower rate.

As the hydrolysis of VLDL triglyceride
proceeds, transfer with HDL restores apoE
and removes most of the C proteins.
The resulting VLDL remnants contain a
single molecule of apoB-100 and several
copies of apoE. About half the remnants
are removed by the hepatic LDL receptor,
which has high-affinity binding sites for
apoE. The remaining remnants lose more
triglyceride by transfer to HDL and by
the action of hepatic lipase (LIPC), and
are converted to LDL particles (Fig. 3) that
are rich in cholesterol esters. During this
process, the particle decreases in size to
about 22 nm in diameter and the apoE and
C proteins are lost, leaving apoB-100 as the
sole protein.

Hepatic lipase has similar substrate
specificity for triglycerides as LPL, but hy-
drolyses phospholipid two to three times
more effectively. It is not activated by apoC-
II and does not require Ca2+. Like LPL, its

optimum activity is at pH 8.0 to 9.0. Ev-
idence points to a role for hepatic lipase,
in addition to LPL, in the production of
remnant particles that can be efficiently
taken up by the liver. It contributes, via
an interaction with extracellular proteogly-
cans, to the process of binding and uptake
of remnants by the liver.

The gene for hepatic lipase (chromo-
some 15q21.3) is 35 kb in length and is
composed of 9 exons. The promoter re-
gion has tissue-specific glucocorticoid and
cAMP response elements. Thyroid hor-
mone has been shown to increase the
activity of hepatic lipase by a posttransla-
tional mechanism. Mature hepatic lipase
is a glycoprotein (60 kDa) of 476 residues.
As a result of alternative splicing, the
adrenal gland produces an isoform that
is different from the liver enzyme. Four
polymorphisms in the LIPC promoter, at
−250, −514, −710 and −763, are in almost
complete linkage disequilibrium. The rare
haplotype, which has a frequency of 0.20,
is associated with increased HDL levels,
decreased hepatic lipase activity, and more
buoyant LDL particles. Hence, LIPC vari-
ants play an important role in determining
the amount of small dense LDL, which is
believed to be associated with increased
risk of CAD.

The VLDL receptor (Table 1), a cell-
surface receptor that binds with high
affinity to VLDL and cholesteryl ester-rich
βVLDL, but not to LDL, was first cloned
in rabbits. It is expressed in the heart,
skeletal muscle, and macrophages, with
less expression in lung, kidney, placenta,
pancreas, and brain. In contrast to the LDL
receptor, to which it shows a very high
degree of homology, it is not expressed
in the liver. The human VLDL receptor
protein is 96% homologous to the rabbit
receptor. The human gene gives rise to
two forms of the receptor, one with five
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Fig. 3 Structure of low-density lipoprotein (PC, phosphatidyl-
choline; SM, sphingomyelin; PE, phosphatidylethanolamine.)

domains and one lacking the O-linked
sugar domain. It is thought that the
VLDL receptor functions in nonhepatic
tissues in which fatty acids are actively
metabolized. When compared to the LDL
receptor gene, the VLDL receptor has an
extra exon coding for a ligand binding
domain. The VLDL receptor binds to
triglyceride-rich lipoproteins via apoE, and
not apoB, in concert with lipoprotein
lipase (LPL), to which it also binds. Like
the LDL receptor, it also binds to the
receptor-associated protein (RAP). Its role
in lipid metabolism has been hard to
establish. Studies with VLDL receptor-
deficient mice have been difficult to
interpret, but it has now been shown that

the VLDL receptor does indeed play a
role in peripheral triglyceride hydrolysis.
Another apoE receptor, homologous to
both the LDL receptor and the VLDL
receptor, is the low-density lipoprotein
receptor-related protein 8 (LRP8) also
known as the apoE receptor-2 (APOER2).
It binds with high affinity to apoE-rich
βVLDL, and poorly to VLDL and LDL.
LRP8 is expressed most highly in the
brain and placenta. Both LRP8 and the
VLDL receptor have neuronal signaling
functions and play important roles during
the development of the brain.

The LDL receptor is responsible for the
uptake by the liver of VLDL remnants, the
binding affinity of which is considerably
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higher than that of LDL. The ligand on
VLDL is apolipoprotein E (apoE).

1.2.3 LDL Catabolism
The liver removes approximately 70% of
the LDL particles circulating in plasma,
mainly via the LDL receptor: the remainder
are removed by a nonspecific low-affinity
process. On LDL particles the ligand for
the receptor is apolipoprotein B (apoB).

The LDL receptor is present on the
surfaces of most nucleated cells. The
highest concentration of mRNA is in
the adrenal gland followed by the corpus
luteum of the ovary and then the liver. The
half-life of LDLR mRNA in liver is 30 min.

The LDL receptor transcript, a 5.3-
kb mRNA, has a long 2.5-kb 3′ UTR,
which contains a dinucleotide AT repeat
polymorphism. The gene has three 300-bp
Alu repeats that may be a recombination
hot spot.

The N-terminal 292 residues of LDLR,
encoded by exons 1 to 6, make up
the ligand binding domain with seven
cysteine-rich tandem repeats. Each repeat
of approximately 40 residues has three
disulfide bonds with a coordinated Ca2+
ion. Exons 7 to 14 encode a domain that has
a strong homology with the EGF precursor.
This 400-residue region, which contains a
six-bladed β-propeller motif, is central for
endosomal release of the lipoprotein and
for receptor recycling to the cell surface.
A 50-residue O-linked sugar domain is
encoded by exon 15. This is followed
by a membrane-spanning domain of 22
residues encoded by exon 16 and the
beginning of exon 17. The end of exon 17,
and part of exon 18, code for a cytoplasmic
C-terminus of 50 residues. This has a
signal, NPVY, which is necessary for the
incorporation of the receptor into clathrin-
coated pits, and subsequent endocytosis.
There is another motif between residues

790 and 839, which directs the receptor to
the basolateral surface of hepatocytes. The
remainder of exon 18 encodes the 3′UTR.
At the low pH found in endosomes, the
β-propeller region displaces lipoprotein
particles bound to the receptor by means
of a strong interaction with ligand-binding
repeats 4 and 5.

LDL receptor activity is under sterol-
dependent regulation, being tightly cou-
pled to the extracellular level of LDL, with
most of the regulation at the level of gene
transcription. In addition to the major
means of regulation by repression of tran-
scription by sterols, the hepatic expression
of the LDL receptor is stimulated by thy-
roid hormone. The proximal promoter of
LDL receptor contains a sterol regulatory
element (SRE) flanked on either side by
Sp1 sites. For a high level of expression,
the active form of SREBP acts in synergy
with Sp1.

1.3
Disorders of Lipid Transport

1.3.1 Abetalipoproteinemia
The MTP protein and microsomal triglyc-
eride transfer activity are absent in in-
testinal biopsies from patients with abetal-
ipoproteinemia. In several subjects, this
has been shown to be due to homozygous
mutations in the gene for the large subunit
of MTP. Abetalipoproteinemia is a rare au-
tosomal recessive disease, which is charac-
terized by the absence of apoB-containing
lipoproteins in the plasma because of
an inability to secrete triglyceride-rich
lipoproteins from intestine or liver. The
failure to absorb lipids results in a defi-
ciency of the fat-soluble vitamins A, D,
E, K and β-carotene. In the absence of
dietary vitamin supplementation, this re-
sults in neurological and ophthalmological
complications during childhood.
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1.3.2 Hepatic Lipase Deficiency
Familial hepatic lipase deficiency, a rare
condition, is marked by elevated levels
of VLDL remnants and by the presence
of triglyceride- and phospholipid-rich LDL
and HDL. Compound heterozygosity for
S267F and T383M is associated with high
levels of cholesteryl-ester rich βVLDL in
plasma, and premature atherosclerosis.

1.3.3 Familial Hypercholesterolemia
The discovery of the LDL receptor and
its subsequent cloning has led to an
understanding of the molecular basis
of familial hypercholesterolemia (FH).
FH is an autosomal codominant disor-
der characterized by elevated LDL lev-
els, the presence of cholesterol deposits
in skin and tendons (xanthomas) and
in arteries (atheromas), and premature
coronary heart disease (CAD). Clinical
disease occurs earlier in men than in
women. More extensive xanthomatosis
and atherosclerosis are seen in homozy-
gotes, who generally die of myocar-
dial infarction (MI) by age 30. FH is
caused by one of several hundred of the
known mutations in the LDL receptor
gene. The heterozygous frequency is 1
in 500 and the homozygous frequency
1 in a million. This monogenic disor-
der accounts for 4% of those individuals
having type IIa hyperlipidemia as desig-
nated by the World Health Organization
(those with LDL levels above the 95th
percentile and with no other lipoprotein
abnormalities).

A number of biochemical studies first
led to the recognition that the LDLR
receptor defects cause FH. Radiolabeled
autologous LDL was found to have a
lower fractional catabolic rate (FCR) when
injected into FH subjects, when com-
pared with normal individuals. Normally
the half-life of LDL is 2.9 days whereas

it is 4.7 days in heterozygous patients
and 6.6 days in homozygotes. The slightly
altered lipid composition of LDL pre-
pared from FH patients did not affect
metabolism of the LDL particles when
injected into control subjects. Deficient
high-affinity specific binding or internal-
ization of LDL was seen in fibroblasts from
FH homozygous patients. Kinetic stud-
ies indicated that, in addition to lower
FCR, there is an increase in the rate
of LDL production in FH. This is ex-
plained by a reduced rate of clearance
of VLDL remnants by the LDL recep-
tor, and a consequential increase in the
proportion converted to LDL. The recep-
tor normally clears VLDL remnants much
more rapidly than it does LDL because of
its higher affinity for apoE than for apoB.
In a subset of FH patients the underly-
ing mutation affects only LDL binding,
and not that of VLDL remnants, and
there is a more modest rise in plasma
LDL levels.

Normally the liver takes up 70% of LDL
particles through the LDLR, and the re-
mainder through a less well-understood
low-affinity nonspecific mechanism. This
so-called scavenger pathway plays a more
dominant role in the removal of LDL
in FH. The scavenger pathway oper-
ates in macrophages in the artery wall
where the cells take up modified LDL
particles and can develop into the lipid-
laden foam cells that are found in
atheromas. Therefore, in FH, the longer
residence time of LDL, which leads
to more oxidation and other modifica-
tions of the LDL particles, is a fac-
tor underlying the observed premature
CAD. This is especially true of homozy-
gous patients.

A diagnosis of FH has come to be syn-
onymous with LDL receptor gene defects,
and many individuals so diagnosed can be
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shown to have LDL receptor mutations. A
few patients, though, do not, and defects
at other loci can cause a phenocopy disor-
der. Where an LDL receptor mutation is
known to be present, it has been occasion-
ally observed that other loci can modulate
its severity.

Five classes of LDL receptor defect have
been established at the molecular level.
Class 1 is null alleles caused by different
types of mutations that result in the
absence of protein synthesis and account
for 17% of FH cases. Class 2, comprising
the majority of cases (54%), is due to
mutations that cause defective transport
of the receptor from the ER to the Golgi
apparatus, with most mutations occurring
in repeats 4 and 5 of the ligand binding
domain. Receptor molecules that do not
bind normally even though they are found
on the cell surface constitute class 3. Most
of these are due to in-frame mutations
that affect the EGF precursor homology or
ligand binding domains. Class 4 mutations
are found in the cytoplasmic domain and
result in receptors that fail to endocytose
due to an inability to cluster in clathrin-
coated pits. Class 5 comprises another
common set of mutations (22%). Here,
binding and endocytosis are normal, but
there is a failure to release the LDL particle
in the endosomal compartment. Many
of these are due to mutations in the β-
propeller domain.

The LDL receptor gene has been targeted
in mice using homologous recombination
to produce an FH model. These Ldlr−/−
mice have a twofold increase in cholesterol
levels due to substantial increases in IDL
and LDL, but do not develop substantial
atherosclerosis. The addition of cholesterol
to the diet accentuates the phenotype.
The phenotype in these mice can be
temporarily reversed using a recombinant
LDL receptor adenovirus.

1.3.4 Familial Ligand-defective
Apolipoprotein B-100
As stated above, FH accounts for only 4%
of cases with elevated LDL and much effort
has been made to identify other genetic loci
that are involved, besides the LDL receptor.
Autologous LDL, prepared from non-FH
hypercholesterolemic patients, was often
found to have a low FCR. It was surmised
that this could be due to the presence
of ligand-defective LDL, and patients were
identified whose LDL showed poor binding
to LDL receptors on cultured fibroblasts.
Because the lipid composition of the LDL
was unaffected, it was concluded that an
abnormality in apoB due to a genetic
defect was responsible. This autosomal
codominant disorder is called familial
ligand-defective apoB (FLDB).

After separation of the two LDL allo-
types from one patient with FLDB the
particles were shown to have more than
90% reduced affinity for the receptor. In
three families, an apoB R3500Q mutation
was shown to associate with FLDB. The
R3500Q mutation, with a frequency in the
general population of 1 in 600, is much
more common among patients attend-
ing lipid clinics. The hypercholesterolemia
seen with R3500Q heterozygotes is milder
compared with that seen in FH heterozy-
gotes, and the presence of xanthomas and
premature CAD is less frequent. The few
homozygotes that have been reported are
more severely affected than heterozygotes.
Two other FLDB mutations have been re-
ported. The R3531C variant, which is less
common than R3500Q, results in milder
hypercholesterolemia, consistent with the
finding that 3531C LDL particles retain
27% of normal binding affinity for the
receptor. FH/FLDB patients with com-
pound heterozygosity for apoB R3531C
and LDL receptor P663L are more severely
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affected than those with the FH muta-
tion alone. The other known mutation,
R3500W, is similar in its effects to the
R3500Q disorder.

An interesting mechanism has been pro-
posed to explain why the LDL particles
are defective in FLDB. The topological ar-
rangement of the apoB polypeptide on the
LDL surface, mapped using monoclonal
antibodies, displays a ‘‘ribbon and bow’’
structure. Mutations in the region around
residues 3500 to 3531 cause conforma-
tional changes that disrupt the topology
and mask the receptor binding site. A di-
rect interaction between W4369 and R3500
probably helps to preserve the bow ar-
rangement.

1.3.5 Familial Hypobetalipoproteinemia
Individuals with familial hypobetalipopro-
teinemia (FHB) have apoB mutations that
result in the production of C-terminally
truncated variants. The length of the trun-
cated protein is monotonically related to
the diameter and buoyant density of the
lipoprotein formed. Numerous such mu-
tations have been reported, many of which
are small deletions. Four mutations that
were predicted, B-2, B-9, B-25 and B-29
proteins, were not detected in plasma. B-
31 was found only in the HDL density
interval, whereas, B-37 was found in HDL,
LDL, and VLDL intervals. Those longer
than B-46 were found mainly in LDL and
VLDL. Three mutants, B-75, B-87 and B-89,
had increased binding to the LDL receptor.
In one especially interesting case of FHB,
a frameshift mutation created a sequence
of eight consecutive adenines, caused by
a single base pair deletion in exon 26
that predicted the formation of a trun-
cated apoB species. However, this allele
was shown to produce full-length apoB-
100 in addition to the truncated protein.

This was due to an additional adenine be-
ing inserted in a portion of the mRNA
molecules during transcription, leading to
restoration of the correct reading frame.

The phenotype associated with FHB is
variable. Simple heterozygotes have low
levels of LDL cholesterol but are usually
clinically asymptomatic. At its most se-
vere, with the presence of 2 null alleles,
FHB is similar to the recessive disor-
der abetalipoproteinemia (see Sect. 1.3.1
above). Mouse models for FHB have been
produced by targeting the apoB gene using
homologous recombination.

1.3.6 Familial Combined Hyperlipidemia
An independent phenotype termed famil-
ial combined hyperlipidemia (FCH) was
originally described, more than 30 years
ago, in families of patients who had sur-
vived heart attacks. FCH was originally
thought to be a dominant disorder, but
more recently it has been shown to obey
a multigenic mode of inheritance. It dis-
plays high penetrance and is present at a
frequency of 1 to 2% in the general popu-
lation. It is thought to play a role in 15%
of cases of premature CAD. Any of three
phenotypes can occur, and in any one in-
dividual the phenotype can vary over time.
Because the genetic basis of FCH is not
well understood, it is still identified by phe-
notype. Elevation of either VLDL or LDL
level is seen in some subjects. However,
levels of both these lipoproteins are ele-
vated in most individuals with FCH. LDL
cholesterol levels are almost always above
100 mg dL−1 and IDL is usually raised.
High levels of apoB are a hallmark of this
disease. Patients also tend to have HDL
and LDL particles that are smaller, denser,
and more atherogenic. There is much ev-
idence that overproduction of VLDL, by
about two-fold, is responsible for the ob-
served dyslipidemia. Such overproduction
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is thought to be due, in part, to an increase
in flux of FFA to the liver. Obesity and
insulin resistance, with elevated FFA, are
often seen in cases of FCH. The molecular
causes of FCH have proved difficult to de-
cipher. Individual linkage studies of FCH
families have identified genetic loci with
high lod scores, but when data were com-
bined from several studies the associations
were considerably diminished, suggesting
that FCH is caused by defects at alternate
loci and may be multigenic. Thus, FCH is
a genetically heterogeneous disorder, and
there is evidence to support the involve-
ment of several candidate genes. It has
been suggested that the lipoprotein lipase
gene plays a modifier role. A number of in-
dividuals with FCH have low LPL activity.
A major candidate for FCH has been the
ApoA-I/ApoC-III/ApoA-IV/ApoA-V locus
at chromosome 11q23.3. Some, but not
all, linkage studies have identified this
locus. Other gene candidates are LCAT
(see Sect. 2.3), CETP (see Sect. 2.5), man-
ganese superoxide dismutase (an enzyme
involved in lipid oxidation), intestinal fatty
acid–binding protein 2 (FABP2), and tu-
mor necrosis factor receptor superfamily,
member 1B (TNFRSF1B).

1.3.7 Autosomal Recessive
Hypercholesterolemia
The molecular basis of the rare disorder,
autosomal recessive hypercholesterolemia
(ARH), has recently been established. De-
fects in the LDL receptor and apoB genes
were ruled out by cosegregation stud-
ies. ARH was mapped to chromosome
1p35–p36. This disease was originally re-
ferred to as pseudo-homozygous FH. The
mean plasma cholesterol level of 29 pa-
tients was 561 mg dL−1. The probands in
two Sardinian families with this rare dis-
order had clinical symptoms that were

analogous to those seen in the homozy-
gous form of FH. One striking difference
between ARH and FH was that fibroblasts
from ARH patients bound and endocy-
tosed LDL normally even though kinetic
studies had shown decreased FCR for
LDL. However, the degradation of LDL
by monocyte-derived macrophages and
EBV-lymphocytes isolated from ARH pa-
tients was defective. Normal processing
of LDL was seen when the lymphocytes
were transfected with the normal ARH
gene, which codes for a receptor adapter
protein. The ARH protein contains a phos-
photyrosine binding domain (PTB). These
domains bind to NPXY sequences found
in the cytoplasmic tails of members of the
LDL receptor family. The NPXY sequence
targets receptors to clathrin-coated pits.
One FH mutation, Y807C (in the LDLR
gene) which results in defective internal-
ization of the LDL receptor, disrupts the
NPXY consensus sequence. Besides bind-
ing to the LDL receptor, the ARH protein
binds to the receptor adapter protein AP-2,
and the clathrin heavy chain. In some sig-
naling proteins, PTB domains are essential
for signal transduction. The ARH PTB do-
main is similar to that found in the two
endocytic proteins, numb and Disabled-2
(Dab-2). It is likely that these two proteins,
which are expressed in fibroblasts, can sub-
stitute for the ARH protein in those cells.

1.3.8 Autosomal Dominant
Hypercholesterolemia
Besides FH and FLDB a third type of au-
tosomal dominant hypercholesterolemia
has been reported. In a large kindred
with hypercholesterolemia, in which the
LDL receptor and ApoB genes had been
excluded, linkage was found to chromo-
some 1q32. The gene responsible for the
disorder is PCSK9, which codes for the pro-
protein convertase subtilisin/kexin type 9.
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This protein is mainly expressed in liver,
kidney, and intestine. The missense mu-
tations detected were thought to cause
a gain of function. Its overexpression in
mice results in a doubling of total serum
cholesterol with no change in HDL. The
related protease, PCSK8, cleaves and acti-
vates SREBP transcription factors.

1.3.9 Chylomicron Retention Disease and
Anderson Disease
An inherited disorder of severe fat malab-
sorption was reported in 1961 and termed
Anderson disease. A similar disorder, chy-
lomicron retention disease (CMRD) was
reported later, and differed from Ander-
son disease on the basis of partitioning
between membrane-bound and cytosolic
compartments of enterocytes, which ac-
cumulate large amounts of lipid in both
cases. A variant of CMRD is associated
with Marinesco–Sjogren syndrome, a neu-
romuscular disorder. All these diseases are
characterized by failure to thrive in in-
fancy, fat-soluble vitamin deficiency, low
plasma cholesterol, and the absence of cir-
culating chylomicrons. Hepatic secretion
of VLDL appears to be normal. Recently, a
coat protein complex, COPII, which facili-
tates transport from ER to Golgi, has been
shown to be required for VLDL and chy-
lomicron secretion. Mutations in the gene
SARA2, which codes for the protein Sar1B,
a GTPase component of COPII, have been
shown to underlie Anderson disease and
the two forms of CMRD.

1.3.10 Sitosterolemia
Sitosterolemia, also referred to as phytos-
terolemia, is a monogenic disorder that
causes elevated levels of LDL. This rare
autosomal recessive disease was first de-
scribed over thirty years ago, and is
characterized by highly elevated plasma
levels of plant sterols, notably β-sitosterol

and campesterol. By 1998, there were only
45 known cases of sitosterolemia. Plant
sterols also accumulate in tissues, and are
found in atherosclerotic plaque and in xan-
thomas, where they account for 20% of the
sterol content. A characteristic of sitos-
terolemia is that during the first decade
of life patients develop both tendon and
tuberous xanthomas. Early CAD and MI
are often associated with this disease.

In patients with sitosterolemia, although
the absorption of cholesterol is only
slightly higher than normal, that of plant
sterols is dramatically elevated, from a
normal 5% to between 15 and 63%. The un-
derlying molecular basis for sitosterolemia
remained a conundrum for decades. Both
decreased hepatic de novo synthesis of
cholesterol and HMGCoA reductase activ-
ity were seen. Conversion of cholesterol to
bile acids was normal even though choles-
terol 7α-hydroxylase activity was lower.
There have been contradictory reports as
to whether the cholesterol content of liver
is affected. Considering that the increased
absorption of sterols is insufficient to ex-
plain the levels of phytosterols in plasma,
an important observation was that over-
all sterol excretion, particularly of plant
sterols, into bile was low.

It has now been determined that mu-
tations in one or the other of the ABC
transporter genes ABCG5 and ABCG8
cause sitosterolemia. Mutations in the
ABCG5 gene were detected in only some of
the patients. An inspection of the ABCG5
locus at chromosome 2p21 revealed an
additional ABC transporter, ABCG8. Mu-
tations in the ABCG8 gene account for the
other cases of sitosterolemia. Both ABCG5
and ABCG8 are half transporters, each
gene has 13 exons and codes for proteins
(sterolin-1 and sterolin-2) each with one
nucleotide binding fold (NBF) and a single
transmembrane domain (TM) comprised
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of 6 membrane-spanning α-helices. The
genes are orientated in a head-to-head
arrangement with the transcription start
sites 140-bp apart. ABCG5 and ABCG8
interact to form a heterodimer in the
ER, constituting a functional complex. In
all cases, homozygous or compound het-
erozygous mutations were seen in either
ABCG5 or ABCG8. The presence of a sin-
gle normal copy of each gene rules out
the disease.

It seems that ABCG5 and ABCG8 have
evolved as sterol transporters, which are
expressed to the highest degree in liver
and small intestine. When coexpressed
they are found with apical plasma mem-
brane markers. It is thought that an ER
retention motif localizes these proteins in
the ER until heterodimerization occurs,
the motif is masked, and transportation
to the Golgi proceeds. When these genes
were overexpressed in mice, the animals
had a decreased rate of net absorption of
dietary cholesterol and an increased rate
of excretion of sterol into bile. Contrary
to what is seen in sitosterolemia, hep-
atic cholesterol synthesis was increased in
these mice. With ABCG5/ABCG8 knock-
out mice there was a higher fractional
absorption of plant sterol from the diet
and a high concentration of sitosterol
in plasma.

2
Reverse Cholesterol Transport

The hepato-biliary system is the major
means by which cholesterol is excreted.
Whereas most of the bile salts and free
cholesterol in bile are reabsorbed by
the ileum and returned to the liver, a
fraction is lost in the feces. Some of this
is derived from cholesterol on remnant
particles or from hepatic synthesis of

cholesterol. The rest is from cholesterol
returned to the liver from peripheral
tissues by an active, specific mechanism.
This latter process is termed reverse
cholesterol transport. This is initiated in
the extravascular compartment in cells of
extrahepatic tissues, where free cholesterol
effluxes with the aid of ATP-binding
cassette transporter A1 (ABCA1) and the
class B scavenger receptor SR-BI (see
Sect. 7.1). In the case of ABCA1, especially
in macrophages, an extracellular primary
acceptor, pre-beta-1 HDL, comprised of
phospholipid and two copies of apoA-
I, takes up cholesterol. Pre-beta-1 HDL
has an apparent molecular weight of
67 kDa. Some evidence also indicates
that a lipoprotein particle with gamma
electrophoretic mobility, containing only
apoE, may also play a role. SR-BI facilitates
the diffusion of free cholesterol between
the plasma membrane and alpha HDL
particles. Of the total efflux of cholesterol
from peripheral tissues, possibly a greater
amount is transferred by the SR-BI
facilitated process than by the ABCA1
mediated one.

The cholesterol transferred to pre-beta
HDL and alpha HDL is now a substrate
for LCAT. The resulting cholesterol esters
(CE) accumulate to form a hydrophobic
core of larger pre-beta HDL particles
and ultimately appear in large mature
spherical HDL particles of alpha mobility.
This CE can be taken up directly by
liver via the scavenger receptor SR-BI,
or transferred to LDL, VLDL, VLDL
remnants, or chylomicron remnants by
a process that is mediated by CETP.

Several subspecies of HDL are revealed
by electrophoresis in nondenaturing gels
and by isoelectric focusing. Some of these
contain apoA-I but not apoA-II, and are
referred to as LpAI. Others contain both
of these proteins and are referred to
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as LpAI/AII. LpAI and LpAI/AII play
metabolically different roles, especially
with regard to reverse cholesterol trans-
port. Both are able to promote the efflux
of cholesterol from the plasma membrane,
but LpAI appears to mediate the translo-
cation of intracellular cholesterol to the
cell surface. LpAI/AII is the preferred sub-
strate for hepatic lipase. The level of LpAI
in plasma is a better measure of the protec-
tive antiatherogenic potential of HDL than
LpAI/AII is.

2.1
ATP-Binding Cassette Transporter A1

Phospholipids can move readily (‘‘flip-
flop’’) across the bilayer of certain mem-
branes such as those of the endoplasmic
reticulum. However, in the plasma mem-
brane (and also late Golgi, endosomal and
bile canalicular membranes) such passive
equilibration is restricted and requires an
ATP-dependent process involving mem-
bers of a superfamily of ATP-binding
cassette transporter proteins. Unlike the
half transporters, ABCG5 and ABCG8, re-
ferred to above (Sect. 1.3.10), ABCA1 is
a full transporter with 2 TM and 2 NBF
domains. ABCA1 is highly expressed in
liver where it is involved in the secre-
tion of nascent HDL. In macrophages,
particularly in the artery wall, ABCA1 is
thought to be important for the removal of
a toxic pool of cholesterol, thereby prevent-
ing apoptosis.

2.1.1 Tangier Disease
Tangier disease is a rare autosomal dis-
order, thought originally to be recessive,
but now accepted to be codominant, and
is characterized by the almost complete
absence of HDL. What little HDL is
present is pre-beta HDL. CE accumulates
in many tissues, notably the intestine and

reticuloendothelial system, with the accu-
mulation of orange-pigmented lipids in
the tonsils and rectal mucosa. Periph-
eral neuropathies and a syringomyelia-like
disorder accompany the disease, together
with premature CAD. Fibroblasts cultured
from affected patients showed very low
efflux of cholesterol to acceptor apoA-I
compared to normal cells. Efflux of choles-
terol to HDL was little affected while that
of phospholipid was greatly decreased. Af-
ter numerous candidate genes were ruled
out, linkage and subsequent studies con-
firmed that homozygous or compound
heterozygous mutations in ABCA1 un-
derlie all cases of Tangier disease. Het-
erozygous ABCA1 mutations account for
some cases of primary hypoalphalipopro-
teinemia, though these are probably less
than 10% of cases. The ABCA1 defects
that cause Tangier disease appear to result
primarily in impaired phospholipid efflux,
which leads to secondary impairment of
cholesterol efflux.

2.2
Caveolin

All cells actively acquire and efflux choles-
terol to the retrieval pathway, to maintain
homeostasis in plasma membranes. The
process involves movement of cholesterol
to the plasma membrane and is probably
facilitated by the caveolin proteins coded
by three caveolin genes, CAV1, CAV2, and
CAV3. There are two isoforms of caveolin-
1, alpha and beta, because there are two
transcription start sites. The human CAV1
and CAV2 genes each have 3 exons and
are located 18-kb apart at chromosome
7q31.2. The caveolin family of scaffold
proteins, notably the 22-kDa caveolin-1, is
found in caveolae, which are clathrin-free
invaginations of the plasma membrane,
rich in free cholesterol and sphingolipids.
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Multiple caveolin molecules form highly
ordered assemblies within caveolae. Con-
centrated in the caveolae are components
of lipid signaling pathways, transmem-
brane receptor kinases, protein kinase C,
protein kinase A, adenyl cyclase, and MAP
signaling intermediates. In addition, the
scavenger receptors SR-BI (SCARB1) and
CD36 (SCARB3) are also located in cave-
olae. The caveolin polypeptides, which
bind free cholesterol, are embedded in
the plasma membrane with both the N-
and C-termini in the cytoplasm. Short,
approximately 20-residue, motifs in the
caveolins bind to and recruit free choles-
terol and proteins.

2.3
Lecithin Cholesterol Acyl Transferase

The enzyme LCAT rapidly esterifies the
free cholesterol that is transferred to pre-
beta-1 HDL from plasma membranes. The
cholesteryl esters are transferred to HDL
with alpha electrophoretic mobility. HDL
are also acceptors of free cholesterol from
other lipoproteins, notably LDL, and this
transfer may be LCAT dependent.

The LCAT gene (chromosomal location
16q22.1) has six exons. Mature LCAT,
secreted by the liver, is a 60-kDa, 416-
residue glycoprotein with a hydrophilic
C-terminus. There are regions with ho-
mology to apoE, LPL, and hepatic lipase
(LIPC). Cofactor activation of LCAT has
been attributed to apoA-I and apoA-IV.

A number of mutations causing LCAT
deficiency have been reported, which
result in decreased levels of HDL- and LDL-
cholesterol esters. There is also abnormal
architecture of virtually all lipoprotein
species. These mutations are dispersed in
various regions of LCAT, indicating that
there are several important domains. Two
mutations have been shown to cause cases

of Fish-eye disease, which is associated
with markedly reduced levels of HDL
cholesterol. In one of these cases (T123I),
the mutant protein has been shown to be
capable of esterifying LDL cholesterol but
not HDL cholesterol.

Studies using in vitro mutagenesis have
shown that, of the four potential N-
glycosylation sites, Asn84 is important
for full enzymatic activity, though not
for intracellular processing, and Asn272
is essential for secretion. The LCAT
variant R158C appears to be a natural
polymorphism.

2.4
Phospholipid Transfer Protein

Although the liver secretes nascent dis-
coidal HDL, HDL particles are also
formed in plasma, with the apolipopro-
teins and phospholipids being derived
from triglyceride-rich lipoproteins (chy-
lomicrons and VLDL). The supply of
phospholipid for the formation of HDL
particles is mediated by PLTP. Studies on
transgenic animals have provided evidence
that pre-beta-1HDL particles are generated
by the activities of PLTP. PLTP-knockout
mice have reduced levels of HDL, ow-
ing to decreased production and increased
catabolism. As well as being important for
pre-beta-1-HDL formation, PLTP plays an
important role in remodeling larger HDL
species, by converting smaller HDL3 par-
ticles to larger HDL2 particles. In addition
to PLTP, hepatic lipase too can metabolize
HDL2 to particles of smaller diameter, and
plays a role in pre-beta-HDL production.

While PLTP is expressed in many tis-
sues, the source for most of the circulating
protein is liver and adipose tissue. There
is evidence that the PLTP gene is up-
regulated at the transcriptional level by
PPARα, LXR, and possibly by FXR. PLTP
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is a highly glycosylated protein and has
an apparent molecular mass of 81 kDa,
with 476 amino acid residues. The human
gene (13.3 kb) at chromosome 20q13.12
is composed of 16 exons and is orga-
nized in a manner similar to that of the
gene for CETP. These two genes appear
to have evolved from a common ancestor.
PLTP has homology with (in addition to
CETP) lipopolysaccharide-binding protein
and neutrophil-bactericidal-permeability-
increasing protein. PLTP is nonspecific
in its transfer capabilities, being able
to transfer most phospholipids in addi-
tion to diacylglycerol. It has also been
shown to promote the exchange trans-
fer of alpha-tocopherol (vitamin E) among
lipoproteins.

2.5
Cholesteryl Ester Transfer Protein

CETP is responsible for the transfer of
the cholesteryl esters formed by LCAT
from HDL to the apoB-containing lipopro-
teins and facilitates the reverse transfer
of triglycerides. The HDL triglycerides are
subsequently hydrolyzed by hepatic lipase.
CETP is an important factor in deter-
mining the ultimate size profile of LDL
particles. It is a 70-kDa hydrophobic gly-
coprotein. Most of the circulating CETP
is associated with the HDL fraction of
plasma. The human gene, on chromosome
16q13, comprises 16 exons spanning 25 kb
and codes for a 493-residue prepeptide. It
is expressed in the liver, small intestine,
adrenal glands, spleen, and adipose tissue.
There is evidence for the presence of an
alternatively spliced CETP mRNA species,
lacking exon 9, in certain tissues and for
only limited secretion of the correspond-
ing protein.

Individuals with homozygous familial
CETP deficiency have high levels of

large, apoE-rich HDL particles and low
levels of LDL cholesterol, but do not
suffer from premature atherosclerosis.
These subjects have markedly decreased
catabolism of apoA-I and apoA-II. Two
particular mutant alleles, D442G and a
splicing defect in intron 14, account for
10% of the variance of HDL in the Japanese
population. These alleles are relatively
common, with heterozygosities of 7 and
2% respectively. Analysis of the CETP gene
promoter revealed eight major haplotypes
among Japanese subjects, with one being
associated with lower CETP levels and
higher HDL levels in plasma.

High-level expression of CETP in trans-
genic mice (a species in which plasma
CETP is normally absent) is associated
with an increased rate of catabolism of
apoA-I. This leads to a decrease, both in the
level of HDL cholesterol and in HDL parti-
cle size. These animals develop atheroscle-
rosis more easily than control mice.

In addition to the transfer of HDL
cholesterol esters by CETP to other
lipoproteins and subsequent uptake by the
liver, there are two other minor routes for
cholesterol ester clearance. Firstly, apoE-
rich HDL particles are endocytosed by
hepatic receptors that recognize apoE, and
secondly there is selective hepatic uptake of
HDL cholesterol esters, but not apoA-I, by
SR-BI, a process involving hepatic lipase.

2.6
Endothelial Lipase

Endothelial lipase (LIPG) is a recently
recognized member of the lipase gene
family, which includes lipoprotein lipase
(LPL), hepatic lipase (LIPC), pancreatic li-
pase (PNLIP), phosphatidylserine-specific
phospholipase A1 (PLA1A), and pancre-
atic lipase-related proteins 1 and 2 (PN-
LIPRP1 and PNLIPRP2). It has 44 and
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41% homology with LPL and hepatic li-
pase, respectively. In particular, the active
site catalytic triad, Ser169, Asp193 and
His274, and heparin binding sites are
conserved. A notable exception is the lid re-
gion responsible for substrate recognition.
Unlike these two lipases it does not hy-
drolyze triglycerides; rather, its preferred
substrate is phosphatidylcholine releasing
the sn-1 acyl chain. It is expressed in
a number of tissues, notably liver, thy-
roid, smooth muscle, bronchial epithelial
cells, macrophages, and placenta. The hu-
man gene is at chromosome 18q21.1, and
is 31 kb-long with 10 exons. The precise
physiological function of endothelial lipase
is not clear at present. However, evidence
points to a role in HDL metabolism. En-
dothelial lipase knockout mice (Lipg−/−),
and mice treated with an antiendothelial
lipase antibody, had increased levels of
HDL. The overexpression of this lipase in
mice led to decreased HDL. Endothelial li-
pase hydrolyzes the main lipid constituent
of HDL, phosphatidylcholine. It is not clear
whether this occurs before or after binding
of HDL to its receptor, SR-BI, that is, before
or after much of the cholesterol content of
the HDL particle has been transferred.

3
Cholesterol Metabolism

3.1
Synthesis

Cholesterol is required primarily to main-
tain the structure and characteristics of
cellular membranes. It is also required as
a precursor for steroid hormones and bile
acids. Much of the cholesterol in cells is
obtained from circulating LDL by uptake
through the LDL receptor, and by a non-
specific pathway. However, most tissues,

in particular, the liver, can synthesize
cholesterol.

The isoprenoid biosynthetic pathway, of
which cholesterol is the end product, can
also supply cells with other compounds
such as dolichol and ubiquinone. An iso-
prenoid intermediate in the cholesterol
synthetic pathway, 15-carbon farnesyl py-
rophosphate, and the related isoprenoid
20-carbon geranylgeranyl pyrophosphate,
are used for the posttranslational prenyla-
tion of certain proteins (notably G proteins)
at cysteine residues through thioether
bonds. Prenylation, essential for mem-
brane localization of a number of proteins,
is catalyzed by several prenyltransferases.
The gene products that are prenylated in-
clude many that are involved in signal
transduction pathways. Examples are the
ras, Rho, and Rab GTPases, Lamin A and
B, and phosphorylase kinases. Cholesterol
itself is covalently attached to the N-
terminus of Shh, the product of the sonic
hedgehog homolog gene (SHH) via a cat-
alytic activity residing in the C-terminus.
The Shh-cholesterol adduct is thereby re-
stricted to zones within the developing
cells in which Shh acts.

3.1.1 HMGCoA Synthase and Reductase
The initial precursor for cholestero-
genesis is acetyl CoA. After conver-
sion to acetoacetyl CoA, two key reg-
ulatory enzymes, hydroxymethylglutaryl-
coenzymeA (HMG-CoA) synthase and
HMG-CoA reductase are responsible, se-
quentially, for the formation of mevalonic
acid. This is the substrate for the for-
mation, via geranyl pyrophosphate and
farnesyl pyrophosphate, of squalene. Cy-
clization of squalene produces the first
sterol, lanosterol. This is modified fur-
ther by a series of enzymes forming
cholesterol. The enzymatic reduction of
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HMG-CoA to mevalonic acid, which uti-
lizes 2 molecules of NADPH, represents
the first and rate-determining step in iso-
prenoid and cholesterol biosynthesis.

The genes for HMG-CoA synthase,
HMG-CoA reductase, farnesyl pyrophos-
phate synthase, squalene synthase (all
regulatory enzymes), and the LDL receptor
are coordinately regulated by the amount
of cholesterol available to the cell. As well
as having unique enhancers, they share
common cis-acting sterol regulatory ele-
ments (SREs) in their promoters.

The gene for HMG-CoA synthase
(HMGCS1) on chromosome 5p12 spans
23 kb and has 9 exons, and the gene for
HMG-CoA reductase (HMGCR) on chro-
mosome 5q13.3 spans 24 kb and has 19
exons. Seven membrane-spanning seg-
ments, in the 339-residue N-terminus,
that anchor the 97-kDa HMG-CoA reduc-
tase protein to the smooth ER, act as
a sterol-sensing domain, which controls
the regulation of enzyme degradation. The
catalytic site is located in the 548-residue C-
terminus, which projects into the cytosol.

Regulation of both enzymes is via
negative feedback control by sterol and
nonsterol products of mevalonic acid.
In addition to transcriptional and trans-
lational regulation, HMG-CoA reductase
is regulated posttranslationally by phos-
phorylation of the catalytic domain with
AMP-activated protein kinase. This lat-
ter mode of cross regulation, which is
independent of the feedback control, coor-
dinates isoprenoid synthesis with cellular
energy balance.

Several inhibitors of HMG-CoA reduc-
tase, namely, the statin class of drugs,
cause hepatic induction of LDL receptor
expression. This leads to increased clear-
ance of VLDL remnants and LDL, which
results in a highly effective lowering of
plasma levels of LDL cholesterol. What

seemed to be evidence for the existence
of an additional gene, coding for a second
HMG-CoA reductase isoform expressed
in peroxisomes, has been discounted. It
is now thought to be merely the result of
alternative targeting of the ER enzyme.

3.1.2 Smith–Lemli–Opitz Syndrome
First described in 1964, Smith–Lemli–
Opitz Syndrome (SLOS) is a rare devel-
opmental disorder characterized by high
levels of 7-dehydrocholesterol and low
levels of cholesterol in plasma. It is
caused by a defect in the gene for the
cholesterol biosynthetic pathway enzyme,
7-dehydrocholesterol reductase (DHCR7).
This enzyme has a TM sterol-sensing do-
main similar to that found in HMG-CoA
reductase, SREBP cleavage activation pro-
tein (SCAP), the Niemann–Pick type C1
protein (NPC-1) and Patched (the Shh re-
ceptor). Patients have multiple congenital
malformations that vary in clinical severity.
The lack of sufficient cholesterol interferes
with Shh signaling which is crucial for
normal embryogenesis. Congenital disor-
ders less common than SLOS, affecting
other sterol modification enzymes, have
also been reported.

3.1.3 Acyl CoA: Cholesterol
Acyltransferases
Acyl-CoA: cholesterol acyltransferase
(ACAT) catalyzes the long-chain fatty acyl
esterification of cholesterol and is cru-
cial for the regulation of the level of free
cholesterol within cells. Cholesterol esters
are used for chylomicron and VLDL pro-
duction. In steroidogenic tissues, such as
the adrenal gland, stored CE is used as
the precursor for steroid hormone. Free
cholesterol released after uptake of LDL
is esterified by ACAT and stored in cy-
toplasmic lipid droplets. This process is
important in the macrophages and smooth
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muscle cells of the artery wall where it can
lead to the formation of CE-loaded foam
cells, features of early atherosclerotic le-
sions. ACAT activity in liver is regulated by
the availability of unesterified cholesterol.
Hepatic ACAT activity helps to maintain
the free cholesterol concentration within
the liver and plays a role in regulating the
secretion of cholesterol, as a constituent
of VLDL, into plasma. Hence, ACAT is
involved in the regulation of apoB secre-
tion from the liver. It also plays a role in
regulating the efflux of free cholesterol
into bile. ACAT activity in the liver is
decreased in patients with cholesterol gall-
stones, and this decrease contributes to the
increased availability of free cholesterol for
bile secretion.

ACAT is a membrane-bound protein of
the endoplasmic reticulum, which initially
proved difficult to purify to homogene-
ity. Two human genes with ACAT activity
have been identified. Because the gene for
acetoacetyl-CoA thiolase has been given
the symbol ACAT, the acyl-CoA: choles-
terol acyltransferases have been renamed
as sterol O-acyltransferases, SOAT1 and
SOAT2. The SOAT1 gene is on chro-
mosome 1q25.2, spans 61 kb, has 16
exons, and codes for a 550-residue pro-
tein. SOAT2 is on chromosome 12q13.13,
spans 21 kb, has 15 exons, and codes for
a 522-residue protein. SOAT2 (ACAT2)
was discovered on the basis of high ho-
mology with SOAT1 from codon 102 to
the C-terminus. The rare phenomenon of
trans-splicing appears to be the origin of
a minor 4.3 kb ACAT1 mRNA, which has
an additional exon from chromosome 7.

There has been confusion regarding the
sites of expression of these two genes.
ACAT1 is more widely expressed than
ACAT2, which is mainly expressed in
small intestine at the apical region of the

villi and in liver. In humans, ACAT1 ac-
tivity dominates that of ACAT2 in human
liver. However, in ACAT1 knockout mice
hepatic CE levels and synthetic rates were
normal. The only tissues affected were
the adrenals and macrophages. ACAT2
disruption in mice resulted in very low
ACAT enzyme activity in liver and in-
testine. These animals showed resistance
to diet-induced hypercholesterolemia and
to the formation of cholesterol gallstones
because of the decreased intestinal choles-
terol absorption. Whatever the relative
expression levels of ACAT1 and ACAT2
are in human liver, they are probably dif-
ferent from those in mouse liver.

Both enzymes are membrane bound,
each with five TM domains, being found
in microsomal cell fractions. It has been
proposed that CE that is formed within the
ER bilayer by ACAT is processed in one of
two possible ways. It can either be directed
as lipid droplets into the cytosol or, in
cells producing lipoproteins, transferred
to apoB in the ER lumen by MTP.

3.2
Catabolism: Bile Acid Metabolism and
Disorders

The main bile acids, taurine or glycine
conjugates of cholic, deoxycholic, and
chenodeoxycholic acids, are synthesized
from cholesterol in the liver. This is the
primary means by which cholesterol is ca-
tabolized, the hepato-biliary system being
the main pathway for cholesterol excre-
tion. The first, rate-controlling step of the
major pathway of bile acid synthesis, is the
formation of 7α-hydroxycholesterol. This
is catalyzed by cholesterol 7α-hydroxylase
(CYP7A1), a liver-specific, cytochrome
P-450-dependent, mixed function oxidase.
In humans, the pathway leads to two
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primary bile acids, cholic acid and chen-
odeoxycholic acid.

CYP7A1, located in the smooth ER,
is subject to feedback regulation at the
transcriptional level, with mRNA levels
decreased by high levels of bile acids and
positively correlated with the availability
of cholesterol. CYP7A1 gene transcription
is subject to feedback regulation by bile
acids through a bile acid response element
(BARE), and is positively correlated with
the availability of free cholesterol. CYP7A1
mRNA levels are regulated by thyroid
hormone and insulin. There have been
numerous studies on the regulation of
CYP7A1, and the promoter region has
been extensively analyzed. However, there
remain a number of unresolved questions,
especially with regard to the human gene,
and a number of contradictions exist
among the studies. It has been emphasized
that there are important differences in the
types of bile acids among species and the
response of CYP7A1 to high-cholesterol
diets, especially between humans and
widely studied rodents. Nevertheless, there
is a current, commonly accepted, model
that attempts to explain the regulation of
CYP7A1 and bile acid homeostasis, albeit
based on rodent data.

The concentration of oxysterols, which
are activating ligands for the nuclear
receptor LXR-α (NR1H3), is thought
to reflect the level of cell cholesterol.
High levels of cholesterol, and hence of
oxysterols, increase the transcription of
CYP7A1, basal transcription being the
result of the binding of CPF (or LRH-1, the
mouse homolog) encoded by the NR5A2
gene, and of HNF4-α, to the promoter.
There is evidence that HNF-1 binds to
and activates the CYP7A1 promoter in
humans but not in the rat. A number
of bile acids, notably chenodeoxycholic
acid (CDCA), are activating ligands for the

nuclear receptor FXR (NR1H4). FXR (see
Sect. 5.4) is an orphan nuclear hormone
receptor expressed within hepatocytes and
enterocytes in the terminal ileum. It
is thought that FXR regulates CYP7A1
indirectly because no consensus binding
site has been identified in the promoter.
FXR upregulates the gene for SHP (small
heterodimer partner), and the SHP protein
binds to and inhibits the activation of
CPF (LRH-1) and HNF4-alpha. This model
holds up better in rodents than in humans.
Unlike its action on the rat cyp7a1
promoter, LXR has only a small effect on
the human promoter to which it binds only
weakly. It has been reported that FXR only
modestly increases SHP transcription in
human HepG2 cells. SREBP can activate
the human SHP promoter, but not that
of the mouse gene. The transcriptional co-
activator PGC-1α activates CYP7A1 gene
transcription. CYP7A1 is repressed by the
c-Jun N-terminal kinase pathway, a process
that involves fibroblast growth factor 19
(FGF-19), which is regulated by FXR.

The human gene for cholesterol 7α-
hydroxylase, which is 10-kb long, lies at
chromosome 8q12.1, contains 6 exons,
and codes for a 504-residue peptide, which
contains sterol and heme binding sites.
Overexpression of the gene in hamsters
caused a large decline in LDL, and trans-
genic mice had resistance to diet-induced
gallstone formation and to atherosclerosis.
There have been conflicting reports as re-
gards the effect on lipid levels in plasma,
and the phenotype in general, in knockout
mice. In one colony, most homozygous an-
imals died within 18 days of birth unless
mothers were supplemented with vitamins
and cholic acid was added to the diet. There
were no changes in serum lipid levels. The
phenotype consisted of fat malabsorption,
abnormal lipid excretion, and skin and be-
havioral abnormalities. A second colony
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survived on an unsupplemented diet, had
elevated serum cholesterol, and had a
proatherogenic phenotype. CYP7A1 poly-
morphisms, notably an SNP at −204 in the
promoter, have been associated with differ-
ences in LDL-cholesterol levels. Screening
of hypercholesterolemic patients, using a
differential DNA melting technique, re-
vealed several rare CYP7A1 variants.

Cholesterol 7α-hydroxylase initiates the
classical or neutral bile acid synthesis
pathway. An additional pathway, the alter-
native or acidic pathway, does not involve
CYP7A1 and is initiated by mitochondrial
sterol 27-hydroxylase (CYP27A1). Subse-
quently, a microsomal enzyme, oxysterol
7α-hydroxylase (CY7B1), introduces a 7α-
hydroxyl group. The rest of the pathway is
similar to the neutral pathway. However,
chenodeoxycholic acid is the main product
here, and not cholic acid.

3.2.1 Cholesterol 7α-hydroxylase
Deficiency
A number of CYP7A1 coding region vari-
ants have been found, one of which is
a frameshift mutation (L413fsX414) that
results in loss of catalytic activity due to
deletion of the heme binding domain of
the enzyme, and leads to the disorder
cholesterol 7α-hydroxylase deficiency. Two
homozygous males had highly reduced
bile acid excretion, significant hyperc-
holesterolemia and hypertriglyceridemia,
and were profoundly resistant to treat-
ment by HMG-CoA reductase inhibitors
(statins). They both had early gallstone
disease. Liver biopsy and stool bile acid
analysis indicated limited upregulation of
the alternative bile acid synthetic pathway.
The observed doubling of liver cholesterol
content, due to low conversion to bile acids,
may have resulted in downregulation of
hepatic LDL receptors that could account
for the raised plasma cholesterol. In terms

of the hypercholesterolemia, there appears
to be a gene dosage effect, with het-
erozygotes also affected. Thus, cholesterol
7α-hydroxylase deficiency is an autosomal
codominant disorder.

3.2.2 Oxysterol 7α-Hydroxylase Deficiency
A single case of this disorder, associated
with lack of synthesis of primary bile
acids, was reported in a human infant
due to a nonsense mutation in exon
5 of the CYP7B1 gene. The child had
cholestasis and early liver failure, due
to accumulation of toxic monhydroxy-
cholenoic acids. CYP7A1 activity was low
in this patient, as in normal infants, and
therefore was not able to compensate
for the absence of CYP7B1. In contrast,
Cyp7b1 knockout mice had normal bile
acid metabolism, with plasma cholesterol
and triglycerides unchanged.

3.2.3 Cerebrotendinous Xanthomatosis
First reported in 1937, cerebrotendinous
xanthomatosis (CTX) is caused by a defi-
ciency of sterol 27-hydroxylase (CYP27A1).
It is characterized by a marked reduction
in bile acid synthesis, an accumulation
of cholesterol and cholestanol in many
tissues, and by ataxia, dementia, and pre-
mature atherosclerosis. Cyp27a1 knockout
mice had even lower bile acid produc-
tion, were hypertriglyceridemia, but had
no CTX-like symptoms.

3.3
Disorders of Intracellular Lipoprotein
Degradation

3.3.1 Wolman Disease and
Cholesteryl-ester Storage Disease
Degradation of lipoproteins following their
uptake by tissues involves lysosomal acid
lipase, which catalyzes the hydrolysis of
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cholesteryl esters and triglycerides. A de-
ficiency in the activity of this enzyme
can leads to two disorders, Wolman dis-
ease, and cholesteryl ester storage disease
(CESD). Both are autosomal recessive dis-
orders caused by mutations in the gene for
lysosomal acid lipase (LIPA) on chromo-
some 10q23.31. The gene has 12 exons and
spans 201 kb. Transcription leads, by alter-
native splicing, to two mRNAs that code
for 399- and 401-residue proteins, respec-
tively. Wolman disease is a severe disorder
invariably fatal in the first year of life. It
is associated with a failure to thrive, mul-
tiple gastrointestinal symptoms, including
steatorrhea and hepatosplenomegaly, and
adrenal calcification. CESD is associated
with hepatomegaly, but its symptoms are
generally less severe. It sometimes does
not manifest in childhood. Owing to hy-
perlipidemia, severe premature atheroscle-
rosis is common.

3.3.2 Niemann–Pick Disease Type C
Caused by defects in at least two genes,
Niemann–Pick Disease Type C, first de-
scribed in 1958, is a rare autosomal reces-
sive disorder characterized by aberrant in-
tracellular trafficking of endocytosed LDL
cholesterol. The cholesterol accumulates
in lysosomes. It is often a fatal disease
with progressive visceral and neurological
symptoms. The human NPC1 gene spans
55 kb on chromosome 18q11.2 with 25 ex-
ons, and encodes a 1278-residue integral
membrane protein with a sterol-sensing
domain similar to HMG-CoA reductase,
SCAP and Patched. The second gene as-
sociated with the disorder, NPC2, is on
chromosome 14q24.3, spans 13 kb, and
codes for a 151-residue protein. This has
a lipid-binding motif and functions, to-
gether with the NPC1 protein, to facilitate
cholesterol transport in the late lysoso-
mal/endosomal pathway.

A gene related to NPC1 is NPC1L1
(Niemann–Pick disease, type C1, gene-like
1). The NPC1L1 protein product, highly
expressed in enterocyte brush border
membranes, plays a poorly understood,
but critical, role in the intestinal absorption
of cholesterol. It functions in the pathway
of cholesterol absorption in which the
cholesterol-lowering drug ezetimibe acts.
Ezetimibe failed to inhibit the uptake of
cholesterol in NPC1L1 knockout mice.

4
Triglyceride and Phospholipid Metabolism

Many triglyceride and phospholipid path-
way enzymes are intimately bound to
membranes and have proved difficult to
purify, sequence, and clone. The steps
leading to the formation of diacylglyc-
erol from acyl CoA, via phosphatidate,
are common to both the triglyceride and
phospholipid pathways. Diacylglycerol is
synthesized via the action of phospha-
tidic acid phosphatase (PAP). There is a
family of PAP enzymes encoded by three
genes, PPAP2A, PPAP2B, and PPAP2C.
In each case, isoforms resulting from
alternative splicing exist. They have an
N-glycosylation site and 6 TM domains,
being integral membrane glycoproteins.
The PAPs also function in phospholipase
D signal transduction.

The last step in the synthesis of phos-
phatidyl choline, the major phospholipid,
is formed by the action of CDP-choline:
1,2-diacylglycerol choline phosphotrans-
ferase (or choline/ethanolaminephospho-
transferase) an intrinsic, ER and Golgi
enzyme. The human gene CEPT1 located
on chromosome 1p13.2 has 9 exons, spans
45 kb, and encodes a 396-residue protein.
CEPT also catalyses the formation of phos-
phatidylethanolamine. First cloned from
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yeast, the protein has a molecular mass
of 46 kDa and seven membrane-spanning
helices. CDP-choline itself is formed by
the action of CTP:phosphocholine cytidyl-
transferase (CT). Rat CT has been cloned
and has a molecular mass of 42 kDa. It
lacks a hydrophobic domain and is at-
tached to membranes by a 58-residue
amphipathic α-helix. There are two human
CT genes: PCYT1A and PCYT1B.

In humans, there are two enzymes that
catalyze the final step in triglyceride syn-
thesis. The diacylglycerol acyltransferases
DGAT1 and DGAT2 utilize fatty acyl-CoA
and diacylglycerol as substrates to form
triglyceride. The DGAT1 gene, first recog-
nized because of its homology to ACAT,
is at chromosome 8q24.3, has 17 exons,
and spans 11 kb. DGAT2 on chromosome
11q13.3 has 8 exons spanning 33 kb. It is
expressed widely, but at high levels in liver
and white adipose tissue.

5
Role of Nuclear Hormone Receptors

5.1
Sterol Regulatory Element Binding Proteins

The 5′ flanking region of the LDL recep-
tor (LDLR) gene was found to contain a
sterol regulatory element (SRE). In the
presence of sterols, this element loses its
ability to synergistically enhance transcrip-
tion via two direct repeats that bind to
the Sp1 transcription factor. A nuclear
protein was identified that binds to the
SRE and is termed sterol regulatory ele-
ment binding protein (SREBP). SREs have
since been identified in the promoters of
other genes involved in sterol and fatty
acid synthesis. Three similar transcrip-
tion factors, SREBP-1a, SREBP-1c, and

SREBP-2, all of which are 120-kDa pro-
teins, have been identified, and they all
bind to SREs. SREBP-1a, and SREBP-1c
differ as a result of separate transcription
starts sites in the SREBF1 gene involv-
ing alternative initial exons (human gene:
chromosome 17p11.2). The SREBP-2 pro-
tein is encoded by the SREBF2 gene
(human gene: chromosome 22q13.2). In
mammals, SREBP-1a and SREBP1-c pri-
marily activate the genes of fatty acid
synthesis, and SREBP-2 activates those of
sterol synthesis. The SREBPs are basic he-
lix–loop–helix leucine zipper (bHLH-zip)
transcription factors found in a wide va-
riety of animals. The precursor peptides
are attached to the ER membrane with the
N-terminal bHLH-zip domain and the C-
terminal regulatory domain located in the
cytoplasm. The presence of sterols blocks a
two-step proteolytic cleavage of SREBP that
occurs in sterol-depleted cells when a re-
leased N-terminal fragment of the protein
enters the nucleus and activates transcrip-
tion of sterol-regulated genes via the SREs.
In the presence of sterols, SREBP is bound
by its regulatory domain to the SREBP-
cleavage-activating protein (SCAP). SCAP
has eight membrane-spanning helices in
its N-terminus and a C-terminal propeller
region composed of multiple WD repeats
that binds to SREBP. The SREBP–SCAP
complex is retained in the ER by proteins
that interact with the sterol-sensing do-
mains of SCAP, and which are encoded
by insulin-induced genes 1 and 2 (INSIG-
1 and INSIG-2). Other proteins, not yet
identified, are thought to retain the In-
sig proteins in the ER since they do not
possess ER retention signals. In the ab-
sence of sterols the Insig proteins release
SREBP–SCAP, which migrates in COPII
(coat protein complex) vesicles to the Golgi
apparatus. Here, the initial cleavage of
SREBP by site 1 protease (S1P) (also called
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PCSK8), encoded by the MBTPS1 gene,
occurs in a protein loop in the lumen of
the ER. A second cleavage by the metallo-
proteinase S2P, encoded by the MBTPS2
gene at site 2 in a transmembrane domain,
releases the N-terminal active peptide.

5.2
Peroxisome Proliferator-activated Receptors

The peroxisome proliferator-activated re-
ceptor (PPAR) family of transcription
factors was discovered in rodents. In ro-
dents, PPARs are activated by chemicals,
resulting in larger and more numerous
peroxisomes. This is accompanied by in-
creased β-oxidation through activation of
the acyl CoA oxidase gene, which contains,
in its promoter, a peroxisome proliferator
response element (PPRE) consisting of a
direct repeat of the motif PuGGTCA, to
which PPAR binds as a heterodimer with
the 9-cis retinoic receptor (RXR, NR2B1).
PPARs play roles in differentiation, cell di-
vision, apoptosis, and inflammation. They
are also key regulators of lipid and lipopro-
tein metabolism and of the pathways
of gluconeogenesis and glycolysis. There
are three human PPAR genes, PPARA
(chromosome 22q13.31), PPARG (chro-
mosome 3p25.2), and PPARD (chromo-
some 6p21.31) that encode, respectively,
PPARα, PPARγ , and PPARδ. The first,
PPARα is expressed at high levels in liver,
kidney, muscle, and heart where it acti-
vates fatty acid β-oxidation. The second,
PPARγ , in contrast, is highly expressed
in intestine, adipose, and mammary tis-
sue. It promotes the storage of lipids. The
third receptor, PPARδ is more widely ex-
pressed than the other two members of
the family. There are a number of fatty
acid and fatty acid–derived compounds
that are ligands for PPARs. In particu-
lar, a hydroxyeicosatetraenoic acid (HETE)

derivative 8S-HETE and leukotriene B4 are
potent activators of PPARα. Natural lig-
ands for PPARγ include prostaglandin J2,
15-HETE and the hydroxyoctadecadienoic
acids (HODE) 9-HODE and 13-HODE.
The hypolipidemic fibrate drugs and an-
tidiabetic glitazone drugs are synthetic
PPAR activators.

5.3
Liver X Receptors

The orphan nuclear receptors LXRα and
LXRβ are activated by oxysterols, though
the nature of the precise physiological
ligand is still unclear. Examples of nat-
ural compounds known to activate LXR
are 24(S),25-epoxycholesterol and 20(S)-,
22(R)-, 24(S)-, and 27-hydroxycholesterol.
The LXRs are key regulators of numer-
ous genes involved in lipid and car-
bohydrate metabolism, the inflammatory
response, and energy homeostasis. They
bind as heterodimers with RXR to DR-
4 (or LXRE) response elements in the
promoters of target genes. These are
two hexanucleotide repeats with the con-
sensus (T/A/G)G(G/T)(G/T)(T/C)A, sepa-
rated by four nucleotides. Lipid transfer
and transporter genes that are targets for
LXRs include ABCA1, ABCG1, ABCG4,
ABCG5/G8, CETP, and PLTP. Gene tar-
gets involved in fatty acid synthesis are,
ACC (acetyl CoA carboxylase), FAS (fatty
acid synthase), and SCD (stearoyl CoA
desaturase). Two apolipoprotein genes,
APOC2 and APOE, are also upregulated
by LXRs as is SREBP-1c and LPL. The
Cyp7a1 gene in rodents, but not in hu-
mans is a target for LXRs. The LXR genes
themselves are subject to positive feed-
back autoregulation by LXRs. The human
gene for LXRα (NR1H3, chromosome
11p11.2) is expressed at high levels in
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the liver, kidney, adipose tissue, and in-
testine, whereas that for LXRβ (NR1H2,
chromosome 19q13.33) is more ubiqui-
tously expressed. In liver, LXRα is induced
by insulin, leading to upregulation of lipo-
genesis and downregulation of gluconeo-
genesis via repression of the rate-limiting
enzyme phosphoenolpyruvate carboxyki-
nase gene (PCK1).

5.4
Farnesoid X Receptor and Pregnane X
Receptor

At high concentrations, farnesol was
found to activate an orphan nuclear
receptor. Thus, this receptor was named
FXR (farnesoid X receptor). Since then
FXR (human gene, NR1H4, chromosome
12q23.1) has been shown to be a bile
acid sensor with the highest activation by
chenodeoxycholic acid. Some 25- and 26-
hydroxylated bile acid intermediates also
have high affinity for FXR. With RXR, it
binds as a heterodimer to the bile acid
response elements (BARE) of a number
of genes involved in bile acid and lipid
metabolism. Target genes upregulated by
FXR include ABCC2 (multidrug resistance
protein: MRP2), ABCB11 (canalicular bile
salt export pump: BSEP), FABP6 (fatty
acid–binding protein 6, the ileal bile
acid-binding protein), SHP (see Sect. 3.2
above), ApoC-II, and PLTP.

A related nuclear receptor, the pregnane
X receptor, PXR (human gene, NR1I2,
chromosome 3q13.33), also binds as a
heterodimer with RXR. Natural ligands
include lithocholic acid. It activates several
cytochrome P450 enzyme genes, notably
the cluster of four CYP3A family genes,
CYP2B, ABCB1 (MDR1) and ABCC2
(MRP2). These enzymes are involved in
drug metabolism, and some of them in
lipid synthesis and transport also.

6
The Apolipoproteins

6.1
The Apolipoprotein Multigene Family

Nine apolipoproteins, all of which are
exchangeable among lipoproteins, are
members of a multigene family. These are
apoA-I, apoA-II, apoA-IV, apoA-V, apoC-I,
apoC-II, apoC-III, apoC-IV and apoE. The
genes have a similar structure and have
evolved from a common ancestor that was
similar to apoC-I. Each has 4 exons, except
apoA-IV, and apoA-V in which exons 1
and 2 have fused. Within exon 3 there is, in
each case, a conserved region of 33 codons.
This amphipathic α-helical lipid binding
domain is a trimer of 11 amino acids.
The fourth exon of each codes for variable
numbers of consensus, 22-residue and,
in some cases, 11-residue, lipid-binding
tandem repeats.

The apoA-I, apoC-III, apoA-IV and apoA-
V genes (Table 2) are clustered in a 48-kb
region on chromosome 11 (11q23.3). This
cluster is regulated by an enhancer re-
gion, necessary for intestinal expression
of apoA-I and apoA-III, upstream of the
apoA-III gene. Transcription factors in-
volved include SP1 and HNF4. In a patient
with premature atherosclerosis, a 6-kb in-
version affecting the apoA-I and apoC-III
genes resulted in apoA-I and apoC-III de-
ficiency. In another case the entire gene
cluster was deleted, resulting in apoA-
I, apoC-III and apoA-IV deficiency and
very low HDL levels. Population studies
using polymorphic markers suggest an as-
sociation between the A-I/C-III/A-IV/A-V
locus and the frequency of hyperlipidemia
and atherosclerosis. A case-control study
of SNPs at this locus showed significant
association between the FCH phenotype
and the ApoA-I and ApoA-V genes.
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The genes for apoC-I, apoC-II, apoC-IV,
apoE, (Table 2) and an apoC-I pseudo-
gene are clustered on chromosome 19
(19q13.32) spanning 44 kb. The regula-
tion of this cluster is discussed below
(Sect. 6.11).

6.2
Apolipoprotein A-I

The major protein component of HDL,
apoA-I is an activator of LCAT. The se-
creted 249-residue propeptide is processed
in the plasma to the mature 243-residue
(28 kDa) form. A number of rare charge
variants have been detected by isoelectric
focusing. Two of these, P165R and R173C
(apoA-I Milano), in addition to a number of
truncated variants, are associated with low
levels of HDL. In the case of apoA-I Milano,
the decrease in the level of HDL is due to an
elevated rate of catabolism of the abnormal
apoA-I species. Recently, clinical trials of
intravenously infused recombinant apoA-I
Milano have shown regression of coronary
atherosclerosis. The practicality of this
approach versus more conventional drug
therapy in treating large numbers of pa-
tients is questionable. Several mutations,
including G26R and L60R, cause amyloi-
dosis. Two others, K107del and P165R, are
mildly defective in activating LCAT.

An XmnI RFLP in the 5′flanking region
is associated with hypertriglyceridemia in
some populations. A possible functional
single-base G/A substitution polymor-
phism in the promoter at nucleotide −75,
in one of two inverted repeats, was asso-
ciated with differences in HDL levels in
some populations.

A number of cis-acting elements up-
stream of the gene have been identified as
required for full liver-specific expression
of apoA-I. However, while only 256-bp 5′
of the apoA-I gene are required for hepatic

expression, a construct containing 5.5-kb
5′ and 4-kb 3′ of the human gene was not
sufficient for intestinal expression in trans-
genic mice. This was achieved only when a
construct was used that contained both the
apoA-I and apoC-III genes together with
300-bp 5′ to the apoA-I gene and 1.4-kb 5′
to the apoC-III gene.

ApoA-I production and the level of the
mRNA in rat liver are stimulated by
thyroid hormone, an effect due both to
increased transcription and to stabilization
of apoA-I nuclear RNA. HNF-4, a member
of the thyroid/steroid hormone receptor
superfamily, has been shown to interact
with a sequence in the 5′ flanking
region and to increase promoter activity.
Inhibitory effects have been shown for
another DNA-binding protein, ARP-1, at
the same site.

The overexpression of human apoA-I
in transgenic mice increased the HDL
cholesterol levels and prevented early diet-
induced atherosclerosis. When these an-
imals were crossed with apoE-deficient
mice there was a marked decrease
in the development of atherosclerosis,
which is a characteristic of the apoE-
deficient animals.

Homozygous apoA-I-deficient mice pro-
duced by gene targeting had only 20% of
the normal level of HDL cholesterol but
were generally healthy.

6.3
Apolipoprotein A-II

A secondary protein component of HDL,
apoA-II is synthesized and secreted mainly
by the liver and intestine. Unlike apoA-I
it does not activate LCAT. Like apoA-I,
it is regulated both transcriptionally and
translationally.

Following cleavage of the 18-residue
signal sequence some of the 82-residue
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propeptide is cleaved prior to secretion,
forming the mature 77-residue peptide.
The rest is processed in the plasma.
ApoA-II contains one free cysteine residue,
enabling it to form heterodimers with apoE
and apoD, though most of it exists in the
form of a homodimer. The physiological
function of apoA-II is largely unknown.
It may be involved in the modulation of
LCAT and HTGL activity.

Numerous studies have explored the
regulation of the human gene expression.
A diverse set of promoter elements have
been identified. An MspI polymorphism
at the 3′ end of the gene, in an Alu
repeat sequence, has been reported to be
associated with differences in the levels of
apoA-I and apoA-II in serum.

An increased tendency to develop
atherosclerotic lesions was seen in trans-
genic mice that overexpress human apoA-
II. These animals had elevated levels of
HDL and the particles were larger with
a higher ratio of apoA-II to apoA-I when
compared with normal mice.

6.4
Apolipoprotein A-IV

The 46-kDa glycoprotein, ApoA-IV is
synthesized mainly in the small intestine
and exists in a number of isoforms. The
precise role of apoA-IV is unknown, but,
like apoA-I, it activates LCAT and may be
involved in reverse cholesterol transport.
It has been reported to be a satiety factor.
ApoA-IV is rapidly catabolized, having a
tenfold higher fractional catabolic rate than
apoA-I. The rate of synthesis determines
the level of apoA-IV in plasma.

Three common polymorphisms exist:
N127S, T347S and Q360H. With the latter
polymorphism, the fractional catabolic
rate of the His allele product has been
reported to be lower than that of the

more common Gln allele (frequency 92%).
Genotypic variation in the APOA-1V gene
affects the response of LDL cholesterol
to diet.

6.5
Apolipoprotein A-V

Unlike the other apolipoproteins, apoA-V
(and apoC-IV) was not discovered first as
a protein isolated from plasma. Rather,
the presence of apoA-V was revealed in
the rat as the most highly upregulated
of several novel genes following par-
tial hepatectomy, and as a result of a
comparison of the mouse and human
genomes. It shows noticeable homology
with apoA-I and apoA-IV, and the gene
lies close to the cluster on chromosome
11q23 together with the genes for these
two apolipoproteins as well as apoC-III.
The apoA-V protein was then identified
in plasma in the HDL fraction. Over-
expression, either as a transgene, or by
adenovirus transfection, resulted in de-
creased levels of plasma triglycerides. In
contrast, knockout mice showed a marked
increase in triglycerides. Together with
the confirmation that functional FXR and
PPARα response elements exist in the pro-
moter for apoA-V, this strongly suggests
a role in the regulation of triglyceride
metabolism in the liver. The upregula-
tion of apoA-V after hepatectomy suggests
it has a role in the provision and traf-
ficking of lipid for formation of new
cell membranes. The apoA-V sequence
contains amphipathic α-helices with an
overall 60% α-helical content. Like ApoA-I,
it can organize dimyristoylphosphatidyl-
choline vesicles into discoidal structures
with diameters of 15 to 20 nm. How-
ever, unlike ApoA-I, it only poorly activates
LCAT and does not increase cholesterol ef-
flux from cAMP-stimulated macrophages.
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6.6
Apolipoprotein B

In plasma from fasting humans, 90% of
circulating apoB is in LDL, 8% in IDL and
2% in VLDL and chylomicrons. A cen-
tile nomenclature is used to describe apoB
species based on their molecular weights.
There are two circulating forms, apoB-48
and apoB-100 (Table 2). C-terminally trun-
cated apoB-48, found on chylomicrons and
their remnants, is produced in humans
in the intestine. ApoB mRNA (14 kb in
length) is edited by an editing complex
in the nucleus of intestinal enterocytes in
an enzyme-mediated process, such that
codon 2153 becomes UAA (a stop codon)
in place of CAA (Glu) in the gene se-
quence. A 26-nucleotide domain, 6662 to
6687, is highly conserved in mammals
and necessary for editing to occur. The
editing enzyme, Apobec-1, a 27-kDa pro-
tein with cytidine deaminase activity, was
isolated and cloned from rat intestine. Ad-
ditional factors are required for the editing
to occur. The first to be identified is the
Apobec-1 complementation factor (ACF),
a 65-kDa protein.

In humans, the liver makes only the
apoB-100 found in plasma on VLDL,
IDL, and LDL. ApoB mRNA editing is
undetectable in liver from humans, pigs,
cows, sheep, cats, and monkeys. In liver
from rabbits and guinea pigs, editing
activity is very low. However, in several
species, including dogs, horses, rats, and
mice, an appreciable degree of editing has
been found. The extent of this hepatic
editing may be an important determinant
of the level of apoB-containing lipoproteins
in the circulation.

There is little acute metabolic regulation
of hepatic levels of apoB mRNA. The
availability of lipid and the extent of
intracellular degradation of apoB are

important in regulating secretion rates.
The proteasome–ubiquitin pathway is the
major means for the degradation of the
apoB that fails to be lipidated.

Much larger than the exchangeable
apolipoproteins, apoB has a globular
N-terminus followed by four alternat-
ing amphipathic α-helical and β-sheet
domains. This ‘‘pentapartite’’ structure
is given as NH2-βα1-β1-α2-β2-α3-CO2H.
Through interaction with MTP, the βα1
domain forms a lipid pocket that pro-
motes lipid accumulation in the early
stages of VLDL formation. The β1 and β2
hydrophobic surfaces interact with, and
organize, the lipoprotein lipid core. The
overall structure of native LDL is gen-
erally thought to be spherical. ApoB is
highly glycosylated via 16 N-linked sites,
with carbohydrate contributing 35 kDa of
the molecular weight of apoB-100. Two
regions (residues 1280 to 1320 and 3180
to 3282) are particularly sensitive to cleav-
age by endoproteases, an indication that
they are exposed on the surface of LDL.
Thrombin cuts at 1297 and 3249, form-
ing three fragments, T4 (N-terminal), T3
(central) and T2 (C-terminal). The region
from residues 3000 to 3600 that flanks
the T2/T3 junction contains sequences re-
sponsible for binding to the LDL receptor.
Receptor-blocking monoclonal antibodies
have been mapped to this region. Two
positively charged sequences in this re-
gion (residues 3147 to 3157 and 3359 to
3367) bind strongly to heparin. The sec-
ond of these has close homology to the
LDL receptor binding domain of apoE.

The tissue-specific regulation of expres-
sion of the apoB gene is complex with
many cis- and trans-acting factors. Reg-
ulation of intestinal expression remains
largely enigmatic. Studies with transfected
cells, in vitro, and with transgenic mice
have provided an understanding of the
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liver-specific regulation. Binding sites for
a number of nuclear regulatory proteins in-
cluding ARP-1, EAR-2, EAR-3, HNF-4 and
C/EBP have been identified within the pro-
moter region. HNF-4 and C/EBP activate
transcription synergistically. ARP-1, EAR-
2, and EAR-3 repress transcription. There
is a core enhancer in intron 2 that binds
HNF-1, C/EBP, and an uncharacterized
protein. A weaker enhancer lies in intron
3. In addition to these elements, nuclear
matrix association regions (MARs), identi-
fied at the 5′ and 3′ ends of the gene, have
been shown to play an important role in
apoB expression. Tissue-specific transcrip-
tion in liver and intestine correlates with
undermethylation of the 5′ flanking region
in these tissues.

There is a hypervariable region, com-
posed of 15-bp AT-rich tandem repeats,
located 200-bp downstream of the gene,
with at least 14 common alleles rang-
ing from 25 to 52 repeats. Five single-
amino-acid substitution polymorphisms,
the antigenic group (Ag) series, were first
detected in antisera from multiply trans-
fused subjects. Four are in association with
unique common apoB polymorphisms. In
the case of the fifth, the Ag(x/y) poly-
morphism, two SNPs in complete linkage
disequilibrium are involved. These are
BfaI and Eco57I RFLPs, associated with
P2712L and N4311S substitutions, respec-
tively. Pro2712/Asn4311 represents the
more common Ag(y) epitope. A silent XbaI
RFLP in the third base of the codon for
Thr2488 is in strong linkage disequilib-
rium with the Ag(x/y) polymorphism. An
association of the XbaI RFLP with differ-
ences in lipid levels has been reported in
a number of studies, with this polymor-
phism accounting for possibly 3 to 5%
of the variance seen in the amount of
LDL cholesterol in the general population.

A common insertion/deletion polymor-
phism results in either a 27- or 24-residue
signal sequence. A rare third allele has 29
residues. A number of studies have ex-
amined the association between particular
polymorphisms or haplotypes and either
lipid levels or incidence of atheroscle-
rotic disease.

6.7
Apolipoprotein C-I

A minor component of HDL, IDL, and
VLDL, apoC-I is found mainly in HDL
(97%). More than 90% of the circulating
apoC-I is of hepatic origin, with moderate
expression in skin and trace levels of
expression in brain. Little is known
concerning its physiological function. It
was shown to be a highly effective inhibitor
of the binding of apoE-enriched βVLDL to
the α2-macroglobulin receptor/LRP. The
expression of the human apoC-I gene in
transgenic mice resulted in high levels
of triglyceride-rich lipoproteins, indicating
that apoC-I is involved in the regulation
of their metabolism. Evidence in baboons
indicates that an N-terminal fragment of
apoC-I interacts with apoA-I to inhibit
CETP activity. It may also be a cofactor
for LCAT. ApoC-I, which has a domain
that binds to lipopolysaccharide seems to
play a role in infection and inflammation.

A functional apoC-I promoter polymor-
phism at −317 (a HpaI RFLP), between
the apoC-I and apoE genes, is associated
with type III hyperlipidemia via the apoE
genotype. There is a synonymous SNP in
codon 6, and BglI and DraI RFLPs have
been reported. Common liver-specific reg-
ulation of expression of the apoC-I and
apoE genes is discussed below (Sect. 6.11).
ApoC-I deficient mice produced by gene
targeting have a moderately elevated level
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of serum triglycerides. The rate of clear-
ance of remnant lipoprotein particles in
these animals is decreased.

6.8
Apolipoprotein C-II

The apolipoprotein apoC-II gene is ex-
pressed mainly in the liver, with intestinal
cells containing only small amounts of
mRNA. It is glycosylated within the cell
but is subsequently deglycosylated in the
plasma, where it exists mainly in the
8.9 kDa, 79-residue form, although some
of it is further processed by removal of
the N-terminal 6-amino acids to produce
a minor isoform. The only known role of
apoC-II is as the requisite cofactor for LPL.
The activator and primary LPL binding do-
mains are located in the C-terminal third of
apoC-II. Like the other C apolipoproteins,
apoC-II is transferred during hydrolysis
from chylomicrons and VLDL to HDL.
Most of the circulating apoC-II is present
in HDL; 10% is in IDL, and 30% is in
VLDL and chylomicrons.

The first intron of the apoC-II gene
contains 4 Alu type sequences and a
(TG)n(AG)m microsatellite with at least 15
different alleles. The third intron contains
a minisatellite composed of 37-bp tandem
repeats. There are two common alleles
of six and seven repeats with frequencies
of 82 and 18%, respectively. AvaII, BanI,
BglI, NcoI, PstI, and TaqI, RFLPs have
been reported. In human hepatoma cells,
apoC-II is upregulated by the nuclear
receptor FXR.

Three charge variants of apoC-II, K19T,
E38K, and K55Q, all detected by isoelectric
focusing, have been reported. The first
two are rare, but the K55Q variant is
common among individuals of African
decent. Whether they are associated with
hyperlipidemia is unclear.

6.8.1 Apolipoprotein C-II Deficiency
Autosomal recessive familial chylomi-
cronemia, due to homozygous apoC-II
deficiency, has been described in ten
instances. It is characterized by fasting
chylomicronemia and severe hypertriglyc-
eridemia, and is often accompanied by
the presence of xanthomas and pancreati-
tis. Six cases were due to apoC-II gene
mutations that introduced premature stop
codons, resulting in either the absence
of apoC-II or very low levels of truncated
species. One other was due to an intron 2
donor splice defect, and one to an initiation
defect M-22V. In one case, a single C in-
sertion between codons 69 and 70 resulted
in low levels of a 96-residue frameshifted
protein with severely impaired cofactor ac-
tivity. A major disruption of the apoC-II
gene, and neighboring apoC-IV gene, by a
7.5-kb deletion, has also been reported.

6.9
Apolipoprotein C-III

The glycoprotein, apoC-III is the most
abundant protein in VLDL after apoB100,
comprising 25 to 30% of the protein mass.
Most is found in HDL (60%), 10% in LDL,
10% in IDL and 20% in VLDL. There
are three isoforms: apoC-III−0, apoC-III−1

and apoC-III−2, with 0, 1, and 2 residues
of sialic acid per molecule, respectively.
These have different isoelectric points and
can be separated by isoelectric focusing.

Little is known about the precise func-
tion of apoC-III in lipoprotein metabolism.
It inhibits LPL in vitro. Although a number
of hydrophilic sequences within the pep-
tide interact with LPL, the major inhibitory
effect resides in an NH2 terminal domain.
ApoC-III does not compete with apoC-II
at the apoC-II activation site on LPL. Gly-
cosylation of apoC-III does not seem to be
important for LPL inhibition.
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Overproduction of VLDL in rats fed a
high-sucrose diet does not alter the rate of
apoC-III gene transcription, or the level of
mRNA, in liver. Inflammation is linked to
a reduction in the level of hepatic apoC-III
mRNA and with a decrease in circulating
HDL apoC-III content. Thyroid hormone
has been reported to improve the efficiency
of maturation of the apoC-III mRNA.

Studies using transgenic mice suggest
that apoC-III is involved in the apoE-
mediated clearance of triglyceride-rich
lipoproteins. Overexpression of the human
gene in transgenic mice causes elevated
levels of VLDL triglyceride with more than
double the normal amount of apoC-III
per particle, and is accompanied by an
increase in circulating nonesterified fatty
acids. The VLDL particles have a larger
mean diameter and are taken up poorly
by lipoprotein receptors. Tissue levels of
LPL are normal and it is likely that the
hypertriglyceridemia is a result of the low
fractional catabolic rate of VLDL and a
low rate of clearance of apoB48 remnants
in these animals. This low rate is probably
due to the combined effect of the increased
amount of apoC-III and the decreased
amount of apoE, on VLDL. These mice
were crossed with those that overexpress
apoE to produce animals overexpressing
both apoC-III and apoE. These animals
had normal levels of triglycerides and
chylomicron remnants.

ApoC-III deficient mice, produced by
gene targeting, have decreased fasting lev-
els of triglycerides and show an absence
of postprandial lipemia with an increased
rate of clearance of chylomicrons. An inter-
pretation of these findings is complicated
by the fact that the intestinal expression of
the neighboring apoA-I and apoA-IV genes
are decreased in these animals.

In a family of Mexican origin an apoC-
III Q38K mutant was associated with

moderate hypertriglyceridemia. Rare vari-
ants, D45N and A23T do not seem to
be associated with dyslipidemia. Another
mutant, T74A, is not glycosylated. Hyper-
alphalipoproteinemia with abnormal HDL
containing large apoE-rich particles was
seen in subjects with an apoC-III K58E
mutation. There is an SstI SNP in the
3′ untranslated region of exon 4 and a
tetranucleotide repeat polymorphism, with
7 common alleles, in intron 3, at the end of
an Alu sequence. The SstI SNP and a poly-
morphism in a promoter insulin response
element are associated with differences in
triglyceride levels.

6.10
Apolipoprotein C-IV

That an additional apolipoprotein gene
might exist at the 19q13.2 locus along
with apoC-I, apoC-II, and apoE was first
suggested in a study of the corresponding
rat locus. Later, the human apoC-IV gene
was characterized and shown to be located
only 555-bp upstream of apoC-II. It lacks
a TATA box and is transcribed in liver at a
level well below that of the apoC-II gene. A
higher expression level of apoC-IV in the
rabbit has been attributed to the presence
of a unique purine-rich tandem repeat
sequence in the promoter and 5′ UTR
that functions as a GAGA box. The peptide
has two amphipathic α-helical regions and
has but a limited homology with apoC-I,
apoC-II, and apoE. Very low levels of apoC-
IV are found in human plasma, mainly in
VLDL with some in HDL. Much higher
levels of the protein are found in rabbit
plasma, where it is primarily associated
with VLDL particles. Rabbit apoC-IV was
the first to be characterized. The human
protein can be O- and N-glycosylated, and
exists as a number of sialylation isoforms.
When the human protein was expressed
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in mice there was an associated increase
in plasma levels of triglyceride.

6.11
Apolipoprotein E

ApoE mRNA is found in a number
of tissues, notably liver, brain, kidney,
adrenal gland, macrophages, spleen, and
ovary. The sequence between residues 140
and 160 of the mature peptide constitutes
the ligand that binds to the LDL receptor.
The C-terminal residues 245 to 299 are
important for the association of apoE
with lipoprotein particles and for tetramer
formation. Most of the apoE in the
circulation is synthesized in the liver.
Much of the newly synthesized apoE, like
apoB, is broken down by a degradative
pathway. The synthesis and secretion of
apoE is reduced by insulin. Half of the
apoE present in serum is in HDL, 10% in
LDL, 20% in IDL, and 20% in VLDL. It is a
glycoprotein with a single O-linked chain
at Thr194. The carbohydrate contains one
or more sialic acid residues.

There are three common alleles of the
apoE gene, ε2, ε3, and ε4, present at
frequencies of 9, 77, and 14%, which
give rise to E2, E3, and E4 isoforms,
respectively. The proteins can be separated
by isoelectric focusing, with E4 the most
basic, and E2 the most acidic. They
differ at residues 112 and 158. E2 is
Cys112/Cys158, E3 is Cys112/Arg158 and
E4 is Arg112/Arg158. Some of the E3 in
plasma exists as a homodimer and some as
a heterodimer with apoA-II. The binding
affinity of E2 for the LDL receptor is less
than 5% that of E3 or E4. This is thought
to be due to reorganized salt bridges as a
result of the loss of the Arg158 residue.
This changes the charge disposition of the
surface that is presented to the receptor.

Expression of apoE in liver in transgenic
mice was shown to require the presence
of a hepatic control region (HCR) located
18-kb and 9-kb downstream of the apoE
and apoC-I genes, respectively. This HCR
lies between the apoC-I gene and the
apoC-I pseudogene. Constructs contain-
ing a 5-kb apoE promoter but lacking the
HCR resulted in expression only in kidney
and skin. A second HCR was later lo-
cated 27-kb downstream of the apoE gene.
The four genes in the 19q13.2 cluster,
apoC-I, apoC-II, apoC-IV, and apoE, are
coordinately regulated. In liver, this regu-
lation is via the two distal 350-bp HCRs
(HCR.1 and HCR.2), which show close
homology. In macrophages, adipose tis-
sue, brain, and skin regulation is through
two homologous 620-bp multienhancer re-
gions (ME.1 and ME.2) situated 3.3-kb and
15.9-kb downstream of the apoE gene, re-
spectively. ME.1 and ME.2 contain LXR
response elements, and in macrophages
the mRNAs for all four genes were upreg-
ulated in response to LXR ligands. It has
been hypothesized that the induction of
these four genes may be important for pro-
moting the efflux of lipid from macrophage
foam cells in atherosclerotic lesions.

Transgenic mice that overexpress apoE
have a striking decrease in plasma levels of
VLDL and LDL due to increased clearance
rates of triglyceride-rich lipoproteins.

Homologous recombination was used
to target and inactivate the apoE gene
in mice. These Apoe−/− animals have
hypercholesterolemia, which is especially
severe when they are fed a high fat diet.
Plasma levels of VLDL and VLDL rem-
nants, containing mainly apoB-48 rather
than apoB-100, are raised. The mice ex-
hibit rapid development of atherosclerotic
lesions that are thought to be a result sim-
ply of the very high cholesterol levels (400
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to 500 mg dL−1) rather than to the athero-
genicity of the VLDL and VLDL remnant
particles. Mice resulting from crossing
Apoe−/− mice with those that exclusively
produce apoB-100 (Apob100/100 mice) had
lower levels of total cholesterol, similar to
the levels in Ldlr−/− mice crossed with
Apob100/100 mice. The latter animals had
much more severe atherosclerosis due to
higher numbers of small LDL.

The abnormal phenotype of Apoe−/−
mice was to a large extent corrected
following bone marrow transplantation
from a donor mouse with the normal
apoE gene, indicating the extent to which
apoE synthesized by macrophages can
contribute to the pool of lipoprotein apoE.

6.11.1 Dysbetalipoproteinemia and ApoE
Deficiency
The 1% of individuals who are homozy-
gous for the ε2 allele have a tendency
to accumulate βVLDL in plasma. Addi-
tional unknown genetic or other factors
cause 5% of these subjects to develop clin-
ically important dysbetalipoproteinemia
with marked accumulation of chylomicron
and VLDL remnants. This disorder is re-
ferred to as type III hyperlipidemia.

Rare isoforms of apoE have been dis-
covered, many of which are defective in
binding to the LDL receptor. In four
of these cases the mutation results in
dominant transmission, and in one case re-
cessive transmission, of type III hyperlipi-
demia. A double mutant, apoE-4Philadelphia
(E13K and R145C) is associated in the
homozygous state with a severe form of
type III hyperlipidemia and in the het-
erozygous state with a moderate form.
Transgenic mice have been produced that
express the human mutant apoELeiden,
which contains a seven-amino acid inser-
tion that is a tandem repeat of residues
121 to 127. In these animals there is

dominant transmission of hyperlipopro-
teinemia, characterized by elevated levels
of VLDL and LDL.

ApoE deficiency is a rare genetic dis-
order characterized by less than 1% of
normal levels of apoE in plasma. Pa-
tients have xanthomas, type III hyper-
lipidemia and premature atherosclerosis.
There is delayed clearance of chylomicron
and VLDL remnant particles, leading to
elevated levels of cholesterol-rich VLDL
and IDL.

6.11.2 Alzheimer Disease and ApoE
The frequency in the population of the
ε4 allele declines with age and that of
the ε2 allele increases. There is much
evidence for a highly significant genetic
association between the ε4 allele and
late onset Alzheimer’s disease (LOAD),
both in the familial and the sporadic
forms. The effect is proportional to gene
dosage, with the ε4/ε4 genotype being a
greater risk factor than the ε4/ε3 or ε4/ε2
genotypes. These, in turn, are greater risk
factors than the other genotypes (ε3/ε3,
ε3/ε2 or ε2/ε2). In families with late-
onset Alzheimer’s disease, the presence
of the ε4/ε4 genotype alone is associated
with the disease in almost all of those
over 80 years of age. Additional evidence,
supporting the link between apoE and
Alzheimer’s disease, is that the gene
locus is in a region of chromosome
19, previously associated with LOAD.
The apoE protein has been found in
senile plaques and neurofibrillary tangles
along with the β-amyloid protein. In
vitro, both apoE4 and apoE3 bind with
high specificity, and irreversibly, to β-
amyloid, with apoE residues 244 to 272
being crucial for the interaction. The
formation of the complex of β-amyloid
with apoE4 is much more rapid than
with apoE3.
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6.12
Apolipoprotein (a)

Apolipoprotein (a) [apo(a)], synthesized in
the liver, is found on a lipoprotein species
Lp(a), where it is covalently attached
to apoB via a disulfide bridge. The
two proteins also interact noncovalently.
Lp(a) floats in the 1.050 to 1.080 g mL−1

density fraction in the ultracentrifuge
and can be separated from HDL by
gel filtration. The level of Lp(a) within
the population varies from less than
0.10 mg dL−1 to as much as 500 mg dL−1.
Of this variation, 90% is genetically
determined, primarily at the apo(a) gene
locus with a small amount possibly
attributed to the apoE genotype. One factor
that affects the plasma concentration is the
size of a particular isoform, with an inverse
correlation between the size and the rate of
secretion, this rate being determined by the
efficiency of posttranslational processing.

High levels of Lp(a) have been shown,
in most epidemiological studies, to be
an independent risk factor for prema-
ture atherosclerosis, but the physiolog-
ical function of Lp(a) is still essentially
unknown, although the high degree of
homology of apo(a) with plasminogen ap-
pears to be responsible for its inhibitory
effect on thrombolysis. Plasminogen and
apo(a) compete in binding to fibrin. Re-
combinant apo(a) binds with high affinity
via intrachain lysine residues of intact fib-
rin and to carboxy-terminal lysines on
the degraded peptides. To what degree
Lp(a) inhibits fibrinolysis physiologically
has been questioned. It has been postu-
lated that Lp(a), via a reduction in the
formation of plasmin, enhances vascular
smooth muscle cell proliferation as a result
of lower activation of TGFβ.

Thyroid hormone status, besides mod-
ulating the plasma concentration of to-
tal apoB also affects Lp(a) levels. In
the hypothyroid state, there is impaired
catabolism. Secretion is suppressed and
catabolism elevated in the hyperthy-
roid state.

It is not clear to what extent Lp(a) is
secreted directly from the liver or formed
in plasma as a result of association
between free apo(a) and LDL. It does not
appear to originate from a triglyceride-
rich lipoprotein precursor. Contact with
LDL is made through only a few kringle
repeats with most of the apo(a) extended
away from the particle.

The human gene for apo(a), LPA, is
closely linked to that of plasminogen
(PLG), the two genes being separated by
38 kb. Two apo(a)/plasminogen pseudo-
genes are present at the same locus. The
size of the apo(a) gene is highly poly-
morphic and depends on the number
of exons that code for tri-loop peptide
structures held together by three inter-
nal disulfide bonds and termed kringles.
Plasminogen has five kringles numbered
I to V. Apo(a) has a variable number of
kringles, with high homology to plas-
minogen kringle IV, and a single copy
homologous to kringle V. It also has a
region that is homologous to the plas-
minogen protease domain, but it does
not have a tissue plasminogen activator
cleavage site. Cys4057, in kringle 36 of
the published cDNA sequence, one of the
kringle IV repeats, forms a disulfide bond
with apoB Cys4326. In the noncovalent
interaction, apoB lysine 680 plays a crit-
ical role. The size polymorphism, which
is reflected in the molecular weight range
(<300 to >800 kDa) of more than 34 dif-
ferent apo(a) isoforms, can be detected by
pulsed-field gel electrophoresis after diges-
tion with KpnI. In addition to these size
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polymorphisms, 14 SNPs have been re-
ported. There is a common Met to Thr
polymorphism in kringle IV type 10. A
Trp-to-Arg mutation, also in kringle IV
type 10, results in Lp(a) that is defective
in binding to the lysine residues of fibrin.
A C/T polymorphism in the 5′ untrans-
lated region of the gene is associated with
decreased in vitro translation.

When fed a high-fat diet, transgenic
mice (a species in which Lp(a) is absent)
that express human apo(a) had larger areas
of lipid-staining atherosclerotic lesions
than control animals did. The apo(a) in
these animals is not in the form of Lp(a);
that is, it is not covalently attached to apoB.
However, when these mice were crossed
with mice expressing human apoB100,
high levels of human Lp(a) were found
in the plasma.

6.13
Other Apolipoproteins

6.13.1 Apolipoprotein D
The sialoglycoprotein apoD is related
to retinol-binding protein and both are
members of the lipocalin superfamily.
ApoD shows no homology with the other
apolipoproteins. In humans, the gene is
expressed in a number of tissues, notably
the adrenal glands, cerebellum, spleen,
kidney, and pancreas. There is much
less expression in the liver and intestine.
Cleavage of the 20-residue signal peptide
gives rise to the mature form in which the
N-terminal Gln is blocked by cyclization.
Much of it exists as a 38-kDa heterodimer
with apoA-II. Isoelectric focusing detects
a number of isoforms with variable
numbers of sialic acid residues. It is
mainly found in the HDL fraction where it
constitutes about 5% of the total protein.
It binds to a number of ligands, including
progesterone, cholesterol, bilirubin, and

arachidonic acid. ApoD possibly plays a
role, alongside LCAT and CETP in reverse
cholesterol transport. There is increasing
evidence that apoD is important for nerve
regeneration.

Putative regulatory domains have been
reported in the apoD promoter region.
Response elements include those for es-
trogen, progesterone, glucocorticoid, and
thyroid hormone. The promoter contains
a 26-bp element that could form a Z-DNA
structure. MspI and TaqI RFLPs have
been studied.

6.13.2 Apolipoprotein H
The physiologic function of apoH has not
been determined with any certainty. It is
also referred to as beta-2-glycoprotein I. In
addition to being involved in lipoprotein
metabolism, it has also been reported to
be involved in coagulation, and is a cofac-
tor for the binding of antiphospholipid
autoantibodies to anionic phospholipid.
These antibodies are found, for example,
in patients with lupus erythematosus. The
gene for apoH is alternatively spliced and
probably produces a number of distinct
polypeptide products.

6.13.3 Apolipoprotein J
An abundant and widely dispersed glyco-
protein, ApoJ, also referred to as clusterin
and SP-40/40, is expressed at a high level
in the epithelial cells of many tissues.
A constituent of the terminal comple-
ment complex, apoJ is a multifunctional
glycoprotein that inhibits complement-
mediated cytolysis. It is found on an
unstable subclass of HDL particles that
have α2 electrophoretic mobility, only a
small proportion of which contain apoA-
I. ApoJ and apoA-I associate in vitro.
ApoJ is an inhibitor of the comple-
ment membrane-attack complex. ApoJ is
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stored in platelet granules and released
after platelet activation, and it may be
involved in wound repair. The other func-
tions of apoJ are thought to include
roles in sperm maturation, lipid trans-
port, programmed cell death, and mem-
brane recycling.

6.13.4 Apolipoprotein L Gene Family
ApoL-I, reported to be the trypanosome
lytic factor, was discovered on a subpop-
ulation of HDL particles in HDL isolated
by selected-affinity immunosorption. The
gene for apoL-I is a member of a family
of six genes; however, only apoL-I seems
to be truly an apolipoprotein. Microar-
ray analysis of prefrontal cortex tissue
from schizophrenia subjects showed up-
regulation of the ApoL-I, ApoL-II, and
ApoL-IV genes.

7
Scavenger Receptors

7.1
SR-BI/CLA1

The scavenger receptor class B type I, SR-
BI, which binds directly to cholesterol, is
able to alter the distribution of membrane
cholesterol pools, and is localized to
cholesterol-rich rafts. It facilitates the
selective uptake by the liver of cholesteryl
esters from HDL, thereby playing a crucial
role in reverse cholesterol transport. SR-
BI binds through a C-terminal domain
to the multifunctional PDZK1 protein,
which may play a scaffolding role. PDZK1
knockout mice have increased serum
levels of cholesterol.

Previously, it was thought that initial
binding of HDL to the receptor was fol-
lowed by diffusion of lipid into the plasma
membrane down a concentration gradient.

It is now believed that, following bind-
ing to SR-BI, the complete HDL particle
undergoes endocytosis. The cholesteryl es-
ters are hydrolyzed in early endosomes
and the HDL particle is then recycled
to the plasma membrane and secreted.
SR-BI expression correlates with the secre-
tion of cholesterol into bile, SR-BI being
expressed in canalicular as well as sinu-
soidal membranes. Hence, it is thought
that SR-BI helps to mediate the secretion
of cholesterol into bile, possibly in con-
junction with phospholipid transporters
such as ABCB4 and sterol transporters
ABCG5/G8. In peripheral tissues, SR-BI
mediates the diffusion of free cholesterol
from the plasma membrane to alpha HDL
particles. In macrophages, it plays an im-
portant antiatherogenic role.

The human gene for SR-BI (also known
as CLAI and CD36L1) is SCARB1 and
is located at chromosome 12q24.31. It
spans 86 kbp and has 13 exons. It codes
for a 509-residue, 57-kDa, protein, which
is N-glycosylated at a number of sites,
giving a total molecular weight of 82
to 86 kDa. Both the N- and C-termini
are located in the cytoplasm with two
transmembrane domains separated by a
408-residue extracellular domain. As a
result of alternative splicing, there is a
second isoform called SR-BII, with a
different C-terminus.

7.2
Modified LDL Receptors: MSR1, CD36 and
LOX1

Oxidized or chemically modified LDL are
taken up by macrophages via receptor-
mediated endocytosis, independent of the
LDL receptor. This may be the mech-
anism, in vivo, for foam cell forma-
tion, leading to atherosclerotic lesions.
Lipoproteins containing apoB have been
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isolated from normal and atheroma-
tous arteries.

Initially, from bovine liver, a glycopro-
tein was isolated that binds to acetylated
LDL, oxidized LDL, and endotoxin (bacte-
rial lipopolysaccharide), and was referred
to as the acetylated LDL receptor or scav-
enger receptor. The ligands for this receptor
are numerous and include polyanionic
compounds, such as polyribonucleotides.
Cloning of the receptor, SR-A, now re-
ferred to as the macrophage scavenger
receptor 1 (MSR1), revealed the presence
of two homologous proteins, the type I
and type II class A scavenger receptors.
These are produced from a single MSR1
gene by alternative splicing. The human
gene at chromosome 8p22 has 10 exons.
Isoform type I has 451 residues (50 kDa)
and type II 388 residues (38 kDa). They
have identical structures except for the
C-terminus. The common structures in-
clude an NH2-terminal cytoplasmic tail,
a transmembrane region and a collagen-
like domain. The active receptors exist
as trimers. A third isoform exists, that
does not internalize acetyl-LDL and by
inhibiting the first two isoforms plays
a dominant negative function. Despite
increased foam cell formation in cells
overexpressing MSR1 in vitro, decreased
atherosclerosis was observed in MSR1
transgenic mice.

The macrophage receptor, CD36, was
found to bind oxidized LDL with high
affinity. It belongs to the family of class
B scavenger receptors, which includes
SR-BI and LIMP-2. CD36 is a multi-
functional receptor that is also referred
to as the collagen type I receptor, and
the thrombospondin receptor. In phago-
cytic cells, it is a scavenger receptor
that recognizes and removes apoptotic
cells. Among the numerous roles at-
tributed to it, CD36 is also thought

to function as a fatty acid translocase
(FAT) in muscle and adipose tissue.
CD36 knockout mice develop hyperlipi-
demia, and transgenic animals develop
hypolipidemia. Supporting the notion that
CD36, as a scavenger receptor for oxi-
dized atherogenic lipoproteins, is of ma-
jor importance in the development of
atherosclerosis are data with CD36 knock-
out mice crossed with apoE-deficient ani-
mals. These animals, when put on a high
fat diet, developed greatly decreased aor-
tic lesions.

The CD36 gene has 16 exons, spans
38 kbp, and is located on chromosome
7q21.11. It encodes a 471-amino acid-
residue transmembrane protein that is
highly glycosylated. Feed-forward upreg-
ulation of the CD36 gene by oxidized LDL
is via a PPARγ response element in its
promoter that is activated by PPARγ lig-
ands such as prostaglandin J2. CD36 is also
induced by interleukin-4. During inflam-
mation, it is downregulated via TGF-β1
and lipopolysaccharide.

A member of the C-type lectin gene
family, the oxidized LDL (lectin-like)
receptor 1 (OLR1), also referred to as LOX1,
has been shown to bind and internalize
oxidized LDL. The OLR1 gene is located
on chromosome 12p13.2 with a cluster
of natural killer cell receptor genes. Its
six exons span 14 kb, and encode a 273-
residue protein. It is expressed in a number
of tissues, including brain, testis, kidney,
and aorta, with the highest levels of
mRNA in lung, spinal cord, and placenta.
OLR1 is upregulated by a number of
cytokines. Case-control studies indicate
that polymorphisms at the OLR1 locus
are associated with risk of CAD and acute
myocardial infarction. There have been
conflicting reports on associations with
Alzheimer disease.
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Disorders in the transport and metabolism
of lipids contribute materially to the devel-
opment of arteriosclerotic heart disease,
stroke, and peripheral vascular disease.
The histological hallmark of atherogene-
sis is the lipid-filled macrophage, which
is transformed into a proinflammatory
element. Smooth muscle cells can also
be transformed into lipid-filled cells that
participate in atherogenesis. The accu-
mulation of oxidized lipids leads to the
formation of neoantigens and increases
oxidative stress, evoking an array of inflam-
matory mechanisms, ultimately leading to
the attenuation of coronary blood flow
or its cessation in some regions of the
coronary vasculature, resulting in myocar-
dial infarction.

The cell biology of these processes is
highly complex, involving many factors
that reflect genomic dependency. Rapid
progress in the study of the genomic ba-
sis of disorders of lipid metabolism and of
coronary disease is leading to the investiga-
tion of novel genes, thereby opening new
avenues for understanding of the mecha-
nisms underlying vascular diseases.

See also Adipocytes; Gene Therapy
and Cardiovascular Diseases; Intra-
cellular Fatty Acid Binding Proteins
in Metabolic Regulation.

Bibliography

Books and Reviews

Brunzell, J.D., Deeb, S.S. (2001) Familial
Lipoprotein Lipase Deficiency, Apo C-II
Deficiency, and Hepatic Lipase Deficiency,

in: Scriver, C.R., Beaudet, A.L., Sly, W.S.,
Valle, D. (Eds.) The Metabolic and Molecular
Bases of Inherited Disease, 8th edition, McGraw-
Hill, New York, pp. 2789–2816.

Goldstein, J.L., Hobbs, H.H., Brown, M.S.
(2001) Familial Hypercholesterolemia, in:
Scriver, C.R., Beaudet, A.L., Sly, W.S.,
Valle, D. (Eds.) The Metabolic and Molecular
Bases of Inherited Disease, 8th edition, McGraw-
Hill, New York, pp. 2863–2913.

Havel, R.J., Kane, J.P. (2001) Introduction:
Structure and Metabolism of Plasma
Lipoproteins, in: Scriver, C.R., Beaudet, A.L.,
Sly, W.S., Valle, D. (Eds.) The Metabolic and
Molecular Bases of Inherited Disease, 8th edition,
McGraw-Hill, New York, pp. 2705–2716.

Kane, J.P., Havel, R.J. (2001) Disorders of the
Biogenesis and Secretion of Lipoproteins Con-
taining the B-apolipoproteins, in: Scriver, C.R.,
Beaudet, A.L., Sly, W.S., Valle, D. (Eds.) The
Metabolic and Molecular Bases of Inherited Dis-
ease, 8th edition, McGraw-Hill, New York, pp.
2717–2752.

Pullinger, C.R., Kane, J.P., Malloy, M.J. (2003)
Primary hypercholesterolemia: genetic causes
and treatment of five monogenic disorders,
Expert Rev. Cardiovasc. Ther. 1, 107–119.

Tall, A.R., Breslow, J.L., Rubin, E.M. (2001)
Genetic Disorders Affecting High-Density
Lipoprotein Metabolism, in: Scriver, C.R.,
Beaudet, A.L., Sly, W.S., Valle, D. (Eds.) The
Metabolic and Molecular Bases of Inherited
Disease, 8th edition, McGraw Hill, New York,
pp. 2915–2936.

Utermann, G. (2001) Lipoprotein(a), in:
Scriver, C.R., Beaudet, A.L., Sly, W.S.,
Valle, D. (Eds.) The Metabolic and Molecular
Bases of Inherited Disease, 8th edition, McGraw-
Hill, New York, pp. 2753–2787.

Primary Literature

Aalto-Setala, K., Weinstock, P.H., Bisgaier, C.L.,
Wu, L., Smith, J.D., Breslow, J.L. (1996)
Further characterization of the metabolic
properties of triglyceride-rich lipoproteins
from human and mouse apoC-III transgenic
mice, J. Lipid Res. 37, 1802–1811.

Abifadel, M., Varret, M., Rabes, J.P.,
Allard, D., Ouguerram, K., Devillers, M.,
Cruaud, C., Benjannet, S., Wickham, L.,
Erlich, D., Derre, A., Villeger, L., Farnier, M.,
Beucler, I., Bruckert, E., Chambaz, J.,



240 Lipid and Lipoprotein Metabolism

Chanu, B., Lecerf, J.M., Luc, G., Moulin, P.,
Weissenbach, J., Prat, A., Krempf, M.,
Junien, C., Seidah, N.G., Boileau, C. (2003)
Mutations in PCSK9 cause autosomal
dominant hypercholesterolemia, Nat. Genet.
34, 154–156.

Adimoolam, S., Jin, L., Grabbe, E., Shieh, J.J.,
Jonas, A. (1998) Structural and functional
properties of two mutants of lecithin-
cholesterol acyltransferase (T123I and N228K),
J. Biol. Chem. 273, 32561–32567.

Allan, C.M., Walker, D., Segrest, J.P., Tay-
lor, J.M. (1995) Identification and character-
ization of a new human gene (APOC4) in the
apolipoprotein E, C-I, and C-II gene locus,
Genomics 28, 291–300.

Altmann, S.W., Davis, H.R., Jr., Zhu, L.J.,
Yao, X., Hoos, L.M., Tetzloff, G., Iyer, S.P.,
Maguire, M., Golovko, A., Zeng, M., Wang, L.,
Murgolo, N., Graziano, M.P. (2004) Niemann-
Pick C1 Like 1 protein is critical for
intestinal cholesterol absorption, Science 303,
1201–1204.

Anderson, C.M., Townley, R.R., Freemanm,
Johansen, P. (1961) Unusual causes of
steatorrhea in infancy and childhood, Med.
J. Aust. (2), 617–622.

Aouizerat, B.E., Allayee, H., Bodnar, J., Krass,
K.L., Peltonen, L., de Bruin, T.W., Rotter, J.I.,
Lusis, A.J. (1999) Novel genes for familial
combined hyperlipidemia, Curr. Opin. Lipidol.
10, 113–122.

Beffert, U., Stolt, P.C., Herz, J. (2004) Functions
of lipoprotein receptors in neurons, J. Lipid.
Res. 45, 403–409.

Berge, K.E., Tian, H., Graf, G.A., Yu, L.,
Grishin, N.V., Schultz, J., Kwiterovich, P.,
Shan, B., Barnes, R., Hobbs, H.H. (2000)
Accumulation of dietary cholesterol in
sitosterolemia caused by mutations in adjacent
ABC transporters, [Comment In: Science 2000
Dec 1;290(5497), 1709–11 UI: 20559920]
Science 290, 1771–1775.

Bhattacharyya, A.K., Connor, W.E. (1974) Beta-
sitosterolemia and xanthomatosis. A newly
described lipid storage disease in two sisters,
J. Clin. Invest. 53, 1033–1043.
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Ceramide
A branched chain lipid based on a long-chain (C18) polyhydroxyamine (= sphingolipid)
to which a fatty acid group is attached via the 2-amino group.

Fatty Acids
Long-chain (usually 16 or 18C atoms) aliphatic carboxylic acids normally found
esterified to glycerol; see Triacylglycerol.

Glycolipid
A sugar (usually a mono- or disaccharide) linked to one or more fatty acyl groups; acts
as an emulsifying agent by having both water- and lipid-soluble components.

Lipoglycan
A macromolecular complex where the glucan or glycan (polysaccharide) backbone
molecule has a number of fatty acyl substituents. Overall, the molecule retains its
carbohydrate properties.

Neutral Lipid
A lipid having no charged group; encompasses mono-, di-, and triacylglycerols plus
hydrocarbons, including carotenoids, sterols, and so on.

Phospholipid
Strictly, any lipid containing a phospho group, but usually refers to lipids based on 1-,
2-diacyglycerol-3-phosphate (also known as phosphatidic acid); a polar substituent (often
choline) may also occur on the phospho group, thereby creating a range of
phospholipid types. Phospholipids form the major component of most membranes of
cells.

Polar Lipids
A lipid having a polar (charged) group; often taken to be synonymous with
phospholipids but will include sphingolipids and other related lipids.

Polyunsaturated Fatty Acids (PUFA)
Fatty acids containing three or more double bonds that are usually methylene
interrupted, namely, −CH=CH−CH2−CH=CH−. Polyunsaturated fatty acids can
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therefore be designated according to the position of the double bond nearest to the
CH3−terminus: thus, CH3−CH2−CH=CH−would be known as an ω-3 (or n-3) fatty
acid.

Sulfolipid
Any lipid containing a sulfo group, usually −SO3−.

Terpenoid Lipids
Lipids that are based on multiples of the isopentenyl group (CH2:C(CH3)·CH2·CH2−)
giving rise to sterols, carotenoids, polyprenols, and the side chains of chlorophylls,
quinones, and so on.

Triacylglycerol
Member of a class of lipids in which the three alcohol groups of glycerol
(CH2OH·CHOH·CH2OH) are each esterified with a fatty acid. These, along with
phospholipids, are the predominant lipid types in most eukaryotic cells.

Unsaturated Fatty Acids
Fatty acids containing one or more double (−CH=CH−) bonds. The position of the
double bond is indicated by the first carbon numbering from the carboxylic acid group:
1COOH·2CH2·3CH2·4CH2·5CH2·6CH2·7CH2·8CH2·9CH=10CH·11CH2·12CH=
13CH·14CH2·15CH2·16CH2·17CH2·18CH3 is 9, 12-octadecadienoic acid (or linoleic
acid). The orientation of the double bond is usually in the Z (or cis) configuration
though E (or trans) bonds are known. The shorthand nomenclature for the acid above
is therefore 18 : 2 (Z9, Z12), abbreviated to 18 : 2 (9, 12) if the stereospecificity is not
required to be stated. Sometimes it is convenient just to give the position of the double
bond nearest the terminal methyl group because, once this is defined, the position of
all the other double bonds, being methylene interrupted, are also defined: thus linoleic
acid could be given as 18 : 2 (ω-6) or alternatively as 18 : 2 (n-6). This system is
particularly useful for polyunsaturated fatty acids and is used in this chapter. Almost all
double bonds in naturally occurring fatty acids are of the Z- or cis configuration.

� Microorganisms, like all other living cells, contain lipids. These lipids are prob-
ably the most diverse of all the major kingdoms, and range from simple fatty
acids as occurring in plants and animals, to complex multibranched ether lipids
found only in the most primitive of bacteria, the Archaea. Lipids are used for both
structural and functional activities. The former include the principal component
of all membranes – whether it is of the cytoplasm or of the major organelles of
the eukaryotic microorganisms: yeasts, fungi, and algae. The functional aspects of
lipids include their role as storage reserve materials as well as fulfilling key roles
in photosynthetic microorganisms. Both bacteria and eukaryotic microorganisms
have the propensity to accumulate during periods of carbon nutrient excess large
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amounts of lipids, which they can utilize during periods of starvation as sources of
carbon, energy, and even water. Present biotechnological applications of microbial
lipids are aimed at realizing their potential in the nutritional and health care
industries. The molecular biology of lipids, though, is a relatively neglected area but
is likely to become a major focus of activity as the exploitability of microbial genes
for the improvement of plant oils and fats is recognized.

1
Introduction

Lipids are divided into two major classes:
the components based on fatty acids
(or fatty acyls) and those based on the
terpene, or isoprenoid structure. The
former includes all the triacylglycerols
(I) and acylglycerophospholipids (II) that
occur throughout all eukaryotic cells,
including plants, animals as well as
microorganisms except the Archaea. The
latter class of lipids includes the sterols
(III) and carotenoid (IV) lipids, which
are synthesized from a common pathway
known as the mevalonate or isoprenoid
(V) route. The archaeal lipids (see Sect. 2)
are also derived from mevalonate. Fig. 1
shows the biosynthetic origins of these
two groups.

A further distinction that can be made
with lipids is to categorize them as po-
lar or neutral. Polar lipids, which are
characteristically the lipids of the cell bi-
layer membranes, owe their polarity to
the presence of a charged group such as
ethanolamine or choline, attached to the
glycerol group (II). These lipids are there-
fore often referred to as phospholipids, an
ambiguous and somewhat imprecise term
that merely denotes any lipid containing
a phospho group. Other polar lipids that
do not contain a phospho group include
a number of glycolipids, involving con-
densation of a fatty acid with a sugar or

sugar groups, sulfolipids where a SO3
−

group can be found, peptidolipids involv-
ing one or more amino acids, and a
number of sphingolipids that are more
usually thought of as animal-type lipids,
but are found in small but significant
amounts in many yeasts and fungi. The
entire subject of microbial lipids, includ-
ing lipids of viruses, has been covered
in an extensive two-volume treatise edited
by the present author and his colleague,
Professor S. G. Wilkinson.

Microorganisms are now divided into
three domains: Archaea, Bacteria, and Eu-
karya. The first two comprise all the
prokaryotic organisms that were originally
referred to as the Archaebacteria and the
Eubacteria, respectively, and have been
combined under the single order of the
Bacteria. In view of the considerable dispar-
ity between the 16S rRNA sequences and
the structures of RNA polymerases of these
two orders, they are now considered to be
distinct evolutionary groups and, there-
fore, have been given equal ranking. The
Eukarya domain comprises a group of mi-
croorganisms loosely known as the fungi,
which are then divided into the yeasts and
the molds as useful, but somewhat impre-
cise terminologies. Eukarya also includes
the photosynthetic algae. Blue-green algae
are now referred to as cyanobacteria and
are included in Bacteria.

The genetics and molecular biology
of microbial lipids is very much in its



Lipids, Microbial 251

R2COOCH

CH2OCOR1

CH2O OX

O

OH

P

R1CO– and R2CO– are fatty acyl groups.
X = polar group (choline, serine,

ethanolamine etc.)

General structure

HO

R2CO·OCH

CH2OCO·R1

CH2OCO·R3

where R1CO–, R2CO– and R3CO– are fatty acyl groups.
I

II

III

IV

V

infancy and only a few areas have re-
ceived much attention. The application of
genetic techniques have mainly been con-
fined to Escherichia coli and Saccharomyces
cerevisiae, neither of which produces un-
usual or interesting lipids. Nevertheless,
the basis of a genetic understanding of
microbial lipids has now been laid. This
article is aimed at providing factual infor-
mation concerning the diversity of lipid
molecules found in the different major
groups of microorganisms.

2
Archaea (or Archaebacteria)

The distinction between the Archaea, the
most primitive of the prokaryotic domains,
and the Bacteria was made principally on
the differences in the 16S rRNA sequences.
This distinction is also clearly seen in the
nature of the lipid components of the two
domains. The Archaea uniquely contain
lipids that are made up of repeating
isopentanyl (VI) units. The isopentanyl
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Fig. 1 Biosynthetic origins of major groups of microbial lipids.

unit is derived from the mevalonate
pathway of lipid biosynthesis (see Fig. 1),
but although this pathway is found in
other microorganisms as a source of the
terpenoid lipids, in the Archaea the entire
lipid family are derived from this source.

VI

A further distinction that arises between
the archaeal lipids and those of all other
organisms is that they are linked to glyc-
erol via ether linkages (−CH2−O−CH2−)

rather than the more common ester
link (−CH2−O−CO−). The ether bond
is much less susceptible to hydrolysis
than the ester linkage and, not surpris-
ingly, then confers considerable stabil-
ity to the membrane structures of the
Archaea that are made up with these
lipids. The Archaea are, indeed, very re-
sistant to extremes of the environment:
they comprise the extreme halophiles
(Halobacterium, Halococcus, Natronococcus,
Natronobacterium, and so on), extreme
thermophiles (Thermus, Caldariella, Sul-
fobolus, and so on), and organisms that can
grow on methane – the methanotrophs



Lipids, Microbial 253

or methanogens (Methanospirillum, Metha-
nosarcina, Methanococcus, and so on). The
somewhat loose term ‘‘extremophile’’ has
been given to this group of organisms as
a convenient epithet, but it lacks the for-
mal precision of Archaea and may often
be used to include representatives of the
Bacteria that show some tolerance to the
extremes of the environment.

A further point to note in connection
with these glycerol diether lipids (Fig. 2)
is that the two isopranoid chains (also
called phytanyl chains) are attached to
the sn2- and 3- positions of glycerol
rather than the conventional 1- and
2- positions of the diacylglycerols and
diacylphosphoglycerols found in all other
living cells, including bacteria.

Typical isopranoid ether lipids of Ar-
chaea are shown in Fig. 2. The lipid given
in Fig. 2(a), which is the core lipid of the Ar-
chaea, is also referred to as archaeol, which
indicates its association with this domain
of microorganisms as well as its status as
an alcohol. The lipid given in Fig. 2(c) is
known as caldarchaeol. As Fig. 2 indicates,
not only are there a variety of configu-
rations giving rise to both diethers and
tetraether lipids but there are also phos-
phoglycolipids and sulfolipids, as well as
lipoglycans that form part of the cell wall
of these microorganisms and are all com-
posed of these phytanyl lipids.

Thus, not only are the lipid membranes
of the extremophilic microorganisms com-
posed of highly stable isopranoid ether
lipids but so too are many of the lipid
components associated with the cell wall.

Figure 3 gives the biosynthesis of the
archaeol phospholipids and glycolipids in
the extreme halophiles. The C20 product
of the mevalonate pathway, probably, ger-
anylgeranyl pyrophosphate is considered
to condense with dihydroxyacetone and
gives a ‘‘pre-diether.’’ This becomes the

precursor of both the phospholipids and
the glycolipids, with the reduced, unsatu-
rated bonds of the geranylgeranyl group
being saturated after condensation with
the dihydroxyacetone. The biphytanyl (C40)
chains are thought to arise by direct head-
to-head condensation of two molecules of
archaeol (Fig. 2a). The substituted glycerol
and phosphoglycero lipids (Figs. 2e and f)
are probably synthesized before this con-
densation reaction; this would include the
sugar-containing lipids (glycolipids).

The function of these branched chain
ether lipids is to impart stability to the
membranes of these bacteria under ex-
tremes of temperature, pH, salinity, and so
on. Under these extreme conditions, con-
ventional ester-linked lipids would quickly
hydrolyze; moreover, unsaturated fatty
acyl groups would be quickly oxidized,
and thus, ‘‘conventional’’ microorganisms
would not, and cannot, survive under these
conditions. Since the alkyl chains are com-
pletely saturated and furthermore have
only short side chains (methyl groups),
which allows for close molecular packing,
the branched chain ether lipids become
liquid crystalline at ambient temperatures.
Consequently, their presence in the ex-
treme thermophilic organisms means that
these organisms are unable to function
until the temperature is at least 70 or
even 80 ◦C. Thus, the high stability of the
membranes and cell walls of these or-
ganisms means that the organisms cannot
grow below temperatures at which conven-
tional microorganisms would quickly die.
The presence of pentacyclic rings in the
biphytanyl chains (Fig. 2d) ensures that
the fluidity of the membranes contain-
ing these lipids remains fairly constant
as the temperature is increased above
80 ◦C. Many of these organisms have
been isolated from deep-sea thermal vents,



254 Lipids, Microbial

(a)

(b)

(c)

(d)

(e) (f)

1CH2OH

2CH

3CH2

O

O

CH2OH

CH2O

CHO

CH2O

CH2OH

CH2OH

CHO

OCH

OCH2

O

O

CH2O

CHO

CH2OH

CH2OH

CH

CH2

CH2OSO3H−

CH2O

C20 phytanyl chain

C20 phytanyl chain

CH2

HOCHO

P O

24-mer oligosaccharide
(mannose/glucose)

O CH2

CH2

CH2OH

CHCH2

CH O O

OO

C40 biphytanyl chain

C40 biphytanyl chain

CH2O–

CHO –

Fig. 2 Isoprenoid lipids of Archaea: (a)
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Fig. 3 Proposed pathways for the biosynthesis of the archaeol-containing
phospho- and glycolipids in the extreme halophilic Archaea. (Adapted from
the work of Morris Kates, University of Ottawa, Canada.)

demonstrating that their tolerance to tem-
peratures in excess of 110 ◦C must be
excellent.

Since the taxonomy of Archaea is
still very much in its infancy, there is
a considerable amount of work to be
carried out on the structures of many
of these organisms. Undoubtedly, some
very complex lipids and lipid-containing
molecules will be found in the next few
years, and these will add to the bewildering
array of the di- and tetraether lipids that
have already been described.

3
Bacteria

‘‘Bacteria’’ is the term now applied to all
bacteria except those now within the Ar-
chaea. It, therefore, comprises the bulk
of ‘‘conventional’’ bacteria that were orig-
inally classified as the Eubacteria. These
organisms synthesize ester-based lipids,

usually based on glycerol, from fatty acids
that are synthesized via the acetyl-malonyl
pathway (see Fig. 1). In most cases, the
resultant lipids are used as structural
and functional entities in bacteria, being
the component of the main phospholipid
membranes of the cell. Also, however, they
are used in conjunction with polysaccha-
rides and peptides in the construction of
the cell wall and other parts of the cell
envelope. Bacteria are divided into two
major groups, the gram-positive and the
gram-negative organisms, reflecting dif-
ferences in their cell wall structures. The
former have a peptide-glycan outer shell
acting as the wall, which is then anchored
to the inner phospholipid bilayer mem-
brane via lipoteichoic acids (VII). In gram-
negative bacteria, there is an outer mem-
brane, beyond the peptidoglycan layer,
that is a matrix of phospholipids, complex
lipopolysaccharides in which the porin up-
take proteins are anchored. Lipoproteins
are then used to link the outer membrane
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to the peptidoglycan layer that abuts the
inner membrane. Most of the phospho-
lipids are conventional diacylphosphoglyc-
ero derivatives (II) that are found in all
living cells. There are, though, some varia-
tions in that ethanolamine, monomethyl-,
and dimethylethanolamine may be used
instead of choline (= trimethylethanol-
amine) as the polar basic group attached
to the phospho group. Bacteria, apart from
the mycobacteria, do not synthesize signif-
icant amounts of triacylglycerols (I).

The genetics of bacterial lipid metabo-
lism are under active investigation by
several major groups worldwide; the group
led by John E. Cronan, Jr. (Urbana, IL) is
particularly active in this respect.

3.1
Unsaturated Fatty Acids

In many bacteria, unsaturated fatty acids
are synthesized by a so-called anaerobic
pathway that is not found in other microor-
ganisms. This pathway (Fig. 4) has been
mainly studied in E. coli. It involves a modi-
fication of the existing fatty acid synthetase
system (see Fig. 1) where, at the C10 level,
there occurs an alternative dehydratase en-
zyme that forms 3(Z)-decenoate instead

of the 2(E)-decenoate. (These terms re-
place the older descriptors of cis-β, γ -and
trans-αβ-decenoates, respectively.) The lat-
ter intermediate is reduced and leads, via
the continuation of fatty acid synthesis, to
palmitoyl- and stearoyl-ACP (where ACP
is a separable acyl carrier protein in E. coli
having relative molecular mass of 8847).
The 10 : 1 (Z3) intermediate cannot be re-
duced and is thus successively elongated
so that the double bond remains in the
molecule and, as it is elongated, the po-
sition of the double bond advances down
the chain: 10 : 1 (Z3) → 12 : 1 (Z5) →
14 : 1 (Z7) → 16 : 1 (Z9) → 18 : 1 (Z11),
which is cis (or Z)-vaccenic acid. This latter
product is thus distinct from oleic acid,
18 : 1 (Z9), found in some bacteria and in
all yeasts and molds. The presence of cis-
vaccenic acid in extracted microbial lipids
can be clearly distinguished from oleic
acid by good gas chromatographic proce-
dures, especially those using capillary gas
chromatography.

The final elongation reaction of the
‘‘anaerobic’’ route is temperature sensi-
tive. The enzyme that condenses 16 : 1
(Z9)-ACP (palmitoleoyl-ACP) with mal-
onyl-ACP has a higher rate of re-
action at lower temperatures than at

CH2OH
CH2OCO·R1

CH2O CH2O

HO

HO

HO
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O O O
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Fig. 4 Biosynthesis of saturated and unsaturated fatty acids by the fatty acid
synthetase of E. coli. The conventional cyclic pathway of fatty acid biosynthesis
condenses acetyl-ACP and malonyl-ACP in a succession of reactions leading to the
formation of 3(R)-hydroxydecanoyl-S-ACP. This can either continue through the cyclic
sequence to give the series of saturated fatty acids (right-hand side) or be dehydrated
to give a fatty acid with the double bond now in a different position but also of a
different isomeric configuration. Since this intermediate, the 3(Z)-decenoyl-ACP,
now cannot participate in the reductive reaction, the double bond remains as the
acyl chain continues to undergo further condensation reactions in the fatty acid
synthetase cycle. The final conversion of 16 : 1 (Z9)-ACP to 18 : 1 (Z11)-ACP is a
temperature-controlled reaction in that at low temperatures the condensing enzyme
has a higher relative rate of reaction than at higher temperatures (see text).
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higher ones. Consequently, at low growth
temperatures, more 18:1-ACP is formed
than at higher temperatures, and it com-
petes with palmitoyl-ACP for incorpora-
tion into phospholipids (see Fig. 4) and
results in the formation of a higher propor-
tion of diunsaturated acylphospholipids.
This, in turn, ensures a lower temperature
for the liquid phase transition of the mem-
brane lipids. This temperature sensitivity
of unsaturated fatty acid biosynthesis al-
lows E. coli and other bacteria to adapt and
to survive at low temperatures by mod-
ifying the fatty acyl constituents of the
membrane phospholipids, ensuring that
they remain as fluid as possible at lower
temperatures.

3.2
Polyunsaturated Fatty Acids

Although the vast majority of bacteria do
not synthesize polyunsaturated fatty acids
because of the lack of specific desaturase
enzymes, mycobacteria do synthesize fatty
acids with multiple double bonds: for
example, phleic acid is a 36 : 5 (4, 8, 12, 16,
20) fatty acid found in Mycobacterium phlei
and Mycobacterium smegmatis. However,
the double bonds are not of the methylene-
interrupted type as found elsewhere. Such
fatty acids, though, have been recognized
in a number of bacteria recovered from fish
intestines and include eicosapentaenoic
acid, 20 : 5 (n-3), and docosahexaenoic
acid, 22 : 6 (n-3). Although some interest
has been indicated in these bacteria as
potential sources of these very long-chain
polyunsaturated fatty acids, better sources
are various fungi and marine algae (see
Sects. 5.3 and 6.2). The bacteria, however,
could be useful providers of the genes
needed to clone into plants if genetically
modified plants are to be created that can

synthesize these nutritionally desirable
fatty acids.

3.3
Branched Chain Fatty Acids

Branched chain fatty acids with a methyl
group at the penultimate or antepenul-
timate carbon atom (see VIIIA and B)
are synthesized by both gram-positive and
gram-negative bacteria. The principal gen-
era among the former group that produce
branched chain fatty acids are Bacillus,
Clostridium, Listeria, Micrococcus, Sarcina,
and Staphylococcus; of the gram-negatives,
Flavobacterium, Bacteroides, Legionella, Vib-
rio, and Desulphovibrio are the principal
genera, though some species of Pseu-
domonas and Xanthomonas also contain
these acids. The branched chain fatty acids
are synthesized from the derivatives aris-
ing from the branched chain amino acids:
leucine (or valine) for the iso-fatty acids
and isoleucine for the anteiso-fatty acids
(see VIIIA and B).

CH3·CH(CH2)nCOOH

CH3A

CH3·CH2·CH(CH2)nCOOH

CH3B
VIII

Fatty acids with a methyl branch in
the middle of the chain are also known.
The best-known example of this is tuber-
culostearic acid, 10-methyloctadecanoate
(IX), which was originally isolated from
the tubercle bacillus Mycobacterium tuber-
culosis but has now been found in more
than 20 difference species and strains
of Mycobacterium besides also occurring
in a number of other actinomycetes.
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A number of other methyl-branched
fatty acids also occur in mycobacte-
ria, including small amounts of the
iso- and anteiso-fatty acids, as well
as multi-methyl-branched fatty acids of
which the C32 mycocerosic acid 2,4,6,8-
tetramethyloctadecanoate is but one of
several complex branched chain fatty acids
found in this genera (see also Sect. 3.6,
Mycolic Acids).

CH3(CH2)7

H

(CH2)8CO2H

CH3

C

IX

3.4
Cyclopropane Fatty Acids

Fatty acids that contain a cyclopropane
ring are fairly common in bacterial
lipids. The most widely distributed ex-
ample is lactobacillic acid, Z-11, 12-
methyleneoctadecanoic acid (X), abbrevi-
ated as 19:0 cy. This, as the name would
suggest, was originally isolated from Lac-
tobacillus spp. but is recognized now in
many organisms including E. coli, most
Pseudomonas spp., and some Rhizobium
and Clostridium spp. The corresponding
17 : 0 cy fatty acid also occurs. The pres-
ence of these acids can be regarded as
indicative of a unique bacterial lipid be-
cause they do not occur in eukaryotic
microorganisms: a related fatty acid, ster-
culic acid (an unsaturated 19 : 1 cy fatty
acid), though, does occur in some plant
lipids.

CH3(CH2)5CH CH(CH2)9COOH

CH2

X

3.5
Hydroxy Fatty Acids

Hydroxy fatty acids are constituents of
lipopolysaccharides of the cell envelope
of the gram-negative bacteria and have
been found in most species that have been
studied. 3-Hydroxyalkanoic acids, ranging
from C11 to C21, have been identified in
E. coli and species of Salmonella, Kleb-
siella, Yersinia, Vibrio, Pseudomonas, Xan-
thomonas, and Rhizobium. 2-Hydroxy fatty
acids also occur to a lesser extent; however,
the steric configuration of this hydroxy
fatty acid is the S (or L) form and is thus op-
posite to the R (or D) form of the 3-hydroxy
fatty acid. This probably indicates separate
biosynthetic origins for the two fatty acids.
3-Hydroxy iso-fatty acids may be detected
in some species as minor constituents.

The arrangement of the 3-hydroxy fatty
acids (of which 3-hydroxy tetradecanoate
is the most abundant type) is shown in
Fig. 5 as part of the lipid A structure of
some enterobacteria. Lipid A is the anchor
region of the complex lipopolysaccharide
structure in the outer membrane of these
organisms. The fatty acids attached to
the diglucosamine will then adjoin the
periplasmic space.

3.6
Mycolic Acids

Very long chain, hydroxylated, branched
chain fatty acids occur in bacteria be-
longing to the Mycobacterium, Nocardia,
Corynebacterium group, Rhodococcus, and
related groups of bacteria. The basic struc-
ture is that of a 2-alkyl, 3-hydroxy fatty acid
(XI). The alkyl side chain may be up to 24
carbon atoms long (as occurs in M. tuber-
culosis); it is shorter in other mycobacteria.
In Corynebacterium spp. it is only six car-
bons long. The long-chain group attached
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at C-3 of the mycolic acid is up to 61 carbon
atoms, making some of the mycolic acids
the largest unsubstituted lipids that occur
in any organism. A typical mycolic acid, as
found in M. smegmatis as its methyl ester
(C80H156O3), is shown in structure XII.

3.7
Polyesters

Bacteria, apart from some exceptions
in the Mycobacterium genus, do not

HOCHCH2CO·O

R R R

CHCH2CO·O CHCH2CO·OH

n

(n = up to 30000)

XIII

synthesize triacylglycerols, which are
the usual storage lipid of eukaryotic
microorganisms (see Sects. 4.1 and 5.3).
Lipid storage, nevertheless, still occurs
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in bacteria by the biosynthesis of
high molecular weight polyesters of
β-hydroxybutyrate (PHB) or polyesters
of β-hydroxyalkanoate (PHA). Poly-β-
hydroxybutyrate (R = −CH3 in XIII),
which is the D (or R) isomer, is synthesized
by a large number of bacteria; species of
Alcaligenes, Azotobacter, Bacillus, Nocardia,
Pseudomonas, Rhizobium, Rhodococcus,
and Zoogloea, plus E. coli, have been
investigated in numerous laboratories. In
some bacteria, the more ubiquitous PHB
is replaced by a poly-β-hydroxyalkanoate
(PHA) in which the side chain (R in XIII)
may be up to 12 carbon atoms long. PHB
has also been found in some fungi.

PHA, which can reach up to 80% of
the biomass of Alcaligenes eutrophus, and
also in a recombinant strain of E. coli, can
attain molecular sizes of over 1 million
Daltons and, moreover, be produced by
the bacteria with a combination of side
chains (see XIII) which then endows the
resultant biopolymer with properties that

can be designed with a particular func-
tion in mind. Nevertheless, in spite of all
these advantages, including biodegradabil-
ity, neither PHB nor PHA has achieved
commercial production mainly because
the costs involved are about ten times
those of producing polyethylene and re-
lated chemical polymers.

Some hope for commercial production
was considered to be by way of introduc-
ing the requisite three key genes for PHB
synthesis (see Fig. 6) into a plant such as
rapeseed, sunflower, or soybean. Unfortu-
nately, yields of the biopolymer were not as
good as in the bacteria and costs of produc-
tion were again found to be higher than
costs of producing conventional plastics.
A limited amount of commercial inter-
est only remains in these unique bacterial
polymers once considered as the ‘‘green’’
alternative to petrochemically produced
plastics.

Since the pathway for PHB biosynthe-
sis requires only three new enzymes (see
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Acetyl-CoA Acetoacetyl-CoA

Acetyl-CoA

A
CH3·CO·CH2·CO-S-CoA

CH3·CH(OH)·CH2·CO-S-CoA

B
NADPH

NADP+

D-Hydroxbutyryl-CoA

C CoA

PHB (see XIII)

Fig. 6 Biosynthesis of poly-β-hydroxybutyrate in bacteria.
Enzymes are 3-ketothiolase (A), acetoacetyl-CoA reductase
(B), and PHB synthetase (C).

Fig. 6), prospects of cloning the corre-
sponding three genes into plants has been
under consideration. All three genes have
been isolated and sequenced. Plants that
normally synthesize considerable amounts
of oil, thereby already having good supplies
of acetyl-CoA, are the obvious recipients of
the gene transfer: rapeseed, sunflower, and
soybean are all currently receiving atten-
tion. However, the cost of producing these
materials, even using genetically modi-
fied plants, appears to be more than the
market is willing to pay for biodegradable
plastics.

3.8
Biosurfactant Lipids

Bacteria produce a number of biosurfac-
tants of diverse chemical structures that
have the ability to form stable emul-
sions of oil and water mixtures. Most
of the biosurfactants owe their proper-
ties to being glycolipids (see XIV); that
is, they possess both water-soluble and

oil-soluble components. Some, however,
are lipopeptides (see XV). Highest concen-
trations of these compounds are produced
during bacterial growth on oils, either
petroleum or plant in origin. Several of
these biosurfactants are produced com-
mercially or are undergoing industrial in-
vestigation. They include emulsan, which
is produced by Acinecobacter calcoaceticus
RAG-1 and is a polyanionoic, amphipathic,
heterolipopolysaccharide of high molecu-
lar weight (1 MDa), rhamnolipids (XIV)
produced by Pseudomonas spp., and sur-
factin (XV) produced by Bacillus subilis.
Other biosurfactants of commercial inter-
est are produced by yeasts and molds (see
Sects. 4.4 and 5.4).

HO

XVI
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4
Yeasts

4.1
Fatty Acids and Fatty Acyl Lipids

Yeasts are eukaryotic, unicellular fungi
that do not form a mycelium and, thus,
are differentiated from the filamentous
fungi. There are over 600 identified
species of yeasts. Yeasts, like all eukaryotic
organisms, synthesize their fatty acids
via the acetate–malonate route (Fig. 1)
and possess specific desaturases for the

conversion of saturated fatty acids to
unsaturated ones. Most fatty acids are 16 to
18 carbon atoms in length, though small
amounts of fatty acids as long as 28 or
30 carbons can be discerned by careful
analysis of some species.

Yeasts tend to have a much more lim-
ited range of fatty acids than molds: oleic
(18 : 1), palmitic (16 : 0), linoleic (18 : 2),
and palmitoleic (16 : 1) acids usually ac-
count for more than 90% of the total fatty
acids. Typical fatty acid profiles of yeasts
are shown in Table 1.

Tab. 1 Typical fatty acid profiles of some selected yeasts.

Organism Relative amount [ % w/w] of major acyl groups

14 : 0 16 : 0 16 : 1 18 : 0 18 : 1 18 : 2 18 : 3

Ascosporogenous yeasts
Debaryomyces hansenii 1 20 12 2 28 30 8
Hansenula polymorpha 1 16 2 3 25 30 23
Kluyveromyces marxianus <1 11 24 5 45 12 3
Lipomyces lipofera <1 37 4 7 48 3 0
Lipomyces starkeyia <1 34 6 5 51 3 0
Pichia stipitis <1 12 5 2 33 40 7
Saccharomyces cerevisiae 1 9 46 2 42 0 0
Schizosaccharomyces pombe 1 4 23 <1 70 0 0
Schwanniomyces occidentalis <1 16 11 1 42 21 8
Yarrowia lipolyticaa 3 21 7 7 17 35 0
Zygosaccharomyces rouxii <1 6 11 3 33 46 0

Basidiosporogenous yeasts
Leucosporidium scotti <1 5 2 3 17 34 28
Rhodosporidium toruloidesa 1 25 <1 13 46 12 2
Sporidiobolus salmonicolor <1 24 <1 6 36 36 3

Asporogenous yeasts
Brettanomyces lambicus 2 16 48 0 21 11 0
Candida albicans <1 20 7 1 22 27 20
Candida boidinii <1 15 20 3 27 31 0
Candida curvata Da,b <1 29 <1 12 51 6 2
Candida tropicalis <1 22 5 9 29 26 4
Cryptococcus albidusa <1 12 1 3 73 12 <1
Rhodotorula graminisa 1 30 1 12 36 15 4
Trichosporon cutaneuma 3 13 0 22 50 13 0
Trichosporon pullulansa <1 15 0 2 57 24 1

aConsidered to be oleaginous species with oil contents >25% of cell dry weight.
bNow reclassified as Cryptococcus curvatus.
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Fatty acid profiles of all the major
genera and of the key species within
each genus now have been published.
The most systematic and extensive survey
was conducted by Lodewyk Kock and
his associates in Bloemfontein, South
Africa. Although most yeasts (see Table 1)
synthesize di- and polyunsaturated fatty
acids (18 : 2 and 18 : 3), Saccharomyces
cerevisiae (baker’s and brewer’s yeast) does
not synthesize unsaturated fatty acids
beyond oleic acid (18 : 1). Reports of
the occurrence of 18 : 2 and 18 : 3 in S.
cerevisiae continue to be made, though
their presence is attributable to the yeast
being grown on a culture medium that
contains animal- or plant-derived material
bearing traces of these acids. Other yeasts,
though, synthesize both 18 : 2 and 18 : 3,
which is the α-isomer [i.e. 18 : 3 (9, 12, 15)].

Fatty acids are incorporated into a
range of acylglycerophospholipids (II)
of which phosphatidylcholine, -serine,
-ethanolamine, and -inositol are the major
ones; diphosphatidylglycerol (cardiolipin)
is also common. Many yeasts also syn-
thesize small amounts of sphingolipids
(whose function is largely unknown). Un-
like bacteria, all yeasts synthesize some tri-
acylglycerols (I) along with the functional
phospholipids. Triacylglycerols function as
a reserve storage product; in some yeasts
(about 25 or so species), the amount of tri-
acylglycerol that is stored can be up to 80%
of the cell volume. Such yeasts are known
as oleaginous species and have been exam-
ined as potential sources of oils because the
extracted triacylglycerol is similar in com-
position to several of the commercially
produced plant oils.

4.2
Single Cell Oils (SCO)

Microbial lipids that have been considered
as sources of edible oils are referred to

as single cell oils (SCO), as an equivalent
term to single cell proteins, which describes
microorganisms as potential sources of
protein or food. In view of the high costs
of biotechnological production of such
oils, commercial interests have centered
on the highest valued oils. For yeasts,
this focus has been in the production
of a substitute for cocoa butter. (With
molds, commercial interest has been
directed mainly on the polyunsaturated
fatty acids: see Sect. 5.) The main yeast to
have been examined was Candida curvata
(also known as Apiotrichum curvatum),
now renamed Cryptococcus curvatus. To
replicate the fatty acid composition of
cocoa butter, it was necessary to delete
the �9-desaturase gene converting stearic
acid to oleic acid, thus causing the
accumulation of stearic acid up to 40%
in the yeast oil (see Table 2). The high
content (35%) of stearic acid in cocoa
butter gives the product its characteristic
hardness at ambient temperatures, with a
sharp transition to the molten state at 30
to 32 ◦C.

The genetic modification of Candida cur-
vata was carried out by Henk Smit and
colleagues at the Free University of Ams-
terdam. The yeast has also been explored
commercially in New Zealand by Julian
Davies (Industrial Research Ltd., formerly
the Department of Scientific and Industrial
Research of the New Zealand government)
using as a low cost substrate the waste
lactose from whey arising during cheese
manufacture. Even with such a cheap
feedstock, however, the biotechnological
route has not proved to be commercially
competitive against cocoa butter or equiv-
alent fats that are produced from palm
oil by fractional recrystallization. Inter-
est in this particular SCO has therefore
ceased.
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Tab. 2 Cocoa butter fatty acids and the fatty acyl composition of yeast triacylglycerolsa.

Yeast Relative amounts [ % w/w] of major fatty acyl groups

16 : 0 18 : 0 18 : 1 18 : 2 18 : 3 24 : 0

WT 17 12 55 8 2 1
WT-NZb 23 23 42 3 1 4
Ufa 33c 20 50 6 11 4 4
R22.72 16 43 27 7 1 2
F33.10 24 31 30 6 4
Cocoa butter 23–30 32–37 30–37 2–4 Trace

aFrom Cryptococcus curvata [formerly Candida curvata (Apiotrichum curvatum)] wild-type
(WT) strain, an unsaturated fatty acid auxotrophic mutant (Ufa 33), a revertant mutant
(R22.72), and a hybrid derived from Ufa 33 (F33.10) compared to the best results
obtained with the wild-type strain grown with limited O2 supply to diminish desaturase
activity.
bWild type grown (in New Zealand) on whey lactose.
cGrown with 0.2 g oleic acid L−1.

4.3
Biochemistry of Oleaginicity

The biochemical reason for the relatively
sparse distribution of oleaginicity among
yeasts (of 600 plus species, only some 25
or so yeasts are known that accumulate
>25% lipid) has been identified as the
key presence of ATP: citrate lyase (ACL)
in the oleaginous species (see Fig. 7). In
this scheme, citric acid, which is pro-
duced within the mitochondrion, is not
further metabolized through the reactions
of the tricarboxylic acid cycle because,
under the conditions that lead to the
accumulation of lipid (exhaustion of N
from the culture medium), isocitrate can-
not be converted to α-ketoglutarate. This
conversion is prevented because adeno-
sine monophosphate (AMP) reaches such
a low intracellular concentration under
these conditions that isocitrate dehydro-
genase, which specifically requires AMP
for activity, cannot become fully opera-
tional. Thus, when cells have exhausted

their supply of N in the medium, the
concentration of AMP falls, preventing cit-
rate metabolism; then, provided a supply
of carbon (e.g. glucose) is still available,
the cells begin to accumulate citrate,
which exits the mitochondrion and is
cleaved by ACL to yield acetyl–CoA units.
The other product from the ACL reac-
tion is oxaloacetate, which is recycled to
pyruvate via malic acid; which is decar-
boxylated to pyruvate by malic enzyme
and simultaneously produces the NADPH
that is needed for fatty acid biosynthe-
sis. Although all oleaginous yeasts pos-
sess ACL, not all possess malic enzyme;
at least some species, therefore, must
have available an alternative means of
generating NADPH and recycling the ox-
aloacetate. The underlying biochemistry
of oleaginicity in yeasts and molds has
been largely worked out in the author’s
laboratory.

The genetics of fatty acid and phos-
pholipid biosynthesis has been examined
principally in S. cerevisiae, which is not
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Fig. 7 Mechanism of acetyl–CoA
production in oleaginous yeasts and
molds leading to the accumulation of
single cell oils (triacylglycerols). The
metabolism of glucose to pyruvate
occurs by glycolysis in the cytoplasm;
pyruvate is transported into the
mitochondrion (shaded box) and is
converted to acetyl–CoA and
oxaloacetate (by pyruvate
dehydrogenase, PD, and pyruvate
carboxylase, PC, respectively), which are
synthesized into citrate via citrate
synthetase (CS). Citrate is translocated
via citrate translocase (CT) out of the
mitochondrion, to be cleaved by ATP:
citrate lyase (ACL). The acetyl–CoA then
is used for fatty acid synthesis
(FAS = fatty acid synthetase) and
oxaloacetate is converted by malate
dehydrogenase (MD) and malic enzyme
(ME) back to pyruvate. Malate
dehydrogenase uses NADH, which will
be provided by the key reactions of
glycolysis: ME generates the NADPH
needed for fatty acid biosynthesis.
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an oleaginous species and does not con-
tain ACL activity. Leading investigators of
these processes are Susan A. Henry at Cor-
nell University and George M. Carman at
Rutgers University, in New Jersey.

4.4
Other Lipids

Yeasts synthesize varying amounts of
terpenoid lipids. Sterols, mainly ergosterol
(III) and zymosterol (XVI), occur in all
yeasts but usually at no more than 1%
of the cell dry weight. However, in some
species of S. cerevisiae, ergosterol has
been reported up to 10%, and, in one
case, up to 20% of the cell dry weight.
However, this sterol is not of commercial
importance.
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Many yeasts do not synthesize caroten-
oids lipids. These include, obviously, the
Candida (from candidus, Latin for white)
yeasts. Various carotenoids, though, are
produced in some abundance by the pink
and red yeasts: principally, Sporobolomyces,
Rhodotorula/Rhodosporidium, and Phaf-
fia. The carotenoid produced by Phaffia

rhodozyma is astaxanthin (XVII), which
is now produced commercially as a sup-
plement to fish feed, being a source of
red pigmentation for the coloration of
salmonid fish.

CH2·(CH2)n·C = O

O
n = 14 or 16

XIX

CH3·(CH2)13CH–CH–CH2–OH

OH NH

(CH2)17

CH3

XX

Yeasts, like bacteria, also produce a
number of biosurfactants when grown
in hydrocarbons or other water-insoluble
substrates. The most widely known of
these are the sophorolipids (XVIII) pro-
duced by Candida bombicola and related
species. Yields may exceed 100 g L−1, but
commercial uptake has been very lim-
ited because the sophorolipids, though
efficacious as emulsificants, have little ad-
vantage over the much cheaper, chemically
produced surfactants. The key compo-
nent fatty acyl group of the sophorolipid
from C. bombicola is a ω- or ω-1-
hydroxy fatty acid, which may be lac-
tonized into a macrocyclic lactone (XIX)
that has some potential use as perfumery
intermediate.
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Although ceramide lipids are usually
only minor components of microbial
lipids, N-stearolyphytosphingosine (XX) is
now being produced commercially using
Pichia (formerly Hansenula) ciferri. The ce-
ramide, after purification, is incorporated
into various preparations being used in
the cosmetics industry, and is also of some
potential in the health care industry for
treatment of various skin disorders.
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5
Molds

5.1
Fatty Acids

Some 60 000 individual species of filamen-
tous fungi are known. These microorgan-
isms, which are also referred to as molds,
synthesize a range of fatty acids, from
12 to 24 carbon atoms in chain length
and include polyunsaturated fatty acids up
to 22 : 6 (docosahexaenoic acid). Although
no systematic survey of mold lipids has
been carried out, analysis of most of the
easily cultivatable genera has been accom-
plished. Table 3 gives some of the different

ranges of fatty acids that are found. Very
little work has been carried out in the ge-
netics of molecular biology of fungal lipids.
In a number of species, there may be
extensive accumulation of triacylglycerols
as storage reserves; oil contents exceed-
ing 70% have been recorded in several
instances. The biochemistry of lipid accu-
mulation and of biosynthesis appears to be
similar to those processes elucidated with
yeasts.

Besides the conventional straight chain
fatty acids, some species of the order of
phycomycetes produce iso- and anteiso-
fatty acids (VIIIA, B). Ricinoleic acid,
15-hydroxyoleic acid, which is the principal
fatty acid found in castor oil, occurs in
Claviceps species.

5.2
Polyunsaturated Fatty Acids

One of the few differences in fatty acid
composition between representatives of
the three main orders of molds – the
phycomycetes (or lower fungi), the as-
comycetes (also known as the fungi
imperfecti), and the higher fungi or ba-
sidiomycetes – is that the phycomycetes
synthesize unsaturated fatty acids of the
n-6 series. The ascomycetes and basid-
iomycetes fungi, in contrast, synthesize
n-3 fatty acids. The biosynthetic route to
these two series of fatty acids is shown in
Fig. 8. These two pathways are similar to
those that occur elsewhere: the n-6 route
is an ‘‘animal’’-only route, and the n-3
route is found in plants. Uniquely, some
fungi are able to convert arachidonic acid
as a member of the n-6 series to eicos-
apentaenoic acid, which belongs to the n-3
series, by the action of a �17-desaturase
that is not found in other organisms. The
ability of fungi to synthesize fatty acids
longer than C18 is very restricted, however,
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Tab. 3 Typical fatty acid profiles of some selected filamentous fungi.

Organism Relative amount [ % w/w] of major acyl groups

12 : 0 and shorter 14 : 0 16 : 0 18 : 0 18 : 1 18 : 2 18 : 3 Others

Phycomycetes (lower fungi)
Conidiobolus nanodes <1 <1 15 7 26 3 3a 20 : 1, 16%

20 : 4, 22%
Entomophthora coronata 40 31 9 2 14 2 1a

Mortierella alpina 0 0 14 7 10 6 5a 20 : 3, 6%
20 : 4, 52%

Mucor hiemalis 0 2 15 10 33 19 19a

Mucor miehei 0 1 23 6 44 15 6a

Pythium ultimum 0 10 16 3 18 17 2a 20 : 1, 3%
20 : 4, 14%
20 : 5, 10%

Rhizopus arrhizus 0 19 18 6 22 10 12a

Thraustochytrium aureum 0 2 27 1 35 3 1a 20 : 3, 2%
20 : 5, 6%
22 : 5, 6%
22 : 6, 11%

Ascomycetes (fungi imperfecti)
Aspergillus niger 2 1 14 8 28 36 9
Aspergillus terreus 0 2 23 <1 14 40 21
Claviceps purpurea 0 <1 23 2 19 8 0 12-OH-18 : 1,

42%
Fusarium moniliforme 0 1 15 11 30 42 1
Fusarium oxysporum 0 <1 31 12 35 18 1
Penicillium spinulosum 0 <1 15 7 42 31 1

Basidiomycetes (higher fungi)
Agaricus campestris 2 1 15 3 5 66 0
Tolyposporium ehrenbergii <1 1 7 5 81 2 0
Ustilago zeae 0 <1 9 3 54 17 0 20 : 1, 2%

20 : 2, 8%
22 : 0, 1%

aγ -linolenic acid, 18 : 3 (6, 9, 12).

and tends to occur to any appreciable ex-
tent only in some representatives of the
phycomycetes fungi.

5.3
Single Cell Oils

Commercial interest in fungal oils has
centered on the species that produce an
abundance of certain polyunsaturated fatty

acids. Oils (triacylglycerols) containing
such fatty acids are used as dietary
supplements, and numerous claims are
made for their efficiency in the treatment
of disorders as varied as childhood eczema
and premenstrual tension, and in the
prevention of heart disease. The inclusion
of particular polyunsaturated fatty acids
into infant milk formulations has also been
advocated because these acids, which occur
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Fig. 8 Pathways of polysaturated fatty acid biosynthesis in fungi: DS-N,
desaturase operating at Nth carbon atom in chain; EL, elongase
(acetyl–CoA dependent). The notations n-9, n-6, and n-3 indicate the
position of the last double bond that is furthest away from the respective
carboxylic acid group.

in human milk, are completely lacking in
cow’s milk.

Of particular interest are fungi that pro-
duce γ -linolenic acid (GLA), 18 : 3 (6, 9,
12), which is currently available only in the
seed oil of the evening primrose (Oenothera
bienesis), borage (Borago officinalis), and, as
a mixture with the α-isomer, 18 : 3 (9, 12,
15), in Ribes spp. (blackcurrant, redcurrant,
and so on). The high cost of these plant

oils (between $10 and $15 per kg, though
prices are very variable and have been both
lower and higher in recent years) has made
the biotechnological route using species
of Mucor, Mortierella, and Rhizobium par-
ticularly attractive. Commercial processes
using species of the former two genera
were developed in the 1980s and ran into
the 1990s, though, neither operates today
(2004). In the United Kingdom, a process
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was operated by J. & E. Sturge Ltd, York-
shire, using Mucor circinelloides grown in
fermenters of up to 220 m3 with the oil
being sold under the trade name of Oil
of Javanicus. This became the world’s first
commercially produced single cell oil.

The oil had the highest possible purity
and satisfied all regulatory guidelines for
its quality. In Japan, a similar process
was developed later by Idemitsu Kosan
Co. Ltd, Tokyo, using Mortierella isabellina.
Production of both oils ceased primarily
because of the cheaper plant oils that
became available, especially borage oil
(also known as starflower oil) which had a
superior content of GLA over the mold oils
(see Table 4 for comparisons between the
fungal oils and plant oils containing GLA).

The market for oils rich in GLA now
appears to be met by borage and evening
primrose oils and both have developed
their own niche positions making it diffi-
cult for alternative sources of GLA to dis-
place them. This includes the possible pro-
duction of GLA using a genetically mod-
ified plant, such as sunflower, in which

the gene coding for the D6-desaturase,
that converts the existing linoleic acid
(18 : 2) into GLA (see Fig. 8), has been in-
serted into the plant. The reluctance of the
commercial owners of this technology to
develop the GM crop for GLA oil produc-
tion is perhaps understandable because of
the current political pressures (especially
in the United Kingdom and other Euro-
pean countries) against such technology
and the advent of the cheaper borage oil.

One single cell oil process using a mold
continues to be of increasing commercial
importance and this is for the production
of an oil rich in arachidonic acid (ARA),
20 : 4 (n-6) – see Fig. 8. This polyunsatu-
rated fatty acid is now recommended for
inclusion in infant formulae along with
docosahexaenoic acid (DHA) 22 : 6 (n-3)
whose production as another single cell
oil is described in Sect. 6.2. The functional
roles of ARA and DHA are considered
to be in the development of retinal and
neural membrane lipids and are thought
to be of diminished availability if babies
are not being fed upon mother’s milk.

Tab. 4 Fatty acid profiles of two commercial fungal oil products compared with evening primrose
oil, borage oil, and black currant oil containing γ -linolenic acid.

Mucor Mortierella Evening
Oil content, circinelloidesa isabellinab primrose Boragec Blackcurrant

[ % w/w] 20 ND 18–20 30 30

Fatty acid Relative amount [ % w/w]

16 : 0 22–25 27 6–10 9–13 6
18 : 0 5–8 6 1.5–3.5 3–5 1
18 : 1 38–41 44 6–12 15–17 10
18 : 2 10–12 12 65–75 37–41 48
γ -18 : 3 15–18 8 8–12 19–25 17
α-18 : 3 0.2 0.2 0.5 13

aProduction organism used by J. & E. Sturge Ltd., UK
bProduction organism used by Idemitzu Ltd., Japan; ND, not disclosed but probably about 45–50%.
cAlso contains 20 : 1 (4.5%), 22 : 1 (2.5%), and 24 : 0 (1.5%); 22 : 1 is erucic acid.
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Supplementation of infant formulae by
both these fatty acids has now been recom-
mended in over 60 countries, including the
United States and most European coun-
tries. Infants receiving these supplements
are considered to have improved develop-
ment of memory and of eyesight.

The organism of choice for ARA pro-
duction is Mortierella alpina. The mold is
grown in large-scale fermenters and pro-
duces an oil content of about 40% of its
biomass with ARA at about 45% of the total
fatty acids. Various descriptions of this pro-
cess have been given. The final oil is diluted
with some sunflower oil in order to bring
the ARA content down to a standard level
of 40%. The oil itself has passed every strin-
gent test and is regarded as entirely safe for
ingestion by infants as well as adults, in-
cluding pregnant females. A profile of the
fatty acids of this oil is shown in Table 5.

5.4
Other Lipids

Molds, like yeasts, contain a wide variety of
lipids. Some of these lipids are associated

with various aspects of fungal differentia-
tion, and certain lipids are found only in
association with fungal spores or with par-
ticular stages of fungal development. As
an example of this, ricinoleic acid (15HO-
18 : 1), is found in Claviceps purpurea, but
only in association with the sclerotial stage
of development of this fungus. No 15HO-
18 : 1 is found when C. purpurea is grown
in its mycelial form in submerged culture.

Sterols occur in all molds. Ergosterol
(III) is the commonest one, but many
others (>40) are known.

Carotenoids occur in about 60% of
all fungi. β-Carotene (IV) is produced
commercially using Blakeslea trispora and,
though most processes have now ceased
owing to the availability of cheaper,
chemically produced material, at least one
process still continues in eastern Europe.

The group of compounds known as
the gibberellins are diterpenes and are
biosynthetically derived from a common
intermediate of the carotenoid pathway
(geranyl geranylpyrophosphate). These are
commercially produced as plant growth
hormones using Gibberella fujikuroi, which

Tab. 5 Fatty acid profiles of single cell oils rich in arachidonic acid and docosahexaenoic acid that
are produced commercially by cultivation in large (100 m3) fermenters.

Oil Fatty acid composition (Rel.% w/w)

12 : 0 14 : 0 16 : 0 16 : 1 18 : 0 18 : 1 18 : 2
(n-6)

18 : 3
(n-6)

18 : 3
(n-3)

20 : 3
(n-6)

20 : 4
(n-6)

22 : 5
(n-6)

22 : 6
(n-3)

24 : 0

ARASCOa – 0.4 8 0 11 14 7 4 – 4 49 – 0 1
DHASCOb 4 20 18 2 0.4 15 0.6 – – – – – 39 –
DHAGoldc – 13 29 12 1 1 2 – 3 1 – 12 25 –

aProduction organism: Mortierella alpina.
bProduction organism: Crypthecodinium cohnii.
cProduction organism: Schizochytrium sp. and now (2004) renamed as DHASCO-S.
Note: ARASCO, DHASCO, and DHAGold are registered trade names of Martek Bioscience Corp.,
MD, United States of America. ARASCO and DHASCO are combined together at a 2 : 1 ratio and
used for incorporation into infant formulae under the trade name of Formulaid.
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is the telomorphic state of Fusarium
moniliforme. The principal product is
gibberellic acid (XXI), though some 80
different variations of this compound are
known.
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A number of surfactants are also pro-
duced by fungi. Like those produced
by other microorganisms, they are effec-
tive in creating stable oil–water mixtures.
They may, therefore, be functionally use-
ful to microorganisms that inhabit the
phyllosphere and, as such, may improve
attachment of the fungi (mycelial cells or
spores) to plant leaves. A surfactant based
on cellobiose from the maize rust fungus
Ustilago maydis is known as ustilagic acid
(XXII).

6
Unicellular Algae

The term ‘‘algae’’ encompasses 14 major
groups or classes ranging from prokaryotic
bacteria through the yellow, green, golden,
and brown macroalgae, which includes
both the seaweeds and diatoms. Most algae
are photosynthetic organisms, though
some may grow heterotrophically – that is,
using fixed carbon compounds rather than
CO2, from which both carbon and energy
may be obtained. When CO2 is used as
the carbon source, sunlight is then usually

used, via photosynthesis, as the source of
energy.

6.1
Cyanobacterial Lipids

The prokaryotic algae, or cyanobacteria,
were originally referred to as the blue-
green algae. The principal genera are
Anabena, Anacystis, Nostoc, Oscillatoria,
Spirulina, and Synechococcus. The lipids
of these genera are diverse and, of course,
include chlorophyll, which is an essen-
tial part of the photosynthetic apparatus.
Whereas bacteriochlorophylls are found
in the green and purple photosynthetic
bacteria (Rhodospirillaceae, Chromatiaceae,
and Chlorobiaceae), plant chlorophyll is
found in the cyanobacteria. This then
suggests that cyanobacteria are the an-
cestors of the chloroplasts of plants.
The neutral lipids of cyanobacteria in-
clude many carotenoid pigments, hy-
drocarbons, hopanoids, quinones, and,
in some species, poly-β-hydroxybutyrate
(XIII). The principal polar lipids of
the cyanobacteria are phosphatidylglycerol
and sulfoquinovosyldiacylglycerol (XXIII),
which are regarded as the sulfolipid charac-
teristic of plants. The fatty acyl substituents
of these lipids are ‘‘plant-like’’ rather
than ‘‘bacteria-like’’ and include oleic acid
(18 : 1), linoleic acid (18 : 2), and either γ -
or α-linolenic acid (18 : 3), according to
the genus. A number of conjugated lipids
also occur that are associated with the
cell envelope; these include lipopolysac-
charides forming lipid A (see Fig. 5) as part
of the cell envelope. The cyanobacterial
cells are usually low in total lipid contents
(<15%) and, because of the wide diver-
sity of types, are not usually considered
commercially exploitable, given the im-
practicality of purifying individual lipids.
However, an exception may be possible
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with Spirulina, which has been researched
with some enthusiasm in Israel by Zvi Co-
hen and his colleagues, at the Ben Gurion
University, in the Negev Desert.

Spirulina platensis and Spirulina maxima
are multicellular, filamentous cyanobacte-
ria that profusely colonize lakes in Africa
and Mexico. They have been used as in-
digenous supplies of food and feed and
are of some commercial interest because
both have been known for some time to
contain γ -linolenic acid. Although the al-
gae grow well in outdoor lagoons in hot,
sunny climates and can, indeed, produce
in the extracted lipid a GLA content exceed-
ing 20%, the distribution of GLA between
neutral lipid (e.g. triacylglycerols), glycol-
ipid, and phospholipid fractions is about
1 : 9 : 4. This, coupled with the low (<6%)
content of lipid in the cells, probably makes
it a commercially unattractive source of
the fatty acid. With appropriate marketing,
however, it could be used to boost the nu-
tritional claims for whole-cell spirulina as
a dietary supplement.

6.2
Eukaryotic Algae Lipids

6.2.1 Carotenoids
Of the nonfatty acyl lipids, carotenoids
have been of some commercial inter-
est. The production of β-carotene (IV)
by Dunaliella salina has been investigated
by a number of groups worldwide, with
those in Israel, Western Australia, and
California being particularly active. Com-
mercialization of this process has now
been developed in Western Australia by
Aqua-Carotene Ltd., which uses outdoor
cultivation ponds to produce the biomass.

Also of increasing commercial interest
is another carotenoid, astaxanthin, which
is used principally as a colorant for feeding

farmed fish. This is produced by Haema-
tococcus pluvialis, which can contain over
2% of its biomass as astaxanthin. It is
grown in large-scale ponds and is sold
as an alga meal by a number of com-
panies. Chemically produced carotenoids,
however, remain cheaper than the algal
sources but do not have the benefit of be-
ing able to claim that they are ‘‘natural’’
ingredients. This is possibly not a deterrent
when considering large-scale use where
cost is the priority, though, legislation in
individual countries may dictate otherwise.

6.2.2 Polyunsaturated Fatty Acids
Several commercial processes now exist
for the production of the very long-
chain fatty acid, docosahexaenoic acid,
22 : 6 n-3, (DHA). This fatty acid is now
recommended for inclusion in infant
formulae along with arachidonic acid,
see Sect. 5.3. It is also recommended for
dietary supplementation for adults, where
it may offer protection against coronary
heart diseases. It is preferred, in some
cases, to fish oil which, though containing
DHA, also contains eicosapentaenoic acid,
20 : 5 n-3, (EPA) and which may be
contraindicated as it can interfere with the
uptake and functional role of DHA. Fish oil
is not allowed as a supplement for infant
formulae in some countries, including
the United States, because of its possible
contamination with environmental toxins
and heavy metals.

The main production organism for DHA
is Crypthecodium cohnii, which is a unicel-
lular, nonphotosynthetic dinoflagellate. It
is grown in large-scale fermenters of up
to 100 m3. The principal company behind
the development of the process and the
marketing of the oil is Martek Biosciences
Corp., Maryland, United States. The oil is
known by the trade name of DHASCO
and, when mixed with arachidonic acid for
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incorporation into infant foods, is known
as Formulaid. The fatty acid profile of the
oil is shown in Table 5, where it can be
seen that DHA is the sole polyunsaturated
fatty acid thereby making the oil highly
desirable as a source of this single PUFA.

Another related process for the pro-
duction of DHA uses another marine
organism known as Schizochytrium. The
inclusion of this organism as an alga is
uncertain as the taxonomic position of
the group of organisms, that includes
Schizochytrium and the related group of
thraustochytrid organisms, continues to be
researched. Schizochytrium, like Cryptheco-
dinium cohnii, is nonphotosynthetic and is
also grown in large-scale bioreactors using
glucose as substrate. The oil produced is
slightly different from the oil of C. cohnii
in that it contains a small but appreciable
percentage of docosapentaenoic acid, 22 : 5
n-6. The full profile of the fatty acids are
shown in Table 5.

The Schizochytrium process was origi-
nally developed by OmegaTech Ltd, Boul-
der, CO, which is now owned by Martek
Biosciences Corp. The oil was originally
given the trade name of DHAGold and
was used as an animal feed supplement to
boost the content of DHA in the final prod-
uct. It was particularly useful with poultry
where it led to eggs being enriched in DHA
and thus, could attract a premium price.
The oil itself has now received approval as
a direct supplement for humans, includ-
ing infants, and will, in the future, be used
for this purpose. Its current trade name is
DHASCO-S.

Some interest has continued in the
use of photosynthetically grown algae
for polyunsaturated fatty acid production.
Although the organisms can be grown
outdoors using sunlight as energy source
and CO2 as a carbon source, the costs of
production remain very high because of

the slow growth rate of the cells and the
low cell densities that are produced. It may
take four to six weeks to generate algal cells
at no more than 5 g L−1 in an outdoor sys-
tem, whereas Schizochytrium, as discussed
earlier, when grown heterotrophically in a
stirred fermenter it can reach biomass den-
sities of up to 200 g L−1 in about four days.
However, there are still several groups who
continue to use microalgae for the pro-
duction of various fatty acids not easily
obtainable from other sources. Of partic-
ular interest is the possible production of
EPA for which no source, as a single PUFA,
currently exists apart from very expensive
purification from fish oils that contain both
EPA and DHA. The demand for an oil rich
in EPA as a single PUFA is likely to in-
crease as it has been recommended for
use in the treatment of various disorders
of the brain, including bipolar disorder
and schizophrenia. There have also been
suggestions that a high dosage of EPA
may help in the treatment of certain can-
cers though this is highly contentious. For
these reasons, there is likely to be consid-
erable interest in obtaining a good supply
of this PUFA from whatever source and,
currently, photosynthetic algae appear to
offer the best prospects.

See also Bacterial Cell Culture
Methods; FTIR of Biomolecules;
Microbial Development.
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Keywords

Apolipoprotein
A protein found on lipoprotein particles that functions to maintain the structural
integrity of the lipoprotein particle and to modulate lipoprotein metabolism.

Atherosclerosis
Deposition of lipid in the intimal wall of large- to medium-sized arteries that impinges
on blood flow and/or predisposes the vessel to thrombosis.

Cholesterol
A 27-carbon sterol that is a common lipid constituent of cell plasma membranes and
lipoproteins.

Coronary Artery Disease
The presence of atherosclerosis in the coronary artery vessels of the heart, which can
interfere with blood flow.

Lipoprotein
A small complex of lipid and protein that serves as the main carrier of
extracellular lipid.

� Lipoproteins are submicron- to micron-sized particles that are composed of both
lipids and proteins. Lipoproteins are the major extracellular carrier of lipids, such
as cholesterol, and thus, they play an important role in the pathogenesis of
atherosclerosis. The analysis of lipoproteins is performed in most clinical laboratories
to identify patients at risk of coronary heart disease (CHD). Lipoprotein analysis is
also essential in monitoring the effectiveness of cholesterol-lowering therapy.

The focus of this chapter will be on methods for lipoprotein analysis that are used
for routine diagnostic purposes, but in addition, new promising types of lipoprotein
analysis that are still in the realm of basic research will also be highlighted. A brief
description of lipid biochemistry and lipoprotein metabolism will be followed by a
review of commonly used methods for analyzing lipoproteins. Finally, the chapter
will conclude with a summary of how the results of lipoprotein analysis are used in
the diagnosis and management of patients with dyslipidemias.

1
Overview of Lipoproteins

1.1
Lipid Biochemistry

Lipids, commonly referred to as fats, are
composed of mostly carbon and hydrogen

(Fig. 1), and are therefore hydrophobic.
Two major classes of lipids, based on
their relative hydrophobicity, are found
on lipoproteins. Phospholipids and choles-
terol are classified as amphipathic lipids
because, in addition to C-H bonds, they
also contain polar groups. In contrast,
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Fig. 1 Chemical structures of lipids found on lipoproteins.

cholesteryl esters and triglycerides do not
contain any polar constituents and are
therefore more hydrophobic and are clas-
sified as neutral lipids.

A prototypical structure of a lipoprotein
particle is shown in Fig. 2. Phospholipids
and cholesterol form a monolayer on the
surface of lipoprotein particles. Phospho-
lipids are oriented so that their charged
head groups are facing outward, away from
the neutral hydrophobic core. Cholesterol
is also oriented so that its polar hydroxyl
group on the A ring (Fig. 1) is point-
ing away from the lipoprotein surface.
Cholesteryl esters and triglycerides are
found in the core of lipoprotein particles
in a disorganized liquid crystalline state.

Except for cholesterol, all of the other
major lipids found on lipoprotein have
numerous distinct chemical forms (Fig. 1).
The different forms of triglyceride can
be identified on the basis of the type
of fatty acids that they contain. Fatty
acids can be classified on the basis of
the number of carbon atoms as short-
chain (4–6 carbon atoms), medium-chain
(8–12 carbon atoms), or long-chain (>12

carbon atoms) fatty acids. Most dietary
fatty acids are long chain and contain an
even number of carbon atoms. Fatty acids
also differ on the basis of the number
of unsaturated or double carbon bonds
that they contain. Fatty acids with no
double bonds are classified as saturated
fatty acids, whereas fatty acids with one
double bond are monounsaturated and
fatty acids with two or more double bonds
are polyunsaturated. The different fatty
acids are commonly designated by their
carbon-chain length and by the number of
double bonds. For example, arachidonate,
a polyunsaturated fatty acid that has 20
carbon atoms and 4 double bonds is
designated as 20 : 4. The common fatty
acids found in human serum triglycerides
are palmitate (16 : 0), oleate (16 : 1), and
stearate (18 : 0). Triglycerides containing
shorter chain fatty acids or unsaturated
fatty acids have a lower melting point and
are usually liquid at room temperature.
Saturated fatty acids are commonly found
in food from animal sources, whereas
unsaturated fatty acids are abundant in
food derived from plants.
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Phospholipid
Cholesterol

Apolipoprotein

Cholesteryl ester
Triglyceride

Fig. 2 Model of lipoprotein particle.

Similar to triglycerides, there are differ-
ent forms of cholesteryl esters, depending
on the type of fatty acid that is esterified
to the A ring of cholesterol. Cholesteryl
linoleate, which is primarily produced by
the serum enzyme lecithin: cholesterol
acyltransferase (LCAT), and cholesteryl
oleate, which is primarily produced by
the intracellular enzyme acylcoenzyme A:
cholesterol acyltransferase (ACAT), are the
two most common forms of cholesteryl
esters in humans.

Phospholipids can differ not only by
the type of fatty acids that they contain
but also by their different head groups

(choline, inositol, serine, glycerol, and
ethanolamine), which serves as the ba-
sis for their nomenclature. Phosphatidyl-
choline (Fig. 1), which contains a choline
head group, is the most common type of
phospholipid found on lipoproteins.

1.2
Lipoprotein Structure and Function

Lipoproteins are typically spherical in
shape and range in size from 5 to 1200 nm
(Table 1). In addition to lipids, lipoproteins
also contain proteins, called apolipopro-
teins, which reside on the surface of
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Tab. 1 Characteristics of the major human lipoproteins.

Features Chylos VLDL LDL HDL

Density (g mL−1) <0.93 0.93–1.006 1.019–1.063 1.063–1.21
Molecular weight (kDa) (0.4–30) × 109 (10–80) × 106 2.75 × 106 (1.75–3.6) × 105

Diameter (nm) 80–1200 30–80 18–30 5–12
Total lipid (% weight) 98 89–96 77 50
Triglyceride (% weight) 84 44–60 11 3
Total cholesterol

(% weight)
7 16–22 62 19

Site of synthesis Intestine Liver Catabolism of VLDL Liver, intestine
Electrophoretic mobility Origin Pre-beta Beta Alpha

Tab. 2 Characteristics of the major human apolipoproteins.

Apolipoprotein Molecular Plasma Major Function
weight concentration lipoprotein
[kDa] [mg dL−1] location

ApoA-I 28 000 100–200 HDL Structural, LCAT activator,
ABCA1 lipid acceptor

ApoA-II 17 400 20–50 HDL Structural
ApoA-IV 44 000 10–20 Chylos, VLDL, HDL Structural
ApoB-100 5.4 × 105 70–125 LDL, VLDL Structural, LDL receptor ligand
ApoB-48 2.6 × 105 <5 Chylos Structural, remnant receptor

ligand
ApoC-I 6630 5–8 Chylos, VLDL, HDL Structural
ApoC-II 8900 3–7 Chylos, VLDL, HDL Structural, LPL cofactor
ApoC-III 9400 10–12 Chylos, VLDL, HDL Structural, LPL inhibitor
ApoE 34 400 3–15 VLDL, HDL Structural, LDLreceptor, and

remnant receptor ligand
Apo(a) (3–7) × 105 <30 Lp(a) Unknown

lipoprotein particles (Fig. 2). Apolipopro-
teins can serve both a structural role in
maintaining the integrity of the lipopro-
tein particle and also a functional role in
lipoprotein metabolism. Apolipoproteins
contain a structural motif called an amphi-
pathic helix, which enables them to bind to
lipids. Amphipathic helices are α-helices
with approximately half of the helix com-
posed of hydrophilic amino acid residues
and the other half composed of hydropho-
bic amino acid residues. They are oriented
on the surface of lipoprotein particles to

allow the interaction of the hydrophobic
face of the helix with the surface lipids.
Apolipoproteins also play a major role
in modulating lipoprotein metabolism by
acting as ligands for various lipoprotein
receptors and by acting as activators and
inhibitors of several lipid-modifying en-
zymes (Table 2).

Several different classification systems
based on their varying physical properties
can be used for categorizing lipoprotein
particles. A density classification system
(Chylomicrons (Chylos), very low density
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lipoproteins (VLDL), intermediate density
lipoproteins (IDL), low density lipopro-
teins (LDL), and high density lipoproteins
(HDL)), which was developed on the basis
of the original ultracentrifugation system
for isolating lipoproteins, is most common
(Table 1). The size of the lipoprotein par-
ticles is inversely related to their density.
Larger lipoprotein particles have relatively
more core lipid and less protein and are,
therefore, lighter in density.

Three major pathways in lipoprotein
metabolism and how the different types of
lipoprotein particles are involved in each
pathway are shown in Fig. 3. Chylomi-
crons are the largest and the least-dense
lipoprotein particles and contain a single
molecule of apoB-48 as well as several
other types of apolipoproteins (Table 2).
Chylomicrons are produced by the intes-
tine and they participate in the exogenous
pathway, which delivers dietary lipids to
the liver and to other peripheral tissues.
The turbidity of postprandial serum is due
to the presence of chylomicrons, which
reflect light because of their large size.
Once chylomicrons enter the circulation,
they are quickly catabolized within a few

hours by lipoprotein lipase (LPL) and hep-
atic lipase (HL), which are on the surface
of endothelial cells and hydrolyze triglyc-
erides and phospholipids (Fig. 3). The free
fatty acids that are generated are taken up
by tissues and are either reesterified and
stored in lipid drops or are used as a source
of energy. Chylomicrons are transformed
by this process into the more dense chy-
lomicron remnants, which are primarily
removed by the liver via a chylomicron
remnant receptor that binds apoE.

VLDL, IDL, and LDL participate in the
endogenous pathway of lipid metabolism,
which transports hepatic-derived lipids to
peripheral tissues (Fig. 3). VLDL has a sin-
gle copy of apoB-100; it is produced in
the liver and is rich in triglycerides syn-
thesized by the liver. Like chylomicrons,
the core lipids of VLDL are acted upon by
LPL and HL, and the fatty acids released
are taken up by peripheral tissues. As a
consequence of the lipolysis, a significant
fraction of VLDL is transformed into IDL
and ultimately into LDL. The majority of
LDL is returned to the liver via the LDL re-
ceptor; however, LDL can also be taken up
in peripheral tissues by the LDL receptor.

Endogenous pathway
HL

HL LPL
LPL

LPL

LCAT

CETP

HL

Reverse cholesterol
transport pathwayCholesterol

Exogenous
pathway

Bile
salts

Dietary
lipids

LDL-R

LDL-R

c

Stool Fig. 3 Diagram of lipoprotein
metabolism.



Lipoprotein Analysis 283

Because of its small size, LDL can also
readily infiltrate into the vessel wall and
become trapped there by proteoglycans.
LDL in the vessel wall is prone to oxida-
tion, which then makes it a better ligand
for scavenger receptors on macrophages.
Macrophages that take up too much lipid
become filled up with intracellular lipid
drops and are transformed into foam cells.
A collection of foam cells in the vessel
walls forms a fatty streak, which is an
early precursor of atherosclerotic plaques.
Oxidized LDL can also initiate the in-
flammation of the vessel wall by acting
as a chemotactic agent and by inducing
the production of various proinflamma-
tory cytokines by macrophages. Another
proatherogenic lipoprotein similar to LDL
in structure is Lipoprotein (a) (Lp(a)). It
contains a single copy of apoB-100, which
is covalently linked by a disulfide bond
to apo (a), a plasminogen-like protein of
unknown function.

High-density lipoprotein is the prin-
cipal lipoprotein that mediates the re-
verse cholesterol-transport pathway, de-
livering the excess cholesterol in periph-
eral cells back to the liver for excretion
(Fig. 3). Because most peripheral cells
cannot catabolize cholesterol, the reverse
cholesterol-transport pathway is one of
the main mechanisms for maintaining
cellular cholesterol homeostasis. The prin-
cipal apolipoprotein on HDL is apoA-I,
which is sometimes used as a marker
for HDL. In contrast to LDL, HDL has
anti-inflammatory properties and is con-
sidered to be antiatherogenic because it
also mediates the removal of excess choles-
terol from peripheral cells. The process
of reverse cholesterol transport is initi-
ated when lipid-poor apoA-I interacts with
the ABCA1 transporter on the cell sur-
face and extracts excess cholesterol from
cells. Cholesterol that is removed from

cells is then trapped on HDL after it is
transformed into cholesteryl ester by LCAT
(Fig. 3). HDL cholesterol is then returned
either directly to the liver by the SR-B1 re-
ceptor or indirectly after being transferred
to LDL by the cholesteryl ester transfer
protein (CETP) (Fig. 3).

2
Analysis of Lipoprotein Components

The initial analysis of lipoproteins usually
begins with a direct measurement of total
cholesterol and triglyceride from serum
or plasma, without any prior extraction
or fractionation step. Apolipoproteins can
also be measured directly on serum
or plasma. There are several chemical
methods for measuring the various lipids
on lipoproteins, which are still used as
reference methods by the Centers for
Disease Control and Prevention (CDC)
and the associated Cholesterol Reference
Method Laboratory Network (CRMLN).
These chemical methods, however, are
complex, laborious, and expensive to
perform and have largely been replaced in
routine clinical laboratories by automated
enzymatic methods.

2.1
Total Cholesterol Assay

A coupled enzyme reaction (Fig. 4), which
depends on the specificity of cholesterol
oxidase for cholesterol, is the most com-
mon enzyme method for measuring total
cholesterol. Before measuring cholesterol,
cholesteryl ester, which makes up about
two-thirds of total cholesterol, is first con-
verted to free cholesterol by cholesteryl
esterase. The free cholesterol generated
then reacts with cholesterol oxidase, which
results in the production of cholestenone
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ColorH2O2 +

•

•
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Fig. 4 Enzymatic assay for cholesterol.

and hydrogen peroxide. The amount of
cholesterol in the sample is quantified by
measuring the amount of hydrogen per-
oxide generated by using a horseradish
peroxidase–dye system (Fig. 4). The assay
is monitored spectrophotometrically at ap-
proximately 500 nm and can be performed
on serum or plasma without any prior
extraction with an organic solvent. Mod-
ern reagents include other constituents
that eliminate most sources of interfer-
ence, although specimens with marked
elevations of vitamin C or bilirubin and
specimens with gross hemolysis can ex-
perience interference with the peroxidase
catalyzed color reaction. Most commercial
assays are developed for specific analyz-
ers and should yield results within 3%
of the result obtained by the reference
method, with a coefficient of variation of
less than 3%. Although it is not frequently
performed for diagnostic purposes, free
(nonesterified) cholesterol can be simply
measured by omitting the cholesterol es-
ter–hydrolase step.

2.2
Triglyceride Assay

There are several different colorimetric
enzyme assays for triglycerides, which
primarily differ in how they are coupled
to an indicator dye. As shown in Fig. 5,
all of these methods begin with the
enzymatic hydrolysis of fatty acid from
the glycerol backbone, with a lipase.
In one of the more common methods
(Fig. 5), the amount of triglyceride is
measured by quantifying the glycerol,
using glycerokinase and glycerophosphate
oxidase and the same dye-peroxidase
system used in the cholesterol assay. One
problem with this approach is that the
assay will also measure any endogenous
free glycerol in a sample. For most
samples, this will result in a clinically
insignificant positive bias of less than 10 to
20 mg dL−1, but in some disorders, such
as diabetes, or in patients receiving total
parenteral nutrition, the bias can become
clinically significant. It is for this reason

Triglyceride  +  H2O Bacterial lipase

Glycerol  +  ATP Glycerokinase Glycerophosphate  +

Glycerophosphate  +  O2
Glycerophosphate oxidase

Dihydroxyacetone  +  H2O2

H2O2 +  Dye Peroxidase Color

Fatty acid  +  Glycerol•

•

•

•

ADP

Fig. 5 Enzymatic assay for triglyceride.
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that some laboratories compensate for this
problem by measuring and correcting for
the free glycerol in a blanking procedure
or by performing an assay that consumes
any free glycerol in the first step, thus
eliminating the measurement of any
endogenous glycerol later on in the
reaction. Alternatively, the manufacturers
of some triglyceride assays compensate
for this bias by adjusting the value of their
calibrators.

2.3
Phospholipid Assay

The measurement of phospholipids has
not been shown to have any diagnos-
tic value and is commonly done only
in research laboratories. The choline-
containing phospholipids, lecithin, lysole-
cithin, and sphingomyelin, account for
at least 95% of total phospholipids in
serum and can be measured enzymatically
with commercial kits, using phospholi-
pase D, choline-oxidase, and horseradish
peroxidase. To measure total phospho-
lipids, independent of the head group,
phosphorus is measured chemically af-
ter it is released by acid hydrolysis from
an extracted sample. The individual types
of phospholipids can be measured semi-
quantitatively after separation by thin-layer
chromatography.

2.4
Apolipoprotein Assays

Because of their relatively unique distribu-
tion on the different lipoprotein particles
(Table 2), apoA-I and apoB-100 in serum
are used as an index of the amount of HDL
and LDL respectively. Because these two
proteins are relatively abundant, they can
be measured with specific antibodies by

either turbidometric or nephelometric pro-
cedures. These assays are now routinely
available on standard clinical analyzers and
are free from most interferences except for
problems related to light scattering from
turbid samples with elevated chylomicrons
and VLDL. Tests for apoA-I and apoB-100
have been shown to be more precise and
accurate than tests for HDL-C and LDL-C.
The apolipoproteins have been proposed
as being possibly superior for predict-
ing CHD (coronary heart disease) risk,
but they have not yet been incorporated
into the National Cholesterol Education
Program (NCEP) practice guidelines for
lipoprotein analysis.

The proatherogenic Lp(a) lipoprotein
can also be measured by quantifying the
presence of the apo(a) apolipoprotein, us-
ing various ELISA or nephelometric meth-
ods. There are, however, different size
polymorphisms of apo(a), which compli-
cate the immunologic measurement and
differ in their correlation with CHD risk. A
qualitative assessment of isoform distribu-
tion by electrophoresis or by genotyping is
also used for characterizing Lp(a) and for
estimating CHD risk.

3
Fractionation of Lipoproteins

Numerous methods for fractionation of
the various lipoproteins have been de-
veloped on the basis of their different
physical properties, such as size, density,
charge, solubility, and apolipoprotein con-
tent. Historically, ultracentrifugation was
the primary means of separating the dif-
ferent lipoprotein fractions on the basis of
density and is still the foundation of the
current lipoprotein classification system
(Table 1). The primary reason for fraction-
ating lipoproteins is to provide a measure
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of their relative abundances. Fractionation
is particularly useful for measuring the
cholesterol content of LDL (LDL-C) and
HDL (HDL-C), which are used in calcu-
lating CHD risk. Electrophoresis is the
other commonly used method in clinical
laboratories for fractionating lipoproteins.

3.1
HDL-C Assays

Until recently, the most common method
for measuring HDL-C has been a multistep
precipitation procedure, which involved
the removal of apoB-containing lipopro-
teins (chylos, VLDL, IDL, LDL, and Lp(a))
by precipitation and centrifugation, fol-
lowed by the enzymatic measurement of
cholesterol in the supernatant. A wide
variety of polyanions, such as heparin,
phosphotungstate, and dextran sulfate will
bind to positively charged groups on
apoB-containing lipoproteins and cause
their aggregation and precipitation, in the
presence of divalent cations, such as man-
ganese and magnesium. Magnesium has
become the divalent cation of choice be-
cause of interference with enzymatic lipid
assays by manganese. Numerous com-
mercial assays have been developed with
the different precipitating reagents. Ini-
tially, results from these different assays
often yielded discordant results, but this
problem has largely been resolved by the
ongoing efforts to improve the standard-
ization of lipoprotein assays.

A major limitation of the various HDL-
precipitation methods is that specimens
with elevated triglycerides often have a
positive bias for HDL-C. Because of their
low density, specimens with high levels of
chylomicrons and triglyceride-rich VLDL
will often form aggregates that do not
fully sediment upon centrifugation. This
leads to a false elevation for HDL-C,

because, when cholesterol is measured in
the supernatant, not only cholesterol from
HDL is measured but cholesterol from
any residual aggregates is also measured.
This problem can at least be partially
solved by predilution of the sample,
which facilitates the sedimentation of
the aggregates. Although it is laborious,
ultracentrifugation or ultrafiltration of the
sample to remove any residual aggregates
will also eliminate this source of bias.

Unlike the precipitation-based HDL-C
tests, most other commonly measured
clinical laboratory tests do not require
any significant specimen preprocessing.
This limitation of the HDL-C-precipitation
tests has prompted the recent develop-
ment of homogenous assays for HDL-C
that can be performed directly on serum
or plasma, without the physical removal
of non-HDL lipoproteins. These assays
work by using reagents that chemically
mask the non-HDL lipoproteins during
the enzymatic measurement of cholesterol
associated with HDL. This can be accom-
plished by using different strategies that
involve the use of polymers, detergents,
antibodies, or even modified enzymes.
These various reagents bind to non-HDL
lipoproteins and block their accessibility
to cholesterol esterase and cholesterol oxi-
dase. Other homogenous assays selectively
deplete non-HDL-C in the first step, thus
preventing its measurement later on in
the reaction. Several commercial homoge-
nous HDL-C assays are now available on
automated instruments, and these assays
show relatively good accuracy and typically
better precision than precipitation-based
assays. Precipitation-based HDL-C assays
have now largely been replaced by ho-
mogenous HDL-C assays in most routine
clinical laboratories, but they still have
a role in research laboratories and in
specialty lipid laboratories because the
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homogenous HDL-C assays do not always
yield good results in patients with unusual
dyslipidemias and/or in patients with se-
vere liver or kidney disease.

3.2
LDL-C Assays

Traditionally, methods for measuring
LDL-C have been more difficult to per-
form than HDL-C assays because there is
no convenient precipitation procedure to
cleanly separate LDL from the other apoB-
containing lipoproteins. As a consequence,
the original LDL-C methods involved a
procedure commonly referred to as β-
quantification, which involves both a pre-
cipitation and an ultracentrifugation step.
In the first step, chylomicrons and VLDL
are removed from a sample by ultracen-
trifugation (105 000 G for 18 h at 10 ◦C) at
the native density of plasma (1.006 g L−1),
which results in their flotation at the top
of the tube. Chylomicrons and VLDL are
then removed with a tube slicer and choles-
terol in the infranate, which consists of
HDL-C and LDL-C, is measured using an
enzymatic assay. HDL-C is then measured
either from the infranate or from the origi-
nal sample after precipitation and removal
of LDL. LDL-C is calculated by subtracting
HDL-C from the cholesterol value obtained
from the infranate. The β-quantification
method serves as the basis for the LDL-
C reference method, but because of its
complexity and the requirement of an ul-
tracentrifuge, the procedure is primarily
used by specialty lipid laboratories.

Instead of directly measuring LDL-C,
most clinical laboratories calculate it from
the results of a fasting sample, using the
following Friedewald equation: (LDL-C =
Total cholesterol – (HDL-C + triglyceride/
5); all units in mg dL−1). In a fasting
sample without chylomicrons, cholesterol

can be mostly found in LDL, HDL,
and VLDL and triglycerides are mostly
found in VLDL. The term triglyceride/5
in the equation has been shown to closely
approximate VLDL-C because there is
about five times more triglyceride than
cholesterol in a typical VLDL particle when
both values are expressed in units of
mg dL−1. LDL-C can, therefore, be simply
calculated by subtracting the measured
HDL-C and the calculated VLDL-C from
the measured total cholesterol. However,
the Friedewald equation has been shown
to yield inaccurate results in samples
that have VLDL particles with abnormal
lipid composition. This rarely occurs but
can be observed in patients with fasting
triglycerides greater than 400 mg dL−1,
who have triglyceride-rich VLDL, and
in patients with type-III hyperlipidemia,
who have cholesterol-rich VLDL. Thus,
by the Friedewald equation, LDL-C can
be reasonably estimated in most samples
by simply measuring total cholesterol,
triglyceride, and HDL-C. These three tests
and the calculated LDL-C comprise what
has now become commonly known as a
‘‘lipid panel.’’

One potential limitation of both the
β-quantification procedure and the Friede-
wald calculation is that they both measure,
in addition to LDL-C, the relatively small
amounts of cholesterol that are associated
with Lp(a) and IDL. In addition, the β-
quantification procedure is complex and
there have been concerns about the pre-
cision and accuracy of the Friedewald
equation because of the cumulative effect
of errors in the three underlying tests that
are used in the calculation. These limita-
tions have led to the development of direct
homogenous LDL-C assays. Like the ho-
mogenous HDL-C assays, these assays use
reagents that selectively block or solubi-
lize and consume the different lipoprotein
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classes, allowing the direct measurement
of LDL-C from an unfractionated sample.
Several automated commercial homoge-
nous LDL-C assays are currently available.
In general, these assays show good preci-
sion and appear to be accurate on normal
specimens. Homogenous LDL-C assays,
however, have not yet replaced the use
of calculated LDL-C in most clinical lab-
oratories for several reasons. First, the
homogenous LDL-C assays are relatively
new and, in many cases, have not been fully
evaluated in patients with the full spectrum
of dyslipidemias. Early results, in fact, sug-
gest that the homogenous LDL-C assays
are not highly specific in their separation of
the various lipoproteins and do not consis-
tently agree with β-quantification and are
typically no more reliable than Friedewald
calculation. In addition, because the three
tests that make up the lipid panel are usu-
ally necessary for a complete lipoprotein
evaluation, it has not yet been clearly es-
tablished that performing a separate direct
test for LDL-C offers any real advantages in
the diagnosis and management of patients
with dyslipidemias.

3.3
Electrophoresis of Lipoproteins

Electrophoresis is a relatively conve-
nient method for separating the major
classes of lipoproteins. Electrophoresis of

lipoproteins can be performed on a variety
of matrices, but separation on agarose gels
is relatively easy to perform and it readily
resolves the major lipoprotein classes on
the basis of both size and charge. Some typ-
ical electrophoretic patterns of lipoproteins
are shown in Fig. 6. HDL shows the fastest
migration on agarose gels and migrates to
what is called the α-position. Chylomicrons
barely migrate past the origin of the gel,
and LDL typically migrates to the inter-
mediate β-position. VLDL migrates to the
pre-β-position between HDL and LDL, but
in type-III hyperlipidemia, it usually mi-
grates as a broad band in the β-region.
The lipoproteins in agarose gels are usu-
ally stained with a dye that stains neutral
lipids, such as Oil Red O.

Early on, the electrophoretic separation
of lipoproteins was an important diagnos-
tic tool because the original phenotypic
classification of dyslipidemias was based
on this method. With the discovery of the
genetic basis of many of the common dys-
lipidemias and with the advent of more
specific tests, a genetic classification of
lipoproteins is now more commonly used.
As a consequence, electrophoresis is no
longer as valuable diagnostically, but it is
still useful for identifying and monitoring
patients with rare variants of dyslipi-
demias. Standard electrophoretic methods
are also only semiqualitative, which limits
their use. Recently, however, commercial

LDL

HDL

1 2

a

b

pre-b

0

Fig. 6 Agarose gel
electrophoresis of a normal
subject (Lane 1) and a patient
with familial hypercholes-
terolemia, with an elevated LDL
(Lane 2).



Lipoprotein Analysis 289

automated electrophoretic systems have
been developed, which have been shown to
be relatively precise and accurate in quan-
tifying the major lipoprotein fractions.
There has also been a recent resurgence in
the interest of electrophoretic techniques
for separating lipoproteins because of their
ability to resolve subfractions within each
of the major lipoprotein classes.

3.4
Subfractionation of Lipoproteins

Besides the major lipoprotein classes
shown in Table 2, it is possible to detect
distinct subspecies or subclasses within
each class. Most of the methods used in
fractionation of the major subclasses of
lipoproteins can be modified to improve
their resolution for performing subfrac-
tion analysis. In addition, nuclear mag-
netic resonance spectroscopy and density
gradient ultracentrifugation in a vertical
rotor are particularly useful for performing
a comprehensive subfraction analysis of
lipoproteins. Nondenaturing gradient gel
electrophoresis in polyacrylamide is also a
good method for separating the subfrac-
tions of lipoproteins by size. When com-
bined with agarose gel electrophoresis, in
a two-dimensional gel-electrophoresis sys-
tem, as many as 10 different species of
HDL can be observed.

Subfraction analysis of lipoproteins has
largely been performed for basic research
applications, but increasingly, subfrac-
tions within both LDL and HDL have been
shown to potentially have diagnostic im-
portance. A subfraction of LDL called small
dense LDL has been proposed to be partic-
ularly proatherogenic. This form of LDL
also appears to be at least partly inherita-
ble. Approximately 25% of the Caucasian
population has what is called the subclass
B phenotype of LDL, which is associated

with an increase in small dense LDL and
an increased risk for CHD.

In the case of HDL, some forms of
HDL have been shown to be particularly
efficient in promoting reverse cholesterol
transport and may even be a stronger
negative predictor of CHD than total
HDL. One such form is a small lipid-
poor form of HDL, which has a pre-β-type
migration on agarose gel electrophoresis.
Pre-β-HDL can also be measured by an
ELISA assay. Unlike other forms of HDL,
pre-β-HDL is discoidal in shape because it
lacks a central lipid core of neutral lipids.
It consists of a bilayer of phospholipids
around which apolipoproteins surround
the acyl chains of the phospholipids
in a beltlike configuration. Pre-β-HDL
has been proposed to be particularly
antiatherogenic because it is the form of
HDL that initially interacts with cells for
removing excess cholesterol by the ABCA1
transporter (Fig. 3).

4
Diagnostic Application of Lipoprotein
Analysis

4.1
Standardization of Lipoprotein Analysis

There are three important sources of vari-
ability or error that can affect the results
of lipoprotein analysis, namely, biologi-
cal, preanalytical, and analytical variability.
There has been great improvement in the
last several years in analytical systems
for measuring lipids and lipoproteins,
and systematic biases among the various
lipid and lipoprotein assays have signifi-
cantly decreased over the last several years.
This has occurred because of the part-
nership between the clinical laboratory
community, diagnostic companies, and
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various governmental regulatory bodies
in improving the accuracy of lipopro-
tein analysis. In order to minimize the
misdiagnosis of patients, the National
Cholesterol Education Program or NCEP,
a National Institute of Health sponsored
organization that produces practice guide-
lines for the diagnosis and treatment of
patients for coronary artery disease, has
developed accuracy and precision goals
for lipoprotein analysis (Table 3). The
CDC created the Cholesterol Reference
Method Laboratory Network (CRMLN;
http://www.cdc.gov/nceh/dls/crmln/crm
ln.htm), which provides a mechanism for
diagnostic companies and routine clinical
laboratories to compare the performance
of their assays to the reference methods,
which are traceable to the definitive as-
says established by the National Institute
of Standards and Technology (NIST). Clin-
ical laboratories are also required, as part
of their biannual recertification process, to
compare themselves, multiple times each
year, to their peers that use the same assays
by analyzing unknown control material,
through one of the national proficiency
testing programs, such as the one offered
by the College of American Pathologists. It
is also mandatory for clinical laboratories
to test their assays daily by measuring con-
trol materials. In addition, it is important
to use a reagent system with an analyzer
for which the assay has been developed,

in order to ensure the proper performance
of the assay. Because of the underlying er-
rors in total cholesterol and HDL-C assays,
it is often particularly difficult, however,
for routine clinical laboratories to achieve
the NCEP accuracy goals for LDL-C by
using the Friedewald equation. Further
improvements are considered necessary
in the current total cholesterol and HDL-C
assays or in direct LDL-C assays to im-
prove the accuracy and precision of LDL-C
measurements.

It is important also to consider pre-
analytical sources as a source of error.
It is recommended that a blood sample
be collected from subjects in a sitting
position because posture can affect the
results of lipoprotein analysis, through
changes in hemoconcentration. In addi-
tion, different types of collection tubes
can lead to differences in results. Most
clinical laboratories use serum for their
analysis, but EDTA plasma is often pre-
ferred when lipoproteins are isolated by
ultracentrifugation because EDTA helps
reduce proteolysis and oxidation of the
lipoproteins. EDTA in the collection tube
will, however, cause slight dilution of the
sample because it increases the osmotic
strength of plasma, which causes wa-
ter from red blood cells to shift to the
plasma compartment. Lipoprotein results
from EDTA plasma should, therefore, be
multiplied by 1.03 to match serum results.

Tab. 3 NCEP analytical performance goals.

Precision Bias Total error

Total cholesterol: 3% CV ±3% ±8.9%
HDL cholesterol:
≥42 mg dL−1 4% CV ±5% ±12.8%
<42 mg dL−1 SD < 1.7 mg dL−1

LDL cholesterol: 4% CV ±4% ±11.8%
Triglycerides: 5% CV ±5% ±14.8%
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Other types of anticoagulants also have
varying osmotic effects. Fasting (9–12 h)
specimens are preferred for lipoprotein
analysis because of problems related to
measuring LDL-C in the presence of high
triglycerides and because of the changes
that occur in the lipoprotein levels in the
postprandial state.

There is also a large biological variability
for lipids and lipoproteins. For total
cholesterol, the coefficient of variation for
biological variability is approximately 6%
so that results from the same individual
that are collected only a few days apart can
vary by as much as 12%. For triglycerides,
the coefficient of biological variability is as
large as 20%. Some of the potential sources
of biological variability include effects due
to acute or subacute illnesses, changes in
diet, exercise frequency, body weight, or
smoking. It is for this reason that the
NCEP recommends that any treatment
decisions be based on the average of
two to three test results that should be
taken at least 2 weeks apart to reduce
the effect of any biologic and analytical
variability.

4.2
Interpretation of Lipoprotein Assay Results

Adult reference range of lipids and lipopro-
teins are shown in Table 4. Unlike most
other laboratory-test results, these refer-
ence ranges do not represent the central
95% interval. For example, approximately
50% of the adult US population has a
total cholesterol value greater than the
upper limit of 200 mg dL−1. The refer-
ence values for lipids and lipoproteins

instead represent the ideal test range
chosen by expert consensus for reduc-
ing the risk of developing cardiovascu-
lar disease.

A flowchart of how lipoprotein analysis
is used in implementation of the NCEP-
III guidelines (http://www.nhlbi.nih.gov/
about/ncep) for the diagnosis and treat-
ment of cardiovascular disease is shown
in Fig. 7. These guidelines represent the
consensus of an expert panel on the scien-
tific literature supporting the treatment of
dyslipidemia for the prevention of CHD.
It is recommended that a complete lipid

Tab. 4 Adult reference ranges for lipids.

Total cholesterol 140–200 mg dL−1

HDL-C 40–75 mg dL−1

LDL-C 50–130 mg dL−1

Triglyceride 60–150 mg dL−1

Fig. 7 Flow chart on the use of
lipoprotein analysis in NCEP-III
guidelines for the diagnosis and
treatment of dyslipidemia.

Lipoprotein profile
screen

(TC, Tg, HDL-C, LDL-C)

Risk stratification
HDL > 60 – risk
HDL < 60 + risk

Treatment classification
(LDL-C)

No treatment

Repeat screen
in 5 years

Treatment

Monitor therapy
(LDL-C)

( (
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panel test (total cholesterol, triglycerides,
HDL-C, and a calculated LDL-C) be per-
formed, as part of the initial screen, on a 9
to 12 h fasting sample. If the total triglyc-
erides are more than 400 mg dL−1, a β

quantitation of LDL-C may be necessary
or, possibly, a direct LDL-C test. For non-
fasting samples, just a total cholesterol and
HDL-C test should be performed. If the
total cholesterol is less than 200 mg dL−1

and the HDL-C is greater than 60 mg dL−1

on a nonfasting sample and if the patient
is at low risk for CHD, no further analy-
sis is recommended. Each subject is then
stratified into four levels of risk for CHD.
This stratification is based on previous
history of cardiovascular disease and/or
its risk equivalent, such as diabetes, as
well as other known risk factors for CHD,
such as hypertension, smoking, and fam-
ily history. HDL-C is also used in this risk
stratification process. HDL-C greater than
60 mg dL−1 is used as a negative risk fac-
tor, whereas HDL-C less than 40 mg dL−1

is used as a positive risk factor. Each pa-
tient is then categorized into a treatment
category on the basis of his or her LDL-
C. Each level of risk has an ideal upper
limit for LDL-C, and the LDL-C limit is
set lower for those patients at higher risk.
Initially, all patients that have an LDL-
C that exceeds the recommended level
are counseled to initiate lifestyle changes,
such as reducing weight, increasing phys-
ical activity, and switching to a low-fat
diet. If the lifestyle changes are ineffective
in reaching the desirable range of LDL-
C and/or if patients have an LDL-C that
is beyond a recommended drug-treatment
threshold for LDL-C, concurrent treatment
with drugs to lower cholesterol is also rec-
ommended. The effect of any therapy is
monitored, thereafter, by measuring LDL-
C. HDL-C and triglycerides may also be
important to be monitored, depending on

their pretreatment levels and the type of
drug therapy used. Other newly developed
lipoproteins tests, such as Lp(a), remnant
lipoproteins, small dense LDL, and tests
for other markers of coronary artery dis-
ease, such as CRP and homocysteine, are
currently not used in the initial risk strat-
ification of a patient but these can be
considered when making treatment de-
cisions. For patients at the lowest risk for
CHD, with an LDL-C below 160 mg dL−1,
no treatment is recommended and a re-
peat screen should be performed within
5 years.

5
Perspective

Nearly 50 years have passed since the
first methods were developed for sepa-
rating and analyzing lipoproteins by ul-
tracentrifugation. During this time, great
advances have been made in unravel-
ing the various pathways of lipoprotein
metabolism and the role of the individual
lipoproteins. This has been coupled with
the identification and elucidation of many
of the genetic causes of dyslipidemias. Of
paramount importance have been the epi-
demiological and animal studies that have
revealed the causal association between
lipoproteins and coronary heart disease.
In many cases, advances in analytical tech-
niques for lipoprotein analysis were pivotal
to these discoveries. On the basis of the
rapid advances to date in lipoprotein anal-
ysis, it is envisioned that there will be
many future improvements in these tests,
which will lead to even more detailed in-
sights into lipoprotein metabolism and
diagnostic tests with even greater clini-
cal utility for preventing coronary heart
disease.
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See also FTIR of Biomolecules;
Gene Therapy and Cardiovascular
Diseases; Macromolecules, X-Ray
Diffraction of Biological.
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Colloidal Suspensions
The density of complexes in a specific volume.

Formulation
Procedures used to make liposomes and complexes.

Gene Therapy
Treatments that are mediated by either the addition of needed genes or the destruction
of transcripts encoding unwanted gene products.

Lamellar Structures
Alternation of a lipid bilayer and a water layer.

Liposomes
Bilayers made from lipids.

Nonviral Delivery
Delivery vehicles that are not viruses or any other live organism.

Optimization
Creation of optimal conditions.

Serum Stability
Complexes that do not precipitate in specific percentage of serum.
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Systemic Delivery
Delivery in the bloodstream.

� Varied results have been obtained using cationic liposomes for in vivo delivery.
Furthermore, optimization of cationic liposomal complexes for in vivo applications
is complex involving many diverse components. These components include nucleic
acid purification, plasmid design, formulation of the delivery vehicle, administration
route and schedule, dosing, detection of gene expression, and others. This
chapter will also focus on optimization of the delivery vehicle formulation. These
formulation issues include morphology of the complexes, lipids used, flexibility
versus rigidity, colloidal suspension, overall charge, serum stability, half-life in
circulation, biodistribution, delivery to and dissemination throughout target tissues.
Broad assumptions have been frequently made on the basis of the data obtained
from focused studies using cationic liposomes. However, these assumptions do not
necessarily apply to all delivery vehicles and, most likely, do not apply to many
liposomal systems when considering these other key components that influence the
results obtained in vivo. Optimizing all components of the delivery system is pivotal
and will allow broad use of liposomal complexes to treat or cure human diseases or
disorders. This chapter will highlight the features of liposomes that contribute to
successful delivery, gene expression, and efficacy.

1
Introduction

Many investigators are focused on the
production of effective nonviral gene ther-
apeutics and on creating improved delivery
systems that mix viral and nonviral vectors.
Use of improved liposome formulations
for delivery in vivo is valuable for gene
therapy and would avoid several problems
associated with viral delivery. Delivery of
nucleic acids using liposomes is promising
as a safe and nonimmunogenic approach
to gene therapy. Furthermore, gene thera-
peutics composed of artificial reagents can
be standardized and regulated as drugs
rather than as biologics. Cationic lipids
have been used for efficient delivery of
nucleic acids to cells in tissue culture

for several years. Much effort has also
been directed toward developing cationic
liposomes for efficient delivery of nucleic
acids in animals and in humans. Most
frequently, the formulations that are best
to use for transfection of a broad range
of cell types in culture are not optimal
for achieving efficacy in small and large
animal disease models.

Much effort has been devoted to the
development of nonviral delivery vehi-
cles due to the numerous disadvantages
of viral vectors that have been used for
gene therapy. Following viral delivery in
vivo, immune responses are generated
to expressed viral proteins that subse-
quently kill the target cells required to
produce the therapeutic gene product. An
innate humoral immune response can be
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produced to certain viral vectors due to
previous exposure to the naturally occur-
ring virus. Random integration of some
viral vectors into the host chromosome
could occur and cause activation of proto-
oncogenes, resulting in tumor formation.
Clearance of viral vectors delivered sys-
temically by complement activation can
also occur. Viral vectors can be inactivated
upon readministration by the humoral
immune response. Potential for recom-
bination of the viral vector with DNA
sequences in the host chromosome that
generates a replication-competent infec-
tious virus also exists. Specific delivery of
viral vectors to target cells can be difficult
because two distinct steps in engineer-
ing viral envelopes or capsids must be
achieved. First, the virus envelope or cap-
sid must be changed to inactivate the
natural tropism of the virus to enter spe-
cific cell types. Then, sequences must be
introduced that allow the new viral vec-
tor to bind and internalize through a
different cell surface receptor. Other dis-
advantages of viral vectors include the
inability to administer certain viral vec-
tors more than once, the high costs for
producing large amounts of high-titer vi-
ral stocks for use in the clinic, and the
limited size of the nucleic acid that can
be packaged and used for viral gene ther-
apy. Attempts are being made to overcome
the immune responses produced by viral
vectors after administration in immune
competent animals and in humans, such
as the use of gutted adenoviral vectors or
encapsulation of viral vectors in liposomes.
However, complete elimination of all im-
mune responses to viral vectors may be
impossible.

Use of liposomes for gene therapy
provides several advantages. A major ad-
vantage is the lack of immunogenicity

after in vivo administration, including sys-
temic injections. Therefore, the nucleic
acid-liposome complexes can be read-
ministered without harm to the patient
and without compromising the efficacy of
the nonviral gene therapeutic. Improved
formulations of nucleic acid–liposome
complexes can also evade complement
inactivation after in vivo administration.
Nucleic acids of unlimited size can be de-
livered ranging from single nucleotides to
large mammalian artificial chromosomes.
Furthermore, different types of nucleic
acids can be delivered including plasmid
DNA, RNA, oligonucleotides, DNA–RNA
chimeras, synthetic ribozymes, antisense
molecules, RNAi, viral nucleic acids, and
others. Certain cationic formulations can
also encapsulate and deliver viruses, pro-
teins or partial proteins with a low isoelec-
tric point (pI), and mixtures of nucleic
acids and proteins of any pI. Creation
of nonviral vectors for targeted delivery
to specific cell types, organs, or tissues
is relatively simple. Targeted delivery in-
volves elimination of nonspecific charge
interactions with nontarget cells and ad-
dition of ligands for binding and in-
ternalization through target cell surface
receptors. Other advantages of nonviral
vectors include the low cost and relative
ease in producing nucleic acid-liposome
complexes in large scale for use in the
clinic. In addition, greater safety for pa-
tients is provided using nonviral delivery
vehicles due to few or no viral sequences
present in the nucleic acids used for de-
livery, thereby precluding generation of
an infectious virus. The disadvantage of
nonviral delivery systems had been the
low levels of delivery and gene expression
produced by ‘‘first-generation’’ complexes.
However, recent advances have dramat-
ically improved transfection efficiencies
and efficacy of liposomal vectors. Reviews
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of other in vivo delivery systems and im-
provements using cationic liposomes have
been published recently.

Cationic liposome–nucleic acid com-
plexes can be administered via numer-
ous delivery routes in vivo. Routes of
delivery include direct injection (e.g. in-
tratumoral), intravenous, intraperitoneal,
intra-arterial, intrasplenic, mucosal (nasal,
vaginal, rectal), intramuscular, subcuta-
neous, transdermal, intradermal, subreti-
nal, intratracheal, intracranial, and others.
Much interest has focused on noninva-
sive intravenous administration because
many investigators believe that this route
of delivery is the ‘‘holy grail’’ for the treat-
ment or cure of cancer, cardiovascular,
and other inherited or acquired diseases.
Particularly for the treatment of metastatic
cancer, therapeutics must reach not only
the primary tumor but also the distant
metastases.

Optimization of cationic liposomal com-
plexes for in vivo applications and thera-
peutics is complex, involving many distinct
components. These components include
nucleic acid purification, plasmid design,
formulation of the delivery vehicle, ad-
ministration route and schedule, dosing,
detection of gene expression, and others.
Often I make the analogy of liposome op-
timization to a functional car. Of course,
the engine of the car, analogous to the
liposome delivery vehicle, is extremely im-
portant. However, if the car does not have
wheels, adequate tyres, and so on, the mo-
torist will not be able to drive the vehicle to
its destination. This chapter will focus on
optimization of these distinct components
for use in a variety of in vivo applications.
Optimizing all components of the delivery
system will allow broad use of liposomal
complexes to treat or cure human diseases
or disorders.

2
Optimization of Cationic Liposome
Formulations for Use in vivo

Much research has been directed toward
the synthesis of new cationic lipids. Some
new formulations led to the discovery of
more efficient transfection agents for cells
in culture. However, their efficiency mea-
sured in vitro did not correlate with their
ability to deliver DNA after administration
in animals. Functional properties defined
in vitro do not assess the stability of the
complexes in plasma or their pharmacoki-
netics and biodistribution, all of which
are essential for optimal activity in vivo.
Colloidal properties of the complexes, in
addition to the physicochemical properties
of their component lipids, also determine
these parameters. In particular, in addi-
tion to efficient transfection of target cells,
nucleic acid–liposome complexes must be
able to traverse tight barriers in vivo and
penetrate throughout the target tissue to
produce efficacy for the treatment of dis-
ease. These are not issues for achieving
efficient transfection of cells in culture
with the exception of polarized tissue cul-
ture cells. Therefore, we are not surprised
that optimized liposomal delivery vehicles
for use in vivo may be different than
those used for efficient delivery to cells
in culture.

In summary, in vivo nucleic acid–lipo-
some complexes that produce efficacy in
animal models of disease have extended
half-life in the circulation, are stable in
serum, have broad biodistribution, effi-
ciently encapsulate various sizes of nucleic
acids, are targetable to specific organs and
cell types, penetrate across tight barriers in
several organs, penetrate evenly through-
out the target tissue, are optimized for
nucleic acid:lipid ratio and colloidal sus-
pension in vivo, can be size fractionated
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to produce a totally homogenous popula-
tion of complexes prior to injection, and
can be repeatedly administered. Recently,
we demonstrated efficacy of a robust lipo-
somal delivery system in small and large
animal models for lung, breast, head and
neck, and pancreatic cancers, and for Hep-
atitis B and C (Clawson and Templeton,
unpublished data). On the basis of efficacy
in these animal studies, this liposomal de-
livery system will be used in upcoming
clinical trials to treat these cancers. Our
studies have demonstrated broad efficacy
in the use of liposomes to treat disease
and have dispelled several myths that exist
concerning the use of liposomal systems.

3
Liposome Morphology and Effects on Gene
Delivery and Expression

Efficient in vivo nucleic acid–liposome
complexes have unique features including
their morphology, mechanisms for cross-
ing the cell membrane and entry into the

nucleus, ability to be targeted for delivery
to specific cell surface receptors, and abil-
ity to penetrate across tight barriers and
throughout target tissues. Liposomes have
different morphologies based upon their
composition and the formulation method.
Furthermore, the morphology of com-
plexes can contribute to their ability to
deliver nucleic acids in vivo. Formulations
frequently used for the delivery of nucleic
acids are lamellar structures including
small unilamellar vesicles (SUVs), mul-
tilamellar vesicles (MLVs), or bilamellar
invaginated vesicles (BIVs) recently devel-
oped in our laboratory (Fig. 1). Several
investigators have developed liposomal
delivery systems using hexagonal struc-
tures; however, they have demonstrated
efficiency primarily for the transfection of
some cell types in culture and not for in vivo
delivery. SUVs condense nucleic acids on
the surface and form ‘‘spaghetti and meat-
balls’’ structures. DNA–liposome com-
plexes made using SUVs produce little
or no gene expression upon systemic de-
livery, although these complexes transfect

Types of lamellar vesicles

SUV

MLV

BIV

Fig. 1 Diagrams drawn from
cryoelectron micrographs of cross
sections through vitrified films of
various types of liposomes and
DNA–liposome complexes. SUVs are
small unilamellar vesicles that condense
nucleic acids on the surface and
produce ‘‘spaghetti and meatballs’’
structures. MLVs are multilamellar
vesciles that appear as ‘‘Swiss Rolls’’
after mixing with DNA. BIVs are
bilamellar invaginated vesicles produced
using a formulation developed in our
laboratory. Nucleic acids are efficiently
encapsulated between two bilamellar
invaginated structures (BIVs).
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numerous cell types efficiently in vitro.
Furthermore, SUV liposome–DNA com-
plexes cannot be targeted efficiently. SUV
liposome–DNA complexes also have a
short half-life within the circulation, gener-
ally about 5 to 10 min. Polyethylene glycol
(PEG) has been added to liposome formu-
lations to extend their half-life; however,
PEGylation created other problems that
have not been resolved. PEG seems to
hinder delivery of cationic liposomes into
cells due to its sterically hindering ionic
interactions, and it interferes with opti-
mal condensation of nucleic acids onto the
cationic delivery vehicle. Furthermore, ex-
tremely long half-life in the circulation, for
example, several days, has caused prob-
lems for patients because the bulk of
the PEGylated liposomal formulation doxil
that encapsulates the cytotoxic agent, dox-
orubicin, accumulates in the skin, hands,
and feet. For example, patients contract
mucositis and ‘‘Hand and Foot Syndrome’’
that cause extreme discomfort to the pa-
tient. Attempts to add ligands to doxil for
delivery to specific cell surface receptors
has not resulted in much cell-specific de-
livery, and the majority of the injected
targeted formulation still accumulates in
the skin, hands, and feet. Addition of PEG
into formulations developed in our labo-
ratory also caused steric hindrance in the
bilamellar invaginated structures that did
not encapsulate DNA efficiently, and gene
expression was substantially diminished.

Some investigators have loaded nucleic
acids within SUVs using a variety of
methods; however, the bulk of the DNA
does not load or stay within the liposomes.
Furthermore, most of the processes used
for loading nucleic acids within liposomes
are extremely time-consuming and not
cost effective. Therefore, SUVs are not
the ideal liposomes for creating nonviral
vehicles for targeted delivery.

Complexes made using MLVs appear as
‘‘Swiss rolls’’ when viewing cross-sections
by cryoelectron microscopy. These com-
plexes can become too large for systemic
administration or deliver nucleic acids in-
efficiently into cells due to the inability to
‘‘unravel’’ at the cell surface. Addition of
ligands onto MLV liposome–DNA com-
plexes further aggravates these problems.
Therefore, MLVs are not useful for the
development of targeted delivery of nu-
cleic acids.

Using a formulation developed in our
laboratory, nucleic acids are efficiently
encapsulated between two bilamellar in-
vaginated vesicles, BIVs. We created these
unique structures using 1,2-bis(oleoyloxy)-
3-(trimethylammino)propane (DOTAP)
and cholesterol (Chol) and a novel for-
mulation procedure. This procedure is
different because it includes a brief, low
frequency sonication followed by man-
ual extrusion through filters of decreasing
pore size. The 0.1 and 0.2 µm filters used
are made of aluminum oxide and not poly-
carbonate that is typically used by other
protocols. Aluminum oxide membranes
contain more pores per surface area, evenly
spaced and sized pores, and pores with
straight channels. During the manual ex-
trusion process, the liposomes are passed
through each of the four different sized
filters only once. This process produces
88% invaginated liposomes. Use of high-
frequency sonication and/or mechanical
extrusion produces only SUVs.

The BIVs produced condense, unusu-
ally large amounts of nucleic acids of
any size Fig. 2 or viruses Fig. 3. Fur-
thermore, addition of other DNA con-
densing agents including polymers is not
necessary. For example, condensation of
plasmid DNA onto polymers first before
encapsulation in the BIVs did not in-
crease condensation or subsequent gene
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Assembly of complexes

4 nm
2.5 nm

4 nm

Fig. 2 Proposed model showing
cross sections of extruded DOTAP:
Chol liposomes (BIVs) interacting
with nucleic acids. Nucleic acids
adsorb onto a BIV via electrostatic
interactions. Attraction of a second BIV
to this complex results in further
charge neutralization. Expanding
electrostatic interactions with nucleic
acids cause inversion of the larger BIV
and total encapsulation of the nucleic
acids. Inversion can occur in these
liposomes because of their excess
surface area, which allows them to
accommodate the stress created by the
nucleic acid–lipid interactions. Nucleic

acid binding reduces the surface area of the outer leaflet of the bilayer and induces the negative
curvature due to lipid ordering and reduction of charge repulsion between cationic lipid headgroups.
Condensation of the internalized nucleic acid–lipid sandwich expands the space between the bilayers
and may induce membrane fusion to generate the apparently closed structures. The enlarged area
shows the arrangement of nucleic acids condensed between two 4 nm bilayers of extruded
DOTAP:Chol.

Assembly of BIV + adenovirus complexes Fig. 3 Proposed model showing cross sections of an
extruded DOTAP:Chol liposome (BIV) interacting with
adenovirus. Adenovirus interacts with a BIV causing
negative curvature and wrapping around the
virus particle.

expression after transfection in vitro or
in vivo. Encapsulation of nucleic acids
by these BIVs alone is spontaneous and
immediate, and, therefore, cost effective,
requiring only one step of simple mix-
ing. The extruded DOTAP:Chol–nucleic
acid complexes are also large enough so
that they are not cleared rapidly by Kupf-
fer cells in the liver and yet extravasate
across tight barriers, including the en-
dothelial cell barrier of the lungs in a

normal mouse, and diffuse through tar-
get organs efficiently. Our recent work
demonstrating efficacy for treatment of
nonsmall cell lung cancer showed that only
BIV DOTAP:Chol-p53 DNA–liposome
complexes produced efficacy, and SUV
DOTAP:Chol-p53 DNA–liposome com-
plexes produced no efficacy. Therefore, the
choice of lipids alone is not sufficient for
optimal DNA delivery, and the morphology
of the complexes is essential.
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4
Optimal Lipids and Liposome Morphology:
Effects on Gene Delivery and Expression

Choosing the best cationic lipids and neu-
tral lipids is also essential for producing
the optimal in vivo formulation. For ex-
ample, using our novel manual extrusion
procedure does not produce BIVs using
the cationic lipid dimethyldioctadecylam-
monium bromide (DDAB). Furthermore,
DOTAP is biodegradable, whereas DDAB
is not biodegradable. Use of biodegrad-
able lipids is preferred for use in hu-
mans. Furthermore, only DOTAP- and
not DDAB-containing liposomes produced
highly efficient gene expression in vivo.
DDAB did not produce BIVs and was
unable to encapsulate nucleic acids. Ap-
parently, DDAB- and DOTAP-containing
SUVs produce similar efficiency of gene
delivery in vivo; however, these SUVs
are not as efficient as BIV DOTAP:Chol.
In addition, use of L-α dioleoyl phos-
phatidylethanolamine (DOPE) as a neutral
lipid creates liposomes that cannot wrap or
encapsulate nucleic acids. Several investi-
gators have reported efficient transfection
of cells in culture using DOPE in liposomal
formulations. However, our data showed
that formulations consisting of DOPE were
not efficient for producing gene expression
in vivo.

Investigators must also consider the
source and lot of certain lipids purchased
from companies. For example, different
lots of cholesterol from the same ven-
dor can vary dramatically and will affect
the formulation of liposomes. Currently,
we are using synthetic cholesterol (Sigma,
St. Louis, MO). The Food and Drug Ad-
ministration prefers synthetic cholesterol
instead of natural cholesterol that is pu-
rified from the wool of sheep for use

in producing therapeutics for injection
into humans.

Our BIV formulations are also stable for
a few years as liquid suspensions. Freeze-
dried formulations can also be made
that are stable indefinitely even at room
temperature. Stability of liposomes and
liposomal complexes is also essential, par-
ticularly for the commercial development
of human therapeutics.

5
Liposome Encapsulation, Flexibility, and
Optimal Colloidal Suspensions

A common belief is that artificial vehicles
must be 100 nm or smaller to be effective
for systemic delivery. However, this belief
is most likely true only for large, inflexible
delivery vehicles. Blood cells are several
microns (up to 7000 nm) in size, and yet
have no difficulty circulating in the blood,
including through the smallest capillaries.
However, sickle cell blood cells, that are
rigid, do have problems in the circulation.
Therefore, we believe that flexibility is a
more important issue than small size. In
fact, BIV DNA–liposome complexes in the
size range of 200 to 450 nm produced the
highest levels of gene expression in all
tissues after intravenous injection. Kupf-
fer cells in the liver quickly clear delivery
vehicles (including nonviral vectors and
viruses) that are not PEGylated and are
smaller than 200 nm. Therefore, increased
size of liposomal complexes could extend
their circulation time, particularly when
combined with injection of high colloidal
suspensions. BIVs were able to encapsu-
late nucleic acids and viruses apparently
due to the presence of cholesterol in the
bilayer (Fig. 4). Whereas, formulations in-
cluding DOPE instead of cholesterol could
not assemble nucleic acids by a ‘‘wrapping
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Fig. 4 Cryoelectron
micrograph of BIV
DOTAP:Chol–DNA–liposome
complexes. The plasmid DNA is
encapsulated between two BIVs.

Fig. 5 Cryoelectron micrograph of
extruded DOTAP:DOPE liposomes
complexed to plasmid DNA. Although
these liposomes were prepared by the
same protocol that produces BIV
DOTAP:Chol, these vesicles cannot
wrap and encapsulate nucleic acids. The
DNA condenses on the surfaces of the
liposomes shown.

type’’ of mechanism (Fig. 5), and produced
little gene expression in the lungs and
no expression in other tissues after intra-
venous injections. Because the extruded
DOTAP:Chol BIV complexes are flexible
and not rigid, are stable in high concentra-
tions of serum, and have extended half-life,
they do not have difficulty circulating effi-
ciently in the bloodstream.

We believe that colloidal properties of
nucleic acid–liposome complexes also de-
termine the levels of gene expression
produced after in vivo delivery. These prop-
erties include the DNA:lipid ratio that

determines the overall charge density of
the complexes and the colloidal suspen-
sion that is monitored by its turbidity.
Complex size and shape, lipid composi-
tion and formulation, and encapsulation
efficiency of nucleic acids by the liposomes
also contribute to the colloidal properties
of the complexes. The colloidal properties
affect serum stability, protection from nu-
clease degradation, blood circulation time,
and biodistribution of the complexes.

Our in vivo transfection data showed that
an adequate amount of colloids in suspen-
sion was required to produce efficient gene
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expression in all tissues examined. The
colloidal suspension is assessed by mea-
surement of adsorbance at 400 nm using a
spectrophotometer optimized to measure
turbidity. Our data showed that transfec-
tion efficiency in all tissues corresponded
to OD400 of the complexes measured prior
to intravenous injection.

6
Overall Charge of Complexes and Entry into
the Cell

In addition, our delivery system is efficient
because the complexes deliver DNA into
cells by fusion with the cell membrane
and avoid the endocytic pathway (Fig. 6).
Cells are negatively charged on the sur-
face, and specific cell types vary in their
density of negative charge. These differ-
ences in charge density can influence the
ability of cells to be transfected. Cationic
complexes have nonspecific ionic charge
interactions with cell surfaces. Efficient
transfection of cells by cationic complexes
is, in part, contributed by adequate charge
interactions. In addition, recent publica-
tions report that certain viruses have a
partial positive charge around key subunits

of viral proteins on the virus surface
responsible for binding to and internaliza-
tion through target cell surface receptors.
Therefore, this partial positive charge is
required for virus entry into the cell. Thus,
maintenance of adequate positive charge
on the surface of targeted liposome com-
plexes is essential for optimal delivery into
the cell. Different formulations of lipo-
somes interact with cell surfaces via a
variety of mechanisms. Two major path-
ways for interaction are by endocytosis or
by direct fusion with the cell membrane.
Preliminary data suggest that nucleic acids
delivered in vitro and in vivo using com-
plexes developed in our lab enter the
cell by direct fusion (Fig. 6). Apparently,
the bulk of the nucleic acids do not en-
ter endosomes, and, therefore, far more
nucleic acid enters the nucleus. Cell trans-
fection by direct fusion produces orders
of magnitude increased levels of gene ex-
pression and numbers of cells transfected
versus cells transfected through the endo-
cytic pathway.

We believe that maintenance of ade-
quate positive charge on the surface of
complexes is essential to drive cell entry by
direct fusion. Therefore, we create targeted
delivery of our complexes in vivo without

Cell entry of complexes

Endocytosis

Nucleus Nucleus

Degradation
in lysosomes

Fusion

Fig. 6 Mechanisms for cell entry of nucleic acid–liposome complexes.
Two major pathways for interaction are by endocytosis or by direct fusion
with the cell membrane. Complexes that enter the cell by direct fusion
allow delivery of more nucleic acids to the nucleus because the bulk of the
nucleic acids do not enter endosomes.
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4. Gene
transcription 

1. Unmasking of targeted 
liposome/DNA complex

2. Fusion of
liposome/DNA complex

6. Therapeutic
protein

3.  DNA
released

Target cell

5. Translation

Nucleus

Fig. 7 Optimized strategy for delivery and gene expression in the target cell.
Optimization of many steps is required to achieve targeted delivery, deshielding,
fusion with the cell membrane, entry of nucleic acids into the cell and to the nucleus,
and production of gene expression of a cDNA cloned in a plasmid.

the use of PEG. These ligand-coated com-
plexes also reexpose the overall positive
charge of the complexes as they approach
the target cells. Through ionic interac-
tions or covalent attachments, we have
added monoclonal antibodies, Fab frag-
ments, proteins, partial proteins, peptides,
peptide mimetics, small molecules, and
drugs to the surface of our complexes after
mixing. These ligands efficiently bind to
the target cell surface receptor, and main-
tain entry into the cell by direct fusion.
Using novel methods for addition of lig-
ands to the complexes for targeted delivery
results in further increased gene expres-
sion in the target cells after transfection.
Therefore, we design targeted liposomal
delivery systems that retain predominant
entry into cells by direct fusion versus
the endocytic pathway. Figure 7 shows our

optimized strategy to achieve targeted de-
livery, deshielding, fusion with the cell
membrane, entry of nucleic acids into the
cell and to the nucleus, and production
of gene expression of a cDNA cloned in
a plasmid.

7
Ligands Used for Targeted Delivery

Using liposomes that encapsulate nucleic
acids, ligands can be coated onto the sur-
face of the complexes formed (Fig. 8). We
have added monoclonal antibodies, Fab
fragments, proteins, partial proteins, pep-
tides, peptide mimetics, small molecules,
and drugs to the surface of the com-
plexes after mixing. Ligands are chosen
by their ability to efficiently bind to a
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Fig. 8 Cross sections of extruded
DOTAP:Chol-nucleic acid–liposome
complexes (left) that are coated with
ligands (right). Ligands are attached to
the surface of preformed nucleic
acid–liposome complexes by covalent
attachments through ‘‘linker lipids’’ (a)
or by ionic interactions (b).
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Attachment of ligands for targeted delivery

target cell surface receptor while main-
taining entry into the cell by direct fusion.
Entry into the cell will be discussed fur-
ther below. The ligands most useful for
gene therapeutics in humans will be those
that are smallest and possess high affinity
for the target receptor. Nonviral systems
are desirable because they can be repeat-
edly administered. Therefore, immune
responses may be generated in animals
or people upon repeated administration
of complexes containing too much lig-
and or too large a ligand on the surface.
These immune responses could cause
the targeted therapeutics to be unsafe
and/or ineffective for treatments in the
clinic.

However, often the ‘‘best ligand’’ is
not always available immediately. An
investigator could also wait for years for the
most appropriate ligand to be generated or
produced in the amounts required for large
experiments. Our experience shows that
much useful information can be generated
concerning targeting of a particular cell
surface receptor of interest using the ‘‘less-
than-ideal ligand’’ in vitro and in vivo in
pilot experiments while creating the best
ligand concurrently.

8
Attachment of Ligands

Generally, investigators attach ligands to
PEG for incorporation into liposomes and
other conjugates or for coating onto the
surface of complexes after mixing. After
extensive work with PEG in our lab, we
have chosen or created alternative methods
to use for the attachment of ligands, and
have avoided the use of PEG due to its
numerous disadvantages discussed above
and below in this chapter.

Alternative strategies to the use of PEG
include attachment of ligands through
ionic interactions or by covalent attach-
ment to ‘‘linker lipids’’. The ligands listed
in the section above are generally nega-
tively charged. Therefore, the ligands can
simply be adsorbed onto the surface of
complexes with encapsulated nucleic acids
after mixing (Fig. 8b). Additional moieties
can be added to the ligand to increase
the amount of negative charge, and yet
do not interfere with the ability of the
modified ligand to efficiently bind to the
appropriate cell surface receptor. For ex-
ample, we used succinylated asialofetuin
to target delivery of DNA–liposome com-
plexes to the asialoglycoprotein receptor on
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hepatocytes in the liver. The succinic acid
amides provided greater negative charge to
asialofetuin, and, therefore, bound to the
surface of complexes more efficiently than
asialofetuin alone. The amount used for
adsorption onto the surface of complexes is
ligand dependent. Titration studies must
be performed to determine the optimal
amount of ligand to coat onto the surface
of complexes. Ultimately, in vivo transfec-
tion experiments must be performed to
verify the optimal amount of ligand to
use to provide delivery to the target cells
and the highest levels of gene expression
in these cells with no generation of an
immune response.

Ligands or modified ligands contain-
ing reactive groups can be covalently
attached to linker lipids (Fig. 8a). These
ligand–lipid conjugates must be checked
for optimal activity of the ligand to bind
to its receptor. Furthermore, the cova-
lent linkage must not be immunogenic
in animals or people after repeated ad-
ministration. Ligand–lipid conjugates can
be spontaneously inserted into the out-
side membrane of complexes in which
the nucleic acids are encapsulated within
liposomes (Figure 8b). The amount of
ligand–lipid used for insertion into the
surface of complexes is also ligand depen-
dent. Titration studies must be performed
to determine the optimal amount of lig-
and–lipid to insert into the surface of
complexes. Again, in vivo transfection ex-
periments must be performed to verify
the optimal amount of ligand–lipid to use
to provide delivery to the target cells and
the highest levels of gene expression in
these cells with no generation of an im-
mune response.

Using the alternative approaches de-
scribed above, we have produced com-
plexes that provide delivery of nucleic
acids to target cells. Furthermore, the

gene expression in the target cells us-
ing the targeted complexes is higher
than that using the ‘‘generic’’ extruded
DOTAP:Chol complexes.

9
Serum Stability of Optimized Nucleic
Acid–Liposome Complexes for Use in vivo

Serum stability of cationic complexes
is complicated and cannot be assessed
by simply performing studies at a ran-
dom concentration of serum. Figure 9
shows results from serum stability stud-
ies of DNA–liposome complexes that
have been optimized in our laboratory
for systemic delivery. Serum stability of
these complexes was studied at 37 ◦C
out to 24 h at concentrations of serum
ranging from 0 to 100%. Two different
serum stability assays were performed.
The first assay measured the OD400 of
BIV DOTAP:Chol–DNA–liposome com-
plexes added into tubes containing a
different concentration of serum in each
tube, ranging from 0 to 100%. The
tubes were incubated at 37 ◦C, and
small aliquots from each tube were re-
moved at various time points out to
24 h. The OD400 of each aliquot was
measured on a spectrophotometer cali-
brated to accurately measure turbidity.
Previous work in our laboratory demon-
strated that the OD400 predicted both
the stability of the complexes and the
transfection efficiency results obtained
for multiple organs after intravenous in-
jections. Percent stability for this assay
is defined as the transfection efficiency
that is obtained at a particular OD400
of the complexes used for intravenous
injections. Therefore, this assay is rig-
orous because slight declines in OD400
of these complexes result in obtaining
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Serum stability of complexes
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Fig. 9 Serum stability profile for DNA–liposome complexes optimized
for systemic delivery. Serum stability of these complexes was studied at
37 ◦C out to 24 h at concentrations of serum ranging from 0 to 100%.
Serum stability at the highest concentrations of serum, about 70 to
100%, that are physiological concentrations of serum found in the
bloodstream is required.

no transfection in vivo. Declines in the
OD400 also measure precipitation of the
complexes.

A second assay was performed to
support the results obtained from the
OD400 measurements described above. A
different concentration of serum, ranging
from 0 to 100%, was placed into each
well of a 96-well micro titer dish. BIV
DOTAP:Chol–DNA–liposome complexes
were added to the serum in the wells,
and the plate was incubated at 37 ◦C.
The plate was removed at various time
points out to 24 h and complexes in the
wells were observed under the microscope.
Precipitation of complexes in the wells
was assessed. 100% stability was set at
no precipitation observed. Results from
this assay were compared with those
obtained in the first assay. 100% stability
of complexes was set at no decline of
OD400 in assay #1 and no observed
precipitation in assay #2 at each % serum

concentration, and the results were plotted
(Fig. 9).

The results showed serum stability
at the highest concentrations of serum,
about 70 to 100%, that are physiological
concentrations of serum found in the
bloodstream. In addition, these complexes
were also stable in no or low concentrations
of serum. The complexes were unstable
at 10 to 50% serum, perhaps due to salt
bridging. Therefore, in vitro optimization
of serum stability for formulations of
cationic complexes must be performed
over a broad range of serum concentration
to be useful for applications in vivo.

10
Optimized Half-life in the Circulation

As stated above, the extruded BIV
DOTAP:Chol–nucleic acid complexes are
large enough so that they are not cleared
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rapidly by Kupffer cells in the liver and yet
extravasate across tight barriers and diffuse
through the target organ efficiently. Fur-
ther addition of ligands to the surface of
extruded BIV DOTAP:Chol–nucleic acid
complexes does not significantly increase
the mean particle size. Extravasation and
penetration through the target organ and
gene expression produced after transfec-
tion are not diminished. These modified
formulations are positively charged and
deliver nucleic acids efficiently into cells
in vitro and in vivo. Because extruded
BIV DOTAP:Chol–nucleic acid complexes
with or without ligands have a 5-h half-
life in the circulation, these complexes
do not accumulate in the skin, hands, or
feet. Extended half-life in the circulation
is provided primarily by the formulation,
preparation method, injection of optimal
colloidal suspensions, and optimal nucleic
acid:lipid ratio used for mixing complexes,
serum stability, and size (200 to 450 nm).
Therefore, these BIVs are ideal for use in
the development of effective, targeted non-
viral delivery systems that clearly require
encapsulation of nucleic acids.

11
Broad Biodistribution of Optimized
Liposome Formulations

Our ‘‘generic’’ BIV nucleic acid–liposome
formulation transfects many organs and
tissues efficiently after intravenous injec-
tion, and has demonstrated efficacy in
animal models for lung cancer, pancre-
atic cancer, breast cancer, Hepatitis B and
C (Clawson and Templeton, unpublished
data), and cardiovascular diseases. There-
fore, optimization of the morphology of the
complexes, the lipids used, flexibility of the
liposomes and complexes, colloidal sus-
pension, overall charge, serum stability,

and half-life in circulation allows for effi-
cient delivery and gene expression in many
organs and tissues other than the lung.
Apparently, these extruded DOTAP:Chol
BIV nucleic acid–liposome complexes can
overcome the tendency to be adsorbed only
by the endothelial cells lining the circula-
tion surrounding the lungs described by
other investigators. However, as discussed
above and below, we can further direct
delivery to specific target tissues or cells
by our targeted delivery strategies in com-
bination with reversible masking used to
bypass nonspecific transfection.

12
Optimization of Targeted Delivery

Much effort has been made to specifically
deliver nucleic acid–liposome complexes
to target organs, tissues, and/or cells. Lig-
ands that bind to cell surface receptors are
usually attached to PEG and then attached
to the cationic or anionic delivery vehi-
cle. Owing to the shielding of the positive
charge of cationic complexes by PEG, deliv-
ery to the specific cell surface receptor can
be accomplished by only a small fraction of
complexes injected systemically. Further-
more, delivery of PEGylated complexes
into the cell occurs predominantly through
the endocytic pathway, and subsequent
degradation of the bulk of the nucleic acid
occurs in the lysosomes. Thus, gene ex-
pression is generally lower in the target cell
than when using the nonspecific delivery
of highly efficient cationic complexes.

As discussed above, the vast majority
of the injected PEGylated complexes by-
passes the target cell. Apparently, the PE-
Gylated complexes cannot utilize critical
charge interactions for optimal transfec-
tion into cells by direct fusion. Inability to
expose positive charge on the surface of
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optimized complexes results in the trans-
fection of fewer cells. PEGylation was first
used to increase the half-life of complexes
in the circulation and to avoid uptake in
the lung. However, this technology also
destroys the ability to efficiently transfect
cells. We were able to increase the half-life
in circulation of BIVs to 5 h without the
use of PEG. Because the extended half-life
of BIVs is not too long, this delivery system
does not result in the accumulation of com-
plexes in nontarget tissues that circulate
for one to three days. Some investigators
have now reported targeted delivery that
produces increased gene expression in the
target cell over their nontargeted com-
plexes. However, these nontargeted and
targeted delivery systems are inefficient
compared to efficient delivery systems
such as the BIVs.

In using the extruded BIV DOTAP:
Chol–nucleic acid:liposome complexes,
we produced an optimal half-life in the cir-
culation without the use of PEG. Extended
half-life was produced primarily by the for-
mulation, preparation method, injection of
optimal colloidal suspensions, serum sta-
bility, and optimal nucleic acid:lipid ratio
used for mixing complexes, and size (200
to 450 nm). Furthermore, we avoided up-
take in the lungs using the negative charge
of the ligands and ‘‘shielding/deshielding
compounds’’ that can be added to the
complexes used for targeting just prior
to injection or administration in vivo. Our
strategy to bypass nonspecific transfection
is called reversible masking. Addition of lig-
ands using the novel approaches that we
developed, adequate overall positive charge
on the surface of complexes is preserved.
In summary, we achieve optimal circu-
lation time of the complexes, reach and
deliver to the target organ, avoid uptake in
nontarget tissues, and efficiently interact

with the cell surface to produce optimal
transfection.

13
Efficient Dissemination Throughout Target
Tissues and Migration Across Tight Barriers

A primary goal for efficient in vivo delivery
is to achieve extravasation into and pene-
tration throughout the target organ/tissue
ideally by noninvasive systemic adminis-
tration. Without these events, therapeutic
efficacy is highly compromised for any
treatment, including gene and drug ther-
apies. Achieving this goal is difficult be-
cause of the many tight barriers that exist
in animals and people. Furthermore, many
of these barriers become tighter in the tran-
sition from neonates to becoming adults.
Penetration throughout an entire tumor is
further hindered because of the increased
interstitial pressure within most tumors.
We believe that nonviral systems can play
a pivotal role in achieving target organ
extravasation and penetration needed to
treat or cure certain diseases. Our prelim-
inary studies have shown that extruded
BIV DOTAP:Chol–nucleic acid:liposome
complexes can extravasate across tight
barriers and penetrate evenly through-
out entire target organs, and viral vectors
cannot cross identical barriers. These bar-
riers include the endothelial cell barrier
in a normal mouse, the posterior blood
retinal barrier in adult mouse eyes, com-
plete and even diffusion throughout large
tumors, and penetration through several
tight layers of smooth muscle cells in
the arteries of pigs. Diffusion throughout
large tumors was measured by expres-
sion of ß-galactosidase or the proapoptotic
gene p53 in about half of the p53-
null tumor cells after a single injection
of BIV DOTAP:Chol – DNA–liposome



314 Liposome Gene Transfection

complexes into the center of a tumor.
Transfected cells were evenly spread
throughout the tumors. Tumors injected
with complexes encapsulating plasmid
DNA encoding p53 showed apoptosis in
almost all of the tumor cells by TUNEL
staining. Tumor cells expressing p53 me-
diate a bystander effect on neighboring
cells perhaps due to upregulation by Fas
ligand that causes nontransfected tumor
cells to undergo apoptosis. Currently,
we are investigating the mechanisms
used by extruded DOTAP:Chol–nucleic
acid:liposome complexes to cross barriers
and penetrate throughout target organs. By
knowing more about these mechanisms,
we hope to develop more robust nonviral
gene therapeutics.

14
Optimization of Plasmids for in vivo Gene
Expression

Delivery of DNA and subsequent gene
expression may be poorly correlated.
Investigators may focus solely on the
delivery formulation as the source of
poor gene expression. In many cases,
however, the delivery of DNA into the
nucleus of a particular cell type may
be efficient, although little or no gene
expression is achieved. The causes of
poor gene expression can be numerous.
The following issues should be considered
independent of the delivery formulation,
including suboptimal promoter-enhancers
in the plasmid, poor preparation of
plasmid DNA, and insensitive detection
of gene expression.

Plasmid expression cassettes typically
have not been optimized for animal
studies. For example, many plasmids lack
a full-length CMV promoter-enhancer.
Over one hundred variations of the

CMV promoter-enhancer exist, and some
variations produce greatly reduced or no
gene expression in certain cell types. Even
commercially available plasmids contain
suboptimal CMV promoters-enhancers,
although these plasmids are advertised
for use in animals. Furthermore, upon
checking the company data for these
plasmids, one would discover that these
plasmids have never been tested in
animals and have been tested in only
one or two cultured cell lines. Conversely,
plasmids that have been optimized for
overall efficiency in animals may not be
best for transfection of certain cell types
in vitro or in vivo. For example, many
investigators have shown that optimal
CMV promoters-enhancers produce gene
expression at levels several orders of
magnitude less in certain cell types.
In addition, one cannot assume that
a CMV promoter that expresses well
within the context of a viral vector, such
as adenovirus, will function as well in
a plasmid-based transfection system for
the same cell context. Virus proteins
produced by the viral vector are required
for producing high levels of mRNA by the
CMV promoter in specific cell nuclei.

Ideally, investigators design custom
promoter-enhancer chimeras that produce
the highest levels of gene expression in
their target cells of interest. Recently, we
designed a systematic approach for cus-
tomizing plasmids used for breast cancer
gene therapy using expression profiling.
Gene therapy clinical trials for cancer fre-
quently produce inconsistent results. We
believe that some of this variability could
result from differences in transcriptional
regulation that limit expression of ther-
apeutic genes in specific cancers. Our
systemic liposomal delivery of a nonviral
plasmid DNA showed efficacy in animal
models for several cancers. However, we
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observed large differences in the levels
of gene expression from a CMV promoter-
enhancer between lung and breast cancers.
To optimize gene expression in breast
cancer cells in vitro and in vivo, we cre-
ated a new promoter-enhancer chimera to
regulate gene expression. Serial analyses
of gene expression (SAGE) data from a
panel of breast carcinomas and normal
breast cells predicted promoters that are
highly active in breast cancers, for exam-
ple, the glyceraldehyde 3-phosphate dehy-
drogenase (GAPDH) promoter. Further-
more, GAPDH is upregulated by hypoxia,
which is common in tumors. We added
the GAPDH promoter, including the hy-
poxia enhancer sequences, to our in vivo
gene expression plasmid. The novel CMV-
GAPDH promoter-enhancer showed up to
70-fold increased gene expression in breast
tumors compared to the optimized CMV
promoter-enhancer alone. No significant
increase in gene expression was observed
in other tissues. These data demonstrate
tissue-specific effects on gene expression
after nonviral delivery, and suggest that
gene delivery systems may require plas-
mid modifications for the treatment of
different tumor types. Furthermore, ex-
pression profiling can facilitate the design
of optimal expression plasmids for use in
specific cancers.

Several reviews have stated that non-
viral systems are intrinsically inefficient
compared to viral systems. However, as
discussed above, one must separate issues
of the delivery vehicle versus the plas-
mid that is delivered. Case in point, we
have shown that our extruded liposomes
optimized for systemic delivery could out-
compete delivery using a lentivirus. For
example, we have compared SIVmac239,
a highly noninfectious virus, with nonviral
delivery of SIVmac239 DNA complexed
to BIVs in adult rhesus macaques after

injection into the saphenous vein of the
leg. Our data showed that the monkeys
injected with SIV DNA encapsulated in
DOTAP:Chol BIVs were infected four days
postinjection, and high levels of infection
were produced in these monkeys at 14 days
postinjection. Furthermore, higher levels
of SIV RNA in the blood were produced us-
ing our BIV liposomes for delivery versus
that using the SIV virus. CD4 counts were
measured before and after injections. CD4
levels dropped in all monkeys to the lowest
levels ever detected in the macaques in any
experiment by 28 days postinjection, the
first time point at which these counts were
measured postinjection. All monkeys had
clinical SIV infections and lost significant
weight by day 28. These results were sur-
prising because SIVmac239 is not highly
infectious, and monkeys become sick with
SIV infection only after several months or
years postinjection with SIVmac239 virus.
Therefore, we were able to induce SIV in-
fection faster using our nonviral delivery
of SIV plasmid DNA. In this case, we de-
livered a replication-competent plasmid so
that gene expression increased over time
posttransfection. Our delivery system was
highly efficient and exceeded that of the
lentivirus. The critical feature in this non-
viral experiment was the plasmid DNA that
was delivered.

Plasmids can be engineered to provide
for specific or long-term gene expression,
replication, or integration. Persistence el-
ements, such as the inverted terminal re-
peats from adenovirus or adeno-associated
virus, have been added to plasmids to pro-
long gene expression in vitro and in vivo.
Apparently, these elements bind to the nu-
clear matrix thereby retaining the plasmid
in cell nuclei. For regulated gene expres-
sion, many different inducible promoters
are used that promote expression only in
the presence of a positive regulator or in
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the absence of a negative regulator. Tissue
specific promoters have been used for the
production of gene expression exclusively
in the target cells. As discussed in the previ-
ous paragraph, replication-competent plas-
mids or plasmids containing sequences for
autonomous replication can be included
that provide prolonged gene expression.
Other plasmid-based strategies produce
site-specific integration or homologous re-
combination within the host cell genome.
Integration of a cDNA into a specific
‘‘silent site’’ in the genome could pro-
vide long-term gene expression without
disruption of normal cellular functions.
Homologous recombination could cor-
rect genetic mutations upon integration
of wild-type sequences that replace muta-
tions in the genome. Plasmids that contain
fewer bacterial sequences and that produce
high yield upon growth in Escherichia coli
are also desirable.

15
Optimization of Plasmid DNA Preparations

The transfection quality of plasmid DNA is
dependent on the preparation protocol and
training of the person preparing the DNA.
For example, we performed a blinded
study asking three people to make DNA
preparations of the same plasmid from the
same box of a Qiagen Endo-Free Plasmid
Preparation kit. One person then mixed
all of the DNA–liposome complexes on
the same morning using a single vial
of liposomes. One person performed all
tail vein injections, harvesting of tissues,
preparation of extracts from tissues, and
reporter gene assays on the tissue extracts.
In vivo gene expression differed 30-
fold among these three plasmid DNA
preparations.

One source for this variability is that
optimized methods to detect and remove
contaminants from plasmid DNA prepa-
rations have not been available. We have
identified large amounts of contaminants
that exist in laboratory and clinical grade
preparations of plasmid DNA. These con-
taminants copurify with DNA by anion
exchange chromatography and by cesium
chloride density gradient centrifugation.
Endotoxin removal does not remove these
contaminants. HPLC cannot detect these
contaminants. Therefore, we developed
three proprietary methods for the detec-
tion of these contaminants in plasmid
DNA preparations. We can now make
clinical grade good manufacturing prac-
tices (GMP) DNA that does not contain
these contaminants. To provide the great-
est efficacy and levels of safety, these
contaminants must be assessed and re-
moved from plasmid DNA preparations.
These contaminants belong to a class of
molecules known to inhibit both DNA
and RNA polymerase activities. Therefore,
gene expression posttransfection can be
increased by orders of magnitude if these
contaminants are removed from DNA
preparations. The presence of these con-
taminants in DNA also precludes high
dose delivery of DNA–liposome com-
plexes intravenously. Our group and other
investigators have shown that intravenous
injections of high doses of improved lipo-
somes alone cause no adverse effects in
small and large animals.

Some investigators have removed the
majority of CpG sequences from their plas-
mids and report reduced toxicity after in-
travenous injections of cationic liposomes
complexed to these plasmids. However,
only low doses containing up to 16.5 µg
of DNA per injection into each mouse
were shown to reduce toxicity. There-
fore, no significant dose response to CpG
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motifs in plasmid DNA was demonstrated.
To achieve efficacy for cancer metastases,
particularly in mice bearing aggressive tu-
mors, most investigators are interested in
injecting higher doses in the range of
50 to 150 µg of DNA per mouse. There-
fore, removal of CpG sequences from
plasmid-based gene therapy vectors will
not be useful for these applications be-
cause no difference in toxicity was shown
after intravenous injections of these higher
doses of plasmids, with or without reduced
CpG sequences, complexed to liposomes.
Therefore, we believe that removal of the
other contaminants in current DNA prepa-
rations, discussed above, is the major block
to the safe intravenous injection of high
doses of DNA–liposome complexes.

16
Detection of Gene Expression

Thought should also be given to choos-
ing the most sensitive detection method
for every application of nonviral delivery
rather than using the method that seems
most simple. For example, detection of
ß-galactosidase expression is far more sen-
sitive than that for the green fluorescent
protein (GFP). Specifically, 500 molecules
of ß-galactosidase (ß-gal) per cell are re-
quired for detection using X-gal staining.
Whereas, about one million molecules of
GFP per cell are required for direct detec-
tion. Furthermore, detection of GFP may
be impossible if the fluorescence back-
ground of the target cell or tissue is too
high. Detection of chloramphenicol acetyl-
transferase (CAT) is extremely sensitive
with little or no background detected in
untransfected cells. Often, assays for CAT
expression can provide more useful in-
formation than using ß-gal or GFP as
reporter genes.

Few molecules of luciferase in a cell
can be detected by luminescence assays
of cell or tissue extracts posttransfection.
The sensitivity of these assays is highly
dependent on the type of instrument
used to measure luminescence. However,
luciferase results may not predict the ther-
apeutic potential of a nonviral delivery
system. For example, if several hundred or
thousand molecules per cell of a therapeu-
tic gene are required to produce efficacy for
a certain disease, then production of only
few molecules will not be adequate. If only
few molecules of luciferase are produced
in the target cell using a specific nonvi-
ral delivery system, then the investigator
may be misled in using this system for
therapeutic applications.

Furthermore, noninvasive detection of
luciferase expression in vivo is not as sensi-
tive as luminescence assays of cell or tissue
extracts posttransfection. Recently, some
colleagues of mine tried cooled charge
coupled device (CCD) camera imaging
on live mice after intravenous injection
of other cationic liposomes complexed to
plasmid DNA encoding luciferase, and
they were not able to detect any trans-
fection. However, these liposomal delivery
systems had been used to detect lu-
ciferase by luminescence assays of organ
extracts. My colleagues detected luciferase
expression by CCD imaging after intra-
venous injections of BIV DOTAP:Chol-
luciferase DNA–liposome complexes. Us-
ing the same CCD imaging system fol-
lowing intravenous injections of PEI-DNA
complexes, extremely poor transfection
efficiency was observed in all tissues.
Because the luciferase protein is short-
lived, maximal expression was detected at
5 h posttransfection. Whereas, detection of
HSV-TK gene expression using microPET
imaging in the same mice was highest
at 24 h posttransfection. In contrast to
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luciferase, the CAT protein accumulates
over time, and, therefore, the investiga-
tor is not restricted to a narrow time
frame for assaying gene expression. Fur-
thermore, detection of CAT seems to be
more sensitive than CCD imaging of lu-
ciferase following intravenous injections
of DNA–liposome complexes. However,
the animals must be sacrificed in order
to perform CAT assays on tissue or or-
gan extracts. In summary, further work
is still needed to develop in vivo detec-
tion systems that have high sensitivity and
low background.

17
Optimization of Dose and Frequency of
Administration

To establish the maximal efficacy for the
treatment of certain diseases or for the
creation of robust vaccines, injections, or
administrations of the nonviral gene ther-
apeutic, and so on via different routes may
be required. For particular treatments, one
should not assume that one delivery route
is superior to others without performing
the appropriate animal experiments. In
addition, people with the appropriate ex-
pertise should perform the injections and
administrations. In our experience, only a
minority of people who claim expertise in
performing tail vein injections can actually
perform optimal injections.

The optimal dose should be determined
for each therapeutic gene or other nucleic
acid that is administered. The investiga-
tor should not assume that the highest
tolerable dose is optimal for producing
maximal efficacy. The optimal administra-
tion schedule should also be determined
for each therapeutic gene or other nucleic
acid. To progress faster, some investigators
have simply used the same administration

schedule that they used for chemother-
apeutics, for example. The investigator
should perform in vivo experiments to
determine when gene expression and/or
efficacy drops significantly. Most likely,
readministration of the nonviral gene ther-
apeutic is not necessary until this drop
occurs. Loss of the therapeutic gene prod-
uct will vary with the half-life of the
protein produced. Therefore, if a thera-
peutic protein has a longer half-life, then
the gene therapy could be administered
less frequently.

18
Summary

Overcoming some hurdles remains in
the broad application of nonviral delivery;
however, we are confident that we will
successfully accomplish the remaining
challenges soon. Furthermore, we predict
that eventually the majority of gene
therapies will utilize artificial reagents that
can be standardized and regulated as drugs
rather than biologics. We will continue
to incorporate the molecular mechanisms
of viral delivery that produce efficient
delivery to cells into artificial systems.
Therefore, the artificial systems, including
liposomal delivery vehicles, will be further
engineered to mimic the most beneficial
parts of the viral delivery systems while
circumventing their limitations. We will
also maintain the numerous benefits of
the liposomal delivery systems discussed
in this chapter.
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β-catenin
A proto-oncogene when mutated contributes to the development of liver cancer.

Cyclin D1
A gene-encoding cyclin partner of cyclin-dependent kinase 4 that is amplified in
liver cancers.

Hepatitis B Virus
A small DNA virus that infects hepatocytes in the liver, causing acute or chronic hepatitis.

Hepatitis C Virus
A small RNA virus infecting hepatocytes in the liver, causing acute or chronic hepatitis.

P16INK4a

The gene encoding a protein that inhibits the activity of cyclin-dependent kinase 4 that
is inactivated by de novo methylation in different cancers, including liver cancers.

p53
A tumor suppressor gene that is inactivated by mutation in different cancers including
liver cancers.

� Primary liver cancer is the fifth most common cancer worldwide. Hepatocellular
carcinoma (HCC), which constitutes 80% of liver cancers, is linked etiologically to
hepatitis B virus (HBV), hepatitis C virus (HCV), and aflatoxins. Hepatocellular
carcinoma results from malignant transformation of hepatocytes and/or its
progenitor cells. Viral factors appear to contribute to hepatocellular carcinogenesis
nonspecifically by inducing chronic liver regeneration leading to cirrhosis, followed
by HCC. Major cellular genes that are mutated in HCC are β-catenin and Cyclin
D1 oncogene, as well as p53 and axin1 tumor suppressor genes. P16INK4a,
another tumor suppressor gene is inactivated by promoter hypermethylation. These
mutations affect p53, retinoblastoma, and wnt pathways in HCC, leading to a loss of
proliferation control, escape from apoptosis and senescence, and probably, aberrant
differentiation process.

1
Epidemiology of Liver Cancers and
Hepatocellular Carcinoma

Primary liver cancer is a major public
health problem, worldwide. It is the fifth

most common cancer in the world, and
third most common cause of cancer-
related death. Hepatocellular carcinoma,
cholangiocarcinoma, and hepatoblastoma
are the main forms of cancer of the liver.
However, the great majority (more than
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80%) of primary liver tumors are HCCs.
More than 500 000 new cases of HCC are
diagnosed each year. Long considered as a
disease of people living in Africa and Asia,
HCC is now becoming a serious health
threat in Europe and North America also
because of its rising incidence.

Chronic infection with HBV, HCV, as
well as naturally occurring aflatoxins were
classified as carcinogenic to humans by
International Agency for Cancer Research
(IARC) working groups. These three
etiologic factors constitute the majority
of liver cancer risk factors in the world.
Other risk factors for liver carcinomas are
alcohol, nonviral cirrhosis, autoimmune
chronic active hepatitis, and metabolic
diseases, such as α-1-antitrypsin deficiency
and hemochromatosis. Hepatitis B virus
is the major etiology in Asia and Africa,
whereas HCV appears to be more involved
in HCCs occurring in Japan, Europe, and
North America.

All major etiological factors of HCC
have in common the ability to cause
chronic liver disease leading to viral
cirrhosis, which represents the single
most common cause of these tumors
with a contribution to over 80% of these
cancers. The chronic process leading to
cirrhosis with further development into
HCC may take many years. Therefore,
when analyzing the molecular etiology
of HCC, it is often to dissociate viral
from host-related contributions. Although
involved as major causes, HBV and
HCV differ from bona fide oncogenic
viruses such as human papillomavirus
16 in their contributions to cancer. Their
contribution to HCC appears to be rather
nonspecific, mainly through the chronic
liver regeneration process that they are
known to be more directly involved in.

2
Molecular Biology of Hepatocellular
Carcinoma

The liver is the largest internal organ that
exhibits endocrine, exocrine, metabolic,
and detoxification activities. Hepatocytes
carry out the main functions of the liver
and account for approximately 80% of all
liver cells. Hepatocellular carcinoma is be-
lieved to originate from these mature cells,
and/or from their progenitors. Therefore, a
short overview of hepatogenesis and home-
ostasis of normal and diseased liver may
be helpful for a better understanding of
HCC biology.

2.1
Hepatogenesis and Homeostasis in the
Adult Liver

Hepatogenesis is a process that consists
of distinct developmental stages: compe-
tence, commitment, differentiation, and
morphogenesis of hepatocytes. The liver
develops from the ventral gut endoderm
juxtaposing the developing heart. The en-
tire embryonic endoderm is competent to
adopt a hepatic fate and expresses the tran-
scription factor HNF-3. Signals, including
FGFs, released by cardiac mesoderm act
on the underlying ventral endoderm of the
foregut, inducing it to commit to a hepatic
cell fate. In response to this, the prehep-
atic endoderm begins to express genes
associated with a differentiated hepatocyte
phenotype. At this stage of early develop-
ment, these cells are called hepatoblasts or
embryonic liver stem cells as they are at
least bipotential, giving rise to both hep-
atocyte and bile epithelial cell lineages.
The mechanisms controlling liver stem
cell phenotype and the bipotential cell lin-
eage commitment are mostly unknown. As
far as the hepatocyte lineage is concerned,
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expression of the full array of genes neces-
sary for hepatocyte function requires the
transcription factor HNF-4α. This differ-
entiation step is followed by a period of
rapid cell growth and morphogenesis that
results in a functioning liver. Growth of the
liver requires several transcription factors
expressed in hepatocytes including NF-κB,
c-Jun, and XBP-1.

The adult liver is estimated to be replaced
by normal tissue renewal approximately
once a year. This very slow process is
maintained mainly by proliferation of dif-
ferentiated hepatocytes. These hepatocytes
are also able to restore the replacement
of large volumes of liver tissue losses,
following partial hepatectomy, for exam-
ple, and during chronic liver diseases.
However, under experimental conditions
during which the proliferation of mature
hepatocytes is suppressed, the liver mass
can also be restored by adult liver cells,
also called oval cells believed to reside in
the liver. Furthermore, it has been shown
that liver hepatocytes can also be derived
from bone marrow cell populations in hu-
mans. Thus, the adult liver appears to be
equipped with a powerful cell renewal
system using mature hepatocytes, liver
stem cells, or even bone marrow–derived
stem cells.

2.2
Hepatocyte Regeneration During Chronic
Liver Disease

The major etiological factors of HCC,
namely, HBV and HCV may induce a
chronic disease characterized by repeated
inflammation, degeneration, and regen-
eration cycles in the liver. This chronic
process is maintained by repetitive cy-
cles of ‘‘exposure, inflammation, necro-
sis/apoptosis and regenerative response’’.
After tens of years, the chronic hepatitis

will lead to a cirrhosis stage, which is man-
ifested by metabolic and replicative failure
accompanied with the formation of fibro-
sis in the diseased liver. The HCC may
arise at this stage from dysplastic nod-
ules of hepatocytes without an overt stage
of adenoma. The major limiting factors
against the occurrence of malignant trans-
formation are cell death and senescence.
Therefore, HCC cells must acquire new
abilities to escape from these limiting fac-
tors, namely, resistance to both apoptosis
and senescence.

The process of inflammation in chronic
liver disease creates a sustained state of
oxidative stress. Reactive oxygen species
can be generated during the inflammatory
response to viral hepatitis or internally
by the metabolic stress of hepatocytes.
This oxidative stress is usually taken
care of, at least initially, by antioxidant
processes. Selenium is considered to
play an indirect antioxidant role as an
essential constituent of a selenoprotein,
namely, glutathione peroxidase (Gpx), in
elimination of cellular reactive oxygen
species. Cytosolic or classical Gpx (Gpx-
1) is considered as the most critical
enzyme for the protective effects of
selenium. It has recently been shown that
selenium deficiency leads to apoptosis in
hepatocyte-derived cells, due to oxidative
stress. On the other hand, most HCC
cells are tolerant to selenium deficiency
and oxidative stress-inducing conditions.
Thus, selenium deficiency in liver may
confer growth advantage to malignant
tumor cells, since they appear to adapt
themselves to a selenium-deficient cellular
environment.

Resistance to oxidative stress is probably
one of the many ways in which malignant
hepatocytes become resistant to apopto-
sis. Additional mechanisms involving the
apoptotic machinery itself exist. Among
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others, resistance to Fas-mediated apop-
tosis, changes in the expression of bcl-2
family of genes, as well as p53 gene muta-
tions appear to confer apoptosis resistance
to HCC cells.

2.3
Genetic and Epigenetic Changes in
Hepatocellular Carcinoma

Hepatocellular cancers display many chro-
mosomal changes (aneuploidies) such
as polyploidy, loss of heterozygosity, al-
lelic imbalance, amplifications as well as
translocations. Aneuploidy is a general fea-
ture of solid tumors, so its occurrence
in HCC is not surprising. In addition, it
is well established that HBV DNA inte-
grates into the host genome causing many
chromosomal rearrangements. It is ex-
pected that the chromosomal regions that
undergo tumor-specific changes harbor
critical genes involved in carcinogenesis.

Historically, the oncogenes were first
discovered as transforming viral genes.
It was later shown that most viral onco-
genes are activated forms or homologs of
cellular proto-oncogenes involved in posi-
tive regulation of cell proliferation. Cellular
proto-oncogenes can also be activated by
somatic or even germ-line mutations, in
the absence of viral participation. There
are several cellular oncogenes (β-catenin,
cyclins, etc.), which are considered as
oncogenic in human hepatocellular car-
cinogenesis. There are also suspected viral
oncogenes of HBV (mainly X gene) and
hepatitis C virus (mainly core gene), which
may contribute to hepatocellular cancer
development. However, despite endless ef-
forts, the true oncogenic role of these viral
genes in human hepatocellular carcino-
genesis is still a matter of debate (Table 1).

Tab. 1 The status of oncogenes and tumor
suppressor genes in hepatocellular cancers.

Gene Mutation (%) Other alterations

p53 28 HBx interaction
β-catenin 13–89c –
APCa 0–62c LOH
Axin 5 LOH
E-cadherin – LOH, methylation
Cyclin Db 11–13 –
Cyclin Ab 19 HBV integration
RB1 15 LOH, HD
p15INK4B 0 HD
p16INK4A 0–55a HD, methylation
p14ARF 0 –
p21KIP1/CIP1 5 –
M6P/IGF2R 0–33 HD
TGFRB2 0–44 –
Smad2 0–2 –
Smad4 0–6 –
IGF-2 – LOI
c-met 30d –
PTEN 0–5 LOH, HBx

interaction
K-ras 0–17 –
N-ras 0–16 Amplification
H-ras 0–10 Methylation
c-mycb 0–50 –
N-mycb 0 –
BRCA2a 5 LOH
hMLH1 – LOH
hMSH2 – LOH
DLC-1 – HD, hyper

methylation

aSomatic & germ-line mutations.
bAmplification.
cIn HCC and hepatoblastoma.
dIn childhood hepatocellular carcinoma only.
Notes: LOH: Loss of heterozygosity; HD:
homozygous deletion; LOI: Loss of imprinting.
Source: This table was constructed by the
modification of a table presented in Ozturk M.,
Cetin-Atalay R. (2003) Biology of Hepatocellular
Cancer, in: Rustgi A. (Ed.) Gastrointestinal
Cancers: Biology, Diagnosis and Therapy, 2nd
edition, Lippincott-Raven Press, New York.
Ozturk & Cetin-Atalay, 2003, to include recent
data for additional alterations.
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Tumor suppressor genes (or anti-
oncogenes) are another group of cellu-
lar genes whose inactivation contributes
to carcinogenesis. These genes, discov-
ered much later than oncogenes, ap-
pear to be the most frequently mutated
genes in different cancers, including hep-
atocellular cancers. To date, many tu-
mor suppressor genes including p53,
mannose-6-phosphate/insulin-like factor 2 re-
ceptor (M6P/IGF2R), retinoblastoma (RB1),
p16INK4A, adenomatosis polyposis coli (APC),
axin (axin1), and BRCA2 are known
to be mutated in hepatocellular cancers
(Table 1).

The list of hepatocellular cancer-asso-
ciated oncogenes and tumor suppressor
genes will probably grow over the coming
years to include many more genes. There
are at least two reasons to explain the high
number of altered genes in HCC. Firstly,
solid tumors in the adult may need the
accumulation of many genetic alterations
before they become clinically detectable.
Indeed, the well-known ‘‘latent period’’ be-
tween the first exposure to an etiological
agent (i.e. infection with HBV) and the
development of HCC is in favor of such
a hypothesis. Secondly, the multiplicity of
genetic alterations in HCC may indicate
that different etiological factors affect dif-
ferent sets of target genes in hepatocytes.
This etiologically defined genetic hetero-
geneity of HCC results in a phenotypic
heterogeneity of these tumors.

Here, we will review major oncogenes
and tumor suppressor genes involved in
HCC development.

2.3.1 Major Oncogenes

β-catenin (CTNNB1) gene This gene en-
codes a pivotal component of the Wnt
signaling pathway, which controls cell fate

decisions during animal development. In-
appropriate deregulation of this pathway
leads to cancer in a number of tissues. The
stability of β-catenin protein in the cyto-
plasm is low in unstimulated cells because
of proteasome-mediated degradation by a
protein complex, which consists of Axin,
Adenomatosis polyposis coli (APC), and
glycogen synthase kinase 3β (GSK3β).
Wnt signaling inhibits the kinase activity
of the quaternary complex. As a con-
sequence, β-catenin accumulates in the
cytoplasm, translocates to the nucleus, and
becomes a transcriptional coactivator of
T cell factor (TCF), the ultimate nuclear
target of Wnt signaling. The β-catenin
gene has recently been identified as one
of the most frequently mutated genes in
both hepatocellular carcinomas and hep-
atoblastomas. Both missense mutations
and in-frame deletions mostly affect only
exon 3 of β-catenin gene. These muta-
tions affect, as a rule, the N-terminal
region of β-catenin protein, which carry
serine/threonine phosphorylation motifs
involved in ‘‘marking’’ of the protein for
ubiquitin-mediated degradation. Reported
frequencies of β-catenin mutations in hu-
man HCC vary between 13 and 41%.
Nuclear accumulation of β-catenin was re-
ported to occur in 35% of HCCs. This could
be due to mutations on other genes in-
volved in β-catenin degradation. Axin gene
mutations were found in 5% of HCCs. We
have recently reported that, p53 mutations
cause in vitro accumulation of β-catenin.
It appears that β-catenin mutations in
HCCs are as frequent as p53 mutation
rates. Unlike p53, β-catenin mutations are
also frequent (about 30%) in chemically
induced rodent tumors. Childhood hep-
atoblastomas carry an even higher rate
of β-catenin mutations. The reported fre-
quencies vary between 48 and 89%, the
overall rate being 58%.
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Cyclin genes Cyclin genes comprise a
gene family involved in the stepwise
activation of cyclin-dependent kinases
(CDK) during the cell cycle. Historically,
the first cyclin gene known to be mutated
in HCC is CYCLIN A2 (CCNA2), which
was identified in the integration site of
HBV in a single tumor. Although this
type of cyclin gene alteration has not been
found in other tumors, this observation
provided new clues about the implications
of cyclin genes in HCC. Another cyclin
known to be altered in HCC is the Cyclin
D1 (CCND1; also called PRAD1) gene
whose product forms active complexes
with CDK4 enzyme during early G1 phase.
The amplification of Cyclin D gene was
observed in 10 to 13% of HCCs. Cyclin D
gene amplification in HCC appears to be a
late event, associated with more aggressive
tumors.

2.3.2 Major Tumor Suppressor Genes

P53 (TP53) gene Many reports now indi-
cate that the p53 gene, which is located
at chromosome 17p, is mutated in nearly
one third of HCCs, worldwide. All of the re-
ported p53 mutations in HCC are somatic.
Therefore, germ-line mutations of p53 ap-
pear not to predispose to HCC. Both the
frequency and the type of p53 mutations
are different depending on geographical
location and suspected etiology of these
tumors. An HCC-specific codon 249 mu-
tation (AGG->AGT leading to R249S),
suspected to be induced by aflatoxins, was
found in most HCCs from geographical
areas with high incidence of HCC and
with a high risk of exposure to aflatox-
ins. The codon 249 mutation is present in
36% of tumors from Africa and 32% of
tumors from China. These two regions of
the world are known for high incidence
of HCC, where both HBV and aflatoxins

are known to be the main etiological fac-
tors. In contrast, the codon 249 mutation is
seen in less than 4% of HCCs from Japan,
Europe, and North America, where HBV
and HCV, but not aflatoxins are the main
etiological factors. The overall frequency
of codon 249 mutations in the world is
11%. Mutations affecting other codons of
the p53 gene are detected in HCC and
their worldwide frequency is 18%. The
frequency of all p53 mutations in HCC
varies between 15% in Europe and 42%
in China with a worldwide frequency of
27%. Thus, p53 gene is mutated in about
a third of HCCs, but only a third of these
can be etiologically linked to a high risk
of aflatoxin exposure. Therefore, p53 mu-
tations can occur in HCC independent of
aflatoxin risk, as well as HBV or HCV
infection.

Cyclin-dependent kinase inhibitor genes
Two closely located genes at chromo-
some 9p, namely, Cyclin-dependent Ki-
nase (CDK) inhibitor 2a (CDKN2A, also
called CDK4 inhibitor p16INK4a or MTS1)
and cyclin-dependent kinase inhibitor 2b
(CDKN2B, also called CDK4 inhibitor
p15INK4b or MTS2) display genomic al-
terations in different human cancers. A
number of studies demonstrated that the
CDKN2A gene is strongly implicated in
HCC. This gene codes for two alter-
natively spliced transcripts. One of the
transcripts is for p16CIP1KIP1 protein, an
inhibitor of CDK4 and CDK6. The other
transcript encodes for p14ARF protein,
mouse homolog of which was shown to
regulate wild-type p53 activity. More than
50% of HCCs display de novo methy-
lation of CDKN2A gene, whereas its
mutations are rare. It is known that
de novo methylation is a mechanism
involved in gene silencing. Therefore,
HCC cells with methylated CDKN2A
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gene are unable to express the gene,
leading to the loss of a CDK inhibitor
protein.

Axin (AXIN1) gene Axin gene product is
involved in the negative regulation of the
wnt signaling. Like APC protein, the axin
protein is required for active proteolytic
degradation of β-catenin protein. Axin
gene is mutated in about 5% of HCCs.
The loss of the remaining axin gene allele
was also demonstrated, suggesting that
this gene acts as a tumor suppressor gene
for HCC.

2.4
Molecular Mechanisms of Hepatocellular
Carcinogenesis

The major genetic and epigenetic changes
affecting mostly p53, Retinoblastoma,
p16INK4a, β-catenin, and axin genes
allow us to link three major signaling
pathways to malignant transformation of
hepatocytes, namely, p53, retinoblastoma,
and Wnt-β-catenin pathways. As shown in
Fig. 1, these three pathways are involved
in different processes that play key roles in

malignant phenotype of not only HCC but
also many other tumor types.

The p53 pathway, when it is ac-
tive, controls three major cellular pro-
cesses; namely, induction of apoptotic
cell death, cell cycle arrest, and induc-
tion of senescence. Therefore, it is ex-
pected that p53 mutations that are ob-
served at high frequency in HCC cells
will lead to the inactivation of p53 path-
way, together with a loss of p53-mediated
apoptotic, antiproliferative, and antisenes-
cence responses. Similarly, retinoblastoma
pathway is involved in the control of
cell cycle and permanent cell cycle ar-
rest that is equivalent to senescence.
The loss of p16INKa expression in HCC
may inactivate retinoblastoma pathway
in these cells allowing them to escape
from cell cycle control as well as from
senescence.

The aberrant activation of Wnt-β-catenin
pathway by mutations affecting β-catenin
and Axin1 may confer new abilities to
these cells such as autonomous prolifer-
ation ability, as well as cellular plasticity.
Although hepatocellular effects of Wnt-
β-catenin pathway activation are poorly
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anti growth
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Wnt-b-catenin
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Fig. 1 Molecular mechanisms of hepatocellular carcinogenesis.
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known, experimental data from colorec-
tal cancers suggest that this activation
may upregulate Cyclin D1 and c-myc
gene expression in these cells leading to
an ability to proliferate even in the ab-
sence of mitogenic stimuli. In addition,
activated Wnt-β-catenin pathway may con-
fer HCC cells to gain a stem cell–like
phenotype with the ability of unlimited
self-renewal and generate progeny of dif-
ferentiated cells that may count for an
increased cell plasticity. With this regard,
the origin of HCC is still under debate. Ac-
cording to the conventional theory, HCC
results from the ‘‘dedifferentiation’’ of
mature hepatocytes into a less differen-
tiated state. A ‘‘stem cell origin’’ has been
proposed as an alternative mechanism.
According to this theory, HCC originates
from ‘‘oval’’ cells displaying stem cell–like
properties that are detected in the liver
prior to the chemical induction of HCC
in rats. Although ‘‘oval’’ cell-like struc-
tures have been described in association
with different liver diseases, there is no
convincing evidence for a direct contri-
bution of liver stem cells to HCC in
humans.

The molecular events leading to the de-
velopment of HCC, whether it derives
from a mature hepatocyte or a progen-
itor cell, are poorly understood. Future
studies will probably focus on the role of
Wnt-β-catenin pathway activation in HCC
cells that will provide experimental evi-
dence about whether such predictions are
warranted.
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Keywords

Genome
The complete nuclear DNA complement of an organism.

Genotype
The genetic make up of an individual, either at a specific locus, or considered across
the whole genome.

Marker-assisted Selection (MAS)
Using DNA markers to aid the selection of animals of given genotype to achieve
particular phenotypes.

Microsatellite Loci
A position in the genome where a short sequence (typically 2 or 3 bases long) is
repeated several time in tandem.

Phenotype
The physical appearance or a measurable trait.

Quantitative trait loci (QTL)
A genetic locus that accounts for a proportion of the variation in a continuously
distributed phenotype.

Selection
Choosing individuals with particular characteristics in order to improve the population.

Trait
A particular variable characteristic of individuals in a population.

� Cattle have adapted to survive in a wide variety of environments, which has given rise
to extensive diversity at the phenotypic and genetic level. Today, this diversity provides
the opportunity for selective breeding and improvement of cattle for commercially
desirable traits. Up to now, selection has been based on phenotype, focusing on the
traits that are most easily measured. This approach has been successful, with
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spectacular improvement in some traits, although there have also been associated
penalties for other traits. However, intensive selection based on a limited number
of phenotypes could reduce the diversity present in the population, which may have
important implications for the success of future breeding objectives. In addition,
selective improvement has been focused on a limited number of breeds, which
are now used internationally, with the consequence that many of the genetically
different breeds of cattle are being lost worldwide. To make the selection process
more efficient, it is important to gain knowledge of the genes controlling particular
traits and to understand the way that variation within these genes affects the traits.
The first step toward identifying the trait genes has been to develop genetic and
physical maps of the bovine genome. This has been achieved at an international level
using several genome-mapping methods. The ultimate genome map, the bovine
genome sequence, is now being determined. This genomic information is being
used in specific cattle populations to identify, first the genetic location of genes
controlling particular traits, then, starting from the genomic locations, to identify the
genes themselves. Knowledge of the genes controlling complex traits, such as feed-
conversion efficiency, health, fertility, and product quality, would allow these traits
to be included in breeding objectives, with the potential for improved commercial
viability, while safeguarding welfare and genetic diversity.

1
Introduction

There are more than 750 genetically differ-
ent breeds of cattle worldwide, in addition
to innumerable crossbred and undefined
populations. This wealth of genetic diver-
sity has enabled cattle to be raised in most
environments inhabited by man; there are
cattle populations adapted to survive in ex-
tremes of temperature, in arid areas and
in the face of disease and parasite chal-
lenge. This environmental adaptation has,
for the most part, been achieved by natu-
ral selection, insofar as those individuals
that were best suited to their environment
thrived and were therefore used to breed
subsequent generations. The uses to which
cattle have been put are equally as diverse
as the environments in which they are
kept. Cattle provide meat and milk for
feed, are used for traction, and as a source

of building materials, clothing, tallow, and
glue, with numerous other uses found for
the by-products of cattle production. The
wealth of genetic diversity in cattle pop-
ulations has provided the opportunity for
selective breeding and improvement of cat-
tle for particular uses. Today, selection has
moved beyond the need for adaptation to
environmental conditions to selecting on
commercially desirable traits, at least in
the developed world. Traditionally, breed-
ing was carried out at the local level and
those cattle that were selected for breeding
were the ones that best fulfilled the local
uses. More recently, cattle and semen have
been moved around the world and selec-
tion has been carried out to achieve peak
production under ideal, rather than local,
conditions of management.

In modern breeding, the selection crite-
ria adopted differ depending on the goals;
for example, whether the end market is
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beef or dairy production. However, in
general, the traits used in the selection
programs are those that are most readily
accessible to measurement in commer-
cial systems. Although, for example, feed
efficiency is a very important factor in
profitability for cattle production, this trait
is often not taken into account because
the trait is not readily recorded. Instead,
selection is based on easily measured
traits, in the case of dairy production on
milk yield, protein, and fat content, and
in the case of beef animals on growth
rates and conformation. Over the past
40 years methods for breeding selection
have improved, so that today selection of
breeding sires is achieved by testing their
progeny and applying sophisticated statis-
tical methods, usually based on a ‘‘best
linear unbiased prediction’’ (BLUP) model
to calculate their relative genetic value for
the desired traits. This approach is of great-
est value in traits that are restricted by
sex and age, for example, the prediction
of the genetic merit of dairy-breed sires
for milk traits. Application of this ap-
proach has given impressive results, for
example, milk production from Holstein
cows has doubled over the past 40 or so
years. The progeny-testing approach has
also resulted in significant improvements
in beef-associated traits in the special-
ized beef breeds. Nevertheless, the gains
achieved in a limited number of produc-
tion traits come at the price of losses in
other traits. The spectacular increases in
milk yields achieved in the Holstein breed
have been accompanied by decreased fer-
tility and increased lameness. These losses
are in part the result of an increased
level of inbreeding, which is the inevitable
penalty of a progeny-testing approach, as
only a limited number of individuals can
be tested in each generation. Along with
losses in traits that are not under selection,

the major problem associated with this
approach, and associated with the con-
sequent high level of inbreeding, is the
potential concentration of deleterious re-
cessive defects. As the level of inbreeding,
defined by the inheritance of the same an-
cestral genes from both parents increases,
the likelihood that an individual will in-
herit the same deleterious mutation from
both parents also increases. This has been
manifest in the elite Holstein dairy popula-
tion by the appearance of genetic diseases
such as DUMPS (deficiency of uridine
mono-phosphate synthase), BLAD (bovine
leukocyte adhesion deficiency), and most
recently a bulldog calf syndrome.

In order to improve the process of
genetic selection, it is important to develop
a better knowledge of the genetic control
of the various traits. The long-term goal
is knowledge of the genes involved in
particular traits, and an understanding of
the variations within these genes, and how
their products interact. This will ultimately
allow the phenotype to be predicted from
the genotype. In the shorter term, genetic
maps and physical maps of the bovine
genome are allowing markers for genes
involved in particular traits and diseases
to be localized, and in some cases, the
genes themselves to be identified. The
progress in unraveling the organization
of the bovine genome is discussed below.

2
Domestication of Cattle

2.1
Origins of Domesticated Cattle

Analysis of both mitochondrial and nu-
clear DNA allows the relationships be-
tween cattle populations and their origins
to be investigated. Domesticated cattle can
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be classified into two groups on the basis
of phenotype: Bos indicus, or Zebu cat-
tle, are characterized by a hump at the
shoulder, and Bos taurus, or Taurine cat-
tle, which are humpless cattle. These two
groups are sometimes referred to as sub-
species, but they freely interbreed. Bos
indicus cattle are better adapted to arid re-
gions and crossbreeding between the two
subspecies is often used to produce cattle
with improved productivity in unfavorable
dry regions. Comparison of mitochondrial
‘‘D-loop’’ DNA sequence confirms that the
phenotypic distinction is reflected at the
molecular level. The D-loop sequences fall
into two groups, or clades, that coincide
broadly with their geographic distribution.
The exceptions are the African Zebu cat-
tle, which have humps and phenotypically
appear to be B. indicus, but have mitochon-
drial DNA that is typically taurine.

The distinction between B. indicus and
B. taurus is also found by examining
sequence diversity of nuclear DNA. Com-
parison of nuclear DNA is most commonly
achieved by examining allelic variation
at microsatellite loci (see Sect. 3.3). Con-
struction of phylogenetic relationships
between cattle using microsatellite data
also produces two major clusters, which
correspond with the indicus and taurine
cattle. In the case of nuclear DNA the
African Zebu cattle cluster with the taurine
breeds, suggesting that they are hybrids.
Examination of sequence variation on the
Y chromosome and comparison with the
maternally derived mitochondrial DNA
allows the migration and dynamics of
breeding to be examined, and confirms
the introgression of male indicus genes
into the original African taurine breeds.

The history of cattle domestication can
be traced using both the mitochondrial
and microsatellite data, and suggests that
the indicus and taurine lineages diverged

at least 22 000 years ago. The data also sug-
gest two sites for domestication of cattle,
both in the Middle East, from where do-
mesticated cattle radiated out: the eastern
domestication spreading to India, found-
ing the indicus breeds, which were subse-
quently imported into east Africa, and the
western site of domestication which spread
via north Africa into Europe, founding the
taurine breeds as shown in Fig. 1.

2.2
Cattle Breeds

Since domestication, cattle have been
raised in a large variety of environmental
conditions. It is therefore not surprising
that extensive diversity began to appear
both at the phenotypic and at the genetic
level. Traditionally, breeding was carried
out at a local level, often using a lim-
ited number of shared bulls. Originally
cattle were selected primarily for survival,
and fulfilled a range of production require-
ments, meat, milk, traction and so on, with
equal emphasis. For the most part this is
still the case, with the 70% of cattle raised
in the developing world. The selection of
individuals with particular characteristics
suited to local environments, needs, and
preferences, led to the emergence of dis-
tinctive groups of cattle with characteristic
phenotypes. This phenotypic distinctive-
ness of groups of cattle was pursued by
further selection, and later these groups
were formalized into breeds, which were
characterized by fixing particular features,
typically colors or markings. With the es-
tablishment of breeds and the formation of
societies to promote them, particularly in
Europe and North America, there came the
tendency for selection aimed at breeding
cattle to suit particular production niches,
such as breeds specializing in dairy or
meat production. Some breeds that started
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Fig. 1 Postulated migratory routes of cattle across western Asia, Africa, and Europe.
Geographical origins of breed determined from mtDNA analysis of the following breeds
(1) Aberdeen Angus, (2) Hereford, (3) Jersey, (4) Charolais, (5) Simmental (6) Friesian
(7) N’Dama, (8) White Fulani, (9) Kenana, (10) Butana, (11) Tharparkar, (12) Sahiwal and 13
Hariana. Bos taurus breeds are illustrated by black symbols and Bos indicus breeds by open
symbols (from Loftus, R.T., MacHugh, D.E., Bradley, D.G., Sharp, P.M., Cunningham, E.P.
(1994) Evidence for two independent domestications of cattle, Proc. Natl. Acad. Sci. U.S.A. 91,
2757–2761). Figure 1 (from Bradley et al. showing domestication origins).

with a dual function have more recently
undergone strong selection for particu-
lar traits. The Friesian, which was used
initially for both dairy and meat produc-
tion, has become the leading dairy breed
in the guise of the Holstein, in terms of
quantity of milk produced. Modern dairy
breeds produce far more milk than would
be necessary to feed a calf, and often
have trouble maintaining body weight

during lactation. Conversely, selection of
the meat-producing breeds has resulted in
animals with little milk, in some cases in-
sufficient milk for their calves, but with
impressive muscular development, and
in extreme cases are so muscle-bound
that they have problems with locomotion.
Thus, artificial selection has produced in-
dividuals that would not survive under
natural selection.
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The phenotypic distinctiveness of cattle
breeds is also reflected at the genetic
level. From the early 1960s through to
the present day, biochemical markers,
such as enzyme polymorphisms and later
blood groups on the surface of red cells,
detected using allo-antisera, has been
used extensively by breed societies to
verify the pedigrees of individuals and
maintain the purity of their breeds. This
biochemical information can also be used
to track the genetic changes of breeds over
this 40-year period, which coincides with
the time during which the intensity of
selection for increased productivity has
also increased dramatically. Analysis of
the blood-group data has shown that, in
general, between-breed diversity is much
larger than within-breed diversity. So
individuals from the same breed cluster

together. The phenotypic appearance of
cattle breeds has changed in response to
the intense selection that has been applied
over the past 60 years. In addition, the
livestock market has become international
with semen, and to a lesser extent
embryos, from many breeds being shipped
all over the world. This has provided
the opportunity for genetic divergence
within the breeds as different selection
criteria are applied in different regions;
nevertheless, the genetic composition of
breeds has remained relatively constant.
Comparison of blood typing data over a
40-year period shows that although there
has been some genetic drift, individuals
remain more like their ancestors from
the same breed, than individuals from
other closely related or phenotypically
similar breeds (see Fig. 2). Examination
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Fig. 2 Relationships between breeds based on a
principal components analysis of differences
between frequencies of red cell antigens (from
Blott, S.C., Williams, J.L., Haley, C.S.

(1998) Genetic relationships among European
cattle breeds, Anim. Genet. 29, 273–282).
Figure 1 (from Bradley et al. showing
domestication origins).
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of individuals from different geographical
locations reveals variations between the
populations in different areas, most likely
arising from a founder effect; however, the
variation among individuals from a breed
still remains smaller than the variation
between breeds.

Other studies have used microsatellite
loci to examine genetic diversity of cattle at
the DNA level. A panel of 30 microstatellite
loci has been selected, through a European
Union network and have been adopted by

the Food and Agriculture Organization of
the United Nations for studies of diversity
in cattle. This panel of markers is recom-
mended for use in all studies of genetic
diversity in cattle (see Table 1). The use
of a common panel of markers should al-
low data to be integrated and compared
between studies; this will allow changes
in the genetic composition of breeds to
be followed over time and genetic ero-
sion to be monitored. The results from
the microsatellite-based studies reflect the

Tab. 1 List of markers recommended for the study of genetic diversity in cattle.

Marker Marker Chromosome Primer sequences (5′-3′)
number

INRA063 ATTTGCACAAGCTAAATCTAACC
1 (D18S5) 18 AAACCACAGAAATGCTTGGAAG

INRA0052 CAATCTGCATGAAGTATAAATAT
2 (D12S4) 12 CTTCAGGCATACCCTACACC

ETH225 GATCACCTTGCCACTATTTCCT
3 (D9S1) 9 ACATGACAGCCAGCTGCTACT

ILSTS005 GGAAGCAATGAAATCTATAGCC
4 (D10S25) 10 TGTTCTGTGAGTTTGTAAGC

HEL51 GCAGGATCACTTGTTAGGGA
5 (D21S15) 21 AGACGTTAGTGTACATTAAC

HEL1 CAACAGCTATTTAACAAGGA
6 (D15S10) 15 AGGCTACAGTCCATGGGATT

INRA035 ATCCTTTGCAGCCTCCACATTG
7 (D16S11) 16 TTGTGCTTTATGACACTATCCG

ETH152 TACTCGTAGGGCAGGCTGCCTG
8 (D5S1) 5 GAGACCTCAGGGTTGGTGATCAG

INRA023 GAGTAGAGCTACAAGATAAACTTC
9 (D3S10) 3 TAACTACAGGGTGTTAGATGAACTC

ETH104 GTTCAGGACTGGCCCTGCTAACA
10 (D5S3) 5 CCTCCAGCCCACTTTCTCTTCTC

HEL9 CCCATTCAGTCTTCAGAGGT
11 (D8S4) 8 CACATCCATGTTCTCACCAC

CSSM663 ACACAAATCCTTTCTGCCAGCTGA
12 (D14S31) 14 AATTTAATGCACTGAGGAGCTTGG

INRA0325 AAACTGTATTCTCTAATAGCTAC
13 (D11S9) 11 GCAAGACATATCTCCATTCCTTT

ETH3 GAACCTGCCTCTCCTGCATTGG
14 (D19S2) 19 ACTCTGCCTGTGGCCAAGTAGG

BM2113 GCTGCCTTCTACCAAATACCC
15 (D2S26) 2 CTTCCTGAGAGAAGCAACACC
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Tab. 1 (continued)

Marker Marker Chromosome Primer sequences (5′-3′)
number

BM1824 GAGCAAGGTGTTTTTCCAATC
16 (D1S34) 1 CATTCTCCAACTGCTTCCTTG

HEL135 TAAGGACTTGAGATAAGGAG
17 (D11S15) 11 CCATCTACCTCCATCTTAAC

INRA037 GATCCTGCTTATATTTAACCAC
18 (D10S12) 11 AAAATTCCATGGAGAGAGAAAC

BM1818 AGCTGGGAATATAACCAAAGG
19 (D23S21) 23 AGTGCTTTCAAGGTCCATGC

ILSTS006 TGTCTGTATTTCTGCTGTGG
20 (D7S8) 7 ACACGGAAGCGATCTAAACG

MM12 CAAGACAGGTGTTTCAATCT
21 (D9S20) 9 ATCGACTCTGGGGATGATGT

CSRM60 AAGATGTGATCCAAGAGAGAGGCA
22 (D10S5) 10 AGGACCAGATCGTGAAAGGCATAG

ETH185 TGCATGGACAGAGCAGCCTGGC
23 (D17S1) 17 GCACCCCAACGAAAGCTCCCAG

HAUT24 CTCTCTGCCTTTGTCCCTGT
24 (D22S26) 22 AATACACTTTAGGAGAAAAATA

HAUT27 TTTTATGTTCATTTTTTGACTGG
25 (D26S21) 26 AACTGCTGAAATCTCCATCTTA

TGLA227 CGAATTCCAAATCTGTTAATTTGCT
26 (D18S1) 18 ACAGACAGAAACTCAATGAAAGCA

TGLA126 CTAATTTAGAATGAGAGAGGCTTCT
27 (D20S1) 20 TTGGTCTCTATTCTCTGAATATTCC

TGLA122 CCCTCCTCCAGGTAAATCAGC
28 (D21S6) 21 AATCACATGGCAAATAAGTACATAC

TGLA53 GCTTTCAGAAATAGTTTGCATTCA
29 (D16S3) 16 ATCTTCACATGATATTACAGCAGA

SPS115 AAAGTGACACAACAGCTTCTCCAG
30 (D15) 15 AACGAGTGTCCTAGTTTGGCTGTG

Note: These markers were initially selected from those used across several projects and
subsequently were adopted as the standard panel for work in cattle. More information
can be obtained from http://www.projects.roslin.ac.uk/cdiv/markers.html.

same results as studies with biochemical
markers, that is, for anonymous mark-
ers that are not subjected to selection:
(1) breeds of cattle can be distinguished
at the genetic level, and (2) within-breed
variation is lower than between-breed vari-
ation. DNA markers are now replacing
biochemical polymorphisms for pedigree
verification, so a body of data is building
up that could be used in the future to

explore variations in the genetic diversity
of cattle breeds.

The use of DNA markers has also
been mooted for identifying the breed
of an animal, or more appropriately in
commercial terms the breed of origin of a
meat sample. Unfortunately, although the
analysis of DNA polymorphisms allows
animals to be clustered by breed, there is
overlap between the clusters. Therefore,
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although it is statistically possible to
assign individuals to breeds, there is likely
to be considerable error in the result,
at least with the number of markers
currently used.

2.3
Conservation of Diversity

The introduction of artificial insemination
(AI) in the more developed countries dur-
ing the 1950s, coupled with improvement
in management, has resulted in rapid
progress in the improvement of cattle for
simple production traits. This increasing
use of AI meant that particular bulls with
desirable characteristics became widely
used in preference to local bulls. Conse-
quently, where the economic environment
supports high input agriculture, there has
been a dramatic increase in milk yield and
meat produced from the improved stock.
The unfortunate consequence has been the
reduction of genetic diversity, both within
the selected breeds, as superior individuals
have been used preferentially as breeding
stock, and also through the replacement
of traditional, less productive, breeds. In
less developed and environmentally less
favored areas, the use of the improved
breeds presents a great cause for concern.
Local breeds are usually adapted to survive
in their local environments, for example,
with increased tolerance of extremes in
temperature or with the ability to sur-
vive and remain productive in the face
of particular disease or parasite challenge.
The inappropriate and/or unmanaged at-
tempts to introduce improved breeds into
some areas have met with disastrous con-
sequences. In 1993, 112 of the 783 cattle
breeds worldwide were at risk of extinction.
One of the greatest risks is the replacement
of local stock that are adapted for survival in
the face of disease challenge with disease

sensitive stock, in areas where standards
and resources to provide extensive veteri-
nary care are not available. It is important
that genetic diversity is maintained, as this
is the source of variation that will allow
further selection. The first essential task is
to record and monitor diversity across cat-
tle populations. Screening genetic diversity
using a limited number of DNA markers,
such as the FAO panel discussed above,
provides a crude measure of genetic diver-
sity; however, this approach does not iden-
tify genes that are involved in specific adap-
tation or that control unique phenotypes.
Thus, to preserve genetic diversity, much
more extensive studies that consider the
whole genome in more detail and that take
into account variations in phenotypes are
necessary. To this end, genome-mapping
programs have the goal of identifying the
genetic control of phenotypic variation.

3
Developing Maps of the Bovine Genome

The bovine genome is contained within
29 autosomes and the X and Y sex
chromosomes, and consists of about
3 000 Mb of DNA. The autosomes are
all acrocentric, that is, the centromere is
at the end, while the sex chromosomes
are sub-metacentric. Like most other
mammalian genomes, the bovine genome
is composed of less than 10% sequence
that codes for proteins and about 50% of
repetitive sequences. One major repetitive
component is the bovine A-2 repeat,
which has a core 115-bp element and
comprises around 1.6% of the bovine
genome. The second most common repeat
element is the bovine SINE or bovine – B
repeat, which is characterized by a 560-
bp band seen by electrophoresis following
digestion with the restriction enzyme Pst1,
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the whole of this element is 3.1 kbp long
and represents about 0.5% of the genome
(see Fig. 3).

There has been considerable effort
internationally to produce maps of the
bovine genome driven for the most
part by the objective of finding those
genes that are involved in commercially
important traits. Genomic maps can be
compared between species to study the

evolution of genomes and to reveal the
organization and architecture of the DNA.
This comparison will contribute to an
understanding of the way the genome
functions and the identification of those
features that are important and that should
be subjected to further study. There are
several types of genomic map, which are
either physical, or genetic. Physical maps
can either be based on the localization of
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Fig. 3 R banded Bovine Chromosomes (from Fries, R., Ruvinsky, A.
(1999) The Genetics of Cattle, CABI Publishing, Oxford, UK).
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markers on the chromosomes by in situ
hybridization, or they can be clone-based
maps where the genome is fragmented
and cloned and the clones physically
reassembled so that the location and
orientation of the pieces in relation to
each other is known. A third type of
physical map uses somatic cell hybrids,
where fragments of the target genome are
transferred into cells of another species;
statistical methods are then used to
calculate the proximity of markers from
their coretention in the hybrid cells. In
contrast, linkage maps are assembled on
the basis of relationship between markers
deduced from patterns of recombination
in families. The ordering of loci should
correspond between physical and linkage
maps, but the distances between loci will
vary due to the differences in the way the
relationship between them is worked out.
The ultimate genomic map of a species
will be its DNA sequence.

3.1
Somatic Cell Hybrids

The first maps of the bovine genome
were created using somatic cell hybrids
made by fusing bovine cells with im-
mortalized rodent cells (usually mouse
or hamster). The immortalized cells are
deficient in a selectable marker, usually
thymidine kinase; thus, to survive in se-
lection medium they need to retain the
bovine Tk gene. In practice, the rodent
cells retain large fragments of bovine
chromosomes. Using a panel of somatic
cell hybrids it is possible, using statisti-
cal methods, to identify which markers
occur on the same chromosome, and to
a certain extent the order of markers.
In 1993, the first bovine genome map
was published with 30 synteny groups,
which were identified using a somatic cell

hybrid panel. With the exception of the
X chromosome, the synteny groups were
not assigned to chromosomes and desig-
nated U1 to U29.

3.2
In situ Hybridization

In order to assign markers to bovine chro-
mosomes, the method of in situ hybridiza-
tion was initially used. Originally, radioac-
tively labeled gene probes were hybridized
to metaphase chromosomes spread out on
microscope slides. The slides were then
coated with photographic emulsion and
following development the distribution of
silver grains was analyzed. The distribu-
tion of silver grains was then compared
with the banding pattern of the stained
chromosomes using statistical analysis to
assign the physical location of gene to
cytogenetic bands identified on the stan-
dard karyotype. All the unassigned synteny
groups identified by somatic cell hybrids
were assigned to chromosomes using ra-
dioactive in situ hybridization. However,
this approach is not very precise, as the sil-
ver grains are widely dispersed and a large
number of hybridizations were required to
assign a probe to a particular band with
confidence, and even then the localization
was at low resolution. A refinement of this
methodology was to use fluorescently la-
beled probes, in a method called fluorescent
in situ hybridization (FISH). With FISH,
the hybridized probe is visualized directly;
this increases the precision of the method
and as a result reduces the number of
chromosome hybridizations necessary to
be confident of the localization. Currently
there are around 500 genes localized on
chromosomes by in situ mapping. In ad-
dition to mapping genes, it is possible to
localize the anonymous markers used in
linkage mapping to chromosomes using
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FISH by labeling the cosmid clones from
which the anonymous marker was derived,
and using it as the probe. This approach
allowed the physical bovine map and the
linkage maps to be aligned.

The FISH approach allows the chromo-
somal band harboring the target sequence
of the probe to be identified, and has
a resolution at the DNA level of 2 Mbp
or more. A higher resolution can be ob-
tained if less condensed chromosomes, or
indeed cloned DNA strands are used in
the Fiber-FISH technique, which allows
a localization of probes at a resolution of
about a kilobase. The physical location of
a probe to a chromosomal band obtained
using the fiber-FISH approach also pro-
vides the information required for cloning
of targeted regions by chromosomal mi-
crodissection.

Information obtained from somatic cell
panels and in situ hybridization of genes
demonstrated that in many cases the genes
that came from the same chromosomal re-
gion in man or mouse also mapped to
a single chromosome in cattle; indeed,
genes from one region in one species was
generally found close together on a chro-
mosome of another, as shown in Fig. 4.
This suggested the organization of the
genomes of divergent species has been
conserved during evolution. The extent to
which this organization is conserved has
been elegantly demonstrated using chro-
mosomal probes derived from one species
to ‘‘paint’’ the chromosomes of another
using a ZOO-FISH approach. ZOO-FISH
suggested that there are about 50 con-
served segments of genome between the
human and bovine genomes.

Fig. 4 Painting bovine chromosomes with
human chromosome paints shows that large
regions of chromosomes are conserved across
species, at least at the gross level. (From

Solinas-Toldo, S., Lengauer, C., Fries, R.
(1995) Comparative Genome map of human and
cattle, Genomics 27, 489–596.)
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3.3
Linkage Mapping

Linkage mapping relies on recombination
occurring less frequently between markers
that are close together than those that are
more distant on chromosomes. Therefore,
by analyzing the inheritance of markers
in families it is possible to build a
genetic map based on the frequency of
recombination, or linkage, between the
markers. To build a genetic map, there
are two requirements: families of animals
in which the inheritance of chromosomes
can be tracked, and markers that are
highly variable (polymorphic) so that in the
majority of cases the parental origin of the
marker can be determined. By combining
the information on the inheritance of a
large number of markers within families,
it is possible to construct a genetic map
by analyzing the recombination frequency
between pairs of markers.

Creating genetic maps for cattle has two
immediate problems: firstly, cows gener-
ally have singleton calves, and secondly,
the generation for period for cattle is
relatively long; therefore, cattle families
are usually small. Producing a reasonable
number of full siblings by natural breeding
is both a long-term and expensive exercise.
If conventional cattle families were used,
in general, two parents and their calf would
have to be typed for each marker. The sit-
uation in commercial herds is generally
better as artificial insemination is used for
breeding cattle and hence large half-sib sire
families are readily available. Half-sib com-
mercial populations have been extensively
used for mapping the loci involved in the
control of commercial traits, but in practice
the contribution of the dam to the map-
ping information is limited, as she will only
contribute one or two calves. For the con-
struction of the genetic maps, large full-sib

families are much more efficient. Fortu-
nately, multiple ovulation embryo transfer
(MOET) technology has been developed
for cattle, which means a large number of
progeny can be produced from two par-
ents. MOET has allowed relatively large
full-sib populations to be assembled as
‘‘reference populations’’ for genetic map-
ping. The advantage of full-sib families is
that the effort required to type the markers
is significantly reduced, while the resolu-
tion of the maps produced is increased.
To obtain the highest density of markers
on the genetic map, it is of benefit for all
workers in the field to focus on a limited
number of mapping populations. The in-
ternational efforts to create bovine linkage
maps focused on two reference popula-
tions: one, an international collaboration
led by Australia with full-sib families pro-
vided by Australia, Kenya, Europe, and
the United States to create the Interna-
tional Bovine Reference Pedigree (IBRP),
and the second, focused on a reference
population produced by the USDA Meat
Animal Research Center in Nebraska. The
distinction has been drawn between refer-
ence families, which have been specifically
created and used to make genetic maps,
and resource families, which have been as-
sembled to localize the genes involved in
particular traits.

The second requirement for construct-
ing a genetic map is the markers. Whereas
in situ hybridization and somatic cell hy-
brid mapping simply requires probes for
the markers that can be hybridized to the
DNA, the resolution of the linkage map
is governed by the number of informa-
tive meiosis, that is, the more frequently
the parental origin of markers can be deter-
mined the higher the resolution. Thus, it is
important that the markers used for link-
age mapping are highly polymorphic in
the reference families. In general, genes
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Fig. 5 Panel A. A sequencing gel showing a microsatellite locus with 31 repeats of
the GT dinucleotide motif. Panel B. A microsatellite marker labeled with a radioactive
isotope and visualized by exposure to photographic film. The marker has three alleles
with sizes shown in base pairs along the side. The genotypes of each individual is
shown at the top.

have less variation than the intervening
DNA sequences; therefore, markers se-
lected from anonymous stretches of DNA
between genes have been mostly used to
construct the linkage maps. The preferred
type of ‘‘anonymous’’ marker is based
on microsatellite loci. These loci are tan-
dem repeats of simple sequences 1 to 4
bases in length, the most common be-
ing dinucleotide repeats of alternating C
and T. Microsatellite loci seem to have
a high mutation rate, which is thought
to arise from DNA strand–slippage dur-
ing replication, giving rise to variable

numbers of the repeat (see Fig. 5). There-
fore, each locus has a relatively large
number of alleles, typically between 3
and 10. The number of alleles at a
microsatellite locus is approximately pro-
portional to the number of copies of the
repeat unit. These microsatellite loci oc-
cur at about 40-kbp intervals and cover
the whole genome, and therefore provide
excellent markers for linkage mapping.
By constructing primers flanking the mi-
crosatellite locus, the polymerase chain
reaction (PRC) allows rapid genotyping of
the marker.
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The international mapping effort pro-
duced sequence information for a large
number of these microsatellite loci during
the early 1990s, which were then geno-
typed in the IBRP and MARC reference
families to produce genetic maps. Each
of these maps had around 1000 markers,
mostly the microsatellite loci. Some of the
markers were specific to one or the other
map, while a large number of markers
were common to both. In addition to the
genetic maps produced using the refer-
ence families, resource families have been
typed for a large number of microsatellite
loci in order to localize the genes involved
in various traits; some mapping studies
have published genetic maps based on the
information generated from the resource
herd they used. As a significant number of
the markers used to localize the trait loci
are common between the studies, and are
also in common with the genetic maps, the
information can be combined to improve
the resolution and confidence of ordering
of the loci included in the maps. A series
of international chromosome workshops,
held under the auspices of the Interna-
tional Society for Animal Genetics, have
assembled the various data into consensus
maps. There are now well over 2400 mi-
crosatellite markers mapped on the bovine
genome (see http://locus.jouy.inra.fr/cgi-
bin/lgbc/mapping/common/intro2.pl?BA
SE=cattle or http://sol.marc.usda.gov/gem
one/cattle/cattl.html).

3.4
High-resolution Maps

Both in situ hybridization and linkage-
mapping approaches have limitations with
respect to creating detailed genome maps:
the resolution of both is limited: the in
situ approach, by the physical limits of
observation, and linkage mapping, by the

size of resource families used, and hence
the number of informative meiosis avail-
able to order markers. A further drawback
of the linkage-mapping approach is that
the markers must be polymorphic, so
that alleles on different parental chromo-
somes can be readily identified to track
the inheritance of the chromosomal re-
gions. The gross conservation of synteny
between genomes discussed above may be
disrupted at the level of gene order, with
blocks of genes being rearranged within a
broadly conserved framework. It is, there-
fore, important that mapping studies are
able to include genes within the maps,
which can then be used to compare ge-
nomic organization across species. Genes
show much more limited levels of poly-
morphism than the microsatellite loci, and
hence are more difficult to place on linkage
maps accurately.

3.5
RH Mapping

Like linkage mapping, the radiation hybrid
(RH) mapping approach relies on markers
that are close together in the genome
being separated less frequently when
chromosomes are broken than more
distant markers. In the case of RH
mapping, the separation of markers is
achieved by random fragmentation of
the genome by radiation, rather than
by recombination. An RH mapping-panel
is constructed by irradiating cells from
the target species, which are then fused
with immortalized recipient hamster cells
as shown in Fig. 6. The hamster cells
used are deficient for a selectable marker
(TK or HPRT); thus, growth in selection
medium requires the retention of the
region of the donor genome that carries
the selectable marker; however, in addition
many other fragments, typically between
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Irradiate to
fragment chromosomes

Lethally irradiated
cells die

Hybrid cells rescued
by bovine HPRT

Hamster WGH3 cells

HPRT
deficient

Cells die
under HAT
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Fuse bovine and
hamster cells

Select in HAT

Hybrid cell retaining
some bovine fragments

Bovine fibroblast cells
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Fig. 6 Panel A: Construction of Radiation Hybrid cells. Fragments of the donor (bovine)
chromosomes are retained in the immortalized rodent (hamster) cells that are rescued in
selection medium by retaining the selectable marker from the donor genome. Panel B
illustrates the presence of bovine genome fragments in the RH cells of the Bovine 3000 rad
RH panel Williams, J.L., Eggen, A., Ferretti, L., Farr, C., Gautier, G., Amati, G., Ball, G.,
Caramori, T., Critcher, R., Costa, S., Hextall, P., Hills, D., Jeulin, A., Kiguwa, S.L., Ross, O.,
Smith, A.L., Saunier, K.L., Urquhart, B.G.D., Waddington, D. (2002) A Bovine Whole
Genome Radiation Hybrid Panel and Outline Map, Mamm. Genome 13, 469–474.
(Photograph kindly provided by Dr C Farr Department of Genetics University of
Cambridge).
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15 and 40% of the donor genome is
retained in each hybrid. A panel of RH
cell lines is assembled in which each
line contains different combinations of
fragments from the donor genome. The
presence or absence of markers in the cells
of the hybrid panel is then used to calculate
the relationship between the markers and
build them into the RH map.

The RH approach has two major advan-
tages over physical mapping by in situ
hybridization and genetic-linkage map-
ping. Firstly, changing the radiation dose
used in the construction of the panel al-
lows panels with different resolutions to
be created and secondly, the markers do
not need to be polymorphic to be included
in the map. Three RH panel have been
described for cattle, two of which were
constructed using a relatively low radiation
dose (3–5000 rads) and one higher reso-
lution panel (12 000 rads). There are now
over 2000 markers mapped on the low-
resolution panels and framework maps
published. The inclusion of a proportion
of microsatellite in the RH maps allows
them to be aligned with the genetic maps
(see Fig. 7). However, the main advantage
of the RH panels is to allow the inclusion
of genes or ESTs in the bovine map and
so detailed comparative maps between the
bovine and other genomes can be made.

3.6
Sequence Ready BAC Contigs

Identifying the genes involved in particu-
lar traits in cattle is currently carried out by
linkage mapping followed by a positional
candidate gene approach. This approach
identifies genes that may be expected to
be involved in the trait because of the
function of their products and which map
within the appropriate region. The candi-
date genes are then tests for involvement

with the trait. This approach relies heavily
on comparative mapping information to
make use of data available for the human
genome to provide the positional candi-
date genes. In the absence of positional
candidate genes, or if the candidate genes
identified do not prove to be the genes
involved in the trait, the next approach is
to construct a set of overlapping contigu-
ous clones (called ‘‘Contigs’’) spanning
the region of the chromosome that har-
bors the target gene. Contigs are usually
constructed using clones containing large
fragments of inserted genomic DNA, ei-
ther cosmids (∼40 kbp inserts), YACs (up
to 1 Mbp inserts) or BACs (100+ kbp in-
serts). Construction of contigs is usually
achieved by screening the large fragment
libraries with markers that are available
for the region of interest, then joining
the clones together by ‘‘walking,’’ which is
achieved by using a probe from the end
of one clone to find the next, and so on
until clones covering the region of interest
are found.

As the chromosomal locations for the
genes controlling more traits are discov-
ered, it becomes sensible to assemble a
whole genome contig in which the clones
from a large fragment library are placed in
order along the each of the chromosomes.
The whole genome contig then provides
easy access to clones for particular regions
for local sequencing and gene hunting
projects. Selection of a ‘‘minimum tiling
path’’ which contains the minimum num-
ber of overlapping clones to span all
the chromosomes also provides the ideal
underpinning resource from which to se-
quence the genome.

At the time of writing, the assem-
bly of a whole genome BAC contig for
the bovine genome is under way. The
approach adopted is to use a BAC finger-
printing technique for the initial ordering
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Fig. 7 Examples of genetic and RH
maps for chromosome 25. The order of
markers is broadly the same between
methods; however, the relative distance
between markers varies (from Williams
et al. 2003).
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of the clones. With this approach, BAC
clones are digested with two restriction
enzymes and sophisticated software is
used to match fragment sizes and iden-
tify clones that contain regions of DNA
that are common by identifying shared re-
striction fragments. The contig assembled
from the fingerprinting is then confirmed
by end sequencing the BACs and check-
ing for overlapping sequence. With the
availability of the human sequence, the

BAC sequences can be used to align the
bovine contigs with the human genome.
However, interruptions in the conserva-
tion of synteny between human and bovine
genomes may introduce errors into the or-
dering of the contigs; thus, it is unlikely
that this approach will generate a continu-
ous contig of all chromosomes. The order
and orientation of contigs in the bovine
genome will therefore be confirmed by
aligning the BAC contig with the bovine
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RH maps by typing markers in common
between the BACs and the RH maps.

Two BAC libraries are currently be-
ing fingerprinted and the results merged.
At the British Columbia Cancer Agency,
280 000 cattle BAC clones have been fin-
gerprinted from libraries created at the
BACPAC resources (Children’s Hospital,
Oakland Research Institute, Oakland, Cal-
ifornia), while at INRA in France, 90 000
clones have been fingerprinted. These data
are currently being merged to produce
the around 15-fold BAC clone coverage
of the bovine genome. End sequenc-
ing of the BAC clones has just started
and is being undertaken by the interna-
tional bovine research community. The
database of results will be maintained at
The Genome Sciences Center, Vancouver,
British Columbia, Canada. In parallel, the
Texas and Roslin RH panels are being used
to assist with the ordering of the clones.

3.7
Sequencing the Bovine Genome

The Human Genome Project announced
the completion of the first draft of the
entire human sequence in 2001 with
the essential completion of the human
genome sequence in 2003. This provides a
vast resource for understanding the or-
ganization of the human genome and
provides the template against which other
genomes can be compared. The availability
of the human sequence will also allow sci-
entists to identify new genes and explore
the evolutionary history of genomes. How-
ever, on its own the information contained
within the human sequence is limited
compared with the potential information
that can be obtained by comparing and
contrasting genomes between closely and
distantly related species. Comparing the

differences as well as the similarities be-
tween genomes is the key to understanding
the functionally relevant features. There-
fore, in addition to decoding the genetic
makeup of humans, the sequence of a
number of model organisms are also be-
ing analyzed, including baker’s yeast, the
roundworm, the laboratory mouse, and
a rough draft of the sequence of the
rat genome was produced in November
2002. The construction of the complete
physical map of the bovine genome, by
linking contiguous BAC clones to span
all chromosomes, provides important re-
sources that are the foundation for a
bovine genome-sequencing project. The
shotgun sequencing approach has inher-
ent problems associated with assembling
sequence data, whereas the identification
of ordered BAC contigs and the clones con-
stituting the minimum tiling path, provide
the framework and the means to assem-
ble the genome sequence efficiently. At
the time of writing, a bovine genome-
sequencing project is underway at Baylor
College of Medicine Sequencing Center
(see http://hgsc.bcm.tmc.edu/projects/
bovine/)

4
Identification of Genes Controlling Traits

Genetic improvement of cattle has fo-
cused on traits that impact on profitability
of agricultural enterprises; traditionally
this meant increased output. Simple pro-
duction traits are easiest to measure
and so have been used in conventional
selection programs with great success.
However, using modern methods selec-
tion on a broader spectrum of traits can
be considered and other traits that im-
pact on profitability and welfare, such as
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feed-conversion efficiency, health, fertil-
ity, and product quality can be included
in the selection objectives. If selection
is phenotype-based, improvement in one
trait is compromised by simultaneously in-
cluding other traits in the breeding goals.
However, using information on the genes
controlling the traits potentially allows for
selection on genotype and hence on sev-
eral traits simultaneously. In theory, once
sufficient knowledge is available, individ-
uals carrying beneficial genes for several
traits could be identified using DNA mark-
ers and mated to produce progeny with the
desired characteristics. While we are a long
way from this level of knowledge, work is
under way to identify the genes involved
in a wide range of traits. The ultimate
goal of molecular genetics is to understand
how allelic variations in the genes control-
ling various traits interact and result in
the observed variations in the phenotype.
Progress toward an understanding of the
genetic control of traits can be achieved if
the location in the genome of the genes
involved is known, and markers linked to
the genes are found. Once information
has been accumulated to predict the alle-
les present in an individual, these linked
markers can be used to aid breeding by
marker-assisted selection (MAS).

Identifying the genes involved in the
control of traits can be approached in a
number of ways. Information on the phys-
iology of the trait can be used to identify the
biochemical pathways involved and hence
postulate the controlling genes. This in-
formation can be coupled with patterns
of expression among tissues to facilitate
cloning of the gene(s) likely to affect the
trait. These ‘‘candidate’’ genes are then
studied in the context of the trait to iden-
tify if they play a role in controlling the
observed variation. This approach clearly
requires a good a priori knowledge of the

trait and its physiology, but even so it could
result in important genes being missed
if they are not obviously involved in the
known physiology. The second approach is
to start with no prior assumptions regard-
ing the physiology or genes controlling
the trait, and to use a genome-mapping
approach. The mapping approach is of-
ten necessary, particularly with complex
traits where the various gene interactions
cannot be predicted. In the same way as
building a genetic map, mapping the genes
that control particular traits requires fam-
ilies in which to track the inheritance of
chromosomal regions. These families have
to be segregating for the trait of inter-
est and information quantifying the trait
has to be collected. The mapping process
involves tracking inheritance of chromoso-
mal regions using DNA markers and then
correlating inheritance of the markers with
inheritance of characters associated with
the trait. In practice, identification of the
‘‘trait genes’’ is achieved using a combina-
tion of the genetic mapping and candidate
gene approaches.

4.1
Mapping Quantitative Trait Loci (QTL)

Production associated traits in cattle usu-
ally display continuous variation, such as
growth or milk yield, and are called ‘‘Quan-
titative Traits.’’ Variation in these traits is
controlled by several loci, called quantita-
tive trait loci (QTL). Two approaches have
been adopted for mapping QTL, one is
to make use of commercial cattle herds
and the second is to use specifically bred
cattle populations to examine particular
traits. The advantage of using commercial
populations is that they already exist and
that simple measurements are recorded
at a national level. In contrast, the re-
source population has to be specially bred;
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however, this provides the opportunity of
starting from diverse founders that allows
the genetic and phenotypic variation in the
trait(s) of interest to be maximized. Ac-
cess to experimental resource herds also
extends the possibility of recording the
‘‘difficult to measure’’ traits such as feed-
conversion efficiency or immune response
to pathogens, which would be impossible
in a commercial context. The choice of us-
ing commercial or resource populations is
to a large extent dependent on the trait that
is being considered.

4.2
Dairy Traits

Both of the approaches described above,
using candidate gene or genome-mapping
approaches have been used to look for
genes controlling traits that are important
for milk production. The candidate gene

approach has focused on the genes
coding for the constituent proteins in
milk. Milk is mainly water, typically
around 88%, containing about 5% lactose,
3.5% fat, and 3.5% protein together
with a number of minor components.
Of the protein fraction, 80% are the
caseins, which precipitate from milk at
low pH and form the curd. The remaining
whey proteins include β-lactoglobulin, α-
lactalbumin and lactoferrin. There are 4
casein genes in cow, αs1, αs2, β and κ ,
which are clustered within a 25-kb locus
on chromosome 6 (6q31), shown in Fig. 8.

Given the high proportion of casein
forming the milk protein fraction, and
that they are the chief constituents of the
curd, which is used in cheese making,
the casein genes have been extensively
studied. The role of κ is in stabilization of
casein micelles in liquid milk and cleavage
of κ -casein (CSN3) leads to precipitation
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Fig. 8 Schematic representation of the bovine casein gene depicting the
exon structure as well as their organization within the casein locus (from
Fries, R., Ruvinsky, A. (1999) The Genetics of Cattle, CABI Publishing,
Oxford, UK).
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of the caseins in cheese production. Two
alleles of the CSN3 gene have been
described, of which the B allele has been
associated with improved manufacturing
properties of milk. The B allele has
also been associated with increased milk
production, but only in Holstein cattle
and not in other breeds. Determining the
various alleles at each of the 4 casein loci
allows casein haplotypes to be constructed,
some of which have been associated with
increased milk production in other breeds.
This may suggest that genes linked to
the casein locus, rather than the casein
genes themselves are responsible for the
variation. Additional interest has been
focused on polymorphisms in the β-casein
gene (CSN2), where there has been the
suggestion that the A2 allele may be
associated with protection from diabetes.

Selection for improved milk production
has been achieved through progeny test-
ing, which has resulted in milk yields in
the Holstein breed nearly doubling in the
past 40 years to 10 000 liters per 305-day
lactation today. In developed countries, the
Holstein represents the most numerous
cattle breed and accounts for the majority
of milk produced. The consequence of in-
tensive selection has been the narrowing of
the genetic base of the population and the
wide-scale use of a relatively small number
of ‘‘elite’’ sires, many of which are closely
related. As a result, the dairy industry has
very large half-sib families in commercial
herds sired by a limited number of sires.
While selection for milk yield has pro-
duced, in the Holstein breed, cattle with
dramatically increased milk yield, there
have been an associated decrease in pro-
tein content of the milk, decreased fertility,
and increased incidence of lameness.

While resource herds have been used
to address dairy associated traits, so far
few of these results have been published.

Most of the data available on QTL involved
in dairy associated traits has come from
studies on the commercial dairy popula-
tion, the structure of which, as discussed
above, is well suited to genetic mapping
studies. However, the range of traits that
is routinely recorded in commercial herds
is limited, and the focus is on simple traits
such as milk yield plus protein and fat com-
position, and somatic cell scores, the latter
being related to the incidence of mastitis.
In some cases, ‘‘linier type’’ (conforma-
tion) traits are also recorded. The major
issue to be considered when addressing
improvement in dairy traits is that they
are often sex specific, and that the produc-
tion animals are female, whereas selection
is applied to the males. Thus, the industry
requires females that produce large quanti-
ties of milk, have healthy udders and high
fertility, while selection is on the bulls
that display none of these traits. Genetic
mapping studies could be carried out by
tracking the inheritance of chromosomal
regions from sires into their daughters, on
which the traits are recorded, in a so-called
daughter design study. However, this ap-
proach is inefficient for several reasons:
firstly, a considerable number of daugh-
ters would need to be genotyped with DNA
markers to track inheritance of the chro-
mosomal regions from a single sire, and
secondly, the sire has to be segregating
for polymorphisms both in relevant genes
and also for phenotypic variations in the
trait, for many sires this will not be the
case. An alternative approach, proposed by
Weller et al., is the ‘‘Granddaughter design
study’’ where a small number of males
(bulls) are used to produce a large number
of sons. DNA markers are used to track
the chromosomal inheritance between the
bull and his sons. The sons in their turn
are used to sire a large number of daugh-
ters, on which the production traits are
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measured. The phenotypic measurements
on the daughters are then used to calcu-
late the genetic merit of their sire (the son
of the elite sire). This is the basis of the
progeny test used to select breeding sires.
By correlating DNA marker information
with the predicted breeding values, trait
genes can be mapped.

The use of data collected on commer-
cial herds to map QTL was pioneered
by Georges et al., who used the US Hol-
stein population to map QTL involved in
milk yield and quality. The study used
1518 progeny tested bulls with produc-
tion data from over 150 000 cows to derive
their performance information. The sires
were genotyped with 159 microsatellite
loci, and analysis of the phenotypic and
DNA marker information allowed 5 QTL
to be identified, on chromosomes 1, 6, 9,
10, and 20. Each of the QTL was involved in
different combinations of the traits exam-
ined, namely: milk yield, fat, and protein
percentage, and fat and protein yield. As
each of the QTL was identified in a subset
of the sire families, it is unclear if these re-
sults indicate that the different QTL affect
different traits, or whether the differences
are because each of the sires and grand
sires was segregating for different combi-
nations of the QTL. Subsequent studies in
other populations have independently con-
firmed one or more of the QTLs from the
Georges study. An additional QTL for milk
yield and composition has been reported
on chromosome 14, which has been fine
mapped and the likely trait gene identified
(see DGAT1 below).

4.3
Beef Traits

The structure of the beef industry is differ-
ent from the dairy industry in a number of

ways. Beef is produced from a large num-
ber of breeds, which have not been under
as intensive selection as seen with the dairy
breeds. The conditions under which beef
cattle are raised also vary considerably,
maintaining the need for diversity of pro-
duction animals. Breeding in beef units is
often by natural service, and where AI, is
used the number of progeny produced per
bull is considerably fewer than seen with
dairy breeds. There is some systematic
recording of growth, fat, and conformation
traits in a number of countries provid-
ing the opportunity for QTL mapping for
beef production traits. However, the ma-
jority of published information on QTL for
beef-associated traits comes from specifi-
cally bred resource herds. Several resource
herds have been created worldwide, includ-
ing herds at Texas A&M University (USA)
and CSIRO (Australia) that have been pro-
duced by crossbreeding between B. indicus
versus B. taurus to produce an F2 popula-
tion to address meat quality traits. Bos indi-
cus cattle, while more tolerant of drought,
produce meat that is typically tougher than
that of B. taurus breeds. Work by the Meat
Animal Research Center in Nebraska us-
ing crosses between several breeds, has
mapped QTL for several beef-associated
traits, including growth rate, muscle mass,
fat, and so on. A dairy x beef (Jersey
vs Limousin) F2 resource herd has been
bred in Adelaide (Australia) to specifically
address traits associated with beef produc-
tion. Progeny from this herd have also been
raised in New Zealand, which will enable
QTL affecting production in intensive sys-
tems (Australia) to be compared with those
that are relevant in extensive, grass-based
systems (New Zealand). Results of this
study are due to be published. A conceptu-
ally similar herd, produced as F2 and recip-
rocal cross between dairy and beef breeds
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(Holstein and Charolais) at the Roslin In-
stitute, is also addressing the identification
of QTL involved in beef production; how-
ever, in addition, an extensive portfolio of
traits including health and fertility traits
is being recorded on this population. This
approach will allow pleiotropic interaction
between traits and QTL to be addressed.

4.4
Health Traits

Whereas one of the primary drivers in nat-
ural selection will be health and resistance
to disease challenge, the intervention of
man in the selection of livestock species
has, up to now, ignored health traits as
selection criteria in favor of productiv-
ity traits. In some cases, productivity is
dependent on health; however, with the
increasing dependency on veterinary inter-
ventions, the natural defense mechanisms
of the individual have been largely ignored.
With the increasing demand from con-
sumers for naturally produced products,
together with the break down in effec-
tive antibiotic treatment caused by drug
resistance in pathogens, there is an in-
creased need for selection of animals with
improved natural resistance to disease.

Much attention has been focused on the
bovine major histocompatibility complex
(MHC) as a potential locus that regulates
immune response. The MHC region in
cattle, in common with other mammals,
contains genes coding for the class I and
class II MHC molecules. T cells, that
are responsible for eliciting an immune
response do not recognize foreign antigens
in their native form, but require specialist
cells (B-cells, macrophages etc.) to process
the antigen and present it bound to MHC
molecules on their surface before a specific
immune response is triggered. Variations
in binding affinity of the antigens to the

MHC molecules results in variations in the
active immune response directed toward
that antigen: failure of the antigen to bind
to the MHC molecule means that it is not
presented to T cells in the correct context
and thus no immune response ensues. The
bovine MHC (BoLA – bovine lymphocyte
antigen locus) is located on chromosome
23 and in addition to the MHC antigens
the region codes for 30 to 40 other genes
including several immunologically active
proteins, such as tumor necrosis factor
and proteins of the complement system.
There are two distinct classes of MHC
antigen. The class I antigens are composed
of two chains, a class I heavy chain that
is encoded within the MHC region and
β2-microglobulin whose coding gene is
located elsewhere in the genome. The class
I molecules present antigen to cytotoxic
T cells whose function is to kill infected
cells, for example, with virus. There are
around 20 MHC class I genes spanning
about 1.5 Kb within the BoLA region.
The class II molecules are composed of
α- and β-chains, both encoded by genes
within the MHC region. Several class II
genes exist in cattle that resemble their
counterparts in other mammalian species,
namely, DQ α and β, and DR α and
β genes, also DYA, and the class II-like
chaperone molecule DMA. In the cattle,
the DRβ gene has been duplicated in some
haplotypes, while the equivalent of the
human, the DP locus appears to be absent
in the BoLA region. The class II genes
are involved in presentation of antigen to
T-helper cells that promote both cellular
and humoral immune responses. Given
the central role of the MHC molecules
in promoting immune response, it is
not surprising that associations between
MHC alleles and immune response to
various infectious diseases and parasites
have been sought.



360 Livestock Genomes (Bovine Genome)

The most common disease in dairy
cattle is mastitis, which is an infection of
the udder, and can be caused by several
pathogens. Mastitis is both a welfare
and an economic problem, resulting in
decreased milk yield, increased veterinary
treatments and is the most common cause
of death in dairy cattle. The incidence
of mastitis is not generally recorded,
except in Scandinavian countries where
a national health-recording scheme keeps
individual records of disease for every cow.
Studies using the Scandinavian data have
identified putative QTL on chromosomes
3, 4, 14 and 27 associated with mastitis
incidence. More commonly, somatic cell
scores (SCS) are used as an indicator of
mastitis incidence, although SCS are a
measure of inflammatory response, and
do not necessarily indicate clinical or
subclinical infection. Consequently, the
correlation between clinical mastitis and
SCS range from 0.37 to 0.97. However,
this is a measure that is routinely recorded
in commercial dairy herds. Studies to
examine associations between genetic loci
and SCS suggest that some MRC DRβ

alleles may be associated with increased
SCS and hence increased risk of mastitis.

Breeds of cattle are known that show
resistance to particular parasites, for ex-
ample, the N’Dama cattle of West Africa
are resistant to Trypanosoma congolense,
which causes sleeping sickness, whereas
other breeds of cattle are highly suscep-
tible to this disease. The introduction of
more productive breeds into endemic ar-
eas is currently not a feasible option, as the
animals would either die or be too expen-
sive to maintain through requirement for
extensive veterinary treatment. However,
the disease resistant breed is small and
not very productive. One approach to allow
the introduction of more productive breeds
in to infected areas is to identify the genes

controlling the disease resistance and in-
troduce these resistance genes into more
productive animals. In order to identify the
genetic control of T. congolense infection,
an F2 cattle resource population was bred
at ILRAD (now ILRI) in Kenya by crossing
N’Dama with Boran cattle, the latter being
susceptible to trypanosomiasis. This study
has identified QTL to be involved in resis-
tance; and fine mapping of these loci is
being pursued in a mouse model.

A new cattle disease was identified in
the United Kingdom in 1986, called bovine
spongiform encephalopathy (BSE). The BSE
epidemic developed rapidly to peak in
1992. Today, more than 180,000 cases have
been confirmed in the United Kingdom.
In sheep incidence of the related transmis-
sible spongiform encephalopathy, scrapie,
is associated with polymorphisms in the
PrP gene, at codons 136, 154, and 171.
Sheep that are homozygous for glutamine
and position 171 are most susceptible to
scrapie, while individuals with arginine
are most resistant. In cattle, two polymor-
phisms have been reported in the coding
region of the PrP gene, a silent change
that affects a HindII restriction site, and
a difference in the number of G-C rich
octa-repeat elements, with alleles that have
either 5, 6, or 7 copies of the repeat. Two
case-control studies found no association
between variations in the octa-peptide-
repeat and incidence of BSE. Complete
sequence information for a 25-kb region
containing the bovine PrP gene revealed
9 polymorphisms in the PrP coding re-
gion, including the two mentioned above,
and more than 40 SNPs and insertions in
noncoding regions of the gene. However,
there is no evidence to date for polymor-
phisms within the bovine Prnp coding
region that affect susceptibility to BSE.
A whole genome scan with microsatellite
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markers that examined transmission dise-
quilibrium of alleles between BSE affected
and control progeny bred from a small
number of bulls revealed three loci, on
chromosomes 5, 10, and 20 that were asso-
ciated with incidence of BSE. The interval
on bovine chromosome 10 coincides with
the corresponding interval on mouse chro-
mosome 9 that has been associated with
resistance of mice to experimental scrapie
and is now being investigated further.

4.5
Identifying the Trait Genes

The ultimate objective of the genome-
mapping work is to identify the genes
and variations within the genes that
control the traits of interest. Up to now
a reasonable number of genes controlling
a diverse range of traits have been
localized to fairly broad regions on many
bovine chromosomes. Typically, linkage-
mapping studies in cattle have identified,
at best, a 20-cM interval (the whole bovine
genome is 3000 cM) within which the gene
affecting the trait of interest is located.
This size of the interval represents 20
Mbp of DNA and, assuming a conservative
estimate of around 30 000 genes in the
bovine genome, is likely to contain at least
200 and possibly as many as 1000 genes.
There are several ways of identifying the
gene involved in controlling a trait from its
map location; these include fine mapping
using meta-analysis of data from different
populations to refine the map location,
examination of haplotypes to identify the
limits of linkage disequilibrium between
markers and the trait, positional cloning
using large fragment clones to build
contigs across the QTL region, and a
positional candidate gene approach, where
genes likely to be involved in the trait
are identified within the QTL region.

In conjunction with these approaches,
comparative information can be used,
taking information about the position and
role of candidate genes from other species
and using knowledge of conservation of
synteny to identify candidate genes likely to
be located within the QTL region in cattle.

Two studies have been published that
are paradigms for identification of genes
involved in meat and dairy traits in cattle.
Both these studies used a mixture of
linkage mapping, positional cloning, and
comparative genomics to identify the gene
controlling double muscling, and a gene
for milk production in cattle.

Double muscling is an extreme form of
muscle development that has been de-
scribed in several breeds of cattle; the
most extreme form of double muscling
being seen in the Belgian Blue breed. Seg-
regation patterns for the trait suggested
that the phenotype was controlled by a sin-
gle gene, which was subsequently mapped
to chromosome 2 using a resource herd
bred from double-muscled Belgian Blue
cattle crossed to nondouble muscled cat-
tle. The first approach for identifying the
gene controlling the phenotype, starting
from the map position, was to test can-
didate genes located close to the region
identified from the mapping study. How-
ever, this approach failed to identify the
trait gene. At the same time, unconnected
work on mice identified a new member
of the growth and differentiation factor β

superfamily of genes (GDF-8) that was
expressed in muscle and that was re-
quired for normal muscle development.
Knocking-out the expression of GDF-8 re-
sulted in hyper-muscularity in the mice
and therefore was named myostatin. Us-
ing RH mapping, myostatin was shown
to map to bovine chromosome 2 within
the interval where the double-muscling
gene had been mapped. Sequencing the
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myostatin gene from double-muscled in-
dividuals revealed an 11 bp deletion in
Belgian Blue cattle that truncates the pro-
tein in the bioactive c-terminal domain,
and a single nonconservative base change
in the double-muscled Piedmontase breed.
These mutations are strongly associated
with the double-muscled phenotype and
make myostatin the likely causative gene.

It has been suggested that double
muscling originated in the British Beef
Shorthorn breed. However, the myostatin
gene in cattle is highly polymorphic, with
19 polymorphisms currently described
within the bovine gene. Analysis of the
distribution of these polymorphisms has
allowed the possible origins of the alleles
found in different breeds to be investi-
gated. There is currently no molecular
evidence to support the Shorthorn as the
origin of the myostatin alleles responsible
for double muscling in European cattle.
The 19 polymorphisms can be assembled
into 10 haplotypes, which are related in
a broad phylogenetic tree with a shallow
timescale, suggesting that most of the mu-
tations have accumulated independently,
and fairly recently. The 11-bp deletion
seen in Belgian Blue cattle is the most
common mutation responsible for dou-
ble muscling and it is likely that this
allele was introduced into several other
breeds from a single source at about the
same time. Independent, rather than a
stepwise accumulation of mutations then
followed.

The effects of the disruptive mutations
in the myostatin gene on the phenotype
vary between the different breeds. The
same 11-bp deletion that is found in the
Belgian Blue and which is associated with
an extreme form of double muscling, is
associated with a milder phenotype in
other breed, such as the Spanish Asturiana
and British South Devon cattle. This

has lead to speculation that modifiers
must interact with myostatin in the
regulation of muscle development and
are partly responsible for the double-
muscled phenotype.

A QTL with effect on milk production,
particularly fat content was localized to
chromosome 14 in cattle using a linkage-
mapping approach in several commercial
populations. The fact that the same QTL lo-
cation was identified independently gives
confidence both in the existence of a locus
with significant effects on milk synthesis,
and also on the position of the QTL. By
examining the extent of linkage disequi-
librium on individual chromosomes, the
QTL region was narrowed. Individual re-
combination events between marker and
the phenotype allow most of the mapped
QTL region to be discounted as the loca-
tion of the gene, so that the trait gene could
be localized to within 3 cM, representing
3 Mb of DNA. A BAC contig spanning this
region was assembled in preparation for
local sequencing to identify genes within
the region.

Work carried out in parallel in mice
identified diacyl-glycerol O-acyltransferase
(DGAT1) as an enzyme involved in the
formation of triglyceride, which is a
major component of the fat found in
milk. Studies in mice also showed that
females lacking both copies of DGAT1 had
impaired lactation. DGAT1 was mapped
within the QTL region on chromosome
14 in cattle by RH mapping and also
mapped with the refined 3 cM interval on
the BAC contig, making it a very strong
positional candidate gene. Sequencing the
DGAT1 gene revealed a polymorphism
at position 232, which substitutes alanine
for lysine (K232A). Individuals with lysine
have a higher milk production than those
with alanine.
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5
Functional Genomics

Having a detailed genome map, even
the ultimate map in the form of the se-
quence, of the genome, is only the starting
point for identifying the genes controlling
traits in cattle and understanding their
function. The next step will be to char-
acterize the expression of the genes, and
the functions of their protein products,
in order to understand their role in con-
trolling development and survival of the
individual and the variations seen among
individuals.

Advances in technology mean that we
can now examine the expression of large
numbers of genes simultaneously, us-
ing a macro- or microarray approaches.
These arrays are created using either cDNA
probes, or oligonucleotide probes designed
from knowledge of the gene sequence.
The probes are anchored to a solid ma-
trix, a nylon membrane in the case of
the macroarray, or a glass slide for the
microarray. Complex probes are then cre-
ated by reverse transcribing and labeling
the RNA from the cells or tissues whose
gene expression is being studied. The
labeled probe is then hybridized to the
arrays and expression patterns deduced,
either by comparison with a reference,
or in the case of microarrays by si-
multaneous hybridization of the samples
being compared, each of which is labeled
with a different fluorescent dye. The pre-
requisite for these arrays are the gene
probes that are used. Although special-
ist oligonucleotide probes have been made
for particular genes, for example, those
involved in immune responses, currently
most array probes are cDNAs that have
been identified by sequencing clones from
cDNA libraries produced from the target
tissue or tissues. The data generated from

the sequencing cDNA clones produces ex-
pressed sequence tags (ESTs). At the time
of writing, there are over 122 000 cattle
ESTs sequences recorded on the EMBL
sequence database, mainly generated by
the USDA Meat Animal Research Cen-
ter in Nebraska. These arrays will enable
gene expression to be explored in a range
of tissues in different physiological states
and from animals with variable pheno-
types. This information will provide an
extension to the genome-mapping stud-
ies to help identify the genes involved in
the control of traits, and to understand
their function

6
In Conclusion

The construction of maps for the bovine
genome has allowed the chromosomal re-
gions harboring genes controlling specific
traits to be identified, and in some cases the
genes themselves have been found using
a variety of techniques, starting from their
map position. Comparative mapping infor-
mation is allowing the alignment of bovine
chromosomes with high-density maps in
other species, and with the human genome
sequence. This will provide considerable
information on the range of genes present
in the genome and their location in cat-
tle. In the foreseeable future, the sequence
of the bovine genome will be available.
Analysis and annotation of the bovine se-
quence along with the sequence from other
species will, in many cases, confirm the
predictions made from the comparative
mapping. Differences observed between
genomes will also lead to new findings
with the identification of new genes and
a greater understanding of the regulation
and expression of the genes and their role
in controlling phenotypic variation.
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See also Genetics, Molecular Basis
of; Immunoassays.
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Animal Patent
The application of patent law to the protection of higher animals.

Intellectual Property Rights (IPR)
Legal systems for providing property protection for abstract ideas and knowledge, the
systems generally including patents, trademark, and copyright, among others.

Patent
Instrument covering the grant of limited exclusive property rights to inventors; also
utility patent.

Transgenic Animal
An animal to whose DNA (hereditary material) has been added DNA material from
another source other than parental germplasm. Patented animals are typically
transgenics.

� Animal Patents refers to the granting of utility patents to higher animals. The
application of patents to animals is a recent development in patent law with the
first formal decision (in the United States) dating to only 1987. This extension
of patent law raises for some legal, practical, and moral issues, yet others see
patent protection as an essential incentive for the development of specialized ani-
mals for uses in medical research, medicine production, agricultural/aquaculture
uses, and even pets. By 2004, some 600 animal patents had been granted worldwide,
80% in the United States, and most relating to ‘‘animal models’’ for medical research.
Indeed, the first animal patent in 1987, for the ‘‘Harvard’’ mouse, was for cancer
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research. The World Trade Organization agreement, while specifying minimal
Intellectual Property Rights protection allowable in member states, does specifically
allow countries to exclude patents for animals while offering no alternative protection
systems. Hence, besides the United States and European Union (EPO members),
only three countries presently allow patents for animals. Animal patents are likely to
remain geographically limited for some time, but scientific advances and commercial
realities will eventually lead to pressures on governments to grant protection. Public
opinion surveys show the best acceptance for patented animals providing clear
benefits to humans.

1
Introduction

Animal Patents refers to the application of
patents to higher animals. Patents are a
means of granting property rights and, by
providing limited monopoly control, an in-
centive for investing in inventive research
and development (R&D). Patents, a form
of Intellectual Property Rights (IPR), have
been found to provide an especially signifi-
cant incentive for easily copied inventions,
which includes self-reproducible animals.
As a background, the general functioning
of patent systems (known more formally as
utility patents) is described in Sect. 2. Also
included is the description of a specialized
patentlike system for plants only, which,
while not directly applicable to animals,
does allow some insights into the special
considerations and approaches for apply-
ing IPR to self-reproducing life forms.

While, at the most basic level, there
is nothing conceptually different about
applying patents to animals, their use does
raise two fundamental issues:

• Are animals discoveries or products
of nature and hence excludable from
patents?

• Should ethical/moral considerations for
patenting animals exclude patentability?

The focus here is on issues associated
with patented higher animals, as con-
trasted with other economic and social
matters applied to animals in general. As
a practical matter, this means the animals
that have been genetically transformed.
Methods are important, but only to the
extent they affect the production of trans-
genic animals. Cloning, for example, is
a method that can be applied to trans-
genic animals but is not associated with
the animals themselves. Also, while there
is no specific bar to the patenting of tradi-
tionally bred animals and, indeed, plants
produced through conventional breeding
approaches are routinely granted patents,
as yet grants for animals have been limited
to transgenics.

2
Concept and Operation of Patent and
Related Systems

2.1
Origins of Intellectual Property Rights

The earliest form of Intellectual Property
Rights has been traced by many scholars to
Venice in the Middle Ages. Master crafts-
men, it seems, were beset with competition
from former apprentices. To control that
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competition, a law was passed that pro-
hibited former apprentices from going
into competition with licensed craftsmen
for a period equivalent to the period of
the apprenticeship. That period, of about
20 years, is said to be the origin of the
current 20-year patent duration from first
application. Certainly, craftsmen benefited
from reduced competition. Apprentices
benefited less so, but without the protec-
tion from competition, many may not have
found masters willing to take on appren-
tices. Finally, the consuming public lost in
the short run through higher prices, but
with the long-term assurance of trained
master craftsmen available to produce the
products, eventually they would benefit
as well.

2.2
Purposes of Intellectual Property Rights

2.2.1 Economic Justification
Over subsequent centuries, patent and
related IPR laws have undergone mul-
tiple changes, but the essence of the
public/private trade-off seen in long-ago
Venice is still evident. Patents are tem-
porary (typically 20 years). The inventor
benefits from that period of reduced com-
petition and thereby has an incentive to
invest in inventive activities. The public
benefits from the existence of products
and processes that otherwise may not have
existed, or whose appearance would have
been delayed. The justification recognizes
the copier, who does not have to recover
the R&D expenses of the inventive pro-
cess, can always undersell the inventor.
Hence, no one outside the public sec-
tor has an incentive to invest in easily
copied new products, and technological
advances stagnate. Patent laws restore that
incentive through the legal prohibition on
direct copying.

Contemporary patent law adds a further
dimension, the requirement that the in-
vention be described. The resultant file of
descriptions creates a public storehouse
of technical information while helping as-
sure competitive products can be produced
soon after the patent expires. For these
benefits, the public pays a higher price
than would prevail in a competitive mar-
ket. A higher price can come about only
if supply is reduced so that the public has
less of the product available than under
competitive conditions. Stated differently,
product use diffuses more slowly.

In addition to the mere existence of
the novel product or process, the public
benefits from the so-called spillover effect.
Spillover recognizes that a private owner
cannot capture all the benefits from a
product. A large piece of property kept
undeveloped by an owner not only benefits
the owner but also the public, which
enjoys the views and ecological benefits
provided. Similarly, an invention (gasoline
engine) can lead to derivative inventions
(automobiles), which further benefit the
public. Or the inventor, to meet unit sales
and profit goals, may need to charge
a lower price than many users would
be willing and able to pay. Those users
gain a direct benefit at the expense of
the inventor.

The investment incentive is the principal
justification for patents and related IPR.
There is, however, another justification
for patent-type laws: the provision of an
incentive for firms to distribute products
to other countries. Key to appreciating
this aspect is a realization that intellectual
property law is strictly national: protection
must be held in each country to be
effective. For example, a product protected
in the United States has no protection
in France or Japan unless specifically
sought and received there. Inventors
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would be concerned about unauthorized
copying in those markets as well, and are
typically hesitant to supply them without
the corresponding intellectual property
protection. Hence, intellectual property
protection can assist in the transfer of
products and technologies.

Patents belong to a group of related
rights known as industrial property rights,
which also include Plant Breeders’ Rights,
trademarks, and trade secrets. Trademarks
function somewhat differently, but with a
general similarity of intent. Trademarks
allow owners to develop goodwill in a
product with the knowledge that it will not
be dissipated by unauthorized imitators.
For the consumer, a trademark serves
as a signal of product quality – a Coca
Cola or McDonald’s hamburger has a
consistency and standard taste consumers
expect. True Rolex watches are generally
of far higher quality than the copies. Thus,
with trademarks too, both the owner of the
trademark and the public benefit at least
to some degree.

Copyrights fall into a separate class of
protection mechanisms. Copyrights are
applied to creative works like books and
music, although important current uses
include software. Copyrights are more of
a protection by right and involve fewer
formal procedures.

Trade secrets impose a penalty if secrets
are acquired in an inappropriate way. The
secret itself may be anything of value, such
as customer lists or performance records.
No formal process is required to achieve
trade secret status, beyond a serious effort
to keep the secret that way. In that way, a
trade secret can conceivably be perpetual.
The formula for Coca Cola is a well-known
trade secret. In many cases, firms will
achieve stronger (broader) protection by
combining several forms of protection
within a single product. For example,

a patent might protect the product, but
the least cost process for producing it is
protected by a trade secret. Or a product is
patented while the name is trademarked.

2.2.2 Moral Justification
A second justification for IPR is a
moral, or perhaps more correctly, per-
sonal rights justification. This concept,
often couched in the individualism philos-
ophy of the Enlightenment, stresses that
creation (whether artistic or technical) is
from the self and hence should be granted
the same rights as any personal property.
IPR and personal rights are aspects of the
self and hence should be granted as a
right. Here, the economic justification will
be stressed, as it is generally. The moral
right concept, though, does continue in the
idea of benefit sharing as well as require-
ments in most patent laws that the inven-
tor(s) be identified by name. Perhaps, the
inventor does not own the invention (em-
ployment contracts, for example, typically
make any invention in the course of work
the property of the employer). However,
he/she/they must be at least identified on
the patent as the inventor.

2.3
Forms of Intellectual Property Rights
Applicable to Animals

The preceding subsection laid out the gen-
eral justification for IPR and identified in
broad terms the major forms. This section
contains more detailed descriptions of the
operation of the several systems potentially
applicable to animals. Greatest attention is
of course given to patents.

2.3.1 Patents
Patents are intended as an incentive and
reward for developing something new and
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useful, but only if the development is a
nontrivial extension. The system has de-
veloped specific terms and interpretations
for these concepts.

Nonobviousness or inventive step: The in-
vention should not be obvious to someone
‘‘skilled in the art.’’ This is the nontrivial
requirement.

Novelty: The invention must be new in
the sense of not having been previously
known through publication or public use.
The United States uses a system with
a one-year ‘‘grace period,’’ which means
simply that the invention could have
been revealed up to one year prior to
applying for a patent. Most countries
do not allow any prior revealing of the
invention – in what is known as absolute
novelty. Absolute novelty, in particular,
is difficult for public sector researchers
whose work often requires publishing
of results.

Utility: Utility requires that the inven-
tion must serve some identified purpose.
This does not say the invention must be
practical – patent offices do not judge prac-
ticality. Rather, the requirement is that
a use be identified. This is an impor-
tant component of the system for it led
to the rejection of applications for hu-
man genes early in the Human Genome
Project. Those applications read to a gene
only, with no specific knowledge of a use
for it. Hence, the rejection.

Issued patents are all of the same gen-
eral type, although this masks some large
differences. One is the scope of an individ-
ual patent – a wider scope means a related
product must be more different so as not
to be infringing. The scope of the first
animal patent, the ‘‘Harvard’’ mouse, is
quite broad, reading in the first claim,
‘‘all non-human mammals’’ that exhibit

the identified trait. Often, patents in new
technical fields are broad, narrowing as
the techniques become more standard-
ized. Typically, a person knowledgeable
in the field is needed to interpret the scope
of a patent.

A second distinction is made on whether
the patent may be referred to as per se, pro-
cess, product by process, or dependent.
Those are not terms that will appear on
the patent, but can be inferred from a
close reading. For example, a claim which
reads ‘‘a means of’’ is usually a patent for
a process. A product by process patent cov-
ers the product only if it is produced in
the described way. A different production
technique lies outside the patent. The con-
cept of per se and dependent patents can
be explained by a factitious reference to
aspirin. Imagine the initial aspirin patent
was for headache relief (in fact, it was a
natural product with a patent for a chemi-
cal synthesis). Because (in this example) it
was the first, the patent owner had rights
to any subsequently developed uses. One
was identified – the use to help prevent and
subsequently recover from a heart attack
due to the blood thinning property – and
patented. The later patent though is depen-
dent on the first one, so it cannot be used
without the permission of the initial patent
owner. The owner of the initial patent,
for his or her part, also cannot use the
improvement without permission. Often,
what could be an impasse is resolved with
a cross-license between the two owners.

2.3.2 Plant Breeders’ Rights
Plant variety protection (PVP) is a special
purpose system only for plants. Techni-
cally, it is a form of sui generis or special
purpose system owing to the exclusive fo-
cus on plants. Plant breeder’s rights (PBR)
are quite recent, with origins in the 1930s
and 1940s. UPOV (the French acronym
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for the International Convention for the
Protection of New Varieties of Plants), the
international convention, was established
only in 1961.

PBR replaces utility, nonobviousness,
and novelty for patent systems (see above)
with uniformity, stability, distinctness, and
novelty (abbreviated as DUS). Novelty is
the same in concept to patents, although
the specific terms and use conditions dif-
fer. Uniformity and stability are technical
requirements, which assure that the pro-
tected variety is identifiable after repeated
multiplications. Clearly, if the protected
product (variety) cannot be definitively
identified, the system breaks down. For
the future, genetic markers or a related
technology may be used, but that is not the
case at present.

Distinctness is akin to nonobviousness
for patents. Distinctness may be claimed in
one of a number of traits, such as disease
resistance or flower color. Most countries
actually grow out varieties and measure
the difference from a base or reference
variety. In the United States, the claims
of the applicant are generally accepted,
akin to a registration system. Moreover,
the US Plant Variety Protection Office
allows distinctness for traits of no practical
merit. Hence, PBR in the United States
are generally considered to be weaker than
in other UPOV-member countries.

PVP have other components, which
mean that they provide weaker protec-
tion than patents. These are the so-called
Breeders’ Rights and Farmers Privilege.
Breeders’ Rights specifically allow breed-
ers to use protected varieties in a breeding
program without the permission of the va-
riety owner. For patented products, this is
known as the research exemption. Because
the research exemption is not statutory
(written in the law), it is a matter of court
interpretation, the focus of which is still

under debate by scholars and practition-
ers. The Farmers Privilege expressly allows
farmers to retain the crop for use as a
seed source for a subsequent crop. The
farmer, however, may not sell the seed or
share with other farmers. The most recent
UPOV Act (1991) makes the Farmers Priv-
ilege a national option, but most countries
(including the United States) are choosing
to allow it. In Europe, with the exception
of ‘‘small farmers,’’ a payment for seed
savings set at 50% of the ‘‘normal’’ license
fee must be paid.

PVP are intended to protect the entire
plant as well as its propagating parts (seeds,
etc.). This is in line with the specific
focus of preventing direct competition for
that variety. A weakness became apparent
when overseas growers (where PVP was
unavailable) shipped plant parts such as
flower blossoms into a protected market.
That was not illegal until the most recent
version of PVP legislation was adopted,
extending protection to plant parts, and
potentially to products of those parts (say
oil from a protected soybean variety).

For biotechnological applications tho-
ugh, the current scope of protection
is insufficient. Breeders can simply use
crossbreeding or other means to transfer
a genetically engineered gene construct
from one variety (protected) to another
(unprotected). The breeders’ rights exemp-
tion makes such a transfer perfectly legal.
A patent plant would provide protection for
it would read to the genetically engineered
trait, so protection would not be voided
through the breeding process. Moreover,
the breeding process itself would be a
likely infringement. Conversely, PVP cov-
ering the variety and a patent for the gene
construct provides protection similar to a
patented plant.

PVP-like systems have two advantages
for animals. They are simpler and less
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costly to secure, and hence appropriate for
sequential improvements such as livestock
breeding. Second, many countries have
specifically prohibited patents for plants
or animals but are allowing PBR systems.
However, a workable system requires iden-
tifying the target population – in short, a
workable definition for a ‘‘variety.’’ This
exists for plants, but the relatively small
number of progeny and inherent hetero-
geneity of an animal line (with the possible
exception of inbred experimental lines)
make a direct extension of PVP to animals
inappropriate. One proposal for an ‘‘Ani-
mal Breeders’ Rights’’ system is described
in Sect. 3.4.

2.3.3 Trade Secrets
Since the 1930s, corn breeders have used
trade secrets to protect first generation (F-
1) hybrids. Since hybrids do not reproduce
true-to-type, the sale of seed does not allow
the duplication of the seed. Breeders need
only protect the pure lines and crossings
used to gain de facto protection of the
resultant hybrid. Hence, breeders typically
fence their pure line fields and of course
do not reveal the crossing sequence.

For agricultural livestock, a similar ap-
proach is used by poultry and hog breeders.
There, multiple crosses of pure lines pro-
duce synthetics with characteristics similar
to plant hybrids. Poultry breeders keep
tight control of their pure lines and release
grandparent and even parent stock only
under careful supervision. Of course, this
strategy is not applicable for traditionally
crossbred animals.

3
Issues with Protecting Living Organisms

The preceding text describes the general
considerations for protecting inventions.

Living organisms though bring to bear
several additional considerations. This can
be inferred from the general recentness of
extensions of protection to living matter.
An early example is a patent granted
to Pasteur in the 1880s for a yeast
strain, but the Patent Office seemingly
considered the product to be inanimate
rather than animate. The initial specialized
law was the (US) Plant Patent Act of 1930
(subsequently incorporated into the Patent
Act). The Plant Patent Act applies only
to asexually propagated plants. Asexually
propagated materials are stable, thus
ending congressional uncertainty about
the identification of protected materials
over repeated regeneration.

Subsequently, European interests took
the lead in protecting plant varieties, begin-
ning in the 1940s. The first international
convention, UPOV, was adopted in 1961
with the most recent version dating to
1991. The United States did not adopt a
version, the Plant Variety Protection Act,
until 1970, which was amended in 1980
and 1994.

3.1
Developments in the United States

Of major significance was the 1980
Supreme Court decision in Chakrabarty.
While the particular decision related to a
microorganism (for more rapid decompo-
sition of spilled crude oil), the decision
was made in sweeping terms. The Court
declared, ‘‘everything under the sun that is
made by man’’ is patentable subject mat-
ter. Shortly thereafter, in 1985, the patent
and trademark office (PTO) in an inter-
nal decision, Ex parte Hibberd, declared
(higher) plants to be patentable subject
matter. ‘‘Patentable subject matter’’ sim-
ply means that the application cannot
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be rejected solely because of the area of
application.

Interestingly, in 2001, there was a chal-
lenge heard by the Supreme Court to the
provision of patents for plants (J.E.M. AG
Supply v. Pioneer Hi-Bred). The challenge
began (in typical fashion) as a defense for
an infringement charge, declaring there
was no infringement for the patent was
invalid. The reason? The Congress passed
the PVPA to protect plants and hence did
not intend to allow for the extension of
patents. The Supreme Court strongly en-
dorsed Hibberd, declaring that patents and
PBR could ‘‘mutually coexist.’’

Two years after Hibberd, in another in-
ternal decision in Ex Parte Allen (1987),
the PTO declared higher animals to be
patentable subject matter. Interestingly in
that case, the underlying application for a
‘‘polypoidal’’ oyster was rejected for insuf-
ficient nonobviousness. The first animal
patent was not issued until April 1988
for the ‘‘Harvard mouse,’’ a laboratory re-
search specimen.

3.2
Developments in Europe

Patent protection for animals (as well
as other forms of living organisms) in
Europe has been shaped first by the
wording in the European Patent Con-
vention (1973) (EPC), which, in Article
53(b), prohibited patents for ‘‘plant or
animal varieties or essentially biological
processes for the production of plants or
animals.’’ With an origin dating to an ear-
lier and simpler era, it is now, with the
advent of the new biotechnology, no longer
easily determinable what is an ‘‘essen-
tially biological process.’’ Within Europe,
there are two separate routes to patents:
through national patent offices or through
the European Patent Office (which grants

‘‘bundled’’ national patents). While there
are small technical and practical differ-
ences between the patents received from
the routes, the legislation harmonizing the
requirement of the Convention means that
the two systems operate in parallel for pur-
poses here.

To clarify the interpretation of the phrase
‘‘essentially biological,’’ the European Di-
rective on the Legal protection of Biotech-
nological Inventions (Directive 98/44/EC,
Rule 23(b)(5)) contains the definition:

‘‘A process for the production of plants
or animals is essentially biological if it
consists entirely of natural phenomena
such as crossing or selection.’’

As a consequence of that Directive,
animals (and plants) that have been
transformed genetically are patentable
subject matter. Relevant Directive articles
are as follows:

• Biological materials isolated from its
natural environment or produced by
means of a technical process may
be the subject of an invention even
if it previously occurred in nature
(Article 6.3).

• The protection conferred by a patent
on a biological material shall extend to
any biological material derived from that
biological material through propagation
or multiplication in an identical or
divergent form and possessing those
same characteristics (Article 8).

• The protection conferred by a patent
on a product containing or consisting
of genetic information shall extend to
all material (except the human body)
in which the product is incorporated
and in which the genetic information
is contained and performs its function
(Article 9).

• The protection shall not extend to biolog-
ical material [] where the multiplication
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or propagation necessarily results from
the application for which the biological
material was marketed, provided that
material is not subsequently used for
other propagation or multiplication (Ar-
ticle 10).

Note that, as a consequence of the
genetic transformation, the products are
no longer potentially construed as ‘‘dis-
coveries,’’ and hence are specifically un-
patentable (EPC Article 52(2)(a)). Stated
differently, an animal (or plant) is
patentable in Europe (provided other
patenting requirements are met) if the
invention applies to more than the sin-
gle variety.

The ‘‘Harvard mouse’’ invention, first
to receive a US patent, also received the
first animal patent in Europe, but the path
was less than direct. The initial application
(1985) was dismissed (1989) on the inter-
pretation that it was a prohibited animal
variety and then granted on appeal (1990,
issued 1992). A subsequent opposition
(1992) did not lead to a cancellation, but
the revised patent was limited to rodents
only (2001). Further appeals are likely.

The EPC (Article 53(a)) further allows ex-
clusions from patentability for inventions
that would be contrary to ‘‘ordre public’’
or ‘‘morality.’’ Some attempts, generally
unsuccessful, have been made to identify
animal patenting as immoral. The Patent
Office applies a test contrasting the pub-
lic benefit from a successful invention
with the potential suffering of the ani-
mals involved. Specifically, the Examining
Division declared:

‘‘In the case at hand three different in-
terests are involved and require balancing:
there is a basic interest of mankind to
remedy widespread and dangerous dis-
eases, on the other hand the environment
has to be protected against the uncon-
trolled dissemination of unwanted genes

and, moreover, cruelty to animals has to
be avoided. The latter two aspects may
well justify regarding an invention as im-
moral and therefore unacceptable unless
the advantages, i.e. the benefit to mankind,
outweigh the negative aspects.’’

3.3
Legislation in Other Leading Countries

Many patent statutes are silent on the
patentability of higher life forms, mak-
ing the patentability of animals a matter
of legal interpretation. This point aside,
17 countries have granted the ‘‘Harvard
mouse’’ patent (Austria, Belgium, Den-
mark, Finland, France, Germany, Greece,
Ireland, Italy, Luxembourg, The Nether-
lands, Portugal, Spain, Sweden, the United
Kingdom, and the United States; plus
Japan has a related patent and New
Zealand has issued a patent for another
form of transgenic mouse). The issues in
notable countries outside Europe and the
United States are described below:
Australia: The Patent Office does not
treat higher life forms (including animals)
distinctly from lower life forms. And
since lower life forms that are novel and
inventive are patentable, it may be (and has
been) higher animals can be patented too.

Canada: The ‘‘Harvard mouse’’ patent
was initially rejected by the examiner on
the grounds that higher life forms were
not patentable subject matter in Canada.
Following were a series of appeals:

• 1995 appeal to Commissioner of
Patents, which upheld examiners re-
jection on the grounds that the creation
of the mouse proper was controlled by
the laws of nature.

• 1998 appeal to Trial Division of the
Federal Court, which upheld the Com-
missioner’s interpretation that higher
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life forms were not patentable subject
matter in Canada.

• 2000 appeal to the Federal Court of
Appeals, which overturned the Trial
Division decision, drawing on the rea-
soning of the US Chakrabarty decision.

• In 2002 (May), Commissioner of
Patents appealed to the Supreme Court
of Canada.

• In 2002 (December), the Supreme
Court of Canada decided 5 to 4 that
higher life forms are not patentable in
Canada. The details are given below.

The sole issue before the Supreme Court
was that the patentability of life forms con-
stitute a ‘‘manufacture’’ or ‘‘composition
of matter’’ within the context of Article 2 of
the Canadian Patent Act. Interpreting the
terms ‘‘manufacture’’ and ‘‘composition of
matter,’’ the former was understood to be
a ‘‘nonliving mechanistic product or pro-
cess,’’ while the latter was construed, in the
context of the proceeding terms of allow-
able subject matter (invention), ‘‘any new
and useful art, process, machine, manufac-
ture or composition of matter’’ (Patent Act,
Section 2). The majority concluded that,
while ‘‘composition of matter’’ can be in-
terpreted broadly, the context of Section 2
means it is ‘‘best read as not including
higher life forms.’’

‘‘Higher life forms cannot be concep-
tualized as mere ‘compositions of matter’
within the context of the Patent Act. [] It is
possible the Parliament did not intend to
include higher life forms in the definition
of ‘invention.’ It is also possible the Par-
liament did not regard cross-bred plants
and animals as patentable because they
are better regarded as ‘discoveries.’’’

The decision proceeds to note that
patents for human life cannot be excluded
judicially by the courts and that the
existence of Canadian PVP legislation

can be interpreted as possibly indicating
the need for separate legislation to apply
to higher life forms generally. Overall,
‘‘clear and unequivocal legislation [by the
Parliament] is required for higher life
forms to be patentable.’’

New Zealand: New Zealand uses the
same term ‘‘manner of manufacture’’
to describe patentable subject matter as
does Australia, so that applications in the
two countries have progressed in parallel.
Specifically, New Zealand has granted
patents for higher animals.

Japan: Part VII of the Examination
Guidelines for Patent and Utility Model
in Japan (2000), Chap. 2, Part 4 de-
scribes when patents may be awarded
for animals (Available at (verified 4/5/04)
http://www.deux.jpo.go.jp/cgi/search.cgi?
query=examination+guidelines&lang=en
&root=short). Patents may be granted per
se, for parts of animals or methods of
creating animals. Humans are excluded.
Also excluded are discoveries and those
inventions not capable of industrial appli-
cation (utility).

3.4
International Agreements

This European Patent Convention wording
is also significant because it has car-
ried through in modified form into the
TRIPs (Trade-Related Aspects of Intellec-
tual Property Rights) of the 1994 World
Trade Organization. Signatories (all 147
of them currently) have agreed to adopt
certain minimum forms of intellectual
property protection. Some are straightfor-
ward – the provision of trade secret legisla-
tion is an example. The area of plants and
animals though remains ambiguous, for in
Article 27.3(b), countries have the option
of excluding from patentability ‘‘plants and
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animals other than microorganisms, and
essentially biological processes for the pro-
duction of plants or animals []. However,
Members shall provide for the protection
of plant varieties either by patents or by
an effective sui generis system or by any
combination thereof.’’ While the situation
in some developed countries is ambigu-
ous regarding the patenting of animals,
as is noted above, virtually all develop-
ing countries are choosing to prohibit
patents for plants and animals. In this
case, the bar to the patenting of animals
is more absolute than under the European
Patent Convention for the wording reads
as ‘‘animals,’’ not ‘‘animal varieties.’’ In
consequence, it will likely be some time
at best before animals are patentable in
developing countries.

It is worth noting that while there is
extant a form of sui generis (which means
‘‘special purpose’’) protection for plants
in the form of PBR (see Sect. 2.3.2),
nothing of the type exists for animals. Its
absence means that there is no protection
for animals not qualifying for a patent,
which is to say nontransgenic animals. Yet
the development of superior breeds is a
costly and risky endeavor, just like other
inventive activities, so animal breeding
can be presumed to be under-funded as a
consequence of the absence of a sui geners
protection system. Lesser has attempted to
conceptualize such a system, noting that
the principal complexity is any workable
definition of an ‘‘animal variety.’’ Some
animal lines such as those typically used
in experimentation are sufficiently inbred
to be stable and describable. Typically
though, livestock, insects, fish, and pets are
sufficiently heterogeneous as to defeat the
description requirement of an IPR system.
Further compounding the issue is the
simple operation of heredity, which shows
that only half the offspring of a simple trait

will inherit the trait if just a single parent
is a carrier, while more complex traits are
inherited at far lower levels of probability.
As a result, without testing individuals
there is no assurance as to which will and
which will not inherit a trait.

Lesser’s approach in bypassing these
characteristics of many higher animals
functions more like a trademark than
patent or PBR law. That is, protection
is applied to the name of a parent and
royalties are owing if the name is evoked,
but not otherwise. Hence, one of Man
O’War’s foals would be charged royalties
if he were specifically identified in a blood
line, but not otherwise. Many beef cattle
and purebred dogs use similar systems of
identifying parent(s), while chickens and
some fish and hogs (known as synthetics)
are biologically more like hybrids than
traditionally bred animals. They can be
effectively protected through trade secrecy
(see Sect. 2.3.3) by keeping the patent
pure line stock and crossing sequence as
confidential.

4
Issued Patents

On-line search engines of patent files at
the US Patent and Trademark Office and
the European Patent Office (EPO) make
it possible to determine the numbers and
types of patented animals. There is some
uncertainty in the counts for it is not
always entirely clear if the patent reads
to an animal or a method for producing
one. Also, when considering the species
of the animals, some are definitive while
other patents read to several species or
all ‘‘nonhuman mammals.’’ Nonetheless,
from a review of patent files, it is possible
to gain a clear understanding of the kinds
of patents and uses thereof.
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4.1
Animal Patents in the United States

US animal patents are classified in US
class 800/13 – 20 (available at www.uspto.
gov under patents, search). As of mid-2004,
animal patents comprised:

Mammal (800/14) 88
Bovine (800/15) 22
Sheep (800/16) 21
Swine (800/17) 24
Mouse (800/18) 350
Bird (800/19) 1
Fish (800/20) 9

It is clear that mice (and rats) are
the most commonly patented. As for the
uses, animal disease models (as with
the initial ‘‘Harvard mouse’’) dominate.
An example is patent # 6,156,279, HIV
transgenic animals and uses therefore, Dec.
5, 2000, which first claim reads (claims
identify the invention):

1. A transgenic rat, whose genome con-
tains at least one copy of a human
immunodeficiency virus type 1 (HIV-1)
proviral DNA [] and wherein said rat de-
velops at least one symptom of acquired
immune deficiency syndrome (AIDS).

Second in number are patents for the
use of transgenic animals to produce
useful compounds, most of which are
excreted into milk. An example is patent
# 6,727,405, Transgenic animals secreting
desired proteins into milk (April 27, 2004):

1. A non-human mammal whose genome
comprises a DNA construct [] wherein
said mammal is selected from the group
consisting of mouse, sheep, pig, goat
and cow, and wherein said heterologous

protein is expressed in the milk of
the mammal.

Further in the medical area is a patent
(# 6,331,658, Genetically engineered mam-
mals for use as organ donors, Dec. 18, 2001)
for producing a transgenic pig as a source
of human transplant organs with a reduced
likelihood of rejection:

10. A non-human transgenic mammal,
wherein the genome of the mam-
mal stably includes a nucleotide se-
quence [] such that the organ ex-
hibits a decrease in antibody-mediated
rejection. . .

11. The mammal of claim 10 wherein the
mammal is a pig.

Examples of nonmedically related inven-
tions are less common. One is (H1,065,
Apr. 30, 2002, Transgenic avian line resistant
to avian leukosis virus):

1. A chicken line, derived from a strain of
chickens which is susceptible to avian
leukosis virus infection, which chicken
line has integrated in its genome
a proviral sequence [] and is thus
genetically resistant to avian leukosis
virus, subgroup A.

This invention appears to anticipate
commercial use, viruses being a cause of
significant loss in poultry production.

Also included are – interestingly – tran-
sgenic pets. Led by patent # 6,380,458 (Apr.
30, 2002) is Cell-lineage specific expression in
transgenic zebrafish. The claims leading to
the commercial product, ‘‘GloFish,’’ are:

1. A transgenic zebrafish that expresses
a heterologous expression product,
comprising a zebrafish cell lineage-
specific expression sequence. . .
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4. The transgenic zebrafish of claim 3
wherein the reporter protein is green
fluorescent protein.

4.2
Animal Patents at the EPO

Animal patents (see Sect. 3.2) are in-
deed being issued in the EU. The
UK Patent Office issued patent number
GB2382579, ‘‘Assays and Disease Models
Using Transgenic Zebrafish,’’ in October
2003. The animal model screens suppres-
sors that lessen the activity of a disease
gene.

Current applications number approxi-
mately 70 (although not all can be ex-
pected to mature to a grant). Animal
model patents represent 55 of applica-
tions, and expressions of proteins the
remainder. The pattern is similar to the
United States, and indeed many applica-
tions are based on inventions for which the
first application was made in the United
States. Examples from European inventors
include:

‘‘Transgenic Animal Model for Obe-
sity Expressing FOXC2.’’ Publication
# EP1255774 11/02.

‘‘C1 Inhibitor Produced in the Milk
of Transgenic Mammals.’’ Publication
# 1252184, 9/01.

5
Issues with Patented Animals

This section addresses the numerous is-
sues that arise or are associated with
patented animals. The list of items in-
cludes other technical developments that
are potentially patentable but have yet to
be the subject of applications to what
is known of effects, environmental, eco-
nomic, and social, to attitudes.

5.1
Status of Technology

The current granted patents and appli-
cations (see Sect. 4) clearly indicate tech-
nologies and applications at a high level
of development. It is possible that devel-
opments that are generally either (1) not
sufficiently refined or novel to be the
subject of an application, or (2) are of
insufficient economic potential to justify
the costs associated with a patent are ab-
sent. Yet, those technologies may in future
years mature to become the subject of
applications and so are worthy of notice.
A technology of particular note is the re-
placement of microinjection (first applied
in 1981) and retroviral vector systems
(1985) as the transformation methods of
choice to the use of sperm-mediated trans-
genics, or techniques involving nuclear
transfer. Microinjection, while functional,
was marked by a low level of success
(less than 1%). That level means suc-
cessful transformations are costly, and
potentially contributes to unintended ani-
mal suffering.

Transgenic animals are produced for five
underlying reasons:

• Improve animal health
• Increase productivity and improve prod-

uct quality
• Mitigate environmental effects of ani-

mal production
• Produce therapeutics
• Provide models for medical research.

As is readily seen in Sect. 4, the final two
reasons dominate current patents, while
the first is also in evidence. The first three
listed are nonetheless underrepresented
in current patent documentation, and so
warrant further attention here.

Sample developments are reported in
Table 1.
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Tab. 1 Examples of developments with transgenic animals.

Species Modification Purpose Main beneficiaries

Tilapia Growth hormone Faster growth Fish farmers
Salmon Growth hormone Faster growth Fish farmers
Salmon ‘‘Antifreeze’’ gene Faster growth Fish farmers
Sheep Antibody in milk Enriched milk Consumers
Cow, ewe Human protein in milk Produce molecules Humans
Cow Higher casein Enriched milk, heat resistance Food industry
Pig Phytase gene Reduce phosphorus in

excrement
Environment

Insects Male sterility Reduce pest populations Farmers, public
Mosquitoes Plasmodium (malaria)

resistance
Health Humans, esp. in

tropics

Source: Findinier 2003, pp. 20–21.

A few of these require further ex-
planation. Food quality/composition is a
highly desirable development, but techni-
cally it has been difficult to achieve as
traits are frequently controlled by multiple
genes. Plant biotechnology has experi-
enced similar complexities. Fish biotech-
nology is largely directed to enhanced
growth rates, using several distinct ap-
proaches. Transgenic salmon have exhib-
ited growth rates three to five times the
nontransformed controls. Those with the
antifreeze attribute show growth through-
out the year, not only during the warmer
months.

The transgenic Enviropig uses the phy-
tase enzyme transferred from a bacteria to
help with the digesting of phosphorous
in cereal grains. There is an 80 to 100%
percent improvement over the figures for
nontransformed pigs in the sense that
there is no need for phosphorous supple-
ments; Further, there are reductions of 57
to 64% of phosphorous in manure. Owing
to the effect of phosphorous on stimulat-
ing aquatic algae growth, its reduction in
manure will have distinct environmental
benefits. However, the transgenic must

compete in the marketplace with feed-
based phosphorous-reducing approaches,
so the practicality remains to be proven.

Genetic male sterility to control pest pop-
ulations is seen as a more cost-effective
alternative to radiation sterilization. It has
the conceptual benefit of not reducing
the competitiveness of the sterile males,
but practicality varies across species be-
cause of the ease of sexing and degree of
monogamous mating. Mosquitoes resis-
tant to Plasmodium provide an alternative
approach to controlling one of the greatest
causes of loss of life worldwide. The need
is greatest as populations are developing
resistance to available prophylactic medi-
cations. However, studies have shown that
resistance has to be near 100% to be ef-
fective, and resistance-delaying strategies
may mean the engineering of multiple
gene resistance, a complex and time con-
suming task.

5.2
Benefits

The preceding sections describe – or, at
minimum, hint at – the benefits generated
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by patented animals. In this section, we
have included further documentation of
the benefits that are being generated and
to whom they accrue.

5.2.1 Animal Models
Numerous animal models are being devel-
oped through the mechanism of biotech-
nology. Firms are presently designing new
models on request, as with Charles River
Laboratories, one of the large supplier
firms:

Charles River and Xenogen Biosciences
formed a marketing collaboration []. Xenogen
Biosciences provides custom programs for
the development of transgenic animals [].
(www.criver.com; verified 5/04)

Products are in considerable demand.
By 1989, orders for the path breaking
‘‘Harvard mouse’’ amounted to 10 000
at $50 each, versus $3.50 for standard
lines.

5.2.2 Production of Compounds
The actual production costs of compounds
using transgenics versus traditional ap-
proaches are not publicized, making direct
comparisons impossible. However, com-
plex compounds are very costly to produce
using bioreactors, such as blood clot-
ting Factor IX, which costs $100 000 to
200 000 annually per patient for hemophil-
iacs. Pigs can secrete Factor IX into
milk at a concentration 250 to 1000
times the level of bioreactors, making
purification simpler. Indeed, production
is so elevated that only several hundred
transgenic pigs are needed to supply all
hemophiliacs worldwide. Animal num-
bers, however, will be so small com-
pared to standing herd sizes as to have
no effect on the farm and agribusiness
sectors.

5.2.3 Other Applications
Other transgenic technologies, and partic-
ularly those used for milk production, are
insufficiently commercialized at this stage
to have any reliable indication of effects on
producers or consumers. One can however
note that animal diseases are a major cost
component for prevention, treatment, and
associated losses so that enhanced resis-
tance would have marked benefits for both
producers and consumers of animal prod-
ucts. For example, US vet and medicine
costs for hogs per hundredweight of gain
in 2002 was $1.10, or 2% of total costs,
but 14% of residual returns minus oper-
ating costs. Worldwide, small farmers are
the major owners of livestock – in India,
they own 70% of the livestock but just 30%
of the land area – and could be a major
beneficiary.

For fish, a genetic mutation (nonbiotech)
leading to genetically male Nike tilapia
increased production by 30%. For Philip-
pine farmers utilizing them, the net in-
come doubled.

5.3
Areas of Concern

Animal patents are, to understate the
current situation, very controversial, at
least with certain groups. Concerns are
focused on

• ethics,
• food safety,
• health,
• environmental safety, and
• access to patented animals.

Here the underlying positions will be
summarized in reverse order. No attempt
is made to represent a consensus position
as that may not exist, or is not discernible.
Rather, in the following section, attitude
surveys from several countries are reported
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as an indication of the acceptability of
patented animals in particular, and the
products of those creations.

5.3.1 Access to Patented Animals
Effective access involves a complex of
cost, availability, and use provisions. Here,
attention is on agriculture/aquaculture
and other dispersed uses rather than
medical applications, where commercial
channels among limited number of users
are of long-standing nature.

Cost cannot be reliably projected at this
stage, other than to note that most food
production have low margins, meaning
high process would render the innova-
tions uncompetitive in many cases. For
example, with rBST, an injected biotech
product used for stimulating milk produc-
tion, analysis suggests that the supplier,
Monsanto, prices the product near the
breakeven point for users. That keeps
adoption rates low – indeed, over time,
use has been declining. Distribution of
livestock-based technologies depends in
part on the production rates by species.
Poultry are high producers, hogs medium,
while cattle naturally produce but one calf
annually. For single gene traits, only half
will inherit; for multiple gene ones, less.
Embryo splitting and implantation speed
up the rate, but at considerable cost. For
cattle, then, dissemination through herds
will be a slow process.

A second consideration relates to the
collection of royalties, assuming that
producer cash flow considerations will
dictate royalties be paid when returns
are realized at sale time. Lesser’s analysis
proposes that packing plants (livestock)
or breed associations (pets) will be the
royalty collectors of necessity. Until rapid,
cheap tests are developed to determine the
presence of traits, fees must be based on
herd averages.

5.3.2 Environmental Safety
Environmental safety applies principally to
concerns over the escape and competition
by transgenic animals in the natural envi-
ronment. Competition can affect the same
species through crossbreeding, or other
species by colonizing an environmental
niche. The degree of the threat then de-
pends in large measure on a species’ ability
to become feral, escape from captivity, and
its mobility. Insects then are predicted to
have substantial potential for environmen-
tal damage while domesticated cattle are
ranked low (Table 2).

Some experience exists with nontrans-
formed salmon raised in cages in the sea.
Escapes are estimated at 15%, a number
confirmed by the percent of farm-raised
salmon caught by Norwegian fishermen.
However, farm-raised salmon, like most
nonnative species, have been found to be
ineffective breeders compared to the wild
stock. Nonetheless, if the alien species is a
large portion of a local population, then a
notable impact can be anticipated.

Procedures for assessing and, when
needed, mitigating the environmental

Tab. 2 Environmental risk factors levels for
transgenic animals.

Animal Ability to
become feral

Likelihood
of escape

Mobility

Insectsa High High High
Fishb High High High
Rodents High High High
Cats High High Moderate
Pigs High Moderate Low
Rabbits High Moderate Moderate
Chickens Low Low Low
Cattle Low Low Low

aGypsy moth and African bee only.
bExcludes shellfish and crustaceans.
Source: FDA, reported in Findinier 2003, p. 17.
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affects of transgenics are known as
biosafety. (The term sometimes encom-
passes food safety, but as used here
refers to environmental aspects only).
National legislation specifies the re-
view procedures involved, although they
are better developed and more prac-
ticed with plants than animals. Inter-
nationally, there is an umbrella agree-
ment, the Cartagena Protocol under
the Biodiversity Convention (available at
http://www.biodiv.org/biosafety/default.
aspx; verified 5/04). The Protocol, estab-
lished in 2000, has to date (5/04) been
ratified by 98 countries. It establishes gen-
eral procedures and requirements but does
not contain specific provisions.

5.3.3 Health
Human health issues are associated with
the development of new viruses, particu-
larly if animal organs are used for human
transplants. A retrovirus used as a trans-
formation vector could combine with a
latent virus in the new host, spreading
through the food chain and into humans.
This threat can be ended by discontinuing
viral vectors.

Transplanted organs present a special
risk for the same genetic modification that
reduces the rejection of the foreign organ
could also weaken the patient’s immu-
nity to the new virus. Thus situated, the
new virus could adapt itself to the novel
human host environment and become in-
fectious. This possibility is not trivial for
pigs – already the subject of a xenotrans-
plantation patent (see Sect. 4.1) – have at
least six known endogenous retroviruses.
Overall, concerns about the generation of
new diseases ‘‘require a chain of events
of very low cumulative probability but
for which there are some experimental
precedents.’’

5.3.4 Food Safety
Internationally, food safety standards
and procedures are established un-
der FAO/WHO by the Codex Ali-
mentarius Commission. The main pur-
poses of this program are protecting
health of the consumers and ensuring
fair trade practices in the food trade,
and promoting coordination of all food
standards work undertaken by interna-
tional governmental and nongovernmen-
tal organizations.

In 2003, the Commission adopted
the ‘‘Principals for the Risk Assess-
ment of Foods Derived from Mod-
ern Biotechnology’’ as an overarch-
ing agreement for understanding risk
assessment and nutritional status of
foods derived from biotechnology, in-
cluding transgenic animals (available
at http://www.fao.org/es/ESN/food/risk
biotech taskforce en.stm; verified 5/04).
The principals are based on the follow-
ing elements:

• Premarket assessment on a case-by-
case basis

• Assessment based on a comparison with
traditional foods (known as substantial
equivalents)

• Risk management should be propor-
tional to identified risks.

Food concerns of transgenic animals are
focused largely on the existence of novel
proteins. Those proteins can be added in-
tentionally (as with a growth hormone),
result from unanticipated compositional
changes, or may be a consequence of the
unpredictable trans gene expression in an-
imals. For example, there may be a transfer
from mammary glands to the blood and
hence into the food supply. When test-
ing for food safety, the traditional focus
is on
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• toxicity,
• allergenicity, and
• whole food value.

Toxicity is relatively straightforward to
examine, although there is always a policy
decision over which populations (elderly,
children) are to be protected and at what
presumed consumption levels. Allergenic-
ity is problematic to screen for because
very small portions of a population may
be very allergic to a wide range of pro-
teins. Whole food value – an assessment
if the total nutritional balance has been
altered – presents test complications be-
cause the subject product often constitutes
a small portion of the diet so that feeding
large-enough amounts to detect nutritional
effects would be unfeasible or unhealthy.
In any case, similar issues arise with trans-
genic plant-derived foods, and to date there
is no documented example of any deleteri-
ous human health effects.

5.3.5 Ethics
Individuals may object to patenting an-
imals either directly on the basis of a
rejection of ownership and ‘‘playing God’’
by interfering with a natural creation or
indirectly because patents can foster ac-
tions or behavior considered deleterious
to animals. The first point is a difficult
one for multicultural societies to resolve
because opinions can be intense, but may
vary widely. What is morally repugnant to
some may be fully acceptable to others.
The best indication of the prevalence of
these objections is public opinion surveys
(see Sect. 6 following).

The indirect effects of patents through
transgenics can be discussed in the terms
of animal rights and animal welfare. An-
imal rights supporters may be concerned
with, for example, not changing what is es-
sential about a pig, or allowing animals

to live in a way consistent with their
nature. Pigs, for example, are both so-
cial and programmed to rooting and, by
one perspective, should not be prevented
from those expressions. What is innate
to a species is often difficult to concep-
tualize after millennia of being subject
to human control. And rights have broad
consequences that are likely not fully com-
prehended by many.

Animal welfare, however, has wide
and growing support, largely directed to
the avoidance of unnecessary suffering.
Austria, for example, recently adopted
legislation specifying that chickens must
be reared on a floor (not in cages)
and Dobermans may not have tails and
ears trimmed for appearance reasons.
Animal suffering is a possible issue with
animal patents if, for example, territorial
instincts can be reduced, allowing for more
dense confinement, or if experimentation
leads to suffering. How is that matter
addressed?

A partial offset to overall suffering is
the possibility of experimentation that will
lessen future suffering. Developing dis-
ease treatment or resistance is an example.
There are examples of disease-resistant an-
imals becoming available (see Sect. 4). Yet,
many experiments will benefit humans far
more than the test species. In those cases,
a common approach is to consider the
balance of (animal) suffering compared
to potential (human) benefit. In Europe,
the EPO has devised a process for de-
termining if the advantages outweigh the
negative aspects (see Sect. 3.2). Outside
patent offices, calls have been made for
weighing ‘‘costs and benefits.’’ For the
foreseeable future, the utilitarian view of
placing human needs in the primacy while
minimizing the costs to animals seems
likely to prevail, but views of animal rights
are expanding with the general public and
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could affect fundamental research with
transgenics in the longer term.

6
Public Attitudes

As a background, it is important to rec-
ognize that the general public is not
particularly well informed about biotech-
nology. As examples:

• 1999 (Gallup) 50% heard little/nothing
• 1987 (Gallup) 63% heard little/nothing
• 2001 ‘‘heard a great deal about geneti-

cally modified foods’’ – 44%
• 2003 ‘‘heard a great deal about geneti-

cally modified foods’’ – 34%

If anything, awareness in the United
States is declining in an era where
there are no notable headlines regarding
transgenics.

Indeed, the public indicates a low level
of knowledge on the subject – in 2001,
respondents self-selected a median rat-
ing of only 3 (1–10 scale of ‘‘knowl-
edgeable’’) – and demonstrates a limited
knowledge with such replies as:

United States 33% believe tomatoes
do not contain
genes, 58% say they
have not eaten
transgenic foods

Europe 65% believe tomatoes
do not contain genes

Of course, knowledge does not necessar-
ily influence opinions, which are based on
emotions. If anything, a lack of knowledge
makes would-be consumers less accepting
as risk is associated with the new. For
that reason, more educated consumers,
who presumably are better able to educate

themselves, typically are more accepting.
The lack of knowledge does make respon-
dents especially vulnerable to differences
in terminology. Surveys have indicated
that the label biotechnology is better ac-
cepted than using ‘‘genetically modified.’’
Hence, traditional supporters of biotech-
nology like food companies use the for-
mer in surveys, while opponents such as
some environmental groups favor geneti-
cally modified. Overall, as always, surveys
should be interpreted with some care.

6.1
Attitudes in the United States

Whatever the comfort level with eating
transgenics, consumers are accepting the
transforming of life forms for other
reasons. While transgenic animals for food
are ranked at 2.8 out of 10 (compared with
6.8 for plants), other uses of transgenic
animals is less than half that level, or 2.3
(Fig. 1). Seemingly, the closer the life form
is to direct human experiences, the lower
the acceptance.

Support for transgenic animals is
thrown into sharper contrast when evalu-
ated against transgenic plants. For plants,
there is an 81% positive position, and a
67% point spread between favorable and
unfavorable views (Fig. 2). For the same
question applied to animals, the figures
are 49% approval and only an eight-point
spread. When the issue is less cost and
more specific health and safety benefits,
the divergence is smaller, but still notable.
For example, 57% of respondents favor the
use of animals for transplant organs, while
58% support the idea of producing spider-
web compounds in goat milk (which can
make strong and light bulletproof vests).
Another survey reports the approval for
plant transgenics of 49% in 2003 versus
27% for animals.
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Fig. 1 Comfort with the genetic modification of animals (rank by mean (out of 10)).
Source: Pew Initiative on Biotechnology (2003b) Americans Are Far More Comfortable
With Genetic Modifications Of Plants Than Animals. Available at
http://pewagbiotech.org/research/2003update/4.php; verified May 2004.
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Fig. 2 Likelihood of supporting the genetic modification of plants and animals when used for
(darker shading : stronger intensity). Source: Pew Initiative on Biotechnology (2003b)
Americans Are Far More Comfortable With Genetic Modifications Of Plants Than Animals.
Available at http://pewagbiotech.org/research/2003update/4.php; verified May 2004.
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Fig. 3 European attitudes to uses of biotechnology, 2002. Source: Nature America, 2000, from
Eurobarometer.

These opinions should be viewed in the
context of public knowledge of animal
biotechnology. In fact, 32% of Americans
state that they do not know enough to form
an opinion on the subject and another 11%
are neutral (28% have a favorable impres-
sion, 29% unfavorable). Consumers distin-
guish among three areas of animal biotech-
nology. They are favorably disposed (55%)
toward ‘‘genomics,’’ the use of genetic
information to improve animal care and
food quality from animals. However, fewer
consumers are favorably disposed toward
genetic engineering in animals (36%), and
even fewer toward cloning (18%).

6.2
Attitudes in Europe

While Europeans are more opposed to
biotechnology than are North Americans,
attitudes are nuanced by the use of the
technology, as in North America. Support
is far higher for medicines than food in
general (Fig. 3).

By 2002, the periodic Eurobarometer
series on attitudes to biotechnology had
added a question about xenotransplanta-
tion, the only question with direct rele-
vance to patented animals. The absolute
rating was similar to crops, with useful

and risky at nearly identical levels (Fig. 3).
Weak support exists in 13 of the 15 coun-
tries polled, with Greece, Finland, and
Austria in opposition (Table 2).

The question if there is a general change
in attitude over time cannot be answered
directly from the opinion surveys because
of changes in the wording of the question.
However, partitioning the respondents
into supporters and risk acceptors, a gen-
eral pattern of increases in support for
‘‘GM foods’’ is evident in all countries but
France, Italy, and the Netherlands. Indeed,
support in Italy actually declined – the only
country where this happened.

See also Nuclear Transfer for
Cloning Animals.
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Keywords

Anomalous scattering
If the wavelength of the incident X-ray beam is around the absorption edge of a given
atom, its atomic scattering factor becomes complex with a normal, a dispersive, and an
absorption component.

Atomic scattering factor
Mathematical expression for the X-ray scattering of an individual atom.

Crystallographic R-factor
Reliability factor for the X-ray structure determination, sum over the absolute values of
the differences between the observed and calculated structure factors divided by the
sum of the absolute values of the observed structure factors.

Electron density function
The spatial distribution of electrons in the crystal, which can be obtained by the Fourier
transformation of the structure factors, represents the atomic arrangement in
the crystal.
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Ewald construction
Construction to visualize the diffraction of X-rays by a crystal; a sphere with a radius of
the reciprocal of the incident X-ray wavelength is drawn with the origin of the
reciprocal lattice of the crystal at the intersection of the incident beam with the surface
of the sphere; diffraction occurs if a reciprocal lattice point intersects the surface of the
so-called Ewald sphere; the direction of the diffracted beam is the connection between
the center of the Ewald sphere and the intersection point of the relevant reciprocal
lattice point.

MAD
Multiple anomalous diffraction, a method to exploit the anomalous scattering effect of
a set of natural or artificially introduced anomalous scatterers for the solution of the
phase problem.

MIR
Multiple isomorphous replacement, a method to solve the phase problem by preparing
isomorphous heavy metal derivatives and measuring X-ray data sets of the native and
the derivative crystals.

Phase problem
The phase of the diffracted waves is lost during the measurement as the X-ray
intensities deliver the amplitude of the diffracted waves only.

Reciprocal lattice
A lattice in reciprocal space with lattice points, which are perpendicular to the
corresponding set of lattice planes in the lattice in direct space with a length of the
reciprocal of the lattice plane distance or its multiples.

Resolution
Minimal distance between two objects that can be resolved.

Structure factor
Mathematical expression for the X-ray wave diffracted by a crystal, which consists of
amplitude and phase factor.

� X-ray diffraction of biomolecules covers diffraction experiments on single crystals
of small biological molecules such as oligopeptides, cofactors, steroid hormones,
and so on, or biological macromolecules. But it also includes small angle scattering
experiments on biological macromolecules in solution. This chapter is exclusively
dedicated to the X-ray crystallography of biological macromolecules. It comprises
the determination of the three-dimensional structures of proteins, nucleic acids, and
other biological macromolecules at atomic resolution by diffraction of X-rays
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on crystals of such macromolecules. The atomic structure is obtained from the
electron density distribution of the macromolecular crystal, which is the Fourier
transform of the waves diffracted by the crystal. The amplitudes of the diffracted
waves are determined directly from the diffraction experiment. The diffraction
phases are revealed (1) from additional diffraction data of isomorphous heavy atom
derivatives (multiple isomorphous replacement (MIR) technique), (2) from multiple
anomalous diffraction (MAD), if suitable anomalous scatterers are in the crystal
and using tunable synchrotron radiation, and (3) by Patterson search techniques
(molecular replacement), if structural information on the biological macromolecule
under investigation is available. X-ray crystallography of biological macromolecules
is the unique method for the elucidation of the spatial structures at atomic resolution
of complex biomolecules with molecular masses greater than 30 kDa. The structures
represent a time and spatial average of molecules packed in a crystal. The preparation
of suitable crystals may be a limiting factor.

1
Introduction

1.1
Crystals and Symmetry

In a crystal, atoms or molecules are
arranged in a three-dimensionally periodic
manner by translational symmetry. The
crystal is formed by a three-dimensional
stack of unit cells, which is called the
crystal lattice (Fig. 1a and b). The unit
cell is built up by three noncollinear
vectors a, b, and c. In the general case,
these vectors have unequal magnitudes
and their mutual angles deviate from 90◦.
The arrangement of the molecule(s) in the
unit cell may be asymmetrical, but very
often it is symmetrical. This is illustrated
in Fig. 2(a–e) in two-dimensional lattices
for rotational symmetries.

In crystals, only 1-, 2-, 3-, 4-, and 6-fold
rotations are allowed. This follows from
the combination of the lattice properties
with rotational operations. Other possible

symmetry elements are mirror plane
m, inversion center, and combination
of rotation axis with inversion center
(inversion axis). These are the point group
symmetries. They can only occur among
each other in a few certain combinations
of angles. Other angle orientations would
violate the lattice properties. The number

Fig. 1 (a) Crystal lattice and
(b) unit cell.
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Fig. 2 Rotational symmetry elements in two-dimensional lattices: (a) 1, (b) 2, (c) 4, (d) 3, and
(e) 62. The asymmetric unit is hatched.

of all possible combinations reveals the
32 point groups. The crystal morphology
obeys the point group symmetries.

Adding an inversion center to the point
group symmetry leads to the 11 Laue
groups. These are of importance for the
symmetry of X-ray diffraction patterns.
Their symbols are 1, 2/m, 2/mmm, 3,
3 m, 4/m, 4/mmm, 6/m, 6/mmm, m3, and
m3m. Proteins and nucleic acids are chiral
molecules. Therefore, they can crystallize
only in the 11 enantiomorphic point
groups: 1, 2, 3, 4, 6, 23, 222, 32, 422,
622, and 432.

The combination of point group symme-
tries with lattices leads to seven crystal sys-
tems, triclinic, monoclinic, orthorhombic,

trigonal, tetragonal, hexagonal, and cubic,
with 14 different Bravais-lattice types,
which can be primitive, face-centered,
all-face-centered, and body-centered. Fur-
thermore, additional symmetry elements
are generated, having translational com-
ponents such as screw axes or glide
mirror planes. There exist 230 space
groups of which 65 are enantiomorphic
(for chiral molecules such as proteins).
Figure 3 shows the graphical represen-
tation for the space group P212121, as
listed in the International Tables for Crys-
tallography. The asymmetric unit is one-
fourth of the unit cell and can con-
tain one or several molecules. Multi-
meric molecules may have their own
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Fig. 3 Graphical representation of space group P212121.

symmetries, which are called noncrys-
tallographic symmetries. Here, axes that
are 5-fold, 7-fold, and so on, are
also allowed.

1.2
Protein Solubility

Figure 4 shows a typical phase diagram
illustrating the solubility properties of
a macromolecule. In the labile phase,
crystal nucleation and growth compete,
whereas in the metastable region, only
crystal growth appears. In the unsaturated

region, crystals dissolve. The solubility of
proteins is influenced by several factors,
as follows.

1.2.1 Ionic Strength
A protein can be considered as a poly-
valent ion and, therefore, its solubility
can be discussed on the basis of the
Debye–Hückel theory. In aqueous so-
lution, each ion is surrounded by an
‘‘atmosphere’’ of counter ions. This ionic
atmosphere influences the interactions of
the ion with water molecules and hence
the solubility.

Fig. 4 Phase diagram illustrating the
solubility properties of macromolecules.
(Reproduced by permission of
Academic Press, Inc., from Weber, P.C.
(1997) Overview of protein
crystallization methods, Methods
Enzymol. 276, 13–23.)
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1.2.1.1 ‘‘Salting-in’’ At low ionic concen-
tration, the ‘‘ionic atmosphere’’ increases
the solubility as it increases the possibil-
ities for favorable interactions with water
molecules. We obtain (Eq. 1 and 2)

log S − log S0 = AZ+Z−
√

µ

1 + aB
√

µ
(1)

µ = 1

2

∑
cjZ

2
j (2)

where µ = ionic strength, S = solubility
of the salt at a given ionic strength
µ, S0 = solubility of the salt in absence
of the electrolyte, Z+, Z− ionic charge
of salt ions, A, B = constants depending
on the temperature and dielectric con-
stant, a = average diameter of ions, and
cj = concentration of the jth chemical com-
ponent. Ions with higher charge are more
effective for changes in solubility. Most
salts and proteins are more soluble in low

ionic strength than in pure water. This is
termed as salting-in (Fig. 5).

1.2.1.2 ‘‘Salting-out’’ At higher ionic
strength, the ions compete for the
surrounding water. Therefore, water
molecules are taken away from the
dissolved agent and the solubility
decreases according to Eq. (3):

log S − log S0 = AZ+Z−
√

µ

1 + aB
√

µ
− Ksµ (3)

The term Ksµ predominates at high ionic
strengths, which means that ‘‘salting-out’’
is then proportional to the ionic strength
(Fig. 5). In a medium with low ionic
strength, the solubility of a protein can
be decreased by increasing or decreasing
the salt concentration. Salts with small,
highly charged ions are more effective
than those with large, lowly charged ions.

Fig. 5 Solubility of carboxyhemoglobin in various electrolytes at 25 ◦C. (Reproduced by
permission of the American Society for Biochemistry and Molecular Biology, from Green, A.A.
(1932) J. Biol. Chem. 95, 47–66.)
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Ammonium sulfate is often used because
of its high solubility.

1.2.2 pH and Counterions
A protein is more soluble when its net
charge is larger. The minimum solubility
is found at the isoelectric point. The net
charge is zero and hence the packing in
the solid state (in the crystal) is possible
owing to electrostatic interactions without
the accumulation of a net charge of
high energy. All ‘‘salting-out’’ curves are
parallel, Ks remains constant, and S0 varies
with pH (Fig. 6a and b). In some cases, the
isoelectric point is different at low and high
ionic strength owing to the interactions
of the protein with counterions, which
can cause a net charge at the pH of the
isoelectric point.

1.2.3 Temperature
Many factors governing protein solubility
are temperature dependent. The dielectric
constant decreases with increasing tem-
perature. In the solution energy, �G =
�H − T�S, the entropy term has an
increasing influence with increasing tem-
perature. The temperature coefficient of
the solubility depends on other conditions
(ionic strength, presence of organic sol-
vents, etc.).

At high ionic strength, most proteins
are less soluble at 25 ◦C than at 4 ◦C,
for example the temperature coefficient
is negative. The opposite is valid for low
ionic strength.

Fig. 6 (a) Solubility of hemoglobin at
different pH values in concentrated
phosphate buffers; (b) extracted from
(a). (Reproduced by permission of the
American Society for Biochemistry and
Molecular Biology, from Green, A.A.
(1931) J. Biol. Chem. 93, 495–516.)

1.2.4 Organic Solvents
The presence of organic solvents leads to a
decrease in the dielectric constant. This
causes an augmentation of the electric
attraction between opposite charges on the
surface of the protein molecule and hence
to a reduction in solubility. In general,
the solubility of a protein is reduced in
the presence of an organic solvent if
the temperature decreases. Often, organic
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solvents denature proteins. Therefore, one
should work at low temperatures.

1.3
Experimental Techniques

The whole field of macromolecular crys-
tallography has been excellently reviewed
in Volumes 114 and 115 and Volumes
276 and 277 of Methods in Enzymology.
A collection of review articles concerning
the theory and practice of crystallization of
biomacromolecules is given in Part A of
Carter and Sweet.

A protein preparation to be used in
crystallization should be ‘‘pure’’ or ‘‘ho-
mogeneous’’ at a level that established
chromatographic methods are providing
(protein content ≥95%). Furthermore, it
should meet the requirements of ‘‘struc-
tural homogeneity.’’ These requirements
can be enumerated as follows. It is first
necessary to prepare the protein in an
isotypically pure state free from other
cellular proteins. It may then be neces-
sary to maintain the homogeneity of the
protein preparation against covalent mod-
ification during crystallization by adding
inhibitors of sulfhydryl group oxidation,
by proteolysis, and by the action of reactive
metals. It may be necessary to suppress
the slow denaturation/aggregation of the
protein and to restrict its conformational
flexibility to reduce the entropic barrier
to crystallization presented by extensive
conformational flexibility.

For the crystallization of biomacro-
molecules, a broad spectrum of crystalliza-
tion techniques exists. The most common
techniques are described here. The oldest
and simplest method is batch crystalliza-
tion (Fig. 7a). In batch experiments, vials
containing supersaturated protein solu-
tions are sealed and left undisturbed. In
microbatch methods, a small (2–10 µL)

droplet containing both protein and pre-
cipitant is immersed in an inert oil, which
prevents droplet evaporation. In the case
that ideal conditions for nucleation and
growth are different, it is useful to un-
dertake the separate optimization of these
processes. This can be done by seeding,
a technique where crystals are transferred
from nucleation conditions to those that
will support only growth (Fig. 7b). For
macroseeding, a single crystal is trans-
ferred to an etching solution, then to a
solution of optimal growth. In microseed-
ing experiments, a solution containing
many small seed crystals, occasionally ob-
tained by grinding a larger crystal, is
transferred to a crystal growth solution.

The method of crystallization by va-
por diffusion is depicted in Fig. 8(a).
In this method, unsaturated precipitant-
containing protein solutions are sus-
pended over a reservoir. Vapor equilibra-
tion of the droplet and reservoir causes
the protein solution to reach a supersat-
uration level where nucleation and initial
crystal growth occur. Changes in soluble
protein concentration in the droplet are
likely to decrease supersaturation over the
time course of the experiment. The vapor
diffusion technique can be carried out as
hanging drop or sitting drop method.

In crystallization by dialysis, the macro-
molecular concentration remains constant
as in batch methods (Fig. 8b) because the
molecules are forced to stay in a fixed vol-
ume. The solution composition is changed
by diffusion of low-molecular-weight com-
ponents through a semipermeable mem-
brane. The advantage of dialysis is that
the precipitating solution can be easily
changed. Dialysis is also uniquely suited
to crystallizations at low ionic strength and
in the presence of volatile reagents such
as alcohols.
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Fig. 7 Schematic presentation of (a) batch crystallization and
(b) seeding techniques. (Reproduced by permission of Academic
Press, Inc., from Weber, P.C. (1997) Methods Enzymol. 276, 13–23.)
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Fig. 8 Schematic representation of (a) vapor diffusion and
(b) dialysis. (Reproduced by permission of Academic Press,
Inc., from Weber, P.C. (1997) Methods Enzymol. 276, 13–23.)

1.4
Crystallization Screenings

Screening schemes have been developed
that change the most common parame-
ters of this multiparameter problem such
as protein concentration, the nature and
concentration of the precipitant, pH, and
temperature. Each screening can be ex-
tended by adding specific additives in low
concentrations that affect the crystalliza-
tion. Sparse matrix crystallization screens
are widely applied. The sparse matrix for-
mulation allows one to screen efficiently
a broad range of the most popular and
effective salts (e.g. ammonium sulfate,
sodium and potassium phosphate, sodium
citrate, sodium acetate, lithium sulfate),
polymers (e.g. poly(ethyleneglycol) (PEG)
of different molecular masses (from 400
to 8000)), and organic solvents (e.g.
2,4-methylpentanediol (MPD), 2-propanol,

ethanol) versus a wide range of pH. An-
other approach is the systematic screening
of the statistically most successful precip-
itants. A single precipitant is screened at
four unique concentrations versus seven
precise levels of pH between 4 and 10. Such
grid screens can be done with ammonium
sulfate, PEG 6000, MPD, and PEG 6000
in the presence of 1.0 M lithium chloride
or sodium chloride. For the crystallization
of membrane proteins, for each detergent
that is necessary to make the membrane
protein soluble, a whole grid screen or
sparse matrix screen must be constructed.
In principle, all three techniques can be ap-
plied for the different screening schemes,
but mostly the vapor diffusion technique
is applied because it is easy to use and the
protein consumption is low. For a typical
broad screening, about 2 mg of protein is
sufficient. Chryschem plates (sitting drop)
or Linbro plates (hanging drops) may be
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used for the vapor diffusion crystalliza-
tion screening experiments. Once crystals
have been obtained, their size and qual-
ity can be optimized by additional fine
screens around the observed crystalliza-
tion conditions. General rules do not exist
that indicate which method for crystal-
lization one has to use for which type
of protein. Suggestions for crystallization
conditions to be tested can be obtained
from the Biological Macromolecule Crys-
tallization Database.

2
Experimental Techniques

2.1
X-ray Sources

2.1.1 Conventional X-ray Generators
X-rays are produced when a beam of
high-energy electrons, which have been
accelerated through a voltage V in a
vacuum, hit a target. An X-ray tube run
at voltage V will emit a continuous X-
ray spectrum with a minimum wavelength
given by Eq. (4):

λmin = hc

eV
= 12398

V
(4)

with λ in angströms (1 Å = 10−10 m)
and V in volts. The critical voltage, V0,
which is required to excite the char-
acteristic line of a particular element,
can be calculated from the correspond-
ing wavelength for the appropriate ab-
sorption edge. For the copper absorp-
tion edge, λae = 1.380 Å. Hence, we have
(Eq. 5)

V0 = 12398

λae
= 8.98 kV (5)

Provided that V > V0, the characteristic
line spectra will be produced (Fig. 9).
The oldest and cheapest X-ray sources
are sealed X-ray tubes. The cathode and
anode are situated under vacuum in a
sealed glass tube, and the heat generated
at the anode is removed by a water-
cooling system. For the generation of
higher intensities, as needed in protein
crystallography, one has to use a rotating
anode (Fig. 10). Here the anode is rotated,
which allows a higher power loading at
the focal spot. In protein crystallography,
copper targets are usually taken. The used
take-off angle is near 4◦, which results
in apparent focal spot sizes of about
0.3 × 0.3 mm.

Fig. 9 X-ray spectrum emitted from a
copper anode. It shows the continuous
‘‘Bremsspektrum’’ starting at λmin and
the two characteristic copper lines λ

Kα = 1.5418Å (superposition of λ

Kα1 = 1.5405 Å and λ Kα2 = 1.5443 Å)
and λ Kβ = 1.3922 Å.

a

b

l

l
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Fig. 10 Schematic drawing of a rotating anode tube. Take-off angle is near 4◦.
For copper, the tube is normally operated at 50-kV high tension and 100-mA
cathode current.

2.1.2 Synchrotron Radiation
As electrically charged particles such as
electrons or positrons of high energy are
kept under the influence of magnetic
fields and travel in a pseudocircular
trajectory, synchrotron radiation is emitted
and can be used in many different types
of experiments. The particles are injected
into the storage ring directly from a linear
accelerator or through a booster ring. They
circulate in a high vacuum for several
hours at a relative constant energy. To
keep the bunched particles traveling in a
nearly circular path, a lattice of bending
magnets is set up around the storage
ring. As the particle beam traverses each
magnet, the path of the beam is altered,
and synchrotron radiation is emitted. The
loss of energy of the particle beam is
compensated by a radiofrequency input at
each cycle. The synchrotron radiation can

be channeled through different beamlines
for use in research.

Other types of magnets – insertion de-
vices called wigglers and undulators – can
be assembled in the storage ring. Un-
like the bending magnets, the primary
purpose of which is to maintain the cir-
cular trajectory, wigglers and undulators
are used to increase the intensity of the
emitted radiation. Bending magnets and
wigglers cause a continuous spectrum
of radiation.

In contrast, the radiation produced by
an undulator has a discontinuous spec-
trum, and can be tuned to various wave-
lengths. The importance of synchrotron
radiation for macromolecular crystallogra-
phy lies in the high brilliance (photons
s−1 mrad−2 mm−2 per �λ/λ; that is, how
small is the source and how well colli-
mated are the X-rays?) of the beam, the
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high intensity, and the tunability of the
wavelength in the relevant range from 0.5
to 3.0 Å. The time structure of the beam
is of interest for time-resolved crystallog-
raphy. The particles circulate in bunches
with widths of 50 to 150 ps and repeat
every few microseconds.

About 15 synchrotron radiation facilities
equipped with beamlines for macromolec-
ular crystallography are available through-
out the world operated at energies from
about 1.5 to 6 to 8 GeV for third-generation
machines. An aerial view of the European
Synchrotron Radiation Facility (ESRF) in
Grenoble, a third-generation machine, is
shown in Fig. 11. The ESRF storage ring is
operated at 6 GeV and has a circumference
of 844.39 m. Its critical wavelength, λc, is
0.6 Å.

2.1.3 Monochromators
In the majority of applied diffraction tech-
niques, monochromatic X-rays are used.
Therefore, the emitted white radiation
of X-rays must be further monochrom-
atized. With copper Kα radiation gener-
ated by a sealed or rotating anode tube,

the Kβ radiation can be removed with
a nickel filter. Much better results can
be achieved with a monochromator. The
simplest monochromator is a piece of
a graphite crystal that reflects the cop-
per Kα radiation at a Bragg angle of
13.1◦ and a glancing angle of 26.2◦. Im-
proved beam focusing is obtained by a
double mirror system. The mirror as-
sembly is composed of two perpendicular
bent nickel-coated glass optical flats, each
with translation, rotation, and slit com-
ponents housed in a helium gas-flashed
chamber, which is commercially avail-
able (Molecular Structure Corporation,
The Woodlands, TX, USA). The prototype
and basic theory in the use of this system
were discussed in detail by Phillips and
Rayment.

For synchrotron radiation with its much
higher intensity, germanium or silicon
single crystals can be applied as monochro-
mators, which filter out a bandwidth of
δλ/λ from 10−4 to 10−5, two orders of
magnitude smaller than that with graphite.
Single or double monochromators can be
used, which are either flat or bent. The bent
monochromators have the advantage that

Fig. 11 Aerial view of ESRF in Grenoble. Courtesy of ESRF.
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Fig. 12 Schematic drawing of a double monochromator system.
(Reproduced by permission of Cambridge University Press, from
Helliwell, J.R. (1992) Macromolecular Crystallography with Synchrotron
Radiation, Cambridge University Press, Cambridge.)

they simultaneously focus the beam. The
double monochromator (Fig. 12) has the
advantage that the emergent monochro-
matic beam is parallel to and only slightly
displaced from the incident synchrotron
radiation beam. This makes necessary
only small adjustments of the X-ray op-
tics and detector arrangement when it is
tuned to another wavelength compared
to a single monochromator where the
whole X-ray diffraction assembly must
be moved.

2.2
Detectors

2.2.1 General Components of an X-ray
Diffraction Experiment
A principal arrangement for a macro-
molecular X-ray diffraction experiment is
depicted in Fig. 13. The primary beam
leaves the X-ray source and passes the
X-ray optics, which may be a simple colli-
mator or the various types of monochro-
mators or mirror systems described above,

Fig. 13 Principal arrangement for a macromolecular X-ray
diffraction experiment.
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and terminated with a collimator. The
crystal is mounted on a goniometer head
either in a quartz capillary or in a cryo-
loop shock-frozen at low temperature. The
goniometer head is attached to a device
that can perform spatial movements of the
crystal around the center of the crystal.
The simplest kind of such a movement is
the rotation of the crystal about a spindle
axis as indicated in Fig. 13. This device can
be a multiple axis goniostat (2–4 axes),
which allows the crystal to be brought
into any spatial orientation around its cen-
ter. The X-ray detector, which registers
the diffracted intensities, is mounted on
a device that permits the translation and
rotation of the detector. If the active area
of the detector is large enough to collect
all generated diffracted beams at a given
wavelength, detector rotation is not neces-
sary and the detector is arranged normal to
the primary beam. A small piece of lead is
placed in the path of the primary beam just
behind the crystal to prevent damage to the
detector and superfluous gas scattering.

The classical detectors in macromolecu-
lar crystallography have been photographic
films and single-photon counters. The
photographic films were used on specially
designed X-ray cameras and the single-
photon counters on four-circle diffrac-
tometers. The main disadvantage of these
detectors was their low sensitivity and with
films the limited dynamic range (1 : 200).
Over the last 15 years, powerful detectors
have been developed, which will be dis-
cussed briefly. These new detectors have
almost completely replaced photographic
films and single-photon counters.

2.2.2 Image Plates
An image plate (IP) consists of a sup-
port (either a flexible plastic plate or a
metal base) coated with a photostimulable
phosphor (150 µm) and a protective layer

(10 µm). The photostimulable phosphor
is a mixture of very thin crystals of
BaF(Br,I) : Eu2+ and an organic binder.
This phosphor can store a fraction of
the absorbed X-ray energy by electrons
trapped in color centers. It emits photo-
stimulated luminescence, whose intensity
is proportional to the absorbed X-ray inten-
sity, when later stimulated by visible light.
The wavelength of the photostimulated
luminescence (λ ≈ 390 nm) is reasonably
separated from that of the stimulating light
(λ ≈ 633 nm, in practice a red laser), allow-
ing it to be collected by a conventional high
quantum efficiency photomultiplier tube.
The output of the photomultiplier is am-
plified and converted to a digital image,
which can be processed by a computer.
The residual image on the IP can be erased
completely by irradiation with visible light,
to allow repeated use.

IPs have several excellent performance
characteristics as integrating X-ray area
detectors that make them well suited
in X-ray diffraction. The sensitivity is
at least 10 times higher than for X-
ray films and the dynamic range is
much broader (1 : 104 –105). Important
for synchrotron radiation is their high
sensitivity at shorter wavelengths (e.g.
0.65 Å). A disadvantage is the relatively
long readout times for each exposure (from
45 s to several min). IP diffractometer
systems are commercially available from
several companies. All systems work
reliably and deliver good-quality data.
A photograph of the newest IP system
produced by Mar Research (Norderstedt,
Germany) is shown in Fig. 14.

2.2.3 Gas Proportional Detectors
As X-ray counters, gas proportional detec-
tors provide unrivaled dynamic range and
sensitivity for photons in the range impor-
tant for macromolecular crystallography.
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Fig. 14 Mar 345 IP
diffractometer system from Mar
Research, Norderstedt,
Germany. The circular plate
rotates for scanning and the
laser is moved along a radial
line. Courtesy of Mar Research.

The classical gas proportional detector is a
multiwire proportional chamber (MWPC),
widely used as an in-house detector with
conventional X-ray sources. Two MWPC
diffractometer systems are commercially
available. Gas proportional detectors use
as a first step the absorption of an X-ray
photon in a gas mixture high in xenon or
argon. This photoabsorption produces one
electron–ion pair whose total energy is
just the energy of the initial X-ray photon.
The ion returns to its neutral state either
by emission of Auger electrons or by fluo-
rescence. Since the kinetic energy of these
first electrons is far greater than the energy
of the first ionization level of the xenon or
argon atoms, fast collisions with atoms (or
molecules) in the gas very quickly produce
a cascade of new electron–ion pairs in a
small region extending over a few hundred
micrometers around the conversion point.
The total number of primary electrons
that are produced during this process is

proportional to the energy of the absorbed
X-ray photon and is thus a few hundred
for ∼10-keV photons. These primary elec-
trons then drift to the nearest anode wire
where an ionization avalanche of as many
as 10 000 to 1 000 000 ion pairs results.
The motion of the charged particles in this
avalanche (chiefly the motion of the heavy
positive ions away from the anode wire)
causes a negative-going pulse on the an-
ode wire and positive-going pulses on a few

Fig. 15 Expanded view of an MWPC,
showing the anode plane sandwiched
between the two cathode planes. A is
the position of the avalanche. The
centers of the induced charge
distributions are used to determine the
coordinates, x and y, of the avalanche.
(Reproduced by permission of
Academic Press, Inc., from Kahn, R.,
Fourme, R. (1997) Methods Enzymol.
276, 244–268.)
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of the nearest wires in the back (cathode)
wire plane (see Fig. 15).

Disadvantages of the MWPC detector
are the limited counting rate due to
the buildup of charges in the chamber
and limitations in the readout electron-
ics and the lower sensitivity at shorter
wavelengths. This makes the application
of MWPCs with synchrotron radiation
poorly effective.

2.2.4 Charge-coupled Device-based
Detectors
A remarkable development for the use
with synchrotron radiation is the design
and construction of charge-coupled device
(CCD) detectors. CCDs were developed
originally as memory devices, but the ob-
servation of localized light-induced charge
accumulation in CCDs quickly led to their
development as imaging sensors. These
CCD detectors are integrating detectors
like the conventional X-ray sensitive film,
IPs, and analog electronic detectors using
either silicon intensified target (SIT) or
CCD sensors. Integrating detectors have
virtually no upper rate limits because they
measure the total energy deposited during
the integration period (although individual
pixels may become saturated if the signal
exceeds its storage capacity).

The first commercially available analog
electronic detector was the fast area tele-
vision detector (FAST) detector produced
by Enraf-Nonius (Delft, The Netherlands).
This detector contained a SIT vidicon cam-
era as an electronically readable sensor.
The SIT vidicon exhibits higher noise
than CCDs, which have therefore replaced
SIT sensors during the past few years.
Because of their high intrinsic noise, de-
tectors with SIT vidicon sensors need an
analog image-amplification stage and this
limits the overall performance of such
detectors. Several CCD detector systems

have also been developed that incorporate
image intensification. The most impor-
tant development in detector design for
macromolecular crystallography has been
the incorporation of scientific-grade CCD
sensors into instruments with no image in-
tensifier. These detector designs are based
on direct contact between the CCD and a
fiber-optic taper. There are several com-
mercial systems available based on this
construction (Mar Research, Norderstedt,
Germany; Hamlin Detector).

A schematic representation of such a
detector is shown in Fig. 16. An X-ray
phosphor (commonly Gd2O2S : Tb) is at-
tached to a fiber-optic faceplate, which is
tightly connected to a fiber-optic taper. The
X-ray sensitive phosphor surfaces at the
front convert the incident X-rays into a
burst of visible-light photons. Although it
is possible to permit the X-rays to strike
the CCD directly, this method has several
drawbacks, such as radiation damage to
the CCD, signal saturation, and poor ef-
ficiency. The use of a larger phosphor as
active detector area and the demagnifying
fiber-optic taper is also necessary because
the size of the scientific-grade CCD sen-
sors is not as large as needed for the
demands of the X-ray diffraction experi-
ment. The fiber-optic taper is then bonded
to the CCD, which is connected to the
electronic readout system. The CCD must
be cooled to temperatures ranging from
−40 to −90 ◦C, depending on the various
systems. The great advantage of CCD de-
tectors is their short readout time, which
lies in the range from 1 to a few seconds.

2.3
Crystal Mounting and Cooling

2.3.1 Conventional Crystal Mounting
The purpose of crystal mounting is to
isolate a single crystal from its growth
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Fig. 16 Schematic representation of a CCD/taper detector.
(Reproduced by permission of Academic Press, Inc., from
Westbrook, E.M., Naday, I. (1997) Methods Enzymol. 276,
268–288.)

medium so that it can be used in the
X-ray diffraction experiment to study its
diffraction properties. It is important
that the manipulation of the crystal
introduces as little damage as possible to
its three-dimensional structure. The most
important aspect of crystal mounting is to
preserve the crystal in its state of hydration.
This is accomplished by sealing the crystal
in a thin-walled (0.001-mm thick) glass
or quartz capillary tube. The important
steps in conventional crystal mounting are
illustrated in Fig. 17(a–c). The crystal must
be dislodged from the surface on which
it grew, and then it may be drawn into
the capillary using suction from a small-
volume (0.25 mL) syringe, micropipet, or
mouth aspirator, which are connected to
the funnel of the capillary by a flexible
plastic hose of appropriate diameter. Next,
the capillary should be inverted to allow the
crystal to fall to the inner meniscus. Then,
the surrounding solution may be removed
using thin strips of filter paper or by a small
glass pipet. The extent to which the crystal
should be dried must be determined by
experience. The final step is to place a
small volume of mother liquor in the

capillary and seal both ends. The capillary
is then glued to a metal base, which can be
attached to a goniometer head.

2.3.2 Cryocrystallography
Many macromolecular crystals suffer from
radiation damage when exposed to X-rays
with energies and intensities as used in
macromolecular X-ray diffraction experi-
ments with both conventional sources and
synchrotron radiation. A possibility for re-
ducing radiation damage of the crystal
during the measurement is to cool the crys-
tal to low temperatures, usually to 100 K.
For this purpose, the crystal is flash-frozen
to prevent ice formation or damage to
the crystal. One method of crystal treat-
ment is the removal of external solution
by transferring the crystal in a small drop
to a hydrocarbon oil and either teasing
the liquid away or drawing it off with fil-
ter paper or a small pipet. The oil-coated
crystal is then mounted on a glass fiber
or small glass ‘‘spatula.’’ Oil protects the
crystal from drying and acts as an adhesive
that hardens on cooling to hold the sam-
ple rigidly. Much more frequently used
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Fig. 17 Mounting of a crystal in a glass capillary. (Reproduced by
permission of Academic Press, Inc., from Rayment, I.
(1985) Methods Enzymol. 114, 136–140.)

is a technique in which the crystal is sus-
pended in a film of mother liquor in a small
loop. This method avoids problems with
damage by the oil or mechanical damage
when removing the external liquid, and it
has proven successful for most samples. It
does, however, require the use of a cryopro-
tectant to prevent ice formation. The most
commonly used cryoprotectants are glyc-
erol, PEG of different molecular weights,
glucose, and MPD.

The loop is produced from fine fibers
that permit unobstructed data collection in
nearly all sample orientations. The crystal
is held within the loop, suspended in a thin
film of cryoprotectant-containing harvest
buffer. The loop is supported by a fine wire

or pin, which itself is attached to a steel
base used for placing the assembly on a
goniometer head and in storing mounted
crystals. Once in the loop, the crystal
is cooled to a temperature at which the
increasing viscosity of the liquid prevents
molecular rearrangement. The rate of
cooling must be rapid enough to reach
this point before ice-crystal nucleation
occurs. Two methods are used: cooling
directly in the gas stream of a cryostat
or plunging the crystal into a cryogenic
liquid. The first method is explained in
Fig. 18(a) and (b). The loop assembly (with
crystal) is attached to the goniometer head,
with the cold stream deflected. Then, the
cold stream is unblocked to flash-freeze
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Fig. 18 Flash cooling in the direct cold gas stream of a
cryostat. (Reproduced by permission of Academic Press, Inc.,
from Rodgers, D.W. (1997) Methods Enzymol. 276, 244–268.)

the crystal. In this gas-stream position,
the goniometer head must be heated to
prevent ice formation on the goniometer
head. Cryostats and cryocrystallographic
tools are commercially available.

Cryocrystallography has had a great im-
pact on macromolecular crystallography
by dramatically increasing the lifetime of a
crystal during the X-ray experiment allow-
ing, for example, the collection of several
data sets from one crystal at different wave-
lengths using synchrotron radiation.

2.3.3 Crystal Quality Improvement by
Humidity Control
The crystal quality is of decisive sig-
nificance for a successful X-ray crystal
structure determination. Two principal
cases must be distinguished: (1) the crys-
tals diffract to a resolution only (>4.5 Å),
which does not allow a structure deter-
mination at all and (2) the crystal quality
is good enough to elucidate its 3-D struc-
ture (resolution <3.5 Å but not better than
2.5 Å) but a structure determination at
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higher resolution and accuracy therewith
would be necessary, for example, for the
characterization of a metal center in a
metalloprotein. The control of the crystal
packing via the solvent content of a crystal
is a useful approach for the improve-
ment of the crystal quality of biological
macromolecules. For this purpose, a so-
called Free Mounting System (FMS) has
been developed and successfully applied.
The principal construction of the FMS is
shown in Fig. 19 (a). A main part of the
FMS is the humidifier unit, which consists
of the humidifier, the control, and power
electronics. A stream of humid air with
defined moisture is produced. A flexible
teflon tube transports the humid air to the
crystal holder, which is depicted in Fig. 19
(b). A very compact construction allows the
sample to be mounted in a controlled envi-
ronment with minimal restriction for the
X-ray measurement. The head part is freely
rotatable relative to the insert, without ax-
ial movement. A heating element and a
temperature sensor are integrated into the
head part. The humid air stream through
the head part is adjusted to the tempera-
ture of the head part, independent of the
ambient temperature. The crystal may ei-
ther be mounted in a patch-clamp pipette
or conventional cryo-loop (Fig 19 (c)).

In a typical experiment to increase the
crystal quality, X-ray crystal diffraction
is monitored at various defined crystal
humidities. Usually, a positive effect is
observed at lower humidity, which causes
shrinkage of the unit cell volume and al-
lows different and possibly more favorable
crystal contacts. After having found the op-
timal condition, the crystal, mounted in a
loop, can be shock-frozen for a subsequent
data collection. A remarkable improve-
ment of crystal quality by using the FMS
could be observed with about 30% of dif-
ferent projects under investigation.

2.4
Data-collection Techniques

2.4.1 Rotation Method
Most macromolecular X-ray diffraction
systems use the rotation method for data
collection. For each crystal, a reciprocal
lattice can be constructed, which is very
useful in the interpretation of crystal-
lographic crystal diffraction experiments.
Diffraction theory (discussed later) tells us
that an X-ray reflection is generated when
a point of this reciprocal lattice lies on
a sphere of radius 1/λ whose origin is
1/λ away from the origin of the recipro-
cal lattice in the direction of the primary
beam (Fig. 20). The direction of such a
diffracted beam is along the connection of
the center of the so-called Ewald sphere
(radius 1/λ) and the intersection of the re-
ciprocal lattice point on the Ewald sphere.
Owing to certain factors, which will be dis-
cussed later, the apparent reciprocal lattice
extends to a given radius only, which de-
fines the resolution sphere. To bring all the
reciprocal lattice points within the resolu-
tion sphere into the reflection position, the
crystal must be rotated around its center.
Nearly all macromolecular X-ray diffrac-
tion systems apply the rotation technique
in the normal beam case where the rota-
tion axis is normal to the incident X-ray
beam. Rotating the crystal around 360◦
brings all reciprocal lattice points within
the resolution sphere in the reflection po-
sition except for the region between the
rotation axis and the Ewald sphere, which
is therefore called the blind region. This
region can be collected when the crystal
has been brought into another orientation.
The diffracted beams are usually registered
with a flat detector at distance D from the
crystal, which is also normal to the primary
beam. To avoid overlapping of reflection
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Fig. 19 The Free Mounting System: (a) principal construction;
(b) schematic view of the crystal holder; (c) opened crystal holder
with magnetic base and mounting loop. Tdp –temperature of dew
point, Tg –temperature of goniometer head.
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Fig. 20 Diffraction geometry in the rotation method usually
applied in macromolecular X-ray diffraction systems.

spots on the detector, the crystal is ro-
tated by rotation-angle increments, which
can vary from tenths of degrees to 1 or
to a few degrees, depending on the size
of the crystal unit cell, crystal mosaicity,
beam collimation, and other factors. Each
individual exposure is processed and elec-
tronically stored in a computer. These raw
data images are evaluated subsequently
with relevant computer programs (dis-
cussed in some detail later) to give the
intensities and geometric reference values
(indices) for each collected intensity.

2.4.2 Precession Method
The rotation method delivers a distorted
image of the reciprocal lattice for each
geometry of the detector (flat or curved)
and orientation with respect to the rota-
tion axis. An undistorted image of the
reciprocal lattice can be obtained by us-
ing the precession method. The principle
of this technique is shown in Fig. 21. The

detector is a flat film. During the motion of
a given reciprocal lattice plane (in Fig. 21,
a so-called zeroth plane going through the
origin O of the reciprocal lattice), the flat
detector must always be parallel to this
reciprocal lattice plane to obtain an undis-
torted image of this plane. The normal
of the reciprocal lattice plane and, con-
sequently, also the detector are inclined
with respect to the primary X-ray beam
by an angle µ. When the normals of the
reciprocal lattice plane and the detector
carry out a concerted precession motion of
angle µ around the primary X-ray beam,
a circular region of the reciprocal lattice
plane is registered on the detector (these
regions are shown as dashed circles in
Fig. 21). In a precession camera construc-
tion, the crystal and the film cassette are
both held in a universal joint, which are
linked so that the film and crystal move
together in phase with precession angle µ.
In Fig. 21, the joints are symbolized as
forks and their linkage by a line. Parallel to
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O O

Fig. 21 Principle of the precession method (modified from Buerger,
M.J. (1964) The Precession Method in X-ray Crystallography, John Wiley &
Sons, New York).

the zeroth reciprocal lattice plane is a set
of lattice planes that also carry out this pre-
cession movement. The parts of them that
are swung through the Ewald sphere also
give rise to an image on the flat detector
(first and second reciprocal lattice layers
are also indicated in Fig. 21). The images
of these layers would superimpose on the
detector, and the use of the technique in
this way is denoted by the screenless pre-
cession method. The insertion of a screen
with a suitable annular aperture between
the crystal and the detector at an appro-
priate distance can be used to screen out
the desired reciprocal layer. This screen
is also inclined by the precession angle µ

and is coupled to the concerted precession
movement of crystal and film cassette. The
strength of the precession technique is that
in addition to the undistorted imaging of
the reciprocal lattice planes, the indexing
of the diffraction spots is straightforward
and the symmetry of the diffraction pattern
is readily obtained by inspection.

For this reason, the precession method
has been broadly applied in macromolec-
ular crystallography for a long time. The
replacement of film by the new generation
of detectors has almost completely stopped
the use of the precession method. Never-
theless, the use of a precession camera
has great teaching benefits in becom-
ing familiar with the reciprocal lattice
concept.

3
Principles of X-ray Diffraction by a Crystal

3.1
Scattering of X-rays by an Atom

A component of the electrical field of
the incident wave has the following form
(Eq. 6) in free space referred to an origin
at x = 0:

E(x) = E0 exp[2π i(νt − xs0)] (6)
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where s0 = wave vector of inci-
dent wave, ν = c/λ = frequency, λ =
wavelength, and s0 = 1/λ = absolute
value of incident wave vector. This wave in-
teracts with a scattering center at position
r (Fig. 22). The electric field component of
the incident wave causes the electron at
position r to oscillate. Together with the
positively charged nucleus of the atom,
which does not oscillate, this can be con-
sidered as a classical dipole oscillator. This
dipole oscillator emits a spherical wave,
which is denoted as a scattered wave and
can be given in the following form (Eq. 7
and 8):

ESC = CE(r)
exp(−2π is0r1)

r1
(7)

ESC = CE0 exp(−2π is0r)

× exp(2π i(νt − s0r1)

r1
(8)

The phase-angle-dependent factor has
been omitted. The amplitude of the
scattered wave is proportional to the
amplitude E(x) of the wave incident at
r. This gives the factor E(r). C is a
proportionality factor, taking into account
the peculiarities of the scattering center.
The factor 1/r1 considers the conservation
of the scattered energy flux. We add all

wavelets scattered from different volume
elements of an atom to get the total
amplitude of the scattered wave at point
R relative to the origin O in the atom.

Equations 9 to 12 follow from Fig. 22:

r + r1 = R (9)

r2
1 = (R − r)2 = R2 + r2

− 2rR cos(r, R) (10)

r1 = R

[
1 − 2r

R
cos(r, R) +

( r

R

)2
]1/2

(11)

r1 ≈ R
(

1 − r

R
cos(r, R) + . . . ) (12)

where (r/R)2 and higher terms were
neglected in the expansion of the square
root. It follows that (Eq. 13)

r1 ≈ R − r cos(r, R) (13)

Now we can combine the spatial phase
factors in the equation for ESC. With the
approximation for r1, we obtain Eq. (14):

exp(−2π i(s0r + s0r1) = exp(−2π is0R)

× exp(−2π i(s0r − s0r cos(r, R)) (14)

As s0 = s and s is parallel to R, we obtain
Eq. (15).

s0r cos(r, R) = sr cos(r, s) = sr (15)

Fig. 22 Scattering of a planar X-ray wave by an electron at position r
with respect to origin O.
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It follows for the phase factor (Eq. 16):

exp(−2π i(s0r + s0r1) = exp(−2π is0R)

× exp(−2π i(s0r − sr))

= exp(−2π iS0R)

× exp(2π i(
→
r (

→
S − →

S 0)) (16)

Now we can write for the wave scattered
by a center at r (Eq. 17):

ESC =
(

CE0 exp(−2π is0R) exp(2π iνt)

R

)

× exp(2π ir(s − s0)) (17)

In a useful approximation, r1 has been
replaced by R in the denominator. In
general, the scattering from an atom
comes from the distribution of electrons
in the atom. If the scattering of a volume
element dv of the atom is proportional to
the local electron density ρ (r), then the
scattering amplitude will be proportional
to the integral (Eq. 18):

f (S) =
∫

vol. of atom
ρ(r) exp(2π irS)dv

(18)

3.2
Scattering of X-rays by a Unit Cell

A unit cell may contain N atoms at
positions of their internal origins at rj

(j = 1, 2, 3, . . . , N) with respect to the

origin of the unit cell (Fig. 23). For atom 1,
we obtain Eq. (19):

f1 =
∫

vol. of atom
ρ(r) exp[2π i(r1 + r)S]dv

= f1 exp(2π irS) (19)

with (Eq. 20)

f1 =
∫

vol. of atom
ρ(r) exp 2π ir1Sdv (20)

where f1 is the atomic form factor for
atom 1. It reflects the characteristics of
the scattering of the individual atoms and
is real if the wavelength of the incident
X-ray is not close to an absorption edge
of the atom. The atomic form factor f is
equal to Z, the ordinary number of the
scattering atom, at a diffraction angle of 0◦
and decreases with increasing diffraction
angle. For N atoms, this adds up to the total
scattered wave of a unit cell G(S) (Fig. 24)
according to Eq. (21):

G(S) =
N∑

j=1

fj exp(2π irjS) (21)

3.3
Scattering of X-rays by a Crystal

3.3.1 One-dimensional Crystal
In a one-dimensional crystal, the unit cells
are separated by the unit cell vector a.
The contribution of the scattered wave

Fig. 23 Atomic positions in a
unit cell.
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Fig. 24 Vector diagram for the
total scattered wave in direction
S added up for five atoms.

from the unit cell at the origin of the
crystal is G(S). All scatterers in the second
unit cell are displaced by the vector a
relative to the origin, which introduces
a corresponding phase factor and reveals
for the second unit cell relative to the
origin, G(S) exp 2π iaS. For the nth unit
cell relative to the origin, we obtain G(S)
exp 2π i(n − 1)aS. This sums up for the
total wave to Eq. (22):

F(S) =
T∑

n=1

G(S) exp 2π i(n − 1)aS (22)

Generally, F(S) is of the same order
of magnitude as G(S), and no strong
scattering effect is observed (Fig. 25a).
However, when 2π aS = 2πh or an integral
multiple of 2π or aS = h (h is an integer),
the waves add up constructively to a
scattered wave proportional to T| G(S)|
(Fig. 25b). T = 105 for a 1-mm long crystal
with a 100-Å lattice constant. The intensity
distribution of the scattered waves is
concentrated around the values where aS
is equal to an integer and depends on
the number of contributing unit cells.
The more unit cells are contributing,
the sharper is the concentration of the
intensity around these values.

3.3.2 Three-dimensional Crystal
In this case, the unit cell is spanned by the
unit cell vectors a, b, and c, and is repeated
periodically by the corresponding vector
shifts in the respective spatial directions.
This means that we will obtain scattered
waves of measurable intensities when the
three subsequent conditions are fulfilled
(Eq. 23):

aS = h; bS = k; cS = l (23)

These conditions are known as Laue
equations.

If we neglect the proportionality constant
T , we obtain Eq. (24) for the total scattered
wave for a three-dimensional crystal with
a unit cell containing N atoms:

F(S) =
N∑

j=1

fj exp 2π irjS (24)

with (Eq. 25)

rj = axj + byj + czj (25)

Hence, we have (Eq. 26 and 27)

rjS = xjaS + yjbS + zjcS = hxj + hyj + lzj

(26)
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Fig. 25 Vector diagrams displaying the total wave scattered
by a molecule in a crystal. (a) The phase differences between
waves scattered by adjacent unit cells is 2πaS and (b) the
phase difference is an integral multiple of 2π (adapted from
Blundell, T.L., Johnson, L.N. (1976) Protein Crystallography,
Academic Press, New York).

(from Laue’s equation) and

F(hkl) =
N∑

j=1

fj exp 2π i(hxj + hyj + lzj)

= |F(hkl)| exp iα(hkl) (27)

with |F(hkl)| – amplitude and α – phase
angle. We obtain the intensity of the
scattered wave as the structure factor F(hkl)
multiplied by its complex conjugate value

according to (Eq. 28):

I(hkl) = F(hkl)F∗(hkl)

= |F(hkl)|2 (28)

3.4
The Reciprocal Lattice and Ewald
Construction

In section 2.4, we mentioned the useful-
ness of the concept of the reciprocal lattice
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in understanding the diffraction of X-rays
from a crystal. Now we have the necessary
relations for the derivation of the recip-
rocal lattice. One can write the scattering
vector S as Eq.(29):

S = hxa∗ + kyb∗ + lzc∗ (29)

where S is a vector in reciprocal space
with the metric a∗, b∗, c∗. The relation to
the direct space with metric a, b, c is still
unknown. The vector S must obey the Laue
equations (Eq. 30):

aS = a(hxa∗ + kyb∗ + lzc∗) = h

= hxaa∗ + kyab∗ + lzac∗ = h (30)

This is fulfilled only when aa∗ = 1, hx =
h, and ab∗ and ac∗ = 0. Similar equations
can be derived for the other two Laue
conditions. Thus, vector S is a vector of
a lattice in reciprocal space. The relation
between direct and reciprocal lattice is
given by the following set of nine equations
(Eq. 31–39):

aa∗ = 1 (31)

ba∗ = 0 (32)

ca∗ = 0 (33)

ab∗ = 0 (34)

bb∗ = 1 (35)

cb∗ = 0 (36)

ac∗ = 0 (37)

bc∗ = 0 (38)

cc∗ = 1 (39)

It follows from these that a∗⊥ b;
c; b∗⊥ a; c; c∗⊥ a; b; and vice versa. The
metric relations can also be derived from
these relations. It means that the inverse
lattice vectors are perpendicular to the
plane that is spanned by the two other
noninverse lattice vectors. Bragg’s law can
be derived now by inspection of Fig. 26.
The wave vectors for the incident wave s0

and the scattered wave S have the same
absolute value of 1/λ. Vector S must be a
vector of the reciprocal lattice and its abso-
lute value is equal to d∗. From Fig. 26, we
obtain Eq. 40 to 42:

sin θ = d∗
2

λ (40)

λ = 2 sin θ

d∗ (41)

λ = 2d sin θ for n = 1 (42)

Fig. 26 Geometric
representation of diffraction
geometry, 2
, glance angle; 
,
Bragg angle.
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The general equation for Bragg’s law is
Eq. (43):

2d sin θ = nλ (43)

where n is the order of reflection and
d is the interplanar distance in the
direct lattice.

The Ewald construction is contained in
Fig. 20. A sphere of radius 1/λ is drawn.
The origin of the reciprocal lattice is located
where the wave vector s0 ends on the Ewald
sphere. A diffracted beam is generated
if a reciprocal lattice vector d∗

hkl with an
absolute value of 1/dhkl cuts the Ewald
sphere. The beam is diffracted in the
direction of the connection of the origin
of the Ewald sphere and the intersection
point of the reciprocal lattice point on the
Ewald sphere. The diffraction pattern of
a lattice is itself a lattice with reciprocal
lattice dimensions.

3.5
The Temperature Factor

The thermal motion of the atoms causes a
decrease of the scattering power by a factor
of exp[-B(sin2θ/λ2)] with (Eq. 44)

B = 8π2u2 (44)

where u is the mean displacement of
the atoms due to the thermal motion.
The atomic scattering factor f must be
multiplied with this factor. In this model,
the thermal motion has been assumed to
be isotropic. Therefore, B is denoted as the
isotropic temperature factor. In molecules,
this is usually not the case and the thermal
motion is described by a tensor ellipsoid.
Here we obtain a set of six independent
anisotropic temperature factors. In protein
crystallography, isotropic B values for each
atom of the molecules are used normally.
The thermal motion of the atoms is
one main reason for the falloff of the

diffraction intensity especially at higher
diffraction angles. This limits the possible
recordable number of diffraction spots
and, as will be seen later, the resolution
of the diffraction experiment.

3.6
Symmetry in Diffraction Patterns

An X-ray diffraction data set from a crystal
represents its reciprocal lattice with the
corresponding diffraction intensities at
the reciprocal lattice points (hkl). As the
reciprocal lattice is closely related to its
direct partner, it reveals symmetries, lattice
properties, and other peculiarities (e.g.
systematic extinctions) that are connected
to the direct crystal symmetry such as
unit cell dimensions and space group. A
detailed discussion of this problem is given
in Buerger.

In the case of real atomic scattering
factors f , the diffraction intensities are
centrosymmetric according to Friedel’s
law (Eq. 45):

I(hkl) = I(hkl) (45)

This is illustrated in Fig. 27(a,b). The
square of a complex number is the product
of this number by its complex conjugate.
This is shown for F (hkl) in Fig. 27(a)
and for F(hkl) in Fig. 27(b). The resulting
intensities are equal in both cases.

3.7
Electron Density Equation and Phase
Problem

Inspection of the equation for the structure
factor (Eq. 46)

F(S) =
N∑

j=1

fj exp 2π irjS

=
∫

vol. of
unit cell

ρ(r) exp 2π irSdv (46)
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Fig. 27 Diagram illustrating the basis of Friedel’s law.

shows that it is the Fourier transform of
the electron density ρ (r).

The electron density ρ (r) is then the
inverse Fourier transform of the structure
factor F(S) according to Eq. (47):

ρ(r) =
∫

vol. of
diffraction space

F(S) exp −2π irSdvs

(47)

The integration is replaced by summa-
tion since F(S) is not continuous and
is nonzero only at the reciprocal lattice
points. Hence, we have (Eq. 48)

ρ(xyz) = 1

V

∞∑

h=−∞

∞∑

k=−∞

∞∑

l=−∞
F(hkl)

× exp[−2π i(hx + ky + lz) (48)
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Knowing the structure factors (Eq. 49)

F(hkl) = |F(hkl)| exp iα(hkl) (49)

one can calculate the electron density
distribution in the unit cell and thus deter-
mine the atomic positions of the scattering
molecule(s). Unfortunately, the measured
quantities are only the absolute values
|F(hkl)| of the structure factor. Informa-
tion on the phase angles α(hkl) is lost
during the diffraction experiment. The de-
termination of these phases is the basic
problem in any crystal structure determi-
nation, and we discuss the methods for
solving the phase problem later.

3.8
The Patterson Function

The measured X-ray intensities are propor-
tional to the square of the absolute value of
the structure factor according to Eq. (28).
Would it be possible to use the intensities
directly to calculate from these a func-
tion that contains structural information?
The answer is ‘‘yes.’’ If one calculates a
convolution of the electron density with
itself, Patterson showed that this is just
the Fourier transform of the intensities
(Eq. 50):

P(uvw) =
∫

vol. of
unit cell

ρ(xyz)

× ρ(x + u, y + v, z + w)dv (50)

From this, it follows that (Eq. 51)

P(u) = 1

V

∑

h

F2
h exp −2π ihu (51)

The function P(u) will have maxima
if the positions x and x + u correspond
to atoms. Thus, we obtain a function
that contains the interatomic vectors as
maxima. We expect N2 peaks for N atoms.

The maxima are proportional to ZiZj. The
Patterson function is a very useful tool to
locate atoms when the number of atoms in
the asymmetric unit of the unit cell is not
too high (e.g. <20) or it contains a subset
of heavy atoms among not too many (e.g.
<100) light atoms such as C, N, O, or S.
Here, the heavy atom–heavy atom vectors
are clearly prominent. If a protein with
1000 or a multiple of that light atoms holds
one or several heavy atoms per molecule,
the signal resulting from the heavy atoms
can no longer be resolved. However,
when using the method of isomorphous
replacement (discussed later), a Patterson
function of the heavy atom structure can
be calculated, from which it is possible to
locate the heavy atoms.

3.9
Integrated Intensity Diffracted by a Crystal

Real crystals are not perfect. They can
be regarded as consisting of small blocks
of perfect crystals (sizes in the range of
0.1 µm), which have an average tilt angle
among each other of 0.1 to 0.5◦ for protein
crystals and which diffract independently
of each other. Such a real crystal is denoted
a mosaic crystal. The total energy, E(h),
in a diffracted beam for a mosaic crystal
rotating with uniform angular velocity w
through the reflecting position in a beam
of X-rays of incident intensity I0 is given
by Darwin’s equation (Eq. 52):

E(h) = I0

ω
λ3 e4

m2c4 p
LAVx

V2 |F(h)|2 (52)

where λ = wavelength of X-rays, e =
electronic charge, m = mass of electron,
c = velocity of light, p = polarization fac-
tor, L = Lorentz factor (geometrical factor
taking into account the relative time each
reflection spends in the reflection posi-
tion), A = absorption factor, V = volume



Macromolecules, X-Ray Diffraction of Biological 425

of the unit cell, and Vx = irradiated crys-
tal volume.

Owing to the mosaicity (0.1–0.5◦), each
reflection has a corresponding reflection
width. The integrated intensity equation
is valid under the assumption that apart
from ordinary absorption, the incident
intensity, I0, is constant within the crystal
(kinematic theory of X-ray diffraction)
and the mosaic blocks are so small that
no multiple scattering occurs within an
individual mosaic block. The integrated
intensity depends on λ to the third
power. Increasing the wavelength causes
appreciably stronger diffraction intensities
but is accompanied by larger absorption.
Copper Kα radiation with a wavelength
of 1.5418 Å is an optimal choice for
protein crystallography when using X-ray
generator sources. Also important is the
dependence of the integrated intensity on
the unit cell volume V by its negative
second power. Doubling of the unit cell
volume with twice as many molecules,
taking into account the increase in |F(h)|2
by having now 2n molecules per unit
cell, reduces the average intensity for the
reflected beams by a factor of two. In
Eq. (52), (λ3/ωV2) × (e4/m2c4) × Vx × I0

is a constant for a given experiment. The
corrected intensity on a relative scale I(h)
is obtained from Eq. (53):

I(h) = E(h)

p × L × A
(53)

3.10
Intensities on an Absolute Scale

The corrected intensity on a relative scale
I(h) can be converted to an intensity given
by Eq. (54)

I(abs, h) = F(h)F(h)∗ = |F(h)|2 (54)

on an absolute scale by applying a so-
called Wilson plot. The basis for this
plot is an equation that connects the
average intensity on an absolute scale with
the average intensity on a relative scale
by a scale factor C and considers the
isotropic thermal motion of the scattering
atoms by the temperature factor given in
Eq. (44). This is written in the form of
Eq. (55):

ln
I(h)

∑

j

(fj)
2

= ln C − 2B
sin2 θ

λ2 (55)

This is the equation of a straight
line. B, the overall temperature factor,
and C, the scale factor, can be ob-
tained by plotting ln I(h)/

∑
j(fj)

2 against

(sin2 θ)/λ2.

3.11
Resolution of the Structure Determination

The concept of resolution in X-ray diffrac-
tion has the same meaning as the concept
in image formation in the optical micro-
scope. After the Abbe theory, we obtain
Eq. (56):

dm = λ

2NA
(56)

where NA is the numerical aperture of the
objective lens. In protein crystallography,
the nominal resolution of an electron
density map is expressed in dm, the
minimum interplanar spacing for which
Fs are included in the Fourier series. The
maximum attainable resolution at a given
wavelength is λ/2. For Cu Kα radiation, it
is 0.7709 Å and would suffice to determine
protein structures at atomic resolution
(the distance of a carbon–carbon single
bond is about 1.5 Å). However, usually
the thermal vibrations of the atoms in
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a protein crystal are so high that the
diffraction data cannot be observed to
the full theoretical resolution limit. The
polypeptide chain fold can be determined
at a resolution of better than 3.5 Å. A
medium-resolution structure is in the
resolution range of 3.0 to 2.2 Å, and makes
the amino acid side chains clearly visible.
A high-resolution structure has a nominal
resolution better than 2.2 Å and can be
as good as 1.2 Å. In such structures,
the main-chain carbonyl oxygens become
visible as prominent bumps and at a
resolution better than 2.0 Å, aromatic side
chains acquire a hole in the middle of
their ring systems. For some very well
diffracting crystals from small proteins,
diffraction data extending to resolutions
below 1.2 Å could be collected with
synchrotron radiation. Such structures
reveal real atomic resolution where each
atom is visible as an isolated maximum in
the electron density map.

3.12
Diffraction Data Evaluation

The analysis and reduction of diffrac-
tion data from a single crystal consists
of seven main steps: (1) visualization and
preliminary analysis of the raw, unpro-
cessed data; (2) indexing of the diffrac-
tion patterns; (3) refinement of the crystal
and detector parameters; (4) integration
of the diffraction spots; (5) finding the
relative scale factors between measure-
ments; (6) precise refinement of crystal
parameters using the whole data set;
and (7) merging and statistical analysis
of the measurements related by space-
group symmetry. When using electronic
area detectors with short readout times
such as CCD or MWPC detectors, it is
possible to collect diffraction images with

small rotational increments (0.05–0.2◦).
In this case, the reflection profile over the
crystal rotation angle can be registered,
giving a three-dimensional picture of the
spot. The evaluation of such diffraction
data can be done with computer pro-
grams MADNES, XDS, the San Diego
programs and related programs XENGEN,
and X-GEN. IP systems with their longer
readout times are operated in a film-
like mode with rotational increments of
0.5 to 2.0◦. Here, mainly the program
systems MOSFLM and Denzo are ap-
plied. The most important developments
in the data evaluation of macromolecular
diffraction measurements are autoindex-
ing, profile fitting, transformation of data
to a reciprocal-space coordinate system,
and demonstration that a single rotation
image contains all of the information nec-
essary to derive the diffraction intensities
from that image.

Scaling, merging, and statistical anal-
ysis of the intensity data are either
done with corresponding programs of the
CCP4 program suite or with Scalepack.
The principles of these operations are
given in the manuals for these programs.
With modern data-collection methods, the
completeness should approach 100% (in-
cluding the low-resolution data, which
are very important for molecular re-
placement), the ratio I/σ(I) should be
significant even for the highest resolu-
tion shell, and undue emphasis should
not be given to the reliability factor for
merging the data (R-merge) unless fac-
tors such as multiplicity are taken into
account. Nowadays, it is customary using
synchrotron radiation techniques and fast
CCD detectors to collect as much data
as possible (before radiation damage be-
comes significant) in order to produce
good statistics.
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3.13
Solvent Content of Protein Crystals

The Matthews parameter VM, which is
defined according to Eq. (57):

VM = Vunit cell

MProt
(57)

where Vunit cell is the volume of the
unit cell and MProt is the molecular
mass of the protein in the unit cell,
has values that are in the range 1.6
to 3.5 Å3 Da−1 for proteins. This allows
a rough estimation of the number of
molecules in the unit cell. Furthermore,
VM can be used for the assessment of
the solvent content of a protein crystal.
Calling VProt the crystal volume occupied
by the protein, V ′

P its fraction with respect
to the total crystal volume V , and MProt

the mass of protein in the cell, we obtain
Eq. (58):

V ′
P = VProt

V
= VProt/MProt

MProt/V
(58)

The first term is the specific volume of
the protein, the second the reciprocal of
VM and, remembering that the molecular
weight is expressed in daltons, we have
Eq. (59):

V ′
P = 1.6604

dProtVM
(59)

Taking 1.35 g cm−3 as the protein den-
sity, we obtain as a first approximation
Eq. (60) and (61):

V ′
P ≈ 1.23

VM
(60)

V ′
Solv ≈ 1 − V ′

P (61)

The solvent content in a protein crystal
may vary from 75 to 40%.

4
Methods for Solving the Phase Problem

4.1
Isomorphous Replacement

4.1.1 Preparation of Heavy Metal
Derivatives
If one can attach one or several heavy metal
atoms at defined binding site(s) to the
protein molecules without disturbing the
crystalline order, one can use such isomor-
phous heavy atom derivatives for the phase
determination. The lack of isomorphism
can be monitored by a change in the unit
cell parameters compared with the native
crystal and a deterioration of the quality
of the diffraction pattern. The preparation
of heavy atom derivatives is undertaken
by soaking the crystals in mother liquor
containing the dissolved heavy metal com-
pound. Soaking times may be in the range
from several minutes to months. Concen-
trations of the heavy metal compound may
vary from tenths of millimolar to 50 mM.
Favorite heavy atoms are Hg, Pt, U, Pb,
Au, rare earth metals, and so on. Poten-
tial ligands can be classified as hard and
soft ligands according to Pearson. Hard
ligands are electronegative and undergo
electrostatic interactions. In proteins, such
ligands are glutamate, aspartate, terminal
carboxylates, hydroxyls of serines and thre-
onines, and in the buffer acetate, citrate,
and phosphate. Soft ligands are polarizable
and form covalent bonds such as cysteine,
cystine, methionine, and histidine in pro-
teins, and Cl−, Br−, I−, S-ligands, CN−,
and imidazole in the buffer solution.

Metals are classified according to their
preference for hard or soft ligands. Class
(a) metals bind preferentially to hard
ligands. They comprise the cations of A-
metals such as alkali and alkaline earth
metals, the lanthanides, some actinides,
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and groups IIIA, IVA, and VA of the
transition metals. Class (b) metals are
rather soft and polarizable and can form
covalent bonds to soft ligands. They
include heavy metals at the end of the
transition metal groups such as Hg, Pt,
and Au. Thus, in the protein, the class
(b) metals Hg, Pt, and Au and complex
compounds of them bind to soft ligands
such as cysteine, histidine, or methionine
and the class (a) metals U and Pb to hard
ligands such as the carboxylate groups of
glutamate or aspartate.

4.1.2 Single Isomorphous Replacement
The structure factor FPH for the heavy
atom derivative structure (Fig. 28) be-
comes (Eq. 62)

FPH = FP + FH (62)

where FP = structure factor of the native
protein and FH = contribution of the
heavy atoms to the structure factor of the
derivative. The isomorphous differences,
FPH − FP, which can be calculated from
experimental intensity data sets of the
native and derivative protein, correspond
to the distance CB in Fig. 28, and are given

by Eq. (63):

FPH − FP = FH cos(αPH − αH)

− 2FP sin2
(

αP − αPH

2

)
(63)

If FH is small compared with FP and
FPH, the sine term will be very small and
we have (Eq. 64)

FPH − FP ≈ FH cos(αPH − αH) (64)

When vectors FP and FH are collinear,
then (Eq. 65)

|FPH − FP| = FH (65)

The square of the isomorphous differ-
ences, FPH − FP, can be used as coeffi-
cients in a Patterson synthesis. We get

(FPH − FP)2

= 4F2
P sin4

(
αP − αPH

2

)
(i)

+F2
H cos2(αPH − αH) (ii)

−4FPFH sin2
(

αP − αPH

2

)

× cos(αPH − αH) (iii)

(66)

It is a theorem of Fourier theory
that the Fourier transform of the sum

Fig. 28 Vector diagram for the
vector addition of the structure
factor of the native protein FP
and the heavy atom contribution
FH to the heavy atom derivative
structure factor FPH.
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of Fourier coefficients is equal to the
sum of the Fourier transforms of the
individual Fourier coefficients. Here, there
are three different terms. (αP − αPH) is
small if FH is small, and term (i), which
gives the protein–protein interaction will
be of low weight. The transform of
term (iii) is zero if sufficient terms are
included. However, if FH � FP, (αP −
αPH) is effectively random, and term
(ii) will give heavy atom vectors with half
the expected peak heights (Eq. 67)

F2
H cos2(αPH − αH)

= 1

2
F2

H + 1

2
F2

H cos 2(αPH − αH) (67)

with the second term on the right
contributing only noise to the Patterson
map because the angles αPH and αH

are not correlated. Such an isomorphous
heavy atom difference Patterson map
allows the determination of the positions
of the heavy metals on the condition of
isomorphism and a not-too-large heavy
atom partial structure. The interpretation
of these difference Patterson maps is
undertaken by vector verification routines,
which are part of the CCP4 program suite.
In these routines, the asymmetric unit
of the unit cell is systematically scanned
by calculating on each scan point the
corresponding heavy atom–heavy atom
vectors, determining their peak height
in the Patterson map and evaluating a
meaningful correlation value (e.g. the sum
of the correlated maxima). Prominent
heavy atom sites should show up with
high correlation values.

It is important to know what intensity
changes are generated by the attachment
of heavy atoms to the macromolecule.
According to Crick and Magdoff, the
relative root-mean-square intensity change

is given by Eq. (68) for centric reflections:
√

(�I)2

IP
= 2 ×

√
IH

IP
(68)

and by Eq. (69) for acentric reflections:
√

(�I)2

IP
= √

2 ×
√

IH

IP
(69)

where IH is the average intensity of the
reflections if the unit cell were to contain
the heavy atoms only and IP is the av-
erage intensity of the reflections of the
native protein. Attaching one mercury
atom (Z = 80) to a macromolecule with
varying molecular mass and assuming
100% occupancy gives the following av-
erage relative changes in intensity: 0.51
for 14 000 Da, 0.25 for 56 000 Da, 0.18 for
112 000 Da, 0.13 for 224 000 Da, and 0.09
for 448 000 Da. From this estimation it
is evident that with increasing molecu-
lar mass more heavy atoms or for large
molecular masses heavy metal clusters
such as Ta6Br2+

12 must be introduced to
generate intensity changes that can be sta-
tistically measured (precision for intensity
measurements between 5 and 10%) and
which are sufficient for the phasing.

The phase calculation for single isomor-
phous replacement can be seen from the
so-called Harker construction for this case
(Fig. 29). FH, which can be calculated from
the known heavy atom positions, is drawn
in its negative direction from the origin O
ending at point A. Circles are drawn with
radii FP and FPH from points O and A
respectively. The connections of the inter-
section points of both circles B and C with
origin O determine two possible phases
for FP. This means that the single isomor-
phous replacement leaves an ambiguity in
the phase determination for the acentric
reflections.
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Fig. 29 Harker construction for
the phase calculation by the
method of single isomorphous
replacement.

4.1.3 Multiple Isomorphous Replacement
The phase ambiguity can be overcome
if two or more isomorphous heavy
atom derivatives are used, which exhibit
different heavy atom partial structures. In

Fig. 30, the Harker construction for two
different heavy atom derivatives is shown.
In addition to Fig. 29, −FH2 is drawn from
the origin O and a third circle with radius
FPH2 is inserted around its endpoint B. The

Fig. 30 Harker construction for
the phase calculation by the
method of MIR for two different
heavy atom derivatives PH1
and PH2.
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intersection point, H, of all three circles
determines the protein phase, αP. In the
case of n isomorphous derivatives, there
are n + 1 circles, which have one com-
mon intersection point whose connection
to origin O determines the protein phase,
αP.

4.2
Anomalous Scattering

4.2.1 Theoretical Background
So far, in the normal Thomson scattering
of X-rays, the electrons in the atom
have been treated as free electrons that
vibrate as a dipole-oscillator in response
to the incident electromagnetic radiation
and generate elastic scattering of the X-
rays. However, the electrons are bound
to atomic orbitals in atoms, and this
treatment is valid only if the frequency ω

of the incident radiation is large compared
to any natural absorption frequency ωkn of
the scattering atom. For the light atoms
in biological macromolecules (H, C, N,
O, S, P) with frequency ω of the used
radiation (in the range of 0.4 to 3.5 Å),
this condition is fulfilled and these atoms
scatter normally. For heavier elements,
the assumption ω � ωkn is no longer
valid, and the frequency ω may be higher
for some and lower for other absorption
frequencies. If ω is equal to an absorption
frequency ωkn, absorption of radiation
will occur, which is manifested by the
ejection of a photoelectron with an energy
corresponding to the ionization energy
for this electron. This transition goes to
a state in the continuous region because
the discrete energy states are all occupied
in the atom. The absorption frequencies
for the K, L, or M shells are connected
with the corresponding absorption edges,
which are characterized by a sharp drop
in the absorption curve (absorption vs λ)

at the edge position. It is evident that the
scattering from the electrons with their
resonance frequencies close or equal to
the frequency of the incident radiation
will deliver a special contribution, which is
called anomalous scattering.

The classical treatment is briefly out-
lined. It is assumed that the atoms scatter
as if they contain electric dipole-oscillators
having certain definite natural frequen-
cies. The classical differential equation of
the motion of a particle of mass m and
charge e in an alternating electric field
E = E0eiωt is Eq. (70):

ẍ + kẋ + ω2
s x = eE0

m
eiωt (70)

where the damping factor, k, is propor-
tional to the velocity of the displayed charge
and ωs is the natural circular frequency of
the dipole if the charge is displaced. The
steady state solution for this equation for
the moment of the dipole that executes
forced oscillations of frequency under the
action of the incident wave is Eq. (71):

M = ex = e2

m

E0eiωt

ω2
s − ω2 + ikω

(71)

The amplitude A of the scattered wave
at unit distance in the equatorial plane is
given by Eq. (72):

A = e2

mc2

ω2E0

ω2
s − ω2 + ikω

(72)

The scattering factor of the dipole, f , is
now defined as the ratio of the amplitude
scattered by the oscillator to that scattered
by a free classical electron under the same
conditions. This amplitude at unit distance
and in the equatorial plane is given by
Eq. (73):

A′ = − e2

mc2 E0 (73)
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Hence, we obtain Eq. (74) for f :

f = ω2

ω2 − ω2
s − ikω

(74)

If f is positive, the scattered wave has a
phase difference of π with respect to the
primary beam (introduced by the negative
sign in the equation for A′). If ω � ωs, f is
unity. In the case of ω � ωs, f is negative,
and the dipole then scatters a wave in phase
with the primary beam.

Equation (74) can be split into real and
imaginary parts so that we obtain Eq. (75):

f = f ′ + if ′′ (75)

with (Eqs. 76 and 77)

f ′ = ω2(ω2 − ω2
s )

(ω2 − ω2
s )

2 + k2ω2 (76)

f ′′ = kω3

(ω2 − ω2
s )

2 + k2ω2 (77)

We now extend this for an atom
consisting of s electrons, each acting as
a dipole-oscillator with oscillator strength
g(s) and resonance frequency ωs. We
have to multiply the contribution for each
electron by g(s) and form the sum over
all electrons. For the total real part of the
atomic scattering factor, we obtain Eq. (78):

f ′ =
∑

s

g(s)ω2

ω2 − ω2
s

(78)

which assumes that ω is not very nearly
equal to ωs, and a small damping. f ′ can
be written as Eq. (79):

f ′ = f0 + �f ′ =
∑

s

g(s) +
∑

s

g(s)ω2
s

ω2 − ω2
s

(79)

For free electrons, we have ωs =
0 and f ′ = f0 = ∑

s g(s). The real part of
the increment of the scattering factor is

due to the binding of electrons. �f ′ is the
dispersion component of the anomalous
scattering.

If ω is comparable to ωs but slightly
greater, ikω must not be neglected. f
becomes complex (Eq. 80):

f = f ′ + if ′′ = f0 + �f ′ + i�f ′′ (80)

The imaginary part lags π/2 behind the
primary wave, that is it is always π/2
in front of the scattered wave. �f ′′ is
known as the absorption component of
the anomalous scattering. In the quantum
mechanical treatment of the problem, the
oscillator strengths are calculated from the
atomic wave functions. Hönl, in theoretical
work, used hydrogen-like atomic wave
functions. In the frame of this approach,
to each natural dipole frequency ωs in the
classical expression, there corresponds in
the quantum expression a frequency ωkn,
which is the Bohr frequency associated
with the transition of the atom from the
energy state k to the state n in which it is
supposed to remain during the scattering.
Modern quantum mechanical calculations
of anomalous scattering factors on isolated
atoms, based on relativistic Dirac–Slater
wave functions, have been carried out by
Cromer and Liberman. It follows from
the theory of the anomalous scattering
of X-rays that f0 is real, independent of
the wavelength of the incident X-rays
but dependent on the scattering angle.
�f ′ and �f ′′ depend on the wavelength,
λ, of the incident radiation but are
virtually independent of the scattering
angle.

4.2.2 Experimental Determination
�f ′′ is related to the atomic absorption
coefficient µ0 by Eq. (81):

�f ′′(ω) = mcω

4π
µ(ω0) (81)
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�f ′ can now be calculated by the
Kramers–Kronig transformation (Eq. 82):

�f ′′(ω) = 2

π

∫ ∞

0

ω′�f ′′(ω′)
ω2 − ω′2 dω′ (82)

As fluorescence is closely related to
absorption, fluorescence measurements
varying the X-ray radiation frequency are
used to determine the frequency depen-
dence of the dispersive components of the
different chemical elements. Instead of the
radiation frequency ω, the radiation is of-
ten characterized by its wavelength, λ, or
photon energy, E. The dispersion correc-
tion terms �f ′ and �f ′′ are often simply
denoted f ′ and f ′′. Figure 31 shows the
anomalous scattering factors near the ab-
sorption K edge of selenium from a crystal
of E. coli selenomethionyl thioredoxin. The
spectrum was measured with tunable syn-
chrotron radiation. Apart from the ‘‘white
line’’ feature at the absorption edge, f ′′
drops by about 4 electrons, approaching
the edge from the short wavelength side;

f′
f′

′

Fig. 31 Anomalous scattering factors
near the absorption K edge of selenium
from a crystal of E. coli selenomethionyl
thioredoxin. (Reproduced by permission
of Academic Press, Inc., from
Hendrickson, W.A., Ogata, C.M. (1997)
Methods Enzymol. 276, 494–523.)

�f ′ exhibits a symmetrical drop of −8
electrons around the edge. Similar values
can be observed at the K edges for Fe,
Cu, Zn, and Br, whose wavelengths all
lie in the range 0.9 to 1.8 Å, which is well
suited for biological macromolecular X-ray
diffraction experiments. For other interest-
ing heavy atoms such as Sm, Ho, Yb, W,
Os, Pt, and Hg, the LII (Sm) or LIII edges
are in this range. Here, the effects are even
greater. Considerably larger changes are
found for several lanthanides, such as Yb,
where the minimum f ′ is −33 electrons
and the maximum f ′′ is 35 electrons.

4.2.3 Breakdown of Friedel’s Law
Under the assumption that the crystal con-
tains a group of anomalous scatterers, one
can separate the contributions from the
distinctive components of the scattering
factor according to Hendrickson and Ogata
to obtain Eq. (83):

λF(h) = ◦FN(h) + ◦FA(h)

+ λF′
A(h) + iλF′′

A(h) (83)

where ◦FN is the contribution of the nor-
mal scatterers and ◦FA, λF′

A, and λF′′
A are

the contributions for the corresponding
components of the complex atomic form
factor. For the centrosymmetric reflection,
we obtain Eq. (84):

F(−h) = ◦FN(−h) + ◦FA(−h)

+ λF′
A(−h) + iλF′′

A(−h) (84)

The geometric presentation for both
structure factors is given in Fig. 32. The
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Fig. 32 Vector diagram explaining the
breakdown of Friedel’s law.

inversion of the sign of h causes a negative
phase angle for all contributions where
the components of the scattering factor
are real. For the f ′′-dependent part, this
is also valid, but owing to the imaginary
factor i, this vector has to be constructed
with a phase angle +π/2 with respect
to ◦FA(−h) and λF′

A(−h). The resultant
absolute values for λF(h) and λF(−h) are
no longer equal, which means that their
intensities (square of the amplitude) are
different (breakdown of Friedel’s law).

4.2.4 Anomalous Difference Patterson
Map
One can show that (Eq. 85)

λF(h) − λF(−h) ≈ 2

k
[ ◦FA(h)

+ λF′
A(h)] sin(αh − αA) (85)

where αh is the phase angle of λF(h), αA
the phase angle of the anomalous

scatterers, and (Eq. 86)

k =
◦FA(h) + λF′

A(h)

λF′′
A(h)

(86)

As coefficients for an anomalous differ-
ence Patterson map, we obtain Eq. (87):

�F2
ano = [λF(h) − λF(−h)]2 ∼ 4

k2 [ ◦FA(h)

+ λF′
A(h)]2 sin2(αh − αA) (87)

The �Fanos will be maximal if the
phase angle αA is perpendicular to the
phase angle αh and zero if both vectors
are collinear, which is opposite to the
MIR case. The anomalous Patterson map
contains peaks of the anomalous scatterers
with heights proportional to half of
(4/k2)[ ◦FA(h) + λF′

A(h)]2 owing to the
sin2 term and is therefore suited to
determine the structure of the anomalous
scatterers.

4.2.5 Phasing Including Anomalous
Scattering Information
The combination of anomalous scattering
information with isomorphous replace-
ment permits the unequivocal determi-
nation of the protein phases, as shown in
Fig. 33. Using the anomalous scattering
information alone gives two possible solu-
tions for the protein phase characterized by
the intersection points H and L in Fig. 33.
Combining it with the corresponding in-
tensities from the native protein without
the anomalous scatterers leaves only one
solution for the protein phase (vector O-H
in Fig. 33). The case in Fig. 33 is called
single isomorphous replacement anomalous
scattering (SIRAS). Having n isomorphous
heavy atom derivatives, each with anoma-
lous scattering contributions, the Harker
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Fig. 33 Harker construction illustrating the phase determination
combining information from anomalous scattering and isomorphous
replacement.

construction can be extended for this
situation, and the phasing method is then
designated as multiple isomorphous re-
placement anomalous scattering (MIRAS).

4.2.6 Multiwavelength Anomalous
Diffraction Technique
During the last few years, the MAD tech-
nique has matured to be a routine method
and has led to a revolution in biolog-
ical macromolecular crystallography. If
there are one or a few anomalous scat-
terers in the biological macromolecule,
it is possible to determine the whole
spatial structure from one crystal (exact
isomorphism) by the MAD technique.
The anomalous scatterers may be intrinsic

as in metalloproteins (e.g. Fe, Zn, Cu,
Mo, Mn) or exogenous (e.g. Hg in a
heavy atom derivative or Se in selenome-
thionyl proteins). A prerequisite for the
MAD technique is well-diffracting crys-
tals (resolution better than 2.8 Å) because
the anomalous components of the atomic
form factor are virtually independent of the
diffraction angle and acquire increasing
weight with increasing scattering angle.
This advantageous property together with
exact isomorphism serves for the determi-
nation of good phases down to the full
resolution, and leads to the production
of excellent experimental MAD-phased
electron density maps. A typical MAD ex-
periment is carried out at three different
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wavelengths (tunable synchrotron radia-
tion), at minimum f ′ and maximum f ′′ at
the absorption edge of the anomalous scat-
terer(s), and at a remote wavelength where
anomalous scattering effects are small.

The basic equations for the MAD
technique as formulated by Hendrickson
and Ogata are as follows. Equation (83) can
be written as Eq. (88):

λF(h) = ◦FT(h) + λFA(h) + iλF′′
A(h)

(88)

where (Eq. 89)

◦FT = ◦FN + ◦FA (89)

with subscript T for the totality of atoms in
the structure.

Furthermore, we have Eqs. (90) to (93):

◦FT(f o) = ◦FT exp(i◦φT) (90)

◦FA(f o) = ◦FA exp(i◦φA) (91)

λF′
A = f (f ′) (92)

λF′′
A = f (f ′′) (93)

In the common case of a single kind of
anomalous scatterer, we obtain Eqs. (94)
and (95):

λF′
A = f ′(λ)

f ◦
◦FA (94)

λF′′
A = f ′′(λ)

f ◦
◦FA (95)

Separating the experimentally observ-
able squared amplitude into wavelength-
dependent and wavelength-independent
terms gives Eq. (96):

λF(±h)2 = ◦F2
T + a(λ)

◦F2
A

+ b(λ)
◦FT

◦FA cos(◦φT − ◦
φA)

± c(λ)
◦FT

◦FA sin(
◦
φT − ◦

φA) (96)

with (Eqs. 97–99)

a(λ) = f ′2 + f ′′2
f ◦2 (97)

b(λ) = 2
f ′
f ◦ (98)

c(λ) = 2
f ′′
f ◦ (99)

The derivation of the formula for λF(h)2

is illustrated in detail. λF(h)2 is obtained
from the triangle formed by the vectors
λF(h), ◦FT(h), and a (Fig. 34) by use of
the cosine rule. The absolute values of the
vectors are represented in italics, and the
relevant angle is (180◦ − ◦

φA − δ). We get

λF(h)2 = ◦F2
T +

(
f ′2 + f ′′2

f ◦2

)
◦F2

A − 2

× ◦FT ×
(

f ′2 + f ′′2
f ◦2

)1/2

× ◦FA

× cos(π − δ − ◦
φA + ◦

φT) (100)

The cosine term in Eq. (100) can be
obtained using some basic trigonometry:

cos(π + (
◦
φT − ◦

φA − δ))

= − cos(◦φT − ◦
φA − δ) (101)

cos((◦φT − ◦
φA) − δ) = cos(◦φT − ◦

φA)

× cos δ + sin(
◦
φT − ◦

φA) × sin δ (102)

with

cos δ =

(
f ′
f o

)
× ◦FA

(
f ′2 + f ′′2

f ◦2

)1/2

× ◦FA =

(
f ′
f ◦

)

(
f ′2 + f ′′2

f ◦2

)1/2 (103)
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a

R

Fig. 34 Schematic drawing of structure factors of a biological macromolecule that contains one kind
of anomalous scatterer.

sin δ =

(
f ′′
f ◦

)
× ◦FA

(
f ′2 + f ′′2

f ◦2

)1/2

× ◦FA =

(
f ′′
f ◦

)

(
f ′2 + f ′′2

f ◦2

)1/2 (104)

Substituting this in Eq. 99, we obtain
the expression for λF(h)2. λF(−h)2 is de-
termined from the triangle formed by the
vectors λF(−h),

◦FT(h), and a′ (Fig. 34) us-
ing a similar approach. Maximum anoma-
lous scattering effects can be expected

in intensity differences of reflections that
would be equal for exclusively normal scat-
tering. This is the case for Friedel pairs, h
and −h, or their rotational symmetry part-
ners, and the relation for such differences
is given in Eq. (85). Of further interest
are dispersive differences between struc-
ture amplitudes at different wavelengths,
Eq. (105):

�F�λ ≡ λiF(h) − λjF(h) (105)

The anomalous or dispersive intensity
differences can be used to determine the
structure of the anomalous scatterers. The
methods are the same as for isomor-
phous replacement. They include vector
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verification procedures of difference Pat-
terson maps or direct methods programs
such as Shake and Bake and SHELXD.

4.2.7 Determination of the Absolute
Configuration
As anomalous scattering destroys the cen-
trosymmetry of the diffraction data, this
effect can be used to determine the
absolute configuration of chiral biologi-
cal macromolecules. The most common
method is to calculate protein phases on
the basis of both hands of the heavy
atom or anomalous scatterer structures
and check the quality of the relevant elec-
tron density map that should be better for
the correct hand. Furthermore, secondary
structural elements in proteins (consisting
of L-amino acids) such as α-helices should
be right handed.

4.3
Patterson Search Methods (Molecular
Replacement)

If the structures of molecules are similar
(virtually identical) or contain a major
similar part, this can be used to determine
the crystal structure of the related molecule
if the structure of the other molecule is
known. This is done by systematically
exploring the Patterson function of the
crystal structure to be determined with the
Patterson function of the search model.
Let us first consider some important
features of the Patterson function. The
relation between two identical molecules
in the search crystal structure (Fig. 35a)
can generally be formulated as Eq. (106):

X2 = [C]X1 + d (106)

Fig. 35 Patterson function of two identical molecules separated by the
spatial movement given in Eq. (106). (a) Positions of the two
molecules; (b) interatomic vectors of structure in (a). �, ◦,
intramolecular vectors of the left and right molecule; �, �,
intermolecular vectors.
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Equivalent positions X1 in molecule 1
are at positions X2 of molecule 2. [C] is
the rotation matrix and d is the translation
vector of the movement of the molecule.
Fig. 35(b) shows the Patterson function
belonging to the molecular arrangement
in Fig. 35(a). It is evident that around
the origin, vectors are assembled that
are intramolecular, whereas the vectors
around lines AB and EF are intermolecu-
lar. The intramolecular vectors depend on
the molecule orientation only and, there-
fore, can be used for its determination.
Once the orientation of the molecule(s)
has been elucidated, this can be used to
reveal the translation of the molecule(s)
by analyzing the intermolecular vector
part of the Patterson function. The dis-
tinction between intra- and intermolecular
vector sets and exploiting them for orien-
tation and translation determination was
given by Hoppe. The extension to protein
crystallography and the first mathematical
formulation of the rotation and translation
functions were given by Rossmann and
Blow.

4.3.1 Rotation Function
The intramolecular vectors are arranged
in a volume around the origin of the
Patterson function with a radius equal
to the dimension of the molecule. The
rotational search is then carried out in this
volume u. The search Patterson (deduced
either from the search model or from
the crystal Patterson itself) is rotated to
any possible rotational orientation X2,
characterized by three rotational angles
α, β, γ , which may be defined in different
ways (polar angles, Eulerian angles, etc.).
At each angular position, the actual
functional values are correlated with those
of the crystal Patterson all through the
volume u and integrated over this volume.
The correlation function may be the sum

or the product of each corresponding pair
of values. Rossmann and Blow proposed a
product function, and the rotation function
for this case is given by Eq. (107):

R(α, β, γ ) =
∫

u
P2(X2P1(X1)dX1 (107)

The function has maxima if the in-
tramolecular vector sets are coincident.
The calculation can be carried out in both
direct and reciprocal space.

The self-rotation function is a special
form of the rotation function. If an
asymmetric unit contains more than one
copy of a molecule, the rotation matrix
between the molecules can be determined
by a self-rotation function. Here, the
crystal Patterson is rotated against itself,
and the integration is taken over the
volume u around the origin in the same
manner. The identical molecules may have
an arbitrary orientation to each other
or they may be related by local or the
so-called noncrystallographic symmetries.
Searching for local rotation axes is done
best in a polar angle system. The search
Patterson is brought into each polar
orientation and then rotated around the
angle value for the local axis being sought,
for example 120◦ for a threefold local axis.

4.3.2 Translation Function
Once the orientation of the molecule(s)
has been determined, the translation of
the molecule(s) can be obtained from a
translation function. The model Patter-
son P2(u) revealed from the model in the
correct orientation is calculated for dif-
ferent translations t and correlated with
the crystal Patterson P1(u). The transla-
tion function proposed by Crowther and
Blow has the form shown in Eq. (108):

T(t) =
∫

P1(u)P2(u, t)du (108)
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T(t) reveals a maximum peak at the
correct translation t if the center of gravity
of the search model was at the origin for
t = 0.

4.3.3 Computer Programs for Molecular
Replacement
An early program for molecular replace-
ment, working in direct space, was written
by Huber. Nowadays, several program
packages are available, either being ex-
clusively dedicated to the molecular re-
placement technique or having integrated
relevant modules. Pure molecular replace-
ment programs are, for example, AMORE
and GLRF. The rotational and translational
search starting from the search model
is fully automated in AMORE and in-
cludes a final rigid body refinement of
each proposed solution. GLRF offers dif-
ferent types of rotation and translation
functions, all operating in reciprocal space,
and a Patterson correlation refinement. A
peculiarity of the GLRF program is the
locked rotation function. This function
takes into account the possible noncrys-
tallographic symmetries and is an aver-
age of n independent rotation functions
with an improved peak-to-noise ratio. Fre-
quently used program packages including
molecular replacement modules are the
CCP4 program suite, CNS, and PRO-
TEIN.

4.4
Phase Calculation

4.4.1 Refinement of Heavy Atom
Parameters
Before the protein phases can be cal-
culated, it is necessary to refine the
heavy atom parameters. These are the
coordinates x, y, z, the temperature fac-
tor (either isotropic or anisotropic),
and the occupancy. The refinement

modifies the parameters in such a
way that |FPH(obs)| becomes as close
as possible to |FPH(calc)|. Using the
method of least squares, the refine-
ment according to Rossmann minimizes
Eq. (109):

ε =
∑

h

w(h)[(FPH − FP)2 − kF2
H calc]2

(109)

where k is a scaling factor to correct F2
Hcalc

to a theoretically more acceptable value
because according to Eq. (64), FPH − FP

and FH have approximately the same
length when FPH, FP, and FH point
in the same direction. The probability
for this case will be high if the differ-
ence between FPH and FP is large. An
improvement can be obtained if the con-
tribution from the anomalous scattering is
included.

For the parameter refinement of anoma-
lous scattering sites, the differences
between the observed and calculated
structure factor amplitudes for ◦FA
are subjected to minimization. An-
other approach treats the anomalous
or dispersive contributions as in MIR
phasing.

From the refined heavy atom parame-
ters, preliminary protein phase angles αP

can be obtained as shown in the corre-
sponding Harker construction. A further
refinement of the heavy atom parameters
can be achieved by the ‘‘lack of closure’’
method, incorporating this knowledge.
The definition of this ‘‘lack of closure’’
ε is illustrated in Fig. 36(a) and (b). In
the case of perfect isomorphism, the vec-
tor triangle FP + FH = FPH closes exactly
(Fig. 36a). In practice, this condition will
not be fulfilled, and a difference ε between
the observed FPH and the calculated FPH

will remain (Fig. 36b). FPH(calc) can be
obtained from the triangle OAB (Fig. 36b)
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e

Fig. 36 Definition of ‘‘lack of closure.’’
(a) Perfect isomorphism; (b) usually,
the observed and calculated values for
FPH differ by the ‘‘lack of closure’’ ε.

with the cosine rule (Eq. 110):

FPH = [F2
P + F2

H + 2FP

× FH cos(αH − αP)]1/2 (110)

The function that is minimized by the
least-squares method is Eq. (111):

Ej =
∑

h

mhεj(h)2 (111)

where (Eq. (112))

εj = kjFPHj(obs) − FPHj(calc) (112)

is the ‘‘lack of closure’’ for the heavy atom
derivative j, kj is a scaling factor, and mh is
a weighting factor.

4.4.2 Protein Phases
As the structure factor amplitudes FP,
FPH, FH, and αH are known, the protein
phase angle αP can be calculated. For the
single isomorphous replacement situation
(Fig. 28), ε is zero only for the two protein
phase angles αP where the two circles for
FP and FPH intersect. In practice, all these
observed quantities exhibit errors. For the
treatment of these errors, it is assumed that
all errors are in FPH and that both FH and
FP are error free. For each protein phase
angle α, ε(α) is calculated. The smaller
ε(α) is, the higher is the probability of a
correct phase angle α. For each reflection
of a derivative j, a Gaussian probability
distribution is assumed for ε according to
Eq. (113):

P(α) = P(ε) = N exp
[
−ε2(α)

2E2

]
(113)

where N is a normalization factor and E2

is the mean square value of ε. Small values
of E are related to probability curves with
sharp peaks and well-determined phase
angles, and the opposite is true for large
E values. Such phase-angle probability
curves can be calculated for each indi-
vidual reflection and derivative. For single
isomorphous replacement, this curve is
symmetric with two high peaks corre-
sponding to the two possible solutions
for αP. We obtain the total probability for
each reflection with contributions from n
heavy atom derivatives by multiplying the
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individual probabilities (Eq. 114):

P(α) =
n∏

j=1

Pj(α) = N′ exp



−
∑

j

ε2
j (α)

2E2
j





(114)

These curves will be nonsymmetric with
one or several maxima (see Fig. 37a and b).

The question arises of which phases
should be taken in the electron density
equation to calculate the best electron
density function. An immediate guess
would be to use the phases where P(α) has
the highest value. This approach would be
appropriate for unimodal distributions but
not for bimodal distributions. Blow and
Crick derived the phase value that must
be applied under the assumption that the
mean square error in electron density over

Fig. 37 Total probability curves P(α)

for two different reflections: (a) for one
derivative; (b) for more than one
derivative.

the unit cell is minimal. For one reflection,
this is given by Eq. (115):

(�ρ2) = 1

V2 (Fs − Ft)
2 (115)

where Ft is the true factor and Fs is
the structure factor applied in the Fourier
synthesis. The mean square error is then
obtained as Eq. (116):

(�ρ2) = 1

V2

∫ 2π

α=0
(Fs − F exp iα)2P(α)dα

∫ 2π

α=0
P(α)dα

(116)

Ft has a phase probability of P(α) and
has been given as Ft = F exp iα. It can
be shown that the numerator integral in
Eq. (116) is minimal if (Eq. 117)

Fs(best) = F

∫ 2π

α=0
exp(iα)P(α)d(α)

∫ 2π

α=0
P(α)dα

= mF exp(iαbest) (117)

Equation (117) corresponds to the center
of gravity of the probability distribution
with polar coordinates (mF, αbest), where
m is defined as magnitude of m given by
Eq. (118):

m =

∫ 2π

α=0
P(α) exp(iα)dα

∫ 2π

α=0
P(α)dα

(118)

This magnitude of m is equivalent to
a weighting function and is designated
the ‘‘figure of merit.’’ The electron density
map calculated with mF and αbest is known
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as best Fourier and should represent a
Fourier map with minimum least-squares
error from the true Fourier map.

For the total error of the ‘‘best Fourier,’’
Eq. (119) has been derived:

(�ρ2) = 1

V2

∑

h

F2(h)(1 − m2) (119)

The order of magnitude of this error
may be illustrated by the example of the
structure determination of lysozyme. The
root-mean-square error in the Fourier syn-
thesis was 0.35 e Å−3, with values of 2.0-Å
resolution for the diffraction data and a
mean ‘‘figure of merit’’ of 0.6.

The program systems CCP4 and PRO-
TEIN contain all routines necessary to
calculate protein phases according to the
MIRAS technique and a number of dif-
ferent kinds of Fourier maps. Alternative
probabilistic approaches for the phase cal-
culation are used in programs MLPHARE
and SHARP. Both programs can also carry
out MAD phasing. The MADSYS program
is based on the algebraic approach outlined
in the MAD section of this contribution
and executes all tasks of a MAD analysis
from scaling to phase-angle calculation.

4.5
Phase Improvement

With the methods so far described, an
experimental electron density map can be
calculated, and if its quality is high enough,
the atomic model can be constructed.
However, there are methods for further
phase improvement available, which may
be applied in general or depending on the
given prerequisites. Such phase improve-
ment routines have been used routinely
over the last 10 years and have had a large
impact on the advancement of biological
macromolecular crystallography.

4.5.1 Solvent Flattening
Protein crystals have a solvent content of
75 to 40%. In a highly refined protein
crystal structure, the solvent space between
the molecules is rather flat owing to the
dynamic nature of this region. Usually,
the initial experimental starting phases
are of lower quality than the final ones
and as a result, the solvent region (if the
molecular boundaries can be identified)
contains noise peaks. It is now obvious
to set the noisy solvent space to a low
constant value and calculate new improved
phases by Fourier back-transforming this
corrected electron density map. However,
it is evident that the definition of the
molecular boundaries will be tedious and
depend on the quality of the electron
density map. Wang has proposed an
automatic procedure that smooths the
electron density to define the protein
region. This smoothed electron density
map is traced against a threshold value
that separates this map into molecule and
solvent space according to their ratio of
volumes in the unit cell. The space inside
the molecular envelope is polished to avoid
internal voids. Now, a new electron density
map is calculated using the observed
structure factor amplitudes and the phases
revealed from the solvent corrected map.
The solvent corrected map is obtained by
setting all electron density values inside the
molecular envelope to those of the initial
map and all values outside the envelope to
a low constant value. These phases from
the solvent flattening procedure can be
combined with the MIR or MAD phases.
This procedure can be repeated in several
iterative cycles because after each cycle
of solvent flattening, the quality of the
electron density map is improved. There
are no prerequisites for the application
of the method of solvent flattening. It
is evident that solvent flattening is most
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effective for crystals with a high solvent
content.

4.5.2 Histogram Matching
Histogram matching is a technique em-
anating from image processing. In the
application to electron density maps, it
is assumed that a high-quality protein
crystal structure has a characteristic fre-
quency distribution of electron density,
which serves as a standard reference dis-
tribution for other electron density maps.
Such maps of lower quality exhibit a fre-
quency distribution of electron density,
which deviates from the standard distri-
bution. The electron density map of low
quality is then scaled in such a way that its
frequency distribution of electron density
now corresponds to the standard distri-
bution. Histogram matching is normally
used together with solvent flattening and
is incorporated into the density modifica-
tion programs SQUASH and DM from the
CCP4 program package.

4.5.3 Molecular Averaging
If there is more than one identical sub-
unit in the asymmetric unit of the crystal,
molecular averaging can be used to im-
prove the protein phases. The spatial
relations between the single identical sub-
units in the asymmetric unit may be
determined by Patterson search methods
or from the arrangement of the heavy
atoms or anomalous scatterers. The spatial
relation between the identical subunits can
be improper (the relevant spatial move-
ment consists of a rotation about an
unsymmetrical angle value and a trans-
lation component) or proper (the spatial
movements form a symmetry group that
is composed of rotational symmetry ele-
ments only). Such additional symmetries
are called noncrystallographic or local, and

there are no limitations concerning the
Zähligkeit of the symmetry axes (e.g. five-,
seven-, and higherfold axes are allowed). It
is evident that averaging about the dif-
ferent related subunits, whose electron
density should be equal in each sub-
unit, must result in an improved electron
density map and therefore in improved
protein phases. Molecular averaging is
best done in direct space and several
programs (e.g. RAVE or MAIN) are avail-
able.

The procedure of molecular averaging
is composed of several steps. First, the
molecular envelope must be determined
from the initial electron density map or
from a molecular model that, for exam-
ple, has been obtained from molecular
replacement. Next, the particular electron
density averaging between the related sub-
units is performed. This is followed by
the reconstitution of the complete crys-
tal unit cell with the averaged electron
density. The space outside the molecular
envelope is flattened. This map is then
Fourier back-transformed. The obtained
phase angles can either be taken directly or
combined with known phase information
to calculate a new and improved electron
density map. This cycle can be repeated
several times until convergence of the elec-
tron density map improvement has been
reached. It is very useful to refine the local
symmetry operations after every macrocy-
cle of molecular averaging. Furthermore,
molecular averaging can be applied if pro-
teins crystallize in more than one crystal
form.

Molecular averaging is especially effi-
cient if a high noncrystallographic sym-
metry is present as in virus structures, but
the averaging over two related subunits
alone (the lowest case of local symme-
try) can give a considerable improvement.
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In special cases where high noncrystal-
lographic symmetry exists and the phase
information extends to low resolution only,
cyclic molecular averaging can be used to
extend the phase angles to the full res-
olution of the native protein. This was
first shown in the structure analysis of
hemocyanin from Panulirus interruptus. It
is extensively used in the analysis of icosa-
hedral structures and for large molecular
assemblies.

4.5.4 Phase Combination
In the course of a crystal structure
analysis of a biological macromolecule,
phase information from different sources
may be available, such as information
from isomorphous replacement, anoma-
lous scattering, partial structures, solvent
flattening, and molecular averaging. An
overall phase improvement can be ex-
pected when these factors are combined,
and a useful method to do this was
proposed by Hendrickson and Lattman.
The probability curve for each reflection
is written in an exponential form as
Eq. (120):

Ps(α) = Ns exp(Ks + As cos α + Bs sin α

+ Cs cos 2α + Ds sin 2α) (120)

Subscript s stands for the source from
which the phase information has been
derived. Ks and the coefficients As, Bs,
Cs, and Ds depend on the structure factor
amplitudes and other magnitudes, for
example, the estimated standard deviation
of the errors in the derivative intensity,
but are independent of the protein phase
angles α. The overall probability function
P(α) is obtained by a multiplication of
the individual phase probabilities, and this
turns out to be a simple addition of all
Ks and of the related coefficients in the

exponential term. We obtain Eq. (121):

P(α) =
∏

s

Ps(α)

= N′ exp

[
∑

s

Ks +
(

∑

s

As

)

cos α

+
(

∑

s

Bs

)

sin α +
(

∑

s

Cs

)

cos 2α

+
(

∑

s

Ds

)

sin 2α

]

(121)

Ks and the coefficients As to Ds have
special expressions for each source of
phase information.

4.6
Difference Fourier Technique

Supposing that one has solved the
crystal structure of a biological macro-
molecule and has isomorphous crystals
of this macromolecule, which contain
small structural changes caused by a
substrate-analog or inhibitor binding, a
metal removal or replacement or a lo-
cal mutation of one or several amino
acids. Then, these structural changes can
be determined by the difference Fourier
technique. The difference Fourier map is
calculated with the differences between the
observed structure factor amplitudes of the
slightly altered molecule FDERI(obs) and
the native molecule FNATI(obs) as Fourier
coefficients and the phase angles of the na-
tive molecule αNATI as phases according to
Eq. (122):

ρDERI − ρNATI ∼= 1

V

∑

h

m[FDERI(obs)

− FNATII(obs) × exp(iαNATI)

× exp(−2π ihx)] (122)
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where m may be the figure of merit or
another weighting scheme. The difference
Fourier map can alternatively be calculated
with coefficients FDERI(obs) − FDERI(calc)
and phases αDERI(calc). FDERI(calc) and
αDERI(calc) do not include the un-
known contribution of the structural
change.

Figure 38(a) and (b) illustrate the rela-
tion for the structure factors involved in
the difference Fourier technique. We as-
sume that the structural change is small.
If FNATI is large, the structure factor
amplitude of the structural change FSC
will be small compared to FNATI, and

Fig. 38 Vector diagrams illustrating
different situations (a) and (b) in the
difference Fourier technique for the
involved structure factors.

αDERI will be close to αNATI. This is
no longer valid if FNATI is small. Now,
FSC is comparable to FNATI, and αDERI
may deviate considerably from αNATI.
This implies the necessity to introduce
a weighting scheme that scales down the
contributions where the probability is high
that αNATI differs appreciably from the
correct phase angle. Various weighting
schemes have been elaborated such as
those of Sim and Read. The weighting
scheme of Sim has the following form
(Eq. 123):

w = I1(X)

I0(X)
(123)

for acentric reflections and (Eq. 124)

w = tanh
X

2
(124)

for centric reflection with (Eq. 125)

X = 2FDERI × FNATI
n∑

1

f 2
j

(125)

I0(X) and I1(X) are modified Bessel
functions of zeroth and first order re-
spectively. These equations and weighting
schemes can also be used for the cal-
culation of OMIT maps (where parts of
the model have been omitted from the
structure factor evaluation) or when a com-
plete structure must be developed from a
known partial model. FDERI must be re-
placed by the observed structure factor
F, FNATI by the structure factor of the
known or included part of the model
FK, and αNATI by the phase angle αK
of the known or included part of the
model.
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5
Model Building and Refinement

5.1
Model Building

Once the quality of the MIRAS or MAD
maps is good enough, model building can
be started. This is done on a computer
graphics system, and the main model-
ing programs are O and TURBO-FRODO.
An interesting alternative is the program
MAIN, which additionally contains rou-
tines for molecular averaging, molecular
docking, and other features. The visualiza-
tion of the relevant electron density map
on the computer graphics system is done
as cagelike structures. For this purpose,
the standard deviation from the mean
value of the map is calculated, and the
cagelike structure is built up for a given
contour level (normally 1.0 σ ). The first
task in a de novo protein crystal struc-
ture analysis is to localize the trace of the
polypeptide chain. This can be assisted
by routines for automatic chain tracing
such as the bones routine, an auxiliary
program of O. Such automatic chain-
tracing programs generate a skeleton of
the electron density map. This represen-
tation was introduced by Greer. When
the trace of the polypeptide chain has
been identified, the atomic model can be
built into the electron density. The atomic
model is represented as sticks, connect-
ing the atomic centers of bonded atoms.
The individual building blocks (amino
acids) of the protein molecule can be
generated, interactively manipulated (e.g.
linked with each other, moved, rotated,
etc.), and fitted into the corresponding
part of the electron density map. The
geometry of the atomic model is reg-
ularized according to protein standard
geometries.

The success of model building depends
on the quality and resolution of the
experimental electron density map. Usu-
ally, the quality of the electron density map
is not so good that the complete model
can be constructed in one cycle. In this
case, the partial atomic model is refined
crystallographically against the observed
structure factor amplitudes. This phase in-
formation can be used directly to calculate
a new electron density map commonly
with 2Fobs − Fcalc Fourier coefficient am-
plitudes. This kind of map is the sum of
a normal Fobs Fourier and a difference
Fourier synthesis. It displays the atomic
model with normal weight and indicates
errors in the model by its contribution of
the difference Fourier map. The parallel
determination and inspection of a differ-
ence Fourier map are also very helpful. As
already mentioned, the model phases can
be combined with phases present from
other sources or incorporated in proce-
dures of phase improvement. A further
model-building cycle can be started with
such new and improved electron density
maps. After several cycles of model build-
ing and crystallographic refinement, the
atomic model will be so well defined that
the solvent structure of internally bound
solvent molecules can be developed. The
atomic model is complete now and the
biochemical interpretation can be started.

5.2
Crystallographic Refinement

The structural model has to be sub-
jected to a refinement procedure. In
practical macromolecular crystallography,
one does not always have atomic reso-
lution. Therefore, the single atoms can-
not be treated as moving independently.
They must be refined using energy or
stereochemistry restraints, taking care to
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maintain a reasonable stereochemistry of
the macromolecule. There exist differ-
ent approaches to structure refinement of
macromolecules. The minimization of a
potential energy function E together with
a diffraction term D according to Eq. (126):

S = E + D (126)

where (Eqs. 127 and 128)

E =
∑

kb[bj(calc) − b0
j ]2

+
∑

kτ [τj(calc) − τ 0
j ]2

+
∑

k
[1 + cos(m
k + δ]

+
∑

(Ar−12 + Br−6) (127)

D =
∑

i

wi[Fi(obs) − kFi(calc)]
2 (128)

is applied in the programs EREF and CNS,
which are now used frequently. The four
terms of the right-hand side of E describe
bond, valence angle, dihedral torsion
angle, and nonbonded interactions, kb
is the bond stretching constant, kτ is
the bond angle bending force constant,
k
 is the torsional barrier, m and δ

are the periodicity and the phase of the
barrier, A and B are the repulsive and
long-range nonbonded parameters, D is
the crystallographic contribution with wi

a weighting factor, Fobs is the observed
structure factor, Fcalc is the calculated
structure factor, and k is a scaling
factor. Programs TNT and PROLSQ use
stereochemically restrained least-squares
refinement. For both refinement schemes,
parameters are employed that were derived
from small molecule crystal structures of
amino acids, small peptides, nucleic acids,
sugars, fatty acids, cofactors, and so on. If
noncrystallographic symmetry is present,
a corresponding term may be introduced
in the energy or stereochemistry part of the

expression to be minimized. It is possible
to divide the structural model into several
individual parts and refine these parts as
rigid bodies. This is especially useful with
solutions from molecular replacement.

A measure of the quality of the crys-
tallographic model is calculated from the
crystallographic R-factor (Eq. 129):

R =

∑

i

|Fobs| − |k|Fcalc|
∑

i

|Fobs|
(129)

Typical R-factors are below 0.2 for a well-
refined macromolecular structure.

Beside the atomic coordinates x, y, z,
the atomic temperature factor B may
be refined at a resolution better than
3.5 Å. This is done in most programs
in a separate step where, for example, in
program CNS, the target function (Eq. 130)

T = EXRAY + ER (130)

is minimized, where (Eq. 131)

ER = WB

∑

(i,j)-bonds

(Bi − Bj)
2

σ 2
bonds

+ WB

∑

(i,j,k)-angles

(Bi − Bk)
2

σ 2
angles + WB

×
∑

k-group

∑

j-equivalences

∑

i-unique
atoms

(Bijk − Bijk)
2

σ 2
ncs

(131)

The last term is used only if noncrys-
tallographic symmetry restraints should
be imposed on the molecules. Normally,
isotropic B-factors are applied and re-
fined in macromolecular crystallography
only. Even for a high-resolution structure
(1.7 Å), the ratio of observations (observed
structure factors) to parameters to be
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refined (x, y, z, B for each atom) is only
about 3. Therefore, as many additional
‘‘observations’’ (energy or stereochemistry
restraints) as possible are incorporated. In
some cases, it is useful to refine the indi-
vidual occupancy of certain atoms such as
bound metal ions or solvent atoms. This
must be performed in a separate step.

All of the mentioned refinement pro-
cedures are based on the least-squares
method. The radius of convergence for
this method is not very high because it fol-
lows a downhill path to its minimum. If the
model is too far away from the correct solu-
tion, the minimization may end in a local
minimum corresponding to an incorrect
structure. Brünger introduced the method
of molecular dynamics (MD), which is able
to overcome barriers in the S-function and
find the correct global minimum. MD cal-
culations simulate the dynamic behavior of
a system of particles. The basic idea of the
MD refinement technique is to increase
the temperature sufficiently high for the
atoms to overcome energy barriers and
then to cool slowly to approach the energy
minimum. This MD protocol is designated
as simulated annealing (SA). The crystal-
lographic application of the MD or SA
technique includes a crystallographic term
D, as given in Eq. (126), treated as a pseu-
doenergy term. A crystallographic MD or
SA refinement is capable of overcoming a
high-energy barrier occurring in the flip-
ping of a peptide plane. It can be useful in
removing model bias from the system.

A new approach is the refinement of
macromolecular structures by the maxi-
mum likelihood method. Programs work-
ing on the basis of this method are
REFMAC and CNS. The results derived
using the maximum likelihood residual
are consistently better than those from
least-squares refinement.

If the resolution of a biological macro-
molecular crystal structure is equal to or
better than 1.2 Å, it is in the range of real
atomic resolution, and the ratio of observa-
tions to parameters is high enough to carry
out, in principle, an unrestrained crystallo-
graphic refinement. Advances in cryogenic
techniques, area detectors, and the use
of synchrotron radiation enabled macro-
molecular data to be collected to atomic
resolution for an increasing number of
proteins. SHELXL is a program with all
tools for the crystallographic refinement of
biological macromolecules at real atomic
resolution.

Since the advent of structural genomics,
automation of all parts of structure analy-
sis has become of paramount importance.
A first step in this direction was the com-
pilation of the Arp/Warp program system.
This system allows the building and re-
finement of a protein model automatically
and without user intervention, starting
from diffraction data extending to a res-
olution higher than 2.3 Å and reasonable
estimates of crystallographic phases. The
method is based on an iterative procedure
that describes the electron density map
as a set of unconnected atoms and then
searches for protein-like patterns. Auto-
matic pattern recognition (model building)
combined with refinement permits a struc-
tural model to be obtained reliably within
few CPU hours.

5.3
Accuracy and Verification of Structure
Determination

A measure of the quality of a structure
determination is the crystallographic R-
factor given in Eq. (129). For a high-
resolution structure, for example 1.6 Å, it
should not be much larger than 0.16. As
this R-factor is an overall number, it does
not indicate major local errors. This can be
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obtained by the evaluation of a real space
R-factor, which is calculated on a grid for
nonzero elements according to Eq. (132):

Rreal space =
∑ |ρobs − ρcalc|∑ |ρobs + ρcalc| (132)

where ρobs is the observed and ρcalc is the
calculated electron density.

It has been shown that the conventional
R-factor may reach rather low values in
a crystallographic refinement with struc-
tural models that turned out to be wrong
later. To overcome this unsatisfactory sit-
uation, Brünger proposed the additional
calculation of a so-called free R-factor. For
this purpose, the reflections are divided
into a working set (e.g. 90%) and a test
set (e.g. 10%). The reflections in the work-
ing set are used in the crystallographic
refinement. The free R-factor is calculated
with reflections from the test set, which
were not used for the crystallographic re-
finement and is thus unbiased by the
refinement process. There exists a high
correlation between the free R-factor and
the accuracy of the atomic model phases.

The accuracy of the final model ex-
pressed by the mean coordinate error can
be determined alternatively by a Luzzati or
σA plot. The mean coordinate error for
a macromolecular structure determined
with a resolution of 2.0 Å and a crystal-
lographic R-factor of 0.2 is in the region of
±0.2 Å.

The stereochemistry of the final model
must also be checked. The root-mean-
square deviation of bond lengths and bond
angles from ideal geometry should not be
greater than 0.015 Å and 3.0◦ respectively.
The conformation of the main-chain fold-
ing is verified by a Ramachandran plot.
The dihedral angles � and � are plot-
ted against each other for each residue.
The data points should lie in the allowed

regions of the plot, which correspond to en-
ergetically favorable secondary structures
such as α-helices, ß-sheets, and defined
turn structures. Exceptions are glycine
residues, which may occur at any position
in the Ramachandran plot. Further stere-
ochemical parameters to be checked are
bond lengths and angles, dihedral angles
(e.g. determinating side-chain conforma-
tions), noncovalent interactions, geometry
of H-bonds, and interactions in the solvent
structure. This can be done with the pro-
grams PROCHECK or WHAT CHECK.

Nearly all spatial structures of bio-
logical macromolecules determined ei-
ther by X-ray crystallography or nuclear
magnetic resonance (NMR) techniques
have been and will be deposited with
the RCSB Protein Data Bank at Rut-
gers University. The information of the
structural model is in a file that con-
tains for each individual atom of the
model a record with atom number, atom
name, residue type, residue name, coor-
dinates x, y, z, B-value(s), and occupancy.
The header records hold useful informa-
tion such as crystal parameters, amino
acid sequence, secondary structure assign-
ments, and references.

6
Applications

6.1
Enzyme Structure and Enzyme–Inhibitor
Complex

6.1.1 X-ray Structure of Cystathionine
ß-Lyase
Cystathionine ß-lyase (CBL) is a member
of the γ -family of pyridoxal-5′-phosphate
(PLP)-dependent enzymes that cleaves
Cß-S bonds of a broad variety of sub-
strates. The crystal structure of CBL from
Escherichia coli has been solved using
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MIR phases in combination with den-
sity modification. The enzyme has been
crystallized by the hanging drop vapor
diffusion method using either ammo-
nium sulfate or PEG 400 as precipitating
agent. The crystals belong to the or-
thorhombic space group C2221 with unit
cell parameters a = 60.9 Å, b = 154.7 Å,
and c = 152.7 Å. There is one dimer per
asymmetric unit. A native data set has
been collected using synchrotron radia-
tion (wavelength 1.1 Å) at the wiggler
beamline BW6 at the storage ring DORIS
at the Deutsches Elektronensynchrotron
(DESY) in Hamburg, Germany. Data sets
for three heavy atom derivatives (thiomer-
salate, 2-mercuri-4-diazobenzoic acid and
platinum(II)-2,2′-6,6′′-terpyridinium chlo-
ride) were registered on an imaging plate
scanner (MAR Research, Norderstedt, Ger-
many) using graphite monochromatized
Cu Kα radiation from an RU200 rotating
anode generator (Rigaku, Tokyo, Japan)
operating at 5.4 kW. The reflection data
were processed with the MOSFLM pack-
age and scaled with programs from the
CCP4 program suite. All data sets re-
veal satisfactory symmetry consistency fac-
tors (Rmerge ≤ 0.08) and completenesses
(>90%). The heavy atom positions were
determined from isomorphous difference
Patterson maps using the vector verifi-
cation routines of program PROTEIN.
All derivatives have one common heavy
atom–binding site at Cys72, and one of
the mercury derivatives shows a second
binding site at Cys229. The dimer in
the asymmetric unit is related by a lo-
cal twofold axis that lies parallel to the
x-axis. The translation of this local axis
was determined from the distribution of
the heavy atom sites in the unit cell. An
initial MIR map was calculated, followed
by solvent flattening, twofold averaging
about the local symmetry, and density

modification and phase extension to 2.5 Å
resolution. Phase calculations, solvent flat-
tening, density modification, and phase
extension were done with programs of the
CCP4 package. Program AVE was used for
the averaging. The quality of the resulting
electron density map was sufficiently high
to build an almost complete atomic model.
Model building was performed on an ESV-
30 Graphic system workstation (Evans and
Sutherland, Salt Lake City, UT, USA) using
program O. The atomic model was refined
by energy-restrained crystallographic re-
finement with XPLOR.

The final model of CBL is made up
of two monomers with 391 amino acids
each, one cofactor and one hydrogen-
carbonate molecule per monomer, and
581 solvent water molecules. The final
crystallographic R-factor is 0.152 for data
from 8.0- to 1.83-Å resolution, and the
free R-factor is 0.221. The mean posi-
tional error of the atoms as estimated
from a Luzzati plot is ±0.19 Å. A homote-
tramer with 222 symmetry is built up by
crystallographic and noncrystallographic
symmetry (Fig. 39). Each monomer of CBL
(Fig. 40) can be described in terms of three
spatially and functionally different do-
mains. The N-terminal domain (residues
1–60) consists of three α-helices and one
ß-strand. It contributes to tetramer for-
mation and is part of the active site of
the adjacent subunit. The second domain
(residues 61–256) harbors PLP and has
an α/ß structure with a seven-stranded ß-
sheet as the central part. The remaining
C-terminal domain (residues 257–395),
connected by a long α-helix to the PLP-
binding domain, consists of four helices
packed on the solvent-accessible side of an
antiparallel four-stranded ß-sheet. The fold
of the C-terminal and the PLP-binding do-
main and the location of the active site
are similar to aminotransferases. Most
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Fig. 39 Ribbon plot of the CBL tetramer viewed along the x-axis. The monomers
are colored differently. The blue- and green-colored monomers, which are related
by a crystallographic axis (horizontal, in the plane of the paper), build up one
catalytic active dimer, and the yellow and red ones the other. The location of the
PLP-binding site is shown in a ball-and-stick presentation; MOLSCRIPT and
RASTER3D. (Reproduced by permission of Academic Press, Ltd., from Clausen,
T. et al. (1996) J. Mol. Biol. 23, 202–224.) (See color plate p. xxi).

of the residues in the active site are
strongly conserved among the enzymes
of the transulfuration pathway. Figure 41
shows the final 2Fobs − Fcalc map super-
imposed with the refined atomic model
around the active site of CBL. The cage-
like structures for the representation of
the electron density correspond to a con-
tour level of 1.2σ . The protein part (main-
and side-chain atoms), the PLP cofac-
tor, and the hydrogencarbonate molecule
are well defined in the electron den-
sity map.

The knowledge of the spatial struc-
ture of a given enzyme structure forms

the basis for understanding its functional
properties. It is now possible to design
rational site-directed mutants or deter-
mine the structures of enzyme–substrate,
enzyme–substrate analog, or enzyme–
inhibitor complexes, which will deliver in-
valuable information in understanding the
enzyme’s functional properties.

6.1.2 Enzyme–Inhibitor Complex
Structures of Cystathione ß-Lyase
The enzyme–inhibitor X-ray structures
of ß,ß,ß-tri-fluoroalanine (TFA) and L-
aminoethoxyvinylglycine (AVG) with CBL
could be determined. In both cases,
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Fig. 40 Stereo ribbon presentation of the CBL monomer, emphasizing
secondary structure elements. α-Helices are drawn as green spirals, ß-strands as
magenta arrows. PLP and PLP-binding Lys210 are shown in a ball-and-stick
representation; MOLSCRIPT and RASTER3D. (Reproduced by permission of
Academic Press, Ltd., from Clausen, T. et al. (1996) J. Mol. Biol. 23, 202–224.)
(See color plate p. xxiii).

Fig. 41 Stereo plot of the electron density in the
active site of CBL, superimposed with the refined
model of the region around the cofactor. The
2Fobs − Fcalc map is contoured at 1.2σ and

calculated at 1.83-Å resolution. (Reproduced by
permission of Academic Press, Ltd., from
Clausen, T. et al. (1996) J. Mol. Biol. 23,
202–224.)



454 Macromolecules, X-Ray Diffraction of Biological

crystals of the complexes were obtained
by incubating the enzyme solution with
inhibitor in the millimolar range and sub-
sequent cocrystallization. The resultant
crystals were isomorphous with the native
enzyme, making it possible to apply the
difference Fourier technique in the struc-
ture solution. The technical details for the
structure analyses are given in the rele-
vant references. The CBL/TFA complex
structure was determined to substantiate
that the ε-amino group of the active-site
Lys210 can react with the nucleophile at
the active site via Michael addition, which
leads to covalent labeling and inactivation
of the enzyme. The final Fobs − Fcalc and
2Fobs − Fcalc electron density maps for the
CBL/TFA complex around the active site
are displayed in Figure 42. Clear, continu-
ous electron density between the cofactor
and Lys210 can be seen in this map, indi-
cating a covalent lysine–inactivator–PLP

product. In Fig. 42, the blue Fobs − Fcalc
map reveals the well-defined electron den-
sity for the bound inhibitor. This binding
mode of TFA to CBL corresponds to an in-
termediate in the reaction of TFA with
CBL. The structure of the inactivation
product proves that Lys210 is the active-site
nucleophile reacting via Michael addition
with the inactivator. It must also be the
residue that transfers a proton from Cα to
Sγ in the reaction with the substrates.

The CBL/AVG structure has been de-
termined at 2.2-Å resolution and a crys-
tallographic R-factor of 0.164. The X-ray
structure shows that AVG binds to the PLP
cofactor forming the external aldimine.
Lys210 is no longer bound to the PLP co-
factor. Figure 43 is an overlay of the atomic
models of native CBL(magenta), CBL/TFA
(yellow), and CBL/AVG (green). The main
difference in inhibitor binding is the lo-
cation of Cß and its substituents; in the

Fig. 42 Fobs − Fcalc (blue) and 2Fobs − Fcalc
(green) electron density map of the CBL/TFA
complex around the active site contoured at 3.5σ

and 1.0σ respectively, at 2.3-Å resolution.

(Reproduced by permission of Academic Press,
Ltd., from Clausen, T. et al. (1996) J. Mol. Biol.
23, 202–224.) (See color plate p. xxiii).
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Fig. 43 Stereo view of a superposition of Tyr111
and the PLP derivative of the unliganded enzyme
(magenta), the CBL/AVG adduct (green), and
the TFA-inactivated enzyme (yellow); SETOR.
(Reproduced by permission of the American

Chemical Society, Clausen, T. et al. (1997)
Biochemistry 36, 12633–12643.) (See color plate
p. xxiv).

TFA complex, the inactivator is directed
toward the protein interior (the A face of
the cofactor), whereas in CBL/AVG, Cß is
located at the B side of the cofactor. The α-
carboxylate group in CBL/AVG is located
in the same position as the hydrogencar-
bonate in the native and the α-carboxylate
group of TFA in the CBL/TFA complex.
The terminal amino group of AVG is held
in place mainly by interactions with the
hydroxyl group of Tyr111.

The experimental determination of
the external aldimine structure in the
CBL/AVG complex is of high relevance
because it can serve as a rational ba-
sis for modeling of substrate and in-
hibitor binding, leading to more effective
herbicides.

6.1.3 Crystal Structure of the
Thrombin–Rhodniin Complex
This complex structure is an exam-
ple related to pharmaceutical research.
The goal of this special application is
the development of more efficient blood

anticoagulants. The target enzyme is
α-thrombin. This enzyme is a serine
proteinase of trypsin-like specificity. α-
Thrombin, the key enzyme in hemostasis
and thrombosis, exhibits both enzymatic
and hormonelike properties, and can be
both pro- and anticoagulatory. Rhodniin
is a highly specific inhibitor of thrombin
isolated from the assassin bug Rhod-
nius prolixus. Such blood-sucking animals
have developed various anticlotting mech-
anisms to prevent local clotting of the
victim’s blood. These natural thrombin
inhibitors are polypeptides of 60 to 120
amino acid residues.

The crystal structure of the noncovalent
complex between recombinant rhodniin
and bovine a-thrombin has been deter-
mined at 2.6-Å resolution. Crystals were
obtained by cocrystallization of thrombin
with rhodniin in an approximately 1 : 1 mo-
lar ratio. The structure could be solved by
molecular replacement because the spatial
structure of the major constituent, bovine
α-thrombin, was known. Only a diffraction
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data set of the complex crystal had to
be collected. Rotational and translational
searches for the orientation and position
of the thrombin molecules in the unit
cell were performed with the program
AMORE. The rotational search showed
two solutions with correlation values of
0.22 and 0.20 over 0.09 for the next high-
est peak. Translational search and rigid
body fitting for these two solutions re-
sulted in a correlation value of 0.54, with
the two independent complex molecules
in the asymmetric unit. The quality of the
electron density map calculated from the
thrombin phases was good enough in prin-
ciple to build the model of the rhodniin
molecule (noncrystallographic averaging
was also applied). The structure was re-
fined with XPLOR to an R-factor of 0.189
and a free R-factor of 0.262.

Figure 44 shows the structure of the
complex between thrombin and rhodniin
as a ribbon plot, with α-helices repre-
sented as ribbon spirals and ß-strands
as arrows. The N-terminal domain binds

in a substrate-like manner to the nar-
row active-site cleft of thrombin. The C-
terminal domain, whose distorted reactive-
site loop cannot adopt the canonical con-
formation, docks to the fibrinogen recog-
nition exosite via extensive electrostatic
interactions. The peculiarity of this com-
plex structure is that the two KAZAL-type
domains of rhodniin bind to two different
sites of thrombin.

6.2
Metalloproteins

Metals bound as cofactors in proteins have
a great variety of functions. They may be in-
volved in the activation of small inorganic
or organic molecules, in oxygen storage
and transport, in electron transport, in
regulation of biological processes, or in sta-
bilizing a transition state during enzymatic
catalysis. Their role may also be solely
structural. The chemistry of metals in pro-
teins has attracted the interest of inorganic
chemists, and has led to the formation of

Fig. 44 Stereo view of the complex formed
between thrombin (blue) and rhodniin (red) in
the thrombin standard orientation, that is, with
the active-site cleft facing the viewer and a bound
inhibitor chain from left to right. Yellow
connections indicate disulfide bridges. Rhodniin
interacts through its N-terminal domain in a

canonical manner with the active site and
through its C-terminal domain with the
fibrinogen recognition exosite of thrombin;
SETOR. (Reproduced by permission of Oxford
University Press, from van de Locht, A. et al.
(1995) EMBO J. 14, 5149–5157). (See color plate
p. xxiv).
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the field of biological inorganic chemistry.
As an example of a complex metallopro-
tein, the multicopper oxidase ascorbate
oxidase (AO) is presented.

6.2.1 Crystal Structure of the Multicopper
Enzyme Ascorbate Oxidase
The blue protein AO belongs to the group
of ‘‘blue’’ oxidases with laccase and cerulo-
plasmin. These are multicopper enzymes
catalyzing the four-electron reduction of
molecular oxygen with concomitant one-
electron oxidation of the substrate. The
crystal structure of AO has been solved by
the MIR technique and refined to 1.9-Å
resolution. The peculiarity of this struc-
ture determination is briefly described.
It consists in the utilization of the in-
formation of two different crystal forms.
In both crystal forms, the molecules ar-
range themselves as homotetramers with
222 symmetry, but in crystal form 1, one
of these twofold axes is realized by a crys-
tallographic twofold axis resulting in two
subunits per asymmetric unit. In crys-
tal form 2, one homotetramer is found
per asymmetric unit. In crystal form 1,
six isomorphous heavy atom derivatives
could be found and interpreted. An initial
MIR map was calculated, solvent flattened,
and averaged about the local twofold axis.
For crystal form 2, no phase information
was available. From the averaged uninter-
preted MIR map, a whole tetramer was
selected and used for rotational and trans-
lational searches in crystal form 2. This
was successful and provided the neces-
sary phase information for crystal form
2 and, additionally, the local symmetry.
Now, averaging could be performed both
separately in the two crystal forms and
subsequently between both crystal forms.
The averaged electron density was trans-
ported into both unit cells and a new
macrocycle of averaging could be started.

These macrocycles were used to extend
the phases from 3.5 Å to the full attain-
able resolution. This structure analysis
was the first example where a molecular
replacement was carried out with an un-
interpreted MIR electron density–based
model.

AO is a homodimeric enzyme with a
molecular mass of 70 kDa and 552 amino
acid residues per subunit (zucchini). The
three-domain structure and the location
of the mononuclear centers and trinuclear
copper centers in the AO monomer as de-
rived from the crystal structure are shown
in Fig. 45. The folding of all three do-
mains is of a similar ß-barrel type. The
mononuclear copper site is located in do-
main 3 and the trinuclear copper species
is bound between domains 1 and 3. The
coordination of the mononuclear copper
site is depicted in Fig. 46. It has the four
canonical type-1 copper ligands (His, Cys,
His, Met), also found in plastocyanin and
azurin. The copper is coordinated to the
ND1 atoms of His445 and His512, the SG
atom of the Cys507, and the SD atom of
Met517 in a distorted trigonal geometry.
This unusual coordination geometry con-
fers this copper site with its blue color.
The trinuclear copper site (see Fig. 47) has
eight histidine ligands symmetrically sup-
plied by domains 1 and 3 and two oxygen
ligands. The trinuclear copper site may be
divided into a pair of copper (CU2, CU3),
with six histidine ligands in a trigonal pris-
matic arrangement. The pair is bridged
by an OH−, which leads to a strong an-
tiferromagnetic coupling and makes this
copper pair electron paramagnetic reso-
nance silent. The remaining copper has
two histidine ligands and an OH− or H2O
ligand. A binding pocket for the reduc-
ing substrate, which is complementary to
an ascorbate molecule, is located near the
mononuclear copper site and is accessible



458 Macromolecules, X-Ray Diffraction of Biological

Fig. 45 Schematic representation of the
monomer structure of AO. (Reproduced by
permission of World Scientific Publishing Co.,
from Messerschmidt, A. (1997) Spatial

Structures of Ascorbate Oxidase, Laccase and
Related Proteins, in: Messerschmidt, A. (Ed.)
Multi Copper Oxidases, World Scientific
Publishing, Singapore.)

from solvent. A broad channel providing
access from the solvent to the trinuclear
copper species, which is the binding and
reaction site for the dioxygen, is present in
AO. During catalysis, an intramolecular
electron transfer between the mononu-
clear copper site and the trinuclear copper
cluster occurs. The distances between the
mononuclear copper and the three cop-
pers of the trinuclear center are 12.20,
12.69, and 14.87 Å, respectively. Further-
more, the crystal structures of functional
derivatives of AO such as the reduced,
azide, and peroxide form have been deter-
mined. They show considerable changes

at the trinuclear copper site in the reduced
form and the peroxide or azide binding to
the trinuclear copper species in the rele-
vant structures. The X-ray studies on AO
delivered essential information in under-
standing the catalytic mechanism.

6.2.2 Crystal Structure of Cytochrome-c
Nitrite Reductase Determined by
Multiwavelength Anomalous Diffraction
Phasing
The spatial structure of cytochrome-c
nitrite reductase from Sulfurospirillum
deleyianum has been solved by the MAD
technique using synchrotron radiation and
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Fig. 46 Stereo drawing of the mononuclear
copper site in domain 3 of AO. The displayed
bond distances are for subunit A; MOLSCRIPT.
(Reproduced by permission of World Scientific
Publishing Co., from Messerschmidt, A. (1997)

Spatial Structures of Ascorbate Oxidase, Laccase
and Related Proteins, in: Messerschmidt, A.
(Ed.) Multi Copper Oxidases, World Scientific
Publishing, Singapore.)

Fig. 47 Stereo drawing of the trinuclear copper
site of AO. The displayed bond distances are for
subunit A; MOLSCRIPT. (Reproduced by
permission of World Scientific Publishing Co.,
from Messerschmidt, A. (1997) Spatial

Structures of Ascorbate Oxidase, Laccase and
Related Proteins, in: Messerschmidt, A. (Ed.)
Multi Copper Oxidases, World Scientific
Publishing, Singapore.)
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refined at a resolution of 1.9 Å to a R-
factor of 0.18. The data collection for
the MAD phasing was performed at the
wiggler beamline BW6 at the storage ring
DORIS at DESY in Hamburg, Germany.
At the beginning, an X-ray fluorescence
spectrum around the Fe K absorption
edge was registered using an NaI(Tl)
scintillation counter. Evaluation of the
spectrum with program DISCO gave the
anomalous dispersion contributions, f ′
and f ′′, as a function of photon energy
(Fig. 48). Subsequently, diffraction data
were collected at three different photon
energies. Two of them, 7141 and 7129 eV,
correspond to maximum f ′′ and minimum
f ′ respectively. A third high-resolution data
set (1.90 Å resolution) was collected at a
photon energy of 11 808 eV. All data sets
were obtained from a single crystal that had
been shock-frozen at 100 K. Anomalous
difference Patterson maps were calculated
from the data collected at f ′′ maximum of
the Fe K absorption edge. Correlated peaks

that appeared in all three Harker sections
were chosen and used for phasing with
MLPHARE. The highest peaks from the
resulting Fourier map were analyzed for
consistency with the anomalous difference
Patterson map and, if correct, used for a
new cycle of phase calculations. Thus, it
was possible successively to find 15 iron
positions, which divided into three groups
of five. Phasing with program SHARP
produced an interpretable electron density
map, which was solvent flattened and
threefold averaged with program AVE.
The resulting electron density map at a
resolution of 1.9 Å was of high quality and
allowed the construction of the complete
atomic model into that map.

Cytochrome-c nitrite reductase (58 kDa)
catalyzes the six-electron reduction of
nitrite to ammonia as one of the key
steps in the biological nitrogen cycle,
where it participates in the anaerobic
energy metabolism of dissimilatory nitrate
ammonification. The crystal structure
shows that the enzyme is a homodimer

f ′

f ′′

Fig. 48 Dispersion terms as a function of the photon energy as obtained
from an X-ray fluorescence scan from cytochrome-c nitrite reductase sample
crystal and evaluation with DISCO.
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Fig. 49 Overall structure of the nitrite reductase
dimer. A front view with the dimer axis oriented
vertically, five hemes in each monomer (white),
the Ca2+ ions (grey), and Lys133 that
coordinates the active-site iron (yellow). The
dimer interface is dominated by three long

α-helices per monomer. All hemes in the dimer
are covalently attached to the protein.
(Reproduced by permission of Macmillan
Magazines, Ltd., from Einsle, O. et al. (1999)
Nature (London) 400, 476–480.) (See color plate
p. xxii).

of ∼100 Å × 80 Å × 50 Å, with 10 hemes
in a remarkably close packing (Fig. 49).
The protein folds into one compact
domain with α-helices as the predominant
secondary structural motif, ranging from
short helical turns to four long helices at
the C-terminal end of the peptide chain
(Fig. 49). There are eight 310 helices three-
or four-residues long, seven of which
occur within the first 200 residues, ß-
sheet structures are found only in two
short, antiparallel strands, where one is
part of a funnel-like cavity leading to the
active site. Dimer formation is mediated
by helices h22 and h25, with helix h25 as
the key element, as it interacts with its
counterpart in the other monomer over its

full length of 28 residues, corresponding
to 42 Å. The five hemes in the monomer of
cytochrome-c nitrite reductase are in close
contact, with Fe-Fe distances of between 9
and 12.8 Å. They are arranged as a group of
three, almost coplanar, hemes, with heme
1 forming the active site. Hemes 2 and
5 are farther apart and are not coplanar
with hemes 1, 3, and 4. All hemes except
heme 1 are bis-histidynyl-coordinated, and
are linked to the peptide backbone by
thioether bonds to the cysteine residues
of a classical heme-binding motif for
periplasmic proteins, Cys-X1-X2-Cys-His.
The propionate side chains of heme 1
form part of the active-site cavity. The
site of nitrite reduction is clearly heme
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1, with NZ atom of Lys133, replacing a
histidine in the classical binding motif, and
an oxygen atom of a sulfate ion, present
in the crystallization buffer. An additional
electron density maximum detected close
to the active site was assigned to Ca2+.

S. deleyianum cytochrome-c nitrite re-
ductase reduces not only nitrite to ammo-
nia but also the potential intermediates
NO and hydroxylamine. No intermedi-
ates are released during nitrite turnover.
Obviously, the active site accomodates
anions and uncharged molecules and re-
leases the ammonium cation only after
full six-electron reduction. The prefer-
ence for anions is reflected by a positive
electrostatic potential around and inside
the active-site cavity. The cationic product
might make use of a second channel lead-
ing to the protein surface opposite to the
entry channel. It branches before reach-
ing the protein surface and ends with both
arms in areas possessing a significant elec-
trostatic surface potential. The existence
of separate pathways for substrate and
product with matched electrostatic poten-
tial could also contribute to the enzyme’s
high specific activity compared to the siro-
heme-containing reductases that catalyze
the same reaction.

6.3
Large Molecular Assembly

6.3.1 Crystal Structure of 20S Proteasome
from Yeast
The controlled degradation of proteins in
the interior of cells is of central signifi-
cance for many processes that range from
cell cycle control and differentiation to cel-
lular immune response. The target protein
is labeled for destruction by the covalent
linkage of a small protein called ubiquitin
and is degraded after adenosine triphos-
phate (ATP)-driven unfolding in the closed

internal chamber of a large protein com-
plex, which is known as 26S proteasome
(molecular mass 2 000 000 Da). The core
and the proteolytic chamber of the 26S
proteasome are formed by the catalytic 20S
particle (molecular mass 700 000 Da). This
particle is flanked at each end by a so-called
19S cap, which seems to be responsible
for the recognition and unfolding of the
ubiquitin-labeled target proteins. The eu-
karyotic catalytic 20S machinery consists
of 14 different but related protein subunits
that assemble to the overall structure of 28
protein chains, a monster of the molecular
world. The structure of the 20S proteasome
from Saccharomyces cerevisiae has been elu-
cidated at atomic resolution. This is one of
the most complex structures that has been
determined up to now, excluding symmet-
rical systems such as viral capsids. It shows
that complexity itself is no limit to under-
standing a structure on the atomic level.

The structure analysis is briefly outlined.
Crystals could be obtained by the hang-
ing drop vapor diffusion method with
a final precipitant concentration of 12%
MPD in the drop (pH 6.5). The crys-
tals are monoclinic, space group P21,
cell parameters a = 135.7 Å, b = 301.8 Å,
c = 144.7 Å, and ß = 112.6◦, and have one
20S particle per asymmetric unit. Data
sets with two different inhibitors were col-
lected at the wiggler beamline BW6 at
DESY with radiation of λ = 1.1 Å and
at 90 K temperature. The mean attain-
able resolution was 2.4 Å. A self-rotation
function calculated at 5-Å resolution re-
vealed the orientation of the local twofold
axis. The atomic model of the 20S pro-
teasome from Thermoplasma acidophilum
could be used for molecular replacement
calculations (program AMORE) at 3.5-Å
resolution, and a prominent solution could
be found. The resultant electron density
map was cyclically averaged about the local
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twofold axis. The individual subunits were
identified according to their characteris-
tic amino acid sequences and were built
into the map. The final model with the
lactacystin inhibitor was refined at a res-
olution of 2.4 Å to an R-factor of 0.26,
consisting of 48 888 proteins, 30 inhibitors,
18 magnesium atoms, and 1800 solvent
molecules.

The structure of the eukaryotic protea-
some is important because it is much more
complex than its archaebacterial relative,
which has two types of subunits, α and ß,
only. The α-subunits do not seem to be cat-
alytic but they may self-assemble to form

sevenfold rings. In contrast, the ß-subunits
show catalytic activity but are not able to as-
semble themselves. The two components
assemble themselves to a stack of four
rings, two outer α-rings, which enclose an
inner pair of ß-rings. The eukaryotic pro-
teasome retains the important property,
however, that the single subunits of the
sevenfold rings are different, probably re-
flecting the increased biological functions.
The exact sevenfold symmetry of the parti-
cle is lost and a twofold symmetry remains
solely to give seven different α- and seven
different ß-subunits (Fig. 50a and b). In
the proteasome, the unfolded protein is cut

Fig. 50 Topology of the 28 subunits of the yeast 20S proteasome drawn as (a) spheres
and (b) ribbon representation; MOLSCRIPT, RASTER3D. (Reproduced by permission of
Macmillan Magazines Ltd., from Groll, M. et al. (1997) Nature (London), 386, 463–471.)
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into peptide products in the inner chamber
of the 20S particle, and these have a length
distribution with a center around octa- or
nonapeptides. These sizes are appropriate
to bind to MHC-class-I molecules.

See also Chaperones, Molecular.
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Brünger, A.T. (1990) Extension of molecular
replacement: new search strategy based
on Patterson correlation refinement, Acta
Crystallogr. A46, 46–57.
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Steipe, B., Huber, R. (1997) Ta6Br2+

12 , a tool
for phase determination of large biological as-
semblies by X-ray crystallography, J. Mol. Biol.
270, 1–7.

Kraulis, P.J. (1991) MOLSCRIPT:A program to
produce both detailed and schematic plots
of protein structures, J. Appl. Crystallogr. 24,
946–950.

Ladenstein, R., Schneider, M., Huber, R., Bartu-
nik, H., Schott, K., Bacher, A. (1988) Heavy
riboflavin synthase from bacillus subtilis: crys-
tal structure analysis of the icosahedral Beta-60
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Keywords

BAC
Bacterial artificial chromosome. A single copy cloning vector for large DNA fragments
(on the order of 100 to 200 kbp).

Contig
A segment of contiguous sequence, uninterrupted by gaps, assembled from a number
of overlapping sequence reads.

Cytogenetic Form
Subspecies of Anopheles gambiae, as classified by paracentric chromosomal inversions.

DDT
The pesticide dichlorodiphenyltrichloroethane.

Mate Pair
The two sequence reads derived from either end of a DNA fragment.

Orthologs
Genes in different species arising from a single ancestral gene (e.g. human α-globin
and mouse α-globin).

Paralogs
Genes in the same species, arising from local gene duplication (e.g. human α-globin
and human β-globin).

PEST
The pink eye standard laboratory strain of Anopheles gambiae.

Read
A DNA sequence, approximately 500 bp in length, that is derived from a template DNA
molecule. The terms ‘‘read,’’ ‘‘trace,’’ ‘‘lane,’’ and ‘‘electropherogram’’ are often used
interchangeably.

SNP
Single nucleotide polymorphism.

Scaffold
A set of contigs separated by sequence gaps but of defined order and orientation.

Vector
An organism that carries disease-causing pathogens from one host to another.
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WHO
World Health Organization.

Shotgun
A method of whole-genome sequencing where high molecular weight DNA from an
organism is randomly fragmented and sequence reads are obtained from fragment ends.
Sequencing is done at some level of redundancy (coverage) such that each nucleotide
in the genome is represented in multiple reads. The consensus genome sequence is
reconstructed computationally on the basis of overlaps among sequence reads.

Sporogeny
The stages of the Plasmodium development cycle that take place within the
mosquito vector.

� Mosquito-borne illnesses exact an enormous toll on human health; malaria parasites
alone currently infect approximately 500 million people, more than 1 million of
whom will die this year. A. gambiae is the principal malaria vector in sub-Saharan
Africa, where 90% of the world’s deaths due to malaria occur. Historically, the greatest
successes in prevention of malaria, yellow fever, and other mosquito-borne disease
have come from controlling the mosquito vector. Current work on vector control
holds much promise and can be addressed more efficiently by genomic approaches.
The reference genome sequence of A. gambiae sensu stricto (a representative member
of the cryptic A. gambiae species complex) has yielded novel insecticide targets, has
facilitated the identification of genes involved in insecticide resistance, and has led
to the identification of genes that underlie the strong preference of this vector for
human blood. Germ-line transformation of the mosquito has been achieved and
the reference genome sequence will facilitate efforts to develop a tractable genetic
control strategy for mosquitoes. The publication of the A. gambiae genome is a
landmark in medical entomology, both because this was the first vector genome
to be fully sequenced and because of the impact of this mosquito on public
health.

1
The Mosquito and Infectious Disease

1.1
Scope and Impact of Mosquito-borne
Disease

Mosquitoes, which are members of the
insect family Culicidae of the order

Diptera, the flies, are medically the most
important group of arthropod vectors,
or transmitters, of human pathogens.
Mosquitoes transmit a large number of
human viral pathogens, including the
viruses that cause dengue, yellow fever,
and West Nile encephalitis, as well as
several nematodes species that cause
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lymphatic filariasis. But, by far, the
most important mosquito-borne disease
is malaria, which is caused by protozoan
parasites of the genus Plasmodium. Malaria
shares with HIV/AIDS and tuberculosis
the distinction of being one of the three
most important disease-specific causes
of human mortality in the world today.
Estimates of the public health impact of
malaria are imprecise, but it is widely
assumed that approximately half a billion
people are currently infected with malaria
parasites and that more than 1 million
die each year, principally infants and very
young children. Although four different
Plasmodium species infect humans, nearly
all of the mortality is caused by the parasite
Plasmodium falciparum.

1.2
Strategies for Malaria Control

The etiologic agent of human malaria
and the pathogen’s mode of transmission
by mosquitoes were both determined in
the latter years of the nineteenth century
by Charles Laveran (who discovered the
parasite) and Ronald Ross and Battista
Grassi (they independently identified the
vector), but malaria has been recognized as
an important human disease for centuries.
By the fifth century, Hippocrates had
clearly described the clinical symptoms
associated with three different species
of malaria parasites, and it was widely
recognized in those times that the disease
was caused by association with marshy
environments with bad air (thus the
name malaria).

Antimalarial drugs and interventions
targeted at the vector remain the pri-
mary public health measures for dealing
with malaria. Two very important dis-
coveries emerged during World War II:
the antimalarial drug chloroquine, and

the insecticide DDT (dichlorodiphenyl-
trichloroethane). Both were extremely ef-
fective, very inexpensive to produce, unen-
cumbered by patents, and had remarkably
low levels of toxicity. (The adverse en-
vironmental impacts of DDT, which is
a highly stable molecule that can ac-
cumulate to toxic levels in species at
or near the top of the food chain,
were entirely due to its widespread
use for control of insects of agri-
cultural importance.) In the decades
of the 1950s and 1960s, chloroquine
and DDT (and related types of anti-
malarials and insecticides) formed the
basis for very effective, countrywide
malaria-control programs that were im-
plemented in the framework of a World
Health Organization-directed worldwide
Malaria Eradication Campaign. Malaria
was permanently eradicated from most
developed countries in the temperate-
climate regions of the world and preva-
lence was significantly reduced in many
other malaria-endemic countries. Unfor-
tunately, worldwide eradication was an
impossible goal, and by the 1970s, the
responsibility for managing and fund-
ing malaria-control programs was re-
turned to national health programs and
budgets.

Several important lessons emerged
from the WHO (World Health Orga-
nization) Malaria Eradication Campaign.
Vector control using insecticides like DDT
sprayed on the walls of houses was an
extremely effective malaria-control strat-
egy. However, it was costly and required
well-managed teams of technically skilled
people. Moreover, it was effective only in
countries with sufficient infrastructures
like roads and bridges for vector-control
teams to reach the population that was at
risk. Control programs based exclusively
on antimalarial drugs like chloroquine
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were even more costly because of the re-
quirement for active case detection. But
as active control programs lapsed, effec-
tive and inexpensive antimalarial drugs
like chloroquine found their way into
malaria-endemic communities through ei-
ther the national primary health systems
or through the marketplace.

For most of sub-Saharan Africa, with
the notable exceptions of some of the
countries in southern Africa and around
some of the major cities, the organized
malaria-control programs developed dur-
ing the WHO Malaria Eradication Cam-
paign were not even attempted, particu-
larly in rural areas. Nonetheless, inexpen-
sive antimalarial drugs like chloroquine
became widely available, even in rela-
tively remote rural communities in most
of Africa. Unfortunately, chloroquine-
resistant P. falciparum appeared in coastal
Kenya in 1978, and in the subsequent
two decades, resistant parasites became
the prevalent form almost throughout
sub-Saharan Africa. Although the health
impact of the publicly available and afford-
able antimalarials like chloroquine was
never assessed, the emergence of parasite
resistance to this drug has been coinci-
dent with an equally poorly documented
perception that malaria-specific mortal-
ity in Africa has been increasing. Today,
chloroquine is an effective antimalarial
only in parts of west Africa, and unfor-
tunately, replacement drugs like Fansi-
dar (sulfadoxine/pyramethamine), meflo-
quine, and – more recently – artemisinin-
based drugs (based on the ingredients in
Artemisia annua) are either very costly
or are themselves provoking the emer-
gence of resistant parasite strains. As
resistance to existing antimalarial drugs
becomes more entrenched, there is in-
creased need for novel and effective vector-
control strategies.

2
A. gambiae, the Principal Vector of Malaria

2.1
The Mosquito and the Malaria Parasite

Malaria parasites are intracellular human
parasites that undergo cycles of inva-
sion, growth, and mitotic replication in
erythrocytes. The parasites are transmit-
ted among human hosts by Anopheles
mosquitoes, which ingest parasites when
they feed on the blood of an infected hu-
man host. The malaria parasites undergo
a complex developmental cycle, referred
to as the sporogenic developmental cycle,
in the mosquito vector. A small fraction
of the Plasmodium-infected erythrocytes
are differentiated forms called gametocytes
that are triggered by hypoxanthine in the
mosquito’s midgut to develop into male
and female gametes. These fuse to form
diploid zygotes (the only diploid stage
in the Plasmodium life cycle), which tra-
verse the mosquito’s midgut cells and
then undergo a meiotic division and dif-
ferentiate further into growth stages called
the oocysts. After approximately one week
of growth and mitotic divisions, a single
oocyst will produce several thousand spe-
cialized, haploid forms called sporozoites.
On maturation of the oocysts, the sporo-
zoites are released into the mosquito’s
open circulatory system through which
they are transported passively to the sali-
vary glands. These parasite stages invade
the salivary gland cells and accumulate in
the salivary ducts and acini of these cells,
from where they are injected into a host
capillary when the mosquito next takes a
blood meal. In the human host, the sporo-
zoites are transferred passively through
the circulatory system to the liver, where
they invade hepatocytes. In these cells,
the parasite undergoes approximately a
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dozen rounds of mitotic replication that re-
sult in the production of several thousand
merozoites. On completion of this cycle of
replication, the infected hepatocytes rup-
ture and release the merozoites into the
circulatory system, where they invade ery-
throcytes and initiate the blood cell cycle
of infection that causes disease.

Plasmodium falciparum malaria is widely
distributed throughout the widely dis-
tributed throughout the world, especially
in tropical regions bounded by approxi-
mately 30◦ north and south latitude. Over
this broad distribution, parasite preva-
lence in human populations with endemic
P. falciparum ranges from low levels of a
few percent to peak endemicity levels, ap-
proaching 100% in rainy seasons when
transmission is maximum. Of the approx-
imately 500 or more Anopheles species
found worldwide, several dozen are in-
volved in the transmission of malaria
parasites. The Anopheles vectors are the
major determinant of local levels of dis-
ease endemicity. The majority of Anopheles
species are probably physiologically com-
petent to support sporogonic development
of the parasite. In order for malaria par-
asites to remain endemic in a particular
human community, the vector population
must effectively propagate each infected
human case to – on average – more than
one new human host. With an effective
case reproductive rate of less than 1, the
parasite cannot be stably maintained in a
human population.

Four important features of mosquito
biology determine whether a particular
Anopheles species will be effective as a
malaria vector: (1) It must be a physio-
logically suitable host. (2) It must also be
a moderately abundant species in order
to maintain a density sufficient to achieve
transmission. (3) The mosquito must also
take blood meals from people. Because the

vector must both acquire the infection in
one blood meal and then take a second
meal on another human host after the
sporogonic cycle is complete, blood-meal
host choice is an important determinant
of vectorial effectiveness. (4) Finally, and
most important, the age structure of the
vector population must be such that a
sufficient portion survives long enough
to allow sporogonic development to be
completed.

2.2
A. gambiae is a Polymorphic Species

Approximately 90% of the world’s malaria-
specific mortality occurs in sub-Saharan
Africa, where the primary vector is
A. gambiae. A second important African
vector is the mosquito Anopheles arabien-
sis, which is a close relative of A. gambiae
in a cluster of seven related African species
known as the A. gambiae sibling-species com-
plex. This extraordinary concentration of
malaria in Africa is largely a consequence
of the close ecological association of
A. gambiae and A. arabiensis with people.
A. gambiae, in particular, takes blood meals
almost exclusively from people; its larval
stages develop in temporary pools of water,
like tire ruts, animal hoof-prints, and irri-
gated agricultural fields that are produced
by human activity; and when not laying
eggs or mating, the adult females spend
most of their time in human dwellings
either blood feeding or resting while eggs
develop.

Perhaps, because of the close associa-
tion this mosquito has with people, it is
also a highly polymorphic species. Like a
number of other insects, especially in the
order Diptera, A. gambiae and its sibling
species have giant polytene chromosomes
in many of their tissues, and these have
facilitated population analysis. During the
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past three decades, careful studies of the
polytene chromosomes of field-collected
A. gambiae from countries in west Africa
have revealed patterns of distribution of
a number of paracentric chromosome
inversions that suggest the presence of
at least five different reproductively iso-
lated chromosome forms designated as
Bissau, Bamako, Mopti, Forest, and Sa-
vanna. (All Anopheles genomes are based
on three pairs of chromosomes, two auto-
somes, and an X and Y sex-determining
pair, and in most Anopheles species, cells
of either the larval salivary glands or
nurse cells of developing ovaries contain
polytene chromosomes that, when prop-
erly prepared, will show a reproducible,
species-specific banding pattern. In addi-
tion to their value in species identification
and population studies, polytene chromo-
somes are excellent for physical mapping
of cloned DNA.) Most of the inversions
that distinguish chromosomal forms are
restricted to the right arm of chromo-
some 2. In geographic regions where
two or more of the chromosome forms
are present, inversion heterozygotes ex-
pected from interbreeding of forms are
either totally absent or are present at levels
significantly below Hardy–Weinberg ex-
pectations. Three of these forms, Bamako,
Mopti, and Savanna, have been carefully
studied in Mali, where they exhibit clear
differences in ecology. In spite of consid-
erable effort by several groups to identify
molecular markers diagnostic of these
chromosome forms, the only molecule
found thus far that distinguishes differ-
ent A. gambiae populations is the rDNA,
where sequences in both the IGS and ITS
regions can be used to identify what are
referred to as S and M ribosomal DNA
(rDNA) types. In Mali, the M rDNA type
is associated exclusively with Mopti cyto-
genetic specimens and the S rDNA type

is found only in Savanna and Bamako
specimens. In other parts of west Africa,
however, the association between kary-
otype and rDNA type is less predictable.
Both S and M rDNA types are found
in Forest, Bissau, and Savanna cytoge-
netic forms.

The frequencies of polymorphic para-
centric inversions are clearly important
characters in A. gambiae as well as in
its sibling species, A. arabiensis. In both
species, inversion frequencies have been
shown to vary along clines associated with
climatic and ecological parameters, and
the data from Mali, supporting the pres-
ence of chromosomally distinct A. gambiae
forms that are both ecologically and ge-
netically differentiated is quite robust.
Unfortunately, karyotyping of wild spec-
imens is both difficult and possibly biased,
and the lack of congruence between the
chromosomal inversion and rDNA molec-
ular markers means that the population
structure of this important African vector
remains unclear.

3
The A. gambiae Genome

3.1
The PEST Strain

The A. gambiae PEST (Pink Eye STandard)
strain was chosen for genome sequenc-
ing because it had a fixed chromosomal
arrangement, a sex-linked pink-eye mu-
tation that can readily be used as an
indicator of cross-colony contamination,
and because clones from two different
PEST-strain BAC (Bacterial Artificial Chro-
mosome) libraries had already been end
sequenced and physically mapped. The
pink-eye mutation originated in a colony
called A. gambiae LPE, established in 1951
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at the London School of Hygiene and Trop-
ical Medicine from mosquitoes collected
in Lagos, Nigeria. In 1986, this mutation
was introduced into a colony of A. gambiae
from western Kenya by crossing males of
the LPE strain with female offspring of
wild caught Kenyan A. gambiae (the Sa-
vanna form), selecting males from the
F2 of this cross and then crossing them
again with additional female offspring of
wild caught Kenyan A. gambiae. From the
F2 offspring of this second outcross to
Kenyan mosquitoes, a strain was selected
that was fixed for pink eye. This outcross-
ing scheme was repeated once more in
1987, producing a pink-eye strain with a
genetic composition largely constituted of
the western Kenya Savanna cytogenetic
form. In each of these crosses, several
hundred female offspring of at least 20
wild caught mosquitoes were used in the
cross. This strain, designated A. gambiae
PE, was polymorphic for the inversions
2La (32%) and 2Rbc (19%). The 2Rbc inver-
sion is characteristic of Mopti, indicating
that the original LPE strain from Nige-
ria was the Mopti form. This inversion
was apparently balanced by the uninverted
form because no 2Rbc/bc individuals were
detected in the colony. From this PE
strain, Mukabayire and Besansky selected
a set of nine families whose female par-
ent and at least 20 female offspring were
fixed for the standard chromosome kary-
otype. The progeny of these nine families
were pooled to form the A. gambiae PEST
strain. This strain may clearly have some
Mopti-derived DNA as the standard kary-
otype is shared by Mopti and Savanna and
the original PE strain did have the 2Rbc
inversion rather than the 2Rb that is typ-
ical of Savanna. When tested, this colony
was fully susceptible to P. falciparum from
western Kenya.

3.2
The Draft Genome Sequence

Obtaining the draft genome sequence
of A. gambiae was a collaborative effort,
with sequence data provided by Celera,
The Institute for Genomics Research, and
the French National Sequencing Centre,
Genoscope. The whole-genome shotgun
method was adopted for this project, given
its speed and efficiency and in consider-
ation of its previously successful use for
the Drosophila genome project. Paired end
reads were derived from 2 254 546 plas-
mid clones with 2-, 10-, or 50-kb inserts,
(50 kbp plasmid libraries had the bulk
of their insert sequence excised during
the initial steps of library construction,
and only the insert ends were propagated
in Escherichia coli.) and approximately
40 000 large-insert BAC clones, to give
a total of 10.2-fold sequence coverage of
the genome, estimated from CoT anal-
ysis to be about 260 Mbp. All plasmid
and BAC libraries were constructed us-
ing DNA extracted from several hundred
adult PEST-strain mosquitoes. Libraries
from male and female mosquitoes were
constructed separately and sequenced in
equal proportion, giving approximately
equal coverage of the autosomes and ac-
cordingly less coverage of the X and
Y chromosomes. All electropherograms
are downloadable from the NCBI trace
archive (http://www.ncbi.nlm.nih.gov/
Traces/trace.cgi?) or Ensembl trace server
(http://trace.ensembl.org).

The WGS data set was assembled
using Celera’s assembly software, where
algorithms are executed in a stepwise
manner. An initial Blastn comparison of
each sequence read to every other sequence
read is used to detect overlaps (the overlap
criteria being 40 or more base pairs with
6% or less mismatch). Reads within each
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cluster of overlapping sequences are then
assembled into a contiguous consensus
sequence (contig). Contigs that appear
from read depth to be single copy in
the genome are ordered and oriented into
longer scaffolds, using mate pairs (two
sequence reads derived from either end of
a clone insert). Mate pairs are also used
to guide computational intrascaffold gap
filling, whereby one mate is located in the
sequence flanking either side of a gap and
its partner is placed within the gap. The
resulting assembly is thus a set of typically
very long scaffolds that are ordered and
oriented sets of contigs whose intervening
gaps are of known mean length and whose
standard deviations are based on estimated
library insert sizes.

The published draft of the A. gambiae
whole-genome assembly was comprised
of 8987 scaffolds, spanning 278 million
base pairs (Mbp) of sequence. It is impor-
tant to note that a small number of very
large scaffolds cover most of the genome
(91% of the sequence is represented by
303 scaffolds greater than 30 kb), and that
many small scaffolds are expected to fit
within intrascaffold gaps. In the entire as-
sembly, there are 8986 gaps between scaf-
folds and 9964 gaps within scaffolds. Gaps
within scaffolds are largely due to repeti-
tive sequences that could not be uniquely
placed on the basis of sequence overlap
or mate-pair information and may also
occasionally be due to a simple lack of cov-
erage. Genbank accession numbers for the
8987 genome scaffolds are AAAB01000001
through AAAB01008987 and the scaffold
sequences are downloadable as a set from
ftp://ftp.ncbi.nih.gov/genbank/genomes/
Anopheles gambiae/Assembly scaffolds.

While use of the whole-genome shotgun
approach for this project was well justified
by time and cost savings, it is important
to understand that the present form of

the assembly is that of a draft genome
sequence and, as with all draft genomes,
there are numerous gaps that will require
focused finishing efforts. Further, because
of the fact that the plasmid libraries were
derived from whole adult mosquitoes,
some contaminating sequence from com-
mensal gut bacteria was expected and were
in fact observed. Scaffolds with hits to bac-
teria were flagged in their Genbank record
as containing putative contaminating se-
quence of possible bacterial origin. In total,
213 short scaffolds were flagged, which to-
gether comprised 36.5 kb or 0.013% of the
genome. These scaffolds were not culled
from the assembly because of the remote
possibility that some may represent real
horizontal transfer events.

3.3
Genome Assembly, Genome size, and
Physical Mapping

The sum of all the assembled Anophe-
les genome scaffolds is 278 Mb, which
is significantly larger than the genome
size of 260 Mb predicted by CoT anal-
ysis. There are several reasons why the
assembly is close to, but slightly larger
than the genome size predicted by CoT
analysis. First, many small scaffolds may
fit into gaps within other larger scaffolds.
Second, because the X chromosome ac-
counts for close to 20% of the genome
but is underrepresented in males relative
to the autosomes, CoT analysis using a
mixed-sex pool of mosquitoes is expected
to underestimate genome size. The third
likely cause of discrepancy is the unantic-
ipated assembly of highly variant alleles
into separate contigs, as discussed further
below (Sect. 3.4 Genetic variation).

The final step in defining the reference
genome for A. gambiae was to order and
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Fig. 1 Illustration of fluorescent in situ
hybridization using a BAC clone probe.
The A. gambiae polytene chromosome
complement was isolated from the
ovarian nurse cells of half-gravid
mosquitoes. The probe, 24D08, is a BAC
clone from the PEST library and is
labeled with Cy3-dUTP red; the polytene
chromosome is stained with Yoyo-1
iodide green (Molecular Probes).

orient the scaffolds on the three chromo-
some pairs, using physical mapping data.
The chromosomal locations of assembled
scaffolds were determined with sequence-
tagged genomic DNA BAC clones that
were mapped by in situ hybridization to
ovarian nurse-cell polytene chromosomes
(Fig. 1). For the initial assembly, approxi-
mately 2000 BAC clones were mapped and
these data enabled the chromosomal lo-
cation and orientation of scaffolds, consti-
tuting about 227 Mbp. Photo archive data
showing the results of physical mapping
are viewable at http://www.anobase.org.
Since the initial assembly, the order and
orientation of some of the smaller scaf-
folds have been confirmed or corrected,
and ∼7 Mbp more scaffolded sequence
has been placed and oriented on the
physical genome by in situ mapping of se-
lected BAC and cDNA clones. Currently,
172 of the largest scaffolds have been as-
signed to chromosomal locations (a total of
∼233 Mbp), and gaps between almost one-
third of these scaffolds have been crossed
by BAC clones or short BAC tiling paths
(these BACs remain to be sequenced). Sev-
eral dozen scaffolds (<10 Mbp) can be
assigned only to nonspecific centromeric

heterochromatic regions and about 1 Mbp
of scaffolded sequence has been identified
as possible Y-chromosome sequence; thus,
about 243 Mbp of the 278 Mbp assembly
has been assigned to locations with some
level of confidence. Most of the remaining
∼8700 unassigned scaffolds (∼35 Mbp)
are less than 20 kb. The majority of these
appear to be repetitive heterochromatic se-
quences that, in A. gambiae, are clustered
around the centromeres, the telomeres,
and in a few islands in the euchromatic
chromosome arms. Most of these scaf-
folds do not appear to contain genes and
many are unlikely to be assigned to spe-
cific chromosomal locations by currently
available approaches.

3.4
Genetic Variation

Analysis of high-quality mismatches
within contig multiple sequence align-
ments revealed approximately half-a-
million single nucleotide polymorphisms
(SNPs) in the A. gambiae PEST-strain
genome. The distribution of SNPs along
the chromosomes is bimodal, with some
regions showing roughly one SNP every
10 kb and others showing approximately
one SNP every 200 bp. Given that the
genome of the PEST strain appears to have
resulted from a complex introgression of
divergent Mopti and Savanna chromoso-
mal forms, we expect that some genomic
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regions may be derived only from one
or the other form, yielding a low den-
sity of SNPs, while other genomic regions
may continue to segregate both diver-
gent forms, yielding a high SNP density.
Interestingly, the X chromosome has a
markedly lower average level of polymor-
phism and does not show this bimodal
pattern, perhaps due to male hemizygosity
and hence, a lower rate of introgression
is seen on this chromosome. In addi-
tion, heterozygosity of the X is expected
to be depressed because of the selection
for homozygosity of the X-linked pink-
eye mutation.

As expected, the overwhelming major-
ity of SNPs lie in intergenic regions, but
there is still an abundance of SNPs within
functional genes. Introns and intergenic
regions have virtually identical heterozy-
gosities, but the silent coding positions
appear to have more than twofold en-
richment of variability. Generally, silent
coding sites are considered as having
more stringent constraints than introns
or intergenic regions because of biased
codon usage, and this is reflected in a
lower diversity of silent sites in most or-
ganisms. The reason for elevated silent
variation in A. gambiae is at present un-
known. Nucleotides with strong functional
constraints, such as splice donors, splice
acceptors, and stop codons have the lowest
heterozygosity, and nonsynonymous (mis-
sense) positions are also evidently low in
heterozygosity.

The bimodal SNP distribution in the
PEST strain, and hence, the existence of
two approximately equally frequent hap-
lotypes in a substantial fraction of the
genome, presented a unique challenge for
assembly of the sequence data set, and it is
important to note that some assembly ar-
tifacts have resulted. Where the sequence
variation between the two haplotypes is

small, they have been assembled together
into a single contig, with the most frequent
nucleotide at each position contributing to
the consensus sequence. This is the man-
ner in which all current whole-genome
assembly algorithms handle genetic varia-
tion, even though the resulting consensus
sequence does not precisely represent any
native haploid genome. In the case of
A. gambiae, where the haplotypes are more
divergent, they have occasionally been split
into two separate contigs. This is problem-
atic because the assembler only allows a
single consensus sequence to represent
any given position in the genome. As a
result, in the draft assembly, there are sit-
uations in which the second redundant
contig (1) has been placed in the nearest
gap, causing an artificial tandem dupli-
cation within the scaffold; (2) has been
left out of the scaffold as singleton; or
(3) where the problem is at a scaffold end,
the duplicate has been placed at the be-
ginning of the neighboring scaffold. The
phenomenon described here was initially
revealed as a larger separation of mate
pairs in parts of the assembly than what
the library insert sizes had predicted. Com-
prehensive screening of the 1 644 078 total
mate pairs in the assembly revealed a to-
tal of 726 regions, with this diagnostic
mate-pair signature covering a total of ap-
proximately 7.7% of the assembly. The
amount of sequence that is doubly repre-
sented in the genome assembly because of
this artifact is estimated at about 23.5 Mbp.

While the bimodal pattern of SNP
variation is a unique feature of the
PEST strain and is not representative
of any wild mosquito population, indi-
vidual variants represent real polymor-
phisms in A. gambiae and will provide
valuable marker sets for genetic stud-
ies. The approximately 500 000 PEST-
strain SNPs are downloadable from
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ftp://ftp.ncbi.nih.gov/genbank/genomes/
Anopheles gambiae or www.ensembl.org/
anopheles gambiae. A further 75 000
SNPs have been identified by compar-
ing light sequence coverage (1.2×) from
a lab strain of the Mopti cytogenetic form
to the assembled PEST-strain sequence,
and these SNP data are also available at
www.ensembl.org/anopheles gambiae.

Understanding the genetic diversity of
anopheline mosquitoes and the molecular
basis of cytogenetic form–associated traits
will be accelerated by genomics and will
likely point the way to more efficient strate-
gies of vector-targeted malaria control.
Efforts are presently underway to analyze
large regions of the A. gambiae Y chromo-
some as population genetic markers and
as indicators of the evolutionary relation-
ships of the different A. gambiae forms and
other species closely related to A. gambiae.
Efforts to use other parts of the genome to
define and identify such species and forms
have been complicated by presumed inter-
specific and interform recombination over
many regions of the different genomes.
As a presumably nonrecombining part
of the genome, the Y-chromosome se-
quence will be an invaluable source of
material for teasing apart population struc-
ture and for developing rapid diagnostics
for field studies. Studies are also under-
way to obtain wild isolates of A. gambiae
from several different regions of Africa
and sequence segments of DNA at regular
intervals across the genomes of multiple
individuals from each isolate. This survey
of genetic diversity among different iso-
lates of A. gambiae will facilitate the teasing
apart of anopheline mosquito population
structure and will play a crucial role in
understanding mosquito biology, particu-
larly those biological traits that influence
vectorial capacity.

3.5
Gene Content

The initial automated annotation of the
draft A. gambiae genome sequence was ac-
complished using established annotation
pipelines at Celera and the Ensembl group
at the European Bioinformatics Insti-
tute/Sanger Institute. Both pipelines use a
combination of homology-based evidence
and ab initio gene-finding algorithms to
model gene structure. At the inception
of the project, there were only approxi-
mately 6000 EST sequences available in
public databases. However, given the evo-
lutionary distance between Drosophila and
Anopheles (∼250 million years), obtaining
wide representation from Anopheles EST
libraries was essential for identifying the
open reading frames of A. gambiae genes,
and an additional approximately 80 000
EST sequences were derived from whole
mosquitoes, as an integral part of the
Anopheles genome project.

For proteome analysis, a nonredundant
set of predicted protein sequences from the
two pipelines (Celera and Ensembl) was
constructed by selecting, for each locus, the
annotation containing the largest number
of exons. A total of 15 189 automated pre-
dictions were derived in this manner and,
after removal of putative transposable ele-
ments and other contaminants, served as
the set for initial analysis of the A. gambiae
proteome. As is typical with automated
genome annotations, it is likely that some
false-positive predictions (pseudogenes,
bacterial contaminants, and transposons)
and false-negative predictions (Anopheles
genes that were not computationally pre-
dicted) remain, and there are undoubtedly
numerous errors in defining the pre-
cise boundaries of these putative gene
structures. Automated annotation, while
being a cost-effective method for an initial
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high-level view of the genome, does not
substitute for the careful manual curation
that will be undertaken by the commu-
nity over a period of time. Since the initial
publication of the Anopheles genome, the
annotation has been under continuous de-
velopment by the Ensembl group in coor-
dination with the International A. gambiae
Genome Consortium. The present ver-
sion of the annotated genome is available
at www.ensembl.org/Anopheles gambiae.
A tutorial on the Ensembl Anopheles
site is available at www.ensembl.org/
Anopheles-gambiae/documents/mosqui
to doc.pdf.

3.6
Comparison of the Anopheles and
Drosophila Proteomes

Analysis of the annotated gene set
has revealed many interesting features
of the proteome of A. gambiae, partic-
ularly in comparison with Drosophila
melanogaster, the closest relative of this vec-
tor (A. gambiae and D. melanogaster shared
a common Dipteran ancestor approxi-
mately 250 million years ago.) to have
a completely sequenced genome. In to-
tal, 47.2% of the Anopheles protein set is
composed of 1 : 1 orthologs (defined as re-
ciprocal best Blast matches), and 13.8% is
composed of ‘‘many-to-many’’ orthologs,
where paralogous gene families have ex-
panded/contracted unevenly. A further
17.9% of the Anopheles protein set is repre-
sented by proteins that have a homologous
relationship to Drosophila proteins, but
the match cannot be easily defined as
orthologous or paralogous. For example,
proteins in this group might share one
or more protein domains or might be
divergent members of large and diverse
protein families. 10.0% of Anopheles pro-
teins had their best match to a noninsect

species and 11.1% of Anopheles proteins do
not show homology to proteins from any
other species. Of these 1437 Anopheles-
specific genes, 575 are supported by EST
evidence and 522 show homology to other
A. gambiae proteins. While some of these
proteins may represent de novo Anopheles
genes or rapidly evolving ancestral genes
that are now mutated beyond recognition,
it is likely that homologous sequences
for these proteins will be discovered as
the genomes of organisms with closer
evolutionary relationships to A. gambiae
are sequenced. Interestingly, in compar-
ing the A. gambiae and D. melanogaster
proteomes, sequence similarity is highest
among structural molecules, transporters,
and enzymes and is lowest among genes
involved in defense and immunity. This
is consistent with the results from other
recent whole-genome projects that sug-
gest that the most plastic gene families
are those that mediate the direct interac-
tion of the organism with its environment,
such as genes involved in olfaction, detox-
ification, and immune response. In com-
parison, developmental genes are highly
conserved between D. melanogaster and
A. gambiae, with 85% having single 1 : 1 or-
thologs (best reciprocal matches) between
the two species.

Given the evolutionary distance between
A. gambiae and D. melanogaster conserved
gene order (synteny) is recognizable only
over short distances. Approximately 34%
of A. gambiae genes colocalize in small
microsyntenic clusters, defined as chro-
mosomal regions where at least two
orthologs or orthologous groups are sep-
arated by no more than five unrelated
genes in the intervening DNA. In to-
tal, there are 948 such microsyntenic
blocks in the A. gambiae genome, when
compared to D. melanogaster, the largest
block containing 31 orthologous genes.
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Most clusters contain substantially fewer
genes and show evidence of local du-
plications, inversions, and translocations.
In contrast, homology between A. gam-
biae and D. melanogaster on the level of
whole-chromosome arms is easily recog-
nizable upon mapping of 1 : 1 orthologs.
The most conserved pair of chromosomal
arms are D. melanogaster2L (Dm2L) and
A. gambiae3R (Ag3R), with 67% of Ag3R
orthologs and 83% of microsyntenic clus-
ters being significantly similar to Dm2L.
A. gambiae chromosomal arm 2L appears
to be largely homologous to Dm3L and
Dm2R, with approximately 42% of A. gam-
biae orthologs found on each of these
two D. melanogaster arms. Similarly, Ag2R
shares homology with Dm3R. Ortholog
content of Ag3L indicates that this chro-
mosomal arm has modest homology to
both Dm2R (30%) and Dm3L (22%). Ho-
mology between the X chromosomes of
the two species is limited, with significant
shuffling of chromosomal segments to and
from autosomes.

The predicted Anopheles protein set has
been classified on the basis of protein
domains, and their functional categories,
using InterPro and the Gene Ontology
(GO). The relative abundance of the ma-
jority of proteins containing InterPro do-
mains is similar between the mosquito
and fly. As expected, insect-specific cu-
ticle and chitin-binding domains and
the insect-specific olfactory receptors are
overrepresented relative to noninsects.
However, comparing A. gambiae and D.
melanogaster, only 6 of the 200 most
abundant protein domains differ signifi-
cantly in abundance. However, some of
these differences are dramatic, such as
the striking expansion of fibrinogen do-
main–containing proteins observed in A.
gambiae relative to D. melanogaster. There
are 58 A. gambiae and 13 D. melanogaster

fibrinogen domain–containing proteins
and only a single pair is a 1 : 1 ortholog.
It is tempting to speculate that fibrino-
gen domains, which were originally found
in proteins that mediate blood coagula-
tion in mammals, could be conferring
some function to mosquitoes that en-
ables blood feeding, such as inhibition
of blood-meal coagulation. Further, the
serine proteases (central effectors of pro-
teolytic processes) are well represented in
both insect genomes, but Anopheles has
nearly 100 additional members, perhaps
again reflecting the hematophagous adap-
tation of this Dipteran.

Major differences in gene number are
seen in the peroxidase system, which me-
diates the oxidation of diverse substrates.
A total of 18 peroxidases were observed
in A. gambiae and only 10 were observed
in D. melanogaster. The Anopheles peroxi-
dases have high homology to the salivary
peroxidases of the mosquito A. albimanus,
suggesting the possibility that this gene
family has expanded to facilitate the blood-
feeding process.

In a separate comparative analysis us-
ing the LEK algorithm to identify protein
families with different representation in
A. gambiae and D. melanogaster, a promi-
nent expansion of a 19-member family of
odorant receptors (ORs) was detected in A.
gambiae. The members of this family do
not show substantial sequence similarity
to ORs from D. melanogaster or any other
organism. While between A. gambiae and
D. melanogaster, there is significant con-
servation of the G protein-coupled receptor
superfamily as a whole, this A. gambiae OR
subfamily appears to be unique and may
play an important role in mosquito-specific
behavior that includes host seeking, as
discussed further in Sect. 4.1. In addition
to the conspicuous protein family expan-
sions discussed above, many additional
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expansions were seen in diverse families.
These include critical components of the
visual system, structural components of
the cell adhesion and contractile machin-
ery, energy-generating glycolytic enzymes,
anabolic and catabolic enzymes involved
in protein and lipid metabolism, trans-
porters, and detoxification enzymes.

Identification of gene family contrac-
tions have not been a focus of analysis
of the A. gambiae genome, even though
gene loss is considered to be an impor-
tant mediator of evolution. It is ambiguous
when doing a binary comparison whether
there is expansion in one species or con-
traction in the other, relative to the state
of the common ancestor. This can only
be revealed by analysis of orthology across
several species. Further, it is difficult to
distinguish real gene losses from simple
false-negative annotation results. Given
that the overall gene count in A. gambiae
and D. melanogaster is not significantly dif-
ferent, with each species having roughly
14 000 annotated gene loci, the overall
number of expansions must be balanced
by an equal number of reductions in each
species, as they evolve to fill their ecologi-
cal niches.

3.7
Genes Regulated by Blood Feeding

Newly emerged female mosquitoes are
sustained by sugar meals as they seek the
blood meal that is necessary to support
egg development. Active host seeking is
facilitated by olfactory, temperature, and
visual cues. After locating a host and ex-
tracting several times their weight in blood,
the female mosquito appears to undergo
profound metabolic reprogramming, com-
mensurate with the task of processing the
massive blood bolus.

The A. gambiae genome project included
an EST-sequencing program utilizing two
source libraries. One library was con-
structed using DNA from whole adult
female mosquitoes before blood feeding,
when in a relatively quiescent metabolic
state, and the second library was con-
structed 24 h after a blood meal, when
the mosquitoes were under the metabolic
burden of converting the blood meal into
eggs. This approach facilitated identifi-
cation of genes activated or inactivated
by blood feeding in a hematophagous
insect. Approximately 40 000 ESTs were
sequenced from each library and as-
sembled into approximately 7000 con-
sensus sequences, each representing a
distinct gene locus. 435 genes showed sig-
nificantly altered transcription following
blood-meal ingestion, as determined by
Chi-squared analysis. Analysis of gene ex-
pression pre- and post blood feeding has
revealed both expected and unexpected
changes (Table 1). As expected, there is
dramatic upregulation (up to 144 fold)
of transcripts encoding serine proteases
and other proteases, transcripts involved
in transcriptional control and nuclear reg-
ulation, and transcripts representing the
protein synthesis machinery that are in-
volved in converting the digested blood
proteins into new functional mosquito pro-
tein products. Further, transcripts involved
in gluconeogenesis, lipid metabolism, and
purine metabolism are upregulated, as
are a small number of transcripts, such
as ubiquitin-conjugating enzymes and cy-
tosolic aminopeptidases, whose protein
products mediate intracellular degradation
of protein. Finally, there is upregulation of
oogenesis-associated proteins and lipids
24 h post blood meal, including several
vitellogenins (yolk constituents) and mem-
bers of the phenoloxidase pathway that
mediates eggshell melanization. In terms
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of decreased expression, genes involved
in sugar metabolism (for example, sali-
vary and midgut maltases, glycolysis, and
oxidative phosphorylation) are downreg-
ulated, which is not unexpected, given
the presumed decreased reliance on sugar
metabolism with the high intake of a
protein-rich blood meal. More intriguing
is the marked downregulation post blood
meal of striated muscle proteins, including
actin, myosin, tafazzin, and troponin, as
well as ATP-dependent cation transporters
and Ca2+ binding proteins involved in mo-
tor signaling. Taken together with the ob-
served decrease in transcription of opsins,
photoreceptor associated proteins, cuticu-
lar proteins associated with the eye lens,
and pheromone-binding proteins, the post
blood-meal expression pattern suggests
that after a blood meal, mosquitoes be-
come detached from their environment

and sacrifice mobility in order to devote
metabolic attention to the monumental
task of blood-meal processing and egg de-
velopment. The set of genes upregulated
by blood-meal digestion presents a rich
source of novel insecticide targets and will
allow identification of promoters that can
activate transgenes in a blood-meal respon-
sive manner.

4
Utility of the A. gambiae Genome

4.1
Odorant Receptors and Novel
Repellents/Attractants

The distinct preference of A. gambiae for
human blood meals contributes substan-
tially to the menace of this vector. Very

Tab. 1 Representative messages significantly more transcribed or less transcribed in female
A. gambiae mosquitoes 24 h after human blood-meal ingestion.

Category � Gene description Gene symbol EST
count

EST
count

(no blood) (blood)

Extracellular protein
digestion

↑ Trypsin-2 precursor AgCP10888 1 144

Intracellular protein
degradation

↑ Ubiquitin AgCP12328 0 47

Nuclear regulation ↑ Histone AgCP10826 2 40
Protein synthesis ↑ Elongation factor 1a AgCP3905 163 278
Oogenesis ↑ Vitellogenin AgCP2518 0 878
Gluconeogenesis ↑ Aspartate amino

transferase
AgCP8491 1 10

Glycolysis ↓ Succinate dehydrogenase AgCP3730 24 7
Oxidative phosphorylation ↓ Glycerol-3-phosphate

dehydrogenase
AgCP3306 51 11

Extracellular sugar
digestion

↓ Salivary maltase AgCP12790 10 0

Striated muscle ↓ Flightin (striatal muscle
protein 27)

AgCP3724 71 2

Vision ↓ Opsin AgCP12420 276 184
Chemosensation ↓ Pheromone-binding

protein
AgCP11481 7 0
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little is known about the molecular ba-
sis of this selective behavior, although
it almost certainly involves specific hu-
man odors and mosquito pathways for
detecting and responding to these odors.
Continuing to explore the diversity of ORs
and odorant binding proteins encoded in
the A. gambiae genome will lead to a bet-
ter understanding of the mechanisms of
host preference and will uncover potential
targets for a new generation of specific at-
tractants/repellents. Preliminary analysis
of the draft genome sequence identified
a total of 276 G protein-coupled receptors,
including 79 candidate ORs. The majority
of these ORs (64 of 79) show expression
only in olfactory tissues, as determined
by RT-PCR experiments. Comparison to
D. melanogaster revealed a similar total
number of ORs, but only a single un-
equivocal orthologous pair of ORs between
the two species. The extensive lineage-
specific expansion of ORs likely reflects
the ecological and physiological relevance
of these receptors and the importance of
each species being able to detect rele-
vant chemicals – for example, rotting fruit
odors for D. melanogaster and human host
odors for Anopheles. AgOr1, a putative A.
gambiae OR, has recently been identified
as a possible mediator of human host
finding. Initial clues that AgOr1 may be
important in host finding include its ex-
pression exclusively in the olfactory tissue
of female mosquitoes, and the downreg-
ulation of its expression in these tissues
after a blood meal. Hallem EA et al. pro-
vided further evidence by engineering D.
melanogaster neurons lacking endogenous
ORs and by transfecting these with AgOr1.
Electrophysiological measurements of the
transfected cells showed that a component
of human sweat, 4-methylphenol, elicited
a strong response.

4.2
Insecticide Resistance Genes

During the 1950s and early 1960s, the
WHO malaria eradication campaign suc-
ceeded in eradicating malaria from Eu-
rope and dramatically reduced its preva-
lence in many other parts of the
world, primarily through programs that
combined mosquito control agents like
DDT with antimalarial drugs like chloro-
quine. However, malaria and anophe-
line mosquitoes remain entrenched in
sub-Saharan Africa and the appearance
of chloroquine-resistant parasites and
insecticide-resistant mosquitoes is con-
tributing to the current rise of malaria
in Africa. Even control programs based on
insecticide-impregnated bed nets, which
are now advocated by WHO and are be-
ing widely implemented in Africa are
threatened by the development of resis-
tance to pyrethroids, the insecticide class
of choice for this application. Insecticide
resistance is often metabolic, where the
insecticide will induce the expression of
an enzyme that degrades it. Metabolic re-
sistance is mediated largely by one of the
three classes of enzymes, depending on
the particular insecticidal agent in ques-
tion. These are carboxylesterases (CEs),
glutathione-S-transferases (GSTs) and cy-
tochrome P450s. Ranson et al. cataloged
members of these three major insecti-
cide resistance–related families in the
A. gambiae genome. Comparison to D.
melanogaster revealed that a considerable
expansion of these families has occurred
in the mosquito. For example, there are
51 versus 31 CEs and 111 versus 90 cy-
tochrome P450 enzymes in A. gambiae
and D. melanogaster respectively. Secure
orthologs between D. melanogaster and A.
gambiae, identified by rigorous analysis
of phylogenetic trees comprise less than
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15% of these supergene families, indi-
cating that gene families have radiated
independently from common ancestral
genes, presumably driven by the differ-
ent metabolic requirements of the two
species for natural compounds. Over the
past decade, several resistance loci for dif-
ferent agents have been mapped in the
mosquito genome, using classical genetic
methods, and inspection of gene content
within the boundaries of mapped resis-
tance loci has been revealing. For example,
it has been observed that several large
clusters of cytochrome P450 genes colocal-
ize with a known pyrethroid resistance
locus involved in oxidative metabolism
of the insecticide. Further, a major DDT
resistance locus colocalizes with a clus-
ter of eight epsilon (insect-specific) GST
genes on chromosome 3R. Biochemical
characterization of the members of this
GST cluster has shown that only one of
these eight enzymes, GSTE2-2, is able to
metabolize DDT. Western blots using an-
tibodies raised against this GST indicated
that its expression is elevated in a DDT-
resistant strain (ZAN/U) of A. gambiae,
relative to an insecticide-sensitive strain
(Kisumu). Subsequent and more compre-
hensive quantitative PCR studies in these
two mosquito strains have indicated that
not just GSTE2-2, but in total, five of the
eight GSTs genes in this cluster are signif-
icantly overexpressed in the DDT-resistant
strain. Gene dosage analysis showed no ev-
idence for gene amplification, suggesting
perhaps that coexpression of genes in the
epsilon cluster is controlled by a common
regulatory element.

In addition to metabolic resistance, in-
sensitivity to an insecticide can arise
through mutations that disrupt binding of
the insecticide molecule to its target pro-
tein. A well-characterized example is the

insensitivity to two major insecticide fam-
ilies, organophosphates and carbamates,
that arises through mutation in their tar-
get protein Acetylcholinesterase (AChE).
Only one AChE gene is present in D.
melanogaster (called ace-2) and it is well es-
tablished that resistance in D. melanogaster
is caused by mutations at this locus. Two
AChE genes, ace-1 and ace-2, have been
identified in A. gambiae, through sequence
searches of the reference genome, us-
ing human and D. melanogaster AChEs
as queries. The A. gambiae ace-1 gene
shows 52% amino acid identity and the
A. gambiae ace-2 gene shows 83% amino
acid identity to the single D. melanogaster
AChE, and both Anopheles genes contain
the conserved FGESAG active site mo-
tif. Phylogenetic analysis suggests that the
presence of two AChE genes is the an-
cestral state, and one of these genes has
been lost in D. melanogaster. It is well es-
tablished that mutation of the target site
of the single D. melanogaster AChE gene
causes resistance to organophosphates and
carbamates in this species, Interestingly,
however, in organophosphate and carba-
mate resistant Culex pipiens and A. gambiae
strains, insensitivity results from a substi-
tution (G119S) near the catalytic site of the
ace-1 gene, not a mutation of the ace-2
gene, which is presumably the direct D.
melanogaster ortholog.

Understanding the common mecha-
nisms of insecticide resistance in A.
gambiae is of practical importance. The
possibility now exists of screening new
compounds for tolerance liability by de-
termining whether they cause mutation
in known hotspots in genes previously
shown to confer resistance or induction of
genes with a detoxifying function. Further,
specific mutations in resistance-conferring
genes can be used as markers to moni-
tor the spread of resistance to insecticides
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in use in Africa, and can provide impor-
tant information to help guide ongoing
chemical-based vector-control programs.

4.3
Insecticide Targets

While most chemical agents used in
the battle against mosquito-borne disease
are broad-spectrum agents developed for
the purpose of agricultural pest control,
the possibility now exists of finding and
exploiting physiological and biochemical
systems that are unique to the mosquito,
in order to produce new and highly se-
lective agents for mosquito control. The
reference mosquito genome sequence has
helped reveal a variety of systems that may
be good candidates for the development of
more selective agents for mosquito control.
For example, regulatory peptides act as
neurochemicals and hormones that guide
mosquito reproduction and development.
A total of 35 genes encoding putative regu-
latory peptides have been annotated in the
A. gambiae genome and agents that mimic
or block the action of these peptides may be
effective insecticides. Ecdysteroid peptide
hormones, which govern gene expression
during female reproduction and larval de-
velopment are of particular interest. Ovary
ecdysteroids released after a blood meal
stimulate the fat body to begin secreting
yolk proteins. The presence of an ortholog
of A. gambiae ovary ecdysteroid hormone
in the mosquito Aedes aegypti but the ab-
sence of an ortholog in D. melanogaster
suggests that there is a unique role for
this peptide in hematophagous insects
and, thus, an opportunity for development
of specific antimosquito agents. Similarly,
diuresis is a process that has a criti-
cal function in the mosquito that may
be exploited. After blood feeding, female

mosquitoes engage in rapid diuresis to de-
crease the volume of the blood meal and
allow flight. Genes for all four diuretic hor-
mones known to regulate fluid secretion
in insects have been identified in the A.
gambiae genome and present additional
targets for incapacitating the mosquito.
Also of interest, the receptor for FRMF
amide, a cardioexcitatory tetrapeptide first
identified in clam, has been identified in
the mosquito genome. In functional stud-
ies, the tetrapeptide significantly increased
the frequency of spontaneous contractions
of the heart in mosquito larvae, suggesting
the possibility of developing agonists for
this receptor as a larvicide.

Mining of reference genome sequences
has revealed that enzyme glutathione re-
ductase is absent from Diptera and is
functionally substituted by the thioredoxin
system. Thioredoxins are small ubiquitous
thiol proteins that efficiently cleave disul-
fide bonds in a number of other proteins
and take part in redox control of numerous
cellular processes such as protein fold-
ing, signaling, and transcription. The key
enzyme in this system is thioredoxin re-
ductase, a single copy gene located on
the A. gambiae X chromosome and shares
52% sequence identity with its human
ortholog. The sequence of the catalytic
redox center is different between the A.
gambiae (Thr-Cys-Cys-SerOH) and human
(Gly-Cys-selenocysteine-GlyOH) proteins
and this difference provides an attractive
avenue for the development of a selec-
tive inhibitor.

Differences between mammalian and
insect metabotropic glutamate receptors
have also been revealed by whole-
genome comparison. The D. melanogaster
metabotropic glutamate receptor (mGluR)
shares a very similar pharmacological pro-
file with its mammalian orthologs, being
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activated or inhibited by the same nat-
ural or synthetic ligands. However, a
new receptor in mGluR subclass has
been found in the mosquito, the honey-
bee Apis mellifera, and D. melanogaster,
called AmXR, HBmXR, and DmXR re-
spectively. No direct orthologs of these
novel insect receptors are detectable in
C. elegans or in human genome. The
native ligand for these receptors is un-
known, although it has been shown that
extract from D. melanogaster and A. gam-
biae, but not C. elegans or mouse brain,
caused dose-dependent receptor activa-
tion. Sensitivity to formaldehyde (which
masks amino groups) and insensitivity to
HCl (which disrupts peptide bonds) sug-
gests that the native ligand is an amino
acid–like molecule, but the native ligand
is clearly not glutamate, given that residues
contacting γ -carboxyl group of glutamate
are not conserved with the mGluR, and
heterologous expression showed no stim-
ulation by glutamate or mGluR agonists
AMPA, kainate, and NMDA quisqualate.
Because the XR receptors appear to be in-
sect specific, compounds that disrupt their
function may, if lethal, form a promising
new class of specific insecticide.

4.4
Immune-response Genes and Genetic
Vector Control Strategies

To successfully complete its complex life
cycle, the malaria parasite must evade both
the human and mosquito immune sys-
tems. Parasites ingested with the blood
meal develop within the mosquito gut
into ookinetes, which subsequently bur-
row into the gut epithelium and form
oocysts. When the oocysts burst, sporo-
zoites are released and these travel to
the salivary glands to await transfer to a

new host. However, large losses in par-
asite number occur during this invasion
because of mosquito defenses such as
melanotic parasite encapsulation. These
defenses do not comprise an adaptive
immune system, such as that found in
mammals, but rather belong to the an-
cient innate immune system that most
metazoans rely on for dealing with in-
vading microorganisms. Facilitating these
innate mosquito defenses offers a new and
promising strategy for malaria control.

In the past decade, genetic selection in
the laboratory has yielded several inter-
esting A. gambiae strains, including some
that are completely refractory to Plasmod-
ium. These strains have been the subject
of intensive study in a number of different
laboratories, and the A. gambiae genome is
facilitating the identification of candidate
genes for Plasmodium resistance. More re-
cently, Christophides et al. screened the
A. gambiae genome for genes implicated
in the innate immune response of the
mosquito and identified 242 players from
18 different gene families including, for ex-
ample, pattern-recognition receptors that
bind pathogen-specific molecules, second
messengers that can amplify or dampen
immune signals, and effector molecules
such as the prophenoloxidases that medi-
ate melanization. There is marked diver-
sification of these genes relative to their
Drosophila homologs, likely reflecting the
adaptation of Anopheles and Drosophila to
different immune challenges represented
by different ecological and physiological
conditions. Recent functional screening
(gene silencing using dsRNA) of a sub-
set of these candidate immune-response
genes in A. gambiae has yielded compelling
findings for several pattern-recognition
receptors. Functional knockout of the
A. gambiae leucine-rich repeat protein
(LRIM1) led to a substantial (3.6-fold)
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increase in oocyst numbers, indicating
that this gene has a strong protective
effect against the invading parasite. Sim-
ilarly, functional knockout of the pattern-
recognition receptor thioester-containing
protein 1 (TEP1) in A. gambiae led to
a fivefold increase in the number of
oocysts developing on the midgut ep-
ithelium and a complete abolishment of
parasite melanization. Conversely, func-
tional knockout of two different A. gambiae
C-type lectines (CTL4 and CTLMA2) re-
sulted in a paradoxical enhancement of
immune response, with massive melaniza-
tion of invading ookinetes. It is not clear
how these mosquito CTL genes act to
protect the developing malaria parasite
within the mosquito and no obvious ho-
mologs of these genes have been detected
in any other organism. LRIM1, TEP1,
CTL4, and CTLMA2 are the first mosquito
genes to be identified as having an im-
portant role in the immune response
of the mosquito to the invading malaria
parasite. While it is unlikely that gene si-
lencing using dsRNA will be practical as
a malaria-control measure, these exciting
observations are nonetheless the first steps
along the road to the development of a
genetic-based transmission-blocking strat-
egy for malaria. Germ-line transformation
of the mosquitoes A. stephensi and A. gam-
biae has recently been achieved, bringing
the possibility of malaria control through
the introduction of transgenic mosquitoes
another step closer to reality. While ge-
netic control strategies for malaria vectors
are complicated by several factors, includ-
ing the diversity of naturally occurring
cytogenetic forms that are reproductively
isolated, the selective pressure applied to
the Plasmodium population, plus all of the
usual risks associated with the release of
transgenic insects, there is much promise

that transgenics will play a key role in
malaria control in the coming decades.

See also Genetics, Molecular Basis
of; Immunoassays.
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Keywords

Gonocyte
A diploid male germ cell in fetal testis that undergoes mitosis and then becomes
quiescent until the onset of spermatogenesis at puberty after birth.

Leydig Cell
A somatic cell producing testosterone, found in the interstitium between
seminiferous tubules.

Peritubular Myoid Cell
A somatic cell type with contractile capacity; forms a layer around each seminiferous
tubule and contributes to its basement membrane.

Primordial Germ Cell
Indifferent germ cells that exist before the onset of gonadal differentiation in a fetal
testis or ovary.

Sertoli Cell
Somatic cells that surround and nourish the developing male germ cells that form the
scaffolding of the seminiferous epithelium.

Spermatid
A haploid male germ cell that is transformed from a round shape to an elongated
shape during spermiogenesis, as nuclear remodeling, acrosome formation, and tail
elongation occur.

Spermatocyte
The male germ cell undergoing meiosis I and II; may be tetraploid (primary
spermatocyte) or diploid (secondary spermatocyte).
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Spermatogonium
A diploid male germ cell that can undergo mitosis.

Spermatozoon
A motile, elongated, haploid male gamete released from the seminiferous epithelium.

� The determination of gonadal sex establishes the basic structure of the testis. This
results in the formation of seminiferous cords containing immature Sertoli cells and
gonocytes, with the testosterone-secreting Leydig cells lying within the intertubular
region. Gonadotrophic stimulation of the testis and the resultant testosterone
secretion stimulates spermatogenesis, which involves mitosis, meiosis, and the
production of spermatozoa. Germ cell function is crucially dependent on the Sertoli
cells that control the intratubular environment, partly by forming the blood–testis
barrier. The biochemical nature of the signals that regulate somatic cell function
and germ cell maturation is now partially understood, though the complexities of
the regulatory pathways and their complete significance are yet to be clarified. This
brief overview of the current state of knowledge regarding the controlling signals
presents some aspects of their impact on the target cells, both somatic and germinal.

1
Testicular Architecture, Cellular
Composition, and Principles

1.1
The Adult Testis

The synthesis of spermatozoa is initiated
during puberty and is continuous through-
out adult life. Male fertility is dependent
on the maintenance of a self-renewing
stem cell population and a complex set
of signals derived from hormonal and lo-
cal factors that drive spermatogenesis in a
highly regulated manner.

1.1.1 Two Functional Compartments
The adult mammalian testis consists
of two structurally distinct but func-
tionally interrelated compartments: the

seminiferous epithelium, wherein germ
cells divide and differentiate surrounded
by the Sertoli ‘‘nurse’’ cells, and the
interstitial compartment. Spermatogenesis
occurring within the seminiferous tubules
can be divided into three processes:
(1) replication of stem cells by mitosis (pri-
mordial germ cells in the fetus, gonocytes
in the juvenile, and spermatogonia in the
sexually mature individual); (2) reduction
of chromosomal number by the process of
meiosis (primary and secondary spermato-
cytes); and (3) a complex metamorphosis,
called spermiogenesis, involving the trans-
formation of round cells (spermatids) into
elongated spermatozoa.

The developing germ cells, other than
spermatogonia, are enveloped by Sertoli
cells, which in turn have access to the inter-
stitial space that contains the Leydig cells,
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Fig. 1 Diagrammatic representation of
the epithelium of the seminiferous
tubule. Illustrated are spermatogonia
(SG), primary spermatocytes (SC),
spermatids (SD), mature spermatozoa,
and Sertoli cells (S) with lipid inclusions
(L). The peritubular myoid cells lie
outside the tubule in the tunica propria
(TP). The Leydig cells and vasculature
lie external to the tunica propria. Inset:
organization of the tight junctions
between Sertoli cells that form the
blood–testis barrier.

peritubular myoid cells, macrophages, and
the vasculature fluids (Fig. 1).

The adjacent Sertoli cells are connected
by a unique cluster of junctional specializa-
tions comprised of tight and gap junctions
at their base. This junction divides the sem-
iniferous epithelium into two functional
compartments, apical and basal. Mitotic
germ cells are in the basal compartment,
and they cross the tight junction as they en-
ter their meiotic phase of differentiation.
Within the apical compartment of the sem-
iniferous epithelium, the spermatocytes
and spermatids are exclusively reliant on
Sertoli cell products and are also invisible
to the surveillance of the immune system,
which might otherwise view them as ‘‘for-
eign’’ cells. Differentiating germ cells are
connected to their clonal siblings by cyto-
plasmic bridges until the time of their

release as spermatozoa into the tubule
lumen as the result of incomplete cy-
tokinesis. Thus they remain functionally
diploid even when their nuclear compart-
ments contain only one parental copy of
each chromosome.

It is important to recognize that the
seminiferous tubule is an avascular com-
partment. Intercellular transport into the
epithelium cannot occur because there are
tight junctions between adjacent Sertoli
cells luminal to the spermatogonial layer.
Consequently, germ cells other than sper-
matogonia are dependent on the Sertoli
cells for transport and for the regulation of
the internal milieu of the tubule.

1.1.2 Spermatogenesis is Cyclical
The process of spermatogenesis is highly
organized and ordered, with precise
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Fig. 2 Stages of the cycle of the seminiferous epithelium observed in the adult rat testis.
Each column represents the invariant set of germ cell maturation types present
simultaneously within a cross-section of a seminiferous tubule. The least mature germ cell
types, present at the base of the seminiferous epithelium, (stem cells {As}, Apr, Aal, A8 and
A16 spermatogonia) are infrequently observed and are not illustrated here. Type A1, A2, A3
and A4 spermatogonia (A1 –A4) are morphologically indistinguishable, while Intermediate
(In) and Type B spermatogonia have distinctive heterochromatin. Stages of spermatocytes :
preleptotene (PL), leptotene (L), zygotene (Z), pachytene (P), diplotene (D) and metaphase
(2 ◦mm). Spermatid steps are indicated by numbers 1 through 19, with 1 to 8 being round
spermatids and 9 to 19 elongating spermatids. Adapted from Russell et al. 1990.

associations of germ cells at specific stages
of maturation (Fig. 2), creating invariant
cycles within the epithelium and waves
of stages along the tubule. Although dis-
ruption of germ cell development can be
induced experimentally, leading to an ar-
rest at discrete stages of spermatogenesis,
the normal arrangement of cellular as-
sociations is rapidly reestablished upon
recovery. The mechanisms that maintain
these highly ordered patterns are poorly
understood, though they are believed to
be essential for attainment of the full
spermatogenic potential of the testis. The
underlying basis for the spermatogenic
wave appears to be established in fetal
life, as illustrated by the cyclic expression
of the galectin gene in fetal Sertoli cells,

prior to the onset of germ cell differentia-
tion. That germ cells can in turn influence
the cyclic function of the adult seminif-
erous epithelium has been demonstrated
by interspecific transfer of rat sperm into
the mouse testis; the rat sperm specifies
the timing of the epithelial cycle when
embedded in the mouse Sertoli cell.

The preceding description indicates that
the testis contains germ cells and somatic
cells involved in discrete, characteristic pat-
terns of macromolecular synthesis. This
arises from the steps in spermatogene-
sis that require replication of stem cells
by mitosis, the reduction of chromoso-
mal number and DNA content to the
haploid state, and the complex processes
constituting spermiogenesis. The latter
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requires specific protein synthesis by the
haploid genome and the cessation of
transcription as the chromatin condenses
to form the sperm head. These events and
their implications are emphasized in the
following sections.

1.2
The Developing Testis

1.2.1 The Fetal Testis

The indifferent gonad The gonads arise
from urogenital ridges that form on either
side of the midline of the developing
embryo. Formed from a thickening of
the coelomic epithelium on the surface
of the mesonephros, the gonad is initially
devoid of germ cells and has the potential
to develop as either a testis or an
ovary, and hence it is termed indifferent.
The migration of cells into this area
contributes to both somatic (fetal Leydig
cell and peritubular myoid cell lineages
from the mesonephros; some Sertoli cells
from the coelomic epithelium) and germ
cell (primordial germ cells from the
endoderm of the yolk sac near the allantoic
invagination) lineages.

The indifferent gonad is present during
approximately weeks 4 to 7 postcoitum
in the human and 9 to 12 days post-
coitum (dpc) in the mouse. Establishment
of this structure requires expression of
steroidogenic factor 1 (SF-1; a transcription
factor), the Wilm’s tumor 1 (WT1) protein
isoforms, and fibroblast growth factor-9
(Fgf-9). For each of these, the absence of
the gene results in initial formation of the
indifferent gonad in the mouse embryo,
but the tissue degenerates and does not
support germ cell survival.

Genes controlling testis formation The
primary molecular trigger for gonadal sex

determination is SRY (sex-determining
region on the Y chromosome) gene
expression, observed in the mouse gonad
at 10.5 to 12.5 dpc within the somatic
cells that are precursors to Sertoli cells.
Introduction of the mouse SRY gene onto
a mouse somatic chromosome through
transgenesis produced sex-reversed male
mice, that is, XX males, having male
external genitalia, male sexual behavior,
and testes that lack germ cells. Thus, SRY
expression directs testis formation but is
not sufficient to provide the environment
required for spermatogenesis. A highly
conserved portion of this gene encodes
an HMG (high mobility group) box,
characteristic of a family of DNA-binding
proteins, and mutations in this region of
SRY can cause sex reversal in mouse and
humans. The definitive identification of
SRY target genes is yet to be achieved.

The first visible sign of testicular dif-
ferentiation occurs at day 12.5 postcoitum
in mouse, with the organization of Ser-
toli cells into cords surrounding the male
primordial germ cells, now termed gono-
cytes. In the female, the initiation of germ
cell meiosis at day 13.5 postcoitum marks
ovarian development.

One likely downstream target of SRY
is SOX9, and, similar to SRY, expres-
sion of SOX9 in pre-Sertoli cells is suf-
ficient to drive development of an XX
gonad to form a testis. Also contain-
ing an HMG box, SOX9 is present in
both male and female gonads when in-
different, but it is upregulated in males
and downregulated in females following
SRY expression onset. As testis differ-
entiation begins, SOX9 moves to the
nucleus to effect changes in transcription
of downstream genes. SOX9 may switch
on the genes required to form testicular
cords, and it is known to induce expres-
sion of Müllerian Inhibiting Substance
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(MIS). The growth factor MIS is pro-
duced by fetal Sertoli cells during cord
formation, and it mediates regression of
the female duct components (see section
on Mullerian inhibiting substance). The
MIS-gene promoter includes a binding
site for SF-1. Expression of fgf9 in the
mouse male gonad begins immediately
after SRY, and it is required for normal
Sertoli cell differentiation, germ cell pro-
liferation, and migration of mesonephric
cells into the developing gonad. The ex-
pression of neurotropin-3 (NT3) in Sertoli
cells appears to regulate mesonephric
cell migration and can positively regulate
SOX9 expression.

The germ cells are directed to form ei-
ther gonocytes or oocytes by signals from
their somatic cell environment. This com-
mitment occurs in the testis between 11.5
and 12.5 dpc, and, in the ovary, with the
commencement of meiosis at 13.5 dpc.
Evidence of a positive feedback loop is de-
rived from the production of prostaglandin
D2 by germ cells, which will stimulate XX
somatic cells to synthesize MIS in vitro and
form cords, indicative of their differentia-
tion into the Sertoli cell lineage.

This period of development is classically
held to be gonadotrophin-independent.
The subsequent emergence of a fetal-type
Leydig cell population depends on expres-
sion of the type A platelet-derived growth
factor (PDGF) receptor, and retinoic acid
has been implicated in the formation
of cords by affecting laminin deposition.
These data highlight the concept that, dur-
ing fetal life, a diversity of locally derived
signals are required in order to orchestrate
development of the full complement of so-
matic cell lineages required for the support
of spermatogenic cells.

The testis continues to grow through
fetal life while the gonocyte remains qui-
escent. The rate of Sertoli cell proliferation

in the rodent peaks just before birth, and
the interstitial cell populations continue to
mature and multiply.

1.2.2 Neonatal and Juvenile Somatic and
Germ Cell Differentiation
The onset of spermatogenesis occurs in
a testis that contains quiescent germ
cells engulfed by proliferating Sertoli cells
in the testis cords (Fig. 3). The cords
are surrounded by layers of immature
myoid cells, which, along with the Sertoli
cells, contribute to the expanding and
changing basement membrane at the cord
perimeter. Nests of fetal Leydig cells are
evident. Within a few days after birth in
rodents, and in the prepubertal period,
the germ cells are stimulated to reenter
the cell cycle and migrate to contact the
cord basement membrane. The gonocytes
that do not migrate will die by apoptosis;
those that do migrate will form the stem
cell population that is the progenitor of
all adult spermatogenesis. The stimulus
for this differentiation, termed the first
wave of spermatogenesis, appears to be a
combination of hormonal (e.g. follicle-
stimulating hormone; FSH) and growth-
factor (e.g. transforming growth factor β

superfamily members) signaling to both
germ cells and somatic cells. In the rat
testis, germ cell migration is mediated
by cell adhesion (N-CAM) and growth
factor signaling, with Sertoli cell–derived
stem cell factor (SCF) interacting with
the c-kit tyrosine kinase receptor on the
maturing germ cells (Sect. 3.3.2). The
situation in the mouse may be slightly
different, and perhaps independent of
SCF signaling at this step, with the
expansion of this stem cell population
being profoundly affected by the presence
of glial-derived neurotropic factor (GDNF).
Other factors implicated in events at this
time include NT3, nerve growth factor
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(a)
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Fig. 3 Progressive changes in testis during fetal
and postnatal development. Micrographs (a)
and timeline (b) illustrating changes in the
developing rodent testis. (a) newborn rat testis
is comprised of cords (shown in cross-section)
surrounded by maturing peritubular myoid cells.
Gonocytes (arrows) are the only germ cell type
present; these are surrounded by Sertoli cell
cytoplasm (asterisk). Adult testis tubules (shown
in cross-section) are surrounded by flattened
layer of peritubular myoid cells; line indicates

tubule boundary. Interstitium (INT) contains
Leydig cells, macrophages, lymphatics, and
blood vessels. Pachytene spermatocytes
(arrowheads), round spermatids (open arrows)
and elongating spermatids (dashed arrow) are
progressively closer to the tubule lumen where
mature spermatozoa are released. (b) timeline of
murine male germ cell developmental events
through to initial production of spermatozoa.
Adapted from McCarrey (1993).

(NGF), epidermal growth factor (EGF),
PDGF and follistatin (an activin and
BMP antagonist).

Examining the rodent testis at discrete
time points after birth allows one to
observe the appearance of progressively
maturing germ cell types. (Fig. 3). In
contrast, these time points are highly
variable in primates.

Somatic cell differentiation is an
important feature of the first wave
of spermatogenesis. The cessation of
Sertoli cell division during this interval
establishes the full complement of these
cells that are present throughout the
individual’s life. This is of crucial
importance for establishing the maximum
capacity for adult sperm production
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(discussed further in Sect. 3.1.2). Sertoli
cell proliferation is controlled by
interactions between hormones and
growth factors, with FSH, thyroid
hormone, GDNF, and activin representing
some key in vivo modulators. A new Leydig
cell population arises and differentiates in
the interstitium, and the cells surrounding
the cords gradually flatten to form the
thin layer of peritubular myoid cells
observed in the adult testis. Once again,
the differentiation and function of these
cells appear to respond to a network of
hormonal and local factor cues.

To date, a limited number of genes
have been identified that show differen-
tial expression within a particular cell type
between the immature (i.e. first wave)
testis and the adult testis. This presumably
reflects the changing nature of the semi-
niferous epithelium with the onset of germ
cell, Sertoli cell and peritubular myoid cell
differentiation. For example, mRNAs en-
coding the prosurvival members of the
bcl-2 family, bcl-2 and bcl-XL, are present in
spermatogonia and Sertoli cells during the
first two postnatal weeks of mouse testis
development but are absent thereafter. The
bcl-2 mRNA is switched off entirely, while
bcl-XL shifts to the newly emerging sper-
matocyte population. Such differences are
not surprising within the Sertoli cells that
transform from mitotic to terminally dif-
ferentiated cells. Less predictable was the
observation that spermatogonia during the
first wave of spermatogenesis are func-
tionally different from those present in
adulthood. These findings emphasize the
notion that germ cell mRNA and protein
synthesis are governed by changing envi-
ronmental cues, including those from the
adjacent clones of the progressively more
and less mature germ cell clones within
the seminiferous epithelium.

2
Regulation of Gene Expression During
Spermatogenesis

2.1
DNA

During the preleptotene stage of Meiosis
I, there is a peak of DNA synthesis
coincident with the peak in DNA poly-
merase activity that transforms the diploid
spermatogonium into a tetraploid sper-
matocyte. A low level of DNA synthesis
documented in pachytene spermatocytes
is associated with the DNA repair that fol-
lows recombination between homologous
chromosomes. DNA methylation patterns
vary, with some single-copy genes being
methylated at normal levels, some re-
gions of repetitive DNA sequences being
under-methylated, and others, such as the
genes encoding the chromatin-associated
protamine and transition proteins, and
the germ cell–specific phosphoglycerate
kinase (PGK-2) undergoing changes in
methylation during spermatogenesis.

Chromatin remodeling occurs in the
haploid germ cells to enable DNA com-
paction in spermatozoa. The chromo-
somes become highly organized in hairpin
structures of DNA arranged into looped
domains along a track of nuclear matrix,
with the centromeres found in the center
and the telomeres at the perimeter of the
sperm nucleus. During spermiogenesis,
the histones that package genomic DNA in
somatic cells, spermatogonia, and sperma-
tocytes are replaced by transition proteins
that are in turn replaced by protamines.
The protamines are small, basic proteins
represented by 1 or 2 family members. In
mouse, both protamine-1 and protamine-2
are required for normal sperm forma-
tion. A relatively small proportion of
sperm chromatin remains associated with
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a nucleohistone; in humans, this accounts
for about 15% of sperm DNA. Association
of DNA with histones has been proposed
to reflect the involvement of genes in
these regions with the early postfertiliza-
tion events.

Inactivation of the X chromosome oc-
curs during meiosis, but it is incomplete.
In particular, the Xp terminus remains
active, and includes genes encoding the
GM-CSF receptor, mic2, and steroid sul-
fatase in humans. Coincident with X
chromosome inactivation, there is acti-
vation of autosomal homologs of several
genes, including those encoding PGK-2,
the EI subunit of pyruvate dehydrogenase,
lactate dehydrogenase (LDH-X), and Zfa.
These appear to be the result of retroposon
activities, as they are characterized by a
lack of introns, unlike their counterparts
on the X chromosome.

2.2
RNA

RNA synthesis occurs in all spermatogenic
cells up through the round spermatid
stage, with a constant ratio of DNA to
RNA content per cell through meiosis.
One study provided the estimate that one
half of all mRNAs made in the adult
testis increase in abundance after meio-
sis, and one quarter of adult testicular
mRNAs are synthesized only in postmei-
otic cells, indicating the requirement for
specialized proteins to build a functional
spermatozoon.

An important feature of postmeiotic
gene expression is that mRNAs pro-
duced by the haploid male germ cell
are shared between clonal siblings, ren-
dering them functionally diploid while
still in the seminiferous epithelium. This
was illustrated by the observation of hu-
man growth hormone (hGH) transcripts

in all spermatids of heterozygote mice
bearing a transgene that encodes the hGH
gene linked to the protamine promoter.
The protamine-transcript sharing between
spermatids has also been described, and
proteins are also exchanged between clonal
siblings at this stage.

As is apparent in every developmental
system, unique interactions between many
sets of molecules dictate the specific physi-
ological response of the differentiating cell.
Because spermatogenesis involves mor-
phological and physiological events that
do not happen in any other cell type, it is
easy to anticipate that a unique set of genes
and regulatory mechanisms will function
in the testis. There are also many genes
that are expressed in somatic cells that are
important for sperm development. Con-
trol of the production of proteins required
for spermatogenesis is exhibited during
both transcription and translation. Many
meiotic and postmeiotic gene transcripts
are characterized by being structurally dis-
tinct from their premeiotic and somatic
cell counterparts. The examples in Table 1
illustrate the variety of causes and con-
sequences of this feature. The potential
activity of unique RNA-splicing machin-
ery has been postulated on the basis of this
information.

2.2.1 Overview of Transcription
Regulation of RNA polymerase II activity
in eukaryotic cells is effected by interac-
tion with transcription factors that bind to
specific sequences of DNA in each gene.
In each cell, the expression level of a par-
ticular gene is determined by the nature
and abundance of transcription factors at
a specific time, and it is common that sev-
eral factors are influential. Transcription
factors are classified on the basis of the
predicted structures of their DNA-binding
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domains. The common transcription fac-
tor motifs are all detected in spermatogenic
cells, indicating that the mechanisms em-
ployed to effect transcription are conserved
between somatic and germ cells. On the
other hand, the presence of unique mRNA
sizes in spermatids suggests that novel
RNA-processing mechanisms exist in the
haploid male germ cell.

2.2.2 Transcription Factors
The ubiquitous transcription factor SP1
contains the zinc-finger motif for DNA
binding, and it binds to a GC-rich promoter
region (GC box) to mediate transcription
in genes lacking the TATA box motif.
High levels of this protein are present
in spermatids. Zinc finger–containing
proteins expressed in the testis are encoded
on the Y chromosome (ZFY in humans
and Zfy-1 and Zfy-2 in mouse), on
autosomes (Zfa in mouse) and on the
X chromosome (ZFX in human and
Zfx in mouse). Zfy-1 expression is first
detected in mouse primordial germ cells
(PGCs), while Zfy-2 becomes abundant
first between 7 and 14 days of age.
Messenger RNA levels in both these
increase at the beginning of meiosis. A
strain of mouse (Sxr’) that lacks the Zfy-1
and Zfy-2 genes shows no progression of
spermatogenesis into meiosis.

Members of the hormone receptor
superfamily also bind to DNA through a
zinc-finger domain. Retinoic acid receptor
mRNAs are found in Sertoli cells (Rara)
and (Rarb) and in germ cells (Rara).
Vitamin A deprivation results in blocked
proliferation of type A spermatogonia and
meiotic prophase entry, while subsequent
administration of retinol has been used
to produce testes in which all germ cells
progress in synchrony through the stages
of the seminiferous epithelium.

Homeobox domain and POU domain
family members have been detected in
the adult testis. Messenger RNAs encod-
ing several OCT proteins have been found
in male germ cells at all developmental
stages. Oct-4 gene expression is an impor-
tant marker of undifferentiated germ cells,
as it is present specifically in cells of the
embryo epiblast and then in the germ cells
that arise from them. In the adult, the Hox
1.4 gene is expressed in meiotic and hap-
loid germ cells, where its expression may
be regulated by retinoic acid.

The leucine zipper family of transcrip-
tion factors includes fos and jun, which
dimerize to form the AP1 transcription fac-
tor that binds to the TPA-response element
(TRE). The activity of AP1 varies in cells
in response to the activation of protein
kinase C, through stimulation by growth
factors or phorbol esters. Jun-D mRNA is
present in all spermatogenic cells, and is
predominant in spermatocytes and round
spermatids, while the relatively low levels
of c-jun and junB mRNA are highest in
type B spermatogonia. Fra-1 and c-fos, and
mRNAs are also found in spermatogenic
cells. Reversible induction of c-fos, c-jun
and junB transcripts occurs in response
to the cell dissociation procedures used to
produce purified germ cells for analysis,
an important observation for those wish-
ing to study gene expression in purified
germ cell populations.

Cellular responses to cAMP levels are
mediated through changes in protein ki-
nase A (PKA) activity in order to reg-
ulate transcription factors that bind to
the cAMP-response element (CRE) in the
promoter regions of many genes. Active
PKA typically phosphorylates one of the
CREB family of bZIP transcription fac-
tors, CREB, CREM, or ATF-1 isoforms,
enabling its association with a CREB
binding protein to affect transcription.
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A distinct mechanism of CRE activation
occurs in meiotic and postmeiotic germ
cells, wherein PKA activation promotes
association of CREM with activator of
CREM in Testis (ACT), a member of
the LIM-only family of transcription fac-
tors; this does not involve the activation
step via phosphorylation required in other
cell types. CREs are present in many
genes that are specifically or preferen-
tially expressed in the testis or in meiotic
germ cells, including those encoding pyru-
vate dehydrogenase a-2, phosphoglycerate
kinase-2, testis angiotensin-converting en-
zyme, polyubiquitin, transition proteins 1
and 2, protamines 1 and 2, calspermin,
and RT-7. In addition, the expression of
PKA regulatory and catalytic subunit mR-
NAs is elevated in meiotic and postmeiotic
germ cells, and PKA regulatory subunit
isoforms have discrete localizations in the
mature human spermatozoan.

The CREB protein exists in a wide range
of tissues at low levels, which suggests that
its intracellular level is not the primary
regulator of its activity, and a modulator
protein (CREM) has been characterized
(see below). Multiple isoforms of CREB
are found in the testis, including those
that lack the leucine zipper domain and the
nuclear translocation signal; these would
presumably regulate the activity of the
other isoforms of CREB. CREM also is
present in the testis in multiple isoforms.
In somatic and premeiotic cells, the pres-
ence of CREM α, β, and γ isoforms
antagonizes the action of cAMP by down-
regulating expression of genes bearing the
CRE binding motif. Alternative splicing of
the CREM mRNA in primary spermato-
cytes produces germ cell–specific forms,
designated CREMτ , τ1, and τ2, which act
as agonists in round spermatids, where
these proteins are found. It is thus ap-
parent from these specific changes in

patterns of gene expression in primary
spermatocytes that a cascade of changes
in intracellular signaling via cAMP occurs.
Mice lacking the CREM gene are sterile,
with defects evident in round spermatids
and a complete absence of elongating sper-
matids. Expression of CREM and CREB is
dependent upon both FSH and androgen,
while the switch of CREM from antagonist
to activator is effected by FSH. Transcrip-
tion of CREB appears to undergo positive
autoregulation, as its promoter contains
three consensus CREs.

Other DNA-binding proteins that are
unique to spermatogenesis have been
identified using a combination of DNA
footprinting, gel-retardation assays, in
vitro transcription assays, and transgenic
mouse production. Promoter regions ac-
tive in regulating transcription specifically
in postmeiotic germ cells were initially
identified from regions of homology in the
5’UTR of mouse protamine genes, Prm-
1 and Prm-2, which are transcribed only
in haploid male germ cells. One of these
(region D) confers negative regulation of
these genes in somatic cells, while regions
B and E appear to confer positive regula-
tory affects. D element motifs have been
identified in the RT7 promoter, in close
proximity to a CREB binding site, where
at least one of them appears to positively
regulate transcription in nuclear extracts of
seminiferous tubules. RT7 encodes a com-
ponent of the sperm tail outer dense fiber,
also named Odf1, which is required for
motility. A 39-kDa protein that is present in
nuclear extracts of seminiferous tubules,
TTF-D, appears to bind the D1 element
of both RT7 and c-mos promoters. En-
hancer and repressor elements have been
identified in the germ cell–specific PGK-2
gene, which appear to coordinately deter-
mine the appropriate levels of expression
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for somatic and germ cells. Other DNA-
binding proteins detected in association
with developing germ cells include mem-
bers of the HMG box (e.g. SRY; see section
on Genes controlling testis formation), ets
proto-oncogene, and c-abl families.

2.2.3 Sex Chromosome–encoded Genes
The absence of spermatogonia in the SRY
transgenic males highlights the involve-
ment of other gene products in germ
cell development. In as many as 40%
of cases of human infertility attributed
to the male partner, no specific cause,
such as endocrinological failure or pres-
ence of antisperm antibodies, can be
identified. The concept that other genes
required for the successful completion
of spermatogenesis are located on the
Y chromosome emerged from observa-
tions of patients with azoospermia who
had small Y chromosomes. Several genes,
termed azoospermia factors (AZFs), have
been identified in humans by intensive
mapping of the Yq11 region of such pa-
tients. Deletions in the Y chromosome
are highly correlated with a low-to-absent
sperm count. (≤1 million sperm per ml).

One group of genes identified at multiple
subintervals of Yq11encodes RNA-binding
proteins, including DAZ and RBMY. Some
of these (e.g. RBMY) appear required for
storing and then facilitating translation of
mRNAs required for spermiogenesis in
elongating spermatids when the genomic
DNA has already been packaged with
protamine and compacted for long term
storage in spermatozoa. New information
derived from detailed analysis of the
human Y chromosome sequence has
indicated that a unique combination of
mechanisms are likely to have mediated
evolution of genes encoded on the male
chromosome. In addition to derivation
of genes from common ancestors of the

X and Y chromosomes, such as RBMY,
the transposition and amplification of
autosomal genes (e.g. DAZL, a DAZ
paralog) and retrotransposition (CDY)
have been implicated.

The X chromosome also harbors genes
that are specifically used in male germ
cells. Following subtractive hybridiza-
tion to identify mRNAs expressed in
mouse spermatogonia, a disproportion-
ate number of those uniquely expressed
in male germ cells (i.e. not in ovary
or in other somatic tissues) were sub-
sequently identified as products of X-
encoded genes.

2.2.4 Translational Regulation
A predominant feature of gene expres-
sion in the testis is the storage of mRNAs
synthesized in the meiotic and postmei-
otic germ cells for translation at later
stages. Relatively high levels of certain
proteins are essential at discrete stages
of spermiogenesis, such as during tail
formation and acrosome development. Ac-
cessibility of genes encoding the proteins
required for transcription becomes limited
during spermiogenesis as nuclear DNA
condensation occurs. Transcription has
been detected in round spermatids up to
stage 8, though translation continues dur-
ing acrosome and tail formation, finally
ceasing with the cytoplasmic rearrange-
ments that precede sloughing of residual
cytoplasm prior to spermiation.

There are many mRNAs that are synthe-
sized in meiotic cells but are not translated
until later on, in spermiogenesis. For
example, an autosomal form of the en-
zyme phosphoglycerate kinase, PGK-2, is
synthesized in spermatids following in-
activation of the X chromosome, when
the X-linked PGK-1 gene is no longer
transcriptionally active. The PGK-2 mRNA
is synthesized in premeiotic and meiotic
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cells but is not associated with ribosomes,
and hence not translated until after meio-
sis. The mRNAs encoding the proteins
required for chromatin packaging (transi-
tion proteins and protamines), acrosome
formation, and sperm-tail structures are
also under translational regulation.

Sequences that regulate transcription
are present in the 5′ and 3′ UTRs of mR-
NAs. At the 5′ end, interactions between
initiation factors (eIF-4F) and the 5′ cap
must occur for translation to begin, and
the level of phosphorylation of initiation
and elongation factors (which determines
their activity) is regulated by extracellular
signals. Sequences in the 3′ UTR also in-
fluence transcription rates, and the poly(A)
tail length of some mRNAs fluctuates in
response to signals that mediate changes
in their translation rates. Poly(A)-binding
proteins (PABPs) increase mRNA stabil-
ity and hence increase the amount of
protein produced, while 3′ AU-rich se-
quences contribute to the destabilization
of mRNAs.

Increased poly(A) tail length corre-
lates with higher levels of association
with polyribosomes (and therefore in-
creased translation rates) of some mei-
otic cell–specific mRNAs, including cy-
tochrome cT and LDH C, while others
show no difference. In contrast, poly(A)
tail shortening occurs in association with
translation of mRNAs encoding the transi-
tion proteins and protamines. These mR-
NAs are synthesized in round spermatids
and stored until spermatid elongation,
when they sequentially replace histones
during nuclear rearrangement. Premature
synthesis of protamine 1 protein in a
transgenic mouse caused arrest of sper-
matid development. Through analysis of
Tpap-/- mice, a testis-specific cytoplasmic
poly(A) polymerase, TPAP, has been iden-
tified as essential for progression of round

to elongated spermatids. The absence of
TPAP is associated with decreased expres-
sion of genes required for spermiogenesis,
including transition protein 1, protamines
1 and 2, sperm fibrous sheath component
1 (Fsc1), sperm outer dense fiber pro-
tein RT7 (Odf1), and heat shock protein
Hsc70t. The Tpap-/- male mouse pheno-
type is comparable to that in mice lacking
the TATA-binding protein-related factor-2
(TRF2). Analysis of the mRNA-encoding
TRF2 and other transcription factors in-
volved in RNA polymerase II-mediated
transcription revealed a reduction in the
length of the poly(A) tails in the Tpap-/-
mice, and impairment of transport into
the nucleus of the TAF10 protein, all
contributing to the reduction in TFIID
complex activity required for synthesis of
the gene products that are essential for
spermiogenesis.

Postmeiotic mRNA translation is medi-
ated by RNA-binding proteins, and several
of these have been shown, by gene knock-
out studies in mice, to be essential for
postmitotic germ cell differentiation in-
cluding Prpb, TLS/FUS, TB-RBP, and
SPNR. Testis brain RNA-binding pro-
tein (TB-RBP/ translin), present in round
spermatids but absent from elongated
spermatids, binds specifically to conserved
sequences (Y and H elements) in many
mRNAs including transition protein 1,
protamines 1 and 2, AKAP4, glycer-
aldehyde 3-phosphate dehydrogenase-S,
myelin basic protein, calmodulin kinase
II, and tau protein. TB-RBP appears to
have a role in storage and transport
of these mRNAs, binding them to mi-
crotubules and potentially moving these
mRNAs between clonal siblings through
their intracytoplasmic bridges. It has also
been characterized as a DNA-binding pro-
tein that may link consensus sequences
during recombination and repair during
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meiosis in male germ cells and in
lymphoid tumors. Spermatid perinuclear
RNA-binding protein (SPNR) is also a
microtubule-associated RNA-binding pro-
tein that is essential for spermatogenesis.
The SPNR mRNA itself appears to be
translationally regulated, as it is synthe-
sized in spermatocytes, and the protein
is present only after meiosis. SPNR-/-
mice produce abnormally shaped sperm
in reduced numbers, indicating that SPNR
is required for normal completion of
spermiogenesis. Phosphorylation of RNA-
binding proteins, TLS/FUS, TB-RBP, and
MSY2, mediates their dissociation from
target mRNAs to enable their translation.
The phosphatase that effects this transla-
tional activation step in male germ cells has
yet to be identified. A potential role for a
phosphatase antagonist, the Styx protein,
which contains a point mutation in the
catalytic domain to render it inactive, is
suggested by the phenotype of abnormal
and reduced spermatid differentiation and
infertility.

Hypothalamus

Pituitary

Testis

Sertoli cells

Leydig cells LH

− Inhibin / Follistatin
+ Activin

− Testosterone

FSH

GnRH

Fig. 4 Illustration of primary
components of the feedback loops
comprising the hypothalamal–
pituitary axis.

3
Control Mechanisms

3.1
Extragonadal and Hormonal Control of
Spermatogenesis

3.1.1 Overview
The production of normal sperm num-
bers in the adult is dependent on the
actions of the pituitary gonadotrophins,
follicle-stimulating hormone (FSH) and
luteinizing hormone (LH). The secretion
of these is regulated by gonadotrophin-
releasing hormone (GnRH) from the hy-
pothalamus and feedback from the testis
via testosterone and inhibin (Fig. 4). In the
absence of FSH or LH, spermatogenesis is
compromised to an extent that varies be-
tween species and with the stage of sexual
maturity at removal. The receptors for FSH
and LH within the testis are present only in
the somatic Sertoli cells and Leydig cells,
respectively, and hence these hormones af-
fect germ cell development indirectly. The
hormone testosterone is also essential for
normal spermatogenesis, and its secretion
by the Leydig cell is under the influence
of LH from the pituitary. Receptors for
testosterone (T) are abundant on Sertoli
cells, peritubular myoid cells, and Leydig
cells. As is true for LH and FSH, the influ-
ence of testosterone on spermatogenesis
is clearly through the local production of
intermediary compounds. In addition, thy-
roxine has a profound influence on Sertoli
cell maturation in immature animals. Re-
cent evidence for the impact of estrogen
on testis development has arisen from the
analysis of infertile male mice that lack the
components of the estrogen synthesis and
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signaling pathway; data that reinforce the
findings from prior studies that described
the impact of estrogen and xenoestrogens.

3.1.2 The Action of FSH and Thyroid
Hormone
The action of FSH in the testis is through
its impact on Sertoli cell physiology, since
receptors for FSH are exclusively located
on these cells, while thyroid hormone
receptors have been identified in both
somatic and germ cells. The impact of
these hormones on adult testicular func-
tion has been studied using approaches
that manipulate their levels and function
at defined periods of development and in
adulthood. Through recent investigations
on humans and mice that are deficient in
FSH production and signaling, we now
understand that spermatogenesis can pro-
ceed in the complete absence of this hor-
mone. These individuals achieve complete
spermatogenesis in the lifelong absence of
FSH, although the testis size is reduced
and fertility is compromised due to subop-
timal sperm production and quality.

FSH in the immature testis In immature
rats, FSH stimulates Sertoli cell pro-
liferation and the onset of maturation;
suppression of FSH levels prior to the
normal cessation of Sertoli cell division
by day 16 in the rat reduces Sertoli cell
numbers in the adult testis. The timing of
Sertoli cell proliferation in the juvenile has
been established using observation of mi-
totic figures in histochemical sections and
quantitative autoradiography following ad-
ministration of 3H-thymidine to monitor
DNA synthesis. Cell division is evident in
the rat fetus at day 16, and the mitotic index
of Sertoli cells is maximal between 18 and
21 dpc, corresponding to the period when
fetal Leydig cells increase their output of

testosterone. The rate of Sertoli cell pro-
liferation decreases after birth and ceases
by day 16 in the rat. Thus, the full com-
plement of Sertoli cells in the adult testis
is present by this time. It is not known
whether Sertoli cell proliferation becomes
slower for all cells after birth or whether
there exists a discrete population of Sertoli
cells that continues to divide until a specific
signal to arrest division is received. The re-
sponse of Sertoli cells to FSH changes
during the postnatal period in rats. The
initial postnatal period is characterized by
being singularly FSH-dependent for pro-
liferation, while between days 5 and 13
postpartum, Sertoli cell proliferation can
be transiently stimulated by activin. This
effect of activin is augmented by the pres-
ence of FSH. Other local factors have been
observed to affect Sertoli cell proliferation,
including GDNF.

With the termination of mitosis, the Ser-
toli cell enters a phase of differentiation,
wherein continued germ cell differenti-
ation (i.e. onset of meiosis) within the
seminiferous epithelium becomes evident,
and the lumen of the mature epithelium
is formed as Sertoli cells develop tight
junctions at the base of the epithelium
(forming the blood–testis barrier) and es-
tablish a pattern of vectorial secretion. The
changed expressions of several mRNAs
and proteins are regarded as hallmarks
of the now differentiated Sertoli cell, for
example, androgen-binding protein.

FSH in the adult testis The impact of
FSH in adult spermatogenesis appears
to be greatest in regulating spermatogo-
nial development, though its influence on
spermatid adherence to the Sertoli cell
ectoplasmic specialization has also been
documented. However, as stated previ-
ously, FSH is not essential for completion
of spermatogenesis, but it is required to
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achieve quantitatively normal sperm pro-
duction. In the adult rat, expression of
FSH receptor mRNA is greatest at stages
IX–XII in the cycle of the seminiferous
epithelium, while the protein is apparently
most abundant between stages XIII–I.

The impact of FSH on testicular function
in the adult varies dramatically between
species, with neutralization of FSH having
a limited effect on sperm production
in rats and a much greater effect in
nonhuman primates. Suppression of FSH
action has been achieved using passive
immunization, injection of high doses of
testosterone, and by active immunization
against GnRH. In rats, this results in
a decrease in testis weight, germ cell
numbers, and sperm output of about
10%; in monkeys, a 50% reduction in
testis size results from active and passive
immunization against FSH. Following
hypophysectomy in rats, which removes
LH and FSH, germ cell degeneration is
most evident at stage VII and can be
partially halted by administration of FSH.
In this model, in the absence of exogenous
testosterone, FSH supports spermatid
development to step 8, while the addition
of testosterone permits completion of
spermiogenesis. This correlates with the
finding that androgen receptors are most
abundant on stage VII Sertoli cells.

Several in vitro studies have documented
the effects of the administration or depri-
vation of FSH on adult rat Sertoli cell
protein secretion (e.g. transferrin and in-
hibin), mRNA synthesis, and cytoskeletal
architecture. An increase in spermatogo-
nial and spermatocyte apoptosis, and a
reduction in the number of type B sper-
matogonia entering meiosis is observed in
response to FSH withdrawal in adult rats,
while administration of FSH increases
spermatogonial proliferation and DNA

synthesis in spermatogonia and sperma-
tocytes. In vitro studies of adult Sertoli cell
function indicate that FSH stimulates in-
hibin secretion both in intact seminiferous
tubules and in purified cell preparations.
Inhibin will act as a hormone to reduce
FSH secretion from the pituitary, but it
clearly may have local effects through its
impact on TGFβ and activin signaling
(see Sect. 3.3.3), thereby affecting germ
cell proliferation and differentiation. Some
FSH-regulated products are known to act
directly on spermatogonia to promote sur-
vival, most notably stem cell factor (See
section on Interactions between SCF and
c-kit affecting spermatogenesis).

Effects of FSH on adult sperm output and
quality: in vivo and in vitro models In
the adult rat testis, each Sertoli cell has
the capacity to support approximately six
to eight round spermatids. Therefore, the
potential sperm output of the adult testis
(i.e. number of sperm produced per day) is
fixed during the postnatal period of Sertoli
cell division. Intratesticular administration
of an antimitotic drug to reduce neonatal
Sertoli cell division resulted in a testis
containing a smaller number of germ cells
that were present in proportion to number
of Sertoli cells at a ratio identical to that in
untreated animals.

In addition to the apparent variation
in impact of FSH between species, an
assessment of the role of FSH on sper-
matogenesis is complicated by issues such
as the purity and source of the FSH admin-
istered in older studies, the physiological
status of the animal under treatment, and
the complexity of intercellular events that
occur within the normal testicular environ-
ment. With the availability of recombinant
FSH for experimental work, and the use
of genetically modified mouse models,
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a more convincing picture of the inter-
actions between hormones in testicular
physiology is developing.

Abrogation of FSH signaling in mice
was achieved through the production of
mice lacking the genes encoding the FSH
β subunit or the FSH receptor. In both
these models, spermatogenesis proceeded
to completion, but the number of sper-
matozoa was reduced (to 45–65% of the
number in the controls), sperm morphol-
ogy was abnormal, and fertility was im-
paired. Similar observations are recorded
for patients with homozygous inactivating
mutations in the FSH receptor.

Effects of the thyroid hormone on adult
sperm output: in vivo and in vitro models
The thyroid hormone receptor is most
abundant in rat Sertoli cells during the
period when Sertoli cell division is decreas-
ing, between the end of fetal development
and the first two weeks after birth. The re-
sults of in vitro and in vivo studies indicate
that thyroxine normally decreases Sertoli
cell proliferation and promotes Sertoli cell
maturation. Thyroid hormone levels affect
the cessation of Sertoli cell proliferation.
In vivo and in vitro administration of T3
in rat models promotes premature re-
duction in Sertoli cell mitosis and the
synthesis of products associated with their
terminal differentiation. Information from
related studies on the influence of thyroid
hormone on testicular physiology has re-
inforced this observation that the Sertoli
cell population determines the number
of sperm produced in the adult. The in-
duction of neonatal hypothyroidism by
administration of prophylthiouracil to the
drinking water of pregnant rats and mice
results in extension of the period of Sertoli
cell proliferation to day 35, with a cor-
responding delay in their maturation. The
extended period of Sertoli cell proliferation

results in larger testes in adulthood, with
a marked increase in Sertoli and germ cell
numbers. Evidence from in vitro studies
supports the concept that there is syner-
gism between FSH and tri-iodothyronine
(T3) in effecting some aspects of this
change; thus, the balanced influence of
thyroid hormone and FSH actions on Ser-
toli cell proliferation will have a profound
effect on adult male fertility.

3.1.3 The Action of Testosterone

Leydig cell populations and their develop-
ment The pattern of Leydig cell develop-
ment varies between species, though the
common observation is that Leydig cells
are first observed in the interstitium af-
ter cord formation. Fetal Leydig cells have
been shown to derive from mesenchymal
cells originating in the mesonephros un-
der the influence of local factors, including
PDGF. Their rapid proliferation is stimu-
lated by chorionic gonadotrophin and LH.
This population appears to be static dur-
ing perinatal life. At the time of puberty,
a different population of interstitial cells
is stimulated by LH to differentiate into
adult-type Leydig cells. It appears that this
effect is partly mediated through the ac-
tions of FSH. In immature rats, treatment
with FSH, but not LH, promoted transfor-
mation of interstitial cells into adult Leydig
cells, and FSH has also been shown to
stimulate both LH receptor activity and T-
production in response to LH stimulation.
Fetal and adult Leydig cells share the char-
acteristic of containing large amounts of
smooth endoplasmic reticulum, and they
can also be identified by the presence of
steroidogenic enzymes and their capacity
to produce androgens. Fetal Leydig cells
are easily distinguished by the presence
of lipid inclusions, which, in the rat, are
mostly absent in the adult Leydig cell.
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The abundance of intracellular lipid stores
varies in adult Leydig cells with the de-
gree of LH stimulation and availability of
dietary cholesterol.

Receptors for LH are found only on Ley-
dig cells, and the addition of LH stimulates
production and secretion of testosterone
(T). The amount of T produced varies in
vitro with the addition of various growth
factors present in vivo, including bFGF,
PDGF, and TGFα. Thus, production of T
by the Leydig cell is modulated by both
local and hormonal signals.

Actions of testosterone The understand-
ing from recent information is that testos-
terone is required for providing the basal
support for spermatogenesis, while FSH
affects the quantity and quality of sperm
output through its actions in the immature
as well as the adult animal.

The presence of testosterone is essential
for complete spermatogenesis, though the
likely importance of dihydroxytestosterone
(DHT) as an alternative ligand for the
androgen receptor has been strongly
suggested. The binding affinity of the
androgen receptor for DHT is 2 to 10
times greater than for T, but T is 5 times
more abundant than DHT within the testis
and is hence more likely to be available for
binding to the receptor. The intratesticular
level of T is 50 times greater than what is
measured in serum, and the physiological
basis for this requirement by the testis
of such high levels of T is not known.
Androgen-binding protein and albumin
in interstitial fluid can both bind T, and
may contribute to the two to threefold
higher concentrations of T measured in
interstitial fluid relative to the testicular
venous blood in normal adult rats.

The most profound effects of T on
spermatogenesis are exerted at stages
VII–VIII of the seminiferous epithelium.

Conversion of step 7 spermatids to step
8 spermatids is specifically dependent on
T in vivo. The absence of T in vivo leads
to a change in the interaction between
Sertoli cells and elongating spermatids.
The mature germ cells are not released
into the tubule lumen (spermiation),
and are instead phagocytosed by the
Sertoli cell. Genes encoding CAMs and
other components of the ectoplasmic
specialization, which mediates attachment
of elongating spermatids to Sertoli cells,
are regulated by local concentrations of T
and FSH.

Restoration of T levels in long-term sup-
pression models leads to rapid restoration
of round to elongated spermatid conver-
sion ratios, though the numbers of sper-
matogonia and spermatocytes are not fully
restored. In contrast, the presence of high
testosterone levels can inhibit spermato-
gonial proliferation in models of damaged
or recovering testis, such as the jsd mouse
or the irradiated rat testis, thereby indicat-
ing a role for T in facilitating stem cell
proliferation or recovery.

While Sertoli cells possess androgen re-
ceptors (see above), they may also respond
to factors produced by interstitial cells in
response to T, to produce the androgen
dependency of spermatogenesis. Proteins
produced by peritubular myoid cells, such
as P-Mod-S, have been implicated in such
a scenario, as they stimulate secretion of
transferrin, inhibin, and retinol-binding
protein by Sertoli cells.

The hpg mouse, which bears a natu-
rally occurring deletion of the GnRH gene,
has been exploited to elucidate the dis-
tinct roles of T and FSH. Administration
of T can restore spermatogenic capac-
ity to these animals that are chronically
FSH-deficient, in accord with the findings
from analyses of FSHβ and FSH receptor
knockout animals, though the number of
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sperm produced is subnormal. A human
FSHβ-subunit transgene was introduced
to the hpg mouse, resulting in restoration
of spermatogonia numbers. Restoration of
pachytene spermatocytes to normal and
spermatid numbers to near normal num-
bers was achieved with T administration
beginning on day 21 postpartum for 6
weeks. These findings further reinforce
the importance of T in the postmitotic
differentiation of germ cells.

3.1.4 Estrogen in Spermatogenesis
There is long-standing recognition of the
detrimental effects of exogenous estrogen
exposure on various aspects of male re-
productive tract development and function
from the studies of animal models and
humans. Fetal and neonatal exposure to es-
trogenic compounds has been implicated
in an increased rate of testicular cancer,
cryptorchidism, epididymal abnormalities,
and decreased fertility.

In recent years, the influence of estro-
gens on spermatogenesis has gained a
deeper appreciation. Animals lacking the
genes encoding the estrogen receptor-α
and -β genes (ERαKO and ERβKO mice)
and the aromatase cytochrome P450 gene
(CYP19; ARKO mice) have been generated
and examined, and reagents have been
developed that can discern the cellular lo-
calization of each receptor subunit. The
ERαKO mice have impaired fertility due to
impaired efferent duct structure and func-
tion, while the ERβKO mice are fertile.
The ARKO mice suffer from a progres-
sive loss in spermatogenic capacity; the
animals are fertile and testicular histol-
ogy is normal at 14 weeks postpartum,
while abnormalities in both the interstitial
and seminiferous tubule compartments
are apparent after 18 weeks. The dou-
ble ERKO mice (ERαβKO) lacking both

receptor subunits revealed a phenotype
similar to that of the ERαKO, but with
distinctively affected mounting behavior.

Because each receptor subunit bears
distinct ligand binding and responsive
properties, the collection of information
about receptor distribution and ligand
production is required in order to fully
understand the etiology of these pheno-
types. Much of this information remains
to be sorted out, and there are conflicting
results in the literature, some of which are
likely to highlight species-specific differ-
ences. The ERα appears to be restricted
to Leydig and accessory duct cells. ERβ

is more widely distributed, found on Ley-
dig and Sertoli cells, in accessory ducts,
and in spermatogonia, pachytene sper-
matocytes, and round spermatids. The
aromatase enzyme distribution is similarly
broad, having been detected in Leydig and
Sertoli cells, pachytene spermatocytes, and
in round and elongating spermatids.

3.2
Molecules Involved in Cell Cycle Control

3.2.1 Cyclins
The identification of control points in sper-
matogenic progression has been achieved
by determining cyclin family member
expression patterns. Cyclins, proteins orig-
inally identified in invertebrate eggs, un-
dergo tremendous changes in levels of
expression immediately following fertil-
ization and in subsequent rounds of cell
division, with passage through the cell cy-
cle. Individual cyclins have been associated
with specific stages of the cell cycle and,
to date, at least 8 familes have been iden-
tified. Family members are classified as
cyclins A through H based on their amino
acid homologies and/or their time of ap-
pearance during the cell cycle. Cyclin B
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associates with a serine/threonine kinase
(a cyclin-dependent kinase (Cdk), Cdk1;
named p34cdc2 kinase in yeast) to form the
maturation promoting factor (MPF) which
allows the cell to progress through the
M-phase of the cell cycle in mitosis and
meiosis. The kinase activity of each Cdk
is regulated by a complex series of phos-
phorylation and dephosphorylation events,
dependent upon its association with cyclin.
Following M-phase, cyclin B is degraded
by proteolysis following cross-linking to
ubiquitin. This scenario represents the
paradigm of how cell cycle passage is
regulated, through a sequence of cyclin
activation and deactivation events.

Analysis of cyclin gene expression dur-
ing murine spermatogenesis shows that
members of the cyclin A, B, and D fam-
ilies are expressed at discrete sites within
the seminiferous epithelium in associa-
tion with distinct stages of spermatogenic
differentiation. There are some differences
between reports of their cellular localiza-
tions that most likely reflect the nature of
the reagent used (i.e. the specificity of the
antibody) and the detection method ap-
plied. Functional data are predominantly
derived from analyses of mice lacking a
specific cyclin gene.

The cyclin A family members are usu-
ally associated with the G1/S transition
of mitotic cells. Cyclin A2 mRNA is
present in spermatogonia and prelep-
totene spermatocytes, and it appears to
regulate entry into the meiotic prophase.
Cyclin A1 mRNA is synthesized in late
pachytene spermatocytes and is essential
for the pachytene-to-diplotene transition
in mouse spermatocytes. Cyclin B family
members participate in the G2/M transi-
tion. Cyclin B3 is present in preleptotene
and zygotene spermatocytes, and cyclin
B2 protein is most abundant in pachytene
spermatocytes. Cyclin B1 mRNA is most

abundant in round spermatids, although
it too is detected in pachytene and more
advanced spermatocytes. Cyclin D family
members are most abundant in G1 stage
cells and are involved with the G1/S tran-
sition in many cellular contexts. In the
murine testis, cyclin D3 has been ob-
served in gonocytes, round spermatids,
Sertoli cells, and Leydig cells. Cyclin D2
expression has been reported as low to
negligible, with protein being detected in
limited numbers of adult mouse spermato-
gonia and in Sertoli cells. Its expression
in spermatogonia appears to be associated
with those cells that are entering the differ-
entiation pathway. The cyclin D2 knockout
male mouse testes show a severe loss of
germ cells. Cyclin D1, the expression of
which is restricted to Sertoli cells, has also
been identified as an estrogen–receptor
ligand, the significance of which remains
to be established.

3.2.2 Cyclin-dependent Kinases and
Regulatory Proteins
Cyclin activity is clearly linked to asso-
ciation with a specific Cdk. Cdk4, the
binding partner to cyclins D2 and D3, is
most highly expressed in the mouse testis
during the first spermatogenic wave, pre-
dominantly in spermatogonia and Sertoli
cells. The absence of this gene in mouse
leads to a loss of spermatogonia and sper-
matocytes. The predominant expression of
Cdc2 and Cdk2 mRNAs in spermatocytes
and their presence in postmeiotic germ
cells suggests that these molecules are in-
volved in germ cell differentiation. Other
Cdk family genes are expressed in adult
Sertoli cells, which are nonproliferating,
indicating that roles other than cell cycle
regulation are played by these kinases.

The cdks that function during G1 of the
cell cycle are regulated by specific cyclin-
dependent inhibitors (CKIs) belonging to
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two families, and many of these func-
tions facilitate rather than inhibit cyclin
action. The cip/kip CKIs preferentially
affect the action of cyclins A and E
through Cdk2. The p27Kip1 protein is
found in terminally differentiated Sertoli
cells, while p21Cip1/Waf 1 is in pachytene
spermatocytes and round spermatids. The
INK4 CKIs bind to and inhibit Cdk4 and
Cdk6, thereby blocking the activation of
the D-type cyclins, the susbsequent phos-
phorylation of Rb, and the entry into
the S-phase of the cell cycle. The INK4
proteins p18Ink4c and p19Ink4d are syn-
thesized in spermatocytes. The absence
of either of these genes in mice results
in fertile adults with smaller-than-normal
testes, increased germ cell apoptosis, and
reduced sperm numbers. The combined
absence of these two CKIs results in
a more severely infertile phenotype in
male mice that exhibit delayed entry into
meiosis and elevated numbers of sperma-
tocytes undergoing apoptosis. These mice
are also characterized by Leydig cell hy-
perplasia (as seen in the p18Ink4c KO
mouse) and elevated FSH. The impact
of deregulated cyclin D function, there-
fore, affects both somatic and germ cells
in these animals. This finding may be re-
lated to how cyclin D/CDK4 can prevent
the inhibitory action of p27Kip1 on cyclin
E/CDK2. With the loss of CDK4, p27Kip1

activity is elevated, and cyclin E/CDK2
function is diminished.

Dephosphorylation of Cdk1 at specific
tyrosine residues by the phosphatase cdc
25 increases its serine/threonine kinase
activity to allow progression through
mitosis. The expression of cdc25C in the
adult mouse is highest in the testis, with
the germ cells being the predominant site
of expression of its mRNA. It is suggested
that interactions between Cdc25, Cdk1,
and CycB2 in meiotic cells mediate

progression through the G2-M transition
of meiosis.

3.2.3 Other Regulators of Cell Cycle
Progression
The association of a cyclin with a Cdk
results in the formation of an active en-
zyme complex that phosphorylates the
retinoblastoma protein (Rb). Rb generally
acts to prevent progression through the
cell cycle by binding to E2F and blocking
its ability to drive transcription. Phospho-
rylation of Rb leads to its dissociation from
E2F, and gene products required for DNA
synthesis are then produced. Rb has been
detected in Sertoli cells, spermatogonia,
and late-stage elongated spermatids in the
rat testis, and it undergoes phosphoryla-
tion in a cyclic manner through the cycle
of the seminiferous epithelium, indicat-
ing that its function is regulated during
spermatogenesis.

Progression through meiosis depends
on the presence of Hsp70.2, a molecu-
lar chaperone required for cyclin B/Cdk1
function. Mice lacking Cks2, a mammalian
homolog of a yeast Cdk-1 binding protein,
enter prophase I of meiosis but fail to
complete the first meiotic division (MI), in-
dicating that a specific cyclin–cdk complex
is crucial for spermatocyte progression
into anaphase. Deletion of the gene encod-
ing the DNA repair protein, Ercc1, affects
murine germ cells at all stages of develop-
ment, leading to the removal of damaged
germ cells by apoptosis.

The c-mos protein was originally iden-
tified as a component of cytostatic factor
with influence during meiosis in testes
and ovaries. C-mos regulates progression
through the cell cycle at least partly by lim-
iting cyclin degradation. The testis-specific
isoform is a 43-kDa protein detected pre-
dominantly in spermatocytes. Overexpres-
sion of c-mos protein in the pachytene
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spermatocytes of transgenic mice resulted
in no overt changes in phenotype, includ-
ing fertility. Overexpression in spermatids
resulted in enlargement of testicular size,
apparently due to increased numbers of
germ cells.

Expression of the pin1 protein has
been implicated in enhanced expression
of cyclin D1 in several tissues. Its deletion
in a mouse knockout model produced a
phenotype that was strikingly similar to
that of the cyclin D1 knockout mouse
in mammary and retinal tissue. However,
the testicular phenotype of hypoplasia was
similar to that observed in the cyclin D2
knockout mouse, suggesting that pin1 may
interact with D2 in the testis.

An understanding of the roles of these
and other proteins that interact with
the machinery that regulates mitosis and
meiosis will reveal much about how
hormones and growth factors combine to
regulate spermatogenesis. One example
is derived from an analysis of mice
lacking both p27Kip1 and inhibin α (a
member of the transforming growth factor
β superfamily; see section on Activin,
Inhibin, and Follistatin). The absence of
inhibin α leads to development of Sertoli
cell and granulosa cell tumors beginning
4 weeks after birth, while those lacking
p27kip1 have enlarged organs, including
testes. Inhibin acts as a tumor suppressor
in normal tissue by promoting association
of p27Kip1 with cyclinD2/E1 and Ck4/2,
holding them in an inactive complex. In
a normal testis, the balance of signals
between FSH and inhibin drive Sertoli
cell terminal differentiation and exit from
the cell cycle, leading to the onset of
p27Kip1 expression. In the absence of
either one of these factors in p27Kip1-/-
/inhibin α-/- mice, this signaling pathway
is lost, resulting in the early onset of
tumorigenesis.

3.2.4 The Machinery of Meiosis
A plethora of gene products expressed in
somatic cells also affect testis develop-
ment and/or germ cell maturation. The
genes that govern the events of meio-
sis, however, have a unique relevance to
the biology of gametogenesis and hence
to spermatogenesis. The meiotic prophase
begins with DNA replication by the prelep-
totene spermatocytes. The chromosomes
condense and axial elements of the synap-
tonemal complex are formed during the
leptotene stage, followed by pairing of
the homologous chromosomes during zy-
gotene. The longest stage of meiosis
in the male, pachytene, is characterized
by fully aligned, synapsed chromosomes
that have undergone the recombination
that is required for progression through
diplotene (when the chiasmata resolve)
and into the successive meiotic divisions,
M1 and M2.

Checkpoints to ensure the fidelity of
replication and DNA rejoining are key
features of meiosis. While some of the
crucial genes are known from analysis
of infertile mice, others represent mam-
malian homologs of highly conserved
genes that mediate cell division in yeast.
DNA mismatch repair proteins, DMC1,
COR1, MSH4, MSH5, and MLH1 facilitate
formation of the synaptonemal complex
that links homologous chromosomes dur-
ing Meiosis I. The murine Brca1 protein
is required for crossing over and repair
of DNA damage during spermatogene-
sis – a function known to be required for
suppressing breast tumor formation in
humans. The sister chromatid proteins,
SCP1, SMC1, and SMC3, facilitate DNA
recombination, and the heat shock pro-
tein, HSP70-2 mediates disassembly of the
synaptonemal complex.

The unique passage of the male germ
cell through the G2/MI transition of
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Meiosis I has been examined by treat-
ing mouse spermatocytes with the protein
phosphatase inhibitor, okadaic acid. The
pachytene (but not leptotene or zygotene)
spermatocyte is competent to proceed
through MI all through the several days
in which the homologous chromosomes
remain fully paired in vivo, and the specific
machinery required to proceed through
the meiotic metaphase is currently be-
ing clarified.

3.2.5 Regulation of Apoptosis
It has been estimated that up to 75%
of germ cells entering the differentiation
pathway will die by apoptosis without
completing spermatogenesis. As in the
developing ovary, there are waves of
germ cell apoptosis in the rodent testis
that coincide with the commitment to
spermatogenesis by gonocytes and entry
of spermatocytes into meiosis during the
first wave. This cell death appears related
to the need to maintain the optimal
numerical ratio of Sertoli to germ cells, to
ensure maximal production of fully fertile
sperm, while also serving as a quality
control mechanism to delete damaged
germ cells.

Two pathways for triggering apopto-
sis are well understood, and both have
been identified and characterized within
the mammalian testis. The death recep-
tor–mediated pathway is triggered by a
signal from one of several extracellular
ligands in the tumor necrosis superfam-
ily (e.g. FasL, TNFα) upon binding to
a specific cell surface receptor (e.g. Fas,
TNFR1). Ligand binding causes receptor
trimerization and recruitment of an adap-
tor protein (e.g. FADD), which leads to
association with, and activation of, the
central executioner complex of caspase
enzymes, initially through activation of

caspase 8. The complementary expression
of Fas in Leydig and germ cells (quies-
cent primordial germ cells in the fetus and
spermatocytes in the adult) and FasL in
Sertoli cells, and of TNFα in spermatocytes
and TNFR1 in Sertoli cells, can govern sur-
vival of each of these cell types. Treatments
causing upregulation of only Fas (radia-
tion, hyperthermia, ischemia/reperfusion)
induce germ cell apoptosis, while those in-
creasing Sertoli cell apoptosis (treatment
with specific toxicants) induce upregula-
tion of both Fas and FasL.

A separate pathway is triggered in re-
sponse to a variety of extracellular insults
(e.g. irradiation, cytotoxic drugs, serum
deprivation) and intracellular events (DNA
damage, inappropriate expression of cell
cycle regulatory molecules). In this path-
way, the balance of prosurvival and pro-
apoptotic Bcl-2 family proteins dictates
the fate of each cell. In response to
injury (e.g. local heating), the upregu-
lation of pro-apoptotic family members
leads to cell death. The pro-apoptotic pro-
teins can drive release of cytochrome
c from the mitochondrion that, then,
binds to Apaf-1, enabling it to oligomer-
ize and recruit procaspase-9. This apop-
tosome now functions to recruit and
activate downstream caspases. In both
pathways, the end result of caspase ac-
tivation is degradation of proteins re-
quired for maintenance of cell integrity,
including nuclear lamins and cytoskele-
tal elements.

Conflicting reports regarding the cellu-
lar localization of Bcl-2 family proteins
stem from the limited availability of reli-
able antibodies; however, it is clear that the
expression of these proteins is cell-specific
and alters during testis development. For
example, while prosurvival Bcl-2 mRNA
is readily detected in spermatogonia and
Sertoli cells of the newborn and developing
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mouse testis, it is reportedly undetectable
in adult testis. Prosurvival BclXL and pro-
apoptotic Bad are initially synthesized in
spermatogonia and Sertoli cells but shift to
being synthesized exclusively within sper-
matocytes as the testis progresses through
the first wave of spermatogenesis. Prosur-
vival Bcl-w and its partner, pro-apoptotic
Bax, are present in spermatogonia and
Sertoli cells throughout development and
adulthood, while the pro-apoptotic Bim is
widely distributed.

The functional importance of the bal-
anced expression of the Bcl-2 family pro-
teins has been repeatedly demonstrated
though production of transgenic animals
that misexpress a prosurvival family mem-
ber or knockout mice that lack one. In the
case of Bcl-2 overexpression in spermato-
gonia or deletion of Bax, the enhanced
survival of germ cells leads to disruption
of the seminiferous epithelium about 3
weeks into development, apparently due
to the inability of the seminiferous epithe-
lium to function with the excess number of
immature germ cells. In the case of Bcl-w
deletion, there is a delay in the onset of
germ cell death to 3 to 4 weeks postpar-
tum, presumably due to the compensatory
function of other prosurvival family mem-
bers, Bcl-2 and BclXL, during the first wave
of spermatogenesis.

Expression levels of Bcl-2 family mem-
bers is probably influenced by the normal
milieu of signals that affect testis cells,
though to date there are only limited data
concerning this point. The levels of bcl-w
and bcl-XL in stage VII tubule segments
of adult rats are stimulated by in vitro ex-
posure to stem cell factor, a known germ
cell survival factor normally synthesized
by the Sertoli cell under partial regula-
tion by FSH (see section on Stem cell
factor). Addition of FSH to these cultures
supports germ cell survival through the

SCF/c-kit signaling pathway. The rodent
testis responds to a variety of insults with
changes in apoptotic regulators. Exposure
to mild hyperthermia (testicular heating to
43 ◦C for 15 min) causes redistribution of
bax protein from the cytoplasmic to the
perinuclear area of the cell within 30 min.

There are conflicting reports describing
the effects of testosterone withdrawal by
administration of a specific Leydig cell
toxicant, ethane dimethylsulfonate, and
changes in bcl-2 family members as well
as in Fas, have been reported.

The p53 mRNA and protein are found
in spermatocytes. A protein with a com-
plex set of functions, inactive p53 is bound
in the cell to the heat shock chaperone
complex, and when activated, it can reg-
ulate expression of bcl-2 and bax to drive
apoptosis. Its absence in mice has been
reported to impede correct completion of
meiotic division l and slightly affect sperm
morphology and male fertility. Conflicting
reports regarding its functional impact on
spermatogenic progression are thought to
arise from the differences in the mouse
strains examined. Apoptosis of spermato-
cytes but not spermatogonia appears to be
dependent on the presence of p53 in the
mouse under normal conditions, whereas
the converse has been reported in the case
of irradiation-induced DNA damage.

Heat shock factor 1(HSF1) is also bound
to the heat shock chaperone complex
when inactive. Its release is triggered
by various cellular stressors, and the
translocation of HSF1 to the nucleus
promotes synthesis of heat shock proteins.
Similar to p53, HSF1 also appears to have
different effects on spermatogonia and
spermatocytes, protecting the former and
driving apoptosis of the latter in response
to heating. Unlike in other cell types, these
responses appear to be independent of
Hsp70 protein production.
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3.3
Growth Factors in Testicular Function

3.3.1 Overview
The term growth factor is loosely applied to
molecules that mediate cell proliferation,
and yet it is clear that they may instead ab-
rogate proliferation in some circumstances
and facilitate differentiation in others.
Given the diversity of cell types that are
present simultaneously within the testis,
it is difficult to distinguish the specific ac-
tions of a certain molecule. Highly purified
cell preparations and the development of
in vitro model systems continue to be im-
portant for studying the effects of growth
factors on testicular cell types. Many exam-
ples of potential paracrine and autocrine
interactions have been described, and the
list of these continues to grow. Many have
been detected in more than one cell type,
a fact that should inspire caution in in-
vestigators as they assess the significance
of experimental responses to modulating
a growth factor signaling event. Localiza-
tion and physiological data should also be
addressed and interpreted with caution,
because of the known artifacts induced
by testis cell dissociation and culture. The
availability of natural mutants or genetically
engineered mice with altered expression
of growth factors and receptors has pro-
vided some information about the roles of
growth factors in the testis, but these av-
enues are limited by the normally diverse
biological roles of these same substances
outside the testis. Mice with tissue- and cell
type-specific ablation of individual genes
and the manipulation of immortalized so-
matic and germ cells in vitro are providing
new information about local regulation of
spermatogenesis.

It is not possible to review the roles
of many of the growth factors that are
progressively being identified in the testis.

The sections that follow will provide an
overview of the two growth factor systems
in the testis that have been studied with
relative intensity.

3.3.2 c-Kit and Stem Cell Factor

The c-kit receptor tyrosine kinase Muta-
tions at the White-spotting (W) and Steel
(Sl) loci in mice can result in animals
that are anemic, sterile, and white in coat
color. Naturally occurring mutations at
these loci have provided a superb source
of information concerning two genes that
are essential for normal germ cell devel-
opment. The W locus encodes c-kit, a
receptor tyrosine kinase glycoprotein in
the PDGF receptor family. In humans, the
C-kit gene covers 20 kb and is comprised
of 21 exons. Mutations involving this locus
include large deletions, rearrangements
and point mutations, and these have been
documented in humans, mice and rats.
These mutations can affect the amount of
c-kit protein expressed and the level of ki-
nase activity; all naturally occurring point
mutations described to date are within the
kinase domain of the protein. Phenotypic
changes accompanying heterozygous mu-
tations affect the melanocyte lineage in
humans, but to date no association with
human infertility has been documented,
nor have homozygous mutations been
documented. Dimerization of both ligand
and receptor subunits is required for sig-
nal transduction, causing autophosphory-
lation of the c-kit receptor and subsequent
recruitment of signaling molecules and
activation of Akt by phosphatidylinositol-3
kinase (PI-3K), and of extracellular-signal-
related kinases 1/2 (ERK1/2) through SH2
binding proteins including Grb2. This ac-
tivation drives translocation of cyclin D3
to the nucleus where it effects cellular
progression through G1 and into S phase.
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Stem cell factor The ligand for c-kit
is an integral membrane glycoprotein
encoded at the Sl locus, and it has been
named stem cell factor (SCF; also known
as mast cell growth factor (MGF), kit
ligand (KL) and steel factor). SCF is
encoded by at least 8 exons in mouse,
rat and humans. Exon 6 encodes an
amino acid sequence that is readily cleaved
by proteases on the surface of cells in
vitro, and this cleavage produces a soluble
form of SCF. Two SCF mRNA forms
are common to every tissue examined,
one including and one excluding exon
6. Differential responses by the c-kit-
positive target cell to the soluble and
membrane-anchored SCF isoforms have
been recorded. The relative proportions
of the two SCF mRNA forms changes
during testicular maturation, with the
membrane-anchored form predominant
in early development and the soluble form
prevalent in the adult. This alternative
splicing is regulated in vitro by changing
the pH of the culture medium, and it
is thought to reflect in vivo changes in
the local environment as the Sertoli cells
mature. Synthesis of SCF is promoted by
FSH, and this is a key mechanism by which
FSH facilitates spermatogonial survival in
the postnatal testis.

Interactions between SCF and c-kit affect-
ing spermatogenesis The involvement of
c-kit and SCF in spermatogenesis was orig-
inally observed during analyses of W and
Sl mice. Phenotype characteristics shared
by mice with mutations in either of these
genes reflected a loss of stem cell function
in hematopoietic, melanocyte, and germ
cell lineages. These mice had varying de-
grees of anemia, white fur patches, and
infertility.

In both Sl/Sl and W/W homozygotes,
the PGCs form normally and are present

in normal numbers until 8.5 dpc, when
the number of PGCs declines to about 2%
of normal by 12.5 dpc. By 14 dpc, the Sl/Sl
mice are devoid of germ cells, and the
PGCs have not migrated from the hindgut
to the gonadal ridge, while some migra-
tion is seen in the W/W individuals. SCF
mRNA is detected in mouse mesodermal
cells along the migratory pathway of the
PGCs from about 9 dpc and in the gen-
ital ridge at 12.5 dpc. Isolated primordial
germ cells of mice have been grown in
culture with SCF and other growth fac-
tors. In these systems, the addition of
SCF enhances PGC survival; more limited
effects on PGC proliferation and adhe-
sion have been described. In addition,
recombinant human leukemia inhibitory
factor (LIF) stimulates PGC proliferation
in vitro, and it is probable that other lo-
cally produced factors including BMPs (see
sections ‘The indifferent gonad’ and ‘Bone
morphogenetic proteins’.) regulate migra-
tion, proliferation, and differentiation of
these cells.

SCF/c-kit interactions are also essential
in postnatal spermatogenesis. Messenger
RNA encoding c-kit is found in Ley-
dig cells, differentiating spermatogonia,
primary spermatocytes, and round sper-
matids. C-kit receptor protein has been
detected on Leydig cells and spermatogo-
nia, and the postmitotic cell types contain
mRNA encoding a truncated protein, tr-kit,
consisting of only part of the intracellular
domain. Tr-kit accumulates in the post-
acrosomal region of the sperm head and
in the mid-piece of the sperm tail. It is
believed to have a role after fertilization
in triggering embryo development, as its
microinjection into mouse eggs leads to
their activation. In contrast to the differ-
entiating type A spermatogonia that have
c-kit mRNA and a functional c-kit signal-
ing receptor, stem cell spermatogonia are
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characterized by the absence c-kit mRNA
and protein. The mechanisms that govern
upregulation of c-kit, as these cells become
committed to differentiate, are clearly im-
portant to identify, and Bmp4 has recently
been identified as playing a role (see
section on Bone morphogenetic proteins).

Membrane-anchored SCF produced by
Sertoli cells can interact with c-kit on sper-
matogonia, while the cleaved form could
reach c-kit on additional distal targets
such as interstitial Leydig cells. Binding
of murine spermatogonia to Sertoli cells,
specifically via membrane-anchored SCF
interaction with c-kit, has been demon-
strated in vitro. An antiserum that blocks
binding of SCF to c-kit disrupts prolifer-
ation of type A1–4 spermatogonia in vivo
and in vitro, causing increased apoptosis of
spermatogonia and spermatocytes. Geneti-
cally modified mice bearing a specific point
mutation required for PI-3K-mediated c-kit
signaling are infertile due to the specific
loss of type A spermatogonia. Abrogation
of the PI-3K signaling pathway does not
cause the pleiotropic phenotypes of white
patches and anemia observed in other W
locus mutants. These data indicate that
Sertoli cell signaling through c-kit is re-
quired for survival and may impact on
mitotic progression of spermatogonia.

3.3.3 Transforming Growth Factorβ
Superfamily
The transforming growth factor, βs
(TGFβs), belongs to a family of at least
50 proteins sharing a common dimeric
structure that is built upon monomers
containing seven conserved cysteines.
Two common receptor subtypes with ser-
ine/threonine kinase activity are involved
in most TGFβ superfamily signaling, type
I and type II. The ligands in this fam-
ily have both distinct and overlapping
pathways for signal transduction (Fig. 5).

Signaling by each of these many ligands is
affected by the local availability of a host
of soluble and inhibitory ligands, competi-
tion for receptor subunits, and competition
from inhibitory and stimulatory intracel-
lular signaling components. Owing to the
wide variety of effects of these proteins on
a broad spectrum of biological systems,
it is clear that their expression and ac-
tion in the testis will be important in a
multiplicity of ways that pose a significant
challenge to experimenters. In this section,
we will review some aspects of this family
of growth factors and receptors that re-
late to our understanding of their roles in
testicular function.

TGFβ Three TGFβ genes have been iden-
tified in mammals, encoding TGFβ1–3.
These are synthesized as large, inactive
glycoproteins that must be cleaved and/or
released from binding proteins in order
to become activated. TGFβ has an addi-
tional type III receptor subunit, betaglycan,
a transmembrane proteoglycan with the
capacity to bind all three TGFβs that is re-
quired to enable TGFβ binding to the type
II receptor. Betaglycan is also a coreceptor
for inhibin A (see section Activin, Inhibin,
and Follistatin). Endoglin is another type
III receptor for TGFβs 1 and 3 that can
also bind activin A and BMPs 2 and 7.

TGFβ receptors on mouse primordial
germ cells may mediate suppression of
their proliferation, as has been shown
in vitro on dissociated cells. Later in
fetal development, TGFβ application to
cultured rat testis fragments induced
apoptosis of gonocytes at the ages when
the germ cells were proliferating (13.5 dpc
and day 3 postpartum), but not at an age
when these cells are quiescent (17.5 dpc).
Rat gonocytes possess both type I and
type II receptors and synthesize TGFβ3.
In the adult rat, TGFβ receptor types are
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Fig. 5 The TGFβ superfamily members have
overlapping and distinct signaling machinery.
The local concentration of ligands, inhibitors,
receptors, and signaling molecules will create a
unique situation in each cell type, with the
potential to generate a multiplicity of signals
depending on the physiological situation. This
diagram illustrates the shared use of receptor
subunits by activin and BMPs, while TGFβs use

their own set of type I and II receptors and rely
on betaglycan for signaling. Inside the cell,
activation by activin and TGFβ recruits Smads 2
and 3, while Bmp-signaling recruits Smads 1, 5,
and 8. These pathways converge with their
requirement for binding the shared Smad 4 to
achieve nuclear translocation required for
affecting gene transcription, and they are all
inhibited by Smads 6 and 7.

coexpressed in pachytene spermatocytes
and round spermatids.

Immature Sertoli cells do not appear
to have TGFβ receptors, and only the
TGFβII receptor has been detected on
adult Sertoli cells. However, these cells
do make TGFβ1 and 2. Sertoli cell
tight junction formation and synthesis
of junction-associated proteins in vitro
is affected by TGFβ3, with TGFβ2 and
TGFβ3 mRNA levels decreasing as these
junctions are being established and in-
creasing thereafter. Secretion of TGFβ2
by Sertoli cells and peritubular cells may
relate to how they interact to form the
testicular cords in vivo, since the addi-
tion of exogenous TGFβ2 to cocultures,
but not to monocultures, promotes for-
mation of cellular aggregates. TGFβ1 can
reduce growth of the embryonic and new-
born rat testis, and TGFβ3 has been

observed in the cells surrounding the
seminferous cords of the early postnatal
testis.

TGFβ receptors and ligands are also
synthesized in Leydig cells. TGFβ3 im-
munoreactivity is reported in these cells as
early as 16.5 dpc, with functional inhibition
of LH-stimulated testosterone synthesis
by TGFβ described at day 20.5 postpar-
tum. The in vitro regulation of Leydig cell
testosterone production by TGFβ1 is at
least partially achieved by modulating the
numbers of cell surface–LH receptors.

Mullerian inhibiting substance (MIS) At
the time of transformation of the indif-
ferent gonad into a testis (see section
on Genes controlling testis formation),
SRY triggers MIS production in Ser-
toli cells. Acting through the Bmpr1α

receptor located on mesenchymal cells of
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the Müllerian ducts, MIS is essential for
regression of this duct that contains the
precursors of the female uterus, fallopian
tube, and upper vagina. At this time, the
onset of testosterone secretion by Leydig
cells induces differentiation of the Wolf-
fian duct and male external genitalia.

MIS expression is confined to Sertoli
cells, with much higher levels measured
in fetal and neonatal testes than those ob-
served after Sertoli cell division has ceased.
An inactivating mutation in the murine
MIS gene results in males with normal
testis and male reproductive tract develop-
ment. However, these animals are infertile
owing to the presence of Müllerian duct
derivatives that present a physical barrier
to normal sperm efflux during coitus. This
phenotype can be rescued by mating ho-
mozygous MIS null mice with those that
overexpress the human MIS gene, thereby
demonstrating the conservative structure
of the encoded proteins. MIS-deficient
females exhibit normal fertility. Foci of
Leydig cell hyperplasia were observed in
the testes of some (27%) adult MIS-
deficient mice, but no other abnormalities
were evident in testis weight and growth
of seminal vesicles. From results such as
these, a role for MIS in regulation of Leydig
cell proliferation has been proposed.

Bone morphogenetic proteins Although
there is currently limited information
concerning the expression and cellular
localization of the 15 BMP ligands and
BMP receptor subunits, the impact of
BMP signaling has been demonstrated
at multiple stages in spermatogenesis.
Deletion of murine BMP4 results in
the absence of primordial germ cells,
as both Bmp4 and Bmp8 signals from
the surrounding somatic environment
are required for cells to be allocated to
this lineage from the embryo epiblast.

A potential role for Bmps2 and 4 in
governing the fate of murine stem cells has
been revealed through the use of in vitro
treatment followed by transplantation into
a recipient host. In contrast to glial-derived
neurotropic factor, a distantly related
TGFβ superfamily member, the addition
of Bmp4 (or activin; see section on Activin,
Inhibin, and Follistatin) reduces the stem
cell potential of spermatogonia from
cryptorchid animals when cultured on
a feeder layer prior to transplantation.
This suggests that Bmp signaling may
provide a signal to differentiate at the
onset of the spermatogenic pathway in
the postnatal testis. Sertoli cell–derived
Bmp4 has been identified as a candidate
mediator of the developing mouse testis by
upregulating c-kit at this time. Deletion of
Bmp8b leads to male mouse infertility due
to reduced germ cell proliferation at the
onset of spermatogenesis and increased
spermatocyte loss in the adult testis.

Activin, Inhibin, and Follistatin Inhibin
and activin were first identified and
purified on the basis of their role
in feedback regulation of the testicu-
lar–hypothalamic–pituitary axis. The se-
cretion of inhibin by Sertoli cells acts to re-
duce FSH secretion by the pituitary, while
activin has the capacity to stimulate FSH
production (Fig. 4). The signaling activity
of activin is modified by the binding of
other proteins, such as α2macroglobulin,
a component of serum, and follistatin. Fol-
listatin is produced within the testis by
Sertoli cells under the influence of FSH,
and the protein is present in spermatogo-
nia, spermatocytes, and Leydig cells.

Documenting the pattern of activin and
inhibin synthesis, the action within the
testis is complicated by the fact that they
are each dimers, which share a common
subunit, with activin being a homo- or
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heterodimer of two β subunits (βA, βB,
βC, βD, and βE subunits have all been
identified), while inhibin is composed of
one α and one β subunit (either βA or βB).
Inhibin α subunit expression has been de-
tected in Sertoli and Leydig cells, while
β subunits have been observed in Sertoli
cells, Leydig cells, peritubular myoid cells,
gonocytes (βA only), spermatocytes (βB),
and round spermatids (βB). The adult Ser-
toli cell produces predominantly activin B
(dimers of βB), while peritubular myoid
cells synthesize activin A (βA dimers). In
vivo, the ratio of α and βB subunits changes
during the cycle of the seminiferous ep-
ithelium, leading to the suggestion that the
relative proportions of inhibin and activin
also vary along the length of the tubule.
During Sertoli cell maturation, the level
of α subunit mRNA synthesis is relatively
constant during the proliferative and non-
proliferative (maturational) phases, while
the α subunit mRNA level decreases as
the cells cease to proliferate and begin
to mature.

Preferential binding of 125I-labelled in-
hibin to rat Leydig cells has been reported,
and at least two genes have been iden-
tified that encode specific inhibin recep-
tor subunits, betaglycan and InhBP/p120.
Inhibin, binding to its coreceptor betagly-
can (TGFβ type III receptor; see section
TGFβ.) blocks activin access to its type
II receptor subunit. Betaglycan and In-
hBP/p120 are both present in Leydig
cells. The addition of inhibin to stage dis-
sected–tubule segments in culture results
in a decrease in DNA synthesis, specifi-
cally in intermediate spermatogonia and
in preleptotene spermatocytes, while the
addition of activin increases DNA synthe-
sis in the same cell types in this system.
This data suggests that either there are
other as-yet-unidentified inhibin receptors
on germ cells, or that inhibin blocks activin

signaling by direct competition for activin
receptor binding sites. The effect of activin
βA addition on immature rat Sertoli cells
is to stimulate their proliferation during a
discrete window of postnatal life. Activin
addition to Sertoli cell cultures also reg-
ulates androgen receptor expression and
FSH-induced aromatase activity.

Messenger RNAs encoding activin re-
ceptor subunits have been detected in
Sertoli and germ cells at all stages of
maturation, with stage-dependent peaks
during the cycle of the seminiferous ep-
ithelium in the adult. Activin, like TGFβ1,
inhibits proliferation of mouse primor-
dial germ cells in culture. In contrast,
activin increases gonocyte numbers in cul-
tures of testis fragments taken from the
newborn rat testis, while blocking their
differentiation into spermatogonia at the
onset of spermatogenesis. This differen-
tiation was stimulated by the combined
addition of FSH and follistatin. Other
studies with mouse tissues have shown
that activin, like BMP, reduces the stem
cell potential of germ cells in culture.
The addition of activin to cocultures of
Sertoli and germ cells leads to increased
spermatogonial proliferation and cellular
aggregation. Hence activin may play a role
in regulating the proliferation or differ-
entiation of germ cells at many stages of
development, further demonstrating the
intricacy of regulation, which must con-
tribute to achievement and maintenance of
normal spermatogenesis. Messenger RNA
encoding a membrane-bound inhibitor of
TGFβ superfamily signaling, Bambi, is
upregulated as germ cells transform into
spermatogonia at the onset of spermatoge-
nesis. In the adult, Bambi mRNA appears
highly expressed in pachytene spermato-
cytes and round spermatids, making it
another potential player in the complex set
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of interactions that govern regulation of
TGFβ signaling in the testis.

Another role of activin in the testis may
be to maintain the immunosuppressed
nature of the interstitium. Activin has
been shown to suppress proliferation of
peripheral T lymphocytes, an activity that
would limit the influence of lymphocytes
when presented with novel antigens such
as haploid germ cell products, as might
occur during testicular damage.

Our understanding of how inhibin and
activin act are regulated within the testis
is incomplete. In a genetically engineered
mouse lacking the inhibin α subunit gene,
no effect on testicular development or adult
fertility was observed, suggesting that the
physiological role of inhibin is either lim-
ited or at least partially met by another
protein. However, the subsequent devel-
opment of stromal cell tumors indicates
that inhibin can function as a tumor sup-
pressor (see Sect. 3.2.3). Disruption of the
βB subunit gene has no affect on male
fertility, but it has a profound influence
on female fecundity manifested as peri-
natal lethality in offspring of homozygous
females. The βA-/- mouse dies at birth,
so the importance of the βA protein on
postnatal development cannot be stud-
ied in these animals. Insertion of the
βB gene into the βA locus has been
performed to create mice with reduced
activin bioactivity (activin A is reportedly
10-fold more bioactive than activin B in
terms of signaling), and the animals sur-
vive to adulthood. The males are fertile
but exhibit a delay in completion of the
first wave of spermatogenesis. This fur-
ther highlights the importance of activin A
in the first wave of spermatogenesis, corre-
lating with downregulation of this mRNA
during the first week of postnatal life. In
vitro studies and detailed mRNA analy-
ses conducted on newborn rats has shown

that the quiescent gonocytes synthesize ac-
tivinA in the fetal testis, and the protein
is stored until the cells transform into
spermatogonia. At this time, the germ
cells begin to synthesize the activin an-
tagonists, follistatin and Bambi, indicating
that the commencement of their differ-
entiation requires a downregulation of
activin signaling.

4
Conclusion

It is clear that a complicated set of hor-
mones and locally produced factors deter-
mines the pathway of testis development
and spermatogenesis. It is a challenge for
the future to further develop model sys-
tems that will allow germ and somatic cell
differentiation to proceed in vitro and to
use the techniques that allow manipula-
tion of gene expression in discrete cell
types in vivo. Already the potential ex-
ists, with the production of immortalized
somatic and germ cell lines which can sup-
port some degree of progression through
meiosis. Advances in germ cell and organ
transplantation have enabled sperm devel-
opment in the testis of a host. We are just
learning how to identify, store, culture, and
stimulate the development of spermato-
gonial stem cells. This new information
is being applied to better understand the
source of the complex regulatory signals
that guide spermatogenesis, to identify
contraceptive targets, to understand the
genetic basis of male infertility, and to
restore fertility in genetically deficient in-
dividuals.

See also Endocrinology, Molecu-
lar; Female Reproduction System,
Molecular Biology of.
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Keywords

Cell Cloning
Generation of a colony from a single cell. Subculturing results in a cell strain.

Cell Cycle
Ordered sequences (G1, S, G2, and M) of cellular syntheses between two cell divisions.

Cell Line
Subcultured primary cultures. A cell line can be finite or continuous.

Cell Strain
Cell line that has been purified by physical separation, selection, or cell cloning.

Continuous Cell Line
Indefinite proliferation. This immortalization of a cell line may be induced by a viral
gene transfer or was already acquired by some cancer cells before cultivation.

Primary Culture
Freshly isolated cells in culture until the first passage into a subculture.

Serum
Blood fluid without cells and clotting factors.

Suspension Culture
Cells proliferate isolated from each other when suspended in growth medium.

Tissue Culture
Accustomed term for the cultivation of animal cells. Originally: Fragments of tissues
maintained in vitro.

� Mammalian cell cultures originate from tissue explants or cell suspensions as
primary cell cultures that can be subcultured with a limited life span. By trans-
formation, these cells might lose some of their original properties and establish
permanent growth. Many of these continuous cell lines are aneuploid and geneti-
cally unstable, nevertheless, our knowledge of molecular, physiological, biochemical,
and biophysical properties of cells is notably based on investigations with such cell
lines. Since the synthesis of various bioproducts such as vaccines, monoclonal an-
tibodies, enzymes, and hormones is accomplished with cell cultures, many efforts
were made to develop and improve cell culture technology. Besides this impetus,
cancer research also stimulated the progress of cell culture methods as can be
seen with the development of three-dimensionally growing cultures. These cultures
provided a better understanding of tumor invasion and revealed the importance of
the extracellular matrix for physiological regulations of cell–cell interactions that
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cannot be observed with monolayer or suspension cultures. This knowledge helped
to improve the cultivation of cells that are used in clinical treatments as is the
case for wound healing with implantation of epidermis or for defect organs such
as liver, which can be supported with bioartificial organs during a temporary
extracorporal bypass.

1
Principles

1.1
Development of Cultured Cells

Animals are three-dimensionally orga-
nized complex multicellular creations.
Their tissues and organs maintain specific
internal milieus and are separated from
each other and from their environment
by specialized endothelial and epithelial
cells. The adult human body consists of
hundreds of cell types and altogether of
approximately 50 to 100 × 1012 cells from
which about 109 cells vanish within one
hour. This sounds more alarming than it
really is because most of these cells are re-
placed within the same time. The highest
turnover is found for blood and epithelial
cells; after wounding, organs and tissues
might start proliferation albeit they are nor-
mally almost quiescent. Even when most
cells have the potential for proliferation,
it is not an easy task to cultivate them
in vitro, that is, in Petri dishes, flasks, or
bioreactors.

A stimulus to study isolated cells was
given in 1858 when Rudolf Virchow
postulated that pathological characteristics
may be detected on a cellular level.
First experiments to cultivate cells were
performed with non-mammalian cells
such as amphibians with their high
capacity to regenerate lost limbs and
with chicken embryos that are easily

accessed and proliferate with a high
activity. Successful attempts to maintain
cells in vitro date back to 1885 when
Wilhelm Roux kept isolated nerve fibers
of chicken embryos alive in a warm
saltbroth. Much effort was put in the
establishment of an appropriate medium
in which the cells could survive and
even proliferate. In 1895, Paul Ehrlich
succeeded to grow and propagate mouse
tumor cells by intraperitoneal injection
in mice where they grew as single-
cell suspension in ascites. This in vivo
cultivation revealed that the liquid of
the peritoneum obviously contains all
nutrients necessary for cell proliferation.
Consequently, human ascites was used
to keep pieces of human skin alive in
vitro, as was demonstrated in 1898 by
Ljunggren who grafted them back to the
donors, including himself. A significant
step forward was achieved in 1907 by Ross
Harrison, who cultivated spinal cords of
frogs in a hanging drop of coagulated
frog’s lymph and studied the outgrowth
of nerve fibers during several weeks. In
1912, Carrel reported on the permanent
life of tissues outside the organism when
he cultivated embryonic chicken cells in an
extract of chicken embryos. He introduced
aseptic methods and cultivated the cells
as monolayers in glass flasks, but that
he has kept these cells for more than
30 years is certainly not true since in vitro
proliferation of normal cells is limited to
about 50 divisions, which became known
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later by the investigations of Hayflick
and Moorhead. Carrel and coworkers
had regularly fed their cultures with
insufficiently filtered extracts of chicken
embryos, which contained fresh cells.

Different media were adopted for spe-
cific cells, which grew as monolayers
on different substrata such as glass,
polypropylene, ceramics, and so on. Earle
and coworkers treated mouse fibroblasts
with methylcholanthrene and cultured
these transformed cells in medium with
a bicarbonate/CO2 buffered salt solution.
These L-cells have been growing as a con-
tinuous cell line since 1943, and at present
their use might only be outnumbered by
the first continuous human cell line HeLa,
which was derived from a human cervi-
cal carcinoma by Gey and coworkers in
1952 (Fig. 1). Modified medium formu-
lations were used by Dulbecco to grow
animal viruses in cultured cells and Eagle
described in 1955 the minimum require-
ments of nutrients for appropriate syn-
thetic media, which, however, still required
the addition of serum from young ani-
mals. Another important step was made
by Levi-Montalcini and colleagues who
isolated of a protein, which stimulates
the growth of certain nerve cells. Simi-
larly, to this nerve growth factor, other
growth factors were later isolated from

serum (see Sect. 2.2). With better-defined
media, more complex cells could be culti-
vated as was the case with the successful
development of a hybridoma cell line for
the production of monoclonal antibodies
by Köhler and Milstein.

Even from the very beginning of tissue
culture, three-dimensional explants were
always used, and most experiments are
still performed with monolayer and sus-
pension cultures. This might change in
the near future since many regulatory
processes are better studied in three-
dimensionally growing cells that perfectly
match the in vivo conditions.

1.2
Selection of Cells

Most animal cells are cultivated as mono-
layers since the majority of cells is anchor-
age dependent and not very selective with
regard to a substratum. This type of cell cul-
tivation offers advantages for microscopic
inspections during growth or during exper-
iments and it allows micromanipulation of
the cells with electrodes. Normal cells in a
primary culture usually stop proliferation
by a so-called contact inhibition when they
come in close contact on a flat surface.
By serum deprivation, the proliferation of
these cells can also be inhibited and they
remain quiescent in the G1- or G0-phase

Fig. 1 Monolayer of HeLa cells
during logarithmic growth.
Diameter of a cell is about
15 µm. Light-microscope phase
contrast picture.
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of their cell cycle. After addition of serum
to these cultures, the cells reenter the cell
cycle and progress in a synchronized man-
ner. Under these conditions, signals from
individual cells are multiplied since effects
occur synchronously in all cells as has been
demonstrated for growth factor–induced
channel openings in embryonic rat fi-
broblasts. In spite of the high variance
of samples, cells of primary cultures are
recommended when specialized functions
should be investigated under controlled
culture conditions.

Cultures with selected properties are
available with transformed cells. They
are not contact inhibited and continue
to grow as long as the medium is
not depleted of nutrients. Numerous
investigations in cell biology as well as
in cancer research were performed with
these continuous cell lines and cell strains,
and much of our knowledge on cellular
regulation, synthesis, and proliferation is
based on these cells. For the production
of cellular material, cells were selected
after transformation, hybridization, or
transfection. In catalogs of the American
Type Culture Collection (ATCC), of the
European Collection of Cell Cultures
(ECACC), or of other national culture
collections, appropriate cells for many
purposes can be found.

Since production is usually optimized
for a high yield, cells were further se-
lected for anchorage-independent growth,
which qualifies them to proliferate and
to synthesize the requested product in
single-cell suspension in large volumes.
However, as is evident from intact organ-
isms, producer cells must not necessarily
be in a proliferative status. This under-
standing finally led to cultivation methods
that allow the cells to grow as three-
dimensional cell aggregates. This might
end in organ-like cultures where the cells

stop to proliferate but still synthesize sub-
stances or function as bioartificial organs
as is the case for extracorporal cultivated
liver cells.

1.3
Cell Cycle and Growth Curves

Under optimal conditions in culture, cells
may divide every 10 to 20 hours except
when cells may be stressed by transferring
from one culture vessel into the next or
by exhausted medium. Between two cell
divisions, a cell must synthesize all its
materials such as DNA, RNA, proteins,
lipids, and so on. These processes could
occur continuously or in discrete phases.
As has been demonstrated by Quastler and
Sherman, DNA is replicated in a separate
phase that starts a few hours after division
and ends a few hours before the next
division. This DNA synthesizing period
is called S-phase, it is preceded by the G1-
and followed by the G2-phase, whereas the
M-phase covers the mitosis and the cell
segregation between the two G-phases.
Similarly, as in an adult organism, cells
may stop proliferation and rest in the
G0-phase.

When cells are cultivated as suspen-
sion culture, they exist as isolated single
cells and can easily be harvested without
enzymatic treatment and transferred di-
rectly into a new culture vessel. Under
these conditions, cells may immediately
continue to proliferate at a high rate. Dur-
ing mitosis, one cell divides into two cells
and, therefore, the number of cells in-
creases to N + 1. Since one ‘‘old’’ cell
disappears after its doubling time and
two ‘‘young’’ cells are instead added to
the culture, we must distinguish between
growth rate G = (dN/dt), which indicates
how many cells are added to a culture dur-
ing a certain time period, and the birth rate
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B = 2G, which gives the number of cells
that are ‘‘born’’ at a certain time point. A
culture of continuously proliferating cells
has, therefore, twice as much young cells
as old cells and its age distribution declines
exponentially.

Under these conditions, an exponential
growth is observed, which is described by

N = N0 · eµ·t (1)

with N: number of cells; N0: number of
cells at the start of the culture; growth pa-
rameter µ = ln2/td; t: time; td: doubling
time of cells. Every cell has an individ-
ual cell age τ that starts after mitosis
at τ = 0 and ends at τ = td with the
next division. Under optimal conditions,
the individual doubling time of a cell
could be identical with the population dou-
bling time. However, during growth, the
medium will gradually be exhausted and
some cells may stop proliferating or are
prolonged in their cell cycle because one or
more restriction points cannot be passed.
Furthermore, when monolayer cells are
transferred from one vessel into the next by
trypsinization and mechanical treatment,
they might additionally be stressed by tem-
perature shifts and their proliferation in
the new vessel starts delayed. These delays
result in characteristic growth curves as
is shown in Fig. 2 for BICR/M1Rk cells.
For fitting these points with a curve, the

growth parameter µ must be modified to
µ = µ1 − µ2N and leads to the Ver-
hulst–Pearl equation:

N = µ1 · N0 · eµ1·t
µ1 + µ2 · N0(eµ1·t − 1)

(2)

This equation represents realistic growth
conditions in which the proliferation also
depends on the number of cells and
the available amount of nutrients in a
medium. A typical growth curve starts
with a lag-phase in which the number
of cells is rather constant before the cells
start with exponential growth and enter
the log-phase. For practical reasons, the
ordinate of a growth curve is logarithmi-
cally divided and, therefore, the log-phase
is characterized by a straight line. When
the medium is deprived of nutrients, cells
stop proliferating and for a while the num-
ber of cells is constant – the culture is in
its stationary phase before cells start to
die away.

1.4
Cell Profiling

Altogether, several ten thousands of cell
lines may be kept worldwide; therefore,
a reliable identification of the cells be-
comes mandatory. Besides microbial con-
tamination and phenotypic drift, cross-
contamination between cells occurs more
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Fig. 2 Growth curve of
BICR/M1Rk cells with a typical
lag-, log-, and stationary-phase.
This continuous cell line
originates from a mammary
carcinoma of the Marshall rat.
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often than it is detected and leads to se-
vere misidentifications of cell cultures.
Within 10 years of the start in culture
of the human cancer cells HeLa, other
human and animal cell lines were con-
taminated with these fast-growing HeLa
cells as was detected by genetic mark-
ers. These alarming reports did not stop
this carelessness and in 1976, Nelson-Rees
and Flandermeyer reported more than 90
cell lines that were contaminated with
HeLa cells. It is still estimated that up
to one-third of all cell lines is of dif-
ferent origin or species to that claimed.
These cross-contaminations result from
careless handling as might be the case
when several cell lines are transferred si-
multaneously and medium is added to all
cultures with the same pipette. Aerosols
and small droplets with cells might ad-
here to the outside of the pipette and are
thus transferred into the stock medium
from where they can contaminate other
cultures. Cross-contamination could be de-
tected by experienced molecular biology
laboratories with several time-consuming
and expensive methods, but none was suit-
able for use as an international reference
standard. With the development of new
PCR-based forensic techniques, an inex-
pensive method, the short tandem repeat
(STR) profiling, has been applied to DNA
from human cell lines. STR generates
standard numerical codes for lengths of
polymorphic DNA loci, which qualify as
universal reference standard for human
cell lines. Masters and colleagues recom-
mend DNA profiling of cell lines as a
normal practice and suggest this analysis
as a prerequisite for publication. This DNA
fingerprint will not only help to identify cell
lines and greatly enhance the confidence in
these studies but should also allow com-
parisons of published results on a more
solid basis as momentarily possible.

1.5
Ethical Rules

Working with continuous cell cultures
does not seem to cause severe ethical
problems; however, when primary cells
are acquired from humans and animals,
several critical implications arise. For clin-
ical treatments as well as for research,
the use of human stem cells from em-
bryos, fetuses, or adults is strictly regulated
by national and international legislation.
However, research with other human cel-
lular material must also be justified and
can only be approved by local research
ethical committees when the demands of
national guidelines are enforced. Simi-
larly, the use of animal tissue requires
ethical and legal approval, often by lo-
cal animal welfare committees. Animal
welfare aspects include the minimizing
of pain, suffering, distress, and lasting
harm as well as the restriction to the
absolutely necessary number of animals.
Experiments with cultures of permanently
growing cells do not exclude animal wel-
fare considerations since most cell lines
are still maintained with purchased fetal
bovine or newborn calf serum. Even when
little or no influence can be taken on the
collecting process, there are also technical
arguments for considering a replacement
of serum (see Sect. 2.2).

2
Techniques

2.1
Preparation of Primary and Continuous
Cultures

A primary culture starts with biopsies
from solid tissues or organs, preferen-
tially from embryos, but tumor cells are
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also often selected because of their high
proliferation capacity. These firmly at-
tached cells have to be disaggregated to
single cells, a procedure that combines
mechanical dissociation and enzymatic de-
tachment. After chopping the tissue with
fine surgical scalpels, proteolytic enzymes
such as trypsin, collagenase, or pronase
are applied to open proteinaceous bonds
between cells, a process that might be ac-
celerated by the appropriate temperature
and thorough pipetting. This cell suspen-
sion will be diluted with medium plus
serum; centrifuged and resuspended in
medium for several times before the cells
are transferred into Petri dishes or flasks.
Most cells are anchorage dependent and
will adhere to an appropriate substratum
after a few hours. At that time point, the
cultures must be washed free of all cellu-
lar debris and damaged cells, since only
a small portion of cells may have sur-
vived the isolation procedure. Microscopic
inspection will then reveal the yield of at-
tached single cells, but also aggregates of
cells will be found from which an out-
growth of cells can be observed after a
couple of days. Usually, a mixture of cell
types will be present in these primary cul-
tures, the majority being fibroblasts that
will proliferate better than other cell types.
Since they are also motile, they can grow
out from cell aggregates and spread over
the substratum. Epithelial cells, on the
other hand, are more or less immobile and

tend to form patches on the substratum.
Figure 3 shows a primary culture of em-
bryonic mouse brain cells in which nerve
cells have spread on top of other cells that
are out of focus.

Adherent cells can be detached by
trypsin, and enough cells might be har-
vested from these primary cultures to
proceed with their propagation in multi-
ple dishes or flasks. These subcultures can
be used to multiply the selected cells and
generate a new cell line that contains all
the different cells of the primary culture.
If these cells are selected from normal
tissues, these cultures have a limited life
span and must, therefore, be multiplied by
several cultivation passages, collected, and
stored in liquid nitrogen so that planned
experiments can always rely on identi-
cal cell populations (see Sect. 2.5). Critical
cells may not proliferate, especially when
the density of transferred cells is too low.
This problem can sometimes be solved
either with conditioned medium or with
feeder layers. The so-called conditioned
medium is taken from a culture of logarith-
mically growing cells and added to freshly
propagated cells. This medium contains
cell specific factors that mimic the pres-
ence of numerous cells and stimulate the
growth of critical cells. A similar effect can
be obtained with irradiated feeder layer
cells, which form a monolayer and serve
as substratum for critical cells.

Fig. 3 Primary culture of
embryonic mouse brain cells.
Nerve cells have spread on top
of other cells, which are out of
focus. Light-microscope phase
contrast picture.
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By transforming and cloning cell lines,
permanently growing cell strains with
specific properties can be derived, and
many of them are available from cell banks.
A majority of experiments is, therefore,
performed with these continuous cells.

2.1.1 Monolayer Cultures
Plasma membranes of animal cells carry
fixed negative charges that allow cell–cell
adhesion by divalent cations (Ca++,
Mg++), but cells may also adhere to ar-
tificial surfaces that are either negatively
or positively charged. Cells form a mono-
layer when they adhere not only to each
other but also to the surface of culture
vessels. Different cells form differently ar-
ranged monolayers: epithelial cells (Fig. 1)
show a typical cobble stone appearance,
whereas transformed fibroblasts (Fig. 4)
may grow criss-cross and pile up when
a high density is reached. The cells’ mor-
phology might indicate that the medium is
exhausted and its replacement or a subcul-
ture is necessary. For propagating the cells,
the medium is withdrawn and trypsin is
added with a Ca++/Mg++ free balanced
salt solution. The time and temperature
required for this treatment depend on the
sensitivity of the cells, and other enzymes
might also be required for a gentle dis-
aggregation. In any case, the enzymatic
treatment should be as short as possible

to avoid unnecessary stress. Therefore, the
cells must be washed with medium to
block the activity of trypsin by its serum.
The cells can then be detached from the
surface by repetitive pipetting of medium
over the monolayer, a procedure that also
disperses floating cell aggregates. Portions
of this resulting single-cell suspension are
used for subcultures, and an aliquot might
be used for determining the concentration
of cells. The number of cells that are neces-
sary for starting a new culture depends on
the cell type, on the kind of planned exper-
iments, and on the type of culture vessels.
A few hours after starting the incubation
of new cultures, they can be microscopi-
cally inspected to exclude any damage that
might have occurred during the passage.

2.1.2 Suspension Cultures
Several monolayer cell lines have lost their
anchorage dependence by transformation
and are now also kept as suspension
cultures. HeLa cells are amongst these
cultures, which grow as monolayers and in
suspension. Primary suspension cultures
can be obtained from normal lymphocytes,
which are anchorage independent. They
have a limited life span, but lymphoblas-
toid cells with unlimited growth in culture
are also available as are other ascites tu-
mor cells that have lost their anchorage
dependence already in vivo.

Fig. 4 Monolayer of
BICR/M1Rk cells during
logarithmic growth.
Light-microscope phase
contrast picture.
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2.1.3 Three-dimensionally Growing
Cultures
Not only may primary explants grow three-
dimensionally but also transformed cells
can be cultured as so-called multicellu-
lar spheroids in suspension. For a few
anchorage-dependent cell lines, it is suf-
ficient to start a culture of these cells
in a stirrer flask for suspension cultures.
When cells meet each other in this sus-
pension, they will stay together and thus
form larger spheroidal aggregates within a
couple of weeks. Most other cell lines must
first be kept in dishes with a nonadhesive
surface to induce this three-dimensional
growth. These Petri dishes are commer-
cially available and are mainly used for
cultivating bacteria on agar. After a few
days of cultivation in these dishes, the
cells have formed irregular aggregates,
which are transferred into stirrer flasks in
which they form multicellular spheroids
and may be kept and treated for several
weeks (Fig. 5). Spheroids can be harvested
directly with pipettes, and medium is eas-
ily replaced since the spheroids precipitate
quickly when they are no longer stirred.
When such a spheroid is placed on a
culture dish, the cells quickly adhere to
this charged surface and within a day
many cells will have migrated from the
spheroid and proliferate again as mono-
layer cells.

When biopsies of organs are cultured in
stirrer flasks, they will maintain morpho-
logical and physiological properties, and
many cells remain fully differentiated and
proliferate sparsely. Even when fresh ex-
plants are required for new experiments,
these cultures offer some advantages for
complex experiments that might, for in-
stance, include immunological reactions
as has been shown with lymphoid tissue
and HIV infection.

Epithelium, which separates an organ-
ism from its environment or an organ
from its surrounding fluid, is formed by
layers of different cells. When cultured in
vitro, epithelial cells often form flat mono-
layers of different cells but epidermal cells
may be kept as organotypic flat multi-
layers in a liquid–gas interphase. This
in vitro skin is another example for the
many types of three-dimensionally grow-
ing cultures that are not only used to study
tissue regeneration but are also applied in
biomedical treatments.

2.2
Cell Culture Media

The basic components of cell culture
media are inorganic salts, glucose, and or-
ganic substances, which are also present in
blood plasma of animals. Their concentra-
tion varies with different compositions of

Fig. 5 Multicell spheroids of
BICR/M1Rk cells. The diameter
of the larger spheroids is about
350 µm. Scanning electron
microscope picture.
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media that were designed for specific cells
with special properties. Most of these me-
dia are commercially available as solutions
and also as powder that has to be dissolved
in water. The selection of water, however, is
not trivial since it may contain organic and
inorganic material, which will not be re-
moved by simple distillation so that other
purification processes must be included.
Differences in cell activity may be due to
different water qualities; therefore, the use
of ultrapure water is recommended. In
any case, powdered media require steril-
ization by filtration through a pore size
of 0.22 µm, preferably during bottling and
before storage in a refrigerator.

All basic salt broths of cell culture media
contain NaCl, KCl, CaCl2, and MgCl2.
The concentration of these inorganic salts
is set to adjust the osmotic balance of
the cells and maintain their membrane
potential. When this solution is buffered
to a pH value of 7.2 to 7.4 with the
pH buffering phosphates NaH2PO4 and
Na2HPO4, it can be used to keep the
cells alive for a short while. A complete
medium requires much more additives
for the functioning of inorganic salts
as mediators for cell attachment or as
enzyme cofactors. Carbohydrates (glucose)
are added as energy source, and amino
acids serve as nitrogen sources, although
glutamine can also provide a carbon
source via transamination. Essential and
nonessential amino acids and water-
soluble vitamins are also necessary as
nutrients and additional energy sources;
their concentrations vary with different
medium formulations.

For proliferating mammalian cells, the
buffering capacity of the medium is in-
creased by bicarbonate (NaHCO3). In this
case, the medium’s CO2/HCO3 content
must be balanced by gaseous CO2, which
requires gassed incubators in which an

atmosphere of 5–10% CO2 in air can be
maintained. Another buffering system is
given by the zwitterion HEPES, which is
often used together with the ‘‘natural’’
bicarbonate buffering system. With this
buffer, cells can be manipulated under at-
mospheric conditions without drastic pH
changes. For a rapid and easy control of
the medium’s pH, phenol red is added
as indicator.

Many laboratories supplement their
medium with antibiotics such as strep-
tomycin sulfate and penicillin G. This
reduces the risk of bacterial contamination
but increases the development of resis-
tant organisms and encourages the use
of inadequate aseptic techniques. Trans-
fected cells, however, may have been
selected as resistant to puromycin or ge-
neticin, and the use of these antibiotics
is recommended for maintaining a selec-
tion pressure.

A very important component of a
cell culture medium is serum, and in
most cases newborn calf or fetal bovine
serum is added. Serum is a complex
mixture that contains not only essential
growth factors but also plasma proteins,
hormones, metabolites, and growth in-
hibitors. Since serum components are
affected by age, health, and nutrition of
the donor animals, the quality of serum
will change from batch to batch and,
therefore, every new batch has to be
tested for the required quality standards.
When bovine spongiform encephalopathy
(BSE) spread in cattle, guidelines be-
came effective, which should minimize
the risk of BSE transmission via medici-
nal products and the necessity for media
without any material from animal origin
has increased.

At the beginning, the so-called serum-
free media contained factors that were
isolated from serum and stimulated the
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growth of certain cell types, which can
be seen from their name: fibroblast
growth factor (FGF), nerve growth factor
(NGF), epithelial growth factor (EGF),
platelet-derived growth factor (PDGF),
and insulin-like growth factor (IGF).
Other serum-isolated additives include
interferons, hormones, and attachment
factors. With these components, a serum-
free medium was still an undefined
medium since it contained components
that were subject to variation. Effects to
develop defined media where the chemical
structure and the concentration of every
component are known were successful.
These media are consistent from batch
to batch and are optimized for growth of
specific cell types and product synthesis.
Almost every cell line requires its own
expensive serum-free medium, its use is
therefore still limited to productions with
expensive purification processes and to
some biomedical treatments.

2.3
Equipment

2.3.1 Vessels
Monolayer cells need a substratum to
adhere, and this material must be of
good optical quality since microscopic in-
spection of the cells is mandatory for
most experiments, but other material

might be advantageous when it comes to
production. Cells preferentially adhere to
negatively charged surfaces and, therefore,
the plastic vessels for cell culturing are
charged during the manufacturing pro-
cess. Many laboratories use transparent
disposable multiwell plates, Petri dishes,
and T-flasks made of polystyrene. Their
volume varies between 0.1 and 250 mL
medium and with the corresponding sur-
face areas. However, other mechanisms
are also effective in cell adhesion. When
cells are cultivated on glass surfaces, they
might not adhere well when the glass flasks
are first in use. After several passages of
cells, the adhesion is enhanced, indicat-
ing a conditioning of these glass surfaces.
This is due to specific receptors for cellular
adhesion, which are part of the extracel-
lular matrix of plasma membranes. They
partly remain adherent to the glass sur-
faces when the cells move or are harvested.
Even after cleaning and sterilizing, mate-
rial is firmly connected with the glass and
thus facilitates the attachment of cells of se-
quential cultures. This finally led to the use
of special mixtures of extracellular matrix
glycoproteins and proteoglycans by which
any substratum could be made available for
the cultivation of critical cells. Continuous
cell lines such as HeLa adhere to different
substrata, for example, carbon-coated glass
(Fig. 6) and polished stainless steel (Fig. 7).

Fig. 6 Monolayer of HeLa cells
during logarithmic growth on
carbon- coated glass. Attached
particles originate from serum
and/or dead cells’ debris.
Scanning electron microscope
picture, bar = 30 µm.
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Fig. 7 HeLa cells grown on
stainless steel. Note the
amoeboid protrusions onto the
nonpolished gaps. Scanning
electron microscope picture,
bar = 10 µm.

Many sophisticated systems have been
developed to improve the yield of mono-
layer cells. Since the area of the substratum
on which the cells can grow must be in-
creased and the volume of the vessels must
be expanded, risks of contamination and
problems of regulation will also simulta-
neously rise. These tasks are solved with
different strategies. A classical technique
is the use of cylindrical bottles that are
slowly rotated so that the total inner glass
or plastic surface is available for cultivat-
ing monolayers with a small amount of
medium. Many of these roller culture bot-
tles can be rotated simultaneously on racks
and thus increase the total amount of prod-
ucts. Other mass culture techniques make
use of separated compartments in which
the cells grow on permeable membranes
and medium is provided in a compartment
separate from the products, a strategy that
reduces the cost of product purification.
An example is the hollow fiber, which is
not only used for adherent but also for
suspended cells. The surface of substra-
tum can also be increased when the cells
are grown on microcarriers. These small
beads with diameters of about 200 µm
are fabricated from different materials,
such as polystyrene, silica, glass, or dex-
tran and may be coated with collagen
or mixtures of cell adhesive substances.
Cells can grow as monolayers on these

beads, which are kept as suspension and
thus mediate mass cultivation of mono-
layer cells.

Cells can also grow isolated in sus-
pension cultures in which they must be
kept floating with a minimum of shear
stress and optimal conditions for growth
and production. For small volumes, this
is achieved with stirrer flasks or gyratory
shakers, but cells may also be cultivated
in air-lift bioreactors that may hold sev-
eral ten thousand liters. In small stirrer
flasks, the medium is kept in motion with
magnetic stirrers and rotating paddles or
pendulums, necessary controls are main-
tained by the incubator’s devices. This is
no longer possible when the volume of
a stirrer flask exceeds one liter. Scaling-
up in volume requires better controls
of medium conditions; therefore, biore-
actors are equipped with sensors for the
regulation of gas, temperature, pH, and
metabolites.

To prevent outgrowth of cells, multicel-
lular spheroids and three-dimensionally
growing biopsies are constantly kept in
motion in stirrer flasks or gyratory shak-
ers. For this cultivation in small volumes,
an interesting alternative is given by ro-
tating wall vessels that were designed
for cell growth in low or zero gravity.
Their rotation speed is so adjusted that
the cells remain stationary, which not
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only facilitates the formation of three-
dimensional aggregates but also explants
from organs and tissues can be maintained
under these conditions.

2.3.2 Appliances
Essential equipments that are used in
tissue culture laboratories are shortly men-
tioned here. A laminar flow hood protects
not only cells from microbial infections
but also the operator from hazardous
materials (see Sect. 2.4). Incubators must
allow regulation of temperature, CO2, and
humidity and provide good internal con-
vection. An autoclave is necessary for
sterilizing solutions, but medium must
be filtered since many ingredients will
not tolerate the high temperature in an
autoclave. Wasted dishes and other dis-
posable material that came in contact with
pathogens or with cultures of primate or
transfected cells must also be autoclaved
before they are trashed. Glassware and
glass pipettes can be sterilized in a dry
heat at temperatures higher than 160 ◦C
for at least one h. Besides refrigerators
and freezers for storing substances and
solutions, liquid nitrogen canisters should
also be available for deep-freezing and stor-
ing cell lines. Ultrapure water might not
always be necessary, but a cell culture lab-
oratory should have access to a supply;
in any case, deionized and distilled wa-
ter must be available. Well-adjusted phase
contrast microscopes, both upright and
inverted, are important tools in a cell
culture laboratory since microscopical in-
spection of the cells during growth and
before an experiment can save time and
costs when inappropriate cells are to be
used. A balance should not be missing
as well as centrifuges and many other
helpful instruments such as pH meter,
cell counter, dispensers, pipettors, and a
glassware washing machine.

2.4
Safety and Biohazards

For any workplace, national regulations
are effective that prevent operators from
safety hazards of physical or chemical ori-
gin. Working in a tissue culture laboratory
adds further sources of potential safety
hazards, which originate from cell cultures
contaminated with latent viruses or oc-
cult pathological organisms. A known risk
comes from transfected cells for which not
only the origin of the cell line but also
the transfection vector outlines the risk.
A low individual and community risk is
given with microorganisms that are un-
likely to cause disease in healthy operators
or animals and with cell lines that are not
of human or primate origin. These risk
group I agents can be handled in a con-
tainment level I laboratory that matches
a functionally designed standard microbi-
ology laboratory. Aseptic techniques must
be used and all liquid waste should be
treated with bleach or similar detergents.
Since during pipetting aerosols are formed
that might carry cells and unidentified
pathogens, it is good laboratory practice to
protect operators with a laminar flow hood
with an air barrier at the front opening and
an exhaust filter.

Agents that are of moderate individual
and limited community risk are classified
as risk group II. This includes cultures of
primate and human origin, recombinants,
transfectants, and animal tumor cells. A
separate containment level II laboratory
with separate equipments is obligatory,
and cells must be handled in a class II
laminar-flow hood. Human cell lines that
are virus-producing or are infected with
pathogens have a high individual and a
low community risk and are classified as
risk group III. These cells can also be
handled in a class II laminar-flow hood,
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but any waste and material that came in
contact with cells must be sterilized before
leaving the separate containment level III
laboratory. Only designated laboratory staff
is allowed to work in this room.

The risk group IV is given when a
high individual and a high community
risk must be expected from the experi-
ments. This includes human pathogens
that produce very serious human or ani-
mal diseases that might be untreatable and
readily transmitted. Biopsies and cell cul-
tures carrying known human pathogens
must be handled in a containment level IV
laboratory. In addition to the requirements
for a level III laboratory, this laboratory
must be physically isolated and function-
ally independent of other areas and must
have an air lock for entry and exit. Class III
biological safety cabinets and/or positive
pressure ventilated suits protect designed
operators for whom a shower and change
of clothes are obligatory when entering
or leaving the laboratory. Authorization
for handling transfected cells and human
pathogens as well as the routine inspection
of containment laboratories are regulated
by national laws.

2.5
Storage

Primary cells have a limited life span and
continuous cell lines may change proper-
ties by transformation, dedifferentiation,
or because of genetic instability and infec-
tion. When production or research depend
on certain properties, it is therefore essen-
tial to have a stock of cells with the original
properties. Cell lines as well as small mul-
ticellular organisms and embryos can be
preserved by freezing since much of the
cellular volume is water that is essential for
cellular metabolism. When water becomes
to ice, cellular metabolism is stopped and

cells can be kept for years under cryopre-
served conditions when the temperature is
deep enough.

Before freezing, cells should be main-
tained under routine conditions and must
be inspected for contamination. Mono-
layer cells are harvested during exponential
growth by trypsinization; suspension cul-
tures are concentrated by centrifugation.
Cells must be thoroughly washed and re-
suspended to a concentration of about 1
to 10 million cells per milliliter freezing
medium. This freezing medium is com-
posed of the appropriate growth medium
plus a high concentration of serum (50%
or more) plus dimethyl sulfoxide or glyc-
erol. This cell suspension is transferred
in plastic ampoules wherein cells will be
frozen at a slow rate till they reach −70 ◦C
and will be kept overnight before they are
transferred into liquid nitrogen and stored
at −196 ◦C.

For thawing, an ampoule is placed in
a 37 ◦C water bath and slowly agitated.
Its content is transferred into a flask and
diluted with medium. After 6 to 8 h, when
viable cells are firmly attached, medium
with dead cells and cellular debris should
be aspirated and fresh medium is added.

3
Applications

Considerable knowledge of cellular struc-
tures and functions is the result of investi-
gations with cells in culture. This includes
intracellular synthesis processes for nu-
merous macromolecules, such as nucleic
acids and proteins, as well as for most other
relevant cellular molecules. Intracellular
energy and signal transfer, cytoskeletal ar-
chitecture, transport through membranes,
product formation, but also cell–cell inter-
actions, malignant transformations, and
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microbial infections are representatively
mentioned for the numerous issues for
which answers were found in cell cul-
tures. A few examples for applications in
research and production are given that
concentrate on the importance of three-
dimensionally grown cell aggregates, a
method that might become the standard
technique in the future.

3.1
Cellular Regulations

Complex cell interactions and epithelial
differentiation were studied with organo-
typic cocultures of flat epidermal multi-
layers and revealed the normal regulation
and balance of these cells. For this in vitro
epidermalization, a collagen matrix at the
basal side is required, whereas the ker-
atinocytes are exposed to air. The collagen
layer also supports dermal fibroblasts that
synthesize the right extracellular matrix
proteins. Together with the metabolites of
the medium, which is separated from the
collagen layer by a filter, all necessary com-
ponents are available for proliferation and
differentiation of the epidermal cells.

Intracellular regulations are not only de-
pendent on the combination of cells but
also on the culture conditions. This is triv-
ial as long as necessary metabolites or
messenger molecules are missing or are
too low in concentration; however, with the
same concentrations available in medium,
cells may behave in a completely different
manner when grown three-dimensionally
as cell aggregates instead of as two-
dimensional monolayers. An example is
the so-called contact effect, which was
observed for multicellular spheroids in
which the tumor cells are more sensi-
tive to irradiation than in two-dimensional
growth. Later, it was detected that cells
that were coupled to their neighbors via

gap junction channels showed this effect
more pronounced. Gap junction chan-
nels regulate an intercellular exchange of
ions and molecules of up to 900 dalton
and are normally found to be open in
monolayer cells. However, in multicellular
spheroids of several tumor cell lines, the
permeability of these channels will be reg-
ulated, they were found open in two-day
old spheroids and were closed two days
later. It is still unknown what controls
this channel closing, but channels may
open again when the cells were allowed
to grow as monolayer. Another growth-
dependent regulation was demonstrated
with β-galactosidase synthesizing L-cells.
For this production, the cells had been
transfected with a lacZ gene, which was
under control of a β-actin promoter. This
constitutive transfection led to a constant
production when the cells were cultured
as monolayer but β-galactosidase activ-
ity was downregulated in cells that were
cultivated as spheroids. Since monolayer
L-cells are motile, a permanent synthesis of
cytoskeletal elements such as β-actin is re-
quired, but in spheroids the cells are rather
immobile and the synthesis of β-actin
is downregulated, which also effects the
β-galactosidase activity. In contrast to the
layered growth of epidermal cells, multi-
cellular spheroids contain only one type of
continuously growing cells, and these are
exposed to gradients of metabolites, pro-
tons, and oxygen. Furthermore, spheroids
establish an extracellular matrix, which is
not found when the same cells are culti-
vated as monolayers.

3.2
Cancer Research

Malignant growth of cells can only be un-
derstood correctly when the modes for nor-
mal growth are known. Both cases can be
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investigated under the same experimental
conditions with cell cultures. A successful
model for studying carcinogenesis in vitro
is again the multilayered epidermis, which
allowed examination of malignant trans-
formation and tumor progression. A prob-
lem of metastatic behavior of tumor cells is
invasion, it can be investigated in vitro with
cocultures of three-dimensionally grown
aggregates of normal and malignant cells.
First, attempts were made with organ cul-
tures from chick embryo or fragments of
human endometrium, which were con-
fronted with suspended tumor cells. When
precultured embryonic chicken heart frag-
ments were confronted with tumor cell
spheroids, invasive behavior could be
analyzed with immuno-histological tech-
niques, and comparative studies revealed
that this in vitro invasiveness matched
the in vivo situation. Interestingly, it was
shown that invasive tumor cells were
coupled to the host via gap junction
channels and that noncoupled HeLa cells
became invasive after transfection with
a connexin gene, which led to an ex-
pression of host-compatible gap junction
channels. Several other prerequisites for
invasion have been detected with simi-
lar cell culture models: Metalloproteases
were found to be active during invasive
processes of tumors from brain and the
cell adhesion molecule e-cadherin plays a
role when breast tumor cells invade the
host. Weakening the cadherin-mediated
cell–cell contacts facilitates detachment
and migration of single tumor cells in
a mesenchymal type of movement. Re-
cent studies with new fluorescent probes
allowed a time-resolved investigation of in-
vasive processes in three-dimensional col-
lagen matrices and revealed a supramolec-
ular plasticity mechanism with a transition
from a proteolytic mesenchymal toward a
nonproteolytic amoeboid movement.

3.3
Production

Two modes of cellular production are pos-
sible: either the product remains within the
cells or it is secreted into the medium. In
any case, purification processes are neces-
sary and, therefore, the culture conditions
should be adjusted and optimized to in-
crease the yield and avoid unnecessary
costs. For biomedical treatments, the cells
are often the requested product, which
requires safe culture conditions. These
should not only perfectly match the host’s
physiological conditions but must also be
free of nonhuman additives that may be
due to limited cleaning processes.

Monoclonal antibodies are produced by
hybridoma cells in suspension culture.
They are secreted into the medium and can
be harvested with the culture supernatant.
For mass production, hybridomas are of-
ten grown in hollow-fiber cultures that
facilitates harvesting; the highest yield,
however, might be achieved when hybrido-
mas are grown as ascites culture in mice.

Amongst the first products of monolayer
cultures were therapeutically important
substances such as viral vaccines and tis-
sue plasminogen activator, which were
harvested from roller bottle cultures or
from microcarriers in suspension cul-
tures. With the availability of genetically
manipulated cells, the production of ther-
apeutically relevant proteins with animal
cell cultures increased considerably. The
list of these substances encloses insulin,
interferon, interleukin, plasminogen acti-
vators, blood clotting factors, hemopoietic
growth factors, hormones, vaccine, and so
on. Many of these proteins have a complex
tertiary structure and require posttrans-
lational modifications that can only be
synthesized in animal cells but not in bac-
teria. For mass production, producing cells
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are often additionally modified so that they
tolerate high shear stress when cultivated
as suspension in large bioreactors.

An often-applied method in biomedical
treatment is transplantation of skin. For
this purpose, small pieces of skin will be
taken from the patient, cut, and expanded
to a mesh. They will then be cultivated, and
keratinocytes will fill the interstice. These
pieces can then be retransplanted onto the
wounds of the patient. Another approach,
which is still under development, is the
temporary support of defect organs such
as liver by bioartificial organs via an extra-
corporal bypass.

4
Perspectives

Biomedical treatment with primary or
continuous cell cultures requires com-
plex growth conditions, and some of the
current approaches might lead to new ther-
apeutic applications. Three-dimensionally
growing cells do not completely represent
the cells’ behavior in human or animal,
and monolayer cells are not necessarily
representative for more complex culture
systems. This does not argue against in-
vestigations with cell cultures as long as
possible limitations are taken into account.

A great potential of research with mono-
layer cultures is given by certain cellular
functions such as channel activities, in-
tracellular transport, or protein synthesis.
Examples are cells that were transfected
with a fusion construct that leads to the
synthesis of proteins that are labeled with a
fluorescent protein. This labeling enables
investigations of supramolecular dynam-
ics by microscopic techniques such as
internal reflection fluorescence or fluo-
rescence correlation spectroscopy. Results

obtained with these techniques offer in-
sights into general cellular transport and
diffusion processes.

Cellular production has been optimized
with selected cell types that grow un-
der adequate suspension- or monolayer-
conditions and might still be expanded
with other transfected cells and new
recipes for synthetic media. A great poten-
tial for production can be expected from
cell cultures of coelenterates and arthro-
pods because pathogens are unlikely to
transfer to human cells. Successful cul-
tivation of three-dimensional aggregates
of sponges has already been reported, and
continuously growing insect cells are avail-
able for a longer time.

See also Antibody Molecules, Ge-
netic Engineering of; Bacterial Cell
Culture Methods; Immunology;
Prokaryotic and Eukaryotic Cells in
Biotech Production.
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Keywords

Abductive Inference or Abduction
Inference to the best explanation as proposed by Charles S. Peirce.

Collision Induced Dissociation or MS/MS
In CID, a selected precursor ion is activated by collisions with neutral gas molecules
and fragmented into daughter ions.

Electrospray Ionization
A method for the ionization of nonvolatile molecules such as proteins, peptides,
sugars, and nucleic acids by spraying the sample solution onto a small orifice in the
mass spectrometer.

Endopeptidase
An enzyme that cleaves a polypeptide chain of proteins at a specific site.

Genome
The complete DNA sequence of an organism.

Mass Spectrometry/Mass Spectrometer
In mass spectrometry, a mass spectrometer measures the mass of almost any molecule
that can be ionized in the gas phase.

Matrix-Assisted Laser Desorption/Ionization
A method for the ionization of nonvolatile molecules such as proteins, peptides,
sugars, and nucleic acids by irradiating the mixed crystals between sample molecules
and laser dye (matrix) molecules in the mass spectrometer.

Peptide Mass Fingerprinting
Identification of a protein through the measurement of the masses of
endoprotease-cleaved fragments in reference to genome information.

Post Source Decay
The fragmentation of ions after the acceleration in the ion source prior to entering the
reflectron that separates the daughter ions.

Posttranslational Modification
Covalent modification of amino acids in proteins taking place during and after the
translational process.
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Proteome
The full complement of proteins produced by a particular genome.

Proteomics
The study of the full complement of proteins encoded by a genome.

Two-dimensional Gel Electrophoresis
A gel electrophoresis system to separate a complex mixture of proteins by an isoelectric
focusing in the first dimension followed by the sodium dodecylsulfate polyacrylamide
gel electrophoresis in the second dimension.

U
The symbol for a mass unit representing one-twelfth the mass of carbon; equivalent to
dalton (Da) used in biochemistry.

� The completion of genome projects represents a pinnacle of human enterprise in
the biosciences. The orchestration of technologies in mass spectrometry, genome
science, and computer sciences has created a new branch of molecular bioscience
called proteomics. A proteomics approach to the study of protein expression and
posttranslational modification does not require foreknowledge of the identity of
target proteins. A proteomic investigation begins with the discovery of unidentified
proteins of interest under well-defined physiological conditions. The approach
involves (1) protein display by 2-D gel electrophoresis or other separation technique;
(2) determination of protein entities of interest; (3) peptide mass fingerprinting
(PMF); and (4) genome/proteome database search. The methodology of the
proteomics approach is characterized neither by deduction nor by induction in
the traditional sense, but is a clear example of what C. S. Peirce described as
abductive inference a century ago. The investigation of molecular and cellular events
is often intractable to deductive and inductive methods due to its extreme complexity
and nonlinearity. Proteomics is a powerful tool to study complex biological systems
because of its characteristics: (1) no a priori knowledge of the protein’s identity is
required to initiate a project; and (2) a holistic approach is possible for investigation.
It is expected that proteomics will substantially contribute to the future development
of molecular medicine.

1
Proteomics: the Primary Application of
Mass Spectrometry to Biomolecules

In the last decade, mass spectrometry,
which has longer than a century of history

in physical sciences, entered a new era: two
new ionization methods that enable mass
measurement of nonvolatile biomolecules
such as proteins, nucleic acids, and sug-
ars have been invented and perfected. The
new types of mass spectrometry, together
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with the development of genome sci-
ence, opened up a totally new type of
inquiry into the molecular aspects of life.
‘‘Proteomics’’ represents such emerging
genre of molecular biosciences that uti-
lizes biomolecular mass spectrometry and
genome information.

1.1
What is Proteomics?

Proteomics is a new discipline in bio-
sciences, which aims to study the pro-
teome. The new term ‘‘proteome’’ was
first used in late 1994 at the Siena 2-
D Electrophoresis Meeting and was first
printed in a scientific journal in 1995 by
Wasinger et al. There is an inherent re-
lationship between genome and proteome
and the creation of the former precedes the
latter. Therefore it would be appropriate
to briefly explain genome before defining
proteome. The term genome was first used
around 1965 to represent the whole set
of information encoded by chromosomal
DNA. Some of the early literature includes
the following: Mauer (1965), Breeze and
Cohen (1965), Winocour (1965), Diaman-
dopoulos and Enders (1965), Easton and
Hiatt (1965), and Heisenberg and Blessing
(1965). Since each species of living organ-
ism possesses a particular set of chromo-
somal DNA, it can be said that each living
species possesses one genome. Moreover,
since the chromosomal DNA remains the
same in every cell under any physiologi-
cal conditions within a certain species, the
genome also remains the same. The us-
age of the term genome implies that each
species possesses only one genome, that
is, human genome, rat genome, Drosophila
genome, yeast genome, Escherichia coli
genome, rice genome, and so on. Those
terms are well defined scientifically al-
though there could exist some variations

in genome even among the same species.
In contrast to the well-defined nature of
‘‘genome’’ by itself, ‘‘proteome’’ needs to
be defined with caution. The first usage
of the term proteome is as follows: ‘‘pro-
teome’’ refers to the total complement of a
genome or the complement able to be en-
coded by a given genome. Thus, the term
proteome was coined about three decades
after the term genome was introduced.
The MEDLINE (OVID) entries of relevant
manuscripts reflect this historical fact: a
search with ‘‘genome’’ yields more than
7800 entries, whereas the search for ‘‘pro-
teome’’ yields about 1700 entries as of late
2002. The early literature that used the
word ‘‘proteome’’ include Wasinger et al.
(1995), Kahn (1995), Wilkins et al. (1996a),
Yan et al. (1996), Qi et al. (1996), O’Brien
(1996), Wilkins et al. (1996b), Wilkins et al.
(1996c), Shevchenko et al. (1996), Celis
et al. (1996), Wimmer et al. (1996), and
Wilkins et al. (1996d). In their 1995 pa-
per, Wasinger et al. carefully added that it
is unlikely that the totality of this poten-
tial for protein expression will be realized
at any one given instant. According to
the ‘‘central dogma’’ of gene expression,
DNA encodes mRNAs, and the mRNAs
encode proteins. In the past half a century,
since the establishment of the double helix
model of DNA and its replication, many
modes of molecular mechanisms that af-
fect and regulate the expression of proteins
have been discovered. The entire process
of protein expression consists of three
distinguished steps: transcription, trans-
lation, and posttranslation. Every process
that affects any of these steps modulates
the ability of the genome to express itself,
thereby modulating the proteome. Under
a certain condition a certain type of cell
expresses a group of proteins that is a
subset of the total complement of a given
genome. Because changes in physiological
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parameters even in the same type of cells
most likely affect protein expression tran-
scriptionally, translationally, and/or post-
translationally, the kinds and amounts of
proteins expressed under one set of physi-
ological parameters will be different from
those under another set of physiological
parameters. Thus, in contrast to genome,
which is a rather static entity under all
physiological conditions, the proteome is
a dynamic entity: there is only one genome
for a given species, but there are many re-
alizations of proteomes even for the same
single species. This characteristic of the
proteome makes it essential to define pre-
cisely the samples for proteome analysis
because without defining the biological
parameters such as cell types and phys-
iological conditions the interpretation of
the proteome analysis will be ambiguous.
In a certain sense, all the traditional exper-
iments performed on protein targets can
be called ‘‘proteomics studies.’’ However,
there appear to be intrinsic differences
between the traditional experimental in-
quiries in biochemistry and molecular
biology and those of proteomics studies
in two ways: (1) proteomics renders high
throughput of inquiries because of the
advance in technology of protein separa-
tion and analysis by mass spectrometry
and genome database, and (2) the advent
of technology to investigate proteins on
a massive scale has enabled us to utilize
a type of investigational logic, which is
distinct from the traditional biochemical
inquiries. A new logical inference appro-
priate for proteomics will be discussed in
the following Sect. 3.1 Proteomics and Ab-
ductive Inference.

In contrast to the static aspect of genome,
the dynamic aspect of genome will be stud-
ied by a new area of discipline called ‘‘func-
tional genomics.’’ In functional genomics,
the expressed mRNAs will be studied

under a well-defined condition compared
to a control. The pool of mRNAs will be
reverse-transcribed into cDNAs and the re-
sulting cDNAs will be analyzed mainly by a
DNA array technique. In the interpretation
of DNA array experiments, the amount
of a protein and that of the correspond-
ing mRNA are assumed to be correlated,
which is not always the case, at least in
the case of monocellular eukaryote yeast.
Further studies need to be performed to
evaluate the studies of mRNA expression
in reference to the protein expression, es-
pecially in higher eukaryotes. In order to
achieve this goal, a sensitive and reliable
methodology for quantitative proteomics
of expressed proteins will be essential. (See
Sect. 5 Quantitative Proteomics.)

2
Technical Basis of Proteomics

2.1
Protein Display for Proteomic Investigation

The early proteomic inquiries can be found
in works in which a mixture of proteins
were separated by 2-D gel electrophoresis.
Although there had been several prece-
dents for 2-D gel systems before O’Farrell
(1975) invented the modern and power-
ful method of separating a mixture of
proteins, the O’Farrell-type 2-D gel sys-
tem has been proven to be a powerful
method for the separation of a complex
mixture of proteins. O’Farrell’s proto-
col combines isoelectric focusing (IEF)
gel under a nonionic detergent NP-40
and urea in the first dimension and the
traditional Laemmli-type sodium dodecyl
sulfate polyacrylamide gel electrophoresis
(SDS-PAGE) in the second dimension. Al-
most at the same time, Ames and Nikaido
reported a similar 2-D gel system that
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makes the use of sodium dodecyl sulfate
(SDS) possible for solubilizing membrane
proteins. Since O’Farrell’s protocol does
not solubilize many of the intrinsic mem-
brane proteins in the sample, Ames and
Nikaido’s method complements that of
O’Farrell’s. Early work using 2-D gel
electrophoresis clearly demonstrated that
protein expression and posttranslational
modification in vivo are dynamic processes
(for example, see Lee et al., 1979; Giometti
and Anderson, 1981; Willard and Ander-
son, 1981; Kosik et al., 1982; Neukirchen
et al., 1982; Matsumoto et al., 1982; Mat-
sumoto and Pak, 1984). Although these
examples and others indicated the power
of 2-D gel electrophoresis for studying the
protein expression, its weakness is that the
researchers at that time did not have the
power to identify the proteins of interest.
This identification of proteins of interest
would have to wait another decade for the
development of new technologies. In the
1980s, many new and powerful technolo-
gies in biochemistry and molecular biology
were developed. Modern biotechniques
relevant to early proteomic inquiries in-
clude monoclonal antibody production,
membrane blotting techniques both of nu-
cleic acids and proteins, gas phase Edman
degradation performed on the membrane
blot, and cDNA cloning techniques includ-
ing λgt11-based protein expression vectors
that enable library screening using anti-
bodies. It should be noted that in the 1980
to early 1990 genome databases did not
exist. Therefore, cloning of each gene en-
coding the protein of interest was the only
way to identify the gene. The premise of
proteomics is that as long as a protein
of interest is distinctively displayed by a
2-D gel or other methods, one can iden-
tify the protein and its gene without gene
cloning. This capability of proteomics ap-
proach gives us an opportunity to catalog

all the genes expressed in a particular tis-
sue such as, for example, retina; see Fig. 1.

2.2
Mass Spectrometry: an Essential Tool for
Proteomics

In late 1980s, two important ionization
methods were invented and revolution-
ized the modern mass spectrometry:
Koichi Tanaka invented matrix-assisted
laser desorption/ionization (MALDI) and
John Fenn invented electrospray ion-
ization (ESI), for which both scientists
received Nobel Prize in Chemistry in
2002 (http://www.nobel.se/chemistry/
laureates/2002/). Before the invention of
ESI and MALDI, the analyte molecules had
to be volatile for any mass spectroscopic
analysis. Biopolymers such as proteins,
peptides, nucleic acids such as DNA and
RNA, and polysaccharides cannot be an-
alyzed by traditional mass spectrometers
unless they are chemically modified to
render them volatile. This is not always
possible except for some shorter polymers.

A mass spectrometer consists of three
important components: (1) the ion source
that ionizes the analyte molecules (for
example, MALDI and ESI are two types
of ion sources that can ionize nonvolatile
molecules such as proteins, peptides, and
nucleic acids); (2) the ion analyzer that
separates each ion from the mixture ac-
cording to the mass-to-charge ratio (m/z);
and (3) the detector that counts the num-
ber of ions characterized by a specific
m/z value. Several types of ion analyzers
are currently available: for example, mag-
netic sector–type ion analyzer, quadrupole
(Q) ion analyzer, time-of-flight (TOF) ion
analyzer, quadrupole ion-trap (QIT) ion an-
alyzer, and Fourier transform ion cyclotron
resonance (FTICR) ion analyzer. Theo-
retically, any combination of ion source
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Fig. 1 A flow chart illustrating the proteomics procedures for cataloging
photoreceptor proteins from the photoreceptor monolayer of bovine retina (see
Fig. 9).

and ion analyzer is possible. However, the
most common combinations include ESI-
tandem-Q, ESI-Q-TOF, ESI-QIT, MALDI-
TOF, and MALDI-QIT-TOF. FTICR is a
rather expensive mass spectrometer and

both ESI and MALDI ionization methods
are common to FTICR. In any case, what
a mass spectrometer does is to measure
the mass of ionized molecules in the form
of m/z.
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2.3
Genome Information: a Prerequisite for
Peptide Mass Fingerprinting

The ability of mass spectrometry to mea-
sure the m/z value of peptides with high
sensitivity and accuracy even in a mix-
ture constitutes the experimental basis
for the identification of proteins in pro-
teomics. The method is called ‘‘peptide
mass fingerprinting,’’ which is often ab-
breviated as PMF. In the early 1990s,
several groups reported the possibility of
identifying proteins based on their pep-
tide mass fingerprints. All proteins have
their unique amino acid sequences be-
cause they are all encoded by unique genes.
Highly ambitious endeavors to sequence
whole genome of a certain organism
were planned in late 1980s. In the be-
ginning, the genome projects progressed
rather slowly. Through the early 1990s,
however, the advent of automated DNA
sequencing technologies together with the
advancement in microcomputers and their
software gradually accelerated the progress
of genome projects. It is interesting to
point out that since the late 1990s, the com-
petition between the government-funded
genome project led by National Institute of
Health and the genome project operated
by a private-sector Celera Genomics sig-
nificantly accelerated the development of
the human genome project. Now complete
genome information is available for many
bacteria, monocellular eukaryote yeast,
Caenorhabditis elegans (worm), Drosophila
melanogaster (fruit fly), and other model
eukaryotes. The human genome has been
sequenced to its rough draft in 2001, fol-
lowed by its near completion in 2003. The
genome projects of rodents such as rat
and mice, both of which serve as excellent
model systems for biomedical research,
will also be completed in the near future.

In the case of D. melanogaster, the whole
DNA sequence of its genome has been
known and available through the Inter-
net since 2000. Annotation of the DNA
sequence combined with all the informa-
tion assembled from studies of cloning
individual genes predicts 14 431 open read-
ing frames (ORFs). This indicates that
Drosophila is likely to have about 14 000 dif-
ferent kinds of proteins expressed during
its entire life cycle. Suppose one discov-
ers a protein of interest and uncovering
its identity appears to be important for
the further development of the ongoing
project. For the practice of PMF, it is nec-
essary that the protein of interest is isolated
from other proteins and displayed in a cer-
tain reproducible way. In the early phase
of proteomics around 1995, 2-D gel elec-
trophoresis has been the major technical
tool for the display and discovery of a pro-
tein of interest. However, in recent years,
the capabilities of 2-D gel electrophoresis,
when applied to a total protein extract of
biological samples, has been challenged.
The first weakness is the limitation in the
capacity of 2-D gel electrophoresis to dis-
play a large number of proteins at once.
The human genome is estimated to en-
code more than 30 000 proteins. Currently,
there is no 2-D gel electrophoresis system
to display proteins in the order of tens
of thousands. However, as discussed in
the previous chapter, it is unlikely for one
type of cell to express all the proteins.
Therefore, in practice, the total number of
proteins that one has to display on one
2-D gel is a fraction of 30 000. We have
no reliable data regarding how many pro-
teins are actually expressed in one type
of cell under a given physiological con-
dition. It is speculated that probably the
number is 5000 ∼ 10 000. The maximum
number of proteins that can be displayed
depends on the gel system used. However,
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it would be safe to say that 3000 ∼ 4000
is the maximum displaying capacity of
a 2-D gel at best. The second weakness,
which is somehow related to the first
problem, is the difficulty of displaying
minor proteins on a 2-D gel when ma-
jor proteins are present. It is speculated
that the dynamic range of protein expres-
sion can be in the order of 105 ∼ 106.
Therefore, if the protein sample contains
several major proteins, then the minor
protein components tend to be masked
on a 2-D gel. This type of situation will
be observed in the analysis of body fluids
such as blood. The third weakness is the
difficulty of displaying membrane-bound
proteins on a 2-D gel, especially of the
O’Farrell’s type. As mentioned earlier, the
2-D gel system developed by Ames and
Nikaido would ameliorate this difficulty.
However, each membrane protein has its
own characteristics; there is no guaran-
tee for the complete solubilization and the
subsequent display of membrane-bound
proteins on a 2-D gel. Because of these
disadvantages of 2-D gel electrophoresis,
other techniques for protein display and
analysis have been actively sought. One
major advance in this direction, sometimes
claimed as a technique ‘‘beyond 2-D gel,’’
is the development of multidimensional
high performance liquid chromatography
(HPLC). In this technique, the whole pro-
tein mixture will be extracted and subjected
to HPLC at least twice (two-dimensional
or 2-D) or more times (multidimensional).
The resins packed in the HPLC columns
have ‘‘orthogonal’’ analytical properties so
that the separation in each step will not
be redundant, but rather complementary,
making the separation of each protein thor-
ough. It should be noted, however, that
even a carefully designed and performed
multidimensional HPLC protocol could
suffer from technical imperfections such

as incomplete solubilization of proteins
and peptides or failure in effective elution
of those molecules from the columns. The
effectiveness of multidimensional HPLC
for displaying the proteome must be
tested empirically for each proteomics
application.

2.4
Peptide Mass Fingerprinting

Suppose that, after an intensive investiga-
tion, a protein is isolated and speculated
to be responsible for a certain physio-
logical and/or pathological activity. For
example, the protein of interest can be
displayed as a spot on a 2-D gel or can
be fractionated as a distinctive elution
peak on an HPLC. It should be noted
that a 2-D gel that has been run and
archived many years ago can still serve
as a sample source for PMF (Matsumoto
and Komori, the procedure for PMF is
summarized in Table 1). There are three
steps in PMF:

1. Endopeptidase digestion of the protein
of interest. In most of the PMF,
trypsin, which digests the carboxyl ter-
mini of lysine (K) and arginine (R), is
the endopeptidase of choice. Other en-
dopeptidases can also be used. In Fig. 2,
an example is shown when the protein
of interest was isolated on a 2-D gel.
In-gel digestion is preferentially used
for the digestion of proteins isolated on
either one-dimensional or 2-D gel elec-
trophoresis; although other methods
such as digestion after electroelution of
the protein or digestion after blotting on
a membrane filter can be used, the in-
gel digestion is less labor-intensive and
yet effective. In-gel digestion of a 2-D
gel protein spot followed by mass spec-
trometry was reported in the mid-1990s
by several groups.
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Tab. 1 Peptide mass fingerprinting (PMF) consists of three steps of
experimental operation; (1) in-gel digestion of protein by trypsin (1 ∼ 10), 2)
MALDI-TOF MS (11 ∼ 12) and 3) PMF search through the Internet database
(13 ∼ 15).

In-gel digestion
1. Excise the protein spot out. Destain the gel piece in 50% acetonitrile

(MeCN)/100 mM NH4HCO3, pH 8.0
2. Dry the gel piece briefly.
3. Apply 2 µL (1 µL each for two times) of TPCK-treated trypsin (Promega,

Madison, WI, USA) solution (1 µg/µL in 50 mM acetic acid) to the gel
piece.

4. Cover the gel piece with 50 µl of 2.5 mM NH4HCO3.
5. Digest at 30 ◦C for ca. 12 h.
6. Suck up the solution and keep it.
7. Extract the digested peptides with 60% MeCN/0.1% trifluoroacetic acid

(TFA) with shaking for 1 h.
8. Mix above 6 and 7 solutions and freeze-dry the peptide mixture.
9. Dissolve the residue in 5-µL water.

10. Submit 1 µL of the obtained sample to MALDI-TOF MS.

Mass spectrometry by MALDI-TOF MS
11. Mix 1 µL of the tryptic peptides with 1 µL of matrix solution consisting of

10 mg/ml α-cyano-4-hydroxycinnamic acid (α-CHCA) in 50% MeCN/0.1%
TFA in a plastic tube and apply 1 mL on a sample plate.

12. Dry the sample and measure the MALDI-TOF spectrum.

Peptide mass fingerprinting (PMF)
13. Read the mass numbers of the major peaks.
14. Search PMF through MS-Fit, and so on. If the search hits a promising

candidate for protein, retrieve the full sequence.
15. Reevaluate the PMF in reference to the full sequence of the candidate.

2. Mass spectrometry. Mass spectromet-
ric measurement of the tryptic digest of
a target protein can be made by either
of the two types of mass spectrome-
ters: electrospray-ionization (ESI) mass
spectrometer or matrix-assisted laser
desorption/ionization (MALDI) mass
spectrometer. The ESI ion source is
often interfaced with a quadrupole,
quadrupole ion trap, or time-of-flight
mass analyzer. The MALDI ion source
is commonly interfaced with a TOF
mass analyzer. The ESI ion source
has a tendency to produce multiply
charged peptide ions. In contrast, the
MALDI ion source produces mainly
singly charged peptide ions and thus

the interpretation of the mass spectrum
is straightforward. For the initial stage
of PMF, a MALDI-TOF mass spectrom-
eter (MALDI-TOF MS) is often used.
In Fig. 3, a PMF procedure by MALDI-
TOF MS is illustrated.

3. PMF by database search. After mea-
suring the peptide masses created
by an endoprotease such as trypsin,
the mass numbers will be searched
through a database. A conceptual
scheme for fingerprint matching is
illustrated in Fig. 4. The search is
usually performed through the Inter-
net, although the use of stand-alone
databases for the search is also pos-
sible. In this particular case shown
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Fig. 5 An example of peptide mass
fingerprinting database search: MS-Fit and
MS-Tag. In MS-Fit (Lower left), the m/z values of
the peptide ions are used for inquiries. In
MS-Tag (Lower right), the m/z values of
fragment ion tags are used for inquiries. In both
cases of database search, other parameters such

as ‘‘species,’’ ‘‘the protein molecular weight
range,’’ and ‘‘the tolerance of mass
measurement,’’ and so on can be specified. All
the print outs shown in Figs. 5, 6, and 8 are the
results of peptide mass fingerprinting using
Protein Prospector
(http://prospector.ucsf.edu/).

in Fig. 5, MS-Fit in Protein Prospec-
tor at http://www.prospector.ucsf.edu/
was used. Other database sites us-
able for PMF include MASCOT at

http://www.matrixscience.com/, Pro-
Found at http://prowl.rockefeller.edu/,
and PeptIdent at http://www.expasy.
org/. The output of MS-Fit search

Fig. 4 The concept of peptide mass fingerprinting: The amino acid sequence of the target protein is
initially unknown (a). The digestion of the protein by trypsin creates a mixture of peptides. The
following mass spectrometry gives the m/z values of tryptic peptide ions (b). If the amino acid
sequence of the protein is known, all the peptides generated by the tryptic digest can be predicted by
a theoretical (in silico) digestion. In a real experiment, however, it is unlikely that the mass
spectrometric measurement will reveal all the digested fragments. In this particular case, the
matched peptides covered only 72% (126 out of 173 amino acids) of the protein. ‘‘Peptide mass
fingerprinting’’ is a practice to predict the identity of the target protein based on the observed masses
of the peptide fragments.
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2. 23/103 matches (22%).  

m/z
Submitted

MH+

Matched
Delta 

Da
Modifications Start End

Missed
Cleavages

Database
Sequence

555.1728 555.5746 -0.40 100 103 0 (K) HNER (Q)
588.1864 588.6480 -0.46 113 116 0 (R) EFHR (R)

633.2100 633.7298 -0.52 pyroGlu 50 54 0 (R) QSLFR (T)

642.2540 642.7813 -0.53 158 163 0 (R) AIPVSR (E)

650.2117 650.7605 -0.55 50 54 0 (R) QSLFR (T)

700.2742 700.6239 -0.35 1PO4 66 70 1 (R) SDRDK (F)
744.2553 744.8366 -0.58 113 117 1 (R) EFHRR (Y)

1007.7610 1008.1726 -0.41 13 21 0 (R) ALGPFYPSR (L)

1073.3730 1074.1017 -0.73 pyroGlu 104 112 0 (R) QDDHGYISR (E)

1090.4710 1091.1324 -0.66 104 112 0 (R) QDDHGYISR (E)

1098.5320 1099.0396 -0.51 1PO4 164 173 0 (R) EEKPSSAPSS (-)

1163.7420 1164.3612 -0.62 12 21 1 (K) RALGPFYPSR (L)

1172.8230 1173.3195 -0.50 79 88 0 (K) HFSPEDLTVK (V)

1175.8360 1176.3204 -0.48 55 65 0 (R) TVLDSGISEVR (S)

1255.9640 1256.3002 -0.34 1PO4 55 65 0 (R) TVLDSGISEVR (S)

1255.9640 1256.3259 -0.36 146 157 0 (K) VQSGLDAGHSER (A)

1285.8770 1286.4799 -0.60 89 99 0 (K) VLEDFVEIHGK (H)

1324.0720 1324.3209 -0.25 2PO4 12 21 1 (K) RALGPFYPSR (L)

1627.1660 1627.6837 -0.52 100 112 1 (K) HNERQDDHGYISR (E)

1642.3460 1642.8177 -0.47 158 173 1 (R) AIPVSREEKPSSAPSS (-)

1822.9630 1823.0313 -0.068 89 103 1 (K) VLEDFVEIHGKHNER (Q)

2697.6330 2698.0625 -0.43 120 145 0 (R) LPSNVDQSALSCSLSADGMLTFSGPK (V)

3018.2390 3017.4283 0.81 118 145 1 (R) YRLPSNVDQSALSCSLSADGMLTFSGPK (V)

3018.2390 3017.9819 0.26 4PO4 120 145 0 (R) LPSNVDQSALSCSLSADGMLTFSGPK (V)

3034.3410 3033.4277 0.91 1Met-ox 118 145 1 (R) YRLPSNVDQSALSCSLSADGMLTFSGPK (V)

3034.3410 3033.9813 0.36 1Met-ox 4PO4 120 145 0 (R) LPSNVDQSALSCSLSADGMLTFSGPK (V)

The matched peptides cover 72% (126/173AA’s) of the protein.

Coverage Map for This Hit (MS-Digest index #): 754825

MS-Digest Search Results

Parameters
Database: NCBInr.10.25.2002
Index Number: 754825
Considered modifications: | Peptide N-terminal Gln to pyroGlu | Oxidation of M | Protein N-terminus Acetylated | 
Phosphorylation of S, T and Y | 
Digest Used: Trypsin
Max. # Missed Cleavages: 1
Peptide N terminus: Hydrogen
Peptide C terminus: Free Acid
Cysteine Modification: acrylamide
Instrument Name: MALDI-TOF
Minimum Digest Fragment Mass: 500
Maximum Digest Fragment Mass: 4000
Minimum Digest Fragment Length: 5
Index Number: 754825
Acc. #: 19526477 Species: UNREADABLE Name: gi|19526477|ref|NP_036666.2| (NM_012534) crystallin, alpha polypeptide A 
[Rattus norvegicus]
pI of Protein: 5.8
Protein MW: 19792
Amino Acid Composition: A6 C1 D14 E11 F14 G10 H7 I7 K7 L16 M2 N2 P11 Q6 R13 S23 T5 V11 W1 Y6

1 11 21 31 41 51 61 71
MDVTIQHPWF KRALGPFYPS RLFDQFFGEG LFEYDLLPFL SSTISPYYRQ SLFRTVLDSG ISEVRSDRDK FVIFLDVKHF

81 91 101 111 121 131 141 151
SPEDLTVKVL EDFVEIHGKH NERQDDHGYI SREFHRRYRL PSNVDQSALS CSLSADGMLT FSGPKVQSGL DAGHSERAIP

161 171

VSREEKPSSA PSS

The matched peptides cover 72% (126/173 AA's) of the protein.

Fig. 6 The results of MS-Fit database search indicated in Fig. 5 (shown in the upper right
corner). Clicking each hyperlink will output: (1) NCBI Protein Database Entry (by clicking
Accession #; shown in the lower right), (2) the calculated and the observed fragments including
posttranslational modifications (by clicking the candidate listing; shown in the upper left), and
(3) the MS-Digest Search Result (by clicking MS-Digest Index #; shown in the lower left).

shown in Fig. 5 is shown in
Fig. 6.

2.5
Confirmation of the Candidate Protein in
Peptide Mass Fingerprinting

In an ideal case of PMF, all the predicted
(in silico) fragments of the protein of in-
terest are supposed to be confirmed in
the mass spectrum. Practically, though,
a total coverage of peptide mass finger-
prints is unlikely to be achieved from
many reasons, including incomplete di-
gestion, low ionization efficiencies of some
of the proteolytic peptides, loss of material
during sample processing, and posttrans-
lational modifications of amino acid side

chains. Observation of peptides with unex-
pected masses, that is, ‘‘orphan masses,’’
is rather common and is attributed to
(1) posttranslational or artifactual mod-
ification, imperfect proteolysis, and/or
contaminated proteins in the case of suc-
cessful protein identification and (2) false
positive identification of a protein.

2.5.1 Confirmation by ‘‘Orthogonal’’ Type
of Data
In order to increase the confidence of
the PMF, further experiments need to
be performed. One way is to incorpo-
rate ‘‘orthogonal data types’’ in addition
to the original PMF. The orthogonal data
types include (1) chemical modification
such as methyl esterification (increase of
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14 mass units) on aspartic acid, Glutamic
acid, and C-terminus carboxyl groups,
(2) iodination on tyrosine and histidine
residues (increase of 126 mass units),
(3) hydrogen/deuterium exchange on all
amino acids (increase of one mass unit per
exchanged atom), and others. One may ex-
tend the orthogonal data types into other
data types; given the amino acid sequence
of the candidate protein, one may predict
many properties and results that can be
derived by further experiments. For exam-
ple, if an antibody specific to the candidate
protein is available, a western immuno
blot will give further evidence. Alterna-
tively, partial Edman sequencing of the
N-terminus or the N-termini of internal
peptides after appropriate endopeptidase
digestion and peptide isolation will also
give orthogonal type data for further confir-
mation. Most importantly, after this initial
stage of discovery, the candidate protein
will emerge and a hypothesis will be made.
In all the scientific investigations, further
experiments must be carried out to con-
firm the hypothesis. If the assignment of
the protein identity is incorrect, the follow-
ing experiments will produce contradictory
results, resulting in the correction of the
old hypothesis to a new hypothesis. This
cyclic process was declared by Peirce as
part of abductive inference.

2.5.2 Confirmation by Peptide
Fragmentation by MS/MS
Mass spectrometry can create further evi-
dence for the confirmation of the candidate
protein if the machine is equipped with
collision-induced dissociation (CID) capa-
bility. For this purpose, the mass spec-
trometer needs to have at least two ion
mass analyzers. This can be achieved in
two ways: (1) by connecting two ion mass
analyzers in series, for example, such as
a tandem quadrupole (tandem Q) mass

spectrometer or a tandem time-of-flight
mass spectrometer (TOF-TOF), and (2) by
connecting two different types of ion mass
analyzers, for example, such as quadrupole
time-of-flight (Q-TOF) mass spectrometer
or quadrupole ion trap time-of-flight (QIT)
mass spectrometer. These mass spectrom-
eters enable a real CID fragmentation to
confirm the candidate proteins from the
daughter ions and they are at the higher
end in cost.

A MALDI-TOF mass spectrometer
equipped with a reflectron can also obtain
a fragmentation spectrum through ‘‘post-
source decay (PSD)’’ mechanism. In the
PSD process, the ion to be analyzed will
be selected and separated through an elec-
tric mirror called ‘‘reflectron.’’ An example
is shown to confirm a peptide ‘‘ALGP-
FYPSR’’ in Fig. 7. All the expected ions in
the fragmentation process can be predicted
by computer algorithm, as illustrated in
Fig. 8.

3
Logic in Proteomics

3.1
Proteomics and Abductive Inference

The advancement of medical biosciences
in the past decades has accumulated mas-
sive amounts of information due to the
rapid technological development in every
relevant area. The increase in knowledge
and technologies in molecular biology has
played an especially significant role in di-
recting the researchers toward molecular
medicine. Molecular biology in the mod-
ern context can be said to have started
when the double helical structure of DNA
implying the mode of its replication was
revealed by Watson and Crick in 1953.
Half a century later, the draft of human
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Fig. 7 An example of peptide fragmentation by PSD by MALDI-TOF MS. The ion at
m/z = 1007.76 (shown in MS) was selected and analyzed by PSD (shown in PSD). The
fragment ions shown support the assignment of the m/z = 1007.76 peak to be the peptide
α-A-crystallin amino acid 13–21 with the sequence ‘‘ALGPFYPSR.’’

genome was completed in 2001. The draft
of the human genome marks an epoch
and summarizes all the efforts in the par-
ticipating areas in biomedical sciences.
During the past half century, the logical
approaches that molecular biologists used
are based mainly on ‘‘reductionism’’; a sci-
entific strategy and belief that a deeper
understanding would be possible by in-
vestigating entities at more and more
miniscule dimensions (see, for example,
‘‘Methodological reductionism’’ pp. 750,
The Oxford Companion to Philosophy).
The first and most triumphant reduction-
ist approach in modern biochemistry took
place when Eduard Büchner (1860–1917)
showed that the cell-free systems of yeast
are still capable of fermenting glucose in a

test tube. The reductionist approach flour-
ished since then toward the middle of the
twentieth century, establishing the major
metabolic pathways including glycolysis,
gluconeogenesis, glycogen metabolism,
citric acid cycle, pentose phosphate cy-
cle, biosynthetic pathways of amino acids
and nucleotides, catabolism of fatty acids,
and others. Since the emergence of the
Watson-Crick’s double helix model of
DNA, the trend of biochemical investi-
gations shifted toward topics other than
metabolism and a new area called molec-
ular biology was gradually established in
1970s. The completion of the draft of hu-
man genome announced in 2001 is an
epoch-making event, eloquently summa-
rizing the past half a century of molecular
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(a)

(b) (c)

Fig. 8 The peptide fragments induced in the MS/MS process can be
predicted by computer algorithm. Clicking the measured sequence (in the
upper figure) outputs the MS-Product Search Results shown in (b) and (c).

biology. The initiation and substantial ac-
celeration of progress in genome projects
of bacteria, simple eukaryote models such
as yeast, nematode, and fruit fly, and ver-
tebrate models such as rodents took place
in the late 1980s through the early 1990s.
It is in this period that the proteomics was
prepared and initiated.

The logic and strategies of proteomics in-
vestigation are novel and unique compared
to those in conventional biochemistry and
molecular biology. The reductionist ap-
proach in these areas has its origin in the
use of cell-free systems and all subsequent
efforts to fractionate the components. This
approach constitutes the backbone of most
of the disciplines in modern natural sci-
ences including physics and chemistry.

The arguments that have been employed
in modern science are said to be classified
in two categories; deduction and induc-
tion. However, it appears that the logical
backbone of proteomics approach is ‘‘ab-
ductive inference or abduction,’’ which is
completely different from either deduction
or induction.

Umberto Eco explains the difference
between deduction, induction, and abduc-
tion as follows: ‘‘Suppose I enter a room
and there find a number of bags, con-
taining different kinds of beans. On the
table there is a handful of white beans;
and after some searching, I find one of
the bags contains white beans only. I at
once infer as a probability, or as a fair
guess, that this handful was taken out of
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that bag. This sort of inference is called
making a hypothesis’’. Eco continues as
follows:

In the case of logical deduction there is
rule from which, given a case, I deduce
a result: All the beans from this bag are
white – These beans are from this bag – These
beans are white.

In the case of induction, given a case
and a result, I infer a rule: These beans are
from this bag – These beans are white – All
the beans from this bag are white (probably).

In the case of hypothesis or abduction,
there is the inference of a case from a rule
and a result: All the beans from this bag are
white – These beans are white – These beans
are from this bag (probably).

– Umberto Eco, ‘‘A Theory of Semiotics’’
If we follow Eco’s format, the logical

structure of PMF can be represented by
the following three statements:

1. Gene X is translated into protein Y.
Protein Y, if digested, will produce a
peptide mass fingerprint represented
by a set of mass (y1, y2, y3, . . .).
(This is what Eco designates a ‘‘rule.’’)

2. The digestive products of protein A gave
a peptide mass fingerprint represented
by a set of mass (y1, y2, y3, . . .).
(This is what Eco designates a ‘‘re-
sult.’’)

3. Protein A is the same entity as protein
Y and is encoded by gene X.
(This is what Eco designates a ‘‘case.’’)

In Table 2, the relationship between
deduction, induction, and abduction is
summarized. Thus, the argument involved
in PMF is an example of abduction as
explained in Table 2. Note that neither
rule nor result requires precise knowledge
of the identity of protein encoded by
gene X.

Tab. 2 Deduction, induction, and abduction.

In the case of deduction, the argument follows as indicated below:
Rule: Gene X is translated into protein Y. Protein Y, if digested, will produce

a peptide mass fingerprint represented by a set of mass (y1, y2, y3, . . .).
Case: Protein A is the same entity as protein Y and is encoded by gene X.
Result: The digestive products of protein A

gave a peptide mass fingerprint represented by a set of mass (y1, y2, y3, . . .).
The conclusion derived by deduction is always true.

In the case of induction, the argument follows as indicated below: Case: Protein A is
the same entity as protein Y and is encoded by gene X.

Result: The digestive products of protein A
gave a peptide mass fingerprint represented by a set of mass (y1, y2, y3, . . .).

Rule: Gene X is translated into protein Y. Protein Y, if digested, will produce
a peptide mass fingerprint represented by a set of numbers (y1, y2, y3, . . .).

The conclusion derived by induction could be either true or false.

In the case of abduction, the argument follows as indicated below:
Rule: Gene X is translated into protein Y. Protein Y, if digested, will produce

a peptide mass fingerprint represented by a set of numbers (y1, y2, y3, . . .).
Result: The digestive products of protein A gave

a peptide mass fingerprint represented by a set of numbers (y1, y2, y3, . . .).
Case: Protein A is the same entity as protein Y and is encoded by gene X.
The conclusion derived from abduction is actually a hypothesis that needs to be

proven by further experiments.
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3.2
Advantage of Proteomics Approach over
Conventional Hypothesis-based
Investigation

The logical structure of proteomics investi-
gation as explained in 3.1 renders a unique
advantage that does not exist in conven-
tional hypothesis-based investigation. The
distinguishing characteristic of abductive
inference is the fact that it requires no ini-
tial hypothesis. This is because abduction
is a process of inferring to the best explana-
tion. Abduction, instead of being based on
a hypothesis, will create a hypothesis. This
characteristic in the logical structure of
proteomics approach makes it suitable for
the investigation of complex systems such
as cellular signaling and gene expression.
The wider the system to be investigated
in biomedical sciences, the more complex
and nonlinear the underlying molecular
mechanisms will be. The most extreme
cases include diagnosis of diseases. Ab-
duction has been evaluated to be the right
and practical logic of diagnosis. In a similar
context, abductive inference in proteomics
investigation will be a powerful tool to
study the diagnostic and pharmacological
aspects of human diseases. There is no
surprise in observing the fact that many
pharmaceutical/biotechnology companies
have initiated and invested substantial re-
sources along this line, resulting in new ar-
eas such as pharmaceutical proteomics or
proteomics of diseases. A unifying theme
in all these efforts is the holistic char-
acter of approach. Expected prospective
areas using proteomics approach include
the following: cancer diagnosis, disease di-
agnosis from body fluids, pharmacological
screening, toxicology, hormone research,
and diagnosis of infection. In fact, the ap-
plicability of proteomics investigation to
medicine is unlimited.

4
Proteomics under a Particular Theme:
Ocular Proteomics

Although proteomics techniques are high
throughput in nature, it is more sensi-
ble to reduce the variables in the original
samples as much as possible in order
to make the interpretation of the results
simpler. Practically speaking, each pro-
teomics investigator is likely to have a
specific target. ‘‘Ocular proteomics’’ is
illustrated here as an example. All the
visual information is initiated when pho-
tons reflected from the visible objects get
absorbed by the retinal (i.e. vitamin A alde-
hyde) chromophore in the visual pigment
molecules rhodopsin and cone visual pig-
ments. These visual pigments constitute
the photosensitive membrane structure of
photoreceptor cells in the retina. The retina
contains, in addition to photoreceptor cells,
other types of neural and glial cells in or-
der to maintain its function. The neural
retinal cells process visual signals prior
to the visual cortex of the CNS. There
are numerous diseases reported in which
malfunction and deterioration of retinal
cells occur. Some retinal degenerative dis-
eases are apparently caused by mutations
by retinal specific genes, implying that
protein malfunction causes the retinal de-
generation. Therefore, cataloguing all the
proteins expressed in the retina will be a
useful resource for the understanding of
retinal function and its malfunction at the
protein level.

An effort has been made to initiate
cataloguing proteins expressed in the
photoreceptor cell layer of bovine retina
compared to the rest of the retina from
which the photoreceptor layer has been
depleted. In order to dissect the retina,
a tissue printing method was used, as
illustrated in Fig. 9. The variation of this
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Fig. 9 A schematic diagram for preparation of the photoreceptor cell monolayer. (i) The
eyeball is cut obliquely along the line t to t’. Cornea (COR), Optic nerve (OP). (ii) Vitreous
humor (V) is removed from the eyecup. (iii) & (iv) The dissected eyecup is inverted.
Retina (R). (v) & (vi) The retina is transferred to a Whatman filter paper (F) and lifted. (vii)
The filter paper is overlaid face-side down onto a nitrocellulose membrane (NC). (viii) As
the filter paper is lifted, the photoreceptor cell monolayer (PCL) remains on the
nitrocellulose membrane. The excess margin of NC is removed with scissors. (ix) The PCL
preparation is obtained. (viii′) As a modification, a plastic Petri dish is used instead of the
nitrocellulose membrane. (ix′) The PCL transfers onto the Petri dish.
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method can be used for other tissues
if cells of significant similarity form a
layer detachable from other types of cells.
After tissue printing of the photoreceptor
cells, the separated layers were examined
by morphology (Fig. 10, left). Each layer
of preparation was processed for 2-D
gels (Fig. 10, right). The major 2-D gel
spots on the photoreceptor layer (PCL)
were excised and PMF was performed.
The results of PMF are summarized in
Table 3. By comparing the 2-D gels in
Fig. 10 and Table 3, we conclude that
four protein spots are expressed more
abundantly or even exclusively in the PCL
layer; Spot 1, Spot 8, Spot 9, and Spot
12. The protein represented by Spot 1 is
IRBP, which is an extracellular protein
assumed to be responsible for carrying

retinoids between the pigment epithelial
cells and the photoreceptor cells. The
proteins represented by Spot 8 and Spot
9 are aspartate aminotransferase (AAT)
and creatine kinase (CK) respectively, both
of the mitochondrial type. Both of these
enzymes are crucial components of the
energy metabolism in the mitochondria.
The protein represented by Spot 12
is the β subunit of transducin, which
is involved in the G protein–coupled
receptor signaling in the photoreceptor
excitation and, therefore, is highly specific
to the photoreceptor cells. The protein
spots other than 1, 8, 9, and 12 also
exist abundantly in the rest of the retina
(Fig. 10). Those proteins expressed in
high abundance in the entire retina are
components of the glycolysis, as illustrated

Photoreceptor cell layer (PCL)

Rest of the retina

OS

IS

ONL

OPL

INL

ONL
OPL

INL

OS

IS

(a) (b)

(c)

(d)

Fig. 10 Electron microscope images (Left) of the bovine retina (a), residual
retina after removal of the photoreceptor cell monolayer (b), PCL adhered to
nitrocellulose (c). Figure (d) illustrates the enlarged portion of OS as indicated by
a square in Fig. (c). OS, outer segments; IS, inner segments; ONL, outer nuclear
layer; OPL, outer plexiform layer; INL, inner nuclear layer. Each bar in the figures
indicates dimension. The PCL sample and the rest of the retina were then
subjected to 2-D gel electrophoresis (Upper and Lower Right).
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Tab. 3 Major photoreceptor cell proteins assigned. MW, molecular weight in kilodaltons; pI,
isoelectric point.

Spot # Assignment MW/pI Comments

1 IRBP 138 kDa/5.0 Retinoid metabolism/extracellular
2 cis-Aconitase 82.7 kDa/7.6 TCA cycle/mitochondrial
3 Pyruvate kinase 55 kDa/7.7 Glycolysis/cytosolic
4 F1-ATPase 55.3 kDa/8.6 Respiratory/mitochondrial
5 Enolase 50 kDa/5.9 Glycolysis/cytosolic
6 Unknown
7 Phosphoglycerate kinase 47 kDa/8.0 Glycolysis/cytosolic
8 (AAT) 45 kDa/9.2 Mitochondrial
9 Creatine kinase 43 kDa/7.2 Mitochondrial

10 Pyruvate dehydrogenase 41 kDa/8.6 Glycolysis/cytosolic
11 Glyceraldehyde 3-phosphate

dehydrogenase
36 kDa/8.5 Glycolysis/cytosolic

12 Transducin-β 37 kDa/5.9 Phototransduction/membrane

in Fig. 11. From these results, one may
conclude at least two things: (1) in bovine
retina, the most abundant classes of
proteins include the enzymes that are
responsible for basic metabolism such as
glycolysis, and (2) in the photoreceptor
layer, two enzymes, that is, AAT and
CK in the mitochondria responsible for
the energy metabolism, are abundant
compared to the rest of the retinal
layer excluding the photoreceptor cells.
Interesting conjectures emerge from these
results. These conjectures can be evaluated
by questions such as follows: (1) Do the
mitochondria in the photoreceptor cells
express larger quantities of AAT and CK
compared to those in the rest of the retina?
(2) Is the role of AAT in the photoreceptor
cells to bypass the tricarboxylic acid cycle?
These questions are being asked on the
basis of a new set of hypotheses that
did not exist before the experiments.
Therefore, the whole process of proteomics
approaches follows the method of abductive
inference (or making hypotheses) that Peirce
formulated. It should be noted that, based
on these new hypotheses, another set of

experiments will be performed and that the
experiments should be conducted on the
basis of hypotheses through conventional
investigational logic, hence not by the
‘‘abductive inference’’ per se used in the
very beginning of inquiries.

5
Quantitative Proteomics

The first stage of proteomics is to compare
two samples, that is, a standard and the
unknown sample. In order to obtain quan-
titative results in the comparison, there are
at least two types of techniques available.

First is a rather straightforward method
of obtaining quantitative data by scanning
the 2-D gels by a densitometric scanner
and quantifying the density of each
individual spot by integration of pixels. In
order to perform this type of quantitation,
a scanning densitometer with an accurate
calibration and software to perform the
gel image analysis and pixel integration
of each spot are required. Currently, there
are several companies selling a scanning
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Fig. 11 The major proteins expressed in the bovine retina are enzymes in
carbohydrate metabolism. The mitochondrial AAT is expressed in a larger
quantity in the PCL compared to the rest of the retina. This result produces a
hypothesis that the tricarboxylic cycle in the PCL operates differently from that
in the rest of the retinal cells, that is, the interconversion of glutamate (Glu)
and aspartate (Asp) via the bypass reaction between oxaloacetic acid (OAA)
and α-ketoglutaric acid (α-KG) is more active in the PCL than the rest of the
retina. The metabolic scheme is adapted from a website at Kyoto Encyclopedia
of Genes and Genomes (KEGG).

densitometer and software that are suitable
for this purpose.

Second group of quantitation methods
utilizes modification of amino acid side
chains with a couple of agents that
have different physical properties such

as different emission properties in a pair
of fluorescent dyes or different masses
caused by the incorporation of stable
isotopes such as deuterium (D), which has
2 u compared to H (1 u). Carbon-13 (13 u)
instead of carbon-12 (12 u) and nitrogen-15
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(15 u) instead of nitrogen-14 (14 u) can
also be used. In this type of quantitation,
one sample (control) is labeled with a
reagent with a certain property and the
second sample (experiment) is labeled with
a reagent with a property distinguishable
from the control. Endopeptidase digestion
needs to be done after or before the
modification of amino acid side chains,
depending on which system will be used.

For example, in a protocol called
‘‘2-D Fluorescence Differential Gel Elec-
trophoresis (DIGE)’’, two protein samples
will be modified by two different fluo-
rescent dyes that emit at distinguishable
wavelengths, and mixed. The mixture of
fluorescent dye-labeled proteins will be
separated on a 2-D gel. Since the pair
of fluorescent dyes are designed so that
the changes in the isoelectric point (pI)
and the molecular weight are the same
between the control and the experiment,
each protein of the same kind, though orig-
inating from different samples, migrates
and focuses at the same spot on a 2-D gel.
With the use of a two-color scanning fluo-
rescence densitometer, the amount of the
modified proteins can be quantified.

Another example of quantitation in the
second group is a mass spectrometric
method in which a pair of light or heavy
peptide modifier is used. ‘‘Isotope Coded
Affinity Tag (ICAT)’’ is an especially suc-
cessful technique that belongs to this cate-
gory. In the ICAT technique, two different
samples will be labeled by a derivative of a
cysteine-modifier iodoacetoamide that car-
ries an affinity tagged biotin and 8 atoms
of deuterium (d8-ICAT). A control ICAT
reagent was synthesized without the 8
atoms of deuterium, making the reagent
8 u lighter than the d8-ICAT. The two
samples modified with d8-ICAT and ICAT
will be digested. The advantage of ICAT
is that the affinity tag biotin can be used

to purify the modified peptide fragment.
After affinity purification by an avidin col-
umn, the eluate will be analyzed by an
HPLC-interfaced ESI mass spectrometer.
A deuterium-labeled N-alkylmaleimides
also can be used in this type of analysis
without the sophistication of affinity tag.
Another method to quantify protein in-
volves the digestion of one protein sample
in the presence of 18O-labeled water. The
other sample to be compared will be di-
gested in regular water (16O). The former
digests will make each peptide 4 u heavier
than the latter. After mixing the digests
and a high-resolution mass spectrometric
analysis, the ratio between the two peaks
separated by 4 u indicates the ratio of the
protein existing in the two samples.

6
Proteomics and Molecular Medicine

The unique characteristic of proteomics
approach that does not require presuppo-
sitions or hypotheses makes it an excellent
tool for molecular medicine. Instead of
starting from one particular protein that is
supposed to be important for the under-
standing of molecular mechanisms under-
lying a disease, a proteomics approach can
start from evaluating the protein expres-
sion and modification and their abnormal
variance without knowing what they are in
the beginning. Development of technolo-
gies in many areas in the past decades
enabled us to apply a proteomics approach
to virtually any area of medical biosciences.
Each area of proteomics inquiry will be de-
fined well by the set of parameters in its
particular project. One can choose any in-
put parameters that affect the system to
be investigated, and, depending on the
variable parameters, proteomics can be
classified as, for example, ‘‘pharmaceutical
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proteomics,’’ ‘‘physiological proteomics,’’
‘‘pathological proteomics,’’ and so on. For
example, with a proteomics approach, it is
now feasible to initiate a project to evaluate
the effect of drugs on the protein expres-
sion and posttranslational modification in
a particular type of cells under a particular
set of physiological parameters (pharma-
ceutical proteomics). Another example is
that a comparison of proteins from can-
cerous tissues and those from normal
tissues may give us a hint to initiate a new
project based on a new hypothesis (cancer
proteomics). Thus, the applicability and
versatility of proteomics approach to the
study of diseases appear to be unlimited.
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Keywords

Matrix-assisted Laser Desorption and Ionization (MALDI)
Biomolecules that are cocrystallized with a much larger amount of organic compounds
on a substrate are laser-ablated to accomplish desorption and ionization for mass
spectrometry detection.

Time-of-Flight Mass Spectrometer (TOF)
A mass spectrometer that is used to determine the mass-to-charge ratio of gas-phase
ions by measuring the flight time in a drift tube for ions.

Gel Electrophoresis
Migration of charged molecules in an electric field with gel as a medium, which is
obtained for separation and/or purification of biomolecules.

DNA Hybridization
Two single-stranded DNAs with complementary sequences combine to produce a
double-stranded, with hydrogen bonding between two single-stranded DNAs.
Hybridization is often used for DNA sequence identification. Microarray hybridization
is often used for high throughput–DNA analysis.

DNA Sequencing
A process that determines the sequence of bases in a DNA segment.

Abbreviations

ASPCR: Allele-specific polymerase chain reaction
CF: Cystic fibrosis
CFTR: Cystic fibrosis transmembrane conductance regulator
ds-DNA: Double-stranded deoxyribonucleic acid
DNA: Deoxyribonucleic acid
DRPLA: Dentatorubral-pallidoluysian atrophy
EDTA: Ethylene diamine tetraacetic acid
IR-MALDI: MALDI with an infrared laser beam for desorption
MALDI: Matrix-assisted laser desorption/ionization
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MS: Mass spectrometry
PCR: Polymerase chain reaction
RFLP: Restriction fragmented length polymorphism
ss-DNA: Single-stranded deoxyribonucleic acid
SNP: Single nucleotide polymorphism
STR: Short tandem repeat
TOF: Time-of-flight
TOFMS: Time-of-flight mass spectrometry
UV-MALDI: MALDI with an ultraviolet laser beam for desorption
VNTR: Variable number of tandem repeats

� Recently, high-speed DNA fragment sizing has been in critical need due to its
important application on genomic function, DNA sequencing, disease diagnosis,
DNA typing for forensic use, and microbial analysis for bioagent identification. Mass
spectrometry has played a key role in rapid DNA sizing. This article discusses the
fundamental principles of mass spectrometry for DNA analysis and the advantages
and disadvantages of mass spectrometry compared to other approaches. It also
gives a brief historical review of the development of mass spectrometry for DNA
analysis. Applications in DNA sequencing, genetic disease diagnosis, and DNA
finger printing are also presented.

1
Introduction

Since the discovery of the double-helix
structure of DNA by Watson and Crick,
research on DNA has been a key compo-
nent of biological and medical research.
The major functions of DNA comprise
the transmission of information through
a genetic code and self-replication. Many
important advances have been made in
understanding the complex organization
of genetic material in cells and apply-
ing genetic engineering to manipulate
the replication capability. However, be-
cause of the extreme complexity of the
human genome, a worldwide Human
Genome Project on mapping and se-
quencing the entire human genome was

initiated in 1988 and has been more or
less completed recently. The interest in
DNA sequencing has expanded to include
microbial genome, mouse genome, rice
genome, and others. It is also expected
that the need to sequence and resequence
known genes will be increased by many or-
ders of magnitude in the coming decades.
Nevertheless, nearly all the data relating
to sequencing of DNA have been obtained
by gel electrophoresis, which is still rel-
atively slow and somewhat expensive. It
is clear that faster and cheaper methods
are in critical need. For most resequenc-
ing work, the sequencing speed and cost
can be more critical than the size of DNA
that can be sequenced. Mass spectrometry
for DNA sizing and analysis can serve this
purpose because of its short analysis time.
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1.1
Time-of-flight Mass Spectrometry

The conventional method used for DNA
measurement is gel electrophoresis. In
this process, an electric field is applied
to the gel medium to cause the drift of
DNA fragments, which typically exist as
charged particles. The drift velocity tends
to be lower as DNA fragments become
larger. However, this process is slow and
needs hours to separate different sizes of
DNA fragments. The DNA-sizing speed
by capillary gel electrophoresis is signifi-
cantly faster than slab-gel electrophoresis.
Nevertheless, mass spectrometry DNA siz-
ing is much faster than either of the
methods of electrophoresis. Mass spec-
trometry has been used for several decades
to measure the molecular weight of gas
samples by mass-to-charge ratio. In order
to use a mass spectrometer for molec-
ular weight determination, the relevant
molecules need to be produced in gas
phase. The pressure inside the mass spec-
trometer needs to be less than 10−4 Torr
in order to prevent collisions between the
ions and other gaseous molecules. Ow-
ing to the practically zero-vapor pressure
of DNA at room temperature, a method
of producing DNA gas-phase molecules is
required. Desorption of DNAs by a laser
beam oran ion beam is often needed.
Another approach is to introduce sol-
vated DNA samples through electrospray
or ionspray processes. Since mass spec-
trometry is based on the detection of
gas-phase ions, a means to produce such
ions is obviously needed. Ions can be pro-
duced by several different processes. These
processes include charged particle ioniza-
tion, photoionization, chemi-ionization,
and electron-impact ionization. All these
processes involve the removal of an elec-
tron from a molecule to form a positive

ion. However, positive or negative ions
can also be produced by attaching or
detaching a charged particle such as a pro-
ton. This process is quite often achieved
by a chemical process. Once the ions
have been produced, various sizes of ions
may be separated by electric or magnetic
fields. The mass-resolved ions are then
accelerated to impinge on a solid sur-
face of low work function to generate
secondary electrons, which are subse-
quently detected by an electron multiplier,
or a channeltron or microchannel plates
(MCP). Since these electron detection de-
vices can have an amplification factor of
108, even a single secondary electron can
be detected.

Owing to the similarity of principles be-
tween a time-of-flight mass spectrometer
(TOFMS) and a gel-electrophoresis device,
a time-of-flight mass spectrometer is most
often used for DNA detection. A TOFMS is
a device in which ions of different masses
are given the same energy and are allowed
to travel in a field-free space. Because of
their different velocities, the ions of differ-
ing masses arrive at the end of the field-free
space at different times, where an ion de-
tector produces a time-varying electrical
signal proportional to the number of ions
impacting it. The amplified current sig-
nal is typically displayed on a fast digital
oscilloscope, where the molecular weights
can be determined by measuring the time
interval between the creation of ions and
the detection of ions. The ions need to
be produced in a very short time inter-
val and in a very small volume in order
to achieve high resolution mass spectra.
Thus, ionization by a short-pulsed laser
beam is an ideal choice for a TOFMS. A
schematic of a typical TOFMS is shown in
Fig. 1. Ions are produced by a short-pulsed
laser beam, which is typically focused to a
small area in the ionization region. Ions
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Fig. 1 Schematic of a typical MALDI Time-of-flight mass
spectrometer. A laser beam is focused onto a sample for
desorption and ionization through protonation/deprotonation
process. UV, IR, and visible lasers have all been used for
MALDI. However, most works have been done with UV-laser
desorption. A video camera is typically used to observe the
sample location so that the laser beam can be focused on the
desired location. Pulsed-ion extraction is often used to
enhance mass resolution. A guide wire is used to achieve the
oscillation of desorbed ions to reduce the desorbed
biomolecular ions hitting the wall of vacuum chamber. A
charged particle detector such as microchannel plate is used
for ion detection. Most commercial instruments have sample
holder with array configuration so that multiple samples can
be placed in the mass spectrometer for analysis.

are then accelerated to a uniform energy
by an electric field before they go into the
free drift zone. An electron multiplier or
a microchannel plate is placed at the end

of the drift tube to detect the ions. Since
ions have different initial velocities when
they are produced, the higher the accelera-
tion energy, the lesser the effect the initial
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velocity spread will have on the flight time,
and the higher the mass resolution will
be. On the other hand, a higher voltage
gradient in the area of the ionizing laser
will result in ions produced in different
parts of the laser beam being accelerated
through different potentials, reducing the
resolution of the flight times. Better res-
olution is achieved with a smaller ratio
of ionization radius to acceleration length.
There are several ways to improve the res-
olution of a TOFMS. A popular approach
is the reflectron TOFMS. An electrostatic
lens to bend ion trajectory is typically
placed at the end of the drift tube to re-
flect the ions toward the detector. This
design can be used to compensate for ei-
ther the initial velocity spread or the spatial
spread of the ions. However, it is difficult
to compensate for both velocity spread and
spatial spread. Resolution (M/�M) of 105

for a reflectron TOFMS has been achieved
by a few groups of researchers. One major
advantage of a TOFMS over other types of
mass spectrometers is its speed in mea-
suring all the masses in a sample in a
very short period of time, and another is
its capability of measuring ions with very
high molecular weights. In principle, there
are no limitations on the size of molecules
that can be measured by a TOFMS if the
ions can be accelerated to a high enough
velocity that secondary electrons can be
ejected due to the ion’s impact on the ion
detector. This property is critically impor-
tant for the detection of DNA fragments
since most DNA fragments have very high
molecular weights.

A mass spectrometer can be used
for molecular weight determination only
under the condition that the molecular
ions are produced in space. Thus, a mass
spectrometer, usually, can only be used
for materials with vapor pressure higher
than 10−14 Torr at room temperature.

Although the minimum vapor pressure
required is very low, the vapor pressures
of many materials at room temperature
are even lower (lower than 10−14 Torr).
DNA fragments are in this category. In
order to use mass spectroscopy for DNA
measurement, it is necessary to develop
a method that places DNA fragments
in space without breaking them up.
Recent developments in laser desorption
have been significantly successful in
achieving this. A frozen double-stranded
DNA fragment on a copper plate was
successfully desorbed by a dye-laser beam.
Gel electrophoresis was used to prove
the success of laser desorption of a large
amount of DNA. However, the use of mass
spectrometry for DNA analysis requires
both desorption and ionization.

1.2
Matrix-assisted Laser
Desorption/Ionization (MALDI) for DNA
Analysis

Since a mass spectrometer can only be
used to detect ions, some process of
ionization is necessary if only neutral DNA
segments are produced in the desorption
process. Ionization can be achieved either
by electron detachment to form a neat
positive ion or by electron attachment
to form a neat negative ion. Ions can
also be produced by protonation to form
(M + H)+ or deprotonation to produce
(M − H)−. Since the size of a DNA
segment is usually large and some of
the DNA bonding (such as the glycosidic
bond) is fragile, successful soft ionization
to produce parent ions without breakup
is a challenge. In addition to the soft
desorption and soft ionization, the third
major problem is the difficulty in detecting
very heavy ions. In order to use an electron
multiplier or an MCP in the detection of an
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ion efficiently, the ion velocity needs to be
greater than 1.5 × 106 cm/s. For example,
a 1000-bp DNA segment has a molecular
weight of ∼600 000 daltons. These ions
need to be accelerated to 700 KeV in
order to reach a velocity of 1.5 × 106 cm/s.
Most mass spectrometer designs are not
suitable for accelerating very heavy ions
to the velocity required for detection.
Recently, the secondary electron emission
efficiency at various velocities for a few bio-
organic molecules was measured and the
conclusion reached was that the threshold
velocity could be somewhat lower than
1.5 × 106 cm/s for larger molecules. The
successful detection was attributed, at least
partially, to the ejection of smaller ions
when large ions hit the metal plates.
Nevertheless, the low detection efficiency
for very large molecular ions is a concern
when using mass spectrometry for the
detection of very large DNA segments.

It is clear that the use of mass spectrom-
eters for DNA detection will require the
solution of several challenging problems.
However, there is a major advantage in
using mass spectrometry because of the
potential to achieve ultrafast speed. Us-
ing gel electrophoresis for DNA separation
typically takes a few hours. If radioactive
tagging is used, it can be done overnight.
However, a mass spectrum can be ob-
tained within one second. For example,
a TOFMS usually needs less than one
millisecond to separate different sizes of
DNA fragments; thus speed is improved
by many orders of magnitude. In addition,
hundreds of samples can be placed in a
mass spectrometer for fast analysis if an
array sample holder is designed to hold
multiple targets. For gel electrophoresis,
tagging of radioactive materials or organic
chromophore to DNA fragments is re-
quired for detection. Thus, radioactive or

chemical wastes are produced. Mass spec-
trometry analysis eliminates the need for
tagging; therefore, no waste will be pro-
duced. Although a mass spectrometer can
be more expensive than a gel electrophore-
sis setup, the much faster speed of analysis
by a mass spectrometer can drive the cost
much lower on a per sample basis. For
example, 1000 samples of DNA fragments
can possibly be analyzed by a TOFMS
within an hour. This can be particularly
important for medical applications, since
it may be necessary for large hospitals to
analyze thousands of samples each day.

For the analysis of materials with no
vapor pressure at room temperature, sev-
eral desorption methods have been used
to carry the analyte into space for mass
analysis. Major approaches include des-
orption by fast-atom bombardment (FAB),
secondary-ion bombardment, and laser
desorption. However, none of these have
been very successful for analysis of large
biomolecules. Since most biomolecules
are fragile, when subjected to heat or
bombardment, a fragmentation process al-
most always occurs. However, in 1987,
Hillenkamp and his coworkers discovered
that large protein molecular ions can be
produced without much fragmentation by
laser desorption if these biomolecules are
mixed with smaller organic compounds
that serve as a matrix for strong absorption
of a laser beam. This process is now called
matrix-assisted laser desorption (MALD).
The typical preparation technique for
MALD is to dissolve biomolecular sam-
ples in solution, then prepare another
solution that contains small organic com-
pounds such as 3-hydroxypicolinic acid
(3-HPA). These two solutions are subse-
quently mixed, and a small amount of the
resulting solution is placed on a metal
plate to dry. After the crystallization of
the sample, the sample plate is placed in
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the mass spectrometer for analysis. The
molar ratio of matrix-to-analyte is typically
more than 100 to 1. During a MALD pro-
cess, matrix materials strongly absorb the
laser energy and become vaporized, and
large biomolecules are carried outward
during the fast-vaporization process. Large
biomolecules can be delivered into space
without breakup, probably due to minimal
direct absorption of laser energy; thus, soft
desorption can be achieved. However, it
has been found that biomolecule parent
ions are also produced during the MALD
process in addition to the expected neutral
molecules. Thus, these desorbed ions can
be directly detected by a mass spectrome-
ter. This process involving matrix-assisted
laser desorption and ionization at the same
time is referred to in an abbreviated form
as MALDI (matrix-assisted laser desorp-
tion and ionization).The mechanism of ion
production has been speculated by many
researchers to involve proton transfer.

Up to now, one major disadvantage of
MALDI for DNA analysis has been its rel-
atively poor mass resolution especially for
large DNA fragments. In order to study
the cause of poor mass resolution, velocity
distributions of desorbed oligomers were
studied, and it was found that the distribu-
tion more or less follows the distribution
of the matrix. In general, the mass res-
olution of MALDI spectrum of DNA is
relatively poor compared to that of small
organic compounds. This relatively poor
resolution is due to (1) high initial ve-
locity distribution, (2) the inhomogeneity
of DNA samples on metal plates, (3) the
adducts of matrix materials or metal ions
to DNAs, and (4) fragmentation of DNA
molecules due to the laser ablation process.
Since the velocity distribution of the DNAs
are passively carried out by matrix materi-
als, the velocity spreads are expected to be
similar to the velocity distribution of the

matrix material. If the molecular weight of
a DNA fragment is 200 000 daltons and
the molecular weight of the matrix is 100,
the desorbed energy of DNA molecules
can reach 50 eV, even assuming that the
average kinetic energy of desorbed matrix
material is near thermal. Thus, the broad
distribution of ion energies of desorbed
biomolecules is one important factor that
limits the resolution. When a biomolecule
sample mixed with matrix materials be-
gins to dry on the plate, the process of
crystal growth makes the sample distri-
bution inhomogeneous. The thickness of
the sample can also cause lower resolu-
tion. However, a reflectron TOFMS can
compensate for the ionization volume to
achieve a resolution higher than 1000.
Since most spectra by MALDI have res-
olutions of only a few hundred, the limited
resolution is primarily a result of adduct
and fragment formation. If a biomolecule
can be attached to a matrix molecule, or
part of a matrix molecule, the resolution
then depends on the molecular weight of
the attached particle. It is also not unusual
to observe alkali metal ions attached to
DNA molecules. The adduct formation is
strongly dependent on the matrix used.
Detection sensitivity for small DNA seg-
ments (<10mer) by MALDI can reach
1 femtomole. The bigger the size of the
DNA segment, the lower is the detection
sensitivity.

The chemical characteristic of matrix
material used in MALDI for DNA segment
analysis is probably the single most critical
parameter. Only a few compounds have
been found to be useful matrices for
oligomers. A good matrix material needs
to have good solubility in the solvents
used for the analyte, strong absorption
at the laser wavelength, and no chemical
reactivity with the analytes. In general, the
matrix needs to dissolve in the solvent
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in concentrations higher than 0.01 M
solution. Otherwise, a high molar matrix-
to-analyte ratio is difficult to achieve.
The absorption coefficient at the laser
wavelength needs to be higher than 3000 L
mole−1cm−1; otherwise, the laser energy
deposition cannot be concentrated in the
top few hundred molecular layers to
produce efficient desorption. It is clear
that the matrix materials used cannot
chemically react with the analytes. For
example, strong acids tend to remove
purine bases. Thus, they would not be
good matrices. The glycosidic bonding
of DNA is fragile and easily subject to
chemical interaction. This can be a factor
that makes MALDI for DNA analysis much
more difficult than for protein analysis.
Although a few criteria can be set up to rule
out certain chemicals as good candidates
for MALDI of DNA segments, the search
for good matrices is still more or less trial
and error.

In addition to the chemical properties of
a matrix material, the amount of energy
deposited by the laser is also critical for
achieving good spectra. It has been shown
that the relationship between biomolecule
ion production and the intensity of the
laser pulse is highly nonlinear. Below
a threshold, no biomolecule ion signal
is produced. Above a threshold, the ion
production increases rapidly to a plateau.
The threshold for ion production of DNA
segments was found to be a few megawatts
per square centimeter. However, ion
signals tend to disappear when the laser
intensity is so high that intense plasma
is produced.

Detailed mechanisms for ion produc-
tion of biomolecules by MALDI are still not
well understood. However, a simple model
of photoionization and photochemistry
processes has been proposed to explain
the production of biomolecular ions. The

model suggests that a multiphoton ab-
sorption process leads to the ionization of
matrix molecules, which have subsequent
chemical reactions with biomolecule ana-
lytes to form ions.

The existence of metastable states of
negative oligomer ions during the MALDI
process has been experimentally proved.
The lifetimes of small negative oligomer
ions were measured to be a few hun-
dred microseconds. The lifetimes become
shorter for larger negative oligomer ions
compared to that of smaller ones. These
results indicate that the detection of large
negative oligomer ions will be very diffi-
cult for Fourier transform, ion-cyclotron,
reflectron TOF and ion-trap mass spec-
trometers with MALDI because of the long
ion lifetimes inherently required by these
instruments.

Although MALDI has been applied to
detect large biomolecules with a good de-
termination of molecular weights, it has
been difficult to achieve quantitative mea-
surements of biomolecules. The primary
reasons for poor reproducibility are re-
lated to the inhomogeneous distribution
of samples on substrates and the high
sensitivity to changes in laser fluence. A
small change in laser fluence can cause
a very large fluctuation in analyte signals.
When samples are prepared in a MALDI
experiment, the crystallization process can
make the distribution of matrix materials
inhomogeneous. For example, nonhomo-
geneous needle-shaped crystals were ob-
served when using 2.5-dihydroxybenzoic
acid as a matrix. The signal level of an-
alytes can be a strong function of the
exact spot at which the laser desorbs. It is
also known that an impurity in a MALDI
process can reduce the signal levels of
analytes significantly. In addition, the sur-
face condition of the substrate can make a
significant change in the threshold for the
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production of plasma. In brief, it is difficult
to obtain reliable measurements of abso-
lute quantities of analytes by MALDI. If
MALDI is to become a routine analyti-
cal tool, it is obvious that its capability
to make quantitative measurements of
analytes must be improved. When the
quantity of the matrix is fixed, signals from
oligomers are not linearly proportional
to the quantity of the analyte. This very
nonlinear relation between ion signal and
analyte is mostly due to the number of
layers of analyte absorbing laser energy
and the detailed interaction between DNA
and matrix molecules during the crystal-
lization process. Too much of the analyte
on the samples may not produce bigger
signals. However, if a known biomolecule
with similar chemical properties is used
for an internal calibration, the signal level
can become more or less independent of
the laser fluence and the inhomogeneous
distribution of matrix materials.

2
DNA Sizing and Sequencing by Mass
Spectrometry

2.1
DNA Sizing by MALDI

Since the discovery of MALDI, many
research groups have succeeded in
measuring various proteins and large
organic compounds by MALDI. MALDI
has also been applied to DNA segments.
Initially, success was limited to the
detection of small DNA fragments.
Then, 3-hydroxypicolinic acid (3-HPA)
was found to be a good matrix for
oligonucleotide detection. Both positive
and negative ions were observed using
3-HPA as matrix (Fig. 2). Restriction
fragment length polymorphism (RFLP)
and polymerase chain reactions (PCR)
are two of the most important DNA
analysis methodologies discovered in the
past few decades. PCR is broadly used in
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Fig. 2 Negative-ion mass spectrum of a 160-bp DNA amplified from pLB
129. The desorption laser was a fourth harmonic of a Nd-Yag laser with
wavelength at 266 nm. In addition to single charged ions, doubly and
triply – charged ion peaks were also observed. Although double-stranded
DNA was used, only the peaks corresponding to single-stranded DNA ions
were observed. It indicates that ds-DNA was probably dissociated into
ss-DNA due to the interaction with acidic matrix molecule.
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nearly every DNA laboratory to replicate a
required segment of DNA from genomic
DNAs. MALDI mass spectrometry has
also been applied for RFLP and PCR
products analysis. The success in using
mass spectrometry for measurements
of RFLP and PCR products paved the
way for several important applications
including disease diagnosis and DNA
typing for forensic applications. With the
development of an instrument to give
high ion energy and the use of mixtures
of matrices, MALDI was successfully
used to detect double-stranded DNA (ds-
DNA) of 500 bp, which was produced
by a PCR amplification process (Fig. 3).
However, only a single-stranded DNA
was observed. This marked the first
success of using MALDI for a large DNA
fragment. Recently, the detection of DNA
with the size of 3199 bp was reported
(Fig. 4). It can be concluded that large
DNA fragments can be measured by
MALDI. However, the mass resolution for
large DNA fragments (>300 nucleotides)
is still very poor (M/�M < 50). RFLP

measurement by MALDI for S16 rDNA
for a microbe has also been successfully
demonstrated. (Fig. 5). It indicates that
mass spectrometry is emerging as a
valuable tool for DNA sizing for various
applications.

2.2
DNA Sequencing

DNA sequencing is a method that not only
determines the size of a DNA fragment,
but also its structure. DNA contains four
primary bases – adenine (A), guanine (G),
cytosine (C), and thymine (T). Their chem-
ical structures and molecular weights
are shown in Fig. 6. Since there is a
mechanism for translating the nucleotide
sequence in DNA into the amino acid
sequence of protein, DNA sequencing is
critically important for biological and med-
ical research. Current methods of DNA
sequencing such as those of Sanger and
Maxam-Gilbert have proven to be very use-
ful for sequencing small DNA segments.
These methods of sequencing usually

50000

0.000

0.001

0.002

0.003

0.004

0.005

0.007

(500mer)2−

(500mer)−

0.006

90000 130000 170000

M/Z (daltons)

Io
n 

yi
el

d 
(v

)

210000 250000

Fig. 3 Mass spectrum of a 500-bp DNA amplified by PCR from
bacteriophage lamda genome. The laser fluence used was 200 mJ cm−2. No
peaks corresponding to ds-DNA were observed.
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involve labeling fragments of DNA for
identification following gel electrophore-
sis. Either radioactive labels such as 32P or
35S, or chemical labels such as fluorescent
dyes are currently used. At the present
time, routine DNA sequencing in most
laboratories relies on the use of radioac-
tive isotopes. The fragments are generated
either chemically or enzymatically to rep-
resent all possible positions of each of
the four nucleotides (A, G, C, and T).
Following electrophoresis, the radioactive
labels are located by autoradiography. This
method is very time-consuming. With ra-
dioactive labeling, four lanes of gel are
usually required to separate the fragments
from a given DNA segment that termi-
nates in A, G, C, or T. Substitution of
fluorescent labels for radioactive isotopes
allows the DNA fragments to be detected

continuously during electrophoresis. This
method usually employs four different
fluorescent labels. Using these four la-
bels, all four types of DNA fragments
(A, G, C, and T) can be run in one
electrophoresis lane. The uncertainty in
comparing the label positions in four
adjacent lanes of the gel is eliminated.
Automatic sequencing instruments based
on fluorescence measurements are cur-
rently commercially available. Recently,
capillary gel electrophoresis coupled with
the fluorescence method has also been suc-
cessfully used for improving sequencing
speed. However, both radioactive meth-
ods and fluorescent dye labeling methods
for DNA sequencing require the use of
the time-consuming gel electrophoresis.
Thus, it is natural to consider using
TOFMS for DNA sequencing to reduce



600 Mass Spectrometry, High Speed DNA Fragment Sizing

the sequencing time. Instead of taking
several hours by gel electrophoresis, the
TOFMS takes less than one millisecond to
finish the separation of different sizes of
DNA segments. However, the parent DNA
ions must be produced with high efficiency
and without serious fragmentation. Since
the MALDI process has been successfully
used in producing parent ions of small
DNA segments without serious fragmen-
tation, it can have an important role in the
future of fast DNA sequencing especially
for re-sequencing.

2.2.1 DNA Sequencing by Mass
Spectrometry with DNA Ladders
DNA sequencing has been broadly used
for biomedical research and clinical ap-
plications during the past two decades.
Rapid and reliable DNA sequencing can
also be very valuable in forensic appli-
cations. In the conventional sequencing
approach, different sizes of DNA ladders,
which are produced by either Sanger’s
enzymatic method or Maxam–Gilbert’s

chemical cleavage method, are separated
by gel electrophoresis to achieve sequenc-
ing. With the use of MALDI for sequenc-
ing, the speed can be significantly greater
than with gel electrophoresis. In addition,
MALDI sequencing does not require la-
beling for identification, which saves both
time and cost.

During the past few years, mass spec-
trometry for sequencing short DNA frag-
ments has been pursued. In 1995, the
first sequencing of a 45mer ss-DNA using
MALDI-TOF with enzymatic preparation
of DNA ladders was demonstrated. Re-
cently, sequencing of ss-DNA higher than
100 nucleotides by using cycle sequenc-
ing to produce DNA ladders was achieved.
Figure 7 shows the negative-ion mass
spectra of DNA ladders from A, C, G, and T
reactions using double-stranded DNA 130
bp as the template with reverse primer.
Forward primers were also used for se-
quencing with results similar to the data
shown in Fig. 7. Since sequencing by us-
ing both forward and backward primers
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can reach 120mer, complete sequencing
of 200-bp DNA can be achieved. Figure 8
illustrates the idea of combining the spec-
tra from forward and backward primers to
sequence ds-DNA with a 200-bp template.
Since mass is measured to identify the
size of DNAs, there is no concern about a
missing band, which can occur in the gel
electrophoresis method. Thus, redundant
sequencing can possibly be eliminated us-
ing MALDI DNA sequencing.

At present, automatic gel sequencers
can read up to 1000 bp, but most
routine sequencing ranges from 300 to
500 bases. Since the size of DNA to
be sequenced by mass spectrometry is
smaller than in the gel method, MALDI
may not be an efficient method for
de novo DNA sequencing for genome
projects. However, with the sequencing of
many different genomes completed, mass
spectrometry is emerging as a useful tool
for DNA resequencing due to its speed
and the absence of a requirement for
DNA labeling.

2.2.2 Direct Sequencing
When using mass spectrometry for se-
quencing DNA with ladders, the time
needed for a TOFMS to separate and de-
tect various ladders is only a few seconds.
However, the time needed to prepare DNA
ladders is many minutes to hours. Thus,
the ideal sequencing method would be to
use mass spectrometry to carry out di-
rect DNA sequencing without the need to
produce DNA ladders by chemical or en-
zymatic methods. This also implies that
DNA ladders need to be produced during
the laser ablation process.

Direct DNA sequencing can be easily un-
derstood from the illustrations in Figs. 9
and 10. Assuming the selective cleavage of
P–O bond at 3′-linkage for an oligonu-
cleotide of 5′-CTGTGA-3′, the primary
fragmentation of such breaking of this
bond will result in two series of fragments.
These are labeled as 5′- and 3′-termini
(Fig. 9). Each series has six members rang-
ing from 1- to 6-mers. The vertical dotted
line in Fig. 9 represents the position of the
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cleavage. The fragments in both series can
be ionized and resolved in MALDI spec-
tra. Figure 10 shows the simulated mass
spectra for these two series. Trace ‘a’ in
Fig. 10 is the spectrum of the series with
3′-termini. The mass difference between
two adjacent peaks in the series provides
the information for each extra base. For
example, the first member of this series is
A, and the second member is GA. Owing
to the selective cleavage of 3′-linkage, the

mass difference between these two peaks
will be exactly 329.2 daltons, which repre-
sents the mass of dGMP. The sequence
information can be obtained by analyz-
ing all values of mass difference in this
series together with the total mass of 5′-
CTGTGA-3′. The same information can
also be obtained from the series with 5′-
termini (Fig. 10, trace ‘b’). If a complete
series (either 5′- or 3′- termini) of such
fragmentation for a DNA sample can be
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experimentally resolved, the full sequence
information will be obtained. Trace ‘c’ of
Fig. 10 shows a mass spectrum of two se-
ries from the cleavage of 5’-linkage P–O
bond. This sequencing method is very
reliable since the sequence result from
one series can be reconfirmed by the
results from other series. Recently, UV-
MALDI was attempted in order to achieve
direct DNA sequencing by carefully ad-
justing the experimental conditions, which
include the use of newly discovered two-
component matrices and adequate laser
fluence. Figure 11 shows the direct se-
quencing of DNA probes up to 35 nu-
cleotides. Similar results by IR-MALDI and
by electrospray high-resolution Fourier
transform mass have also been reported.
At present, direct sequencing is still lim-
ited to short oligonucleotides, owing to the
limited mass resolution, since the mass
difference between different bases needs
to be identified. If a 60mer oligonucleotide
is to be sequenced, the accuracy of the
ion peaks needs to be better than 1 in

2000 since the mass difference between A
(adenine) and T (thymine) is only 9 dal-
tons. When a DNA segment is longer than
100mer, the effect of the abundance of 13C
isotope makes the distinction between A
and T extremely difficult.

3
MALDI for Disease Diagnosis

DNA mutations that causes diseases can
be simply classified into three major cate-
gories. These are (1) deletion or insertion,
(2) point mutation, and (3) dynamic muta-
tion. MALDI has been applied to all these
different categories.

3.1
Base Deletion

In 1994, mutations in the cystic fibro-
sis (CF) gene in clinical samples were
first demonstrated. Several measurements
of CF were also carried out by mass
spectrometry. In the North American
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Fig. 11 MALDI mass spectrum with selective fragmentation for direct
sequencing of a 35-nt oligonucleotide,
5′-GCGTGATGGAATCGATGACGTGCGATGTCGTGTTT-3′ The higher
intensity series in the simulated spectra is 5′ termini and 3′ cleavage
series and the lower intensity is 3′ termini and 3′ cleavage series. A
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population, about 70% of CF carriers have
a 3-bp deletion in exon 10, resulting in the
loss of phenylalanine residue at codon 508
(�F508). Two oligonucleotide primers,
CF1 and CF2, were designed to amplify a
DNA segment spanning the deletion, thus
generating a 59-bp and 56-bp fragment of
the normal CF gene and �F508 mutation,

respectively (Fig. 12). Analysis of the PCR
amplified products by MALDI resolved the
3-bp difference between the normal and
the �F508 alleles in the spectra shown
in Figure 12. To validate the efficiency of
MALDI-TOFMS, a total of 30 genomic
DNAs from patient samples were used
as templates to amplify DNA segments
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Fig. 12 Differential diagnosis of individuals with
the normal and � F508 alleles by MALDI-TOF
mass spectrometry. (a) Nucleotide sequence of
59 bp in exon 10 of the CFTR gene with the
primers CF1 and CF2 indicated by arrows. A
deletion of 3 bp in � F508 mutation is marked by
the bracket. The DNA fragment amplified by PCR
with forward and backward primers is

schematically represented by the horizontal line
on the top of the nucleotide sequence with a
unique MseI site indicated. (b) MALDI-TOFMS
of DNA amplified from a healthy volunteer, a �

F508 carrier, and a CF patient. A synthetic dT50
was included as an internal standard for mass
peak calibration.

from exon 10 or other exon/intron regions
(as negative controls) of the CFTR gene.
The samples were coded numerically and
amplified by PCR. All the samples with
�F508 mutations were verified earlier by
size fractionation in a 10% acrylamide gel
or by sequencing analysis. In a double-
blind study (both PCR and mass analyses

were performed without knowing whether
the CFTR was normal or mutated), re-
sults from the mass spectrometry and
conventional assays were in total agree-
ment. These results indicate that MALDI
mass spectrometry has the potential to
become a valuable method of clinical
CF diagnosis.
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3.2
Point Mutation

Most DNA mutations due to contaminants
are point mutations. Thus, the capability to
detect point mutations by mass spectrom-
etry is essential. MALDI has also been
applied for point mutation detection. The
approach is to amplify the desired region
of a DNA template by PCR using two
primers that have their 3’-ends extended
to the site of expected mutation. To test
this approach, a synthetic oligo with 60 nu-
cleotides, whose sequence is derived from
human p53 mRNA from codon 144 to 163,
was used as a template with two normal
allele-specific primers in a PCR (ASPCR).
The lengths of the primers used were 16
and 23 nucleotides. By using a normal
template and normal allele-specific primer
pair, a normal PCR DNA product is ex-
pected to be produced. The size of the
expected PCR product should be equal to
the sum of both primers minus one. On the
other hand, little PCR product will be made
if the normal template is replaced with

the mutant template, because the 3′-end
base of normal primers results in a mis-
match with the mutant template. Since Taq
DNA polymerase lacks a 3′ exonucleolytic
proofreading activity, the mismatch will
block the amplification during PCR. The
sequence of the template and the primers
used were

Primer 1 (23mer)

5’-CAGCTGTGGGTTGATTCCACACC-3’

Template (60 bp)

5’-CAGCTGTGGGTTGATTCCACACCC
CCGCCCGGCACCCGCGTCCGCG
CCATGGCCATCTAC-3’

3’-GGGGCGGCCGTGGGC-5’

Primer 2 (16mer)

As shown in Fig. 13, the PCR products
with the expected size of 38 nucleotides
could be clearly observed. On the other
hand, no PCR products were detected
when the normal templates were replaced
with mutant templates (Fig. 14). Since
mutation of the p53 gene has been
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Fig. 13 MALDI mass spectrum of 38-bp PCR product with two primers
overlapping at one base. The lengths of primers are 16 and 23
nucleotides.
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Fig. 14 MALDI mass spectrum with primers at the mutation site not
complementary to the template. No PCR products, namely 38 bp
were observed.

found to be responsible for more than
60% of cancers, the capability to detect
p53 mutation is valuable for giving early
warning of possible cancer development.

Measurements of G551D point mu-
tation in cystic fibrosis transmembrane
conductance regulator (CFTR) have also
been attempted. The G551D mutation in
the CFTR gene involves a G to A muta-
tion, which results in a glycine to a spartic
amino acid substitution. The approach is
similar to the one adopted for point muta-
tion in the synthetic template simulating a
portion of the p53 gene. If the two primers
based on the normal sequence match the
target DNA sequence, a normal PCR prod-
uct will be produced. However, if the
alternate primers that match the mutant
hybridize, a PCR product specific for mu-
tant sequencing will be produced. Thus,
the mass spectrometer can be used to iden-
tify people who are homozygous-normal,
heterozygous, or homozygous-abnormal at
a mutation site. A typical result is shown
in Fig. 15. A heterozygous template was

used. The peaks of 37 and 46 bp represent
the PCR products from both normal and
mutant plates. Four primers with different
lengths were used in this work.

3.3
Dynamic Mutation

There are numerous genetic diseases
such as Huntington’s disease (HD),
dentatorubral-pallidoluysian atrophy (DR-
PLA), Kennedy’s disease, and a number
of spinal–cerebellar ataxias, which are due
to the abnormal trinucleotide expansion.
Rapid measurements of the number of
these trinucleotide repeats can give accu-
rate identification of normal, heterozygous
carrier, and homozygous patients. Exam-
ples of MALDI mass spectrometry for
rapid diagnosis of Huntington’s disease
and DRPLA are given in Figs. 16 and 17.

From the above, it is clear that MALDI
mass spectrometry can be used in the
diagnosis of various diseases.
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Fig. 17 Mass spectra for dentatorubral–pallidoluysian
atrophy (DRPLA) patient samples. Both samples in (a) and
(b) are heterozygous with the CAG repeats as 12/63 and 15/66
respectively.

4
DNA Typing for Forensic Applications

DNA fingerprinting is a technology that
identifies individuals based on patterns of
DNA markers detected in the genomic
DNA. It can be used in forensic analy-
sis to identify suspects or victims. It is
particularly valuable at scenes of violent
crimes where a body may not be avail-
able, or in instances where decomposition
or dismemberment excludes the use of
standard forensic techniques. There are
several different approaches available to
obtain DNA typing for forensic applica-
tions. These include restriction fragment
length polymorphism (RFLP), short tan-
dem repeats (STR), and single nucleotide
polymorphism (SNP).

The foundation of DNA typing for
person identification was established by

the observation of restriction fragment
length polymorphism (RFLP) in which
polymorphic DNA loci are determined
from restriction enzyme digestion. In
1985, Jefferys and his collaborators discov-
ered that 33- and 16-bp repeated structures
that vary in number between different indi-
viduals, referred to as minisatellites, could
be used for fingerprinting. In 1987, the
isolation and characterization of variable
numbers of tandem repeats (VNTR) for
single-locus DNA profiling was reported.
More recently, the emphasis has shifted
to the typing of STRs because of the high
reliability arising from the large number
of STRs in the human genome. During
the past few years, it was discovered that
SNPs) occur once every 300 to 1000 bp
in DNA fragments. Thus, SNP typing is
expected to become a very reliable tool for
person identification in the future.
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4.1
Forensic DNA Sample Preparation

In the process of using DNA typing for
forensic applications, it is critically impor-
tant to have very reliable and stringent
protocols established. The major steps
for DNA typing often include (1) Sample
collection: blood, buccal cells, and hair fol-
licles are the general sources for fresh
DNA. For dried stains, samples should
be collected and maintained in a dry,
cool state. For autopsy tissue, it can be
more reliable to have samples from more
than one organ. All samples must be
labeled as to source, tissue type, and
the time and date of sample collection.
(2) Storage and Transport: DNA samples
can be stored and shipped as nonextracted
tissue, as a lysate with tissue in an appro-
priate EDTA (ethylene diamine tetraacetic
acid) solution, or as fully extracted pure
DNA. For nonextracted tissues, sample
refrigeration during shipping is often
recommended. (3) DNA extraction: stan-
dard phenol–chloroform extraction and
alcohol precipitation processes are often
used to extract DNA from biological sam-
ples. An automated DNA extractor can
achieve high quality extraction. It is de-
sirable to complete DNA extraction as
soon as possible. (4) DNA amplification:
DNA amplification is often necessary to
increase the quantity of sample available
for analysis. PCR is the standard tech-
nique for the amplification of a selected
DNA segment. Since an amplification of
106 or more can be achieved by PCR,
any contamination by other DNAs can
lead to a false conclusion. Thus, great
care must be taken to prevent cross-
contamination of sample material at the
collection site and at any time during the
analysis. (5) DNA size or sequence deter-
mination. This is the ultimate step leading

to the conclusion of person identification.
Until now, gel electrophoresis has been
used for both DNA size determination
and sequencing. However, analysis by
mass spectrometry can be faster and
more reliable.

The primary goal of DNA profiling for
forensic application is to get the assur-
ance of a match (inclusion) or mismatch
(exclusion) of the evidence DNA sample
with the suspect or victim’s sample. In
general, DNA profiling can be used to
easily rule out the suspect when DNA typ-
ing between suspect and evidence shows
clear differences. Thus, DNA typing is a
very powerful tool for proving that an in-
dividual does not match the DNA collected
at a crime scene. On the other hand, if
the DNA profile from the evidence sam-
ple matches with the suspect, there is
still a possibility that the evidence DNA
could have come from another person. It
might be a coincidental match between
two persons having similar DNA profiles.
Thus, population genetics plays an im-
portant role in suspect identification. The
simplest approach is to assume that mat-
ing is random. The random mating of
persons produces the same genotypes as
random combinations of sperm and egg.
Although the mating in local populations
is not usually strictly random, the random
match model provides a good approxima-
tion when no special genetic linkage is
involved. For subpopulation groups such
as people in an isolated village, the ran-
dom mating approach is not generally a
reliable assumption. However, it can prob-
ably be used as a guide for the minimum
number of loci to be analyzed for con-
firming the matching of the suspect with
the evidence.

Since the confirmation of matching the
suspect with the evidence DNA often re-
quires the analysis of several loci, the time
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needed for DNA profiling can be long and
the cost, high. At present, all forensic DNA
samples for court evidence are analyzed by
gel electrophoresis. Visualization of DNA
in this procedure requires the use of ei-
ther radioactive material or dye tagging.
VNTR electrophoretic analysis, especially
with radioactive probes, can take several
weeks to complete the analysis of different
loci for forensic confirmation. The human
factor introduced by lengthy handling in-
creases the risk of error or contamination
and reduces reliability.

4.2
Mass Spectrometry DNA Detection for
Forensic Applications

Each DNA typing involves (1) measure-
ments of DNA fragments associated with
genetic markers; (2) match determination
for various genetic markers for different
samples; and (3) statistical analysis for the
type match to determine the possibility
of an accidental match. All sequencing
or size determination of DNA fragments
for forensic applications to date have been
carried out using gel electrophoresis. The
various approaches among the forensic
community include the analysis of VNTR,
STR, SNP, and DNA sequencing. Labo-
ratory protocol and standard procedures
for data analysis were set up for forensic
sample analysis. With the recent progress
in development of mass spectrometry for
DNA analysis, there is a good potential
for the use of mass spectrometry for
all the above applications. Since the use
of mass spectrometry for DNA analysis
is still in the early stages of develop-
ment, standard protocols for its use in
forensic analysis have not yet been estab-
lished. The potential applications of using
mass spectrometry in DNA fingerprinting

for forensic applications is presented and
discussed below.

4.2.1 RFLP and VNTR Analysis
DNA typing relies on the use of DNA mark-
ers. Among the most widely used DNA
markers are restriction fragment length
polymorphisms. RFLP analysis is based on
differences in the positions of restriction
endonuclease recognition sites. Restric-
tion endonucleases are enzymes, which
recognize and cut double-stranded DNA
at sequence-specific recognition sites. Ho-
mologous DNA fragments from different
individuals will contain different cut sites
based on random mutations within the
stretch of nucleotides. Consequently, frag-
ments differing in length and number will
be generated upon restriction digestion.
These constitute RFLPs, and because they
differ in size, the RFLP fragments can
be readily separated by routine agarose
electrophoresis.

When an individual’s entire genomic
DNA is digested by a restriction en-
donuclease, hundreds to thousands of
restriction fragments are produced. When
digested genomic DNA is subjected to
gel electrophoresis, individual bands are
not discernible. In such a case, analysis
is generally facilitated by the Southern
blotting technique. In Southern blotting,
digested DNA is separated by electrophore-
sis. The digested fragments are transferred
to a nitrocelluose or nylon membrane
through capillary action. The DNA binds
to the membrane by electrostatic attrac-
tion. Labeled probes specific for the RLFP
of interest are then hybridized to the
DNA-containing membrane. A banding
pattern can be visualized using autoradio-
graphy or chemical detection techniques.
Each individual will exhibit a characteris-
tic pattern. Several RFLPs must be used
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to statistically ensure that an individual’s
pattern is unique. The fact that RFLPs can
occur anywhere in the genome and that
there are potentially millions of RFLPs
detectable with different probes makes
RFLP analysis a tremendously powerful
tool for forensic use.

A special class of RFLPs is based on
DNA sequences that occur in tandem re-
peats. Tandem repeats arise when slippage
mutation occurs during DNA replication.
It has been observed that this type of muta-
tion occurs frequently enough to generate
significant variations over many genera-
tions. Polymorphism for these markers
is so high in humans that only iden-
tical twins will have the same patterns.
This factor makes the use of tandem re-
peats analysis extremely valuable to foren-
sic scientists.

Variable number tandem repeat (VNTR)
analysis has been used extensively in
forensic applications. VNTRs consist of
approximately 10 to 100 bp repeated sev-
eral times in tandem. For example, a
tandem repeat of the trinucleotide CTG
would appear in the genome as CTGCT-
GCTGCTGCTGCTGCTG. In this partic-
ular example, this sequence has seven
repeats. VNTRs are generally bordered
by unique sequence DNA, a character-
istic that can be exploited by current
technology. In VNTR analysis, genomic
DNA is digested with a restriction en-
donuclease that does not contain a cut
site within the tandem repeat sequence.
Since the restriction enzyme cuts out-
side of the tandem repeat region, the
tandem repeat is left intact. Tandem
repeat fragments are separated by gel elec-
trophoresis and analyzed with Southern
blotting. The length of the tandem repeat
will vary between individuals. Individuals
can be homozygous or heterozygous for
a particular VNTR. The large number of

VNTR-containing loci creates millions of
possible pattern combinations. If there are
n loci, there should be n homozygotes and
n(n − 1)/2 heterozygotes. If m loci are an-
alyzed, the number of possible genotypes
is [n(n + 1)/2]m. If n = 20 and m = 4,
there are more than 1 billion genotypes.
As a result, VNTR provides the foren-
sic analyst a powerful tool for inclusion
and/or exclusion.

The need for Southern blotting can
be eliminated if the VNTR region is se-
lectively amplified with the polymerase
chain reaction (PCR). PCR primers com-
plementary to sequences flanking the
tandem repeat region can be designed
and used to amplify the tandem repeat
region. The length of an individual’s tan-
dem repeat can then be obtained by gel
electrophoresis. It is PCR amplification
of VNTRs that shows a lot of promise
for MALDI detection. By using MALDI
for RFLP detection, gel electrophoresis,
Southern blotting and radioactive mate-
rial or dye tagging can be eliminated.
Figure 18 shows the mass spectra for re-
strictionenzyme–digested DNA samples.
A difference of 12 bases with three 4-base
tandem repeats can clearly be observed.
Both primary and doubly charged ion
peaks are observed. The spectrum indi-
cates that one chromosome in this region
is 12 bp longer than the same region in
the other chromosomes. Thus, the result
indicates the sample is from a person with
heterozygous vWFII.

4.2.2 Short Tandem Repeats (STR)
For VNTR analysis by measuring RFLP
without the use of PCR, one major
disadvantage is that the quantity of the
DNA sample is so small that a long
analysis time is required. One promising
alternative is to amplify and measure loci
containing short tandem repeats (STR).
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Fig. 18 Mass spectrum from the digestion of a part of vWFII
gene. Peaks are observable for a difference of 12 bases. Both
primary and doubly charged ion peaks are observed. The
spectrum indicates that one chromosome in this region is 12
bp longer than the same region in the other chromosome.

There is a large number of STR distributed
throughout the human genome. STR
analysis can be used for as many loci
as are needed for reliable identification.
PCR is nearly always used in STR
analysis. Since PCR can amplify the
selected DNA segments by more than
six orders of magnitude, only a very
small quantity of DNA sample is required.
However, the disadvantage is that any
procedure using PCR amplification is
highly susceptible to contamination. Even
a trace of foreign DNA contamination can
be amplified and detected to potentially
lead to a false conclusion. However, careful
handling of DNA samples or applying
quantitative PCR techniques can more or
less resolve the concern regarding DNA
contamination. Since the analysis of STR
is by measurement of the sizes of DNA
products from the PCR process, the sizes
of the DNA fragments are often less than
300 bp and the quantity is often in the

range of a few picomoles, which can be
readily detected by MALDI.

Typical mass spectra of a DNA sample
amplified by PCR from parts of different
genes are shown in Fig. 19. Since different
people have different numbers of repeats
in each of these genes, measurements of
the number of repeats for several loci can
be used for person identification. There
are many tetranucleotide repeats, which
can be used for forensic identification.
HUMTH01 is one that is often used in
forensic applications.

4.2.3 Single Nucleotide Polymorphism
(SNP)
There are several types of DNA sequence
variation, including deletion, insertion,
difference in number of repeats such as
STR and single base-pair differences. The
single base difference is the most common
type. This single base pair difference
is often referred to as single nucleotide
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Fig. 19 MALDI mass spectra of PCR products of LPL, F13B, vWFII, and vWA genes from
different persons. Homozygous and heterozygous as well as the number of the short
tandem repeats can be determined. This indicates MALDI can be used for short tandem
repeat determination for forensic applications.

polymorphism (SNP). There are several
million SNPs in the human genome.
The predominance of SNPs and their
much lower mutation rate make SNP
analysis extremely valuable for forensic
applications. ASPCR, described above for
point mutation detection, can also be
applied to SNP detection.

Another approach to using MALDI
for SNP detection is to hybridize a
primer adjacent to the polymorphic locus
and extend it by a single base by
dideoxynucleotide addition. MS can be
used to accurately measure the mass of the
extension product to identify the base. For
homozygotes, one peak will be observed.
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However, two peaks should be observed
for a heterozygote.

4.2.4 Gender Determination
Sex determination is often important for
identifying suspects and victims. A reliable
gender test is PCR amplification of a
segment of the X–Y homologous gene
amelogenin. A single pair of primers
spanning part of the first intron generates
106-bp and 112-bp PCR products from
the X and Y chromosomes respectively.
MALDI can be subsequently used for
the measurements of PCR products.
Recently, it was found that the deletion
of the Y-encoded gene occurs in a small
percentage of Y chromosomes. Thus, it
is more reliable to test both amelogenin
and the male sex-determining gene SRY
for gender determination. Male DNA
generates three products of lengths 93

bp (SRY), 106 bp (Amelogenin in X
chromosome) and 112 bp (amelogenin
in Y chromosome). Coamplification of
female DNA generates only the 106-
bp product. As shown in Fig. 20, the
distinction of genotyping between male
and female is quite clear. Figure 20
shows examples of mass spectra of PCR
products for (a) female gender, (b) male
gender, and (c) mixture of male and female
gender. Of special interest in forensic
analysis, especially for sexual assault,
is the detection of a trace amount of
male-specific DNA in a female sample.
Such detection can be performed by
demonstrating the presence of male-
derived products of 93 bp and 112 bp.
When MALDI spectra of a composite
sample containing mostly female species
(10 ng) and only a trace amount of male
sample (0.01 ng) was checked, the trace
of the male sample could be detected. It
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Fig. 20 Mass spectra of samples for sex-specific coamplification
(Amel X/Y plus SRY) of loci for (a) female (b) male, and
(c) female plus male (with sample ratio of 1 : 1) respectively.
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indicates that as little as 0.1 percent of
male DNA in a female DNA sample can be
detected. It also indicates that the detection
sensitivity can reach 0.01 ng or less which
is about one order of magnitude better
than by gel electrophoresis.

5
Conclusion

Mass spectrometry provides a unique
method of nucleic acid detection and
sequencing. Applications relating to dis-
ease diagnosis, and forensic applications
in person identification have been clearly
demonstrated. However, improvement in
mass resolution and detection sensitivity
of large DNA fragments is still required in
order to enable MS to be routinely used for
broad applications. A better understand-
ing of the mechanisms of desorption and
ionization will provide the basis for further
improvement of MALDI.
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Keywords

2D Page
Two-dimensional polyacrylamide gel electrophoresis; a technology that separates intact
proteins according to their pI in the first dimension and molecular weight in
the second.

MS/MS
A mass spectrometry technique in which precursor ions are selectively fragmented,
thus allowing detailed structural information to be obtained.

MudPIT
A multidimensional protein identification technology; a proteomic method based on
liquid chromatography of peptide mixtures with subsequent identification by tandem
mass spectrometry.

Quantitative Proteomics
A group of methods that allow large-scale quantitative assessment of protein
expression and identification.

� Proteomics aims to identify, characterize, and map gene functions at the protein
level for whole cells or organisms. A typical experimental scheme for a large-
scale proteomics inquiry involves fractionation of a complex protein mixture by
electrophoretic or chromatographic means followed by subsequent identification
of the components in the individual fractions by mass spectrometry. Owing to
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continuous and rapid improvement in instrument sensitivity, throughput
capacity, software versatility, and techniques of statistical validation of the data,
mass spectrometry–based approaches are becoming mainstream methods in a
proteome analysis.

1
Principles and Instrumentation

1.1
Proteome and Proteomics

The term proteome was first introduced in
mid-1990s to name the functional com-
plement of a genome. By analogy with
genomics, the term proteomics refers to stud-
ies of a gene’s function at the protein level.
Both these terms have a large-scale flavor
to them. Indeed, studies that fall under
the category ‘‘proteomics’’ frequently deal
with large-scale analyses of proteins on the
level of the whole organism, tissue, cell, or
subcellular compartments.

Examples of typical biological questions
addressed by modern proteomics exper-
iments include but are not limited to
establishing ‘‘news of difference’’ between
healthy and pathological states, monitor-
ing global gene expression during growth
and development, establishing cellular lo-
calizations of a particular subset of an
expressed genome, and identifying net-
works of protein–protein interactions. In
fact, a recent review classifies proteomics
studies according to the type of the ad-
dressed biological questions into ‘‘profil-
ing proteomics,’’ ‘‘functional proteomics,’’
and ‘‘structural proteomics.’’ Profiling pro-
teomics amounts to large-scale identifica-
tion of the proteins in a cell or tissue
present at a certain physiological con-
ditions. Functional proteomics refers to
the studies of functional characteristics of
proteins – posttranslational modifications,

protein–protein interactions, and cellular
localizations. Structural proteomics in-
cludes studies of protein tertiary structure,
typically made by a combination of X-
ray, NMR, and computational techniques.
Adopting this classification, this chapter
primarily focuses on the profiling and
functional proteomics.

1.2
Need for Large-scale Analyses of Gene
Products at the Protein Level

Rapid success of the various genome-
sequencing programs is one of the major
factors that led to the development of
large-scale proteomics methods. In fact,
a search of the genome-derived sequence
databases is usually an intrinsic part of
mass spectrometry–based proteome anal-
ysis. While of tremendous value, genomic
information is, in principle, insufficient for
understanding the complex processes of
cellular function. Indeed, in addition to the
projection of the information from genes
into proteins, cells of the living organisms
must metabolically extract useful informa-
tion from the environment. Therefore, the
total informational content necessarily in-
creases in a proteome compared to the
corresponding genome.

An immediate consequence of this
increase in the informational content is
that all of the following – protein isoforms,
protein posttranslational modifications,
protein conformational states, protein
abundance levels, as well as dynamical
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changes of these properties – have their
own important functional implications in
the living cells. In certain cases, genomic
sequence still can be used to assess
some of the functional properties of the
corresponding proteins. For example, the
codon adaptation index (CAI) and codon
bias can be used to predict the expression
level of genes. Another important case
is a global sequence-based prediction of
protein–protein interactions, an example
of which is discussed in Sect. 3 of
this chapter.

Also, to some degree, the functional
properties of proteins can be assessed
by analysis of the mRNA transcripts.
Specifically, mRNA expression profiles are
frequently used to estimate the corre-
sponding protein levels. Most common
methods that are used to measure global
mRNA expression are cDNA microarray
and serial analysis of gene expression
(SAGE). However, in many cases, the cor-
relation between mRNA and protein is
insufficient to quantitatively predict pro-
tein expression. Potential reasons for these
discrepancies in mRNA and protein lev-
els include the differences in half-lives
of proteins and mRNAs and posttransla-
tional mechanisms that control the rates of
translation. Thus, neither DNA nor mRNA
sequence information is sufficient for un-
derstanding of the cellular functions. This
fact provides motivation to improve the
old and develop new technologies for the
large-scale analyses of gene products at the
protein level.

1.3
General Problems in Proteome Analyses

In a given organism, there are sev-
eral times more different proteins than
there are genes. Estimates for hu-
mans give such numbers as about

30 000 different genes and more than
100 000 different proteins. Factors such
as posttranslational modifications, iso-
forms, and expression levels increase
the complexity and interconnectedness
of a proteome compared to a genome.
Problems associated with modern pro-
teomics methods include (1) difficulties
in the detection of low-abundant pro-
teins; (2) difficulties in obtaining quantita-
tive information; (3) biases in a proteome
coverage; (4) difficulties in characteriza-
tion of posttranslational modifications;
(5) difficulties in data analysis and inter-
pretation in the large-scale experiments;
(6) poor reproducibility.

1. Protein levels as low as several dozens
copies per cell can be of functional sig-
nificance. This is true for certain recep-
tors, signaling proteins, and regulatory
proteins. However, detection of the low-
abundance proteins is often an issue in
proteomics experiments. The ability of
a proteomics method to identify low-
abundant proteins in the presence of
high-abundant ones is characterized by
the dynamic range of a method. The dy-
namic range of a proteomics method is
defined as the ratio of concentration of
the most abundant to the concentration
of the least abundant proteins identi-
fied by a method. Proteomics methods
based on two-dimensional polyacry-
lamide gel-electrophoresis (2D PAGE)
separations typically have a lower dy-
namic range than the methods based on
affinity separation or multidimensional
liquid chromatography.

2. Quantitative information on the protein
abundance in different physiological
contexts is the goal of comparative pro-
teomics studies. 2D PAGE methods are
good at solving these types of prob-
lems, when combined with scintillation
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counting or fluorescence imaging spec-
troscopy. In the MS-based methods,
quantitation is achieved by differen-
tial labeling (discussed in detail in
Sect. 2).

3. Biases in proteome coverage can be in-
herent to a particular method, or be
related to the design of an experimen-
tal scheme. For example, 2D PAGE
methods are biased against highly hy-
drophobic proteins. At the same time,
there is no inherent bias against hy-
drophobic proteins in MS identifica-
tion. However, sample enrichment or
fractionation steps necessarily preced-
ing MS analysis are often biased against
one or the other class of proteins.

4. Information on types and degrees
of posttranslational modifications and
protein isoforms is a necessary compo-
nent of comprehensive functional de-
scription of a proteome. Unfortunately,
it is difficult to design a proteomics
method that would simultaneously give
both good proteome coverage and iden-
tify all posttranslational modifications.
Methods, such as 2D PAGE, which sep-
arate intact proteins, are good at the
detection of different posttranslational
modifications and isoforms present at
the same time. However, owing to large
diversity in protein masses and shapes,
biases in proteome coverage are inher-
ent in the intact protein methods.

5. During a large-scale proteome analysis,
thousands of data points are generated.
Hence, there are inherent problems
related to the data reduction and
extraction of the useful information.
Additionally, the obtained information
needs to be presented in an accessible
format to the scientific community.
These issues often require significant
computational support and software
development.

6. Most of the high-throughput, large-
scale methods suffer from poor re-
producibility. This is especially true in
the case of 2D PAGE and MS-based
schemes with several fractionation and
separation steps involved. Possible ways
to improve reproducibility include re-
duction in the number of separation
and fractionation steps, adhering to
standard protocols, and use of automa-
tion whenever possible.

Most of these challenges, however, are
merely technical limitations. Modern tech-
nologies continuously progress toward
higher sensitivity, higher range of pro-
teome coverage, and higher reproducibil-
ity. Also, even if it may be impossible
to have 100% proteome coverage with a
single method, proper design of a pro-
teomics program that takes advantage of
several different methods can achieve im-
pressive results.

1.4
MS Instrumentation

Mass spectrometry (MS) is a platform tech-
nology for all proteomics. It is the mass
spectrometer that is used to identify the
protein present in samples. Furthermore,
there are a variety of mass spectrometry
approaches that can be used to achieve
this end. Figure 1 illustrates the general
concept of MS analysis in proteomics.
Generally, MS analysis involves creation
of gaseous ions from an analyte followed
by separation of the produced ions accord-
ing to their mass-to-charge ratio (m/z).
Instruments that perform analysis of this
type are called mass spectrometers. Princi-
ple components of a mass spectrometer
are an ion source, where ionization takes
place; a mass analyzer, where the m/z is
measured; and a detector, where amount



6 Mass Spectrometry-based Methods of Proteome Analysis

M
Soft  ionization

The analyte
molecules are
transferred from
the condensed
phase into the gas
phase

Intact protein
or peptide
molecules
are in a
condensed
phase

[M + nH]n+

Singly and
multiply charged
ions are formed
via protonation
(positive ion
mode)

m/z analysis

Mass spectrum of
mostly intact
analyte ions in
different
protonation states
is produced

CID/tandem MS

Ions of interest are
chosen for
fragmentation.
Fragmentation is
typically achieved via
collision-induced
dissociation in a
controlled manner

Mass spectrum of the
fragments of the precursor
ion is recorded. Individual
fragments can be
fragmented further in MSn

experiments 

Ions of different
m/z  have
different
electrostatic
properties and
are separated in
magnetic or
electric fields

(a)

(b)

Fig. 1 Principle scheme of single MS (a) and
MS/MS (b) analyses. (a) Intact proteins or
peptides are transferred from the condensed
phase into the gas phase and are ionized
through capture (positive mode) or loss
(negative mode) of protons. In high-throughput
protein identification experiments, positive
mode of ionization is used. Negative mode of

ionization can be used for analysis of
carbohydrates and nucleic acids. Ions of different
m/z are discriminated by magnetic or electric
fields. (b) Ions whose structure needs to be
determined are chosen for fragmentation via CID
reactions in the MS/MS experiment. The
obtained fragmentation patterns can be searched
against protein databases for identification.

of the ions corresponding to a particular
m/z is recorded. Large macromolecules,
such as proteins, are nonvolatile, and
owing to a lack of proper ionization tech-
niques for a long time, MS was limited
to the analysis of smaller molecules. Fi-
nally, in the 1980s, protein ionization
methods were developed, thus making
MS-proteomics feasible.

1.4.1 Ionization Methods
The two most commonly used methods
of protein ionization are electrospray
ionization (ESI) and matrix-assisted laser

desorption ionization (MALDI). In both
of these techniques, ionization occurs
through uptake (positive mode) or loss
(negative mode) of one or several protons.
In large-scale proteomics studies, the
positive mode is typically used. The
negative mode of ionization finds its
uses in analyses of carbohydrates and
nucleic acids. In any of the available
ionization methods, there is no definite
relationship between the amount of ions
formed and the amount of the analyte. This
fact makes mass spectrometers inherently
nonquantitative devices.
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ESI produces mostly multiply charged
ions by creating a fine spray of charged
droplets in a strong electric field. With
the application of a dry gas, the droplets
evaporate, and the electrostatic repulsion
causes transfer of the analyte ions into the
gas phase (Fig. 2a). The multiple charging
allows analysis of very large molecules
with analyzers that have relatively small

m/z range. Another advantage of the
multiple charging is that more accurate
molecular weight can be obtained from
analysis of the distribution of multiply
charged peaks. ESI is used in a wide
range of proteomics applications but is
limited by susceptibility to high salt
concentrations and to contaminants in
the sample.
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[M + nH]n+
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Sample ions are desorbed 
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(b) MALDI

Fig. 2 Conceptual schemes of (a) Electrospray ionization (ESI) and (b) Matrix-assisted laser
desorption ionization (MALDI). (a) During ESI, a fine spray of charged droplets is created.
The droplets evaporate and the multiply-charged ions are expelled by electrostatic forces. ESI is
frequently used for analysis of complex peptide mixtures via coupling to multidimensional
liquid chromatography. (b) During MALDI, the analyte molecules are ejected by laser pulses
from the sample cocrystallized with a matrix. During MALDI, mostly singly charged ions are
produced. Because the analyte molecules are ejected in bundles, MALDI method is ideally
suited for coupling to TOF mass analyzers. MALDI-TOF instruments are frequently used to
analyze individual spots on 2D PAGE.
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MALDI produces predominately singly
charged ions by aiming laser pulses at
a sample cocrystallized with a molecular
matrix on a metal plate under high
voltage (∼20 kV). Typical matrices used in
MALDI-assisted protein analysis include
α-Cyano-4-hydroxycinnamic acid and 2-
(4-Hydroxyphenylazo)-benzoic acid. The
laser is tuned to the absorption maximum
of the matrix. The sample ions are
preformed in the condensed phase in
sufficient quantities. The matrix absorbs
some of the laser pulse energy, thus
minimizing sample damage. The sample
ions and matrix molecules gain enough
kinetic energy and are ejected into a
gas phase (Fig. 2b). Table 1 outlines and
compares principle characteristics of these
ionization methods.

Importantly, in both the MALDI and
ESI sources, ion fragmentation occurs
rarely and the analyte molecules remain
largely intact. This nondestructiveness is
what makes these methods so attractive

for characterization of biomolecules.
However, in certain applications (e.g.
peptide sequencing), it may be necessary
to fragment molecular ions (preferably in
a predictable manner) in order to extract
additional information. This is typically
achieved via collision-induced dissociation
(CID). Such types of MS analysis are
called tandem MS (MS/MS) and often
are denoted by MSn, where n is the
number of generation of fragment ions
analyzed (Fig.1).

1.4.2 Mass Analyzers
Mass analyzers separate ions according
to their m/z in electric or magnetic
fields. Most common types of mass an-
alyzers used in proteomics research are
quadrupole (QD), ion trap (IT), time-of-
flight (TOF), and Fourier transform ion cy-
clotron resonance (FTICR). Often in mod-
ern instruments, several analyzers of the
same or different types are combined to-
gether to achieve maximum performance.

Tab. 1 Comparison of ESI and MALDI sources.

ESI MALDI

Principle of action Uses electric field to produce sprays
of fine droplets; as the droplets
evaporate, ions are formed

Uses laser pulses to desorb and
ionize analyte molecules
cocrystallized with a matrix on a
metal surface

Ions formed Multiply charged Singly charged
(The larger the analyte molecule, the

more likely it acquires multiple
charges)

Mass range >100 kDa >100 kDa
Resolution ∼2500 (with IT/QD mass analyzers) ∼10 000 (with TOF mass analyzers

and ion reflectors)
Typical application 10−15 mole 10−15 mole

LC/MS of peptide mixtures; tandem
MS; protein identification by
comparing experimental MS/MS
spectra with theoretical MS/MS
spectra produced from protein
databases

Analysis of spots on 2D PAGE;
determination of molecular weight;
protein identification by ‘‘peptide
mass fingerprinting’’
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QD mass analyzers are frequently used
in conjunction with ESI source. They of-
fer moderate resolution (up to 2500 mass
units) and moderate sensitivity. QD con-
sists of four parallel rods with a hyperbolic
cross section. Diagonally opposite rods
are connected to radio frequency and
direct-current voltage sources thus estab-
lishing the quadrupole field. Ions that are
produced at an ion source are electrostati-
cally accelerated into this quadrupole field.
Mass-selection is achieved by proportional
changes of amplitudes of radio frequency
and direct current in a way that for any
given pair of these amplitudes there, only
the ions of specific m/z reach the detec-
tor. QDs are known for their tolerance of
high pressures (up to 10−4 torr), which
makes them attractive to use with ESI for
liquid chromatography (LC)-coupled appli-
cations.

IT mass analyzers work by confining
ions to a small volume via radio-frequently
oscillating electric fields. ITs offer moder-
ate sensitivity at a relatively low monetary
cost and are good for MS/MS applica-
tions. In the latter case, ITs are often used
cojointly with QDs. Mass accuracy of reg-
ular ITs is rather low, since only limited
amount of ions can be accumulated in a
small volume. Mass accuracy, as well as
resolution can be significantly improved
by using two-dimensional ITs (sometimes
also called linear), which increase the ion
storage volume.

TOF mass analyzers measure the time
traveled by an ion from a source to
a detector. The longer the flight path,
the better the resolving power. However,
longer flight paths also increase the
scan time. In commercial TOF analyzers,
compromise is achieved with the length
of the flight path on the order of several
meters. The resolving power of a simple
TOF analyzer is poor – several to ten

times less than that of QD. Significant
improvement in the resolving power of
TOF is offered by additions of one or
several ion reflectors. Upon reflection, the
velocity distribution of ions at particular
m/z narrows, thus increasing resolution
and sensitivity. As a result, modern
TOF and double-TOF spectrometers can
achieve resolving power of 10 000 and
more. Measurement of the ion’s TOF
can be achieved only if the analyte ions
are presented to TOF analyzer in discrete
bundles. Because of this need for discrete
ion bundles, TOF analyzers are particularly
suited to the pulsed nature of MALDI.
In fact, MALDI-TOF is one of the most
common types of mass spectrometers used
in proteomics research.

FTICR mass analyzers are based on the
resonance absorption of energy by ions
that precess in a magnetic field. The
recorded array of the precession time-
curves is Fourier-transformed to obtain
the component frequencies of the different
ions. Next, the component frequencies are
related to the ion’s m/z. Because frequency
is a parameter that is easy to measure
with high precision and accuracy, FTICR
has the highest resolving power amongst
MS analyzers – up to 106 and more. With
FTICR, it is also particularly easy to do
MSn experiments. Unfortunately, current
FTICR instruments are cumbersome, ex-
pensive, and not readily available.

1.4.3 MS/MS
In some applications, it is necessary to
fragment molecular ions produced by ESI
or MALDI further to obtain additional
structural information. Figure 3 illustrates
a possible way to do this with a triple–QD
ESI mass spectrometer. To obtain a tan-
dem spectrum, the first quadrupole scans
across a set m/z range and selects ions of
interest. In the second quadrupole, CID
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Detector

Ion
source Q1 Q2 Q3

Collision gas

Fig. 3 A triple quadrupole mass spectrometer with MS/MS capability. Q1
selects ion to be fragmented and allows the selected ion to pass into Q2.
The ions in Q2 are fragmented via collisions with inert gas (typically
argon). Q3 analyzes the fragments generated in Q2. MSn (n ≤ 4)
experiments can be performed with this setup as well. To achieve this,
fragmentation must be increased at the level of ionization. In modern
instruments, quadrupole-ion trap mass analyzers are used for MSn

(n > 8) experiments.

reaction takes place – ions that were se-
lected by the first quadrupole undergo
collisions with argon gas and fragment.
Finally, the third quadrupole analyzes the
resulted fragments. Importantly, the frag-
mentation via CID occurs in a predictable
manner – protein and peptide ions break
mostly at peptide bonds – which makes the
large-scale sequencing easier.

1.5
Methods of Sample Fractionation

The large complexity of protein mixtures
from biological samples poses additional
challenges for proteomics experiments.
Depending on the scope of a particular
proteomics task, it is desirable to introduce
sample enrichment and fractionation steps
prior to MS identification. The scope of a
particular task can range either from an
analysis of a subset of a proteome – for
example, analysis of proteins specific to a
particular organelle and proteins modified
in a certain way – to a simultaneous
analysis of all the proteins in the proteome.
In both of these cases, a proper choice
of separation strategy determines the
overall throughput and sensitivity of the
proteomics experiment. While it may be

desirable to fractionate protein mixture
down to individual proteins (aim of 2D
PAGE separation), significant gain in
the throughput can be achieved when
mixtures of proteins are introduced to the
mass spectrometer.

MS analysis of intact proteins is imprac-
tical in most of the high-throughput tasks
with the current instrumentation because
of the large range in protein masses. To
simplify the measurements, in most of the
MS analyses, proteins are enzymatically
digested (either individually purified or in
mixtures) to produce peptide fragments.
The resulted peptide mixtures are often
fractionated further. Fractionation of the
peptide mixtures is usually achieved via
in-liquid chromatography methods.

Isolation of a particular subcellular
compartment or an organelle is usually
achieved by a combination of centrifu-
gation and solubilization steps. Proteins
modified posttranslationally in a specific
way (e.g. phosphoproteins) can be isolated
by chemical- or immunoaffinity methods
(see examples in Sect. 3). Large-scale iso-
lation of protein complexes can be done
by the epitope tagging and subsequent
immunoaffinity purification (see exam-
ples in Sect. 3). Another promising affinity



Mass Spectrometry-based Methods of Proteome Analysis 11

method is that of protein chips – a method
that uses large arrays of antibodies, or
other binding factors to isolate proteins
of interests.

1.5.1 2D-electrophoretic Separation of
Complex Protein Mixtures
2D PAGE separation methods were intro-
duced in mid-1970s and were extensively
used for analysis of complex protein mix-
tures. The principle of 2D PAGE sepa-
ration is illustrated in Fig. 4. 2D PAGE
separates proteins in the first dimension by
their pI, and in the second, by their molec-
ular weight. Prior to the development of
MS-identification techniques suitable for
macromolecules, identification of individ-
ual proteins in the gel spots was difficult.
Typically, the identification of individual

proteins in the gel spots was done by im-
munostaining methods or by N-terminal
degradation sequencing. Nowadays, in
most laboratories, analysis of 2D PAGE
spots is performed with MS. Typically,
the individual spots are excised, digested,
and analyzed by MALDI-MS. Protein iden-
tification is achieved by peptide map-
ping – comparison of the observed peptide
peak patterns with the predicted digest
fragments of proteins in a database. How-
ever, if some of the spots on the 2D PAGE
are overlapping, the method of peptide
mapping can give incorrect results.

As a separation technique, 2D
PAGE offers high resolution, and is
able to distinguish between different
protein isoforms and also between
different posttranslational modification

Sample

(+)
IEF or IPG SDS-PAGE

(−)

pI

pI

M
olecular W

eight 

Low 

High

Fig. 4 Principle of the two-dimensional electrophoretic separation
of intact proteins. The sample is loaded onto IEF to IPG strip, where
proteins are separated according to their isoelectric points (pI).
Next, the strip is loaded on SDS-PAGE, where the proteins are
separated according to their molecular weights (MW). Visualization
of protein spots is achieved via chemical staining methods.
Individual spots can be further excised and analyzed by mass
spectrometry.
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states. However, 2D PAGE is a denaturing
technique; hence, it is not suitable for
direct analysis of protein complexes and
protein–protein interactions. Also, 2D
PAGE is known to discriminate against
low-abundance and membrane proteins.
Other limitations of 2D PAGE include
biases against proteins with pIs outside
the 2–10 range and biases against heavy
proteins (>100 kDa). The dynamic range
of 2D PAGE is also limited by resolution of
the spot visualization methods. Recently,
a number of ways to overcome some
of these limitations of 2D PAGE have
been developed.

Significant improvement to 2D PAGE
was the development of immobilized pH
gradients (IPGs), which increased both re-
producibility and the load capacity of 2D
PAGE. Sample prefractionation into dis-
crete isoelectrical fractions and subsequent
analysis by several narrow-range IPGs is
yet a further improvement to this technol-
ogy, which both increases the method’s
dynamic range and somewhat reduces the
biases in proteome coverage. Despite these
technological improvements, 2D PAGE
remains a time-consuming and labor-
intensive technique. Alternative methods
of protein separations employing LC exist
and can potentially overcome some of the
2D PAGE’s limitations in the large-scale
proteome analysis.

1.5.2 Liquid-phase Separation Methods
An ESI source allows MS characterization
of proteins and peptides that are present
in solutions and therefore is ideally suited
for online coupling with liquid-phase
separations. Liquid-phase separation can
be achieved by using high performance
liquid chromatography (HPLC), capillary
isoelectric focusing (CIEF), capillary elec-
trophoresis (CE), or by other methods.
When two or more distinct liquid phases

are used in a separation, with each of
the phases relying on a unique indepen-
dent physical property of the analyte, this
liquid-phase separation is called multi-
dimensional. Independent physical prop-
erties correspond to ‘‘dimensions’’ and
these can be size, charge, hydrophobicity,
or affinity to a particular substrate. The
use of several independent dimensions
significantly increases resolving power of
a separation.

In-liquid separation methods can be
used both for the intact proteins and
for the peptide mixtures. One promising
technique for characterization of global
extracts of intact proteins is CIEF-FTICR
mass spectrometry. In this method, the
CIEF separates intact proteins by pI and
subsequent analysis by FTCIR produces
a two-dimensional display similar to the
one obtained in 2D PAGE. Jensen et al.
reported resolution of 400 to 1000 proteins
in the mass range of 2–100 kDa from
global protein extracts of Escherichia coli
and Deinococcus radiodurans. While of
good resolving power and sensitivity, this
technique needs further improvement,
perhaps by addition of protein fragmen-
tation so that the resolved proteins could
be identified.

Wall et al. developed a method that
can potentially obtain both intact protein
molecular weights as well as sequence in-
formation for a large portion of a proteome.
In this method, proteins were separated
by pI using isoelectric focusing (IEF) in
the first dimension and by hydrophobic-
ity using nonporous reversed-phase HPLC
in the second dimension (IEF-NP RP
HPLC). Next, the fractions that were eluted
from HPLC were analyzed in two parallel
experiments by (1) MALDI-TOF-MS and
(2) ESI-TOF-MS. Analysis of human ery-
throleukemia cell lysate by this method
resulted in resolution and identification of



Mass Spectrometry-based Methods of Proteome Analysis 13

several hundreds of unique proteins in a
mass range from 5 to 85 kDa. Having both
intact protein molecular weights as well
as sequence information alleviates char-
acterization of protein posttranslational
modifications and isoforms. Thus, Wall
et al. reported detection of posttransla-
tional modifications of cytosolic actin, heat
shock 90 beta, HINT and α-enolase.

The intact protein approaches are usu-
ally limited to proteins of smaller sizes,
mostly because the resolving power of
mass analyzers drops with increase in the
ions masses. Also, biases toward one or
the other types of intact proteins are un-
avoidable with any chromatographic sep-
aration method. A conceptually different
approach, in which purification of intact
proteins is avoided, involves proteolytic
digestion of protein mixtures. Proteolytic
digestion transforms protein mixtures into
more uniform (in terms of mass and chro-
matographic properties) mixtures of pep-
tides. Because of the increased uniformity,
analysis of peptide mixtures essentially
eliminates biases in proteome coverage.
Unfortunately, the absence of informa-
tion on intact proteins makes character-
ization of posttranslational modifications
more difficult.

Chemical or enzymatic cleavage of pro-
teins into peptides followed by multidi-
mensional liquid-phase separation is typi-
cally used in a global proteome survey type
of experiments. Generally, proteins from
whole cells or tissue homogenates are first
enzymatically digested and then the result-
ing peptide mixtures are separated by elec-
trophoresis or liquid chromatography in
a microcapillary format. A microcapillary
column is attached directly to the ioniza-
tion source so that the eluting fractions
are ionized and introduced to a mass ana-
lyzer. While fragmentation of the peptide
ions is optional with MALDI-MS/peptide

mapping analysis of 2D PAGE spots, it is
required with the liquid-phase/MS anal-
ysis of complex peptide mixtures. The
sequence information obtained by MS/MS
for individual peptide ions is used to match
peptides to the corresponding proteins in
a database.

Multidimensional protein identification
technology (MudPIT) is a good example
of a liquid-phase/MS method. In MudPIT,
a biphasic SCX/RP microcapillary column
is used to fractionate a complex peptide
mixture (Fig. 5). The peptide fractions are
eluted from the column by series of HPLC
gradients into the tandem mass spectrom-
eter. The obtained MS/MS spectra are
used to search a sequence database via
SEQUEST algorithm. MudPIT was used
to detect and identify ∼1500 proteins from
Saccaromyces cerevisiae proteome, ∼2500
proteins from the Oryza sativa proteome
and ∼2500 proteins from the Plasmo-
dium falciparum proteome.

1.5.3 Affinity Methods (Epitope Tagging)
Affinity-purification methods are fre-
quently employed in those proteomics
programs that analyze specific subsets of
a proteome, such as phosphorylated or
glycosylated proteins. Also, affinity meth-
ods are often used in large-scale studies
of protein–protein interactions and pro-
tein complexes. Affinity methods are based
on targeted interactions between proteins
and antibodies or between proteins and
other protein-specific molecules, immo-
bilized in a column or in the form of
an array. For example, to isolate phos-
phorylated proteins from the rest of the
proteome, one can use an immunoaffinity
column prepared with antibodies specific
to the phosphorylated amino acids.

Epitope tagging is used in large-scale
analyses of protein–protein interactions
and protein complexes (Fig. 6). In this
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Attachment of
microcolumn

to system

kV

HPLC
gradient

Waste/split

Electrospray 
ionization
ion trap 

mass spectrometer

S. cerevisiae 
complex peptide mixture

Off-line loading
of packed

microcolumn

Database searching 

Identifications of proteins
in S. cerevisiae 

complex peptide mixture

SCX RP

SCX RP

Fig. 5 Multidimensional protein identification technology (MudPIT).
Complex peptide mixtures are loaded onto a biphasic microcapillary
column packed with strong cation exchange (SCX) and reverse-phase (RP)
materials. Peptides directly elute into the tandem mass spectrometer
because a voltage (kV) supply is directly interfaced with the microcapillary
column. Peptides are first displaced from the SCX to the RP by a salt
gradient and are eluted off the RP into the MS/MS. The tandem mass
spectra generated are correlated to theoretical mass spectra generated
from protein or DNA databases by the SEQUEST algorithm. Figure is
reproduced from Washburn, M.P., Wolters, D., Yates, J.R. III (2001)
Large-scale analysis of the yeast proteome by multidimensional protein
identification technology, Nat. Biotechnol. 19, 242–247 by permission of
Nature Publishing Group.

strategy, proteins to be isolated are fused
with a motif recognizable by a specific
antibody. This fusion is typically done by
incorporating the epitope sequence into
C-terminal of genes that encode proteins
of interest. Then the fused proteins are
expressed and purified along with their in-
teraction partners by the immunoaffinity
chromatography using antibodies specific
to this particular epitope. If a particular
protein is of low abundance, it can be over-
expressed to increase the overall recovery.

1.6
Protein Identification by MS

Accurate identification of proteins is the
essential requirement of proteomics stud-
ies. High complexity of protein mixtures
derived from tissues, whole cells, or sub-
cellular compartments adds an additional
requirement of high throughput in the
identification of proteins. In this section,
we review common strategies that match
MS data with proteins present in a
biological sample.
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components by
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Fig. 6 Principle of affinity purification with epitope tagging. Bait proteins are expressed as
fusion with a motif recognizable by a certain antibody (epitope). The cells are lysed, and
proteins are purified by immunoaffinity chromatography. Next, the bound fraction is
competitively eluted from the column, and the pulled proteins are analyzed by LC/MS or
1D PAGE/MS.

Typically, protein identification amounts
to the deduction of the sequence-specific
information from MS data followed by
searches of the sequence databases.
Databases that MS data can be matched
against are protein, expressed sequence
tag (EST), and genomic databases. Be-
cause currently there are no suitable ways
to fragment intact proteins inside a mass
spectrometer, high-throughput sequenc-
ing by MS is possible only if intact proteins
are fragmented into peptides first. Depend-
ing on a particular type of proteomics
scheme and MS instrumentation used,
protein sequence information can be ob-
tained by (1) peptide mass fingerprinting;
(2) accurate mass tags (AMTs); (3) peptide
fragmentation in MS/MS; (4) sequence
tags; or by combinations of (1) through (4).

Peptide mass fingerprinting method is
usually adopted in those cases in which
individual proteins are separated during
purification steps, such as in 2D PAGE.

In the case of 2D PAGE, individual
spots are picked, digested, and masses
of the peptides are recorded. Next, the
experimentally obtained peptide masses
are matched against theoretical peptide
libraries generated from protein sequence
databases. MS/MS data can also be
obtained along with mass fingerprinting,
and nowadays this is a common practice.

With MALDI-TOF instrumentation –
which is typically used with the pep-
tide mass fingerprinting type of analy-
sis – several peptide masses are needed
to unambiguously identify a protein. Us-
ing more accurate instrumentation, such
as FTICR-MS, it is possible to identify
proteins based on the mass of a sin-
gle peptide, without MS/MS data. In this
case, a peptide that uniquely corresponds
to a protein is called accurate mass tag
(AMT). Conrads et al. evaluated utility of
AMTs for identification of proteins from S.
cerevisiae and Caenorhabditis elegans. The
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authors demonstrated that up to 85% of
the predicted tryptic peptides from these
two organisms could be used as AMTs
at mass accuracies typical of FTICR-MS
instruments (∼1 ppm). The authors also
discussed utility of AMTs with highly ac-
curate mass measurements in detection
of phosphorylated proteins. They argued
that because mass defect of P is larger
than that of H, C, and O, the average
mass of phosphopeptides is slightly lower
than the mass of unmodified peptides of
the same nominal weight; thus enabling
the identification of phosphorylated pep-
tides if the mass measurement accuracy
is sufficient.

Whenever it is possible to match a sin-
gle peptide to a protein, it is no longer
necessary to purify samples down to indi-
vidual proteins. Instead, fractions contain-
ing mixtures of proteins can be digested
with trypsin followed by analysis of the re-
sulted peptide fragments. For example, the

above-discussed AMT method can be used
for analysis of complex protein mixtures,
because it matches single peptide to a
unique protein. However, the requirement
of high mass accuracy makes uses of AMT
limited. Additionally, FTICR instrumenta-
tion is cumbersome and is not a widely
distributed technology today. Far more su-
perior in terms of proteome coverage per
monetary cost are methods that employ
peptide sequence analysis by MS/MS. The
key fact that enables high-throughput pep-
tide sequencing by MS/MS is predictability
of the peptide precursor ion fragmentation
in the CID reactions.

Figure 7 shows the adopted nomencla-
ture for the fragment ions series. Ions
that form through dissociation of the pep-
tide bonds are the most abundant ones
if moderate collision energies are used
(30–50 V). The ions that retain their charge
on the N-terminal part after fragmentation
of the precursor are called y ions, and the
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Fig. 7 Nomenclature of the ions formed during peptide fragmentation. In a typical MS/MS
experiment via CID reactions, y and b ions are predominant. These two types are used for
computer-assisted peptide identification. Through the loss of CO fragment, a ions can be
produced from b ions. While not important for identification, a ion series can be used for
independent result validation. Other types of ions are not produced in CID reactions.
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ions that retain their charge on the C-
terminal part after fragmentation of the
precursor are called b ions. The subscript
to the right of b and y symbols equals
the number of amino acid residues in
the corresponding fragment. The differ-
ence in m/z values between consecutive
ions within a given series corresponds
to the difference in the sequences of the
two fragments. Because the consecutive
ions within a series represent peptide frag-
ments that differ in exactly one amino
acid, and each amino acid residue has
a unique nominal weight (except I and
L), the pattern of m/z values of y and
b ions corresponds to the amino acid
sequence of the precursor peptide. Un-
fortunately, some expected peaks could be
missing from the MS/MS. Additionally,
experimental spectra can be complicated
by unwanted fragmentation. Also, it is
not always possible to unambiguously de-
termine from which series a particular
ion fragment comes. For these reasons,
manual interpretation of MS/MS spec-
tra can be tedious and ineffective. As a
consequence, de novo sequencing is rarely
done in high-throughput proteomics ex-
periments. Instead of direct interpretation
of the MS/MS spectra, computer programs
that find the best matches to the spectra
from a database are used.

Typical example of an algorithm that
finds best matches to MS spectra is SE-
QUEST software package developed by
Eng et al. Analysis of MS data by SE-
QUEST starts with reduction of tandem
spectra complexity. Only a certain number
of most abundant ions are considered and
the rest are discarded. Also, the unfrag-
mented precursor ion is removed from the
spectra in order to prevent its misiden-
tification as a fragment. Next, SEQUEST
selects sequences from a database. First,
SEQUEST creates list of peptides that have

masses at or near the mass of the precursor
ion. Second, SEQUEST generates virtual
MS/MS spectrum for each of the candidate
and compares them to the observed spec-
trum. As the result of this comparison, a
cross correlation score is produced (Xcorr).
Another score, DeltaCN, reflects the differ-
ence in correlation of the second ranked
match from the first one. The higher this
score is, the more likely it is that the first
match is the correct one.

SEQUEST also has the ability to de-
tect posttranslational modifications. In
this case, SEQUEST looks for increased
masses of amino acids. For example, cys-
teines are typically carboxymethylated by
iodoacetomide prior to enzymatic diges-
tion. In this case, masses of all cysteine
residues are considered to increase by
57 Da. To look for amino acids that
can be either modified or not modi-
fied, the database size is increased by
allowing different weights to represent
the same amino acid. Unfortunately, only
known posttranslational modification can
be detected by SEQUEST – the types of
modifications that are being looked at
need to be explicitly specified in input
parameters.

Another useful technique for peptide
identification is sequence tag. This tech-
nique is implemented in algorithms
such as GutenTag. In GutenTag, a par-
tial sequence is inferred directly from
the tandem spectrum, and then the
database is searched for matches that
include this partial sequence and that
match the masses on C- and N-sides
of the fragment. Importantly, GutenTag
method is error-tolerant, and allows detec-
tion of unknown posttranslational mod-
ifications. A recent variation of this
method, MultiTag also allows protein
identification from organisms with unse-
quenced genomes.
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2
Quantitative Methods of Proteome Analysis
Using MS

Quantitative proteome analysis aims at
large-scale identification of differences in
protein expression. Two-dimensional dif-
ference gel electrophoresis (2D-DIGE) is
one of the techniques that can achieve
that aim. Recent example of application
of this technique is the report by Fried-
man et al. The authors used 2D-DIGE
in combination with MALDI-TOF to ana-
lyze the proteome of human colon cancer.
However, while acknowledging the impor-
tance of the gel-based methods in modern
quantitative proteomics, we believe that
methods based on multidimensional chro-
matography have greater potential, and
therefore, we limit our further discussion
to quantitation within the LC/LC/MS/MS
paradigm.

Even though absolute quantification (i.e.
clear relationship between the peak in-
tensity and amount of the analyte) is a
challenge for modern mass spectrometers,
methods of finding relative abundances
exist. These methods are based on label-
ing through mass modifications of the
whole proteome or some of its subsets.
Labeling through mass modification is
particularly suited for quantitative analysis
in differential expression profiling, where
two states under study are differentially
labeled via ‘‘light’’ or ‘‘heavy’’ mass mod-
ifications. Figure 8 schematically depicts
a quantitative proteomics approach. Mass
modification can be introduced at different
steps in the sample preparation – during
growth, after growth, during digestion,
or after digestion. Labeling at the early
stages of sample preparation minimizes
losses of the analytes. Instrumentation
for quantitative studies is essentially the
same as instrumentation for qualitative

studies. Nevertheless, quantitative analy-
sis is more laborious and typically achieves
lower proteome coverage. Also, quanti-
tative methods in proteomics are still at
the stage of development and are not as
broadly applied as qualitative methods.

2.1
Metabolic Labeling

Widely used in structural biology to pre-
pare samples for analysis by nuclear mag-
netic resonance (NMR) analysis, metabolic
labeling methods have become useful
quantitative proteomics tools. Metabolic la-
beling is a mass modification method that
is done very early in the experiment – at
the stage of cell growth. Figure 8 illus-
trates the principle behind this strategy.
The goal is to compare protein abundances
in cells grown at different conditions. To
do this, the growth media from one of
the conditions is enriched in stable low-
abundant isotopes. The enrichment can
be done either by labeling all amino acids
by 15N, or by supplementation with a sin-
gle labeled amino acid. The processed and
digested cell extracts from the two different
conditions are combined in a one-to-one
ratio and analyzed by liquid-phase/MS/MS
methods. In the resultant MS spectra,
peaks corresponding to the same peptide
from different conditions are offset accord-
ing to the degree of labeling. The ratio
between the two peaks corresponds to the
difference in abundances.

The first demonstrations of metabolic
labeling in quantitative proteomics used
gel electrophoresis and spot excision as
the protein isolation method. For exam-
ple, Oda et al. identified proteins that were
altered in expression between two strains
of S. cerevisiae grown in 14N or 15N me-
dia, and determined the phosphorylation
levels of a specific protein in the same
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sample. Complete metabolic labeling has
been demonstrated using chromatography
based proteomics methods on D. radiodu-
rans, mouse B16 cells, and on S. cerevisiae.

In addition, isotopically enriched single
amino acids may be used for the selective
metabolic labeling of a cell type for
a quantitative proteomic analysis. In S.
cerevisiae, Jiang et al. have described the
single amino acid isotopic enrichment
of S. cerevisiae with D10-Leu, and Berger
et al. described the comparative analysis of
S. cerevisiae cultured in media containing
either 13C-Lys or unlabeled lysine. Stable
isotope labeling by amino acids in cell
culture (SILAC) was explored as an
alternative to 15N labeling. Ong et al.
studied mammalian cells grown either
with deuterated or nondeuterated leucine.
Importantly, parameters such as cell
morphology, doubling time, and ability to
differentiate did not change in deuterated
sample compared to nondeuterated one.
The authors used this technique to study
changes in protein expression induced by
muscle cell differentiation. The authors
reported that glyceraldehyde-3-phosphate
dehydrogenase, fibronectin, and pyruvate
kinase M2 were upregulated. Another
approach to metabolic labeling is the rare
isotope depletion of the growth media
from one of the conditions under study.
If the rare isotopes are removed, then
one expects m/z distributions to shift
to the lighter values. With conventional
instrumentation, this could work for
large proteins. However, high-resolution
instrumentation like FTCIR must be used
to analyze peptide mixtures.

2.2
Isotope Coded Affinity Tags

Metabolic labeling with stable isotopes
while analytically advantageous to other

methods is available only in cases when
studied cells or organisms are cultivable.
For this reason, metabolic labeling is
not suitable for diagnostic and clinical
applications. When cultivation or control-
ling growth is difficult, different strate-
gies need to be used for quantitative
proteome analysis. One of the possi-
ble approaches is the method that uses
cysteine-specific reagents – isotope coded
affinity tags (ICATs) – to differentially la-
bel proteomics samples. ICATs have three
functional elements: cysteine-specific re-
active group, isotopically labeled linker,
and affinity group (Fig. 9). For the com-
parative analysis, the cysteine residues in
samples are separately labeled with either
labeled or unlabeled ICAT. The derivatized
samples are then combined in a one-to-
one ratio and digested with a protease
resulting in both labeled and unlabeled
peptide fragments. The labeled peptide
fragments are then purified by affinity
chromatography, fractionated by reversed-
phase chromatography and analyzed by
tandem mass spectrometry, which pro-
vides both qualitative analysis and the
relative abundance of the peptide isoforms
in the samples. The MS analysis is analo-
gous to metabolic labeling case – ratio of
‘‘heavy’’ to ‘‘light’’ peptide ions correlates
with their relative abundance. Also, the
ICAT approach has the obvious concep-
tual limitation – only peptides that contain
cysteine can be detected. It has been shown
that in yeast only ∼10% of all tryptic
peptides contain cysteine. Therefore, full
sequence coverage may not be possible
even for the most abundant proteins.

Significant improvement to the ICAT
method is the cleavable ICAT (cICAT),
which is presently supplied by Applied
Biosystems in a kit format. The cICAT
reagent has four essential structural ele-
ments. The first is a protein reactive group
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Fig. 9 Structure of isotope coded affinity
tags. The ICAT reagent consists of a biotin
group linked to a cysteine reactive group.
The linker may be deuterated eight times
or protonated at each site allowing for the
generation of D0- or D8-ICAT. The
differential masses of the linker group
allow for the use of ICAT in a quantitative
proteomic scheme. The figure and figure
legend have been reproduced from
Hunter, T.C., Washburn, M.P. (2003) The
integration of chromatography and
peptide mass modification for
quantitative proteomics, J. Liq Chromat.
Rel. Technol. 26, 2285–2301 by
permission of Marcel Dekker, Inc.
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(iodoacetamide) that covalently links the
isotope-coded affinity tag to the protein
through alkylation of cysteines. The sec-
ond structural element is the biotin affinity
tag that allows enrichment of the tagged
peptides. The third is an isotopically la-
beled linker (C10H17N3O3). Nine carbon
atoms of the linker can be either 12C or 13C
giving light and heavy version of the tag re-
spectively. The light and heavy molecules
have the same chromatographic proper-
ties, but differ in mass (9 Da). Once the
sample is subjected to mass spectrometric
analysis, the ratio of intensities between
heavy and light peptides provides a rel-
ative quantitation of the proteins in the
original sample. The fourth structural el-
ement of cICAT is an acid cleavage site
that allows removal of part of the tag prior
to MS analysis. After avidin-affinity pu-
rification of the cICAT-labeled peptides,
biotin portion of the label and part of the
linker can be removed by adding triflu-
oroacetic acid. This reduces the overall
mass of the tag on the peptides and im-
proves the overall peptide fragmentation
efficiency.

The ICAT methodology has been suc-
cessfully applied to a variety of biological
questions including studies of several cell

types, organelles, and different classes of
proteins. Quantitative proteomic analysis
via ICAT has been coupled with cDNA
array analysis to investigate the galactose
utilization pathway in S. cerevisiae and to
investigate the mRNA and protein expres-
sion changes brought about by culturing
S. cerevisiae in either galactose or ethanol.
In addition, ICAT detected changes in pro-
tein expression of peripheral and integral
membrane proteins by analyzing the effect
on 12-phorbol 13-myristate acetate on the
microsomes of HL-60 cells. Of all non-gel-
based quantitative proteomic strategies,
ICAT is the most mature as demonstrated
by the successful use of ICAT in biologi-
cally driven analyses.

2.3
18O Labeling

The global modification of all proteolytic
peptides in a mixture may be carried out via
the labeling of carboxyl groups that occurs
through incorporation of 18O from H18O
during proteolytic hydrolysis (Fig. 10). In
order to introduce a 4-Da mass shift into
the C-terminus of a peptide, proteins may
be digested in the presence of H2

18O.
Proteases like trypsin will carry out this
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Fig. 10 C-terminal digestion modification with 18O. 18O may be incorporated into the
C-terminus of a peptide during digestion with enzymes such as trypsin, endoproteinase
Lys-C, and endoproteinase Glu-C. A simplified version of this reaction scheme is shown.
(1) To begin, the peptide needs to be digested in 18OH2 in order to then incorporate 18O. The
serine in the active site of the proteases listed attacks the carbonyl carbon in a peptide bond.
(2) Next, 18OH2 attacks the protein–protease intermediate also at the carbonyl carbon
displacing the NH group on the peptide bond. (3) As a result, a peptide with a single 18O has
been generated. (4) A repeat of steps (1) and (2) is needed to drive the reaction to
completion as shown in (5) where two atoms of 18O have now been incorporated into the
peptide C-terminus. Labeling of one sample with 18O by digesting in 18OH2 and mixing this
with the other sample digested in 18O depleted water allows for the determination of the
relative abundance of peptides from a mixture. Figure and figure legend is reproduced from
Hunter and Washburn (2003) by permission of Marcel Dekker, Inc.

reaction during the process of enzymatic
cleavage. By mixing a sample with proteins
digested in the presence of 18O and the
absence of 18O, a pairwise comparison
may be made to determine the relative
abundance of peptides in a sample.

2.4
Postdigestion Labeling

There are several alternatives to the
residue-specific modification of cysteine,
which include methods for differential
modification of lysine and O-phosphory-
lated serine residues. The phosphopro-
tein isotope coded affinity tag (PhIAT)
method has been shown to be capable of

enriching and identifying mixtures of low-
abundance phosphopeptides. The PhIAT
method uses a chemical modification
of phosphorylated serine and threonine
residues to cysteine before introduction
of a standard ICAT reagent. The mass-
coded abundance tag (MCAT) approach
uses a residue-specific modification lysine
residues by O-methylisourea to introduce a
differential tag. In addition, 2-methoxy-4,5-
dihydro-1H-imidizole has also been used
to modify lysine residues for the pur-
pose of introducing a differential mass
tag.

The N/C termini of peptides after
digestion may also be labeled through a va-
riety of means. A C-terminal modification
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method is methyl esterification of carboxyl
groups using either methanolic HCl or
the deuterated analog. In this case, mul-
tiple sites in a peptide may be modified
with labels introduced at aspartic acids,
glutamic acids, and C-termini. The N-
terminal labeling of tryptic peptides with
N-hydroxysuccinimide or 1-Nicotinoyloxy-
succinimide esters and their stable iso-
tope analogs is another approach that
can be potentially used for quantita-
tive proteomic analyses. In fact, cou-
pling 18O labeling and N-terminal la-
beling methods for protein expression
profiling produced more comprehensive
results than when either method was used
alone.

2.5
Global mRNA and Protein Expression
Analyses

An emerging application of quantitative
proteomics approaches includes the large-
scale analysis of protein expression cor-
related to large-scale mRNA expression
analyses. In three independent compar-
isons of mRNA and protein levels in
Saccharomyces cerevisiae, overall partial
positive Spearman rank correlation coef-
ficients ranging between 0.21, 0.45, and
0.57 were obtained. These studies em-
ployed ICAT, chromatography, and mass
spectrometry, 15N labeling and MudPIT
or chemiluminescence of SDS-PAGE ap-
proaches to determine protein expression
levels in cells grown under different con-
ditions in each study. In all likelihood, this
pattern of partial positive correlation be-
tween mRNA and protein expression levels
could be expected to persist under a variety
of conditions in S. cerevisiae. When these
approaches begin to be globally applied to
other organisms, it will be interesting to
see if this trend persists.

3
Specific Examples of Applications

3.1
Global Proteome Sampling

The goal of global proteome sampling is
the simultaneous identification of proteins
in a cell or tissue at a given condition.
Data obtained in such experiments can
be further used to answer more specific
biological questions, such as difference
between healthy and pathological states.
Typically, the proteins are identified by
mass spectrometry and are grouped into
functional categories.

3.1.1 Global Proteome Sampling Based on
2D Page
Global proteome analysis by 2D PAGE
method is difficult because each spot
needs to be picked and identified indi-
vidually, thus increasing time and cost of
the analysis. Also, as we discussed ear-
lier, 2D PAGE separation suffers from
biases – certain classes of proteins, such
as hydrophobic or those of high molec-
ular weight are difficult to detect. Apart
from these limitations, 2D PAGE ap-
proach has an important advantage over
other methods – it easily resolves pro-
tein isoforms.

In their analysis of Haemophilus in-
fluenzae proteome, Langen et al. used
several techniques to maximize the 2D
PAGE performance. To increase the
proteome coverage, they used immobi-
lized pH gradient strips covering sev-
eral pH regions. Also, to visualize low-
copy-number proteins, the authors per-
formed a series of protein extractions,
such as heparin chromatography, chro-
matofocusing, and hydrophobic interac-
tion chromatography. In order to detect
cell-envelope-bound proteins, the authors
used immobilized pH gradient strips in
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combination with a two-detergent sys-
tem with a cationic detergent in the first
and an anionic detergent in the second
dimensions. The isolated proteins were
identified by MALDI/MS and peptide
fingerprinting. As a result, 502 unique
proteins were identified (about 30% of
all ORFs)

Analysis of the mouse brain proteome
performed by Klose et al. provides a good
illustration of what 2D PAGE can do for
the global proteome sampling type of ex-
periments. By using 2D PAGE, the authors
performed comparative analysis of the two
distantly related mouse strains, Mus mus-
culus C57Bl/6 (B6) and Mus spretus (SPR).
About 8700 proteins from the cytosolic
fraction of brain proteome were compared
between the two species. By analyzing 2D
PAGE of B6 and SPR strains, as well as of
F1 (B6 × SPR) and B1 (F1 × SPR) hybrids,
the authors detected 1324 species-specific
polymorphisms. Among these, 466 pro-
teins were identified by MALDI-TOF/MS
using peptide mass fingerprinting. To
detect the polymorphisms, the authors
considered variations in electrophoretic
mobility, spot intensity, and the num-
ber of different isoforms corresponding
to one protein. Additionally, through the
analysis of F1 and B1 generations, the au-
thors established which polymorphisms
were genetically dominant. The key fea-
ture that enabled this comprehensive
study was the high quality of the 2D
PAGE. To analyze the mouse brain pro-
teome, the authors used the large-gel
2D PAGE, which employs IEF gel in-
cubation, and large (46 × 30 cm) format.
Implemented in this way, the 2D PAGE
gives both high resolution and high sen-
sitivity – more than 10 000 protein spots
from mouse tissues can be visualized
simultaneously.

3.1.2 Global Proteome Sampling Based on
Multidimensional LC
When it is necessary to catalog proteins
present in a cell or an organism in a given
environmental context, the multidimen-
sional LC separation of peptide mixtures
followed by MS/MS is the most conve-
nient method to use. While it is not
as good at determining protein isoforms
and posttranslational modifications as 2D
PAGE, the biases in proteome coverage are
greatly reduced.

Florens et al. performed proteomics
studies of the life cycle of the human
pathogen Plasmodium falciparum (malaria)
life cycle. The authors identified 2415 pro-
teins and assigned them to functional
groups at four stages of the cycles (sporo-
zoites, merozoites, trophozoites, and ga-
metocytes). The sporozoite is the form
in which P. falciparum is injected by a
mosquito. The merozoite is the form that
invades erythrocytes. The trophozoite is
the form that multiplies in the erythro-
cytes. The gametocyte is the sexual stage of
malaria parasite life cycle. The analysis was
performed by MudPIT. The authors found
that about 50% of sporozoite proteins
were unique to that stage. In sporozoites,
about 25% were shared with any other
stage. Trophozoites, merozoites, and ga-
metocytes had 20 to 30% unique proteins
and they had 40 to 60% of their proteins
shared. Only 6% of all identified proteins
were shared between all four stages, which
were mainly histones, ribosomal proteins,
and transcription factors. Out of the 2415
identified proteins, 51% were previously
annotated as hypothetical.

Koller et al. used both 2D PAGE and
MudPIT to analyze Oryza sativa (rice) pro-
teome. The analyses were performed on
the protein extracts from leaf, root, and
seed tissue. The goal of this study was
to determine tissue-specific expression of
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proteins. 2D PAGE separation followed by
MS/MS yielded 556 unique protein iden-
tifications, comprising 348 proteins from
leaf, 199 from root, and 152 from seed.
MudPIT analysis resulted in significantly
larger coverage: 2363 total proteins, with
867 from leaf, 1292 from root, and 822
from seed. A total of 165 proteins were
uniquely detected by 2D PAGE, whereas
1972 proteins were uniquely detected by
MudPIT. Next, the authors searched the
nonredundant protein database by BLAST
and grouped the identified proteins into
functional categories. The largest category
(32.8%) included proteins that had no ho-
mology to the predicted proteins. Proteins
classified as involved in metabolism com-
prised 20.8% of all identified proteins. Out
of the 2528 detected proteins, 189 were
shared among all three tissues. These
included housekeeping proteins that are
involved in transcription, mRNA biosyn-
thesis, translation, and protein degrada-
tion. However, most of the proteins had
tissue-specific expression: 622 specific to
leaf, 862 specific to root, and 512 specific
to seeds.

To characterize the proteome of S.
cerevisiae mitochondria, Sickmann et al.
combined four separation methods: IEF-
incubated 2D PAGE; digestion with four
different proteases, followed by multidi-
mensional LC/MS/MS; SDS/PAGE com-
bined with multidimensional LC/MS/MS;
treatment of mitochondria with trypsin,
followed by SDS/PAGE or HPLC and
MS/MS. The authors identified a total of
750 mitochondrial proteins. When classi-
fied into functional categories, 24.9% of
all the identified proteins were of un-
known function, 24.9% were involved in
genome maintenance and gene expres-
sion, and 14.1% were involved in energy
metabolism. The rest of the identified

proteins were involved in metabolism,
transport, and cell rescue.

3.1.3 MS-assisted Disease Diagnosis from
Serum Samples
Proteomics technologies recently emerged
as a useful tool in clinical disease diag-
nosis. For example, Petricoin et al. used
surface-enhanced laser desorption ion-
ization time-of-flight (SELDI-TOF) and
artificial-intelligence-based informatics al-
gorithms to discriminate between control
group and ovarian cancer patients. First,
the authors generated a preliminary train-
ing set of mass spectra derived from 50
unaffected women and 50 women with
ovarian cancer. Next, they used an itera-
tive searching algorithm to find the best
discriminatory pattern amongst these MS
data. As a result, the algorithm correctly
identified all cancer cases in the masked
set. Additionally, out of 66 cases of ma-
lignant disease, only 3 were recognized as
cancer (false-positives). Thus, the study by
Petricoin et al. demonstrated good sensi-
tivity and predictive power of MS-based
proteomics when applied to clinical dis-
ease diagnosis. For further information on
this subject, we refer the interested reader
to the comprehensive review by Rosen-
blatt et al.

3.2
Analysis of Protein Modifications by Mass
Spectrometry

In living organisms, protein activity is
regulated mainly by covalent modifica-
tions, which occur either co- or post-
translationally. Identification of types of
modifications and their locations is often
a necessary requirement for an under-
standing of the regulation and function
of a given protein. There are hundreds
of known protein modifications. Among
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these, phosphorylation is, perhaps, the
most important and widespread – about
one-third of all proteins from mammalian
genomes are thought to be phospho-
rylated. Another functionally important
modification is glycosylation – glycosylat-
ed proteins are ubiquitous components of
cellular surfaces where their oligosaccha-
ride groups participate in a wide range
of cell–cell recognition events. Compre-
hensive analysis of glycosylated proteins
is more challenging than analysis of other
modifications, mainly because the struc-
ture of oligosaccharide varies.

Other commonly occurring modifica-
tions that are involved in protein regu-
lation and function are disulfide bonds,
acetylations, and ubiquitinations. Some of
these and other modifications are listed in
Table 2. Changes in a protein length, either
as a result of alternative splicing or protein
truncations, also may be considered as pro-
tein modifications. Generally, it is difficult
to identify protein truncations by methods
that deal with protein/peptide mixtures,
and often purification down to individual
proteins is required in such cases (e.g. by
2D PAGE).

Currently available methods of large-
scale analysis of modified proteins can
be grouped into two major classes: those
that use sample enrichment or chemical
treatment prior to MS, and those that rely
on MS data alone. Enrichment methods
include affinity purification, chemical tag-
ging followed by affinity purification, and
immunoprecipitation. MS methods of de-
tection and identification of modified pep-
tides include neutral loss scan, precursor
ion scan, postsource decay, and others.

Sometimes it is of special interest to
obtain information on several types of
modifications at once. If that is the case,
computer programs such as GutenTag (see
Sect. 2) can be used to analyze MS/MS
data. Additionally, if mass changes intro-
duced by modifications are known, the
search for modified proteins can be done
by SEQUEST with input parameters mod-
ified in accordance with the mass changes.
However, generally, it is difficult to analyze
modified peptides in the background of
nonmodified peptides. Therefore, when it
is clear what type of modification needs to
be analyzed, the fractionation steps that en-
rich that particular modification need to be
introduced into the experimental scheme.

Tab. 2 Common protein modification.

Modification Monoisotopic/average mass change

Phosphorylationa +79.9663/79.9799
Acetylation +42.0106/42.0373
N-acetylglucosamine (GlcNAc)a +203.0794/203.1950
Disulfide bond −2.01565/2.0159
Methylation +14.0157/14.0269
Hydroxylation +15.9949/15.9994
Oxidation of methionine +15.9949/15.9994
Ubiquitination of lysines +114.0429/114.1040b

aOccurs on tyrosine, serine, threonine. Widespread throughout the proteome.
Functions include protein regulation, signal transduction.
bMass change is due to Gly–Gly residue, which is left on ubiquitinated lysines
after trypsin digestion.
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Below we discuss several illustrative
examples of analysis of phosphorylated,
glycosylated, and ubiquitinated proteins
from recent literature. In addition, tools
and techniques used in analysis of phos-
phorylation are generally applicable to
analysis of many other modifications such
as methylation and acetylation, while anal-
ysis of glycosylation poses additional an-
alytical and instrumental challenges due
to variability in structures of oligosaccha-
ride groups. Ubiquitination, while not as
frequent as phospho- and glyco modifica-
tions, is important for protein degradation
in proteasomes.

3.2.1 Phosphorylated Proteins
Main tools in large-scale identification of
phosphoproteins are enrichment by im-
mobilized metal affinity chromatography
(IMAC), chemical tagging, and immuno-
precipitation by phosphor-specific antibod-
ies. IMAC technology is based on methods
developed by Andersson et al. and relies
on interaction of phosphate group with
immobilized Fe3+ ions. Ficarro et al. used
IMAC combined with LC/MS/MS to char-
acterize the phosphorylated portion of the
yeast proteome. The authors showed that
carboxylic acid interfered with IMAC pu-
rification, and needed to be protected. The
protection was achieved by esterification
with methanol in the presence of HCl.
Phosphorylated tryptic peptides were iden-
tified via SEQUEST. From the whole cell
lysate, Ficarro et al. detected more than
1000 phosphopeptides. From these, 383
sites of phosphorylation were determined.
A potential improvement to this analysis
would be the use of other proteinases in
parallel with trypsin to increase the se-
quence coverage.

An enrichment technique that could
also complement IMAC is immunopre-
cipitation with antibodies that bind to

any protein that contain phosphorylated
residues. While antibodies exist for phos-
phorylated serine, threonine, and tyrosine,
only the anti-phosphotyrosine antibody
binds strongly enough to allow enrich-
ment. Pandey et al. used phosphotyrosine
immunoprecipitation to study phosphory-
lation in HeLa cells in response to epi-
dermal growth factor (EGF). The phospho-
peptides were immunoprecipitated from
untreated and EGF-treated cell lysates and
resolved by electrophoresis. Individual gel
bands were excised and studied by MALDI-
MS and ESI-MS/MS. As a result, the
authors identified Vav-2 as a substrate of
EGF-receptor.

A report by Salomon et al. also gives a
nice demonstration of analysis of phos-
phorylation in human cells. The authors
used phosphotyrosine immunoprecipita-
tion along with methyl esterification and
IMAC combined with multidimensional
LC/MS to assess tyrosine phosphoryla-
tion that occurs over time in myelogenous
leukemia cells in response to treatment.
The authors reported identification of 64
unique tyrosine phosphorylation sites in
32 proteins.

In another report by Ficarro et al., the
authors used anti-phosphotyrosine im-
munoblots to study capacitation of human
sperm. Capacitation is a cAMP-dependent
process that is necessary for fertilization.
The authors performed a comparative
analysis of capacitated versus noncapaci-
tated sperm. First, they separated sperm
proteins by 2D PAGE followed by west-
ern blotting with anti-phosphotyrosine
antibodies. In the next step, they ex-
cised and digested spots that exhibited
phosphorylation, followed by IMAC to en-
rich for phosphopeptides with subsequent
MS/MS analysis. As a result, the au-
thors pinpointed several proteins that un-
dergo phosphorylation upon capacitation
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of the sperm. Additionally, the authors
used differential isotopic labeling to quan-
tify the phosphorylation. The labeling
was achieved at the stage of protect-
ing the carboxy groups prior to IMAC,
by treatment of the peptide mixtures
from capacitated and noncapacitated di-
gests with CD3OD/DCl and CH3OH/HCl
respectively. These two peptide mixtures
were further combined in one-to-one ratio
and analyzed by IMAC/LC/MS/MS. As
a result of this quantitation, the au-
thors found 20 unique peptides that
exhibited different phosphorylation lev-
els between capacitated and noncapaci-
tated sperm.

Metabolic labeling strategy was first
described to quantitate changes in phos-
phorylation. In this approach, cells from
two batches that have potentially dif-
ferent levels of phosphorylated proteins
are metabolically labeled with N14 and
N15. Next, the cells are lysed; the
target proteins are purified, digested,
and analyzed by MS. Changes in peak
intensities that correspond to modi-
fied and unmodified peptides from the
two conditions provide quantitation of
phosphorylation.

Another way to quantitate phosphory-
lation levels is to use modified ICAT
strategy. In this approach, the phos-
phate groups in phosphopeptides de-
rived from two different conditions are
chemically replaced with either labeled
or unlabeled tags. The tagging involves
the following steps: (1) beta-elimination
of the phosphate groups; (2) addition of
1,2-ethanedithiol containing either four
hydrogens (EDT-D0) or four deuteriums
(EDT-D4); (3) biotinylation of the EDT
group using (+)-biotinyl-iodoacetamidyl-
3,6-dioxaoctanediamine. The tagged pep-
tides are further affinity purified by avidin
column and analyzed by LC/MS.

3.2.2 Glycosylated Proteins
The importance of protein glycosylation,
especially during cell–cell communication
in multicellular organisms, is often ac-
knowledged by using the terms glycobiology
and glycomics. Owing to a wide range of
possible polysaccharide structures, analy-
sis of glycosylation is not as straightfor-
ward as analysis of other posttranslational
modification. Currently, there are no satis-
factory methods for global, proteome-wide
analysis of all glycoprotein forms. It is
possible, however, to characterize gly-
coproteins with glycogroups of constant
structure. It is also possible to globally
map glycosylation sites.

As an example, consider a broad re-
search question such as to identify
and characterize glycosylated proteins in
a given biological system. In such a
case, hypothetical analysis could include
the following steps: (1) proteolytic diges-
tion; (2) enrichment for glycopeptides;
(3) identification of glycopeptides by MS
and MS/MS; (4) structure determination
of polysaccharide groups by MSn. Alter-
natively, one could also separate proteins
by 2D PAGE, and use glycospecific stain-
ing methods to identify spots of interest.
Also, during the MS part of analyses,
it could be useful to separate constant
glyco structures from the variable ones,
as well as N-linked from O-linked ones.
One of the problems in analysis of gly-
copeptides is that glycogroups are very
labile. Because of this lability, peptide frag-
mentation in CID reactions is reduced,
thus making sequencing by MS/MS more
difficult. An alternative way is to chemi-
cally (e.g. with beta-elimination of O-linked
oligosaccharides) or enzymatically (e.g.
with N-glycosidase F) remove glycogroups
prior to analysis and to use chemi-
cal tags.
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In eukaryotes, the most widespread con-
stant type of glycosylation is O-linked
N-acetylglucosamine (O-GlcNAc), which
is found on many nuclear and cyto-
plasmic proteins. Glycosylation of serine
and threonine residues by O-GlcNAc is
believed to compete with and comple-
ment phosphorylation in mediating pro-
tein–protein interactions. The proteins
that are glycosylated by O-GlcNAc in-
clude RNA polymerase II, transcription
factors, chromatin-associated proteins,
nuclear pore proteins, protooncogenes,
tumor suppressors, and proteins involved
in translation.

Because O-GlcNAc and phospho groups
modify essentially the same amino acids,
it is of special interest to establish methods
that can characterize these modifications
simultaneously. In this pursuit, Wells
et al. developed a method based on beta-
elimination followed by Michael addition
(BEMAD) of dithiothreitol (DTT) or bi-
otine pentylamine (BAP). This method
relies on the fact that O-GlcNAc groups
are more prone to elimination than phos-
phate groups. With the right conditions of
elimination, O-GlcNAc can be tagged se-
lectively. The DTT and BAP tags also allow
enrichment by affinity chromatography
and are stable in MS/MS fragmenta-
tion, thus allowing identification of the
modified sites. First, the authors tested
their method on synthetic peptides, and
then they performed analysis of several
biological samples: Synapsin I from rat
brain and nuclear pore complex (NPC). In
Synapsin I, three novel O-GlcNAc sites, as
well as three previously known sites were
mapped, thus validating the method. In
the nuclear pore complex, BEMAD also
mapped novel O-GlcNAc sites in Lamin
B receptor and Nup155. Using BEMAD
along with modification-specific antibod-
ies and enzymes, the authors were able to

distinguish between O-GlcNAc- and phos-
phopeptides.

During CID reactions, oligosaccharide
moieties fragment mainly at glycosidic
bonds. This fact potentially allows discern-
ing of a primary structure of an oligosac-
charide in MSn experiments. While tech-
nology for a large-scale structural anal-
ysis of glycoforms is not developed yet,
oligosaccharide structure determination is
certainly possible for individually isolated
glycopeptides. Notable examples include
characterization of lipooligosaccharides
from Haemophilus influenzae and Neisseria
gonorrhoeae.

3.2.3 Ubiquitinated Proteins
Degradation of proteins in living organ-
isms is a complex, highly regulated pro-
cess, which plays important roles in many
cellular pathways. The first step in protein
degradation is the attachment of ubiquitin
moieties to lysines of the substrate. The
second step is proteolysis of the tagged pro-
tein by proteasome. Given the importance
of this posttranslational modification, it is
surprising that the report by Peng et al.
is perhaps the only paper in the litera-
ture that addresses large-scale analysis of
protein ubiquitination.

Peng et al. described a systematic ap-
proach based on LC/LC/MS/MS to an-
alyze protein ubiquitination in yeast. In
this pursuit, Peng et al. expressed His-
tagged ubiquitin in S. cerevisiae cells fol-
lowed by purification over Ni-chelating
resin. Denaturing conditions were used
at the enrichment step in order to min-
imize copurification of proteins that are
not ubiquitinated, but form complexes
with ubiquitin. The enriched ubiquitinated
proteins were digested with trypsin and
analyzed by SCX/RP/MS/MS followed by
identification by SEQUEST. The tryptic
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digestion of ubiquitinated peptides results
in glycine–glycine fragments at the sites of
modification. The corresponding increase
in mass by 114 Da of the modified lysine
residues allows localization of the sites of
ubiquitination. As a result, the authors
identified 110 ubiquitination sites present
in 72 ubiquitinated proteins. However,
some of the known ubiquitinations were
not detected. This is probably due to the
fact that the method is biased toward more
abundant species. Indeed, precise local-
ization of a posttranslational modification
via SEQUEST requires a high sequence
coverage. As a consequence, in their anal-
ysis, Peng et al. identified 1075 proteins
totally after Ni-resin purification, but were
able to confirm ubiquitination in only 10%
of them.

3.3
Analysis of Protein–Protein Interactions by
Mass Spectrometry

In a cell, proteins exert their functions
through interactions with other proteins.
Proteomics methods developed in the past
few years can be applied directly to the anal-
ysis of the protein–protein interactions
and protein complexes. Protein–protein
interactions can be studied either on
the level of individual protein complexes,
or on the level of the whole proteome.
Examples of different types of analyses
include the possibility of predicting inter-
actions from amino acid sequence, focused
mass spectrometric analyses of individual
multiprotein complexes: yeast ribosome,
SAGA-like complex (SLIK), Pol II preiniti-
ation complex (PIC), nuclear pore complex
(NPC), and proteome-wide analyses of
protein–protein interactions. In addition,
quantitative proteomic methods may be
used to analyze the dynamics of pro-
tein complexes.

3.3.1 Computational Methods of
Protein–Protein Interaction Prediction
To some degree, protein–protein inter-
actions can be deduced indirectly from
the amino acid sequences. In this pursuit,
Bock et al. created a learning algorithm
that was trained to recognize and predict
protein–protein interactions. The training
was achieved on the experimentally known
interactions from a variety of organisms.
As an outcome of the training, the deci-
sion function was constructed, which was
statistically evaluated using unseen test
data. As a result, on average, about 80%
of the interactions were predicted accu-
rately from the unseen datasets. Obviously,
computational methods alone do not give
exhaustive description and the obtained
results need to be validated experimen-
tally. Nevertheless, the interaction datasets
obtained in silico provide useful reference
points for experimental types of analyses.

3.3.2 Yeast 2-hybrid Arrays
One of the most common approaches
to analyze protein–protein interactions is
the yeast-2-hybrid (Y2H) screen, which
is a selection method that detects pro-
tein–protein interactions in the yeast nu-
cleus. This is a well-developed technique
that can be easily optimized for a high-
throughput analysis. The Y2H screen was
successfully applied to mapping of a large-
scale protein interaction network in the
yeast S. cerevisiae. The Y2H has a good res-
olution and can detect weak and transient
interactions. However, the Y2H method
detects only binary interactions between
proteins and may not be used to study
transcriptional activators. Another draw-
back of the Y2H is that interactions occur
in the nucleus, so that interactions for
many proteins take place out of their native
environment.
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3.3.3 Direct Analysis of Large Protein
Complexes; Composition of the Yeast
Ribosome
Link et al. employed multidimensional liq-
uid chromatography coupled with MS/MS
to study composition of the yeast ribo-
some. The authors named their method
direct analysis of large protein complexes, and
demonstrated its wide applicability. In this
study, the ribosomes were purified by su-
crose gradients and then denatured. Next,
the ribosomal RNA was removed, the ri-
bosomes were enzymatically digested, and
the digests were loaded on a 2D separation
column, consisting of the SCX and the RP
dimensions. After the separation, peptides
were eluted directly into the mass spec-
trometer for the MS/MS analysis. Finally,
SEQUEST algorithm was used to search
nucleotide databases and to match the
peptide fragmentation patterns. The au-
thors demonstrated the high-throughput
capacity of this approach – more than 100
proteins could be identified in a single ex-
periment. As a result of this study, new
protein components of yeast and human
40 S subunit were discovered.

3.3.4 Analysis of Multisubunit Protein
Complexes Involved in Ubiquitin-dependent
Proteolysis by Mass Spectrometry
In a number of reports, Deshaies et al.
(and references therein) used MS-based
strategies to characterize the composition
of various protein complexes involved in
proteolysis. The authors used sequential
epitope tagging, affinity purification, and
mass spectrometry (SEAM) to study reg-
ulation and function of SCF ubiquitin
ligases. In the application of this method,
SCF subunits Skp1 and Cul1 were C-
terminally tagged with Myc epitope. Next,
the cells expressing the tagged proteins
were lysed, and the soluble fractions were
affinity purified, digested, and analyzed

by mass spectrometry. As a result, a
total of 16 Skp1- and Cul1-interacting
proteins were detected. Several of these
proteins were not previously known, in-
cluding Hrt1, Rav1, and Rav2. These
new proteins were further subjected to
SEAM and this led to identification of
the new complex Rav1/Rav2/Skp1. Subse-
quently, it was found that Rav1/Rav2/Skp1
complex interacts with V1 component of V-
ATPase, the vacuolar membrane ATPase.
In different studies by biochemical meth-
ods, the authors further determined that
Rav1/Rav2/Skp1 regulates the assembly of
V-ATPase from V1 and V0 domains.

The same group used multidimensional
protein identification technology (Mud-
PIT) to identify proteins that interact with
the 26 S proteasome. As it was introduced
in the previous sections of this chapter,
MudPIT allows analysis of immunopre-
cipitated fractions without a gel separa-
tion step. Instead, the immunoprecipitated
fractions are digested, and the peptide mix-
tures are separated in two dimensions
(SCX and RP) followed by MS analysis.
Using MudPIT, the authors identified ev-
ery known subunit within affinity-purified
26 S proteasome, as well as one subunit
that was not previously known. Addition-
ally, a set of proteins potentially interacting
with the proteasome (PIPs) was found.
By immunoblotting methods, six of these
PIPs were further confirmed to associate
with the proteasome.

3.3.5 Proteomics of the Nuclear Pore
Complex
MS-based protein identification is a use-
ful tool that can efficiently determine the
composition of a given multiprotein com-
plex. However, this method by itself does
not necessarily provide information on the
complex’s spatial architecture. Nor does
it directly answer questions about the
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multiprotein complex function. Therefore,
when such questions arise, the mass spec-
trometric tools need to be complemented
with other techniques, for example, im-
munoblotting, immunofluorescence, elec-
tron microscopy and so on. Several studies
of the nuclear pore complexes (NPCs) that
are discussed here give a good illustration
of these types of integrative strategies.

In the early 1990s, studies by three-
dimensional cryoelectron microscopy re-
vealed the basic shape and architecture
of NPCs in Xenopus nucleus. It was
determined that NPCs are proteinaceous
structures situated in the double mem-
brane of the nuclear envelope. Estimated
sizes of NPCs vary from ∼125 MDa (Xeno-
pus) to 66 MDa (Saccharomyces). NPCs
have an eightfold rotational symmetry with
the rotational axis normal to the nuclear
envelope membrane and a twofold mirror
symmetry with the symmetry plane paral-
lel to the nuclear envelope membrane. Cur-
rent research efforts are aimed at under-
standing the mechanism of the biological
function of the NPCs – nucleotransport.
To understand the NPC’s function, it
is useful to catalog all the protein
components of NPCs in different organ-
isms. Ideally, this should lead to testable
hypotheses on how these components con-
tribute to the overall structure and function
of NPCs. Biological problems of this kind
can be addressed by proteomics methods
as was elegantly demonstrated for yeast
and mammalian NPCs.

In the yeast study, Rout et al. prepared
highly enriched fraction of NPC proteins,
followed by separation on ceramic hy-
droxyapatite HPLC, which gave efficient
recovery of the loaded proteins. Reverse-
phase TFA-HPLC was used in parallel for
resolution of the low molecular mass pro-
teins from the NPC fraction. The next step
in the separation involved SDS-PAGE with

visualization of protein bands by copper
staining. Subsequently, peptide mixtures
were prepared from bands of interest via
in-gel trypsin digestion followed by anal-
ysis by MALDI-MS. The peptide mass
matching method was used to search
nonredundant protein sequence database.
Previously known nucleoporins were ge-
nomically tagged with a protein A epitope
(ProtA), which allowed further immunolo-
calization by fluorescence microscopy. As
a result of this study, the authors iden-
tified 29 nucleoporins and 11 transport
factors and NPC-associated proteins. The
authors also determined stoichiometry
and position of each of the nucleoporins
found within the NPC by quantitative
immunoblotting and by immunoelectron
microscopy. In the immunoelectron mi-
croscopy analysis, the ProtA-tagged pro-
teins were labeled using gold-conjugated
antibody, which aided visualization. On
the basis of the deciphered architecture of
the NPC, Rout et al. proposed a model of
nucleotransport called a Brownian affinity
gating model. The core idea of the proposed
model is that translocation through the
NPC occurs via diffusion: diffusive move-
ments of the filamentous nucleoporins on
the cytoplasmic face of the NPC exclude
macromolecules that do not bind to them,
but when the binding does occur (and
that happens when a cargo molecule is
associated with its transport factor), the
residence time of the cargo at the NPC
gate increases, which in turn facilitates the
diffusion of the cargo into the nucleus.

In the mammalian study, Cronshaw
et al. enriched NPCs fractions from rat
liver nuclei by sequential solubilization. At
each step of the enrichment, the authors
used electron microscopy, SDS-PAGE, and
immunoblotting to confirm that NPCs
remained intact. After the enrichment,
NPCs were treated with detergent, which
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produced a solution of monomeric nucle-
oporins. The individual proteins in this
nucleoporin mixture were separated by C4
reverse-phase chromatography followed by
SDS-PAGE. Protein identification was per-
formed using single-MS and MS/MS. In
addition to previously known 23 nucleo-
porins, Cronshaw et al. identified six novel
nucleoporins, and also four proteins con-
taining WD repeats. One of these four
WD-containing proteins was ALADIN, the
gene mutated in Allgrove syndrome.

Spatial organization of a protein complex
can be assessed by the cross-linking
method. In this method, a protein complex
is affinity-purified and then treated with
a cross-linking agent, a chemical that
introduces new covalent bonds between
neighbor proteins. New bands, that appear
on SDS-PAGE because of this treatment
can be excised and identified by mass
spectrometry. As a result, if a pair of
the proteins gets cross-linked, this usually
means that the two proteins are located
close to each other within the complex. A
good example of this strategy is the study
by Rappsilber et al. in which the authors
used cross-linking/MS method to deduce
the spatial composition of the six-member
subcomplex Nup84p of the yeast NPC. The
authors emphasized generic applicability
of this approach. One of the significant
challenges in application of this method,
however, is the choice of the proper
cross-linking reaction condition – usually
a number of different cross-linkers has
to be screened, before the right degree
of cross-linking is obtained. Additionally,
interaction between subunits that are
hidden deep inside a complex may be
inaccessible to cross-linkers. Because of
these and other difficulties, the cross-
linking method is limited to complexes
of small sizes and is difficult to apply
on the broader scale. Nevertheless, the

cross-linking method may prove to be
useful in the studies of conformational
or compositional changes of individual
protein complexes, when the specific
structural states can be ‘‘frozen’’ through
interaction with the cross-linking agents.

3.3.6 High-throughput Analyses of
Protein–Protein Interactions
In most cases, MS-based analytical sch-
emes similar to those employed in the
studies of individual complexes can be
redesigned for use at the proteome-wide
scale. A report by Gavin et al. is one
of the first examples of the MS-based
proteome-wide analyses of the protein
complexes. For the large-scale isolation of
the protein complexes from yeast Gavin
et al. used tandem affinity purification
(TAP), as first introduced by Rigaut et al.
In the TAP method, a gene-specific fu-
sion cassette – which contains calmodulin-
binding domain, a specific protease cleav-
age site, and ProtA domain – is introduced
at the C- or N-terminal of yeast’s ORFs of
interest. Then, assuming that expression
of fusion proteins is maintained close to
the natural level, the first affinity purifi-
cation is performed. In this step, fusion
proteins along with their interaction part-
ners (so-called protein assemblies) are iso-
lated from cell extract by affinity selection
on IgG matrix. Next, the bound proteins
are released by addition of the protease.
Finally, the second affinity purification
is done, which involves incubation with
calmodulin beads in the presence of cal-
cium. The advantage of tandem affinity pu-
rification when compared to standard epi-
tope tagging approaches is that it removes
most of the nonspecific interactions. Out
of 1548 yeast strains generated by Gavin
et al., 1167 expressed the fusion proteins at
detectable levels. After the purification of
the protein complexes by TAP, the authors
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subjected the complexes to electrophoretic
separation followed by trypsin digestion,
and subsequent analysis by MALDI-MS.
Overall, by MS analysis, Gavin et al. iden-
tified 1440 gene products (∼25% of the
genome) from various organelles. How-
ever, identification of membrane proteins
in this study has proven to be diffi-
cult – only 40 membrane proteins were
purified successfully out of total 293 mem-
brane proteins detected. The authors then
proceeded with grouping of the identified
proteins into complexes. This was done by
the analysis of overlaps in composition of
the pulled-down assemblies from 589 dif-
ferent bait proteins. The authors reported a
total of 245 purifications that corresponded
to 98 known complexes from the yeast
protein database (YPD). Another 242 pu-
rifications out of the 589 were assembled
into 134 new complexes. The authors were
able to identify proteins as low-abundant
as 15 copies per cell, thus showing high
sensitivity of the TAP method. However,
reproducibility was rather poor – the au-
thors estimated that probability of finding
the same protein from the same bait
in two purifications is about 70%. An-
other weakness of the TAP method comes
from possibility of interference of the TAP
tag with complexes assembly and protein
function. In fact, Gavin et al. found that
when the essential genes were TAP-tagged;
in about 20% of these cases, nonviable
strains were obtained. Also, the authors
reported significant bias against proteins
with molecular weight below 15 KDa.

Another notable report of a high-
throughput protein complex identification
is the study by Ho et al. In this case, the
bait proteins contained Flag epitope tag
and were overexpressed from GAL1 or tet
promoters. Next, the protein assemblies
were isolated in one-step immunoaffin-
ity purification followed by resolution

on SDS-PAGE, digestion and MS, and
MS/MS analyses. The authors called this
method ‘‘high-throughput mass spectro-
metric protein complex identification’’
(HMS-PCI). The immunoaffinity purifica-
tion of complexes assembled around over-
expressed baits should, in theory, generate
more false-positives than TAP method
would generate, because of the nonphys-
iological concentrations of the baits. On
the other hand, weak and transient inter-
actions that would not be detected in the
TAP method could be captured by HMS-
PCI. In fact, Ho et al. were able to assess
certain regulatory and signaling pathways,
by studying complexes pulled-down with
phosphatases and kinases used as baits.

As of today none of the methods
of mapping of protein–protein interac-
tions within a proteome is comprehensive
enough to provide full coverage. Hence,
it is useful to compare datasets obtained
with different approaches. In their arti-
cle, Christian von Mering et al. evaluated
all available interaction datasets obtained
in yeast. These included the data from
MS-based studies discussed above, as well
as data from Y2H, correlated mRNA
expression, synthetic lethality, and in sil-
ico predictions. The evaluation was done
through comparisons with the reference
dataset (MIPS and YPD). As a result, per-
centage coverage (fraction of the reference
covered) and accuracy (fraction of data con-
firmed by the reference) were estimated
for every method. According to the au-
thors’ analysis, TAP method provides both
higher coverage and higher accuracy than
either Y2H or HMS-PCI. Also, the analysis
shows that HMS-PCI is the least accurate
method amongst the three.

In a series of reports, Bader and Hogue
developed algorithmic approaches for find-
ing molecular complexes from datasets
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obtained in different interaction stud-
ies. By analyzing combined data from
TAP and HMS-PCI studies, they found
a novel nucleolar complex of 148 proteins
that included 39 proteins with unknown
function. Further, they described a graph-
theoretic clustering algorithm molecular
complex detection (MCODE) that allows
detection of dense regions (potential com-
plexes) within the interaction networks.
Importantly, the authors showed that
MCODE algorithm is not affected by a high
rate of false-positives in datasets from the
high-throughput experiments.

To summarize, none of the current
high-throughput experimental schemes
provide sufficient coverage and accuracy.
Therefore, integrative approaches that take
advantage of different methods are neces-
sary. Additionally, all of the discussed cases
dealt with cells in a certain growth condi-
tions. It is of special interest, however, to
study dynamics within protein interaction
networks in response to environmental
stimuli, in progression through the cell cy-
cle, or in pathological states. Some of these
questions can be addressed by quantitative
proteomics techniques.

3.3.7 Quantitative Proteomics Methods in
the Studies of Protein Complexes
Methods of quantitative proteomics can
be used to study dynamical changes in
abundance, composition, and activities of
multiprotein complexes. A good example
of such a study is the work by Ranish
et al. in which composition of a large RNA
polymerase preinitiation complex (PIC)
was assessed by the isotopically coded
affinity tags (ICATs) method. This and
other differential labeling methods are
discussed in detail in the previous section
of this chapter. The ICAT approach as
employed by Ranish et al., consists of the
four major steps summarized below:

1. The samples from two different condi-
tions are labeled with either ‘‘light’’ or
‘‘heavy’’ tags.

2. The labeled samples are combined
together and enzymatically digested.

3. The mixture is fractionated by SCX
chromatography, then the labeled pep-
tides are isolated by avidin-affinity chro-
matography followed by separation by
the reversed-phase microcapillary chro-
matography.

4. The labeled peptides that are eluting
from the reversed phase column are
analyzed by ESI-MS/MS.

In MS analysis, the peak intensity ra-
tios of the differentially labeled peptides
on the ion chromatogram are related
to the relative abundances of the corre-
sponding proteins in the two different
environments. The peptide identities are
established in the MS/MS spectra and the
corresponding proteins are identified by
SEQUEST. With this quantitative ICAT
method, the authors were able to distin-
guish between components of the PIC
and the copurifying background proteins,
some of which had higher abundances.
Thus, the authors demonstrated the high
analytical power of this approach. In their
analysis, Ranish et al. identified a total of
326 proteins, 42% of which participate in
the Pol II-mediated transcription. Also, the
authors used the ICAT method to moni-
tor changes in the PIC composition in the
presence or absence of TBP. TBP is a tran-
scription factor that binds to the TATA
element and is required for the functional
PIC assembly. According to Ranish et al.,
most of the Pol II components are in-
creased in abundance by a factor of at
least 1.9 upon addition of TBP, and several
Pol II components showed no increase in
abundance. In addition, potentially new
component of the PIC was discovered. A
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limitation of this approach, as was noted by
the authors, is that using only the cysteine
specific tags leaves out tryptic peptides that
do not contain cysteines. In this respect,
strategies that use metabolic labeling or N-
terminal labeling may be more promising.

As an example, in their recent paper,
Blagoev et al. used stable isotopic amino
acids in cell culture (SILAC) to study EGF
signaling. The control and EGF-stimulated
HeLa cell populations were labeled with
12C- arginine and 13C-arginine respectively
via metabolic incorporation. Combined
cell lysates from these two conditions were
affinity-purified with SH2 domain of GST-
SH2 fusion protein used as bait. SH2
domain specifically binds phosphorylated
EGF receptor. Protein complexes obtained
in this purification were digested with
trypsin and the peptide mixtures were
analyzed by MS. As a result, the authors
identified 228 proteins, 28 of which were
enriched upon EGF simulation.
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Keywords

Basement Membrane (BM)
A highly ordered thin sheetlike sub-compartment of the ECM composed of networks of
glycoproteins and proteoglycans that separate epithelia and endothelia from the
underlying stroma.

Cryptic ECM Epitope
A specific amino acid sequence of an ECM protein that is normally not accessible for
cellular interactions under normal physiological conditions.

Extracellular Matrix (ECM)
A complex acellular network of adhesive collagenous and noncollagenous
glycoproteins embedded in a hydrated gel composed of a mixture of proteoglycans.

Interstitial Matrix
A loosely organized sub-compartment of the ECM composed of glycoproteins,
proteoglycans, and matricellular proteins that surround individual cells and tissues.

Matricellular Proteins
ECM-associated proteins that modulate cellular functions but which do not contribute
significantly to structural architecture of the matrix.

� The requirement of bidirectional communication between cells and their
local acellular microenvironment for proper development and homeostasis in
multicellular organisms has been appreciated for decades. Interestingly, intriguing
new studies have suggested that some of this molecular information may be cryptic or
hidden within the three-dimensional architecture of proteins and requires structural
modification of the ECM for efficient transmission and utilization by cells and
tissues. Thus, the dynamic interplay between cells and both intact and structurally
altered ECM proteins help establish specificity, coordinate, and refine the complex
interconnected biological responses critical for normal physiological processes. In
this regard, unique insight will likely be gained into pathological events by a more
complete understanding of the integrated network of molecular signals regulated by
cellular interactions with the ECM.
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1
Introduction

It has been known for decades that multi-
cellular organisms depend on information
within the local acellular microenviron-
ment for proper structural organization,
development, and homeostasis. The com-
plex interconnected networks of molecules
that compose the extracellular environ-
ment impacts nearly every aspect of nor-
mal physiology and disease, ranging from
molecular control of gene expression and
cell cycle progression to mechanical and
architectural organization of tissues and
organs. The major interests of many early
investigators within the fields of molecular
and developmental biology were primar-
ily focused on the cellular compartment,
including membrane, cytoplasmic, and
nuclear components. However, as more
sophisticated technology and tools were
developed, it quickly became apparent that
cells were not only physically linked to
the insoluble scaffolding proteins outside

the cell, but that cell shape, function,
and survival depended on unique in-
teractions and the bidirectional flow of
information from outside the cell to the
cells interior. Thus, the stage was set
to begin the fascinating journey into an
in-depth understanding of the biological
responses controlled by the extracellular
matrix (ECM).

2
Structural Organization and Molecular
Composition of the Extracellular Matrix

For the purpose of our discussion, the
ECM can be thought of as being composed
of two general compartments, including
the basement membrane (BM) or basal
lamina and the interstitial matrix (Fig. 1).
While these two compartments can be
studied as separate features, they do not
exist in isolation, but rather are inter-
connected by a variety of anchoring and

Cells with surface receptors

BM: collagen IV, laminin
interconnected with nidogen
and perlecan

Interstitial ECM:
• Anchoring fibrils
(collagens and fibulins)
•Growth factors
•Proteoglycans
•Other ECM molecules

Fig. 1 Schematic representation of the structural organization and composition
of ECM. The extracellular matrix can be organized into two compartments,
including the basement membrane (BM) and the interstitial matrix. These two
compartments are connected by a series of anchoring fibers, which consist of
distinct forms of collagen, fibulins, as well as other ECM macromolecules. The
major components of the BM include collagen type IV, laminin, nidogen, and
perlecan. The interstitial matrix is composed of a gel-like composition of ECM
proteins, including fibronectin, distinct forms of collagen, vitronectin, and various
matricellular proteins such as thrombospondin. Growth factors, proteases, and a
number of proteoglycans can also be found in the interstitial matrix.
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interconnecting fibrils. Thus, a highly
integrated continuum exists between the
BM and interstitial matrix. In general
terms, the BM is organized into a highly
ordered meshlike network composed of
structural glycoproteins, proteoglycans,
and other macromolecules. BMs can be
found underlying mostly all epithelial
sheets and blood vessels, thus contributing
to physical and functional compartmental-
ization. In contrast, the interstitial matrix
can be characterized as a loosely orga-
nized gel-like composition of collagenous
and noncollagenous glycoproteins, proteo-
glycans, and matricellular proteins that
surround cells, tissues, and organs. The
molecular composition of the BM and in-
terstitial matrix can vary widely, depending
on the repertoire of cells present within
a given tissue. Moreover, the composi-
tion and structural integrity can also vary,
depending on the particular physiological
and/or pathological processes that may be
occurring at any given time.

While heterogeneous in composition,
examples of the major components of the
BM include collagen type IV, laminin,
nidogen, and perlecan. In addition to
cross connections mediated by nidogen,
collagen, and laminin, these molecules
can interact with each other via a num-
ber of unique functional domains. While
these macromolecules make up the ma-
jority of the BM, other minor, but no
less important, components contribute to
its structure, including genetically distinct
forms of collagen (i.e. collagen type VIII,
XV, and XVIII) and numerous proteo-
glycans. Examples of the major compo-
nents of the interstitial matrix include an
array of fiber forming collagens, includ-
ing collagen type I, II, and III. Other
major components that have been char-
acterized include fibronectin, vitronectin,

Tab. 1 Partial list of the major components of
the basement membrane and interstitial matrix.

1. Composition of basement membrane
Collagen IV
Laminin
Nidogen
Perlecan

2. Composition of interstitial matrix
Collagen type I, II, III
Fibronectin
Thrombospondin
Vitronectin
SPARC
Syndecan
Proteoglycans
Fibrinogen/Fibrin
Elastin

fibrinogen, thrombospondin, and elastin
(Table 1).

The complex sets of matrix macro-
molecules are not randomly organized, but
are specifically ordered and arranged into
supramolecular assembles. The physical
interactions that facilitate the unique archi-
tectural organization are mediated, in large
part, by distinct protein–protein bind-
ing domains, glucosaminoglycan (GAG)
side chains, and a variety of carbohydrate
moieties. For example, distinct functional
domains found within nidogen bind colla-
gen, and laminin, while unique domains
within collagen can self-associate with
other collagen molecules as well as other
ECM proteins. These structural glyco-
proteins and proteoglycans also provide
functional binding sites for a variety of
growth factors, cytokines, proteolytic en-
zymes, and cell adhesion receptors. Thus,
it is clear that besides participating in
the structural assembly of mechanical
scaffolds, ECM molecules facilitate local-
ization and storage of a number of crucial
regulatory factors. ECM localization of
these regulatory molecules may serve to
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protect them from degradation and/or in-
duce conformational changes necessary
for optimal presentation to cell surface
receptors. As can be appreciated from the
vast complexity of protein–protein inter-
actions, it would be well beyond the scope
of our discussion to analyze in-depth the
vast number of molecular association that
contribute to the assembly of the ECM.

While it was once thought that the
ECM was merely an insoluble scaffold
that primarily functioned in providing me-
chanical support for cells and tissues, it
is now known that the ECM can reg-
ulate a variety of processes. Some of
the more well-characterized events (Fig. 2)
regulated by the ECM include adhesion,
migration, invasion, cell cycle progression,
proliferation, cell survival, differentiation,
gene expression, tissue compartmental-
ization, and filtration. The ECM is not
simply a static structural scaffold, but is

rather dynamic, with changes occurring
in molecular composition and structure.
This dynamic feature is critical in helping
to integrate the complex sets of regula-
tory signals transferred to cells from the
ECM. In fact, fine-tuning these matrix-
derived signals can be accomplished by
structurally altering matrix components,
which may modify existing binding sites
for growth factors, cytokines, proteases,
and cell surface receptors. Conformational
changes in matrix molecules may expose
new cryptic binding sites for secreted
molecules along with creating novel bind-
ing sites for cell surface receptors such
as integrins. Notably, the compositional
and structural changes occurring within
the ECM can be facilitated by changes in
the secretion, structural organization, gly-
cation, and cross-linking of proteins. The
wealth of biochemical and molecular in-
formation stored within the ECM can be

ECM

G1S
G2 M

Cell cycle
progression

Tissue
compartmentalization

Cell
differentiation

Gene
expression

MigrationCell survival/
apoptosis

Adhesion

Proliferation

Fig. 2 Cellular processes regulated by the ECM. Cellular interactions with the
extracellular matrix can regulate a wide array of important cellular processes. A partial
list of the well-characterized events include cell cycle progression, cell survival, and
apoptosis, proliferation, migration, adhesion, tissue compartmentalization,
differentiation, and gene expression.
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transmitted to the cells by binding to a
number of cell surface receptors, includ-
ing integrins, cell surface proteoglycans,
and an emerging class of receptor tyrosine
kinases. While examples of all these classes
of receptors have been shown to mediate
cellular interactions with the ECM, it could
be argued that integrins are the most well-
studied group of molecules that mediate
cell–ECM interactions.

2.1
Molecular Composition and Structural
Organization of the Basement Membrane

As mentioned above, the BM or basal lam-
ina is a highly ordered meshlike network of
glycoproteins and proteoglycans that sepa-
rate epithelium and endothelium from the
underlying stroma. Given the diversity of
cell types that secrete ECM molecules, it
is not surprising that the molecular com-
position of BMs can vary from tissue to
tissue. While molecular diversity is ev-
ident, a number of major components
are common to most BMs and include
collagen type IV, laminin, nidogen, and
perlecan. These molecular components are
not meant to represent a complete list of
the BM molecules, but rather, examples
of well-characterized components to help
illustrate its compositional and structural
organization.

2.2
Collagen Type IV

The major collagenous component of the
BM is collagen type IV. A variety of other
minor collagen types are also present, in-
cluding collagen types VIII, XV, and XVIII.
Collagen type IV molecules are composed
of a combination of 3 α chains organized
in a triple helical manner. Six different col-
lagen type IV chains (α1–α6) have been

identified, each of which represents a dis-
tinct gene product. One of the most widely
distributed isoforms of collagen type IV
present in nearly all BMs is the triple
helical molecule composed of 2 α1(IV)
chains and 1 α2(IV) chain. Interestingly,
other isotypes of type IV collagen have
been detected in the BMs from distinct
tissues, suggesting tissue-specific distribu-
tion patterns. Collagen type IV is organized
into functional domains, including a large
central triple helical region composed of
repeating units with glycine at every third
position. While this repeated pattern and
triple helical structure exists throughout
the central domain, interruptions on this
unique organization also exist. The triple
helical region has been shown to be critical
for mediating cell adhesion, as a number of
integrin-binding sites have been localized
to this area. Moreover, several binding sites
for other ECM proteins are also located
within the triple helical region, suggesting
an important role for this region in the
collagen network assembly. The amino
terminus of collagen type IV contains a
globular region termed the 7S domain.
The 7S domain facilitates association of
collagen molecules into tetramers, which
is important in the formation of higher-
order collagen networks. A third important
structural and functional feature is the C-
terminal globular noncollagenous (NC1)
domain. These NC1 domains are thought
to facilitate selection of individual α chains
during network assembly. Interestingly,
recent studies have indicated that specific
integrin-binding sites are not only con-
fined to the triple helical domain but are
also located in NC1 domains. For exam-
ple, studies have indicated that the NC1
domain from α1 chain can interact with
integrin α1β1, while the NC1 domain
from the α2 chain supports interactions
with integrins α3β1, αvβ3, and αvβ5.
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Moreover, NC1 domains from the α3 and
α6 chains of collagen type IV specifically
bind to integrin αvβ3, while NC1 domains
form α4 and α5 chains fail to interact
with integrin receptors. Given the facts
that ligation of distinct integrin receptors
can initiate unique signaling cascades, in-
tegrin interactions with noncollagenous
(NC) domains may regulate a diversity
of cellular processes. To this end, it is
becoming increasingly clear that NC1 do-
mains from distinct forms of collagens,
such as types IV, VIII, XV, and XVIII,
may possess unique regulatory properties
since potent antiangiogenic and antitu-
morgenic modules have been identified
from these regions.

Several families of molecules have been
shown to mediate cellular interactions
with collagen (18–20, 29, 30). However,
integrin receptors likely represent the pre-
dominate class of cell surface molecules,
facilitating interactions with collagen type
IV. A number of distinct integrin het-
erodimers interact with triple helical col-
lagen IV, including integrins α1β1, α2β1,
and α3β1. During invasive cellular events,
such as tumor invasion, metastasis, and
angiogenesis, the triple helical structure of
collagen can be altered, leading to disrup-
tion of β1 integrin binding, resulting in
exposure of cryptic αvβ3 bindings sites.
This shift in integrin-mediated recogni-
tion could result in the initiation of unique
signaling cascades. Thus, minor changes
in the three-dimensional structure of col-
lagen could profoundly impact signaling
cascades, thereby modifying the biological
response to the ECM.

2.3
Laminin

A second large glycoprotein that forms
an interconnected sheetlike network with

collagen type IV is laminin. Laminin
represents a family of adhesive glyco-
proteins comprised of high molecular
weight (about 800 kDa) disulfide-linked
heterotrimers with chains designated α,
β, and γ . Since the original discovery of
laminin many years ago, five different α-
chains (α1 to α5), three different β chains
(β1 to β3), and three different γ -chains
(γ 1 to γ 3) have been identified. Although
the theoretical combinations of the three
individual chains could allow up to 45
different trimeric isoforms, to date 12 iso-
forms have been described in detail. Of
the 12 isoforms known, it could be argued
that laminin-1 (α1β1γ 1) and laminin-5
(α3β3γ 2) are perhaps the most well char-
acterized. The individual chains of laminin
share a significant degree of structural
similarity, and can be organized into a
number of functional domains, including
globular domains (IV and VI), epidermal
growth factor (EGF)-like laminin-repeats
(LE-module) (III and V), and an alpha-
helical coiled-coil domain.

In general, laminin is organized into a
crosslike structure containing three short
arms and one long arm. The short arms are
formed by the N-terminal region of one of
the three chains, whereas the long arm is
a rod-like coiled-coil structure comprised
of the carboxyl termini of all three
subunits. The long arm ends in a globular
structure called the G-domain. The G-
domain can be further subdivided into
five globular subdomains (G1–G5). The
G-domains contain major binding-sites
for cellular receptors, such as integrins,
syndecans, and α-dystroglycan. Moreover,
laminin also possesses binding sites for
minor collagen species such as collagen
type XVIII. In addition to a number of
proteoglycans, the BM protein nidogen
directly interacts with laminin. Many of
these unique protein–protein interactions
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are thought to be critical for structural
assembly of the BM.

While distinct forms of laminin are
found mainly in the BM, studies have
also identified isoforms present within the
matrix of embryonic mesenchyme, loose
connective tissue, and developing central
nervous system. Interestingly, throughout
embryonic development and in the adult
organisms, studies have identified differ-
ent patterns of cell and tissue-specific
expression. In fact, distinct isoforms of
laminin have their own temporally and
spatially regulated expression profiles. For
example, while laminin-10 exhibits wide
tissue distribution, the expression of other
isoforms is tightly regulated. In fact,
laminin-2 is expressed in the BM of skele-
tal muscle and plays a role in neurite out
growth, while laminin-5 is a constituent of
the BM of many epithelial tissues where
it regulates stable adhesion and promotes
migration. Thus, it is clear that interac-
tions with laminin can regulate a variety of
cellular and physiological processes.

Laminin interacts with cells through a
variety of mechanisms, including proteo-
glycans and integrin receptors. The major
integrins known to interact with laminin
include α1β1, α2β1, α3β1, α6β1, α6β4,
α7β1, whereas examples of nonintegrin
receptors include the 67-kDa laminin re-
ceptors and dystroglycan. Recent studies
have suggested that laminin the α4 chain
is a specific high affinity ligand for the
αvβ3 and α3β1. Notably, distinct inte-
grin binding sites have been identified
within laminin, including the classical
RGD amino acid recognition sequence as
well as a number of non RGD integrin
binding sites. As was seen with colla-
gen type IV, the molecular and structural
integrity of laminin can impact integrin
recognition and modify cellular responses.
For example, studies have identified a

cryptic site exposed following proteolytic
cleavage of laminin-5 that promotes breast
carcinoma cell migration.

2.4
Nidogen

As discussed above, the two major struc-
tural glycoproteins collagen type IV and
laminin are organized into two sheetlike
networks. These complex meshlike assem-
blies are interconnected by the protein
Nidogen. Nidogen, also known as entactin,
is a ubiquitous component of the BM and is
conserved in all metazoans. Interestingly,
invertebrates, including Caenorhabditis el-
egans, possess only a single gene, whereas
in mammals, two nidogen isoforms have
been identified termed nidogen-1 (150 kDa)
and nidogen-2 (200 kDa). Nidogen-2 is pre-
dominately located in endothelial BM,
whereas nidogen-1 can be ubiquitously
distributed within the basal lamina from
a variety of tissues. These tissue distribu-
tion patterns suggest that different forms
of nidogen may play distinct roles in tis-
sue organization, BM assembly, and in
the regulation of physiological processes
such as blood vessel development. Stud-
ies have indicated that nidogen-2 binds to
endostatin, an antiangiogenic module of
the NC1 domain of collagen type XVIII
(41). The two nidogen isoforms share
substantial domain and sequence iden-
tity with an overlapping binding repertoire
for laminins, collagen IV, perlecan, and
fibulin. Nidogen consists of three globu-
lar domains (G1 to G3). Domain G2 of
nidogen-1 contains the binding site for
collagen IV, perlecan, and fibulins. In con-
trast, domain G3 contains high affinity
binding sites for the laminin γ chain,
collagen IV, and weaker binding sites
for fibulins.
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Studies have suggested that nidogen
may play an important role in BM organi-
zation by facilitating connections between
laminin and collagen IV networks. In-
terestingly, C. elegans, harboring mutant
forms of nidogen-1, exhibited relatively
normal assemble of type IV collagen, sug-
gesting that nidogen-1 may not be essential
for type IV collagen assembly under these
conditions. These findings are somewhat
surprising, given the previous studies in-
dicating the importance of nidogen in the
structural organization of collagen IV and
laminin networks. The nidogen-binding
site within laminin has been localized to
the laminin epidermal growth factor–like
(LE) module γ 1III4. Antibodies against
γ 1III3-5 modules were shown to disrupt
early kidney, lung, and salivary gland devel-
opment. In addition to nidogen’s function
in stabilizing the BM, it has also been
implicated in other protein integration
functions such as facilitating interactions
with ECM components such as perlecan
and fibulin. As with many ECM proteins,
nidogen plays roles in signal transduction
through integrins αvβ3 and α3β1, thereby
influencing the biological response of the
cells to the ECM.

2.5
Perlecan

Besides the major glycoprotein compo-
nents of the basal lamina, a second family
of molecules that contribute to the forma-
tion of the BM includes the proteoglycans.
Proteoglycans are not only important com-
ponents of the ECM but are also found
on the cell surface. Proteoglycans can
be characterized as consisting of a core
protein with negatively charged polysac-
charide glucosaminoglycan (GAG) side
chain. On the basis of their GAG side
chains, proteoglycans can be classified

into four main groups, including chon-
drotin sulfate, dermatan sulfate, keratin
sulfate, and heparan sulfate. The cellu-
lar and tissue distribution profiles along
with their biological functions have been
suggested to depend on both the GAG
chain and the core protein content. In-
terestingly, the GAG side chains attached
to the core proteins have been shown to
vary depending on the tissue. For example,
phosphacan, a chondroitin sulfate proteo-
glycans expressed abundantly in neural
tissue contains keratin sulfate in rat em-
bryonal cerebellum, but lack these GAGs
in rat retinal tissues. Thus, variations in the
structural features of these molecules may
modify their functions, and thus alter cel-
lular behavior in a tissue-specific manner.

In addition to the structural diversity
associated with the GAG chains, the
core proteins also consist of structurally
distinct domains. In fact, proteoglycans
can interact with various biologically active
molecules through specific domains of the
core protein, thus expanding their diverse
capacity to impact biological responses.
Recent studies have identified more than
30 structurally distinct proteoglycans from
vertebrate tissues. Many proteoglycans
bind several different ECM components
and growth factors, and play critical
roles in processes such as cell adhesion,
migration, and differentiation. Notably,
heparan sulfate proteoglycans can be
subclassified as those present on the
cell surface, such as syndecan, those
anchored to the cell surface by glycosyl-
phosphatidylinositol such as glypican,
and those present in the BM, including
perlecan and agrin.

Perlecan is a multidomain heparan sul-
fate proteoglycan with a wide distribution
in the ECM. Perlecan has been shown
to be an important element for assembly
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and function of BMs. Mammalian per-
lecan consists of a 480-kDa core protein
containing three to four heparin sul-
fate or chondroitin sulfate side chains.
The molecular weight of the fully gly-
cosylated protein is between 700 and
800 kDa. Structural studies have provided
evidence that perlecan consists of five
distinct domains. Domain I, has a molec-
ular weight of 20 kDa and consists of
172 amino acids containing three consec-
utive Ser-Gly-Asp triplets that represent
the attachment sites for GAGs. Domain
II of mammalian perlecan is homolo-
gous to the low-density lipoprotein (LDL)
receptor ligand-binding domain and con-
tains the pentapeptide DGSDE. While
domain III is homologous to the in-
ternal segments of laminin A, domain
IV is homologous to neural cell adhe-
sion molecule (N-CAM). Domain V is
located at the C-terminus and consists of
tandem arrays of three laminin G-type
modules and four epidermal growth
factor–like modules. This domain can
bind to the laminin–nidogen complex,
fibulin-2, sulfatides, β1 integrins, and
α-dystroglycan, thereby contributing to the
BM organization and structure. Domain
V also contains two SGxG tetrapeptides,
which may serve as attachment sites for
GAG chains other than heparan sulfate.
In addition, this domain contains two
Leu-Arg-Glu tripeptides that may facili-
tate binding of neurons to S-laminin in
the synaptic BM. Finally, perlecan inter-
acts with collagen type IV and fibronectin,
further implicating it in the structural or-
ganization of the ECM.

Perlecan is produced during early and
late stages of embryonic development and
is localized in BMs, vessel walls, carti-
lage matrix, and other extracellular spaces.
The importance of perlecan to mammalian
development has been demonstrated in

mouse knockout experiments. Although
the BM can develop in the absence of
perlecan, nearly half of all perlecan null
mice died at embryonic day 10.5 with
widespread cephalic, skeletal abnormali-
ties, and aberrant BM formation in the
heart. Studies have indicated that perlecan
can regulate a variety of biological func-
tions. Some of these well-characterized
functions include its role in mainte-
nance of the integrity of BM, and the
storage of growth factors and cytokines
within the ECM. Interestingly, proteolytic
cleavage of perlecan may result in the
release of proangiogenic factors such as
fibroblast growth factors and/or antian-
giogenic factors such as endorepellin, a
newly identified antiangiogenic fragment
of perlecan.

3
Molecular Composition and Structural
Organization of the Interstitial Matrix

The ECM can be viewed as being com-
posed of two compartments, including the
BM and the interstitial matrix. While the
general architecture of the BM is identifi-
able as a thin highly organized sheetlike
structure. The interstitial matrix can be de-
scribed as a loose organization of collage-
nous and noncollagenous glycoproteins,
matricellular proteins, and proteoglycans
that surrounds individual cells, tissues,
and organs. It is important to note that
while these compartments can be viewed
separately, they are indeed intimately con-
nected by anchoring fibers of collagen and
fibulins. The components of interstitial
matrix from a given microenvironment
can vary, depending on the cellular reper-
toire of the tissue. Given the diversity of cell
types that secrete ECM molecules, it would
be well beyond the scope of our discussion
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to attempt to describe in-depth all the com-
ponents that contribute to the interstitial
matrix. Thus, we have chosen to focus on
a few examples of the major components,
including collagen type I, the glycoproteins
fibronectin, vitronectin, and the matri-
cellular protein thrombospondin. These
molecular components are not meant to
represent a complete list of interstitial
matrix molecules, but rather are exam-
ples of well-characterized components to
help illustrate the composition, structural
organization, and function of the intersti-
tial matrix.

3.1
Collagen

The great importance of collagen in phys-
iology, development, and tissue home-
ostasis has been known for decades. Its
singular importance in all metazoan or-
ganisms is evident, given its high degree
of conservation throughout species as di-
verse as sponges and man. Over the past
several decades, a wealth of biochemical
and genetic studies have demonstrated
critical roles for collagen in structural or-
ganization and function of the ECM. In
fact, a wide array of human diseases have
been linked to aberrant synthesis, mu-
tations, and biochemical modification of
collagen, including Osteogenesis Imper-
fecta, Ehlers-Danlos Syndrome type V11,
and Alport Syndrome, to name just a few.
Collagen represents the most abundant
ECM protein in the body. It has been esti-
mated that at least 30 distinct genes code
for specific α chains of collagen. In fact, at
least 21 genetically distinct forms of colla-
gen have been identified. The numerous
forms of collagen can be grouped accord-
ing to their general molecular structure,
organization, and function, which include
fibrillar collagens, nonfibrillar network

forming collagen, FACIT (fibril-associated
collagens with interrupted triple helices)
collagen, and multiplexes. Examples of
the multiplexin subgroup include collagen
type XV and XVIII. Interestingly, these
types of collagen have received much at-
tention recently due to the discovery of
potent antiangiogenic activity within iso-
lated fragments (Restin and Endostatin) of
their respective NC domains. As described
above, collagen type IV is an important
example of the nonfibrillar networking
forming collagen, while collagen type IX
and XII are examples of FACIT collagens.
Some of the earliest forms of collagen to
be described belong to the fibrillar colla-
gen subgroup such as collagen type I, II,
and III.

It has been estimated that collagen type
I may represent up to 25% of the total
protein in the body and the majority of
the protein within the interstitial matrix.
Therefore, we have chosen to focus on
collagen type I as an example of a major
collagenous protein within the interstitial
matrix. Collagen type I is composed of
three α chains, including two α1 chains
and one α2 chain organized into a triple
helical structure. These collagen type I
chains exhibit the characteristic amino
acid triplet repeat G-X-Y with Glycine (G)
at every third position. The amino acids
proline and hydroxyproline are also often
represented at the X and/or Y positions
within the triplet. The relatively small size
of the glycine residue at the third posi-
tion has been suggested to be critical for
proper folding of the triple helical struc-
ture. Secretion of procollagen is followed
by cleavage of both the N- and C-terminal
propeptides. N- and C-terminal propep-
tide processing is crucial in facilitating
collagen fibril formation and higher-order
supra molecular assemblies. Interestingly,
soluble propeptide fragments have been
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detected in serum, and these correlate with
enhanced collagen synthesis and bone
metastasis. Moreover, propeptide collagen
fragments have also been shown to ex-
hibit a number of biological activities,
including promoting chemotactic activity
as well as inhibiting collagen synthesis
under specific conditions. Thus, the mat-
uration and synthesis of collagen type I
appears to regulate a number of cellu-
lar processes.

Similar to what was discussed with
other ECM molecules, collagen type I
can interact with a variety of proteins,
including other ECM molecules such
as fibronectin, thrombospondin, secreted
protein acidic rich in cysteine (SPARC)
and a number of proteoglycans. These
distinct protein–protein interactions can
be altered by structural and biochemical
changes, including altered hydroxylation,
cross-linking, glycation, and the degree
of triple helical formation. For example,
structural denaturation of the triple he-
lical region can expose unique cryptic
binding sites for additional molecules.
Moreover, collagen interactions with dis-
tinct proteoglycans such as decorin have
been shown to specifically alter collagen
structure, fibril, and matrix formation. In
addition, collagen type I can interact with
many other molecules, including prote-
olytic enzymes and cell surface receptors
such as integrins, which facilitate com-
munication between cells and the matrix.
The major integrin receptors mediating
cellular interactions with collagen include
members of the β1 integrin subfam-
ily such as α1β1 and α2β1. Shifts in
integrin interactions with collagen may
result in the initiation of unique signal-
ing pathways, leading to alterations in
biological responses, including cell adhe-
sion, migration, proliferation, survival, and
gene expression.

3.2
Fibronectin

The large glycoprotein fibronectin is a
multidomain molecule found in the ECM,
on the surface of cells, and in plasma and
other body fluids. Fibronectin can exist
in multiple soluble and insoluble forms.
Soluble forms of fibronectin represents a
major component in the plasma and other
bodily fluids, while insoluble forms are ei-
ther associated with the cell surface or are
incorporated into the interstitial matrix.
The fibrillar form of fibronectin is of con-
siderable interest to the present discussion
because of its capacity to mediate an array
of interactions with other ECM proteins. In
particular, this multidomain glycoprotein
exists as a dimer composed of a two 250-
kDa monomers linked covalently near the
C-termini by a pair of disulfide bonds. Each
monomer is comprised of multiple regions
termed fibronectin type repeats. Fibronectin
is organized into multiple domains con-
taining 12 type I, 11 type II and 15 to 17
type III repeats.

The complex structural organization of
fibronectin helps facilitate interactions
with a variety of molecules. For exam-
ple, fibronectin contain binding sites for
fibrin, native and denatured collagens,
heparin and a number of growth fac-
tors. Interestingly, recently studies have
indicated that fibronectin type II mod-
ules can interact with collagen types II,
III, IV, V, and X. Moreover, fibronectin
also contains heparin-binding domains
that interact with heparin and chondroitin
sulfate proteoglycans. Fibronectin type
III repeats can bind to the matricellu-
lar protein tenacin. Taken together, these
observations imply that the biological ac-
tivities of fibronectin involve a number
of critical interactions with a broad range
of molecules.
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Besides providing critical binding sites
for many components of the interstitial
matrix, fibronectin is well known for its
capacity to facilitate cell adhesion, mi-
gration, proliferation, and cell survival.
These important cellular processes are
regulated in large part by integrins. Ex-
amples of the integrins known to bind
to fibronectin include α5β1, α4β1, α9β1,
α4β7, αvβ3, and αvβ6. One of the most
common integrin receptors for fibronectin
is α5β1, which binds to fibronectin re-
peats I1–9, II1,2, III9, and III10. Impor-
tantly, the ability of fibronectin to fa-
cilitate cellular interactions mediated by
multiple integrin binding events provides
an opportunity to initiate distinct signal-
ing cascades.

3.3
Vitronectin

Another important glycoprotein associated
with the interstitial matrix is vitronectin.
Vitronectin is a 75-kDa adhesive glycopro-
tein that is present in both the plasma
and the ECM. It circulates in blood in a
monomeric (native) form, but is converted
into disulfide-linked multimeric (dena-
tured) form when incorporated into the
ECM. The native vitronectin molecules
contain 459 amino acid residues orga-
nized into functionally distinct domains.
The N-terminal domain (residues 1–44)
of vitronectin is rich in cystine and is
termed the somatomedin B (SMB) do-
main. Importantly, the well-known in-
tegrin recognition sequence Arg-Gly-Asp
(R-G-D) is located in the C-terminus of
the SMB domain residues. The most C-
terminal portion (residues 348–370) of
vitronectin contains sequences homolo-
gous to hemopexin and has a positively
charged heparin-binding segment.

Although vitronectin is predominately
produced in the liver and found in the
circulation, it is also found in a vari-
ety of tissues, particularly during wound
healing, inflammation, angiogenesis, and
during tumor growth. Interestingly, some
of the unique protein-binding properties
of vitronectin depend on its structural
conformation and degree of multimeriza-
tion. For example, multimeric forms of
vitronectin exhibit enhanced capacity to
bind to a number of molecules, including
other ECM proteins and specific proteo-
glycans. Moreover, vitronectin has been
shown to interact with growth factors and
growth factor–binding proteins present
within the ECM such as transforming
growth factor-β (TGFβ) and insulin-like
growth factor–binding protein-5 (IGFBP-
5). Vitronectin binding to IGFBP-5 may
act to modulate its bioavailability, thus im-
pacting the function of insulin-like growth
factor-1 (IGF-1), which in turn could al-
ter cellular migration and proliferation.
Adding to the diversity of molecules known
to interact with vitronectin include factors
such as the C5b-8 complement complex,
the thrombin-antithrombin III complex,
plasminogen activator inhibitor 1 (PAI-1),
urokinase plasminogen activator recep-
tor (uPAR), heparin, plasminogen, and
β-endorphin. Vitronectin has also been
shown to regulate cell adhesion, migra-
tion, proliferation, and cell survival. The
vast majority of these cellular functions
are regulated by integrins. The major in-
tegrin receptors known to interact with
vitronectin include the classical vitronectin
receptor αvβ3 as well as a variety of other
αv-containing integrins such as αvβ1,
αvβ5, αvβ6, and αvβ8. Again, the variety
of signaling pathways initiated by distinct
integrin ligation events can serve to co-
ordinate, transmit, and regulate cellular
responses associated with vitronectin.
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3.4
Thrombospondin

A number of matricellular proteins are
also important components of the inter-
stitial matrix. Matricellular proteins have
been defined as those ECM-associated pro-
teins that modulate cell–ECM interactions
and/or cellular functions, but which do not
contribute significantly to the structural ar-
chitecture of the matrix. Some examples
of well-characterized matricellular pro-
teins include tenacin, osteopontin, throm-
bospondin, and SPARC. We have chosen
to focus primarily on thrombospondin as
one example of the important matricellular
protein family.

Members of the thrombospondin fam-
ily can be subdivided into at least two
groups on the basis of their general
structure and domain organization. For
example, thrombospondin-1 (TSP1) and
thrombospondin-2 (TSP2) are trimeric
molecules, which contain a procollagen-
like domain and type 1, and type III repeat
(TRS) domains. In contrast, TSP3, TSP4,
and TSP5 are pentameric molecules,
which lack the procollagen-like domain. In
general, members of the thrombospondin
family can be characterized as multimeric,
calcium-binding glycoproteins that regu-
late a variety of cellular functions. As an
example, thrombospondin-1 is a 420-kDa
homotrimeric glycoprotein, which con-
tains N- and C-terminal globular domains.
The N- and C-terminal globular domains
interact with heparin, and heparin sul-
fate proteoglycans along with facilitating
cell attachment, spreading, migration, and
platelet aggregation. The procollagen-like
domain plays a role in subunit assembly
along with exhibiting the capacity to inhibit
angiogenesis, while the type III repeat fa-
cilitates both calcium and cell binding.

While this multifunctional protein can in-
teract with other ECM molecules such
as heparin sulfate proteoglycans, it is not
considered to play a major role in struc-
tural organization of the interstitial matrix.
Thrombospondin is secreted by a variety of
cells, including macrophages, fibroblasts,
and endothelial cells, and is distributed
within a variety of tissues. Interestingly, in
the adult organism, thrombospondin has
been observed predominately at sites of
injury and tissue remodeling.

As has been observed with most ECM
proteins, thrombospondin can interact
with a variety of distinct proteins, thereby
playing roles in the regulation of many
cellular processes. The functions of TSP1
are thought to be mediated by direct
binding to cell surface receptors, includ-
ing integrins. In fact, TSP1 binds to
a number of integrins such as, αvβ3,
αIIbβ3, α3β1, α4β1, and α5β1. More-
over, a number of nonintegrin-binding
proteins or receptors have also identi-
fied, including the low-density lipoprotein
receptor-related protein (LRP), proteogly-
cans, CD36, and CD47. Beyond the ability
of thrombospondin to interact with cell
surface receptors, studies have revealed a
complex array of other binding proteins
ranging from other ECM molecules such
as fibrinogen, fibronectin, and heparin sul-
fate proteoglycans to a variety of proteases,
including thrombin, elastase, and certain
MMPs. Given the capacity of throm-
bospondin to interact with such a diversity
of distinct protein, it is not surprising that
it has been shown to regulate many impor-
tant cellular events, including attachment,
spreading, motility, cytoskeletal organiza-
tion, proliferation, cell–cell aggregation,
apoptosis, transcriptional regulation, dif-
ferentiation, and angiogenesis. Thus, as
can be clearly appreciated from the rela-
tively short discussion of thrombospondin,
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this ECM protein plays major roles in reg-
ulating a diversity of biological responses
to the interstitial ECM.

4
Cellular Receptors for ECM Components

The ability of cells to respond to their ex-
tracellular environment depends on bidi-
rectional communication with stromal
elements. In fact, this bidirectional flow
of information is crucial to the develop-
ment and homeostasis of multicellular
organisms. Thus, to detect, integrate, and
transmit information from outside the cell
to the inside and, in turn, to respond
to specific microenvironmental changes,
cells need a network of unique sensor and
responder-type receptor molecules with
the capacity to assimilate, organize, and

use the information within the ECM. To
this end, at least five families of cell ad-
hesion receptors have been identified with
the ability to mediate either cell–cell or
cell–ECM interactions (Fig. 3). The ma-
jor groups of cell adhesion molecules
include selectin, cadherins, members of
the immunoglobulin super gene family,
cell surface proteoglycans, and integrins.
Interestingly, recent studies have also
identified an emerging group of receptor
tyrosine kinases that may facilitate cellular
interactions with the ECM. These groups
of cell adhesion receptors have the capac-
ity to transmit biochemical and molecular
information from the stromal environ-
ment. With some exceptions, the members
of the selectin, cadherin, immunoglobu-
lin, and proteoglycans families mediate
cell–cell interactions, while integrins are

Integrin:
18a and 9b chains

Selectins:
L-selectin, P-selectin, E-
selectin

Intracellular
compartment

Extracellular
compartment

Cadherins:
E-cadherin, P-cadherin
and L-cadherin

Ig super-family:
ICAM-1, ICAM-2, ICAM-3,
VCAM-1, and PECAM

a

b

Cell membrane

Proteoglycans:
syndecans and glypicans

Fig. 3 Major families of cell adhesion molecules mediating
cell–cell and/or cell–ECM interactions. In order for cells to
sense and, in turn, respond to the acellular microenvironment,
they require cell surface receptors with the capacity to facilitate
the bidirectional flow of information between cells and their
local ECM. Examples of the five major classes of cell adhesion
receptors include integrins, Ig superfamily, selectins, cadherins,
and cell surface proteoglycans.
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the major receptors facilitating cell–ECM
interactions. Some interesting examples
of nonintegrin receptors mediating cellu-
lar communication with the ECM include
the cell surface proteoglycans (Glypicans
and Syndecans) as well as specific receptor
tyrosine kinases.

Syndecans are transmembrane heparin
sulfate proteoglycan. At least four distinct
syndecans have been identified and stud-
ies have suggested that syndecans 1, 2, and
4 can bind to a number of ECM molecules.
The syndecans are multidomain trans-
membrane molecules with an extracellular
domain containing heparin sulfate GAG
chains. It is thought that syndecan inter-
actions with ECM components such as
laminin and fibronectin are mediated pri-
marily by interactions with the GAG chains
rather than with core protein sequences.
In fact, ECM binding specificity can be
modulated by the degree of GAG sulfation
as well as the length and composition of
the disaccharide moieties. Syndecans have
a conserved transmembrane domain and a
short cytoplasmic domain containing three
subdomains termed C1, V, and C2. The cy-
toplasmic domain has been shown to inter-
act with cytoplasmic proteins such as src,
cortactin, PIP2, and PKCα. The capacity
of the syndecans to bind to these cytoplas-
mic proteins is thought to facilitate signal
transduction. In this regard, syndecans
contribute to the regulation of cellular

proliferation and survival. Moreover, syn-
decans interact with a number of growth
factors, cytokines, and protease inhibitors.
These unique interactions can facilitate the
regulation of protease and cytokine activity
in close proximity to the cell surface.

As mentioned above, integrins are the
major family of cell adhesion receptors
that mediate cellular interactions with the
ECM (Table 2). However, several β1 and
β2 subunit containing integrins mediate
cell–cell interactions by interacting with
counter receptors and other binding lig-
ands expressed on adjacent cells. Integrins
represent a large family of heterodimeric
transmembrane proteins composed of
noncovalently associated α and β chains.
The α and β chains represent distinct gene
products with alternatively spliced forms
identified. To date, at least 18 α and 9 β sub-
units have been described. Distinct com-
binations of the α and β chains lead to the
formation of at least 24 distinct integrins
with different ligand and tissues specifici-
ties. The functional integrin heterodimer
is composed of a ligand-binding globular
extracellular domain containing repeated
regions with cation binding capacity. In
addition, integrins have a transmembrane
domain and a short cytoplasmic tail that
has the capacity to bind to a wide array of
cytosolic proteins known to be crucial in fa-
cilitating signal transduction. Studies have
suggested that ligand-binding specificity

Tab. 2 Examples of selected integrins and their ECM ligands.

ECM ligand Integrin

Collagens α1β1, α2β1, α3β1
Laminins α1β1, α2β1, α6β1, α7β1, α6β4, αvβ3, α3β1
Nidogen α3β1, αvβ3
Fibronectin α5β1, α4β1, α4β7, α3β1, αvβ3
Vitronectin αvβ1, αvβ3, αvβ5, αIIbβ3, αvβ6, αvβ8
Thrombospondin α3β1, αvβ3, αIIbβ3, α4β1, αvβ1
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and relative affinity is dictated in part by
structural conformation, cation binding,
and specific contact residues within both
the α and β chains. Thus, the affinity and
ligand-binding specificity can be regulated
at multiple levels, allowing fine-tuning of
interactions.

Historically, integrins were thought to
function as molecular glue, facilitating
physical interactions between cells and
the ECM. However, over the last decade,
experimental evidence has expanded the
repertoire of the molecular ligands and
integrin functions (Fig. 4). For example,
some of the more well-characterized pro-
cesses regulated by integrins include cell
adhesion, migration, proliferation, cell sur-
vival, differentiation, signal transduction,
gene expression, and extracellular matrix

assembly. Importantly, the multiplicity of
functions regulated by integrins is at-
tributable in large part to the vast number
of distinct integrin-binding partners. Most
of the classical integrin ligands initially
identified were ECM proteins, including
collagen, laminin, fibronectin, vitronectin,
and thrombospondin. Early work on inte-
grin ligands lead to the identification of
the tripeptide RGD as an important se-
quence mediating cell adhesion. However,
it has now been confirmed that a wide
array of distinct non-RGD-containing pro-
teins can interact with integrin receptors.
In some respects, integrins can be thought
of as molecular organizational centers on
the cell surface since integrins can bind
and regulate the activity of a number of
different families of molecules (Fig. 4). For

Nucleus

a

b

Outside-in signaling

Inside-out signaling

Integrin binding proteins:
•ECM proteins
•Proteases
•Protease receptors
•Growth factors
•Growth factor receptors
•TM4 proteins
•Cytosolic signaling proteins

Functions of integrins:
•Adhesions
•Migrations
•Proliferations
•Differentiation
•Gene expression
•Signal transduction
•Cell survival
•Matrix assembly

Fig. 4 Integrins: the predominate class of receptors mediating cell–ECM interactions. Integrins
represent a family of multifunctional heterodimeric transmembrane receptors, which can bind a
wide array of regulatory proteins. Integrin receptors can mediate ‘‘inside-out’’ signaling and
‘‘outside-in’’ signaling. These distinct signaling cascades can facility bidirectional communication
between cells and the local microenvironment.
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example, besides ECM proteins, recent
studies have indicated that integrins can
bind to and associate with such diverse sets
of regulatory molecules as proteolytic en-
zymes, protease receptors, growth factors,
growth factor receptors, and TM4 proteins.
Thus, it is not surprising that integrins
play major roles in regulating the struc-
tural assembly, integrity, and remodeling
of the ECM. In turn, integrins serve as
sensors and molecular responder proteins
that facilitate integration and transmission
of complex arrays of biochemical and me-
chanical information from the ECM to the
cells. Thus, the capacity of integrin to act as
bidirectional signaling receptors, facilita-
tors, sensors, and responders makes them
uniquely suited for the job of regulating
biological responses to the ECM.

5
Mechanisms of ECM Modification and
Remodeling

It is well known that the structural integrity
of the BM and interstitial matrix can have

a significant impact on cellular behavior.
Thus, compositional, biochemical, and
structural modification of the ECM can
provide mechanisms to alter diverse sets
of biological responses. In order to have a
significant appreciation of how the ECM
influences biological responses, one must
first have some insight into the mecha-
nisms by which the ECM is modified and
how the unique modifications are recog-
nized and/or interpreted by cells. There is
a great diversity of potential mechanisms
by which the various components of the
ECM can be altered, and thus would be
well beyond the scope of our discussion to
analyze all of them in detail. Therefore, we
have chosen to focus on a few interesting
mechanisms as examples of how the ECM
can be modulated (Fig. 5).

The molecular composition of distinct
ECM compartments can vary substan-
tially, depending on the tissue environ-
ment and physiological or pathological
events that may be occurring at a partic-
ular time. The complex interplay between
growth factors, integrins, proteases, and
matrix components function cooperatively

Mechanisms
modulating ECM

•Proteolytic remodeling
•Glycation
•Mutations and genetic defects
•Radiation
•Aging
•Wounding
•Mechanical stress
•Metal-catalyzed oxidation

•Degradation of ECM
•Release of bioactive ECM
  fragments
•Release of growth factors
•Exposure of cryptic sites
•Modification of proteoglycans
•Synthesis of new ECM

ECM modifications

Fig. 5 Mechanisms by which ECM modification can altered cellular
behavior. The extracellular microenvironment is not static, but is rather
dynamic with numerous changes in structure, integrity, and
composition, depending on the cellular repertoire and physiological
processes that may be occurring. These important structural and
biochemical modifications may lead to altered cellular interactions
with the matrix, and thus modify biological responses to the ECM.
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to regulate the structure and molecular
composition of the ECM. During physio-
logical processes such as embryo develop-
ment, organogenesis, and wound healing
responses, a variety of growth factors and
cytokines, including members of the fi-
broblast growth factor (FGF) and TGFβ

families can be released. These growth
factors as well as many others can bind cog-
nate receptors on the cell surface, initiating
signaling cascades that regulate synthesis
of specific ECM components, including
collagen, laminin, and fibronectin. Recent
studies using mutant embryoid bodies
harboring mutations in FGF receptor-2
resulted in altered synthesis of collagen
type IV and laminin. Interestingly, this
FGF-regulated synthesis of collagen type
IV and laminin may be controlled in part
by the PI3 kinase and Akt/PKB signaling
pathway. Altered ECM synthesis can lead
to disruption of BM formation and ep-
ithelial differentiation. FGF signaling is
also known to play important roles in
regulating wound healing and angiogen-
esis. During these normal physiological
responses, elevated levels of FGF have
been observed, which, in turn, could lead
to significant modification of the preexist-
ing ECM.

A second important example of growth
factor regulation of ECM protein synthe-
sis involves TGFβ. It is well known that
members of the TFGβ family play impor-
tant roles in regulation of the expression
of collagen and laminin. In fact, differen-
tiation, morphogenesis, and dorsoventral
patterning during embryo development
are regulated by members of the TGFβ

family. Ligation of TGFβ receptors initi-
ate signaling through the SMAD protein
family, which can ultimately translocate
to the nucleus where they participate in
transcriptional regulation by direct DNA-
binding events or facilitating formation of

transcriptionally active complexes. Thus,
developmentally regulated expression pat-
terns and concentration gradient of these
growth factors can have a profound im-
pact on the molecular composition of the
ECM during physiological development.
In turn, the compositional changes occur-
ring during development could provide dif-
ferent binding sites for integrin receptors,
other growth factors, matricellular pro-
teins, proteoglycans, and matrix-degrading
enzymes. These changes could function to
alter signaling pathways, leading to differ-
ential regulation of a number of biological
responses. It is important to point out
that these interconnected events leading
to ECM compositional changes can occur
not only during normal physiological pro-
cesses but also play significant roles during
pathological events. For example, signifi-
cant changes in ECM composition occur
during inflammatory reaction, pathologi-
cal angiogenesis, and tumor development.
In fact, a reduction in fibronectin expres-
sion during tumor development has been
observed, while an increase in fibrino-
gen/fibrin has been documented in associ-
ation with some tumors. Moreover, studies
have shown an increase in vitronectin syn-
thesis in association with glioblastoma,
in which the microenvironment is typi-
cally characterized with relatively low levels
of structural ECM proteins. Finally, an-
other well-documented example of ECM
compositional changes involves the ma-
tricellular proteins thrombospondin and
SPARC. While these proteins are not gen-
erally considered structural components,
they are upregulated during wounding re-
sponses. These matricellular proteins bind
components of the ECM and modulate
integrin responses such as adhesion, mi-
gration, and proliferation.

As has been appreciated for decades,
growth factor signaling can influence a



64 Matrix, Extracellular and Interstitial

wide array of molecules that modify the
ECM, including integrin receptors and
proteolytic enzymes. Two major classes
of proteolytic enzymes known to modify
the structural integrity of the ECM include
the serine and matrix metalloproteinase
(MMP) families. These classes of enzymes
can be regulated at multiple levels, includ-
ing regulation of transcription, translation,
and post translation events, including
conformational activation, secretion, gly-
cation, dimerization, and inactivation by
inhibitors. Members of the serine and met-
alloproteinase families are secreted in a
latent form and are subsequently activated
by a number of mechanisms. Members of
the serine protease family such as uPA,
tPA, and plasmin can cleave fibronectin,
fibrinogen, fibrin, and a number of pro-
teoglycans. The metalloproteinase family,
of which at least 24 members have been
defined so far, can modify nearly all
the components of the ECM, including
triple helical collagen, denatured colla-
gen (gelatins), laminin, fibronectin, and
proteoglycans. As with most complex bio-
logical systems, there exist interconnected
regulatory activities between the fibri-
nolytic cascade and the metalloproteinase
system. For example, members of the ser-
ine protease family such as plasmin may
function to activate latent procollagenase,
converting it into an active enzyme. More-
over, certain MMPs such as MMP-9 may
degrade serpin protease inhibitors. Inter-
estingly, active proteases from both the
fibrinolytic and metalloproteinase systems
not only cleave structural components of
the ECM but also activate certain growth
factors and growth factor receptors, release
matrix sequestered molecules, modify pro-
teoglycans, and bind integrins.

Notably, proteolytic enzymes impact the
structure and integrity of the ECM in sev-
eral ways. First, and perhaps the most

obvious way, is the degradation of the
ECM. Both serine proteases and MMPs
degrade components of both the BM and
the interstitial matrix. Degradation of ma-
jor ECM proteins can lead to shifts in
molecular composition, alterations in in-
tegrin, proteoglycan, and other interaction
sites, leading to architectural disorgani-
zation. In addition, alterations in ECM
proteins can lead to modified integrin
signaling, thereby altering gene expres-
sion. Second, proteolytic enzymes may
not only remove restrictive matrix barri-
ers but, in addition, may also selectively
facilitate small conformational changes ex-
posing cryptic regions of ECM proteins
that modulate cellular functions. In fact,
recent work has lead to the development
of Mabs that specifically react with dena-
tured or proteolyzed collagen. Importantly,
small alterations in the three-dimensional
structure of proteins may impact their
susceptibility to biochemical modifications
such as glycation, cross-linking or sensitiv-
ity to proteolysis. Proteolytic modification
of the ECM may also lead to the release
of matrix-bound growth factors, protease
inhibitors, or other regulatory molecules
that are sequestered physically within the
matrix. Finally, proteolytic activity could re-
lease biologically active fragments of larger
ECM proteins that, in turn, might im-
pact cellular responses by binding to the
cell surface.

Besides protease-mediated modifica-
tion of ECM proteins, posttranslational
changes of matrix components can also
occur. For example, conditions associated
with hyperglycemia can lead to the forma-
tion of advanced glycation end products or
AGEs. The formation of AGEs is associated
with nonenzymatic glycation of proteins.
Specifically, high glucose levels lead to glu-
cose interacting with free amino groups,
forming an unstable shift base. These
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functional groups undergo molecular re-
arrangements, resulting in the formation
of Amedori products that ultimately result
in the formation of AGEs. The glycation
processes have been shown to modify a
wide variety of ECM proteins, including
distinct forms of collagen, laminin, vit-
ronectin, and fibronectin. Studies have
suggested the existence of specific cell
surface receptors for these AGEs, which
may regulate distinct processes such as
chemotaxis, proliferation apoptosis, and
angiogenesis. Thus, it is likely that gly-
cation of ECM proteins modulate their
functions. In fact, glycation alters their
ability to polymerize and associate with
other ECM proteins as well as disrupt their
capacity to facilitate cell adhesion. In this
regard, studies have demonstrated that gly-
cation of the integrin recognition sequence
RGD in collagen and fibronectin altered its
capacity to promote cell adhesion and mi-
gration. In still further studies, glycation
of ECM proteins was shown to disrupt
processes such matrix assembly, MMP ac-
tivation, integrin recognition, and signal
transduction. Thus, it is clear that glyca-
tion of ECM proteins could modify both
the structural and functional properties of
matrix components.

Interestingly, recent experimental evi-
dence has been provided that both ionizing
and nonionizing radiation can cause struc-
tural alterations of ECM proteins. For ex-
ample, it is known that UV irradiation can
cause structural cross-linking of proteins
such as collagen. Aberrant cross-linking
could alter proteolytic and thermal sta-
bility, induce changes in protein–protein
interactions, and modify integrin recog-
nition. All these structural changes could
lead to significant modification of biolog-
ical responses. In addition, studies have
demonstrated that ionizing radiation can
cause changes in ECM protein production,

thus altering the composition and integrity
of the ECM. It was recently shown that
a dose of ionizing radiation as small as
20cGy could result in significant loss of
the exposure of the HUIV26 cryptic epi-
tope within collagen type IV, both in vitro
and in vivo. While functional expression of
the HUIV26 cryptic epitope was reduced
by approximately 50%, the exposure of a
second cryptic epitope defined by the mon-
oclonal antibody HU177 exhibited little
change. These interesting results suggest
that small doses of ionizing radiation may
have a differential and significant impact
on the structure and function of specific
ECM proteins. These studies provide a
few interesting examples of the poten-
tial mechanism by which the ECM can
be altered.

6
Modulation of Cellular Behavior by Intact
and Structurally Altered ECM Components

The ECM is known to regulate an array of
molecular, cellular, and biochemical pro-
cesses. Crucial to this regulation is the
ability of cells to sense and, in turn, re-
spond to their surrounding ECM. Integrin
receptors are the major group of molecules
that mediate bidirectional communication
with the ECM. At least 24 different integrin
heterodimers have been characterized with
distinct and overlapping binding specifici-
ties. By virtue of their ability to interact
with an array of cytosolic proteins, inte-
grins are known to transmit signals from
outside the cell to the inside. Biochem-
ical changes inside the cell can also be
transmitted to the outside by integrins,
facilitating bidirectional communication.

Given the diversity of potential integrin
signaling events, it would be well beyond
the scope of our discussion to analyze them
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all in detail. Thus, we will limit our descrip-
tion to a few general concepts crucial for
a basic appreciation of integrin signaling
and its importance in regulating biological
responses to the ECM. Integrin recogni-
tion of ECM ligands depends on a variety
of molecular parameters, including α and
β subunit composition, cation binding,
substrate composition, and amino acid
sequences. In general, integrin interac-
tions can lead to subunit conformational
changes and multimerization. In turn,
these conformational changes can lead to
the association of a number of cytosolic
proteins such as α-actinin and talin with
integrin cytoplasmic tails. These initial
protein–protein interactions lead to the re-
cruitment of sets of adaptor molecules and
kinases, leading to formation of signaling
complexes. In addition to direct integrin
signaling cascades, integrins can cooper-
ate and cross talk with growth factors and
growth factor receptors, thus enhancing
the level of complexity and potential mech-
anisms controlled by integrins.

Some important examples of signal-
ing cascade regulated by integrin–ECM
ligation include the Ras-Raf-Mek path-
ways, the PI3K/AKT pathway, and the JNK
pathway. Interestingly, integrin ligation of
fibronectin has been shown to regulate
apoptosis by initiating specific signaling
cascades that modified the expression and
activation states of effector molecules such
as Bcl-2, Bax, and a number of caspases.
Moreover, studies have also shown that
integrin–ECM interactions regulate ex-
pression of molecules involved in cell
cycle control such as cyclins and cyclin-
dependent kinases. In addition, studies
have documented that integrin signaling
controls actin cytoskeleton reorganization
and formation of focal adhesions that are
involved in the control of cellular mi-
gration and invasion. Finally, integrins

regulate the expression and activation of
matrix altering proteases such as MMPs.
Thus, it is clear from the variety of inter-
connected signaling cascades impacted by
integrin binding that the ECM can control
a diversity of biological responses.

The diversity of responses to the ECM
from a given cell can be altered, depend-
ing on the structural integrity of the matrix.
For example, it is known that proteolytic
degradation of epithelial basement mem-
branes can lead to induction of apoptosis
in epithelial cells. MMP-mediated cleav-
age of interstitial collagen type I promotes
melanoma cell survival and suppresses
apoptosis by regulating Bcl-2 and Bax ex-
pression. Structural changes in ECM pro-
teins can also alter other cellular processes
such as migration. For example, studies
have shown the MMP-mediated cleavage
of laminin-5 resulted in the exposure of
a cryptic epitope that promoted breast
tumor cell migration. Moreover, MMP-9-
dependent cleavage of collagen type IV
can expose a cryptic epitope that regulates
the migration of retinal endothelial cells.
Finally, studies have suggested that MMP-
2-mediated cleavage of fibronectin can lead
to the exposure of a unique cryptic site that
possesses antiadhesive properties.

A wide array of proteolytic fragments
of collagen has been shown to modulate
distinct biological responses. For exam-
ple, proteolytic release of the endostatin
molecule from the NC domain of collagen
type XVIII was shown to inhibit endothe-
lial cell proliferation and migration in vivo.
Fragments of other NC1 domains from col-
lagen type IV (α1NC1, α2NC1, α3NC1, and
α6NC1) have all been shown to modulate
cellular responses, including adhesion,
migration, invasion, and proliferation. The
ability of these collagen fragments to alter
cellular events may be due, in part, to
their capacity to bind integrin receptors.
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Besides specific modules of collagen, pro-
teolytic fragments of other ECM proteins
have also exhibited modulatory effects on
cells. Structurally altered fibronectin has
been shown to modulate matrix assem-
bly by exposing cryptic assembly sites.
Fragments of laminin, elastin, SPARC,
thrombospondin, and fibrinogen have all
been shown to regulate processes such
as adhesion, proliferation, motility, and
protease production. Thus, cellular interac-
tions with both native as well as structurally
altered ECM components play major roles
in regulating cellular behavior.

7
Control of Physiological and Pathological
Processes by Interactions with the ECM

The rapid growth of gene-targeting tech-
niques has lead to a greater understanding
of the functional importance of the ECM
in regulating complex sets of biological
responses. In fact, greater than 40 mu-
tant and/or ECM knockout mice and 26
integrin null mice have been developed.
Studies utilizing these mice have provided
unique insight into the interconnected
roles of integrins and ECM proteins in the
bidirectional flow of information between
the ECM and cells. Owing to the num-
ber and diversity of studies using these
genetic approaches, we have chosen to
discuss only a few examples to illustrate
the importance of the ECM in regulating
biological responses.

A variety of transgenic and mutant mice
have been developed that harbor alter-
ations within collagen genes. Interestingly,
studies involving mutations or gene knock
outs of the α1 chains of collagen types
I, II, and III exhibited abnormal blood
vessel development, vessel rupture, skin
defects, and chondrodysplasia. Mutations

have also been introduced into genes en-
coding collagen types IV, V, VI, VII, IX, X,
and XI. The mutant phenotypes of these
mice vary from renal failure, skin, skeletal,
and cartilage defects to hearing loss. Inter-
estingly, mutations in the α1, α2, and α3
chains of the collagen-binding integrins
have exhibited some of the same defects,
including skin blistering, renal defects, as
well as reduced tumor associated angio-
genesis. Thus, alterations in expression of
collagen or specific integrins clearly impact
crucial biological events.

In addition to collagen, the functional
roles of other ECM glycoproteins have
been studied using gene-targeting tech-
niques. Mice harboring mutations in the
gene coding for fibronectin exhibited ab-
normal development and defects such as
improper somite formation. Similar de-
fects were also observed in mice defective
in the fibronectin receptor α5β1, including
abnormal vascular and somite develop-
ment. Mice carrying mutations in specific
chains of laminin exhibited a variety of de-
fects, including abnormal BM assembly as
well as renal, neuromuscular, central ner-
vous system, and vascular abnormalities.
Interestingly, mice defective in laminin-
binding integrins (α3, α6, and β4 chains)
showed similar sets of abnormalities, in-
cluding renal defects and skin blistering
and epithelial malformations. In further
studies, mice harboring a mutation in per-
lecan exhibited defects in heart and brain
development as well as chondrodysplasia.
Finally, studies with thrombospondin-2
mutant mice suggested an important role
for TSP-2 in control of vascular develop-
ment and collagen matrix assembly.

During early embryonic development,
many of the major ECM components
are being produced. In fact, studies have
shown that by the blastocyst stage, ECM
components such as laminin, distinct
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isoforms of collagen, fibronectin, and per-
lecan are already present. Mice lacking the
laminin 1γ chain failed to develop proper
BM structures and subsequently died at
E5.5. This lack of a functional BM was
thought to contribute to the failure of en-
dodermal cells to differentiate, ultimately
leading to extensive apoptosis and embryo
death. During gastrulation, a variety of reg-
ulatory molecules and morphogens help
establish specific gradients that are critical
for pattern formation. Mice deficient in
fibronectin exhibit defects in neural tube
closure and cardiovascular abnormalities.
A critical role for cellular communica-
tion with fibronectin is evident since mice
lacking α5β1 show similar cardiovascu-
lar defects.

Members of the TGF-β family such
as BMP-4 are thought to play important
roles in early pattern formation through
signal transduction cascades mediated by
activation of the SMAD family members.
Inhibitors of BMP signaling, such as
Chordin, contain CR-1 domains. CR-1
domains are thought to facilitate binding of
these inhibitors to BMP, thereby blocking
receptor binding. Interestingly, these CR-
1 domains have been found to be present
within a number of proforms of collagen,
including procollagen type I II, III, and IV.
During the maturation of collagen, the
prodomains are enzymatically released.
Thus, the CR-1-containing domains may
bind to BMP, thereby serving as a regulator
of embryonic patterning.

Recent studies have also provided con-
vincing data that invasive and patholog-
ical events, such as angiogenesis, tumor
growth, and metastasis, are tightly con-
trolled by cellular interaction with the
ECM. As with most complex physiological
events, angiogenesis or the development
of blood vessels from preexisting vessels

require the precisely coordinated activi-
ties of numerous families of regulatory
molecules. Some well-characterized exam-
ples of these regulatory proteins include
growth factors and their receptors, cell ad-
hesion receptors, proteolytic enzymes, and
ECM components. It is interesting to point
out that interactions with the ECM can
regulate the production, activation, and
biodistribution of all these molecular regu-
lator of angiogenesis. In addition, studies
have demonstrated that endothelial cells
secrete and, in turn, interact with specific
components of the ECM such as collagen
laminin and fibronectin. In fact, endothe-
lial cell interactions with collagen and
laminin were required to initiate morpho-
logical reorganization of the endothelial
cells into tubelike structures. More recent
work has demonstrated that mice harbor-
ing mutations in genes coding for specific
isoforms of collagen exhibit abnormal
vasculature, resulting in embryo death.
Moreover, several studies from transgenic
mice harboring defects in collagen binding
integrins also exhibited defective vascular
development. Interestingly, studies have
shown that administration of function-
blocking antibodies directed to collagen
binding integrins such as α2β1 and α1β1
potently blocked angiogenesis in vivo. One
of the most well-characterized adhesion
receptors known to regulate angiogenesis
is the αvβ3 integrin. Importantly, αvβ3 is
highly upregulated on the surface of acti-
vated angiogenic blood vessels, while little
is expressed on normal quiescent vessels.
Antagonists of αvβ3, including functional
blocking antibodies and peptides, have
been shown to inhibit angiogenesis in
multiple models. In fact, a humanized
monoclonal antibody termed vitaxin is
now being evaluated in human clinical
trials for cancer therapy.
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The molecular mechanisms by which
blocking integrins inhibit angiogenesis are
numerous. For example, blocking integrin
interactions with ECM components can
disrupt cellular adhesion and migration
that are known to be required for spe-
cific steps during angiogenesis. Besides
blocking physical interactions with ECM,
disruption of integrin signaling events are
also likely to contribute to the inhibitory ac-
tivity. Integrin ligation of distinct domains
within fibronectin differentially regulated
the expression of matrix-degrading pro-
teases such as MMPs. In fact, mice lacking
either MMP-2 or MMP-9 have been shown
to exhibit reduced angiogenesis in vivo.
Further studies have shown that specific
integrins such as αvβ3 can contribute
to the localization of proteolytically active
forms of MMP-2 to the surface of invasive
cells, thus modulating ECM remodeling.
Modulation of protease-mediated ECM
remodeling can impact angiogenesis in
several ways. In particular, proteolytic re-
lease of NC domains of collagen type XVIII
(endostatin), collagen type XV (restin), col-
lagen type VIII (vastatin), and various
NC domains from collagen type IV (ar-
restin, tumstatin, and canstatin) have all
been shown to inhibit angiogenesis. A
wide array of other bioactive ECM frag-
ments have also been shown to either
inhibit or induce angiogenesis, including
fragments from laminin, fibronectin, fib-
rinogen, and thrombospondin, to name
just a few. Finally, recent studies suggest
that proteolytic remodeling of the ECM
can expose specific matrix-immobilized
cryptic sites. In fact, cellular interactions
with the HUIV26 cryptic epitope are
mediated by the integrin αvβ3. A function-
blocking monoclonal antibody directed to
the HUIV26 cryptic epitope was shown
to potently inhibit angiogenesis in several
models. Finally, integrin ligations of ECM

components are also known to regulate
the production of angiogenesis, inducing
growth factors such as VEGF and bFGF.
Thus, cellular interactions with the ECM
can have profound impact on new blood
vessel development.

Recent studies have provided evidence
that many of the same cellular and molec-
ular processes that regulate angiogenesis
also play important roles in tumor growth
and metastasis. The concept that modu-
lating ECM interactions with tumor cells
can alter their malignant behavior has
been extensively evaluated. In fact, block-
ing tumor cell interactions with the ECM
can inhibit tumor cell proliferation, inva-
sion, and metastasis. Thus, while contact
independent cell proliferation can be a
characteristic of malignant tumor cells,
ECM contact is still of great importance.

Interestingly, studies suggest that loss
on fibronectin expression correlates with
enhanced tumor growth. These studies
along with many others provided some of
the early evidence that modulation of ECM
contacts could influence malignant trans-
formation and the spread of tumor cells
to distant sites. For example, a number of
β1-containing integrins have been shown
to play important roles in tumor growth
as well as metastasis in multiple murine
tumor models. In this regard, transfection
of α2 integrin subunit allowing functional
expression of α2β1 resulted in enhanced
rhabdosarcoma tumor metastasis in vivo.
Besides β1 integrins, a wealth of evidence
suggests that many other integrins con-
tribute to tumor growth and progression,
including α6β4 and αvβ5. In studies with
human melanoma biopsies, it was shown
that nonmalignant skin lesions and radial
growth phase melanoma had little, if any,
αvβ3 expression, while vertical growth
phase melanoma and metastatic lesions
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expressed elevated levels of αvβ3. Impor-
tantly, studies have utilized a number of
αvβ3 antagonists to block tumor growth,
including function-blocking Mabs, small
peptides, nonpeptidic mimetics, and an-
tisense approaches. The mechanisms by
which blocking αvβ3 function inhibits tu-
mor growth and progression are likely to
be many, and perhaps similar to those pre-
viously discussed in the context of angio-
genesis. These mechanisms might include
disruption of physical contact with the
ECM, thereby altering traction necessary
for tumor cell movement and disruption of
signaling cascades. Other potential mech-
anisms might include altering protease
production and growth factor secretion. In
fact, it is likely that a combination of many
of these mechanisms contribute to the in-
hibitory activity observed with antagonists
of αvβ3 integrin. Thus, it is clear from the
wealth of experimental evidence that tu-
mor cell interactions with the ECM play an
important role in regulating many aspects
of tumor growth and progression.

8
Conclusions

As can be appreciated from our discussion
above, the development of new molecu-
lar tools, imaging techniques, as well as
gene-targeting procedures have lead to
unique insight into the complex structural
features of the ECM and how changes
within this microenvironment can dramat-
ically alter a plethora of biological events.
In fact, over the last decade, investiga-
tors have become keenly aware of the
great importance of the molecular infor-
mation contained within the ECM and the
critical requirement of transferring this
information to cells in order to regulate
both physiological as well as pathological

processes. Our expanding knowledge of
integrin biology has provided important
mechanistic understanding of the bidirec-
tional flow of information between cells
and their local microenvironment. This
insight, in conjunction with the emerging
concept that a substantial amount of infor-
mation is functionally hidden within ECM
and only exposed following structural re-
modeling, has opened up an interesting
‘‘Cryptic’’ microenvironment in which to
study. This cryptic ECM environment may
provide unique molecular insight and pro-
vide potential therapeutic targets for the
control of genetic defects, angiogenesis, tu-
mor growth, and metastasis. Thus, future
studies into the dynamic and fascinating
nature of the acellular compartment of
multicellular organisms will likely fuel our
quest for a more complete understand-
ing of the impact that the ECM has on
biological responses.
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Keywords

Combinatorial Chemistry
The discipline of high output synthesis of chemical structures in solution, in the solid
phase, or by the use of biological expression technologies.

High-throughput Screening
Technologies complementary to combinatorial chemistry that permit the rapid and
efficient screening in assays of the biological activities of compounds in an
automated manner.

Ligand
A molecule that binds to a receptor to initiate (agonist) or block (antagonist) response.
Ligands may be small natural or synthetic molecules (neurotransmitters and their
analogs) or large peptides, proteins, or nucleic acids.

Peptidomimetic
A synthetic molecule that mimics the biological properties of peptides and proteins but
does not include typical peptide structures.

Receptor
A component of a cell that interacts specifically with (receives) other molecules and, in
appropriate combination, initiates (or blocks) biological response. Receptors may be
protein, nucleic acid, lipid, or carbohydrate in composition.

Stereoselectivity
The ability of molecules to interact with receptors and other macromolecules in an
asymmetric manner such that one structure exhibits preferential interaction or activity.
Stereoselectivity is extremely common in biological systems because the building
blocks of nature – amino acids, sugars etc. – are chiral.

Structure–Activity Relationships
The definition of the relationship between chemical structure and biological activity.
This may be achieved in qualititative terms or, and increasingly, in quantitative terms
that involve the determination of the 3D structure of the ligand–receptor complex.

� Medicinal chemistry defines one component of a sequence of events in the process
of drug discovery and development. The critical steps of lead structure identification
and refinement have been, and continue to be, the major contributions of medicinal
chemistry to the drug discovery process: medicinal chemistry may be thought of as
comprising three stages – a discovery step, an optimization step, and a production
step (Fig. 1). Historically, drug development has been associated with biologically
active products from natural sources, principally plants, and the development of
natural product chemistry. Indeed, some 50% of currently available drugs have their
origins, directly or indirectly, in natural products. With the ascendancy of synthetic
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organic chemistry, emphasis was increasingly placed on the screening of synthesized
molecules in a variety of biological test systems that moved progressively from in
vivo whole-animal systems to single expressed protein systems and to targets
derived from reading of the genome. This approach has acquired increasingly
mechanistic underpinnings with the development and quantitation of the receptor
concept and the availability of receptor-based assays. The processes of lead structure
identification and refinement have become progressively more sophisticated in
partnership with developments in molecular and structural biology that have led to
the characterization of new potentially drugable targets, the availability of human
proteins as research tools with which to study drug–receptor interactions and as
biopharmaceuticals, and the availability of three-dimensional structures of human
receptors and enzymes with which to perform in silico medicinal chemistry. Finally,
the new technologies embodied in high-throughput screening and combinatorial
chemistry have led to an extraordinary level of biological activity determination:
the translation of this productivity into therapeutically available medicines remains,
however, a significant problem.

The genomics era, initiated in 1953 with the publication of the Watson and Crick
paper on the structure of DNA, has had a major impact not only on biology but also
on other scientific disciplines, including chemistry. The basic themes that govern
biology – diversity, replication, evolution, and self-organization – are increasingly
major components of medicinal chemistry, in the development of combinatorial
chemistry, self-replicating molecules, in vitro evolution of molecules to biological
fitness, and the synthesis of molecules around a template.

The elucidation of the human genome, as well as the genomes of other species
including many bacteria, was the second major event of the genomics era. From
the perspective of drug discovery, the human genome was anticipated to yield an
enormous increase in the number of potential drug targets and thus greatly expedite
the availability of new drugs. Together with the technologies of combinatorial
chemistry and high-throughput screening, the production line for new drugs was
anticipated to be faster and more capacious by several orders of magnitude. However,
the number of human genes, approximately 30 000 (but still an uncertain number), is
relatively small by comparison with the number of genes in other species, suggesting
that our complexity arises not from a simple increase in the number of proteins,
but rather from an expansion in the complexity of the signaling and regulatory
networks. Thus, the number of potential drug targets is likely to be significantly
smaller than was originally anticipated: nonetheless, the anticipated number of 1000
to 2000 potential targets is still significantly larger than the number of current
targets, estimated at approximately 120 in all. The issue remains, however, as to how
many of these new targets will actually be drugable.

Knowledge of the human genome will also lead to the introduction of personalized
medicine whereby the drug will be matched more precisely to the patient, thus
generating better response, facilitating clinical trial development, and reducing drug
withdrawal and related misadventures that are typically due to the reactions with an
extremely small percentage of patients, but nonetheless prominent because of the
large patient base with many drugs.
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1
Background

Active principles from natural sources
were the original drugs available to man
and still remain a very significant source.
References to such products date back
thousands of years to the Chinese, Greek
and Roman civilizations, and ‘‘natural
medicines’’ have been used therapeuti-
cally since prerecorded times, as part of
religious ceremonies, and doubtless also
to relieve a life that was ‘‘nasty, short and
brutal’’. Thus, the acetycholinesterase in-
hibitor physotigmine, isolated from the
Calabar bean was used in the West African
tribal ritual of trial by ordeal, and various
psychoactive substances found in plants
have been used for thousands of years.
The nature of these principles, which
were invariably crude mixtures, was not
known and their activity doubtless varied
considerably. However, as their chemi-
cal constitutions came to be elucidated,
they became available as pure materials
and also served as leads for synthetic
analogs with improved properties. Among
the natural products that have served as
leads in this manner are the antimalarial

quinine, the analgesic morphine, the anti-
hypertensive drug reserpine and the stim-
ulant cocaine (Fig. 2). Introductions in
the twentieth century from plant nat-
ural sources include many antibiotics
such as the penicillins, cephalosporins,
and tetracyclines and, more recently, the
cholesterol-lowering agent compactin (a
lead to the statin family), the immunomod-
ulator cyclosporin, the antimalarial agent
artemisinin, and anticancer agents such
as paclitaxel, camptothecin, and the bryo-
statins (Fig. 3). Finally, the discovery of the
multiple regulatory and signaling prop-
erties of nitric oxide (NO) in neuronal,
cardiovascular, immune, and inflamma-
tory responses emphasizes the route to
drug discovery through the elucidation
of endogenous pathways and structures
(Fig. 4).

Despite the early success of plant-
based medicinal chemistry, the advent of
synthetic organic chemistry resulted in a
significant displacement of botanicals as
drugs. There is now, however, a significant
resurgence of interest in natural products
as pharmaceuticals, and due to recent
successes, this has led to an increasing

(a)

Discovery Optimization Development

Target
identification
and
validation

Lead
generation

Lead
optimization

Clinical
development
early
I, IIA

Clinical
development
late
IIB, III

15 years

(b)

Fig. 1 (a) The drug discovery process may be viewed as composed of three principal
stages – discovery, optimization, development. (b) The discovery phase may be viewed as
composed of five stages: following target identification and validation that may arise from
phenotypic or genotypic observations of the two stages of medicinal chemistry – lead
generation and lead optimization – are initiated. During these two stages, compounds having
appropriate pharmacodynamic and pharmacokinetic properties are identified and are
subsequently optimized for these properties.
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understanding of indigenous peoples’
healing practices, and to the increasing
realization that habitat destruction is
causing the loss of potentially valuable

drugs and drug leads. For example, it
is likely that fertility control has long
been practiced by humans through the
use of plant-based extracts, including
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synthase) pathway.

one from Silphion during the Greek and
Roman civilizations:this plant species was
apparently harvested to extinction.

2
The Receptor Concept

The concept that drugs act at specific sites,
though long recognized, is critical to cur-
rent processes of drug discovery and to
the elucidation of the mechanisms of drug
action. Over the past century, the contri-
butions of Paul Ehrlich to immunology
and the chemotherapy of protozoan infec-
tions, and those of John Newton Langley
to drug action in the nervous system are
of particular note. Ehrlich viewed recep-
tors as the protoplasmic side chains of
cells, and Langley defined a receptor as
‘‘a specially excitable constituent [which]
receives the stimulus and, by transmitting
it, causes contraction’’ [response]. These
considerations, together with Emil Fis-
cher’s concept of a lock-and-key process
of small molecule–macromolecule inter-
actions, categorized drug action as spe-
cific rather than nonspecific, with defined
structure–activity relationships including
stereoselectivity, and serving to stimu-
late or block receptor activity, agonism
and antagonism, respectively. The mu-
tual complementarity of the drug molecule

and the receptor-binding site provides
the underlying basis of structure–activity
relationships, the definition and analy-
sis of dose–response relationships and
the elucidation, through structural biology
techniques, of new ligand structures.

Receptors are classified into several
major families, the individual members
of which show substantial structural and
functional homology. The major classes
include the following:

1. The G-protein-coupled receptors:
for neurotransmitters (dopamine
etc), many polypeptide hormones
(substance P, etc.), odorants and light.

2. Ligand-gated ion channels: ion chan-
nels with integral receptors for neu-
rotransmitters (acetylcholine, glutamic
acid, etc.).

3. Voltage-gated ion channels: ion chan-
nels that are activated by changes in
cellular electrical potential (Na+, K+
and Ca2+).

4. Enzyme-associated receptors: tyrosine
kinase, and guanylyl cyclase.

5. Steroid hormone receptors: nuclear
transcriptional regulators.

The G-protein-coupled receptor (GPCR)
family is one of the largest gene fam-
ilies constituting more than 1% of the
human genome, and more than half of
all modern drugs have been estimated
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Fig. 5 The receptor, depicted
as three discrete entities, as an
information generating and
processing system.

Recognition

Coupling Information
flow

Transduction

to be directed at these receptors. This
family encompasses receptors for biogenic
amines, polypeptide hormones, taste and
olfactory stimuli, adhesion ligands and
other signaling systems.

Receptors may be viewed as informa-
tional machines mediating a vectorial flow
of information to the cellular machinery
from the ligand, the receptor, or both
(Fig. 5). Consistent with this scheme, the
majority of receptors are multimeric pro-
tein assemblies and their activity may
in principle be controlled by drug ac-
tion at a variety of sites in the complex.
Thus, in the G-protein-coupled recep-
tor system depicted in Fig. 6, activity
may be regulated by ligand interaction
at the receptor-recognition site, at al-
losteric sites associated with the receptor,
through drugs regulating the G-proteins
themselves, or through drugs acting on
the effectors. The several components of
the total receptor complex, and the in-
terfaces between the components, offer
multiple opportunities for drug action in
addition to the classically defined recep-
tor itself.

Several properties including drug se-
lectivity, affinity, biological response,
coupling components, gene sequence,
and protein structure determine the
overall classification of pharmacolog-
ical receptors. Thus, in the major
family of G-protein-coupled receptors,
characterized by a homologous structure
with seven transmembrane sequences,
there are five principal subclasses of
muscarinic receptors (m1–m5) charac-
terized by selective drugs and coupled

Fig. 6 The organization of heteromeric
guanine nucleotide (G) binding proteins
as a GTP/GDP exchanger and their
coupling to a variety of biological
effectors.
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G-protein-coupled family existing as five subtypes – m1 to m5 – recognized
by selective antagonists and differentially coupled to stimulation of
phosphatidylinositol (PI) hydrolysis or inhibition of adenylate cyclase.

differentially to pharmacological effectors
(Fig. 7).

The traditional route to the classification,
characterization, and eventual isolation of
pharmacological receptors has stemmed

from the recognition that a specific
hormone, neurotransmitter, or drug, pro-
duce a defined biological response, that
the action of the agent can be mimicked
by structurally related compounds with

Lead
(Phenotypic)

Lead
(Genotypic)

Enzyme/receptor
Assay

Pharmacologic
model

Single
candidate

''Old'' paradigm

''New'' paradigm

CombiChem HTS Hundreds of
candidates

Fig. 8 The ‘‘old’’ and ‘‘new’’ paradigms of drug discovery. In the old
paradigm, a lead target observation, typically a biological (phenotypic)
observation such as excess gastric acid secretion or vasoconstriction
was used as the basis for an assay into which were fed potential drug
candidates typically synthesized ‘‘one molecule at a time’’ to generate
a single clinical candidate. In the new paradigm, a lead target is
derived from a genome database, and high-throughput chemistry and
high-throughput screening are applied to generate, in principle,
hundreds of clinical candidates.
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a definable structure–activity relationship
including stereoselectivity and that both
agonists and antagonists exist. The actions
of a natural product such as morphine led
early to the conclusion that endogenous
opiods exist for which morphine is a mere
surrogate and that there must exist one or
more opiod receptors through which the
actions of endogenous, naturally occur-
ring, and synthetic opiods occur. From the
combined knowledge of receptor structure
and the human and other genomes, it is
now possible to identify receptors through
homology searches in the absence of any
knowledge of the endogenous ligand or
of the biological responses controlled. The
identification of such orphan receptors rep-
resents a reversal of the classical receptor
characterization scheme and provides a
further source of potential drug targets
(Fig. 8).

3
Chemistry

Traditionally, the medicinal chemistry
component of drug discovery has been
initiated from a lead structure, either a
natural product of plant or animal origin,
an endogenous hormone or neurotrans-
mitter, or a synthetic molecule exhibiting
some degree of the appropriate biolog-
ical activity. The lead structure is then
optimized to produce the desired po-
tency and selectivity of action and the
required pharmacokinetic characteristics.
Acquisition of the latter is of particular
importance since many agents fail in devel-
opment because of inadequate solubility,
absorption or metabolic properties. This
process, essentially a ‘‘one- molecule-at-a-
time’’ scheme, has achieved many major
successes including the development of

the β-adrenergic blockers from isopro-
terenol, the development of angiotensin-
converting enzyme (ACE) inhibitors from
a peptide teprotide and the development
of the angiotensin II receptor antagonists,
including losartan, from a weakly active
imidazole derivative (Fig. 9). In this pro-
cess, the biological target, be it blood
pressure, acid secretion, tumor growth,
anxiety, or depression, has been derived
from a biological or phenotypic response.

In the new postgenomic era, it is, how-
ever, possible to define targets through
analysis of gene structure from the approx-
imately 30 000 genes currently believed
to comprise the human genome as well
as from the genomes of bacteria, viruses
or parasitic species. Although the ge-
nomic approach offers, in principle, many
new targets, the issue of target validation
looms far larger than in the classical pro-
cess. It is vitally necessary to associate
a particular gene with a particular phe-
notypic expression and to demonstrate
the relevance of this to the disease pro-
cess. The techniques of target validation
are several and include the analysis of
gene and protein expression in normal
and diseased tissues. Knockout and con-
ditional knockout animals, the creation of
mutant (ethyl-nitrosourea-induced) mice,
the use of model organisms including
Drosophila melanogaster and Caenorhabdi-
tis elegans, the use of small interfering
RNA, and small molecule–based chemi-
cal–biological techniques.

With increasing knowledge of the tar-
get structure, there is greater emphasis
on structure-based drug design whereby
X ray, NMR, and computational ap-
proaches are employed to provide a phys-
ical interpretation of the drug–receptor
complex and, in principle, to provide a
more rapid and efficient route to drug de-
sign. There are still significant limitations
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Fig. 9 Examples of lead structures (left) that gave rise to the
synthetic antagonists propranolol, captopril, and losartan, active
at β-adrenergic receptors, angiotensin-converting enzyme, and
angiotensin II receptors, respectively.

to this approach, although it will doubtless
continue to assume greater importance.
First, the structures of many targets are
still unknown and the structures of lig-
ands in solution or in the solid state,
although frequently easily accessible, may
have no relationship to the structure of the
receptor-bound ligand.

At the other extreme of drug discovery
has been the development of combi-
natorial chemistry and high-throughput
screening, whereby the ability to synthe-
size vast chemical libraries and to use auto-
mated techniques to screen them against a
large number of (typically) genomically de-
rived targets was intended to greatly auto-
mate and render more productive the drug
discovery process (Fig. 8). This promise re-
mains to be completely fulfilled. However,
the synergies obtained by the combined
application of combinatorial chemistry
and structure-based designs are fueling
the new approaches to drug discovery,
designed to combine the intelligence of ra-
tionality with the efficiency of technology.

3.1
Druglike Molecules

Despite the ability to make chemical li-
braries of virtually unlimited size, the
issue remains that the number of ‘‘drug-
like’’ molecules is relatively small and
that quite limiting chemical and physi-
cal properties are necessary to ensure that
molecules are both biologically active and
orally available. A number of approaches
have been employed in efforts to quantitate
these properties. The best known of these
approaches is probably the empirical ‘‘rule-
of-five’’ derived from a consideration of
over 2000 therapeutically active drugs that
indicates a likely problem when a molecule
obeys any two of the following conditions:

• Molecular weight >500
• Number of H-bond acceptors >10
• Number of H-bond donors >5
• Calculated logP >5.0.

A number of refinements of this system
have been implemented. For example, a
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Fig. 10 Examples of
pharmacophoric structures or
building blocks that are
commonly found (with
appropriate molecular
decoration) in
pharmacologically active agents.
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survey of over 1100 drug candidates at
GlaxoSmithKline for which oral bioavail-
ability measurements are available sug-
gests that molecules with reduced flexi-
bility (10 or fewer rotatable bonds) and a
polar surface area of less than 140Å2 (or 12
or fewer H-bond donors or acceptors) are
important predictors of good oral bioavail-
ability. These and related approaches have
been reasonably successful in predict-
ing ‘‘druglike’’ molecules present in large
chemical databases such as the Available
Chemicals Directory and the Comprehen-
sive Medicinal Chemistry Database.

A second and related issue is that
of the chemical structures of active
molecules: consistent with the above
considerations, these also tend to be
relatively limited in terms of potential
chemical space and component struc-
tures – pharmacophores – tend to be con-
servatively employed. A number of ba-
sic pharmacophoric structures or scaffolds
exist (Fig. 10) onto which are grafted
the functional groups that define spe-
cific drug families. It is proposed that
these structures are those that resist
‘‘hydrophobic collapse’’ (the tendency to

self-associate to inactive species) through
their conformational nonflexibility. Promi-
nent examples of such scaffolds in-
clude the 1,4-dihydropyridine and benzo-
diazepine nuclei, both of which give rise
to potent and biologically diverse classes
of drugs (Figs. 11 and 12). An interesting
example of combinatorial chemistry prac-
ticed by Nature, the supreme combinato-
rial chemist, centers around the venomous
snails of the Conus genus. These snails pro-
duce disulfide-bridged peptide toxins that
exhibit both high affinity and selectivity
for a variety of neurotransmitter receptors
and ion channels. The peptides are synthe-
sized as precursors with a hypervariable
C-terminus region, the latter permitting
amino acid changes in discrete regions to
tailor pharmacological specificity.

3.2
Combinatorial Chemistry and Compound
Libraries

Chemical libraries have long been an
important proprietary component of the
drug discovery process in the search
for ‘‘lead’’ structures. Such libraries
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were typically derived from the tradi-
tional ‘‘one-molecule-at-a -time’’ approach
of drug discovery, and were typically be-
tween 1000 and 100 000 molecules in size:
these libraries were based to a very sig-
nificant extent on the previous chemical
experience of the company and could
vary widely in both molecular diversity
and ‘‘drug-likeness’’. The technologies of
parallel and combinatorial synthesis have
dramatically increased library scale. A typi-
cal organic chemist can perhaps synthesize
50 to 100 compounds per year. The tech-
nique of parallel synthesis in which, with
the aid of automation, multiple products
can be synthesized in discrete reaction ves-
sels can increase this chemical productivity
by a 100-fold factor or more. The combi-
natorial approach, whether in solution or,
more typically, in the solid phase, expands
this scale further by performing multiple
reactions in a single reaction vessel, creat-
ing all possible products from a precursor
set of building blocks. A simple calculation
illustrates the power of the combinato-
rial approach. From a basic set of 1000
building blocks, it is possible to construct
10005 pentapeptides, or one quadrillion
molecules! In general, if the number of
available building blocks is a, the number
of synthetic steps is x and the same num-
ber of building blocks is used per step, then
N, the number of individual compounds
is given by

N = ax (1)

And if the number of building blocks
varies in each step (e, f, g in a three-step
reaction), then

N = e.f.g (2)

In principle, one can make more com-
pounds by combinatorial chemistry than
there is mass in the universe! Although the
original thrust of combinatorial chemistry

(coupled with the simultaneous develop-
ment of high-throughput screening) was
designed to produce as many molecules
as possible and was a retreat from rational
discovery processes, the paucity of success
in such large random libraries led to a refo-
cusing of combinatorial thinking to factor
in both diversity and druglike properties
in the construction of smaller libraries.

The selection and choice of building
blocks and the linking chemistry are the
critical steps in the combinatorial process.
For example, the development of pep-
tide and oligonucleotide libraries is quite
straightforward since the building blocks
and the coupling chemistry are both well
known and easily implemented. However,
because of the limitations to the use of
these structures as drugs, increasing atten-
tion is being directed to the use of building
blocks that create small-molecule libraries.
A second consideration is whether the
library is to be used for random screen-
ing or for lead development. Increasingly,
combinatorial chemistry is used in the
generation of ‘‘focused’’ libraries that are
designed either to cover wide areas of
chemical space in as small a collection
as possible or to exploit chemical space
around a particular structure. Further-
more, the need for such libraries to contain
‘‘druglike’’ molecules is increasingly rec-
ognized. The choice of natural products as
libraries has much to commend it since
these molecules, complex as they appear,
have evolved and have been ‘‘forged in the
crucible of evolution’’ to have specific bi-
ological functions and to bind to proteins
or nucleic acids. A number of such natu-
ral product libraries are shown in Fig. 13.
In any event, library design and develop-
ment increasingly includes consideration
of those molecular features that provide ap-
propriate pharmacokinetic characteristics.
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The solid-phase approach of combinato-
rial chemistry is generally performed on
resin particles or on two-dimensional ar-
rays. An illustration of one such process,
the split synthesis technique, is provided
in Fig. 14. At each synthetic state, the resin
support is pooled and then split: this tech-
nique overcomes the different reactivities
of individual building blocks and ensures
the equimolar distribution of the prod-
uct, which is critical to the quantitation
of the subsequent screening process. At
the completion of the synthetic sequence,
the compounds are cleaved from the resin
support. A variety of techniques can be
used to deconvolute the library and to
identify the active structure(s). One ap-
proach is the encoded library in which a
code or identifier tag is added at each stage
of the synthetic process (Fig. 15). The li-
brary can then be ‘‘read’’ from the code
sequence that is unique to each mem-
ber of the library. Varying codes may
be employed including sequencable, (nu-
cleotides and peptides), nonsequencable,
(fluorophores) or nonmolecular (radiofre-
quency) codes.

The process of dynamic combinatorial
chemistry relies on reversible reactions
between the building blocks of the sys-
tem: thus, the composition of the li-
brary is under thermodynamic rather
than kinetic control (Table 1). This is a
critical differentiation from conventional

Fig. 13 Combinatorial libraries based
on natural product lead structures.
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Fig. 14 The split synthesis method for
the generation of combinatorial libraries
in which each monomer is reacted to
completion with the solid support and
then pooled and split repeatedly to
generate the resin-bound library. (From
S. Hobbs DeWitt, Pharmaceutical News
1 : 11, 1994.)
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A B C Building block
tag

AAA AAB AAC
BAA BAB BAC
CAA CAB CAC

ABA ABB ABC
BBA BBB BBC
CBA CBB CBC

ACA ACB ACC
BCA BCB BCC
CCA CCB CCC

A B C Building block
tag

AA AB AC
BA BB BC
CA CB CC

A B C Building block
tag

Pool and split

Pool and split

A B C

Fig. 15 The encoded combinatorial
library in which the addition of each
monomer is accompanied by a tag. The
tag sequence that may be chemical or
electronic specifically encodes the
oligomeric sequence of interest. (From
S. Hobbs DeWitt, Pharmaceutical News
1 : 11, 1994.)

Tab. 1 Combinatorial chemistry and dynamic
combinatorial chemistry.

Combinatorial libraries Dynamic libraries

Unaffected by
recognition

Amplified by
recognition

Selected compounds
to be made
independently

Selected compounds
isolable from library

Complex topologies
difficult to access

Complex topologies
easier to access

Greater chemical
access

More limited
chemical access

Solubility not
important

All members of library
must be soluble

Under kinetic control Under
thermodynamic
control

combinatorial chemistry because it indi-
cates that the presence of a recognition
process specific for one member of the
equilibrium will stabilize that member by
an equilibrium shift between the reactants

and the products (Fig. 16). Accordingly,
an amplification of yield is obtained. In
principle, dynamic combinatorial chem-
istry offers the heady vision of potent and
selective molecules self-assembling in the
presence of the biological target and thus
automating the entire process of drug dis-
covery. This approach has been applied to
a number of systems of biological interest,
including the development of inhibitors
against neuraminidase using a scaffold re-
acting with a series of aldehydes to yield a
dynamic library of Schiff bases and hemi-
nanimals (Fig. 17). In the presence of the
target neuraminidase, significant ampli-
fication of only the selected components
occurred. In a related example, the en-
zyme acetylcholinesterase was used as a
target: a series of acylhydrazides contain-
ing a charged amine function (to interact
with the enzyme anionic site) and aldehy-
des yielded a dynamic library from which
a compound was isolated with nanomolar
inhibitory potency (Fig. 18). In practice,
although proof of principle has been ob-
tained in a number of systems, there are
limitations, first in the number of suit-
able reversible reactions available and in
both the stability of the target macro-
molecule under the reaction conditions,
and in the presence of undesirable cross
reactions between the protein and the
chemical reactants.

The process of target-accelerated synthesis
of active molecules is related to dynamic
combinatorial chemistry whereby the
coupling of building blocks is accelerated
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Fig. 16 In the process of dynamic combinatorial chemistry the
reactant fragments, A–D, establish an equilibrium of products, one
of which is selected by the presence of the template thus driving
the overall reaction to select for that specific product.

Fig. 17 The use of dynamic
combinatorial chemistry to develop a
series of inhibitors against
neuraminidase. The scaffold entity is
reacted with a variety of ketones in the
presence of the enzyme neuraminidase
to produce by selection the
active products.
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by assembling them on a target template:
since the coupling is covalent, the system
is under kinetic rather than under ther-
modynamic control. An example of target-
accelerated synthesis is provided in Fig. 19,
which depicts the assembly of an ex-
tremely potent (femtomolar KI) acetyl-
cholinesterase inhibitor by 1,3-dipolar cy-
cloaddition chemistry from the depicted
starting materials.

Coming full circle back to Nature, com-
binatorial chemistry can also be achieved
in laboratory-based in vivo systems through
genetic manipulations of bacterial biosyn-
thetic pathways to create new antibiotics
and through phage display to generate
peptide libraries. Both the polyketide and
non-ribosomal classes of antibiotics are
synthesized from their carboxylic acid or
amino acid precursors, respectively, by

large multifunctional polyketide synthases
and peptide synthases. The modular con-
struction of these enzymes makes possible
their selective modification and thus the
biosynthesis of novel products, including
active antibiotics. Phage display technolo-
gies permit the display of very large
peptide libraries that can be used via
affinity-selection processes to define and
target specific recognition sites and can be
used to define new potential drug targets
in cells and organs via phage targeting.

3.3
Structure-based Approaches to Drug
Design

Increasingly, the intuition-based (and
highly successful) approach to drug
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Fig. 18 The use of dynamic
combinatorial chemistry to generate a
dynamic library that in the presence of
the target enzyme, acetylcholinesterase,
yielded an active inhibitor with
nanomolar affinity.

discovery is assuming a more quantitative
character with the addition of structure-
based components (Fig. 20). In partic-
ular, the understanding of the three-
dimensional structure of the target pro-
teins and of their ligand complexes with
drugs is proving to be critical for the gen-
eration of docking processes to fit new
molecules to active sites, in silico screening
of potential drug structures, the elucida-
tion of mechanisms of drug action, and the
development of structure–activity relation-
ships. This approach is frequently referred
to as structure-based drug design, and with
the increasing availability of macromolec-
ular structures via X ray and NMR tech-
niques or homology modeling, it is a rare
contemporary drug discovery project that
does not have inputs from these design
principles. Additionally, the limitations
caused by the lack of availability of protein
three-dimensional structures are rapidly
being resolved by detailed resolution of

such membrane proteins as ion channels.
With high-throughput protein crystalliza-
tion processes now in place, it is likely that
the next decade will see the majority of
protein structures solved, either directly or
indirectly, through the use of increasingly
sophisticated computational methods.

The antagonists of HIV-1 protease, an
enzyme critical to the process of viral
assembly and maturation, provides one
example of how structure-based design
has led to the development of clini-
cally effective and orally active drugs.
Homology-based reasoning originally sug-
gested that HIV-1 protease was related
mechanistically to the aspartate protease
family. This family is characterized by
a two-domain active site, with each do-
main contributing an aspartate residue to
the catalytic process. Direct X ray analy-
sis confirmed this, showing the enzyme
to be a homodimer with C2 symmetry
(Fig. 21). Some symmetry-based antago-
nists designed from this structure are
depicted in Fig. 22.

Most recently, the crystal structure of
the angiotensin-converting enzyme com-
plexed with the ACE inhibitor lisinopril
has been obtained. ACE inhibitors are im-
portant anti-hypertensive agents that play
an important role in the control of conges-
tive heart failure. These inhibitors were
developed without the knowledge of the
structure of the human ACE enzyme but
rather were designed on the assumption
that the enzyme was mechanistically sim-
ilar to carboxypeptidase A. There is, how-
ever, little three-dimensional similarity,
thus indicating a comparatively common
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(CH2)2−6   C   CH−

Fig. 19 An example of target-accelerated synthesis of an
active molecule. In this example, acetylcholinesterase is the
target macromolecule and small-molecule fragments that
interact at discrete subsites of the enzyme become linked
through 1,3-cycloaddition to yield the active inhibitor with
femtomolar potency.

facet of scientific discovery, namely, that
significant discoveries can be made on
the basis of incorrect assumptions! How-
ever, the availability of the ACE structure
should facilitate the development of new
ACE inhibitors.

The structures of membrane-bound re-
ceptors and ion channels have, until re-
cently, not been available at a resolution
helpful to the generation of structure-
based drug design. Such knowledge is,
however, becoming available. In its ab-
sence, sequence data, homology modeling,
and site-directed mutagenesis have per-
mitted important conclusions to be drawn
concerning the residues and topographies
that are critical to drug–receptor inter-
actions. The β-adrenergic receptor is a
member of the G-protein coupled pro-
tein family characterized by the presence
of 7 transmembrane helices. Site-directed

mutagenesis has revealed the presence of
residues critical to both agonist binding
and receptor activation. A model for the
interaction of the agonist isoproterenol is
provided in Fig. 23. The interactions be-
tween transmembrane domains V and VI
are consistent with observations that the
cytoplasmic loop between these domains
is critical to the coupling of the receptor
and G-protein. Thus, a simple structural
model can provide a mechanistic basis
for receptor activation and also indicate
that molecules that do not make these
specific interactions are likely not to func-
tion as activators, but rather (as in the
case of propranolol) as antagonists. Similar
studies with receptors for the polypeptide
hormone substance P and its nonpep-
tide antagonist CP 96 345 reveal that they
occupy binding sites that are partially dis-
tinct (Fig. 24). Residues in transmembrane
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Fig. 20 The incorporation of structure-based drug design into the
process of drug discovery. The traditional cycle of discovery (top left)
is aided by the components of structure-based design that include
inputs from both experimental and in silico structural design and
from a structural and physicochemical databases.

domains 5 and 6 and the extracellular epi-
tope between these domains are clearly
critical for the nonpeptide antagonist, but
not for peptide–agonist binding.

Ion channels are an important class of
pharmacological receptors and are the loci
of action of many drugs and toxins in-
cluding, tetrodotoxin, pyrethroids, calcium
channel antagonists, snake venoms and
type II antidiabetic drugs (Fig. 25). The
understanding of both channel function
and drug action is being greatly facilitated
by the availability of three-dimensional

structures of several potassium channels.
These studies, generally confirmatory of
some fifty years of electrophysiological
work, have elucidated the nature of the
channel pore through which K+ ions selec-
tively flow, the subunit organization of the
channel, the receptor site for quaternary
ammonium inhibitors (NEt4+), and the
nature of the voltage-sensing mechanism
(Fig. 26).

These structure-based approaches are
increasingly complemented by ‘‘expert’’
computer-based algorithms that both
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generate and screen, on a virtual basis,
structures that fit protein-receptor sites.
Complemented with algorithms that
predict pharmacokinetic characteristics
(ADME) true in silico drug design is likely
to be an important component of actual
drug discovery in the coming decade.

Fig. 21 The ribbon backbone of HIV-1
protease, depicting the vertical twofold
axis of symmetry and the active site
aspartate residues in the middle.
(Reproduced with permission from the
American Chemical Society from
Greer, J., Erickson, J.W., Baldwin, J.J.
and Varney, M.D. (1994) J. Med. Chem.
37, 1035.)

3.4
Peptidomimetics

The physiologically important ligands for
many receptors and enzymes are peptides,
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Fig. 23 Schematic
representation of the interaction
of a catecholamine with the
β-adrenergic receptor and
depicting specific functional
interactions with residues on
transmembrane helices III, V,
and VII.

Fig. 24 Substance P and the nonpeptide antagonist CP 96 345 interactions at chimeric
NK-1/NK-3 receptors. (Data from Getler, Nature 362 : 345, 1994.)

and the impact of biotechnology on drug
discovery has given further emphasis to
peptides, both as drugs and as lead struc-
tures. However, the disadvantages of short
biological half-life, poor bioavailability, and
inability to penetrate the central nervous
system generally outweigh the potential

advantages of potency and selectivity. The
search for peptidomimetics – small syn-
thetic molecules that mimic peptide activ-
ity – is an increasingly important compo-
nent of medicinal chemistry. The opiate
alkaloids, including morphine, are ex-
amples of such peptidomimetics: they
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Fig. 25 Drugs that interact with ion channels (a) tetrodotoxin at Na+ channels,
(b) glybuzole at K+

ATP channels, (c) tetraethylammonium at K+ channels and
(d) nifedipine at Ca2+ channels.

Fig. 26 Schematic representation of an ion channel depicting the pore with ‘‘gates’’
that open and close in response to chemical or physical stimuli, intra- and
extracellular sensors associated with the subunits of the ion channel (which is
invariably an oligomeric construct) and a remote sensor that is coupled to the
channel via cytosolic or membrane signals.

illustrate the principles of peptidomimetic
design and demonstrate that peptides
and peptidomimetics are frequently struc-
turally quite distinct (Fig. 27). Indeed,
the activities of morphine and related
compounds were well described long be-
fore the endogenous opiod peptides had
been discovered!

Peptidomimetics may be considered
in three principal categories. Reaction

pathway mimetics are chemical species that
mimic an intermediate, typically a transi-
tion state, in an enzyme-catalyzed pathway.
Peptide topographic intermediates are chem-
ical entities that mimic the topography
of non-adjacent peptide regions, and pep-
tide backbone mimetics mimic local peptide
topography (amide bonds, β-turns etc).

The naturally occurring pepsin inhibitor,
pepstatin, contains the amino acid statine.
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Fig. 27 Examples of
nonpeptides that interact at
peptide receptors: asperlicin at
the cholecystokinin receptor; an
oxytocin antagonist interacting
at the oxytocin receptor;
morphine acting at the opiate
receptor; losartan interacting at
the angiotensin II receptor.

-

Fig. 28 The statine and hydroxyethylamine structures as peptide mimetics incorporated into the
enzyme inhibitors pepstatin, L-363,564, and Ro-31-8959.
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Fig. 29 Examples of
peptidomimetic scaffolds.

Statine mimics a dipeptidyl tetrahedral hy-
drolytic transition state: this mimicking of
a transition state likely underlies the ability
of pepstatin to inhibit a variety of aspar-
tic proteases, including renin and human
immunodeficiency virus (HIV-1). The in-
corporation of the statin residue into the
renin sequence was an important first step
in the generation of potential renin in-
hibitors (Fig. 28). Other replacements serv-
ing a similar role in peptidomimetic design
include the hydroxyethylene and dihy-
droxyethylene functionalities, which have
generated potent renin inhibitors, and
the hydroxyethylamine dipeptide mimet-
ics that are used for generating potent
HIV-1 protease inhibitors.

Peptide topographic intermediates are
represented by an increasingly large
group of compounds, frequently of nat-
ural product origin that compete with
or mimic peptide actions. Prominent
examples include asperlicin, which in-
teracts at cholecystokinin receptors, im-
idazoles that interact at angiotensin II
receptors, and, of course, morphine and
its analogs that interact at opiate receptors
(Fig. 27).

As part of the process of drug discov-
ery, considerable effort has been devoted
to the discovery of compounds that may

mimic local protein conformations includ-
ing β-turns and α-helices. The availability
of such structures facilitates the con-
struction of peptidomimetic scaffolds that
can be decorated with the appropriate
functional groups to generate receptor and
enzyme selectivity. Some examples are
shown in Fig. 29. The presence of the
benzodiazepine nucleus in a variety of
receptor-selective ligands is a likely exam-
ple of such a peptide backbone–mimetic
process (Fig. 12).

3.5
Protein–Protein Interactions

The traditional targets of drug design
and discovery have been receptors and
enzymes, typically viewed as acting in-
dependently and communicating through
soluble biochemical intermediates, and in
which small molecules are the effectors
of the function. Increasingly, it is being
realized that protein–protein interactions
serve as critical mediators of cellular re-
sponses. Many receptors, enzymes, and
ion channels function as modules com-
posed of communicating subunits, and
cells possess anchoring structures that
serve to localize and spatially coordi-
nate these protein–protein signaling com-
plexes. Additionally, many receptors such
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Fig. 30 Small-molecule mimetics of: insulin (L-783-381); erythropoietin (SB 24
7464) and granulocyte-stimulating hormone (cyclic peptide).

as tyrosine kinases that exist as monomers
form oligomers under the influence of the
activating hormone. The analysis of pro-
tein–protein interactions has been greatly
facilitated by such technologies as the yeast
two-hybrid system. And an increasing
number of protein–protein interactions
will be identified through the genome
project. Hence, protein–protein interac-
tions have become important drug targets.
However, the relatively large size of in-
teracting domains in such interactions
has raised questions about whether small
molecules can effectively interfere with
such broad interactions, and whether such
molecules would also possess sufficient
specificity of action. However, an increas-
ing number of such small molecules are
known. For example, Aggrestat and Inte-
grilin mimic the adhesive RGD epitope
of fibrinogen interaction with GPIIb/IIIa,
and are employed to reduce restenosis in
coronary angioplasty. It can be anticipated
that advances in our understanding of pro-
tein folding and construction will facilitate
the design of small-molecule modulators
of such interactions.

Of particular interest are studies that
have demonstrated that protein hor-
mones can be effectively reduced to
small-molecule surrogates that effectively

mimic the activating properties of the
parent hormones. These include small-
molecule mimics of insulin, erythro-
poietin, and granulocyte-stimulating hor-
mone (Fig. 30).

An increasing number of diseases are
now known to be associated with protein
misfolding, including such degenerative
disorders as Alzheimer’s and the spongi-
form encephalopathies. Similarly, in can-
cer, the p53 gene is frequently mutated
giving rise to mutant p53 protein. Small
molecules that can restore the wild-type
protein conformation may therefore serve
as useful therapeutic agents.

3.6
Quantitative Structure–Activity
Relationships

The application of quantitative struc-
ture–activity relationships rests on the
accepted thesis that a mutual structural
complementarity exists between the lig-
and and its binding site and that the
biological properties of the ligand are a
function of its discrete physicochemical
properties, including pKa, electronic con-
figuration, lipophilicity, polar surface area,
molar volume, and stereochemistry. An
early application of this principle is the
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Fig. 31 The relationship between
antibacterial activity of sulfonamides
(log1/CR) and the pKa of the
sulfonamide NH group. (Reproduced
with permission from the American
Chemical Society from Bell, P.H. and
Roblin, R.O., (1942) J. Amer. Chem. Soc.
64, 2905.)
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inverse linear relationship observed by
Overton and Meyer between water sol-
ubility and narcosis. A similarly simple
relationship between structure and func-
tion was observed in the antibacterial
sulfonamides, in which the bell-shaped
curve of Fig. 31 indicates that the sulfon-
amide is active as the anionic species, but
permeates the bacterial cell as the neu-
tral molecule.

The definition of QSARs owes much to
the pioneering work of Corwin Hansch
who, building on the linear free energy
relationship expressed in the Hammett
equation of physical–organic chemistry,
was able to correlate biological activ-
ity with hydrophobic, steric, and elec-
tronic substituent constants, through mul-
tiple linear regression analyses. Thus,
for the inhibition of the enzyme acetyl-
cholinesterase by a series of diethyl (sub-
stituted phenyl)phosphates:

log 1/C50 = 5.77σ + 2.71 (3)

indicating that the activity in this
homologous series of compounds is
determined solely by the electronic
properties of the substituent in the phenyl
ring. More commonly, multiparameter
equations are used, giving, for example,

the following relationship for the local
anesthetic activity of a series of 2-
dialkylaminoethylbenzoates:

log 1/C50 = 0.58π − 1.26σ + 0.96 (4)

A more complex relationship is shown
in Fig. 32 for a series of substituted 1,4-
dihydropyridine calcium channel blockers,
selected members of which are widely em-
ployed as cardiovascular agents. Activity
is dependent upon the hydrophobic, elec-
tronic, and steric properties of the aryl
substituents.

The QSAR approach in several variations
has become a routine component of the
practice of medicinal chemistry. There
are, however, weaknesses associated with
the method: substituent constants must
be available and a large and varied
experimental data set is necessary to
have a statistically powerful analysis.
Furthermore, the method defines only
the properties of the ligand and usually
within a restricted structural set. Thus,
the method tends to be retrospective and
interpolative rather than predictive and
extrapolatable. Nonetheless, its usefulness
should not be underestimated, particularly
in conjunction with other components of
rational drug design.
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Fig. 32 The structure–activity relationship for aryl-1,4-dihydropyridines active
at the L-type voltage-gated Ca2+ channel. The structural formula depicts the
general structural features that confer antagonist or activator properties. The
equation describes the antagonist activity of a series of 1,4-dihydropyridines
with the general formula -2,6-disubstituted-3,5-dicarboalkoxy-4-[substituted
phenyl]-1,4-dihydropyridine.

3.7
Stereochemistry

That drug–receptor interactions exhibit
stereoselectivity has been well recognized
since the time of Pasteur. Indeed, so com-
mon is such stereoselectivity that it is
generally considered to be an important
index of the specificity of such interac-
tions. This stereoselectivity of interaction
represents a challenge to our definition
of drug actions long recognized chemi-
cally, but now increasingly encountered at

the clinical and regulatory levels. Clinical
significance derives from considerations
of the efficacy of a single enantiomer ver-
sus a racemate, from considerations of
stereoselective metabolism and disposi-
tion, and from the impact of the route of
administration and interpatient variabil-
ity of response. Regulatory issues derive
from considerations that racemic drugs
can represent separate agents in fixed
combinations, and development issues
derive from considerations of costs, in-
cluding those for chemical synthesis, and
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of pursuing a single enantiomer versus
a racemate. (We consider here only opti-
cally active isomerism: the same principles
apply, however, to geometrical and other
isomers. Also, for the sake of brevity, we
consider only the case of molecules with a
single chiral (stereogenic) center).

Enantiomers can differ both quantita-
tively and qualitatively in their biological
activities. At one extreme, one enantiomer
may be totally devoid of activity and at the
other extreme both enantiomers may have
potent, but distinct, activities. Thus, the fol-
lowing categories of activity are possible:

1. Both the isomers are equally active and
there is no stereoselectivity of action.
This situation is not common.

2. The isomers differ quantitatively in
their activity. Most drugs that occur as
stereoisomers fall into this category (in
the limiting situation one enantiomer
possesses all of the activity).

3. The isomers differ qualitatively in their
activity and have discrete biological
activity at the same or distinct receptors.
Such behavior may translate to agonist
and antagonist behavior at the same
receptor, subtype selectivity, or activity
at distinct receptor classes.

4. The behavior of the isomers in the
racemate is different from that of the
enantiomers alone.

Examples of racemates in which the enan-
tiomers differ quantitatively in their ac-
tivity are quite common. They include
the positive inotrope dobutamine, the
anti-inflammatory ibuprofen, the antico-
agulant warfarin, and the local anesthetic
bupivacaine. The differences in activity
may be large enough to regard one
enantiomer as effectively inactive: exam-
ples include the β-blocker propranolol
in which the S-enantiomer is active and
the cholinergic agonist bethanchol in

which the S-enantiomer is also the active
entity. Enantiomers that differ qualita-
tively in their activities include: nicotine
where the R- and the S-enantiomers
are substrates and inhibitors respectively
of the enzyme N-methyltransferase; the
1-methyl-5-phenyl-5-propylbarbituric acid
enantiomers in which the S- and R-
forms are convulsant and anticonvulsant
respectively; propoxyphene in which the
enantiomers are analgesic and antitussive;
sotalol in which the enantiomers are a
β-adrenergic blocker and a K+ channel
blocker; and the enantiomers of Bay K
8644 which are activator and antagonist.
Some examples are shown in Fig. 33.

In principle, stereoselectivity of drug
action is derived from both pharmacody-
namic and pharmacokinetic processes and
can occur at any or all of the stages de-
picted in Fig. 34: transport to and from
the site of action, storage in depots, inter-
action with binding proteins, interaction
with receptors, metabolic enzymes, and
transport in excretory pathways. The Ca2+
channel antagonist verapamil is available
only as the racemate and is employed as
an antianginal, anti-hypertensive and as
a selective Class IV antiarrhythmic. The
more active S-enantiomer is cleared more
rapidly through first-pass metabolism. Ac-
cordingly, verapamil offers a different
clinical profile according to whether it is
administered orally or intravenously, be-
ing more active in the latter case. Even
more subtle distinctions can be made in
a comparison of the enantiomers of ve-
rapamil on cardiac and vascular smooth
muscle: stereoselectivity is very low in the
latter and significantly higher in the former
(Table 2).

Important differences can exist be-
tween the toxicologic or side-effect profiles
of enantiomers. For L-DOPA, the levo
(available) form is less toxic, vomiting
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Fig. 34 The observed pharmacological activity of a drug
depends upon both pharmacodynamic and pharmacokinetic
properties as depicted. Each of the processes depicted has its
own structural and stereochemical requirements. These
requirements are not necessarily identical at each site and, in
fact, may well conflict.

Tab. 2 Stereoselectivity of Verapamil in the
cardiovascular system.

Vasodilation Cardiodepression

−log EC50 (M) −log EC50 (M)
Enantiomer
R(+)–Verapamil 7.31 5.7
S(−)–Verapamil 7.70 7.2

is associated with the D-isomer of
levamisole, and the teratogenic effects of
thalidomide may be associated with the
S-enantiomer (however, this has no clin-
ical significance since the enantiomers
epimerize very rapidly in solution). Stere-
oselectivity of general anesthesia has been
demonstrated for the volatile agents isoflu-
rane and halothane; although modest,
this difference may be of clinical signif-
icance and expand the safety margin of
these agents.

These considerations are part of an in-
creasing scientific, clinical, and regulatory
pressure to evaluate the chirality of drug
action at all stages of the drug development
process. The use of single enantiomer

drugs continues to increase as do conver-
sions of racemates to single enantiomers.
Even those in which a racemate may be in-
troduced clinically, this will be done only
after the properties of the enantiomers
have been thoroughly investigated, and in
which it can be demonstrated clinically
that there is no disadvantage in the use of a
racemate rather than a single enantiomer.

4
The Influence of Molecular Biology

The principles and tools of molecular
biology exert an increasing influence on
the theory, practice, and application of
medicinal chemistry. Molecular biology
provides not only the structures of the
receptors and targets for drug action, but
validates these targets, defines disease
states, provides the logic of chemical
design, generates the rapid screening
protocols, and directly provides drugs and
drug candidates. These principles have
been elaborated upon previously, but some
brief additional comments follow. More
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comprehensive discussion will be found
elsewhere in this Encyclopedia.

4.1
The Expanded Genetic Code

Our existing genetic code contains 4 nu-
cleotides that specify 64 unique nucleotide
triplets that in turn encode the 20 amino
acids that are the building blocks for
all the proteins in at least this corner
of the universe, apart from the rare or-
ganism that incorporates selenocysteine
and pyrrolysine. The ability to incorpo-
rate novel amino acids into proteins has
the potential to answer important ques-
tions concerning the evolution of life,
produce new proteins with novel bio-
logical functions and activities, and to
produce organisms that are biologically
unique. Amino acid analogs have been
incorporated into proteins by a variety
of techniques including posttranslational
modification and the use of chemically
aminoacylated t-RNA that can be recog-
nized by existing stop codons. However,
the generation of autonomous bacteria
with an expanded genetic code that can
incorporate nonnatural amino acids with
efficiency and fidelity represents a major
step in harnessing the genetic code for
the in vivo design and production of novel
potential protein therapeutics.

4.2
Genes as Drugs

In principle, gene insertion to replace a
defective gene or genes or to enhance
expression of a particular gene product
provides a permanent curative treatment.
The critical issues here for effective gene
delivery are the nature of the disease itself,
the delivery system and its specificity, the
extent and duration of the resultant gene

expression, and the safety of the process.
Additionally, there are significant ethical
issues surrounding gene therapy that are
absent with conventional drugs. A number
of the potential targets for gene therapy
are given in Table 3: clearly, the most
plausible targets are monogenic diseases
where the disease is due to the presence or
misexpression of a single gene.

Gene therapy may be carried out in
vivo or in vitro and the insertion methods
are of several kinds. They include aden-
oviruses and retroviruses that are used as
insertional carriers, liposomes to transfer
plasmid DNA, and other physical methods
including conjugation of the DNA with
a protein that targets a specific receptor
through which it is internalized.

Although there are in excess of some six
hundred protocols, the majority of them
being in the field of cancer, clinical success
has been limited thus far. In particular,

Tab. 3 Targets and potential targets for
gene therapy.

Monogenic diseases
X-Linked severe combined immunodeficiency
ADA deficiency
Cystic fibrosis
Mucopoylaccharidosis
Factor IX deficiency (Hemophilia B)
Familial hypercholesterolemia
Chronic granulomatous disease

Gene types transferred in clinical trials
Cytokines 26%
Antigen 14%
Tumor suppressor 12%
Suicide 8%
Deficiency 8%
Drug resistance 6%
Receptor 4%
Replication inhibitor 3%

Source: Data from Journal of Gene Medicine
Database, 2004:
www.wiley.co.uk/genmed/clinical/
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the issue of the specificity of the gene
insertion process has assumed particular
importance, with observations that indi-
viduals being treated for X-linked severe
combined immunodeficiency syndrome
(‘‘bubble boy’’ disease) have developed
leukemia as a consequence of random in-
sertion of the therapeutic gene near the
LM02 gene, a gene linked to leukemia.

4.3
Antisense and Small Interfering RNA

Oligonucleotides bind with great speci-
ficity to a variety of nucleic acid and
protein targets. Additionally, nucleic acids
are particularly well suited for combina-
torial chemistry and selection processes:
oligonucleotides selected from such a pro-
cess and referred to as aptamers can
serve both as targeting species (research
reagents) to identify small-molecule lig-
ands, and as actual drug species. For
example, by using an iterative cycle of
RNA library generation, target incubation,
removal of non-binding RNA, recovery of
bound RNA, and amplification of bind-
ing molecules by RT-PCR (Fig. 35), these
techniques have led to the identification
of small-molecule inhibitors of HIV-1
replication and platelet-derived growth fac-
tor binding.

In principle, oligonucleotides with
specificity conferred by Watson–Crick
pairing will constitute highly specific drugs
for defined nucleic acid RNA targets.
Thus, an oligonucleotide of some 15–19
bases will have a unique sequence rel-
ative to the entire human genome and
could, theoretically, offer absolute speci-
ficity of interaction. Such oligonucleotides
will base-pair to a specific segment of
RNA to block translation, block splic-
ing, or facilitate degradation through
RNAseH. This is not necessarily real-
ized in practice since the oligonucleotide
does not have equal access to all sites
on the target RNA. Additionally, oligonu-
cleotides also interact with proteins in a
non-antisense manner. Many derivatives
of phosphodiester oligonucleotides have
been examined, particularly the backbone-
modified methylphosphonate, phospho-
rothioate, and phosphorodithioate analogs
(Fig. 36). These modifications serve to
enhance chemical stability, reduce non-
specific interactions, and enhance cell
permeation. However, only one antisense
therapeutic, Vitavene(), is currently clin-
ically available.

RNA interference is a gene-silencing
mechanism originally discovered in lower
organisms, but now shown to be widely ap-
plicable and to have considerable potential

Fig. 35 An iterative cycle
whereby RNA molecules that
bind to a selected target are
identified, amplified and subject
to a further round of binding
and selection to amplify the
desired property.
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Bound RNA Target interaction

Incubation
  with target
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Fig. 36 Backbone-modified oligonucleotides (a) methyphosphonates,
(b) phosphorothioates, and (c) phosphorodithioates.

for both target validation and for the
generation of actual drugs. In lower organ-
isms, the introduction of double-stranded
RNA is followed by enzymatic process-
ing to yield short, 21–22 double-stranded
(ds) sRNAs, that guide sequence-specific
degradation of the homologous mRNAs.
The process is designed to recognize the
introduction of RNA from foreign genes
during, for example, virus infection, or
when transposons and transgenes are ran-
domly inserted. RNA interference (RNAi)
can be produced in vertebrates by the in-
troduction of short dsRNA, and serves
as a mechanism for specifically silencing
gene function. RNAi offers major promise
for target validation, being faster than the
production of animal knockouts, and the
ultimate promise for actual drug delivery.
It offers, in principle, significant advan-
tages over antisense technology, since
much lower concentrations of the dsRNA
are needed, the effects are longer last-
ing and, of particular significance, siRNA
can be produced intracellularly from RNA
polymerase III promoters.

Despite the attractiveness of these
nucleic acid–based technologies, it cannot

be assumed that they are automatically
superior to the existing small-molecule
techniques. In particular, in protein tar-
gets that are part of an oligomeric complex,
elimination of one protein could lead to the
destruction of that complex and a cascade
of effects that would not be produced by
the action of a single small-molecule alone
acting on the complex.

4.4
Gene-based Drug Targeting and Delivery

Gene-based mechanisms can also be used
to confer or to enhance drug sensitiv-
ity in an unresponsive cell type. The
transfer to cells, for example, of the
herpes simplex thymidine kinase(HSV-
tk) confers sensitivity to such nucleoside
analogs as the antiherpes drug, ganci-
clovir. Such transfer can be mediated
by a retrovirus that incorporates only
into actively dividing cells and thus of-
fers particular selectivity for malignant
cells. HSV-tk converts the nontoxic gan-
ciclovir into the phosphorylated deriva-
tive, which is a chain terminator of
DNA synthesis.
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5
Summary

Medicinal chemistry, a discipline firmly
rooted in synthetic organic chemistry, has
increasingly close relationships to struc-
tural and computational chemistry, partic-
ularly to molecular biology at the discovery
interface, to toxicology and pharmacol-
ogy at the development interface, and to
medicine at the clinical interface. The link-
age to molecular biology has assumed
major significance in the past decade, and
chemistry has increasingly been adopting
characteristics that are dictated by the basic
themes that drive biology – diversity, repli-
cation, evolution, and self-organization. It is
entirely conceivable that, as this biological
paradigm increasingly permeates science
and, in particular, medicinal chemistry,
we shall ultimately have Paul Ehrlich’s
‘‘magic bullet’’ – self-synthesizing, self-
replicating, self-evolving, and self-targeting
nanomachines that circulate in our body,
constantly repairing damage and destroy-
ing biological intruders.

See also Antitumor Agents: Taxol
and Taxanes – Production by Yew
Cell Culture; Gene Targeting; On-
cology, Molecular; Pharmacoge-
nomics and Drug Design.
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Clathrin
A large protein complex with a triskelion structure built from three heavy and three
light chains, capable of self-associating to form lattices, which coat various vesicles.

Coated Vesicle
60- to 100-nm diameter membrane vesicle that buds from a subcellular compartment,
encased in a regular protein coat, which selects vesicle cargo and drives budding.
Examples include clathrin-coated and COP-coated vesicles; COP refers to coat
protein complex.

Endocytosis
Process by which material is taken up into the cell from the external environment,
through incorporation into vesicles, which bud from the plasma membrane.

Membrane Fusion
Merger of lipid bilayer membranes, which is accompanied by the establishment of
continuity between the aqueous interiors that are bounded by the originally
distinct membranes.

Rab Protein
A member of a large family of small GTPases, which regulate vesicle trafficking,
notably through the recruitment of tethering molecules.

Secretory Pathway
A series of compartments that are traversed by material, destined to be, secreted from
the cell and which are connected by vesicular transport. Principally comprising the
endoplasmic reticulum (ER), ER-Golgi intermediate compartment (ERGIC) Golgi
apparatus, and trans-Golgi network (TGN).
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SNARE Protein
Member of a conserved family of proteins believed to impart specificity to and catalyze
intracellular vesicle fusion.

� Tight control of the flux of membrane components through vesicle budding and
fusion is essential to cellular organization, giving rise to subcellular compartments
with distinct functions. Cargo is generally selected for inclusion into vesicles by
specific sorting signals, which are recognized by adaptor proteins, that link to
protein components of vesicle coats. The membrane deformation required for
vesicle formation is promoted by the coat complex in conjunction with accessory
proteins, which may partially insert into the bilayer membrane. Specific targeting
of vesicles is initially mediated through ‘‘tethering’’ molecules and then cemented
through interactions between SNARE proteins, which also catalyze fusion. The
essential mechanisms are conserved throughout the cell and from yeast to man.

1
Overview of Cellular Trafficking Pathways

1.1
Maintaining Cellular Compartmentalization

The advent of electron microscopy revealed
the complexity of subcellular organization,
allowing a first glimpse of a bewildering ar-
ray of membrane-bounded compartments
(Fig. 1). This raised deep questions that
are still pertinent to modern day cell
biology. How are distinct organelles gen-
erated and maintained in the face of
a constant flux of material? To what
degree is this dependent on spatial orga-
nization versus biochemical specification?
How should compartments be defined?
by morphology, function, or biochemi-
cal composition? Much is accomplished
through vesicle budding and fusion. In
order for this to be so, there must be
very specific mechanisms of cargo selec-
tion and targeting. Delivery of lysosomal
degradative enzymes to the cell nucleus,
for example, would court disaster.

1.2
Secretory Pathway

As its name implies, this pathway is
taken by molecules destined for cellu-
lar secretion. Following translocation of
nascent proteins across the ER membrane,
proteins must traverse a series of compart-
ments (Fig. 1), including the Golgi stack,
where successive posttranslational pro-
cessing events, such as glycosylation, may
take place. The striking stacked cisternae
of the Golgi represent a polarized struc-
ture, such that the cis-most and trans-most
cisternae are highly enriched in distinct en-
zymes. The number of Golgi stacks may
vary dramatically between cell types, but
its function is nevertheless conserved.

The trans-Golgi network (TGN) rep-
resents the principal sorting station of
the secretory pathway. From this com-
partment, material may be constitutively
secreted (e.g. extracellular matrix proteins)
or packaged into regulated secretory vesi-
cles (e.g. insulin), which normally undergo
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Fig. 1 Schematic diagram of cellular vesicular trafficking pathways in the eukaryotic cell.
Newly synthesized proteins translocate into the endoplasmic reticulum (ER) and then
progress along the secretory pathway, first by inclusion into COPII coated vesicles, which
deliver material to the ER-Golgi intermediate compartment (ERGIC). Tubular elements of
the ERGIC may coalesce to form a cis-Golgi cisterna. Anterograde transport toward the
plasma membrane, is thought to proceed by maturation of Golgi cisternae, followed by
budding of secretory vesicles from the trans-Golgi network (TGN). ER and Golgi resident
enzymes are continually retrieved by inclusion into COPI vesicles, which move in a
retrograde direction. Material internalized from the plasma membrane may be included in
clathrin-coated vesicles (CCVs), which use the AP2 adaptor. The CCVs fuse with the early
endosome from where internalized cargo can either be recycled back to the plasma
membrane through the tubular recycling endosome or progress toward lysosomes by
inclusion in multivesicular bodies (MVBs). Crossover between these two principal highways
is mediated by vesicular transport between the TGN and endosomes. Note that other
subcellular organelles, such as the nucleus and mitochondria, which do not form part of this
endomembrane system are not depicted.

fusion with the plasma membrane (exocy-
tosis) in response to elevated Ca2+ levels.
Some proteins are diverted at this stage
from the secretory pathway toward the en-
docytic pathway (e.g. lysosomal enzymes).

Progression along the secretory pathway
is mediated by vesicular transport. This in-
volves the selection and packaging of cargo
into vesicles, which bud off from the limit-
ing membrane and then fuse with specific
target membranes. This mechanism can
be used to designate forward (anterograde)
transport of cargo or retrieval (retrograde
transport) of specific components that

function earlier in the pathway. Con-
sider transport through the polarized Golgi
stacks: according to one view, this is
comprised of cisternae, each represent-
ing individual stable entities maintained
by a delicate balance of retrograde and
anterograde vesicular transport. However,
it is currently considered more likely that
individual cisternae progress through the
Golgi complex, gradually undergoing mat-
uration through the selective retrieval of
‘‘earlier’’ Golgi markers by incorporation
into COP-coated vesicles. This ‘‘cisternal
maturation’’ model of Golgi transport has
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the advantage that it can account for the
secretion of large molecules, such as al-
gal scales or collagen, which are too
big to be packaged into individual COP-
coated vesicles.

1.3
Endocytic Pathway

The best-understood pathway for internal-
ization of material at the plasma mem-
brane is the clathrin-coated vesicle (CCV)
pathway, first described by Roth and Porter
in mosquito oocytes. However, it has
now become clear that several other non-
clathrin-mediated pathways operate in par-
allel. Once internalized, most material is
transported to a tubulovesicular compart-
ment, referred to as the early or sorting
endosome. From this point, endocytosed
proteins can enter a pathway for recycling
(e.g. transferrin receptor) or be sorted to-
ward the lysosome (e.g. EGF receptor), the
major degradative compartment of the cell
(Fig. 1). Lysosomal sorting involves the in-
ward budding of cargo containing vesicles
from the limiting membrane of sorting
endosomes to create multivesicular bodies
(MVBs), which then fuse either with late
endosomes or directly with lysosomes.

The recycling pathway from the early
endosome probably involves tubular struc-
tures, which break off and direct material
through a perinuclear recycling compart-
ment back to the plasma membrane.

1.4
Principle Steps of Vesicular Transport

This article is limited to consideration
of membrane trafficking mediated by
small vesicles, for which common prin-
ciples can be extracted. Other trafficking
events, for example, generation of tubules
for endosomal recycling or inward in-
vagination of vesicles into the endosome
lumen will not be considered here. The
general mechanism of vesicle transport
normally includes the following steps,
which are depicted in Fig. 2. A coat as-
sembles on an intracellular membrane
through interactions with cargo proteins.
Membrane deformation results in vesicu-
lar profiles, which must undergo scission
to create coated vesicles. Upon uncoating,
initial contact with target membranes is
made through ‘‘tethering’’ molecules. Fi-
nally, the vesicle is committed to fusion
through further molecular associations,
which may provide the energy to overcome

Fig. 2 Basic steps of the vesicle
transport cycle (see text
for details).

2. Budding

3. Uncoating

4. Tethering 5. Fusion

1. Coat recruitment
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the barriers to membrane fusion, resulting
in continuity of both lipid bilayers and
lumenal contents.

2
Methodologies

2.1
Subcellular Fractionation

De Duve and colleagues pioneered the
use of analytical centrifugation to sep-
arate subcellular compartments derived
from homogenized tissue. By examin-
ing the concomitant separation of spe-
cific enzymatic activities, they were able
to propose that biochemical pathways
were more compartmentalized than pre-
viously imagined. Centrifugation tech-
niques have been vital in the purifica-
tion of various vesicle fractions, including
clathrin-coated vesicles, COP-coated vesi-
cles, and synaptic vesicles, thus allowing
biochemical analysis of their composition.
The introduction of mass spectroscopic
techniques for proteomic analysis now
allows for in depth profiling of vesicle-
associated proteins. A recent study has
identified 209 distinct proteins associated
with highly purified brain-derived clathrin-
coated vesicles.

2.2
Microscopy

The biochemical work of De Duve was
brilliantly complemented by the morpho-
logical studies of Palade, Claude, Porter,
and coworkers, who harnessed the power
of electron microscopy to visualize the inte-
rior of the cell with a particular focus on the
secretory pathway of the pancreatic acinar
cell. Jamieson and Palade introduced an in
vitro ‘‘pulse-chase’’ protocol to follow the
secretory pathway of nascent proteins. A
short incubation of cells with [3H]-leucine

selectively labels newly synthesized pro-
teins, which can be visualized by autora-
diography and subsequent electron micro-
scopic examination. By varying the time of
incubation in the absence of label (chase
period) following the labelling ‘‘pulse,’’ the
progression of proteins through successive
secretory compartments could be visual-
ized. Palade frequently observed vesicular
profiles in his micrographs and proposed
that these may be intermediate vessels for
transport between compartments. The in-
troduction of immunocytochemistry and,
in particular, the introduction of cryo-
electron microscopy by Tokuyasu and
Singer paved the way for a quantitative
analysis of specific cargo proteins and
structural components of vesicles. More
recently, the ability to tag proteins with
multiple colored fluorescent proteins has
made it possible to directly observe pro-
tein dynamics through fluorescence mi-
croscopy of live cells. Thus, the flux of
material in response to a given perturba-
tion can now be followed in real time at
the subcellular level.

2.3
Yeast Genetics

A genetic screen in yeast for mutants de-
fective in secretion of specific enzymes
identified 23 complementation groups that
provided the first set of candidate genes (sec
genes) for regulation of membrane traffic.
The first sec gene to be cloned and char-
acterized, Sec4, is a ras-like small GTPase
belonging to the rab family that acts to tar-
get mature secretory vesicles to the plasma
membrane. Further screens for mutants
defective in vacuolar protein sorting (vps
genes) or endocytosis (end genes) have
produced equally informative inventories
of genes responsible for specific regulation
of membrane traffic.
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2.4
Cell-free Assays of Membrane Transport

James Rothman pioneered the develop-
ment of in vitro assays for the recon-
stitution of membrane trafficking steps.
Rothman and coworkers first established
a biochemical assay that reconstitutes a
specific intracellular fusion event, namely,
transport between cis and medial cisternae
of the Golgi stack (Fig. 3). They com-
bined wild-type Golgi fractions isolated
from CHO cells with Golgi fractions
isolated from mutant cells lacking a sugar-
modifying (GlcNAc transferase) activity,
but containing a model cargo protein,
vesicular stomatitis virus glycoprotein
(VSVG protein) by virtue of prior infection.

This protein is a substrate for GlcNAc, but
can only acquire [3H]-radiolabeled GlcNAc
by transfer between heterologous Golgi
stacks. Rothman and coworkers were able
to show that this transfer requires both
cytosol and ATP, and thus embarked on a
dissection of the cytosolic factors required
to support the assay. A major insight de-
rived from this work was that specificity
of fusion is principally determined bio-
chemically, rather than by relying on the
architecture of the cell interior.

One drawback of this original assay was
that it required generation of a vesicular
intermediate, and essential factors could
therefore operate at the level of vesicle
budding, vesicle docking, or vesicle fu-
sion. Subsequent refinements led to the
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Fig. 3 Schematic diagram of the in vitro reconstitution of Golgi transport. The first in vitro
assay of membrane transport opened the way for a biochemical dissection. Golgi fractions
are prepared from two sets of homogenized tissue culture cells, one wild type and the other
a mutant cell line lacking the medial-Golgi enzyme GlcNAc transferase, which adds a
GlcNAc modification to the carbohydrate chain on secretory proteins. The mutant cells are
infected with vesicular stomatitis virus (VSV), for which the spike glycoprotein VSVG
provides a model secretory protein. VSVG is accumulated in the cis-Golgi cisternae prior to
homogenization. The only way VSVG can acquire [3H] labelled GlcNAc is through contents
mixing between the medial-Golgi of wild-type cells and cis-Golgi of mutant cells. Under
most conditions, this mixing requires COPI vesicle budding and fusion. This assay was used
to fractionate cytosol for factors necessary to obtain efficient radiolabeling of VSVG and led
to the identification of NSF, α-SNAP, and characterization of COPI coat proteins.
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dissection of individual steps. Assays that
reconstitute other transport steps have
since been established and developed to
the point where both vesicle budding and
fusion can be reconstituted with simple
model membranes and a minimal set of
components. One powerful strategy has
been to combine a biochemical approach
with yeast genetics, notably in an assay
of yeast vacuole fusion. This has allowed
the manipulation of membrane proteins
in the assay by deletion of specific genes
in the parent yeast strains, which then en-
ables the testing of the roles of individual
proteins and the topological constraints for
their participation in fusion.

3
Evolutionary Conservation of Fundamental
Mechanisms

One of the earliest proofs of evolutionary
conservation was the isolation of the
NEM-sensitive factor (NSF), identified as
a critical protein component in cytosol
necessary to support mammalian Golgi
transport in vitro. Rothman and colleagues
showed that this protein is functionally
equivalent to the Sec18 gene product of the
yeast Saccharomyces cerevisiae, which was
known to be essential for vesicle-mediated
transport from the endoplasmic reticulum
to the Golgi apparatus. At one stroke,
this not only suggested that NSF might
operate at the heart of a fusion mechanism
conserved from yeast to mammals but
also that it may be required in multiple
membrane transport events. Confirmation
of this general role of NSF was obtained
using in vitro assays of endosome fusion
and of ER to Golgi transport. This led
to the attractive idea that NSF may act
as a component of a universal fusion
machinery required for every intracellular

fusion event. This notion, which is still
held to be broadly true (only less direct than
initially envisaged), raises the question of
how specificity of fusion events is attained.

NSF is recruited to membranes by
α-SNAP (Sec17), which in turn binds to a
family of proteins called SNAREs, that are
also conserved from yeast to mammals.
SNAREs are believed to be key players
in determining specificity of intracellular
fusion events and are also the best candi-
dates for catalyzing the membrane fusion
event itself. Their intracellular distribu-
tion is such that each membrane-bounded
compartment is associated with a specific
complement of SNAREs that form the
basis of a combinatorial code for fusion
(see Sect. 7). Recent genome-wide analysis
suggests that there are 24 yeast SNAREs
with similar numbers in flies and worms.
Thirty-five SNAREs have been identified
in the human genome, wherein the ad-
ditional SNAREs predominantly represent
tissue-specific isoforms. The current view
of NSF function is that it is an ATPase,
which configures SNARE proteins into a
fusogenic conformation, but is not actively
engaged in the fusion step.

This evolutionary conservation has
meant that biochemical studies car-
ried out with mammalian cell fractions
have dovetailed with yeast genetic stud-
ies. The large-scale yeast screens can
identify proteins that unerringly have
mammalian counterparts, which are iden-
tifiable through homology.

4
Signal-mediated versus Bulk Flow Transport

Selective inclusion into transport vesicles
is thought to be a major mechanism for
establishing discrete compartments. An al-
ternative ‘‘bulk flow’’ model posits that
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resident proteins are selectively retained,
whilst vesicle contents are simply sam-
ples of the residual components of the
parent organelle. To begin to understand
this process, one must be able to compare
the contents of the vesicle membrane with
the parent membrane. Two approaches
have been applied to this problem, quan-
titative immunoelectron microscopy and
biochemical analysis of vesicle fractions.
Thus, many studies have established that
cargo is actively concentrated in clathrin-
coated vesicles budding from the plasma
membrane. This may be constitutive, as in
the case of the transferrin receptor or reg-
ulated, as is the case for epidermal growth
factor receptor (EGFR), which requires ac-
tivation through ligand binding.

This issue has been more contentious
when considering anterograde transport
through the secretory pathway. Measure-
ments using a glycosylated acyltripeptide
as a ‘‘bulk flow’’ marker showed a high
rate of secretion, suggesting that secretory
proteins were nonselectively transported
between the ER and the cell surface.
However, subsequent analysis indicated
that this may reflect a direct efflux path-
way, following transport of the glycosy-
lated peptide across the ER membrane to
the cytosol.

Immunoelectron microscopical analysis
of a SNARE protein (rBet1) has shown that
it is enriched approximately sixfold in coat
protein complex II (COPII) vesicles that
bud from the ER. In contrast, in the same
study, two soluble secretory proteins of
pancreatic acinar cells, amylase, and chy-
motrypsinogen were not enriched in these
vesicles and were instead concentrated fur-
ther along the pathway in the tubular
structures of the ER-Golgi intermediate
compartment (ERGIC), where they are
probably enriched by exclusion from COPI
vesicles that mediate retrograde transport

to the ER. In a separate study utilizing
biochemical analysis, Malkus et al. have
compared the content of COPII vesicles
generated in vitro from yeast microso-
mal fractions with that of the starting
material. They clearly show that a solu-
ble protein, glycosylated pro-α-factor, is
20-fold enriched in these vesicles relative
to bulk flow markers. A plasma membrane
protein, the general amino acid permease
(Gap1p), is also enriched in these vesicles
by virtue of a di-acidic sorting signal in its
COOH-terminal cytosolic domain. Hence,
some, but not all, soluble secretory pro-
teins may be selected for entry into COPII
vesicles. Others may leave the ER by bulk
flow, only to be concentrated in later com-
partments by selective exclusion from the
retrograde COPI vesicle pathway.

Vesicles also contain lipids, which are
more than just a permeability barrier to
hydrophilic molecules. Brügger et al. have
used nanoelectrospray ionization tandem
mass spectroscopy to conduct a quantita-
tive analysis of COPI-coated vesicle lipids
compared to the parent Golgi composition.
Vesicles were found to be de-enriched in
both cholesterol and sphingomyelin, indi-
cating that lipids too are subject to selection
for inclusion into vesicles.

5
Coated Vesicle Formation

5.1
Coats

Morphological examination of vesicles
frequently reveals protein dense coatings
on the cytosolic surface. Coat assembly
may drive vesicle formation. The first coat
to be identified is comprised of hexagonal
arrays of clathrin triskelia on the plasma
membrane, which must rearrange to a
mixture of hexagons and pentagons as the
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spherical vesicle forms and buds. Isolated
clathrin triskelia can self-assemble into
these ‘‘basket’’ structures in vitro. The
principal sites of clathrin-coated vesicle
formation are the plasma membrane and
the TGN, from which both are delivered to
the early endosome.

The other major class of coated vesi-
cle so far characterized are the COP (coat
protein complex) coated vesicles, which
mediate retrograde trafficking between the
Golgi and the ER, and between Golgi
stacks (COPI), and anterograde traffick-
ing from the ER to Golgi (COPII). The
COPI coat is formed by Arf-dependent
recruitment of ‘‘coatamer’’ (a preassem-
bled heteroheptameric complex) from the
cytosol. Arf is a small GTPase that re-
cruits coatamer when it is in a GTP-bound
active configuration. Similarly, the Arf
family GTPase, Sar1p, choreographs the
sequential recruitment of Sec23/24 and
Sec13/31 complexes that comprise the
COPII coat. Arf family proteins associate
with membranes in their GTP-bound state
by insertion of a hydrophobic anchor. This
is withdrawn upon GTP hydrolysis and
Arf dissociation can promote coat disas-
sembly. The COPII component Sec23, is a
GTPase-activating protein (GAP) for Sar1,
and, so, upon recruitment of the Sec23/24
complex, the vesicles have only a brief
opportunity to recruit cargo before coat
disassembly begins.

5.2
Adaptors

Adaptor molecules link cargo-selected
membrane proteins to the vesicle coat pro-
teins. The first adaptors to be identified
were the AP -1 and AP-2 adaptors (adap-
tor protein), which are highly enriched
in TGN- and plasma membrane-derived

clathrin-coated vesicles respectively. AP-
1 and AP-2 are both heterotetramers of
related proteins (AP-1: γβµ and σ , AP-
2: αβµ and σ which promote clathrin
self-assembly in vitro. Phosphoinositide
lipids play a role in recruitment of these
adaptor complexes; thus AP-1 binds to
the TGN-enriched lipid PtdIns4P, whereas
AP-2 binds to the plasma membrane
enriched lipid PtdIns(4,5)P2. The crystal
structure of the AP-2 complex has been
solved, revealing potential binding sites
for phosphoinositides. Two further adap-
tor complexes, AP-3 and AP-4 were found
by searching sequence databases for ho-
mologs of the AP-1 and AP-2 subunits.
In distinction to AP-1 and AP-2, these
are not enriched in clathrin-coated vesi-
cles and may act independently or in
conjunction with an unidentified scaf-
fold to mediate membrane trafficking
between the TGN and endosomes. An-
other class of adapter protein has re-
cently been identified as a family of
monomeric proteins called GGAs (Golgi-
localized γ ear-containing, ARF-binding
proteins), which contain a domain homol-
ogous to γ -adaptin. It is clear that they
can bind to cargo receptors and clathrin,
but, mysteriously, they are not enriched in
clathrin-coated vesicles.

5.3
Principles of Cargo Selection

Specific signals mediate sorting of material
into clathrin-coated vesicles. These signals
may be embedded in the amino acid se-
quence or otherwise result from either
constitutive or regulated posttranslational
modification. The first sorting signal to
be defined was the NPXY motif in LDL
receptor, which resulted from Brown and
Goldstein’s pioneering studies of famil-
ial hypercholesterolemia. Mutation of the
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tyrosine residue within this motif leads
to failure of LDL receptor endocytosis.
Other well-defined signals have since been
determined including YXXø where ø is
a bulky hydrophobic residue that deter-
mines transferrin receptor internalization
amongst others. Constitutive posttransla-
tional modification serving as a lumenal
sorting signal is exemplified by lysoso-
mal enzymes that are phosphorylated on
sugar residues in the cis-Golgi, leading
to capture in the TGN by the cation-
independent mannose 6-phosphate recep-
tor (ci-M6PR). ci-M6PR receptors are then
packaged into AP1 clathrin-coated vesi-
cles destined for the endocytic pathway,
through cooperative interactions between
GGA proteins and AP-1. A good example of
regulated sorting is the ligand-dependent
phosphorylation of tyrosine kinase re-
ceptors, such as EGFR, which leads to
recruitment of accessory factors such as
the Cin85/Cbl complex that downregu-
lates receptor from the plasma membrane
through incorporation into clathrin-coated
vesicles. The number of molecules ca-
pable of fulfilling an adaptor function
has steadily extended beyond the AP
complexes, leading to the notion that
there is both redundancy between and
specialization of adaptor proteins. Exam-
ples include β-arrestin, which couples to
seven-transmembrane G-protein-coupled
receptors and ARH, which is mutated in
patients with autosomal recessive hyperc-
holesterolemia (ARH). ARH patients have
a clinical phenotype almost indistinguish-
able from familial hypercholesterolemia
but have normal LDLR alleles.

Binding of cargo to Sec24 appears to
be the principal means of selection into
COPII vesicles budding from the ER. How-
ever, the diverse array of cargo molecules
utilize more than one binding site, two of

which have now been mapped through el-
egant structural and biochemical studies.
Vesicles must also incorporate specific tar-
geting molecules; an interesting study of
SNARE incorporation into COPII vesicles
has suggested that only fusogenic forms of
the SNAREs are selected for transport.

5.4
Induction of Curvature

Producing vesicles requires bending the
membrane, which in turn requires energy.
A standard bilayer bending modulus is es-
timated to be around 20 kBT , where kB is
Boltzmann’s constant and T the absolute
temperature in Kelvin. One view is that
the polymerization of the coat on a nascent
vesicle induces membrane curvature. Sev-
eral accessory proteins such as endophilin,
amphiphysin, and epsin, implicated in
vesicle formation, will tubulate or vesic-
ulate liposomes when incubated in vitro.
Recently, it has been proposed that BAR
(Bin/Amphiphysin/Rvs) domain contain-
ing proteins can induce curvature through
tight electrostatic association with acidic
membranes in the absence of substantial
hydrophobic insertion. The structure of
the dimeric BAR domain from Drosophila
amphiphysin is rigid, elongated, and will
present a concave face to the membrane,
which could accommodate a curved mem-
brane of 11 nm outer radius. This, of
course, does not fit well with the radius
of coated vesicles (50 – 100 nm). It may be
that rather than inducing curvature under
physiological conditions, these proteins
sense curvature of membranes, as their
affinity for preexisting curved membranes
will be higher. Bigay et al. have proposed
that the BAR domain protein ArfGAP may
act as a curvature sensor in COPI vesicle
coat disassembly.
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An alternative scenario, by which cur-
vature may be induced, is through in-
sertion of hydrophobic groups into one
leaflet of the bilayer membrane, which in-
crease the lateral area of this monolayer
relative to the other and, consequently,
promote curvature. An interesting case is
the endocytic regulator epsin, which upon
binding the lipid PtdIns(4,5)P2 undergoes
a conformational change that induces an
amphipathic α-helix, which can insert into
one leaflet of the bilayer. Clathrin-coated
vesicle formation at the plasma membrane
is promoted by generation of this phos-
phoinositide, which may also play a role in
recruitment of AP-1.

5.5
Vesicle Scission

Budding vesicles can frequently be seen
using electron microscopy as omega-
shaped profiles protruding from parent
membranes. The final step of vesicle
scission will require membrane fusion to
produce a continuous bilayer. The shibire
mutation in Drosophila was identified
as a temperature-sensitive mutation that
caused paralysis through inhibition of
synaptic vesicle recycling. It was shown
that this defect leads to an accumulation
of vesicles at the synaptic membrane that
are unable to complete the final scission
step. Later, the shibire gene was shown to
encode a GTPase protein called dynamin.
Dynamin is able to undergo large-scale
oligomerization, wrapping itself around
lipid tubules in vitro, or around the necks of
budding vesicles in vivo, to form a helical
collar. The pitch of this helix increases
as dynamin oligomers undergo highly
cooperative GTP hydrolysis. This has led to
the ‘‘poppase’’ model of vesicle formation,
in which this cooperative extension of a
dynamin collar is used to provide the force
to pop off a budding vesicle.

6
Vesicle Targeting

Once formed, a vesicle must identify its
target membrane. The ultimate arbiters
of the commitment to vesicle fusion are
the SNARE proteins (Sect. 7.3), but prior
to their involvement, looser associations
are made that allow exploration of the
propriety of any union.

6.1
Rab Proteins

One identifier of membrane compart-
ments are the small GTPases of the rab
family, of which there are more than
40 members in the human genome. At-
tention was first focused on this family
when the budding yeast protein Sec4 was
shown to be a member. Shortly there-
after, work on early endosome fusion in
mammalian cells implicated rab5 as a key
regulator. It has now been realized that
the function of rab proteins is extremely
complex. The GTP-bound form of rab5,
for example, interacts with upwards of 22
proteins. However, for our purposes, their
preeminent role is in their conformation-
dependent recruitment of a family of
extended coiled-coil proteins or multisub-
unit complexes, which are believed to act
as tethers between interacting membranes
(see next section). By recruiting membrane
tethers through the GTP-bound form of
rab proteins, which possess an intrinsic
decay rate due to GTP hydrolysis, it is
ensured that the tethering interaction is fi-
nite. Thus, if the appropriate downstream
interactions, such as SNARE complex for-
mation, are not available, the relationship
can be severed before any damage can be
done. This provides a form of kinetic proof
reading as a potential means of ensur-
ing fidelity.
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6.2
Tethering Molecules

Tethering factors are heterogeneous in se-
quence and structure, but they do fall into
distinct classes. A number of extended
coiled-coil proteins, which exist as flexible
rod-shaped structures of parallel homod-
imers, have been linked with tethering at
the Golgi complex (Golgins) and on endo-
somes (EEA1, rabaptin 5) and may confine
the search for trans-SNARE partners to
the tethered membranes. Only a couple
of examples for which there is reasonable
experimental evidence for this role will
be discussed here. EEA1 is proposed to
play a role in tethering of endosomes prior
to fusion. It is recruited to endosomes
through a dual interaction with PtdIns3P
and GTP-rab5 at its C-terminus, and also
has an additional rab5-binding site at its
N-terminus. Depletion of EEA1 from the
cytosol markedly reduces the efficiency of
endosome fusion in vitro. The C-terminus
of EEA1 also interacts with the SNARE
proteins syntaxin 6 and syntaxin 13, both
of which have been implicated in endo-
some fusion.

Attachment of ER-derived vesicles to
yeast Golgi in vitro was found to require
the cytosolic factor Uso1 (a homolog of
p115 in mammalian cells) and the small
GTPase Ypt1, a member of the Rab family.
Removal of Ypt1 from membranes led to
a corresponding loss of Uso1, although a
direct interaction between the two proteins
has so far not been demonstrated. Ypt1
may either bind directly to Uso1 or regulate
availability of an alternative receptor-
binding site. Interestingly, both factors are
also implicated in sorting of cargo at the
ER, suggesting a coupling between cargo
selection and vesicle tethering.

Another class of tethering molecules
exists as multisubunit complexes. Seven

large conserved complexes have been
proposed to have roles in vesicle teth-
ering at distinct transport steps. These
can be divided into two families. One,
termed the quatrefoil complexes, shares
a common N-terminal domain in the
majority of complex subunits, which all
assemble in multiples of four. They in-
clude the Sec6/8 complex (or exocyst),
the conserved oligomeric Golgi complex
(COG) and the Golgi associated retrograde
protein (GARP) complex. The exocyst
binds to plasma membrane in budding
yeast through recruitment by the Sec4 GT-
Pase, although it is also an effector of other
small GTPases. The COG complex local-
izes to the Golgi complex, although its
function is not precisely clear. The GARP
complex localizes to the TGN, binds to the
SNARE protein Tlg1p, and is implicated
in retrograde traffic from endosomes to
the Golgi. Other multisubunit complexes,
which have rather hazily been ascribed
tethering functions, include the TRAPP
(transport protein particle) complexes I
and II, the class C Vps complex and Dsl1p.
Several of these particles contain guanine
nucleotide exchange factors (GEFs) that
will activate rab GTPases. Thus, subse-
quent to tethering COPII vesicles to the
Golgi, TRAPPI is proposed to activate
Ypt1, which, in turn, recruits a second,
downstream tether, the coiled-coil protein
Uso1p, which has been discussed above.

7
Vesicle Fusion

7.1
Understanding Energy Barriers to Fusion

A condition of membrane fusion is that
the membranes must become very closely
apposed. Measurement of changes in bi-
layer spacing in multilamellar vesicles,
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as a function of externally applied os-
motic or hydrostatic pressure, revealed a
surprisingly strong exponentially growing
(characteristic decay length of 0.1–0.2 nm)
repulsive force between phospholipid bi-
layers. Under normal circumstances then,
bilayers do not spontaneously fuse. Insen-
sitivity of this force to salt concentration
and hence membrane electrostatics led
to the initial conclusion that the repul-
sive force is due to hydration of the
polar lipid head-groups by water. How-
ever, it is now generally believed that
other forces also contribute to this repul-
sion, including steric interactions along
with elastic pressures. In addition, an
attractive force between closely apposed
model membranes has been observed by
measurements of adhesion of bilayers
supported on mica surfaces in aqueous
solutions. This force is believed to arise
from exposure of hydrophobic moieties
of phospholipids as a result of the stress
exerted on bilayer surfaces that approach
within about 1 nm.

7.2
Membrane Destabilization

A theoretical analysis of interactions be-
tween apposed membranes proposed that
out-of-plane thermal fluctuations of the
bilayers lead to the formation of close
(less than 0.5 nm) contact between the
membranes within a small area (approxi-
mately 10 nm2). According to this theory,
increasing hydration repulsion between
apposed polar heads of lipid molecules in
this area causes the rupture of interacting
monolayers. This rupture results in mono-
layer fusion of the membranes, that is, in
the formation of a bridge connecting the
monolayers, which is usually named the
‘‘stalk’’ or hemifusion intermediate that
can further evolve to form a hemifusion

diaphragm, which then ruptures leading
to full fusion.

7.3
SNARE Proteins

The ‘‘SNARE hypothesis’’ was proposed
in 1993 by Rothman and co-workers to
explain the Specificity of intracellular fu-
sion events. It proposes that the core
of the fusion machinery is comprised
of SNARE proteins that are localized to
specific subcellular compartments. Only
cognate SNAREs on partner membranes
can form a complex that promotes fu-
sion. Following vesicle tethering, partner
membranes have the opportunity to form
trans-SNARE complexes. The first SNARE
complex to be characterized was the one
that specifies fusion of synaptic vesicles
with the plasma membrane. This interac-
tion, which is believed to be characteristic
of all SNARE complexes, involves the for-
mation of a parallel four-helix bundle,
termed a ‘‘SNAREpin,’’ in which one he-
lix is contributed by the vesicle-associated
SNARE (v-SNARE) synaptobrevin, whilst
the other three are contributed by SNAREs
on the target membrane (t-SNAREs). In
this case, two of the t-SNARE helices are
provided by SNAP-25 and one by syntaxin
1. Sequence analysis has shown that all
SNAREs probably derive from a single an-
cestral gene that has been duplicated in
the case of SNAP-25.

SNARE complexes do not simply lock
vesicles into a closely associated state;
they also drive membrane fusion. Sub-
stitution of the transmembrane domains
of syntaxin and synaptobrevin with lipid
anchors allows the docking interaction of
vesicles to proceed, but fusion is no longer
observed. The resolution of the SNARE
complex structure immediately suggested
an attractive mechanism by which fu-
sion is promoted that has been termed
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the zipper model. In this model, the as-
sembly of the parallel four-helix bundle
occurs initially at the N-termini of the he-
lices and zips up toward the membrane
anchors, consequently pulling the part-
ner membranes into close apposition. The
SNAREs themselves must tilt toward the
membrane during this process, and it is
attractive to speculate that this is coupled
to deformation of the membrane through
the transmembrane anchor (Fig. 4). In-
sertion of a flexible linker between the
transmembrane domain and the coiled-
coil domain reduces SNARE-dependent
fusion efficiency systematically with in-
creasing length of the linker. Note that
after fusion, a SNARE complex will per-
sist, but now in a cis configuration until
it is disassembled by the action of NSF,
which utilizes ATP hydrolysis.

Evidence that SNAREs participate in a
late stage of physiological fusion reactions
has been provided by an assay of regulated
secretion of dense core vesicles in PC12

cells. In this system, the assembly of the
SNARE complex occurred after the rise
in Ca2+, and could not be experimentally
dissociated from the fusion process. In
adrenal chromaffin cells, an antibody that
inhibits SNARE assembly also reduces
the initial fast component of exocytosis,
indicating that even the vesicles poised for
the quickest release require the SNARE
assembly step.

A finding that the three synaptic
SNAREs, when reconstituted into model
liposomes and distributed according to
cellular physiology, could promote lipo-
some fusion led to a highly influential
proposal that the SNAREpin complex
represented the minimal fusion machin-
ery. McNew et al. further developed this
form of assay by taking advantage of the
functional identification of yeast SNARE
complexes associated with three specific
transport steps, namely fusion of ER-
derived transport vesicles with the Golgi,
homotypic vacuole fusion, and fusion

Target membrane

Vesicle Vesicle

Target membrane

(a) (b)

t-SNAREs

v-SNARE
SNAREpin

Fig. 4 Model for membrane deformation and fusion mediated by SNARE
proteins. (a) The four helical sections of a SNARE complex in a prefusion
state are arranged in a 3 : 1 distribution between partner membranes.
(b) Progressive zipping of the four helical sections of SNARE proteins leads
to the assembly of a tight parallel four-helix bundle (SNAREpin). This
process forces membranes into close membrane apposition and will
generate stresses at the membrane that are coupled to imposed bending of
the participating proteins (indicated by arrows).
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of secretory vesicles with the plasma
membrane. They tested the fusion ac-
tivity of liposomes bearing the set of
t-SNAREs associated with each of these
three steps with liposomes bearing any
one of 11 actual or potential v-SNAREs
in the yeast genome. The in vitro system
recapitulated the cellular specificity to a
remarkable degree, testifying to the high
level of discrimination encoded within the
SNARE complex.

These experiments built a three-compo-
nent t-SNARE on one vesicle population
to interact with a unitary v-SNARE on
another. It is known that the four-helix
bundle can also be formed in solu-
tion from soluble cytoplasmic domains
of SNARE proteins. However, there are
topological constraints on SNARE interac-
tions when confined to membranes, which
are not imposed in solution. On varying
the distribution of each of four cognate
SNAREs between donor and acceptor vesi-
cles, Parlati et al. found that the original
combination of Bet1 (v-SNARE) liposomes
with Sed5–Bos1–Sec22 (t-SNARE com-
plex) is uniquely fusogenic. Thus, the
distribution of cognate SNAREs between
partner membranes determines fusion
specificity. This is important because the
cellular distribution of SNARE proteins is
not static.

7.4
Regulation of SNARE Complex Assembly

What is the effect of including a fifth
SNARE in the liposome fusion system?
In most cases, this has no effect, but
instances have been found in which the
additional SNARE can compete with and
substitute for a fusogenic subunit, thereby
inhibiting fusion. Components of the cis-
Golgi fusion machinery are inhibited by
components of the trans-Golgi machinery

and vice versa. This has led to the con-
cept of the inhibitory SNARE (i-SNARE).
If SNAREs can regulate fusion in both a
positive and negative manner, then this
will provide tighter control of specificity
at biological membranes containing over-
lapping SNARE complements. The ratio
of fusogenic SNAREs to i-SNARES will
determine propensity for specific fusion.

The N-terminal domain of the syntaxin-
like SNARE proteins, such as neuronal
syntaxin1 and yeast Sso1p, fold into three-
helix bundles and inhibit SNARE pairing
when folded back against their SNARE do-
mains. In this configuration, syntaxin can
form a tight complex with the neuronal SM
protein (Sec1/Munc18 homolog) Munc18-
1, but it must change to the ‘‘open’’ con-
formation to engage in SNARE complex
assembly. This interaction with Munc18-1
has thus been proposed to inhibit syntaxin
SNARE function, but this remains con-
troversial. The proteins Munc13 and RIM
have been proposed to promote synap-
tic vesicle fusion through displacement of
Munc18-1 from syntaxin. Likewise, some
tethering factors such as EEA1, known
to interact with syntaxin family members,
may also act to displace SM proteins and
promote an open syntaxin configuration.

8
Vesicle Trafficking and Disease

The origins of many human pathologies
lie in defective vesicle trafficking. In many
cases, this is due to a specific failure
of cargo selection. For example, hyperc-
holesterolemia leading to atherosclerosis
can result from mutations in the cy-
toplasmic domain of the LDL receptor
required for endocytosis or in the LDL re-
ceptor–specific adaptor protein, ARH. The
hypertensive Liddle’s syndrome is due to
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failure to endocytose epithelial Na+ chan-
nels. It has also been argued that various
proteins are oncogenic because of crucial
roles that they may play in downregu-
lating activated growth factor receptors
through endocytic trafficking to lysosomal
degradative compartments. For example,
the oncogene c-Cbl is an E3-ubiquitin
ligase, which mediates monoubiquitina-
tion of activated tyrosine kinase receptors,
such as EGFR. Ubiquitinated receptors are
specifically selected for downregulation by
inclusion into lumenal vesicles of endo-
somal multivesicular bodies that routes
them to lysosomes away from the recy-
cling pathway. Failure to direct receptors
along this route will lead to retention of
activated receptors and increased mito-
genic signaling.

One would expect defects in the core
components of vesicle budding and fu-
sion to be lethal, but there are examples
where heterozygosity or point mutations
lead to specific pathologies. Knockout mice
heterozygous for syntaxin 4 develop mus-
cle insulin resistance, consistent with a
role for this SNARE molecule in GLUT4
(glucose transporter) exocytosis. A point
mutation in α-SNAP leads to a develop-
mental defect in mice, known as hydro-
cephaly with hop gait, which is characterized
by a reduced size in the cerebral cortex,
owing to premature production of cere-
bral cortical neurons and depletion of the
progenitor pool. This is accompanied by
abnormal localization of many apical pro-
teins implicated in regulation of cell fate
in neuroepithelial cells.

A number of bacterial pathogens sub-
vert the cellular trafficking machinery to
fashion intracellular compartments con-
ducive to their requirements. For exam-
ple, Legionella pneumophila is a bacte-
rial pathogen that infects eukaryotic host
cells and replicates inside a specialized

organelle that is morphologically simi-
lar to the endoplasmic reticulum (ER).
The Legionella-containing vacuole ac-
quires rab1 and the v-SNARE protein
Sec.22b, which facilitate fusion of the
vacuole with ER derived COPII vesicles, al-
lowing formation of a specialized compart-
ment that can support bacterial replication.
The clostridial neurotoxins, botulinum B
and tetanus toxin are zinc endopetidases,
which cause paralysis through specific
cleavage of the neuronal v-SNARE, synap-
tobrevin.

9
Conclusions

The basic components of the intracellu-
lar budding and fusion machineries have
been identified through a combination of
biochemistry and yeast genetics. Current
frontiers are concerned with understand-
ing the regulation of these components.
For example, what special mechanisms al-
low a synaptic vesicle to be released within
milliseconds of an elevated Ca2+ concen-
tration and what then limits the release
of vesicles at the synapse? There is an
increasing awareness of the role of mem-
brane traffic in disease due to inherited or
acquired mutations and due to utilization
of established routes or subversion of traf-
ficking machineries by various pathogens
such as viruses and bacteria.

See also Cell Junctions, Structure,
Function, and Regulation; Cell
Nucleus Biogenesis, Structure and
Function; Intracellular Fatty Acid
Binding Proteins and Fatty Acid
Transport; Membrane Transport;
Phagocytosis.
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Keywords

Amphiphilic Molecule
A molecule with both polar and nonpolar elements.

Cell Membrane or Plasma Membraneff
The boundary layer of a cell, composed of a mosaic of proteins in phospholipid
bilayers, which is supplemented with cholesterol in animal cells.

Hydrophilic Molecule or Atom
A highly water-soluble polar molecule or atom.

Hydrophobic Molecule or Atom
A nonpolar molecule or atom that is highly soluble in organic solvents.

Liposome
A body consisting of an artificial lipid bilayer (or bilayers) enclosing an aqueous
compartment (or aqueous layers).

Membrane Protein
An integral membrane protein is inserted into a lipid bilayer, and is called a
transmembrane protein if exposed on both membrane faces, whereas a peripheral
membrane protein is bound to one of the membrane surfaces.

Permeability (cm3 s−1) of a Membrane for a Solute
The ratio between the flow across the membrane (mol s−1) and the concentration
difference (mol cm−3).

Phospholipid Bilayer
Thin lamellae composed of two layers of phospholipid molecules oriented to contain a
hydrophobic, oil-like interior and expose hydrophilic structures toward the
aqueous phases.

Phospholipid Molecule
An amphiphilic molecule with two hydrophobic chains and a polar headgroup
containing a phosphate group and choline, ethanolamine, serine, inositol, or a
similar moiety.



Membrane Transport 143

Proteoliposome
Liposome containing one or more membrane proteins inserted into the bilayers.

� Small hydrophobic or amphiphilic solutes, such as oxygen or drugs, partition into
the lipid bilayer of a cell membrane, diffuse within it, and partition out from it.
More polar molecules, for example, glucose, require the help of a membrane protein
to traverse the membrane. Porins contain pores of passage, whereas facilitative
transporters change conformation to let the substrate through the membrane.
Ion channels allow regulated passage of anions or cations. These modes of passive
transport are thermally driven toward lower substrate concentration. Active transport
proteins concentrate a solute by the use of adenosine triphosphate (ATP) hydrolysis
or by means of an ion gradient whereby ions passing through the transporter drive
the uphill transport of the substrate. Xenobiotics are expelled from cells by active
transporters, for example, P-glycoprotein. Endo- or exocytosis transports compounds
across the cell membrane in vesicles budding off from or fusing with the membranes,
respectively. Partitioning and transport are analyzed with cells or cell models.

1
Cell Membranes

1.1
Structure

A membrane (schematically shown in
Fig. 1) separates the cell from its sur-
roundings, yet allows contact across the
barrier, and membranes form organelles
within cells. The thin, flexible mem-
branes are composed of membrane pro-
teins imbedded in lipid bilayers essen-
tially impermeable to ions and large
molecules. Protons, small molecules such
as water (H2O) and oxygen (O2), and
larger amphiphilic molecules, such as
anesthetics and drugs can pass the bi-
layers slowly, whereas transmembrane
proteins control the selective uptake of
nutrients and the export of metabolic
products, regulate the balance of ions
and solutes between the exterior and in-
terior of the cell or transmit signals.

Certain membranes collect or transform
energy.

Phosphatidylcholine, -ethanolamine,
and -serine are major lipid components
of mammalian cell membranes (Fig. 2A),
and contain two fatty acyl chains of 12
to 24 carbons, one saturated and one
unsaturated, esterified to carbons 1 and
2, respectively, of a glycerol backbone,
whereas carbon 3 is connected to a phos-
phate group, which in turn carries an
alcohol (X in Fig. 2A) to form a polar
headgroup. Other lipid components are
the phosphatidylcholine analogue sphin-
gomyelin, which contains amide bonds
instead of ester bonds, and cholesterol
(Fig. 2B), with four fused sterol rings bear-
ing a single hydroxyl group on ring A and
a branched hydrophobic tail on ring D.
The phospholipid/cholesterol bilayer of an
animal cell membrane is approximately
4.5-nm thick and exposes the polar phos-
pholipid headgroups on each face of the
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Fig. 1 The fluid mosaic model of the
lipid-protein structure of a biological
membrane. Reprinted, with permission,
from Singer, S.J., Nicolson, G.L. (1972).
The fluid mosaic model of the structure
of cell membranes. Cell membranes are
viewed as two-dimensional solutions of
oriented globular proteins and lipids,
Science 175, 720–731. Copyright
(1972) American Association for the
Advancement of Science.
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Fig. 2 (A) (a) Chemical structure of a glycerophospholipid with two
16-carbon chains where R1 is saturated and R2 is unsaturated with a double
bond. X can be, for example, (b) choline, (c) serine, or (d) ethanolamine.
(B) Cholesterol. The four fused rings are denoted A to D.

membrane. The overall structure of a lipid
bilayer resembles the structure of a dou-
ble layer of crystalline phospholipid, such
as that determined by X-ray diffraction in
Fig. 3, except that the lipids rotate, move
their chains, and diffuse laterally in the
liquid-crystalline phase, which solidifies
to a gel-like consistence when the tem-
perature is decreased below a transition
temperature that depends mainly on the
degree of unsaturation. Refinement of X-
ray and neutron scattering data show the
mobility of the various parts of the phos-
pholipid molecules in the different regions
of the membrane. They move in and out
from their average position within certain
limits. The fluidity of the membrane is
modulated by cholesterol molecules, each

one with its hydroxyl group in one of the
two outer polar membrane regions and
its rigid sterol skeleton in one half of the
hydrophobic oil-like liquid in between the
polar surfaces.

Integral or transmembrane proteins
(which may be monomeric, dimeric, or
oligomeric) are inserted into the phospho-
lipid bilayer. Most mammalian integral
membrane proteins are designed as a hy-
drophobic bunch of α-helices, each one
containing about 20 amino acid residues
and connected by hydrophilic loops. An
individual three-dimensional structure al-
lows a specific function for each pro-
tein, such as signal transduction, nutri-
ent transport, or transport of xenobiotics
across the membrane. Other membrane
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Fig. 3 The structure of crystalline dilauroylphosphatidylethanolamine acetic
acid. The acetic acid molecules are seen outside the phospholipid molecules.
The crystallographic unit cell is shown. Reprinted with permission from M.
Karplus and the copyright owner from Biological membranes: a molecular
perspective from computation and experiment, Eds. K.M. Merz, B. Roux, An
empirical potential energy function for phospholipids: Criteria for parameter
optimization and applications, by M. Schlenkrich, J. Brickmann, A.D. MacKerell
Jr., M. Karplus, p. 31–81, Figure 14C, Birkh

..
auser, Boston. Copyright

(1996) Springer.

proteins of entirely different structures
(peripheral membrane proteins) are cou-
pled to the membrane surfaces one by
one or in chains forming cytoskeletal fi-
brous networks.

1.1.1 Measurements Indicating the
Membrane Structure
The osmotic properties of plant cells were
studied during the last half of the nine-
teenth century. Overton suggested (in
1899–1900) that the osmotic barrier of
the cell consisted of a membrane ‘‘impreg-
nated’’ with lipids of properties similar to
cholesterol esters and phospholipids. The
lipid–protein structure of cell membranes
was debated during the first seven decades
of the twentieth century. In 1925, Gorter
and Grendel used a Langmuir trough to
determine the surface area of a mono-
layer of the lipids extracted from one red
blood cell. Calculations involving two er-
rors that fortuitously cancelled each other
indicated that the lipids formed a bilayer
in the cell membrane. In 1972, Singer
and Nicolson proposed, on the basis of
thermodynamic considerations, that the
hydrophilic and hydrophobic properties of

membrane components and experimental
data on cell membranes were consis-
tent with a ‘‘fluid mosaic’’ membrane
model with proteins inserted into and
floating around in a phospholipid bilayer
(Fig. 1). One of the observations support-
ing this model is the random spreading
of the Rh0(D) integral membrane protein
molecules of the human red blood cell
over the membrane as revealed by electron
microscopy following ferritin staining of
the Rh0(D) proteins by using antibodies.
This view has essentially persisted since
then, although peripheral membrane pro-
teins are associated with the membrane,
some integral membrane proteins are cou-
pled to cytoskeletal networks of proteins
at the membrane surface or in the cy-
toplasm, and many integral membrane
proteins are dimers or oligomers of one or
more subunits. In 1975, Henderson and
Unwin described the three-dimensional
structure of the small light-driven pro-
ton pump, bacteriorhodopsin, according
to electron diffraction data collected from
crystalline patches, called purple mem-
branes, of this transmembrane protein in
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Halobacterium halobium. The first detailed
X-ray crystallographic three-dimensional
structure of a transmembrane protein, the
big photosynthetic reaction center, which
is involved in photosynthesis in Rhodopseu-
domonas viridis, was presented in 1985 by
Deisenhofer, Huber, and Michel. The de-
velopment of genetic techniques and the
high stability and availability of bacterial
membrane proteins has transferred the
emphasis of the crystallographic mem-
brane research to such proteins. These
show close resemblance to human trans-
membrane proteins in the few cases that,
so far, have been more closely studied.
One example is the similarity between
the Escherichia coli lactose permease, a
membrane protein that mediates lactose
transport across the inner bacterial mem-
brane, and the human facilitated glucose
transporter GLUT1.

2
Transport Across Cell Membranes

Solutes enter or leave a cell (Fig. 4) by
partitioning into and diffusing across the

bilayer, by protein-mediated transport or
by endo- or exocytosis. Small amphiphilic
molecules, for example, most orally ad-
ministered drugs, may use the nonspecific
partition-diffusion transport (Fig. 4a,b),
which slows down with decreasing tem-
perature but cannot be stopped. Small
hydrophilic solutes diffuse through pas-
sages between the cells in cell layers;
this is called the paracellular route (not
illustrated). Ions and polar molecules par-
tition only weakly into the hydrophobic
region of the membrane and are helped
by transmembrane proteins to pass the
membranes at a high rate. Such transport
proteins (Fig. 4c) either provide nonse-
lective pores or offer specific binding,
passage, and release of the substrate. De-
pending on the type of organism or organ,
the transport is either passive, toward a
lower solute concentration, or active, that
is, concentrating the solute by use of
an energy source, for example, adenosine
triphosphate (ATP). Alternatively, a gradi-
ent of protons or other ions in one direction
can be utilized to drive a cotransport of
the solute toward higher concentration
and the ion toward lower concentration.

(a) (b) (c) (d)

Fig. 4 Schematic illustrations of the permeation of a solute across a cell
membrane by (a,b) partition–diffusion through the lipid bilayer (for clarity the lipid
molecules are not drawn where the solute resides), where (a) exemplifies the
concentration gradient formed, and (b) depicts the Brownian motion of a single
solute molecule, (c) diffusion through a pore or channel of a membrane protein or
facilitated diffusion mediated by a substrate-binding membrane protein, and
(d) endo- or exocytosis.
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Active multisubstrate transporters, such as
the P-glycoprotein, expel xenobiotics from
cells and cell organelles. Endo- and ex-
ocytosis are involved in the import and
export, respectively, of certain molecules,
for example, lipoproteins (Fig. 4d). The re-
search on the many essential functions of
membrane lipids and proteins has been
hampered by methodological problems
due to the insolubility of most membrane
components in water.

2.1
Partition-diffusion

The molecules or atoms in gases or liq-
uids move and collide randomly because
of their thermal energy. Molecules that
are nonrandomly distributed will move
from a higher concentration toward a lower
concentration because a collision is more
probable where the molecules are closer
to each other. This is diffusion, which
also occurs in the semiliquid interior of
a biological membrane. Solute diffusion
in and across lipid bilayers is some-
times called simple diffusion, partition-
diffusion, or nonfacilitated diffusion, to
distinguish the process from facilitated dif-
fusion; a thermally driven solute transport
by a membrane protein toward a lower
concentration.

2.1.1 Theory and Examples
The diffusional flux, J, (mol s−1), of
molecules from a region of high concentra-
tion toward regions of lower concentration
can be expressed by Fick’s first law of
diffusion,

J = −D
dc

dx
(1)

with D, the diffusion coefficient (cm2 s−1);
and dc/dx, the concentration gradient,
that is, the derivative of the solute

concentration with regard to the distance
across the membrane. In the case of
diffusion, across a membrane forming
a hydrophobic barrier, Equation 1 can be
written

J = A × Dm × �Cm

d
(2)

with A, the area (cm2) of the membrane;
d, the thickness (about 3 × 10−7 cm)
of the hydrophobic region; Dm, the
diffusion coefficient of the solute in
the hydrophobic region; and �Cm, the
concentration difference of the solute
across the hydrophobic region.

A solute partitions between the hy-
drophobic region of a membrane and the
water (Fig. 4a). At equilibrium, the so-
lute concentrations within and outside the
membrane balance the energy change as
the solute crosses the boundary. The par-
tition coefficient, K , is defined as the ratio
between the solute concentrations in the
nonpolar and aqueous phases. Therefore,

�Cm = K × �Caq (3)

with �Caq, the concentration difference
between the water on each side of
the membrane.

The permeation of a small, hydrophilic
molecule is slow because of weak partition-
ing into the membrane, creating a shallow
concentration gradient within the mem-
brane. More hydrophobic compounds par-
tition more strongly into the membrane,
but may suffer from a low aqueous solubil-
ity. Amphiphilic compounds thus require
a certain balance between the amount and
distribution of hydrophilic and hydropho-
bic structural features in order to permeate
a membrane quickly.

A correlation between the partition and
permeability coefficients for many solutes
has been observed for a long time. In
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the partition–diffusion model, K and Dm
determine the rate of solute migration
across a membrane. The permeability
coefficient, Ps (cm s−1), for the solute S is
given by

Ps = Dm × K

d
(4)

and the permeability, Ps × A, equals the
flux J (mol s−1) of S divided by the con-
centration difference, �Caq (mol cm−3).
For example, the permeability coefficient
for glucose is 2 × 10−10 cm s−1 and that
for O2 is 2 × 10−3 cm s−1. Dm is ap-
proximately 10−8 cm2 s−1 for glucose and
0.5 × 10−5 cm2 s−1 for O2. Equation 4
thus requires that the membrane–water
partition coefficient of oxygen is 104-fold
that of glucose.

A solute that enters or leaves the mem-
brane interacts with the electric charges
and dipole moments of the polar head-
group region of the lipid bilayers, of ori-
ented water molecules, of the carbonyl oxy-
gens of the fatty acyl chains and of mem-
brane proteins. Upon steady state trans-
port, the solute concentration, therefore,
varies nonlinearly across the membrane
and also laterally, which complicates the
situation described by Equations 2–4 and
affects different transported compounds in
different ways. Very small molecules may
diffuse at an enhanced speed in the mem-
brane by jumping through empty spaces
between the lipid molecules.

The partition coefficient, K , can be
expressed in the free energy change, −�G:

K = e
−�G
RT (5)

with R, the general gas constant and T ,
the temperature. �G can be described
by a hydrophobic-effect term and four
electrostatic terms: the Born energy of
transfer of an ion or dipole into a
hydrophobic solvent; the image energy

owing to the thinness of the membrane;
the dipole-potential energy caused by
the polar headgroup region; and the
energy change upon the formation or
breakage of hydrogen bonds and the
binding or release of hydrating water.
The partition–diffusion model works for
hydrated ions, although cations may pass
thin bilayers through transient pores and
H+ may be transferred along water strands
in transient defects of the bilayer.

The equilibrium ratio between the
concentrations of an ionic compound on
each side of a membrane is directly affected
by the transmembrane potential. A 10-
fold concentration ratio of a univalent ion
balances a 59-mV potential difference and
a 100-fold ratio corresponds to twice that
potential difference.

2.1.2 Measurements
The partitioning of solutes into lipid bi-
layers or cell membranes can be deter-
mined by chromatography on liposomes,
proteoliposomes, membrane vesicles or
cells adsorbed to or entrapped in gel
beads packed into columns. This is called
immobilized-liposome chromatography or
immobilized-biomembrane chromatogra-
phy (ILC, IBC). The chromatographic re-
tardations of the solutes divided by the lipid
amount in the column provide partition
data, which correlate with octanol-water
(Poct) partition data, as do solute parti-
tion data obtained by pH titration of the
solute in a liposome suspension, or by
optical surface-plasmon resonance analy-
sis of solute binding to liposomes coupled
to a planar surface. These techniques re-
veal details of solute interactions with
membranes. The partitioning of drugs
into lipid bilayers decreases in the order
neutral, positively charged, and negatively
charged drugs compared to partitioning
into octanol. Cholesterol in the bilayers
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Fig. 5 Proposed distribution of
positively and negatively charged
amphiphilic solute molecules at the
interface between the polar and
nonpolar regions of the membrane. The
lower half of the solute molecule is
thought to be predominantly
hydrophobic. Electrostatic effects cause
different distributions of the two
charged solutes, and thereby stronger or
weaker hydrophobic effect.

++ ++
+

+
− − − −

−
−

decreases the partitioning in proportion to
its amount. Membrane proteins enhance
or decrease the partitioning by electro-
static interactions in combination with
hydrophobic partitioning; and positively
charged drugs partition relatively strongly
into the hydrophobic region of the bilayer,
whereas negatively charged drugs tend to
dissociate more rapidly from liposome sur-
faces (Fig. 5). The simpler model of drug
partitioning into a layer of (oxyethylene)23
dodecyl ether molecules adsorbed to a sta-
tionary phase to mimic the membrane
structure upon micellar liquid chromatog-
raphy shows strikingly high correlations
with ILC/IBC partitioning data obtained
for a set of drugs on liposomes, red blood
cell membrane vesicles, red blood cells,
and ghosts.

A number of methods for permeability
measurements are available. The perme-
abilities of cell membranes for solutes
determined by observations of osmotic
swelling or shrinking of cells by mi-
croscopy or weighing correlate rectilinearly
with the oil–water partitioning or with
Poct of the osmotically active solutes. The
permeability of liposomes for protons has
been determined by measuring the pH-
dependent fluorescence of pyranine, a
cation-sensitive electrode has been used
for potassium ions, and light-scattering
analysis of osmotic swelling by use of
a stop-flow apparatus has been used for
water, glycerol, and urea. The liposomal

and proteoliposomal permeabilities for ra-
dioactively labeled glucose, tyrosine, and
tryptophan have been estimated by incuba-
tion followed by size-exclusion chromato-
graphic separation monitored by flow-
scintillation detection. The permeability
coefficients for α-substituted p-toluic acids
and glucose have been determined by in-
corporation into liposomes, removal of
the free compound by size-exclusion chro-
matography, collection of the compound
released during incubation by ultrafiltra-
tion and determination of the amount of
the transported compound by high perfor-
mance liquid chromatography (HPLC).

In the pharmaceutical industry, the use
of sealed monolayers of cultured epithelial
tumor cells, for example, Caco-2 cells, has
achieved a widespread practical application
in the determination of permeabilities.
The drawbacks are inconsistency among
permeability values determined in differ-
ent laboratories and the time-consuming
culturing of the cell layers.

2.2
Diffusion through Porins

Pore-forming proteins, called porins, pro-
vide openings that allow diffusional pas-
sage of polar molecules of moderate size.
There are 10 families of aquaporins that
let water pass rapidly through membranes.
Such a protein, in red blood cells is
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a tetramer of Mr 28 000-subunits, each
containing six transmembrane α-helices
forming a barrel that leads to a water-
selective pore, which does not allow ion
passage. The pore contains a hydrophobic
section with three widely separated hy-
drophilic sites. Aquaporins in kidney cell
membranes are involved in the reabsorp-
tion of 150 l of water per day.

In the outer membrane of gram-negative
bacteria, for example, E. coli, porins pro-
vide openings that allow diffusional pas-
sage of polar molecules of Mr up to about
600. These porins are trimers of hollow
cylinders, β-barrels, with a hydrophobic
belt on the outside in contact with the
fatty acyl chains of the surrounding phos-
pholipids. The pores are hydrophilic and
water-filled with protruding amino acid
side chains that limit the size of the so-
lutes that can pass by diffusion toward
lower concentration. Similar size-selective
porins are also found in the outer mem-
brane of mitochondria.

The efflux of a variety of antibacterial
components, including protein toxins,
from E. coli and other gram-negative
bacteria takes place by interaction between
inner-membrane proteins and an outer-
membrane TolC protein that spans both
the membrane and the periplasmic space
with a 14-nm tunnel, offering a transport
mechanism similar to that of the porins,
which span the outer membrane only.
However, the tunnel can be sealed and
unsealed to regulate the transport.

2.3
Diffusion through Ion Channels

2.3.1 Chloride Channels
Chloride channels allow the passage of
different anions, of which chloride is physi-
ologically the most common. The channels
are divided into three classes, the dimeric

chloride channels (ClC), the cystic fibro-
sis transmembrane conductance regulator
(CFTR) and the ligand-gated GABA and
glycine receptors.

The chloride/hydrogen carbonate (an-
ion) exchange protein of human red cells
has been studied for decades and the se-
quence was deduced in 1985. A bacterial
ClC has been crystallized and shows a com-
plex pattern of 18 tilted α-helices. The ClC
in the electric fish Torpedo contains two
gated barrels that open and close indepen-
dently to give three conductance levels,
zero (both closed), medium (one open),
and high (both open). The same behavior
is shared by the muscle chloride channel
expressed in oocytes from the African tree
frog, Xenopus laevis.

The special CFTR type of chloride
channel that regulates salt and water
transport across epithelial tissue is an
ATP binding cassette (ABC) transport
protein activated by phosphorylation of
a cytoplasmic domain by protein kinase
A. Cystic fibrosis is caused by decreased
CFTR activity in the lung and secretory
diarrhea is caused by increased CFTR
activity in the gut.

2.3.2 Na+, Ca2+, and K+ Channels
Voltage-dependent channel proteins that
allow passage of Na+, Ca2+, or K+ are
tetramers of identical or similar subunits.
The three-dimensional structures of potas-
sium channel domains have recently been
solved by X-ray crystallography and NMR
spectroscopy. In the known K+ chan-
nels, the ‘‘pore-forming region’’ of each
subunit joins with its neighbors in the
tetramer to constitute a channel. In Strep-
tomyces lividans, the short K+-ion selective
part of the channel is lined with carbonyl
oxygen atoms and accommodates two non-
hydrated K+ ions at a time, whereas Na+
ions are too small to fit. A wider cavity of
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the K+ pathway is surrounded by helix-
end dipoles.

2.4
Facilitated Diffusion

Many solutes are transported passively
and selectively by so-called facilitated
transporters. Such transmembrane pro-
teins seem to consist of multi-α-helical
hydrophobic regions with connecting hy-
drophilic loops, and the various trans-
porters form large families of related mem-
brane proteins from different organisms
and organs with various substrate speci-
ficities. As for passage through porins and
ion channels, the driving process is ther-
mal diffusion toward lower concentration.
However, the facilitated transport involves
recognition and binding of the substrate,
with a strictly limited range of allowed
substrates for each protein. Facilitated dif-
fusion reaches a saturation rate at high
substrate concentration and can be com-
petitively inhibited. The basic kinetic equa-
tion resembles the Michaelis–Menten
equation for the rate of enzymatic reac-
tions. The flux, J, depends hyperbolically
on the substrate concentration, C:

J = Jmax × C

Km + C
(6)

with Jmax, the maximal flux and Km, the
substrate concentration at half the maxi-
mal flux, equivalent to the Michaelis–Men-
ten constant.

2.4.1 Examples
Detailed studies of the kinetics of trans-
port of certain solutes have been carried
through in red blood cells and model sys-
tems, for example, with GLUT1, which
transports D-glucose and other mono-
hexoses, particularly in red blood cells,

epithelial cells, and the blood-brain barrier.
Low expression of GLUT1 or truncation
of the protein, in two infants, has been
shown to lead to a low glucose concentra-
tion in the cerebrospinal fluid and delayed
development and seizures; owing to in-
sufficient transport of glucose across the
blood-brain barrier. The single subunit of
this oligomeric protein probably contains
12 transmembrane α-helices. GLUT1’s ba-
sic functional unit is the dimer, in which
both the subunits switch 100 to 1000
times per second between two alterna-
tive conformations in a synchronized way,
such that one subunit can bind a sub-
strate molecule while the other can release
another substrate molecule (Fig. 6). The
thermal energy seems to be too low to drive
the oscillations between the two states in a
single, separate monomer, but the cou-
pled mechanism of the conformational
switches in the dimer may provide a much
lower activation energy. Another mecha-
nism involving evaporation and condensa-
tion of water in the glucose-binding spaces
has been proposed. The three-dimensional
structure of the protein is unknown, but
a model structure has been designed by
combining biochemical and mutagenesis
data for GLUT1 with established simi-
lar data for a related active transporter,
the lactose permease from E. coli. The
packing of the 12 helices was deduced
mainly from site-specific mutagenesis ex-
periments. The GLUT1 model indicated
the existence of a hydrophilic pore with two
deeply embedded glucose-binding sites.

The blood glucose level is partly regu-
lated by insulin. In muscle and fat cells,
the GLUT4 glucose transporter, which
is closely related to GLUT1, can be re-
cruited from internal membrane systems
to the cell membrane to enhance the
rate of glucose transport. Insulin binds
to a receptor in the cell membrane and
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(a) (b)

(d) (c)

Fig. 6 The dimeric alternating-
conformation model of facilitated
glucose transport by GLUT1. Each
subunit is shown with its
oligosaccharide and, in each moment, a
single substrate-binding site. The
subunits are coupled to each other in
the way that the change from outward-
to inward-facing binding site of one
subunit occurs together with a change
in the opposite direction for the other
subunit. (a) Glucose binds to the
outward-facing site of one subunit (left),
the conformation switches, and (b) the
glucose molecule is released.
(c) Glucose binds to the other subunit
(right), the conformation switches, and
(d) the glucose molecule is released.
Next, the binding in (a) is repeated, and
so on. Also, in the absence of glucose,
the conformation alternates between the
two conformations. The competitive
inhibitor cytochalasin B binds only to
the inward-facing opening and the
number of cytochalasin B-binding sites
is one per dimer in the native protein.

triggers the migration of vesicular internal
membranes containing GLUT4 to the cell
membrane, with which the vesicles then
fuse. Too low insulin concentrations, or
failure of the insulin receptor to convey
the insulin signal to the vesicle migration
system may cause diabetes of type 1 in chil-
dren, or type 2 in adults or elderly persons,
respectively. The response to insulin is also
modulated in other ways, for example, by
the lack of a membrane protein called
FAT/CD36, whereby fatty acid uptake in
various tissues decreases strongly.

The transport of cholesterol and phos-
pholipids from the high-density lipopro-
tein (HDL) into the brush border mem-
branes of the small intestine is mediated by
receptor proteins. HDL binds to proteins
in the membranes for the transfer of the
lipids. HDL also absorbs cholesterol diffus-
ing from cell membranes or transported
out of the cell by facilitated diffusion,

thereby protecting against cardiovascular
diseases. Low-density lipoprotein (LDL)
transfers cholesterol into cells by receptor-
mediated endocytosis (Sect. 2.6).

Certain ‘‘equilibrative’’ nucleoside trans-
porters are very similar to the GLUTs.
Two cDNAs from placenta encoding two
such transporters have been expressed.
These proteins are predicted to contain
11 hydrophobic transmembrane α-helices.
One of the transporters was inhibited by
nitrobenzylthioinosine and facilitated the
transport of adenosine and chemothera-
peutic nucleosides.

Nucleotide sugars are transported across
the membranes of the endoplasmic retic-
ulum and the Golgi compartments in
eukaryotic cells in exchange for nucleoside
monophosphates to serve in the glycosyla-
tion of proteins and lipids.

Among amino acid transporters, the
system L for large, neutral amino acids
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is an unusual, facilitated system, which
appears as a heterodimer containing a
cell-surface glycoprotein. Transport of the
essential amino acid tryptophan and of
tyrosine, both of which are precursors of
signal substances in the brain, is mediated
by the recently discovered TAT protein.

2.4.2 Measurements
Facilitated diffusion can be analyzed by
the use of cells, cell membrane vesicles,
or proteoliposomes, which are incubated
with radioactively labeled substrates in
most types of analyses. This closely re-
sembles permeability measurements dis-
cussed briefly in Sect. 2.1.2, although the
facilitated diffusion usually is much more
rapid and allows the use of inhibitors.
Both these circumstances make the de-
terminations relatively easy. Human red
blood cells or X. laevis oocytes have often
been used. The oocytes allow expression
of membrane proteins that they normally
do not contain. The transport is stopped
by the use of an inhibitor, if available,
and the cells and so on that contain the
transported substrate are separated from
free substrate by centrifugation, filtration,
or size-exclusion chromatography. The ra-
dioactive substrate may be added outside
the cells and so on, for determination of
inward transport, or loaded inside before
washing to determine outward transport.
For equilibrium exchange measurements,
the substrate is present on both sides of
the membrane at the same concentration,
whereas the radioactive tracer is added to
one side only.

2.5
Active Transport

In contrast to the passive facilitated dif-
fusion, which uses thermal energy only,
active transport of certain substances, for

example, sodium and calcium ions, amino
acids, and sugars, against their concen-
tration gradients requires chemical energy
provided by hydrolysis of ATP; light en-
ergy, as in the purple membrane (primary
active transport), or energy supplied in-
directly by the electromotive force of an
ion gradient (secondary active transport).
In the latter case, the concentrated sub-
strate is cotransported with an ion. The two
transported entities can either migrate in
the same direction through a transporter
called symport, or in opposite directions
through an antiport.

2.5.1 Examples
A primary active transporter is the
P-type (Na+, K+)-ATPase, which trans-
ports sodium ions in one direction, out
from the cell, and potassium ions in
the opposite direction, both against the
concentration differences, by use of en-
ergy obtained by hydrolysis of ATP.
Similarly, as for facilitated diffusion, a
Michaelis–Menten constant, Km, can be
assigned to each of the ions and to each of
the components, ATP, adenosine diphos-
phate (ADP), and phosphate ions. The
protein is composed of α/β-heterodimers
of an α-subunit containing 10 transmem-
brane α-helices with the longest connect-
ing loop between helices 4 and 5, and a
β-subunit with a single transmembrane
helix and a relatively long periplasmic
polypeptide chain with three Cys–Cys
cross-links. The α-subunit seems to al-
ternate between two distinctly different
conformations.

The (Na+, K+)-ATPases form one group
of cation transporters together with the
closely related Ca2+-ATPases (Fig. 7). One
of these autophosphorylated, P-type, ATP-
ases of Mr 110 000 pumps Ca2+ released
in skeletal muscles back into the sar-
coplasmic reticulum. This protein has
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Fig. 7 Mechanism of a P-type ATPase.
A schematic drawing of the
conformational changes in the
α-subunit of the sarcoplasmic reticulum
Ca2+-ATPase upon ion transport. This
transporter has been crystallized and
the structure was solved. It is thought to
be closely similar to Na+, K+-ATPases.
P, phosphorylation domain, A, actuator
domain, and N, nucleotide binding
domain. To the left (I) the protein is
open to the cytoplasm but closed to the
A domain. In (II), the protein is open to
the membrane but closed to the
cytoplasm. The change from I to II
involves motion of the N and P domains
toward each other and a rotation of the
A domain. Reprinted with permission
from J.H. Kaplan and the copyright
owner. From Kaplan, J.H.
(2002) Biochemistry of Na,K-ATPase,
Annual Reviews of Biochemistry. 71,
511–535. Copyright 2002 by Annual
Reviews, www.annualreviews.org.

been determined by X-ray diffraction
analysis of protein crystals to consist
of a single subunit with 10 transmem-
brane α-helices. The phosphorylation and
adenosine-binding sites reside on separate
cytoplasmic domains.

Another type of primary active trans-
porters, the ABC transporters, belong to
a family of proteins that translocate var-
ious substrates across cell membranes.
They contain two transmembrane do-
mains forming a pathway for the substrate
and two ABCs, which cause a conforma-
tional change of the pathway, effecting
translocation of the substrate, by use of
the energy dissipated upon hydrolysis of
ATP to form ADP.

There are several ABC multidrug-
resistance proteins, for example, the P-
glycoprotein and MRP1 (multidrug re-
sistance protein 1). The P-glycoprotein,
a membrane protein with Mr of about
170 000, works as a dimer of two homol-
ogous subunits with six transmembrane

helices and one ATP binding domain
per subunit. The protein transports many
substances, such as xenobiotics, which
have in common that they are quite hy-
drophobic and, therefore, accumulate in
the membrane, have an Mr of 300 to 2000,
and are neutral or positively charged at
pH 7. At least four transport and regu-
latory binding sites exist, which are able
to switch between high and low affinities.
Only one of the ABCs hydrolyzes ATP at
a time and ADP release may be rate limit-
ing. These transporters cause problems in
cancer therapy. The cancer cells become
resistant to certain drugs upon overexpres-
sion of the P-glycoprotein, or other such
transporters, which extrude the drugs from
the cells. These proteins are also widely dis-
tributed in normal tissues, for example, in
liver, intestine, and kidney.

The crystal structure has been deter-
mined for another ABC transporter, the
BtuCD protein in E. coli, which me-
diates vitamin B12 uptake through a
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transmembrane dimer containing, in all,
20 helices. ATP binding to each of the
cassettes and ATP hydrolysis cause an
opening of the vitamin B12 pathway toward
the cytoplasm.

The lactose permease from E. coli
belongs to the secondary active trans-
porters and is a functionally monomeric
H+/lactose symport. One neutral and five
charged amino acid side chains in trans-
membrane helices cannot be replaced
in order to preserve the transport as
was shown by genetic-engineering re-
placement of all amino acid residues,
one by one, by a cysteine residue.
The expression of the protein is reg-
ulated by the presence of glucose and
other sugars via a mechanism involv-
ing cyclic adenosine monophosphate
(cAMP). Two-dimensional crystals have
been formed of both lactose perme-
ase with cytochrome b562 introduced
in a cytoplasmic loop and of a trans-
membrane subunit of the E. coli glu-
cose transporter. Trimers and dimers,
respectively, were observed by electron
microscopy techniques.

Two-dimensional subunit crystals have
also been prepared of another type of
sugar transporter, the phosphoenolpyru-
vate:carbohydrate phosphotransferase sys-
tem (PTS), which transports hexoses and
releases them as phosphorylated sugars
that cannot leave the cell. The PTS trans-
porter is preferentially used for sugar
transport into the cell, and the amount
of other sugar transporters is regulated
accordingly.

Glucose can be actively taken up
in the small intestine by a secondary
Na+/glucose symport. A Na+ gradient
created by a Na+, K+-ATPase drives
the accumulation of glucose by the
Na+/glucose transporter. Another mem-
ber of this Na+/solute symport family

is the high affinity choline transporter,
which pumps choline into the presy-
naptic terminals of cholinergic neurons
and thereby regulates the rate of acetyl-
choline synthesis. Changes in the func-
tion of cholinergic neurons are thought
to be involved in Alzheimer’s disease,
Down’s syndrome, Parkinson’s disease,
and schizophrenia.

2.5.2 Measurements
The primary active transport of nutrients
and metabolites is determined similarly
as passive transport, commonly by use
of radioactive tracers. The ATP hydrolysis
can be monitored by use of coupled
reactions, for example, with pyruvate
kinase and lactate dehydrogenase, or by
use of separation followed by phosphorus
analysis. Ion transport may be determined
by the use of an ion-sensitive electrode, and
the transmembrane potential and current
can be monitored in the case of large
cells or planar membranes. Fluorescent
and light-absorbing probes sensitive to
various parameters, such as pH, are useful
tools.

2.6
Endo-, Exo-, and Transcytosis

Endocytosis imports molecules into the
cell from the surrounding medium and
exocytosis exports molecules from the cyto-
plasm out to the surroundings by budding
off vesicles containing the molecules from
the cell membrane or fusing such vesicles
with the membrane (Fig. 4d). Receptor-
mediated endocytosis is encountered in
many cases, for example, upon internal-
ization of LDL lipoproteins bound to LDL
receptors in pits coated with the pro-
tein clathrin. The binding is followed
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by an invagination of the cell mem-
brane followed by the budding off of a
membrane vesicle within the cell. In an-
other example, receptors activated by the
epidermal growth factor are internalized
through clathrin-coated pits. Endothelial
cells allow transcytosis of proteins by so-
called cargo-vesicles and in transendothe-
lial channels formed by such vesicles.
These processes are mediated by pro-
tein machines. Exocytosis in eukaryotic
cells involves an ‘‘exocyst,’’ a complex
of eight proteins that enables the secre-
tory vesicle to dock on and fuse with the
cell membrane.

3
Transport Across Epithelia

3.1
Intestinal Epithelia

The gut absorbs water, nutrients, and
certain ions while excluding bacteria
and unwanted molecules. Active and
passive transporters allow the uptake of
sugars, amino acids, nucleosides, and
small peptides. For example, glucose is
actively absorbed into the epithelial cell
by the Na+/glucose symport and passes
on into the blood by facilitated diffusion
mediated by GLUT5. The gaps between the
apical parts of the epithelial enterocytes
are sealed by tight junctions, allowing
the passage of small molecules only. The
elimination of xenobiotics, such as drugs,
is handled by P-glycoproteins that use
ATP to drive expulsion of the foreign
compounds that have generally entered
the cells by partition–diffusion. Drugs are
also metabolized by enzymes, for example,
cytochrome P450 proteins. Cell lines, such
as Caco-2, are cultured to form monolayers
that resemble the intestinal epithelia,

and P-glycoprotein expulsion of drugs
can be observed as a lower permeation
from the apical to the basolateral side
(corresponding to transport from the
gut to the blood), than in the opposite
direction.

3.2
The Blood-brain Barrier

The blood-brain barrier (BBB) consists of
the endothelial cells lining the capillary
blood vessels in the brain and separates
the blood from the extracellular matrix
around the astrocytes. Tight junctions
of high electrical resistance between the
cells limit the paracellular flow, and the
amount of endocytotic vesicles is low in
the cells, which restricts the transcellular
flow. Certain molecules are allowed into
the brain by facilitated diffusion via
membrane proteins, notably the brain
fuel D-glucose, which enters through
GLUT1, L-ascorbic acid (vitamin C), and
certain amino acids and similar molecules
(L-3,4-dihydroxyphenylalanine, L-DOPA).
Vitamin C is transported into the brain
in the choroid plexus by Na+-dependent
active transporters. Dehydroascorbic acid
can be transported by GLUT1 to be
reduced in the brain, but this pathway is
physiologically unimportant. Even certain
macromolecules are believed to enter the
brain via a receptor-mediated mechanism,
and Streptococcus pneumoniae and six more
bacterial pathogens can interact with the
endothelial cells in an unknown way
that allows the bacteria to cross the
barrier. The P-glycoprotein is present in
substantial amounts in the endothelial
cells and tries to eject back into the
blood unwanted lipophilic molecules that
have diffused into the brain or just
into endothelial cells. The embryonic and
postnatal development of the BBB is
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still unclear, and the use of cultured
endothelial cells to mimic the physiological
properties of the BBB is haunted by
difficulties.

4
Solute Affinities for Membrane Proteins

Biospecific interaction between a so-
lute, for example, an inhibitor, and
a membrane protein in cells, mem-
brane vesicles, proteoliposomes or other
lipid environments can be quantified by
immobilized-biomembrane affinity chro-
matography. Entrapment in gel bead cavi-
ties and covalent binding of phospholipid
analogues are examples of the immobi-
lization methods used. The retardation
of the front of an eluting large-volume
sample of the solute reflects the solute
affinity for the protein and the solute
concentration. In simple cases, a series
of runs at different solute concentrations
allow calculation of the equilibrium con-
stant and the number of binding sites,
provided that the number of binding sites
matches the affinity. The glucose trans-
porter from human red blood cells and a
recombinant P-glycoprotein showed con-
stant interactant affinities for months in
the columns. The solute retardation is
caused both by partitioning into the mem-
brane and by binding to active sites of
the membrane proteins. Both effects can
be measured. A competitor for the so-
lute–protein interaction in the system will
decrease the retention volume of the so-
lute to a degree determined by its affinity
for the protein. Ligand binding to mem-
brane proteins can also be analyzed by
surface-plasmon resonance, and, in some
cases, by analysis of changes in the in-
trinsic fluorescence of tryptophan side
chains or other spectral properties upon

ligand binding to the protein. A num-
ber of related techniques exist, but the
fact that most membrane proteins re-
quire a lipid environment for activity limits
the choice.

5
Prediction and Modeling of Drug
Absorption Across Membranes

Some basic requirements for oral ad-
ministration of new drug candidates are
sufficient solubility in water, reasonable
partitioning into membranes, and a fair
diffusion coefficient. The partitioning is
commonly modeled in the pharmaceuti-
cal industry by octanol/water partitioning,
expressed as the logarithm of the parti-
tion coefficient, log Poct. The advantages
of log Poct are the vast amount of avail-
able data and the extensive experience
of the applicability of these data. Lipin-
ski introduced the ‘‘rule of five,’’ which
can be used as a filter in early drug de-
velopment. This rule predicts that poor
absorption or permeability properties be-
come likely when the drug molecule has
more than five H-bond donors, more than
10 H-bond acceptors, when the Mr ex-
ceeds 500 and when the log Poct is larger
than 5.

Methods for experimental assessment
of partitioning into membranes and per-
meability across membranes are required,
although computer calculations are be-
coming increasingly popular for theoret-
ical analysis. Computational methods for
determination of absorption or permeabil-
ity properties by statistical analysis often
use molecular descriptors, such as the po-
lar surface area of the drug and the number
of H-bond donors/acceptors.

Molecular dynamics simulations are
still at a primitive stage. For example,
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computer modeling indicates that the dif-
fusion coefficients of O2 and H2O are
highest in the center of the membrane,
0.9 × 10−5 and 1.4 × 10−5 cm2 s−1, re-
spectively. An analog (Mr 315) of the
drug nifedipine, obtained by replacing
NO2 by CH3, had a diffusion coeffi-
cient of 1.3 × 10−6 cm2 s−1 all across the
hydrophobic region of the membrane.
Furthermore, pharmacokinetic problems
tend to override the shortcomings of
the computer predictions of drug ab-
sorption. Absorption is a complex pro-
cess dependent on factors such as the
permeability and solubility of the drug,
and physiological factors such as pH,
intestinal enzymology and motility, so the
absorption is therefore not so easily pre-
dicted from the structure alone or from
computer simulations of drug-membrane
interaction.

6
Conclusions and Visions

The permeability of lipid bilayers or bi-
ological membranes for a given solute
is generally difficult to determine ex-
perimentally and can only be estimated
approximately from the chemical struc-
ture of the solute or by the use of partition
data with either octanol–water or mem-
brane–water. These approaches do not
truly mimic the interactions between so-
lutes and membranes. Partition analyses
with water–membrane systems do not re-
veal the detailed solute distribution within
the membrane that determines the gra-
dient in solute concentration and thereby
the solute flux across the membrane. The
solute permeability of membranes may,
in the future, be determined by use of
sensitive detection in miniaturized de-
vices. Calculations by use of the detailed

structures of the solute and the mem-
brane may become more accurate after
advances in quantum chemical or physi-
cal–chemical methods. In the future, the
transport kinetics and transport mecha-
nisms of transmembrane proteins may
be evaluated by small-scale permeability
assays and advances in crystallization tech-
nology, or single-protein molecule diffrac-
tion analyses may allow determination of
the three-dimensional structures of mem-
brane proteins.

See also Intracellular Fatty Acid
Binding Proteins and Fatty Acid
Transport; Membrane Traffic: Vesi-
cle Budding and Fusion.
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Keywords

Adenosine Triphosphate (ATP)
The ‘‘energy currency’’ of the cell. The energy derived from metabolism can be stored
by synthesizing ATP from ADP and Pi, displacing the ATP hydrolysis reaction from
equilibrium by many orders of magnitude. The energy stored in this displacement
from equilibrium can then be used to do work as ATP is hydrolyzed back to ADP and
Pi. Thus, the synthesis and hydrolysis of ATP link catabolic reactions with anabolic and
work reactions in metabolism, and ATP acts as a short-term energy store.

ATP Synthase
The enzyme complex that catalyzes the synthesis of ATP from ADP and Pi. The ATP
synthase makes use of the energy stored in the protonmotive force across the
mitochondrial inner membrane. Protons move through the complex from the
intermembrane space back into the matrix, catalyzing rotation of the central stalk
(γ subunit) with respect to the catalytic α and β subunits, which synthesize ATP from
ADP and Pi.

Glycolysis
The sequence of enzyme-catalyzed reactions in the cytosol that is the first stage in
breaking down glucose to release its energy. The end product of glycolysis is two
molecules of pyruvate per glucose, along with a small amount of ATP and reduced
nicotinamide adenine dinucleotide (NADH). Pyruvate and electrons from NADH may
be transported into mitochondria to be used as substrates for the TCA cycle and the
respiratory chain, respectively.

Mitochondria
The central organelles of energy metabolism. Mitochondria are responsible for
producing most of the cell’s adenosine triphosphate (ATP). The tricarboxylic acid
(TCA) cycle and β oxidation of fatty acids take place in mitochondria, as does electron
transport by the respiratory chain, the process that drives ATP synthesis by the
establishment of a protonmotive force across the mitochondrial inner membrane.

β Oxidation
The process by which fatty acids are broken down in mitochondria. Fatty acids are
converted to fatty acyl CoA before entering the β oxidation cycle, which involves the
sequential shortening of the fatty acyl chain by two carbons at a time, with the release
of acetyl CoA and the concomitant reduction of the electron carriers NAD+ and FAD to
NADH and FADH2, respectively. The acetyl CoA molecules enter the TCA cycle, while
the NADH and FADH2 are oxidized by the respiratory chain.

Oxidative Phosphorylation
The process by which the oxidation of carbohydrates and fatty acids by oxygen is
coupled to the phosphorylation of adenosine diphosphate (ADP) to ATP. Oxidative
phosphorylation occurs in mitochondria when the NADH and FADH2 produced by the



Metabolic Basis of Cellular Energy 165

TCA cycle and β oxidation are oxidized by the respiratory chain. The redox energy is
conserved as a protonmotive force across the mitochondrial inner membrane, which is
used to drive ATP synthesis by the ATP synthase in the mitochondrial
inner membrane.

Protonmotive Force
A measure (in mV) of the proton electrochemical potential gradient across the
mitochondrial inner membrane. The protonmotive force is generated by the pumping
of protons by the mitochondrial respiratory chain, which in turn is driven by the
release of redox energy from electrons as they pass through the chain. The
protonmotive force is composed of a membrane potential (�ψ ) and a pH gradient
(�pH) component. It is used by the ATP synthase to synthesize ATP and by the
adenine nucleotide transporter (ANT) and phosphate (Pi) carrier to transport ATP,
ADP, and Pi across the mitochondrial inner membrane.

Respiratory Chain
A series of protein complexes and mobile electron carriers in the mitochondrial inner
membrane that translocates electrons down a gradient of increasing redox potential.
The respiratory chain oxidizes the carriers NADH and FADH2 and passes the electrons
down the chain toward oxygen, using the redox energy differences to pump protons
across the mitochondrial inner membrane. This enables the redox energy to be stored
as a protonmotive force, which is then used to synthesize ATP from ADP and Pi.

Tricarboxylic Acid (TCA) Cycle
Also known as the Krebs cycle or the citric acid cycle. The TCA cycle is a sequence of
enzyme-catalyzed reactions that occur in the mitochondrial matrix. Acetyl CoA
(produced by the oxidative decarboxylation of pyruvate) acts as the entry point for the
TCA cycle by fusing its two-carbon acetyl group with the four-carbon oxaloacetate to
form the six-carbon citrate. Citrate is then sequentially oxidized by the various enzymes
of the TCA cycle, losing two carbons as CO2 to regenerate oxaloacetate while producing
NADH and reduced flavin adenine dinucleotide (FADH2), and also generating GTP by
substrate level phosphorylation. Many other small molecules connect with the TCA
cycle at various points, making the TCA cycle central for most of metabolism. The
NADH and FADH2 produced are oxidized by the respiratory chain to generate ATP by
oxidative phosphorylation.

� All cell processes require energy to carry out work, whether it be synthesis, repli-
cation, secretion, movement, or signaling. Consequently, a continuous supply of
energy to the cell is essential for life. Ultimately, the energy for mammalian cells is
provided by the breakdown of food. In order to make this chemical energy available to
the cell in a form that can do many different kinds of work, a common intermediate is
required. This energy intermediate is the displacement from equilibrium of the
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ATP ⇀↽ ADP + Pi reaction. Within our cells, this reaction is displaced from
equilibrium by increasing the ATP concentration relative to that of ADP by several
orders of magnitude, making approximately 50 kJ.mol−1 of energy available from the
hydrolysis of ATP to do work. Maintenance of this displacement from equilibrium
requires the continued expenditure of energy supplied by food. Carbohydrate
derivatives and fatty acids are broken down and oxidized by a series of reactions
within mitochondria. Released electrons are transferred to NAD+ and FAD, reducing
them to NADH and FADH2. In turn, these electron carriers are oxidized by the
respiratory chain in the mitochondrial inner membrane, using the oxygen we breathe
as the final electron acceptor. The action of the respiratory chain pumps protons
across the mitochondrial inner membrane so that the redox potential energy is
stored as an electrochemical potential gradient, or protonmotive force, across the
mitochondrial inner membrane. The protonmotive force is then used to drive the
synthesis of ATP from ADP and Pi and to export the ATP from the mitochondria
into the cytoplasm. This process, called oxidative phosphorylation, maintains the
displacement from equilibrium of the ATP ⇀↽ ADP + Pi reaction and is central to
cellular energetics.

1
Cellular Energetics: Displacement from
Equilibrium, Coupling, and the Role of ATP

Living things are distinguished by the dis-
placement from equilibrium of a myriad
biochemical reactions. Indeed, one way
of describing death is as a return to
equilibrium. Why is displacement from
equilibrium a necessity for life? Consider
how potential energy is stored in a hy-
droelectric dam or in a tightly coiled
spring. In a similar way, displacement
from equilibrium provides a means of en-
ergy storage within the cell; indeed, it is
only by being displaced from equilibrium
that biochemical reactions can store energy
that can be used to carry out cellular work
such as movement, replication, growth,
and repair.

Living things require large amounts of
energy to maintain the displacement from
equilibrium of chemical reactions within
the cell. In mammals, the energy source

is food, and the chemical energy stored in
food is released through the reactions of
metabolism. Metabolism comprises a se-
ries of catabolic reactions that break down
food, releasing precursor molecules and
energy for maintaining the displacement
from equilibrium that drives anabolic reac-
tions and work. The energy released by the
catabolic reactions of metabolism must be
available in a form that can do the work of
the cell. A central concept underlying this
process, and all of energy metabolism, is
‘‘coupling,’’ by which the energy released
from food drives otherwise unfavorable re-
actions. How this energy coupling occurs
is the focus of this chapter.

1.1
Coupling Drives Energetically Unfavorable
Reactions

By coupling together favorable and unfa-
vorable chemical reactions, it is possible
to use the energy stored in food to drive
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the cellular processes that comprise life.
Thermodynamics indicates whether or not
a reaction will occur spontaneously and
gives the energy change associated with
the reaction. In biology, the Gibbs free en-
ergy change (�G; kJ.mol−1) is used. For
spontaneous reactions, there is a release of
free energy, so �G < 0. In contrast, reac-
tions that do not occur spontaneously have
a �G greater than zero and require energy
input to take place. In biological systems,
there are many such processes, includ-
ing synthesis, movement, replication, or
signaling, that are thermodynamically un-
favorable and cannot occur without an en-
ergy input. Fortunately, such unfavorable

reactions can be driven by coupling them
to a reaction with a favorable (negative)
�G. This is illustrated below where the
unfavorable reaction 1 is driven by reac-
tion 2.

Reaction 1 A → B �G1 > 0
Reaction 2 C → D �G2 < 0
Overall A + C → B + D �G1+�G2 < 0

This process, by which an unfavorable
reaction is made possible by coupling it
to a favorable reaction, is central to the
bioenergetics of living organisms. The
energy flowing through our cells and
bodies (derived from favorable catabolic
reactions) is coupled to drive unfavorable

Coupling

ATP

ADP

Catabolism Anabolism
negative ∆G
(energetically

favorable)

positive ∆G
(energetically
unfavorable)

Ingested food
Stored energy sources

Biosynthesis 
Mechanical work

Other cellular work

Fig. 1 The concept of coupling in mammalian energy metabolism. Energy
is released by the breakdown of carbohydrate, fat, and protein, either from
ingested food or from stored energy sources. Released energy is
‘‘coupled’’ to the otherwise unfavorable formation of adenosine
triphosphate (ATP) by the addition of inorganic phosphate (Pi) to
adenosine diphosphate (ADP). In turn, ATP hydrolysis to ADP and Pi (a
highly favorable reaction) is coupled to unfavorable anabolic reactions,
enabling them to take place. The Gibbs free energy change (�G) is used
here to indicate whether a reaction is favorable (spontaneous) or
unfavorable (requiring energy input through coupling).
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reactions (anabolic reactions and work)
(Fig. 1). In principle, many different re-
actions could be coupled together in this
manner. However, biology has evolved
to exploit a few general reactions that
are used to couple most catabolic and

anabolic reactions, and the most impor-
tant of these is the synthesis and hy-
drolysis of adenosine triphosphate (ATP)
(Fig. 2):

ATP ⇀↽ ADP + Pi
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Fig. 2 Energy is stored in the displacement of ATP ⇀↽ ADP + Pi from equilibrium. Energy
from catabolic reactions is used to drive the synthesis of ATP from ADP and Pi, causing the
ATP/ADP ratio to be many orders of magnitude greater than its equilibrium value (put
another way, the mass action ratio (�) for the hydrolysis reaction is many times lower than
the equilibrium constant (K)). Under these conditions, ATP hydrolysis becomes a highly
favorable reaction and has a negative �G (indicated in the graph as the negative slope of the
curve under conditions of high ATP concentration). When the ATP/ADP ratio is lower than
its equilibrium value, ATP hydrolysis is not favored (�G > 0); rather, the reverse reaction is
energetically favorable. At equilibrium, the ATP/ADP ratio is equal to its equilibrium value
(the mass action ratio equals the equilibrium constant), the �G = 0, and neither the forward
nor the reverse reactions are favored.
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1.2
ATP Synthesis and Hydrolysis as a
Coupling Reaction

The energy made available from the
catabolism of food is funneled into a few
forms that can be used in a wide range
of anabolic and work reactions. The main
reaction ‘‘chosen’’ by evolution for this
purpose is the ADP + Pi ⇀↽ ATP reaction.
The energetically favorable reactions of
catabolism are coupled to the synthesis of
ATP from adenosine diphosphate (ADP)
and Pi, and, in turn, the energy released
by hydrolysis of ATP to ADP is coupled
to work and anabolic reactions (Figs. 1
and 2). There are a number of reasons
why this reaction plays a central role in
biology. The equilibrium constant of the
reaction enables it to straddle both the
highly exergonic catabolic reactions and
the highly endergonic anabolic reactions.
Furthermore, coupling requires that the
reaction be easily combined with many
others within the active sites of enzymes,
and phosphate transfer or ATP hydroly-
sis can be coupled to a wide range of
reactions. Finally, while the hydrolysis of
ATP at the biological concentrations of
ATP, ADP, and Pi must be thermody-
namically favorable in order to act as an
energy store, it must not occur without
the action of enzymes capable of har-
nessing the released energy for useful
functions. The phosphodiester bonds in
ATP fulfill this role as they are kinetically
stable in vivo, but the activation energy
for hydrolysis of the phosphodiester bond
is easily decreased by appropriate arrange-
ments within the active sites of enzymes to
stabilize the pentagonal bipyramidal tran-
sition states. For these and other reasons,
the ATP ⇀↽ ADP + Pi reaction is central to
bioenergetics.

1.3
Energy is Stored in the Displacement from
Equilibrium of the ATP Hydrolysis Reaction

The ATP hydrolysis reaction (ATP ⇀↽

ADP + Pi) couples catabolic and anabolic
reactions by storing energy in its displace-
ment from equilibrium. As is the case
for all chemical reactions, the amount of
energy stored is determined by the mass
action ratio (�; a measure of the relative
concentrations of reactants and products)
and its relationship to the equilibrium
constant (K; a measure of the relative con-
centrations of reactants and products at
equilibrium).

For ATP hydrolysis the mass action ratio
is

� = [ADP][Pi]/[ATP]

The equilibrium constant is the special
case of this reaction in which the reactants
and products are at equilibrium (K ∼
105 M at pH 7). To see how energy is stored
in this reaction, �G can be calculated from
the following equation:

�G = RT ln(�/K)

This equation shows clearly the rela-
tionship between the displacement from
equilibrium and the amount of energy
stored, with �G = 0 when the reaction
is at equilibrium. This equation can be
easily rearranged to give the more usual
textbook presentation:

�G = RT ln� − RT lnK

or, as −RT lnK is often written as �Go,

�G = �Go + RT ln�

This equation shows that �Go is merely
another way of stating the equilibrium
constant, and illustrates how misleading
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are discussions of cellular thermodynam-
ics based on �Go. It also emphasizes that
the relevant concentrations of the reactants
and products must be used in calculating
�G.

In vivo, catabolic reactions hold the cy-
toplasmic concentrations of ATP ∼ 5 mM
and ADP ∼ 100 to 500 µM, corresponding
to a displacement from equilibrium of 8
to 10 orders of magnitude. The role of
this displacement from equilibrium in en-
ergy storage is further illustrated in Fig. 2,
which shows �G as a function of �/K.
The energy stored in vivo in this reac-
tion is about −50 kJ.mol−1. Note that this
does not refer to the y-axis scale, or the
energy change that would occur if the
system were able to move from the in
vivo position to that of K = �. Instead,
the relevant �G is the slope of the curve,
which is about −50 kJ.mol−1. This is the
amount of work made possible when 1 mol
of ATP is hydrolyzed without affecting
the overall concentrations of ATP, ADP,
and Pi. Equally, the �G for synthesis of
1 mol of ATP under these conditions is
+50 kJ.mol−1; the energy change is the
same as for hydrolysis, but the sign is oppo-
site. In vivo, other reactions are constantly
maintaining a �G of about −50 kJ.mol−1

for ATP hydrolysis by synthesizing ATP
through reactions that require an energy
input of about 50 kJ.mol−1.

A corollary of this continual synthe-
sis and breakdown of ATP is that ATP
molecules within the cell (5 mM; approxi-
mately 100 g in the average male human)
are turned over very rapidly. Indeed, it is
estimated that a resting human will hy-
drolyze the equivalent of his or her own
body weight of ATP every day. Further-
more, the turnover of ATP is increased
greatly during periods of intense activity:
a marathon runner may hydrolyze up to
10 g of ATP per second. Were we to rely

on our ATP stores for energy, they would
run out within about 2 min. So, it is clear
that ATP acts as a go-between rather than
as an energy store, ferrying energy from
a primary source to drive a wide range of
otherwise unfavorable reactions.

2
Energy Sources that Displace the ATP
Hydrolysis Reaction from Equilibrium

2.1
Carbohydrate, Fat, and Protein as Energy
Sources

The energy stored in the displacement
from equilibrium of the ATP ⇀↽ ADP + Pi

reaction can act only as a transient energy
intermediary. Other energy sources must
be used to maintain the displacement
from equilibrium of this reaction as
ATP is used to do work. For mammals,
this energy comes from food, specifically
carbohydrate, fat, and protein. In the
short term, carbohydrate and fat from our
last meal circulates in the bloodstream
for a few hours and can be used to
provide energy; however, as we do not
eat continually we have to store energy
within our bodies. Fat in the form of
triacylglycerides in adipose tissue is the
most energy-dense store (∼39 kJ.g−1) and
is consequently used for long-term energy
storage. Carbohydrate (∼17 kJ.g−1) in the
form of liver glycogen can be broken down
to maintain glucose in the blood for 12
to 24 h; in the longer term, blood glucose
levels are maintained by gluconeogenesis.
Dietary protein is broken down to amino
acids and those not required for protein
synthesis are metabolized by pathways
similar to those used for carbohydrates.
During extended starvation, amino acids
can be released from the body’s protein
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to provide energy. All of these energy
stores are broken down by sequential
catabolic reactions that use the stored
chemical potential energy to displace the
ATP hydrolysis reaction from equilibrium.
How these occur is considered next
(Fig. 3).

2.2
Glycolysis

When glucose enters the cell, it is con-
verted to two molecules of pyruvate by a
sequence of linked enzymatic reactions
termed glycolysis. Two reactions in this
sequence, catalyzed by phosphoglycerate
kinase and pyruvate kinase, are coupled
to the synthesis of ATP from ADP and Pi
and so contribute to the displacement from
equilibrium of the ATP hydrolysis reaction
(although only a fraction of the chemical
potential energy stored in glucose is re-
leased at this stage). During glycolysis,
electrons are removed from the carbohy-
drate intermediates and are transferred
to the electron carrier NAD+, reducing
it to NADH (Fig. 4). However, to maintain
a flux through the glycolytic pathway, it
is necessary to reoxidize the NADH con-
tinually to NAD+. In mammals, this can
occur in the absence of oxygen through the
reduction of pyruvate by NADH; this reac-
tion produces lactic acid and is catalyzed
by lactate dehydrogenase. In the presence
of oxygen, it is possible to extract far more
ATP from glucose, but, for this, both the
pyruvate and the electrons from NADH
must be transported into mitochondria.

2.3
Mitochondria, the TCA Cycle and β

Oxidation

The mitochondrion is the organelle at
the heart of energy metabolism and
ATP synthesis in eukaryotic cells. Most

eukaryotic cells contain hundreds of mi-
tochondria, which are filamentous or-
ganelles comprising a matrix surrounded
by an invaginated inner membrane and
a semipermeable outer membrane. Mi-
tochondria arose from free-living bacte-
ria that set up home within the cyto-
plasm of the protoeukaryotic cell, a pro-
cess called endosymbiosis. These organelles
break down fats and carbohydrate-derived
metabolites using oxygen to maximize the
amount of energy released and then use
this energy to synthesize ATP.

To extract energy from carbohydrates,
the pyruvate produced by glycolysis is
taken up into the mitochondrial matrix.
There, the three-carbon pyruvate is con-
verted to a two-carbon acetyl group, which
is carried by Coenzyme A as acetyl CoA.
Acetyl CoA then reacts with the four-
carbon oxaloacetate; together they generate
the six-carbon citrate. In this way, carbo-
hydrates enter the tricarboxylic acid (TCA)
cycle (Fig. 3). In the course of the TCA
cycle, oxaloacetate is reformed from cit-
rate through a series of reactions that
split off CO2 and oxidize cycle interme-
diates, with the concomitant reduction of
the electron carriers NAD+ and FAD to
NADH and FADH2, respectively (Fig. 4).
A single GTP molecule is also produced
by each ‘‘rotation’’ of the TCA cycle; GTP
is readily converted to ATP through the
action of nucleoside diphosphate kinase.
The oxaloacetate is then available to accept
a further acetyl group from acetyl CoA and
thus keeps the TCA cycle turning. When
amino acids derived from the breakdown
of proteins are used as energy sources,
they are broken down to derivatives that
are also fed into the TCA cycle.

Mitochondria are also the site of ox-
idation of the fatty acids derived from
triacylglyceride, the storage form of fat.
Within the cytoplasm, fatty acids are first
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linked to CoA to form acyl CoA and then
converted to acyl carnitine. This is taken
up into mitochondria through the inner
membrane in exchange for carnitine. The
acyl carnitine then reacts with CoA to form
an acyl CoA within mitochondria. Typi-
cally, fatty acids are 16 to 18 carbons in
length and within mitochondria they are
broken down and oxidized by a process
called β oxidation. During β oxidation, the
acyl CoA goes through a continuous cy-
cle of degradation and oxidation. In each
cycle, two carbon units are removed from
the acyl CoA to form acetyl CoA, and elec-
trons are removed from the shortening
fatty acid to reduce NAD+ and FAD to
NADH and FADH2. This cycling persists
until the fatty acid has been completely
converted to acetyl CoA, which is then fed
into the TCA cycle.

The endpoint of the metabolism of
carbohydrates, fats, and protein within
mitochondria is the formation of CO2,
NADH, and FADH2. The CO2 will diffuse
out of the cells and be expired through
the lungs; NADH and FADH2 will be
reoxidized. While the major function of
the breakdown of fats and carbohydrates
by mitochondria is to provide chemical

energy to displace the ATP hydrolysis
reaction from equilibrium, at this point
only a fraction of the potential energy
available has been used to make ATP
(through glycolysis and by the formation
of GTP). It is the reoxidation of NADH
and FADH2 that supplies the majority
of the chemical potential energy for
ATP synthesis. The means of coupling
these two processes is discussed in the
following sections.

3
Oxidation of NADH and FADH2 by
Mitochondria

Through the action of the TCA cycle and β

oxidation within the mitochondrial matrix,
there is an accumulation of electrons in the
reduced carriers, NADH and FADH2. The
NADH pool within the matrix is soluble,
and, typically, the ratio of NAD+/NADH
within mitochondria is about 5 to 10.
The NADH built up in the cytoplasm
by glycolysis can also be transported indi-
rectly to the mitochondrial matrix through
the malate–aspartate shuttle, or can do-
nate electrons to the α-glycerophosphate

Fig. 3 Metabolic sources of the reducing equivalents NADH and FADH2, and ATP. A small amount
of NAD+ is reduced to NADH with each round of glycolysis. This NADH can either be reoxidized to
enable glycolysis to continue, or imported indirectly into mitochondria where it donates electrons to
the mitochondrial respiratory chain. Pyruvate, the product of glycolysis, is transported to
mitochondria where it is converted to acetyl CoA and enters the TCA cycle. The sequential oxidation
of citrate enables the reduction of NAD+ and FAD to NADH and FADH2. Each ‘‘rotation’’ of the TCA
cycle also produces a single GTP molecule (energetically equivalent to ATP). Triacylglyceride lipids
are broken down into glycerol and fatty acids. Glycerol feeds into glycolysis, while fatty acids are
transported to mitochondria and undergo multiple cycles of β oxidation, with each cycle yielding
acetyl CoA (which feeds into the TCA cycle) and reducing NAD+ and FAD to NADH and FADH2.
Proteins are metabolized through breakdown into amino acid monomers and the subsequent
conversion of amino acids to pyruvate, acetyl CoA or TCA cycle intermediates. Black circles indicate
either direct transport into mitochondria (e.g. the pyruvate transporter), or net transport through
several molecular interconversions (e.g. the malate–aspartate shuttle for the ‘‘transport’’ of NADH).
In summary, the catabolic reactions of metabolism act to reduce the electron carriers NAD+ and FAD
to NADH and FADH2, and produce a small amount of ATP.
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dehydrogenase on the outer surface of the
mitochondrial inner membrane (Fig. 5).
In contrast, the FADH2 groups are not
free in solution but are bound within
the active sites of a number of different

proteins, such as succinate dehydroge-
nase (for electrons derived from the TCA
cycle), or on the electron transfer flavopro-
tein (ETF) (for electrons derived from β

oxidation).
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The reduction potential (Eh) of the
NAD+/NADH couple can be derived from
the midpoint potential of the couple (Em,
∼−320 mV) as follows:

Eh = Em + RT

2F
ln

(
[NAD+]

[NADH]

)

Eh ∼ −290 mV

As the energy stored in this redox couple
will be released by the reduction of oxygen,
it should be compared with the Eh value
for the O2/water couple, which is about
+790 mV for air-saturated water. This
gives a �Eh of 1080 mV for the oxidation
of NADH by O2, corresponding to a
�G of −208 kJ.mol−1. In comparison,
FADH2 passes electrons directly to the
ubiquinone/ubiquinol couple, which has
a somewhat higher Eh (∼+10 mV) than
NADH, and thus a lower �Eh (∼780 mV)
and less negative �G (∼−150 kJ.mol−1)
for electron transfer to O2.

The redox energy stored by NADH and
FADH2 is ultimately released on reaction
with oxygen. However, were this to be
done by direct reaction with O2, the
energy would be dissipated uncontrollably
as heat and could not be harnessed for
ATP synthesis. Instead, the release of the
redox potential energy stored in NADH
and FADH2 is controlled by the action of
the mitochondrial respiratory chain.

3.1
The Mitochondrial Respiratory Chain

The respiratory chain is a sequence
of electron carriers embedded within
the mitochondrial inner membrane that
catalyzes electron movement from NADH
and FADH2 to oxygen (Fig. 5). The first
component of the respiratory chain is
complex I, a massive membrane protein
complex of about 980 kDa. This protein

takes electrons from NADH and passes
them to a flavin mononucleotide within
complex I. From there, the electrons pass
through a series of iron–sulfur centers
and are then used to reduce ubiquinone to
ubiquinol; these are the two redox forms
of Coenzyme Q (CoQ), a small, mobile
electron carrier within the mitochondrial
inner membrane, which is not a protein
but a hydrophobic organic molecule.

A number of other respiratory com-
plexes also pass electrons to CoQ. Complex
II, or succinate dehydrogenase, catalyzes
the oxidation of succinate to fumarate in
the TCA cycle. The electrons initially re-
duce a bound FAD within complex II;
the resultant FADH2 passes the electrons
through a series of iron–sulfur centers
to the CoQ binding site within the mem-
brane where they reduce ubiquinone to
ubiquinol. α-Glycerophosphate dehydro-
genase (GPDH) is an enzyme on the outer
surface of the mitochondrial inner mem-
brane that is expressed in some tissues.
This enzyme oxidizes α-glycerophosphate
to dihydroxyacetone phosphate and uses
the electrons to reduce a bound FAD
within the enzyme, which then reduces
ubiquinone to ubiquinol. The oxidation
of fatty acids by β oxidation leads to the
reduction of an FAD in a small mobile pro-
tein within the mitochondrial matrix called
electron transfer flavoprotein (ETF). This
electron carrier is reoxidized by the respi-
ratory chain through an inner membrane
protein called ETF–ubiquinone oxidoreduc-
tase (ETF-OR). This enzyme reduces an
internal FAD and subsequently reduces
ubiquinone to ubiquinol, possibly via an
iron–sulfur center. Therefore, these, and
other, enzymes catalyze electron flow into
the CoQ pool. In vivo, the CoQ pool is
generally about 70 to 80% in the reduced
(ubiquinol) form.
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The fate of ubiquinol is oxidation by
complex III (also known as the cytochrome
bc1 complex), the next component of the
respiratory chain. Complex III takes two
electrons from the ubiquinol of the CoQ

pool and passes them through a branching
pathway where one electron goes through
the two b-type cytochromes before be-
ing passed back to reduce ubiquinone.
The other electron reduces an iron–sulfur
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center, called the Rieske iron-sulfur center,
and from there reduces a cytochrome c1.
This cytochrome is the last electron carrier
in the complex and passes its electron to
cytochrome c, a small protein that acts as
a mobile electron carrier on the cytoplas-
mic surface of the mitochondrial inner
membrane. The enzymes sulfite oxidase
and NADH-cytochrome b5 reductase (via
cytochrome b5) can also pass electrons to
cytochrome c, but the flux through these
reactions in vivo is thought to be small.

Cytochrome c carries electrons to com-
plex IV (or cytochrome oxidase), the final
stage of their journey toward oxygen. It
is at cytochrome oxidase that about 95%
of the oxygen we breathe is reduced to
water. The electron from cytochrome c is
initially passed to the heme a site within
cytochrome oxidase and then to the Cua
site. From there, the electrons pass to the
heme a3 site, which also contains the Cub
center. Here the terminal electron accep-
tor of the respiratory chain, O2, binds and
is reduced to water.

So far, we have outlined the pathway
taken by electrons as they move through
the respiratory chain. In the next section,

the mechanism of coupling this movement
to ATP synthesis is explained.

3.2
Energy Storage by the Protonmotive Force
(�p)

The respiratory chain provides a complex
pathway for the gradual movement of elec-
trons from the low potential of NADH
(∼−290 mV) to the high potential of oxy-
gen (∼+790 mV). This pathway enables
the gradual release of potential energy
and is best illustrated by Fig. 6, which
shows the gradual increase in reduction
potential (Eh) as electrons pass through
the respiratory chain. Three significant
changes in Eh are apparent within the
respiratory chain, at complexes I, III, and
IV; the large increases in Eh – which sig-
nify large drops in the potential energy of
the electrons – suggest that at these three
points the redox energy may be conserved
as an intermediate that can be used to
make ATP.

The mechanism of coupling of electron
transport and ATP synthesis was one
of the major challenges to biochemistry

Fig. 5 NADH and FADH2 are oxidized by the mitochondrial respiratory chain, giving rise to the
protonmotive force and ATP synthesis. NADH and FADH2 donate electrons to the respiratory chain
through a number of inner membrane proteins and multiprotein complexes: complex I
(mitochondrial NADH), α-glycerophosphate dehydrogenase (GPDH; cytosolic NADH), complex II
(TCA cycle-derived FADH2) and electron transfer flavoprotein–ubiquinone oxidoreductase (ETF-OR;
β oxidation-derived FADH2). Each of these proximal electron acceptors feeds electrons to CoQ,
reducing ubiquinone (UQ) to ubiquinol (UQH2). Electrons are subsequently passed through complex
III, cytochrome c, and complex IV, finally reducing O2 to H2O. Complexes I, III, and IV all derive
sufficient energy from the drop in redox potential of electrons to catalyze the pumping of protons out
of the matrix and into the cytoplasm. This generates a protonmotive force (�p) across the
mitochondrial inner membrane. Driven by �p, protons flow back into the matrix through the ATP
synthase (complex V), catalyzing the formation of ATP from ADP and Pi. Some protons can also
return to the matrix by mechanisms that do not involve passage through the ATP synthase, such as
the basal leak through the inner membrane in all mitochondria, or via uncouplers such as
2,4-dinitrophenol (DNP) that render the inner membrane permeable to protons. Newly synthesized
ATP4− is transported out of the mitochondria and into the cytosol by exchange with ADP3− , which in
turn is converted to ATP. The Pi required for ATP synthesis is transported into the matrix in symport
with a proton.
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in the 1970s and early 1980s. The two
processes are now known to be linked
by ‘‘chemiosmotic coupling,’’ a concept
developed by Peter Mitchell in the early
1960s and established over the subsequent
two decades. The energy available as the

electrons pass through complexes I, III,
and IV is used to pump protons out of
the matrix across the mitochondrial inner
membrane. For every pair of electrons that
passes through the respiratory chain, 4
H+ are translocated at complex I, 4 H+
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at complex III, and 2 H+ at complex IV
(although the movement of electrons with
respect to the membrane at complexes III
and IV means that the charges translocated
by complexes I, III, and IV are 4, 2, and
4, respectively). The reduction of O2 to
water requires 4 e− , so a pair of electrons
corresponds to the reduction of a single O
atom. As the two electrons go through the
respiratory chain from NADH, 10 protons
and charges are pumped across the inner
membrane, while for electrons coming
from FADH2, six protons and charges are
translocated.

Proton pumping builds up a charge
gradient, or membrane potential, across
the inner membrane (�ψ in mV, neg-
ative inside) (Fig. 5). In addition, proton
translocation also leads to a proton con-
centration gradient across the inner mem-
brane, which is usually expressed as a
pH gradient (�pH, basic inside). Both the
membrane potential and the pH gradient
raise the potential energy of protons out-
side the mitochondrial inner membrane
relative to those inside. The contribution
of the two components to this potential en-
ergy difference is conveniently expressed
as the protonmotive force. For this, the
pH gradient is multiplied by −2.303RT/F
to express its value in mV; this can be
added to the membrane potential to give

the protonmotive force (�p):

�p = �ψ − (2.303RT/F)�pH

The advantage of this formulation is that
the relative contributions of �ψ and �pH
are clear. In isolated mitochondria, the
maximum �ψ is about 170 to 190 mV
and the pH gradient can be up to −0.5
to −1 pH unit (basic inside, hence the
negative sign in the equation). At 37 ◦C,
2.303RT/F = 61 mV, so the maximum �p
is typically around 180 to 200 mV. In cells,
the average values tend to be lower because
of the utilization of �p to synthesize ATP,
as well as limiting electron and O2 supply.

To maintain the �p across the mitochon-
drial inner membrane, the membrane
has to be topologically intact and the
phospholipid bilayer must be relatively im-
permeant to protons. A further implication
of the closed membrane is that mech-
anisms must exist for the transport of
polar metabolites across the membrane,
such as pyruvate, ATP, ADP, and Pi,
among many others. As this movement
has to occur without dissipating the �p,
the metabolite carriers in the mitochon-
drial inner membrane must be able to
catalyze transport without rendering the
membrane permeable to protons. In sum-
mary, the redox energy stored by NADH

Fig. 6 Sequential increases in redox potential (Eh) of respiratory chain components are coupled to
proton pumping. NADH, a major electron donor to the mitochondrial respiratory chain, has a low Eh
(∼ −290 mV) under conditions found in the matrix. After oxidation of NADH by complex I, electrons
are passed through a series of electron carriers in the complex (not shown) before reducing the
mobile electron carrier ubiquinone (Eh ∼ +10 mV). The large increase in Eh of respiratory
components between NADH and ubiquinone – and hence the drop in redox potential energy of the
transported electrons – provides sufficient energy for translocation of 4H+ (per 2e−) by complex I
into the cytosol. Similarly, increases in Eh between ubiquinol and oxidized cytochrome c
(Eh ∼ +260 mV), and between reduced cytochrome c and O2 (Eh ∼ +790 mV), provide sufficient
energy for proton translocation at complexes III (4H+) and IV (2H+) , respectively. �Eh values
shown for complexes I, III, and IV have been calculated from the increases in redox potential between
NADH and ubiquinone, ubiquinol and oxidized cytochrome c, and reduced cytochrome c and O2,
respectively.
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and FADH2 is conserved as a protonmo-
tive force that comprises a �ψ and a
�pH across the mitochondrial inner mem-
brane. This protonmotive force can now
be used for the synthesis and transport
of ATP.

3.3
The Protonmotive Force Drives ATP
Synthesis and Transport

The energy stored in �p is used to drive
the synthesis of ATP through the action
of the ATP synthase. This protein complex
is also found in the mitochondrial inner
membrane and catalyzes the movement of
protons down their proton electrochemi-
cal gradient from the cytoplasm, back into
the mitochondrial matrix. The drop in po-
tential energy as the protons pass through
the complex provides the energy for ATP
synthesis by the synthase. This remark-
able enzyme has a hydrophobic domain
(the FO domain) embedded in the lipid bi-
layer, which facilitates proton movement
through the lipid bilayer, and a connected
F1 component in the mitochondrial ma-
trix where the ATP is made (Fig. 7). The
FO subcomplex comprises a ring of 10 to
14 identical hydrophobic proteins called
subunit c. This ring is attached to a sta-
tor arm that links together the FO and F1

subcomplexes. As a proton passes through
the membrane, it forces the rotation of
FO relative to the stator arm, with the
concomitant rotation of a second protein
subunit, γ . The γ subunit is attached at
its base to FO; the remainder of the pro-
tein is inserted into the center of the F1

complex, which comprises 3 α and 3 β

subunits arranged alternately like the seg-
ments of an orange. This assembly of 3
α and 3 β subunits is held in place by
the stator arm, so proton movement drives

the rotation of FO and the γ subunit rel-
ative to F1. The rotation of the γ subunit
against the α and β subunits forces the
three catalytic sites at the interfaces of the
α and β subunits to change shape, with
each site switching between three confor-
mations that alternately bind ADP and Pi,
synthesize ATP, and finally release ATP.
The �p is used to drive the rotation of
the γ subunit relative to the α and β

subunits at about 50 to 100 Hz in vivo;
thus, �p is converted to mechanical en-
ergy and then back to chemical energy in
the displacement from equilibrium of the
ATP hydrolysis reaction. Each complete
rotation of the γ subunit within the ATP
synthase enables the synthesis of three
ATP molecules. This is associated with the
complete rotation of FO. It is likely that the
number of protons translocated for each
complete FO rotation equals the number
of c subunits; since there are thought to be
at least 10 subunit c components in mam-
mals, this suggests that 3.3 or more H+
are transported per ATP synthesized. How-
ever, direct measurement of the number
of H+ translocated per ATP synthesized
puts the ratio at about 3.

The ATP synthase makes ATP in the
mitochondrial matrix, but, as most ATP
is consumed in the cytoplasm, ATP must
be exported from the mitochondrion. In
addition, Pi and ADP must be imported
into mitochondria from the cytoplasm.
Much of the anion transport across the
mitochondrial inner membrane is accom-
plished by a family of carriers of about
30 to 35 kDa. Among these are the ade-
nine nucleotide translocator (ANT) and
the phosphate carrier (Fig. 5). The ANT
catalyzes exchange of ATP4− in the mi-
tochondrial matrix with ADP3− in the
cytoplasm, hence transport involves the
net movement of a positive charge into the
mitochondrion, and ATP export and ADP
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Fig. 7 The mitochondrial ATP synthase. To synthesize ATP, the ATP synthase
harnesses the energy stored in the �p across the mitochondrial inner membrane.
Protons move down their electrochemical gradient from the intermembrane space
via the ring of c subunits (FO subcomplex) embedded in the membrane, catalyzing
the rotation of both the FO subcomplex and the neighboring γ subunit (part of the
F1 subcomplex). Rotation of the γ subunit relative to the static α3β3 subunits
(held in place by the stator arm) alters the shape of the three catalytic sites at
interfaces between α and β subunits, promoting sequential ADP and Pi binding,
ATP synthesis, and finally the release of ATP from the enzyme.

import is driven by the membrane po-
tential component of �p. A consequence
of this is a higher ATP/ADP ratio in
the cytoplasm than in the mitochondrial
matrix. So, the displacement from equi-
librium of the ATP hydrolysis reaction
is driven by �p acting through both the

ATP synthase and the ANT. The phos-
phate carrier takes up the Pi required for
ATP synthesis in electroneutral symport
with a proton; hence, Pi uptake is driven
by the �pH component of �p. In sum,
the import of ADP and Pi and the export
of ATP is associated with the movement
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of one proton through the mitochondrial
inner membrane. So, if it takes approx-
imately three protons to synthesize an
ATP molecule in the matrix, it takes
about four protons to synthesize ATP in
the cytoplasm.

A final consideration is the number
of oxygen atoms that must be con-
sumed to synthesize an ATP molecule
and export it to the cytoplasm. As
the oxidation of NADH or FADH2

pumps 10 and 6 protons respectively,
the theoretical P/O ratios are 10/4
for NADH and 6/4 for FADH2. The
true values will be less because of
inefficiencies such as leakage of pro-
tons through the mitochondrial in-
ner membrane.

3.4
Respiratory Control and Uncoupling

As mitochondria make ATP, they con-
sume �p, enabling them to sense and
respond to the rate of ATP consumption.
ATP hydrolysis increases the ADP concen-
tration, thereby elevating the rate of ATP
synthesis. Greater ATP synthase activity
involves the consumption of �p, which
is then matched by a rise in respiration
rate, as the respiratory chain responds
to the decreased �p by increasing elec-
tron flow and proton pumping to maintain
�p. This phenomenon is known as respi-
ratory control and enables mitochondria
to match ATP synthesis to ATP con-
sumption, maintaining the displacement
from equilibrium of the ATP hydroly-
sis reaction under conditions of variable
ATP demands.

The link between respiration rate and
�p is also indicated by the phenomenon
of uncoupling. To maintain �p, the
mitochondrial inner membrane is rela-
tively impermeable to protons. Uncouplers

counteract this by making the inner mem-
brane permeable to protons. Uncouplers
are typically lipophilic weak acids in which
the conjugate base is also lipophilic. An
example is 2,4-dinitrophenol (DNP; Fig. 5)
where the charge on the phenolate an-
ion is delocalized and, consequently, both
the anion and its conjugate acid are lipid
soluble. This enables DNP to partition
into the phospholipid bilayer of the mi-
tochondrial inner membrane, where it
can shuttle across the membrane, pick-
ing up a proton on the intermembrane
space side and depositing it in the ma-
trix. Thus, uncouplers catalyze proton
movement through the lipid bilayer; in
the presence of an uncoupler, the mito-
chondrial inner membrane is effectively
permeant to protons and consequently
cannot maintain a �p. In response, the
mitochondria respire rapidly to pump out
protons in a vain attempt to maintain a
�p, which is instead rapidly dissipated as
heat (Fig. 8).

3.5
Alternative Uses of the Protonmotive Force

While the principal function of �p is the
synthesis and export of ATP from the mito-
chondrion, there are other processes that
exploit �p to carry out work. These in-
clude metabolite transporters that catalyze
movement across the mitochondrial inner
membrane by coupling to charge or pro-
ton translocation (analogous to ADP/ATP
antiport and Pi transport). The movement
of calcium across the mitochondrial in-
ner membrane is also driven by �p.
There is a calcium uniporter in the mi-
tochondrial inner membrane that enables
calcium uptake into mitochondria. As only
the calcium dication is translocated, up-
take is driven solely by the membrane
potential. In addition, there is a separate
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Fig. 8 Alternative fates of �p. While the major function of the �p is to
generate ATP, proton movement down the electrochemical potential
gradient across the mitochondrial inner membrane can be coupled to
other activities. Such �p-dependent processes include the action of the
transhydrogenase (TH), which exploits �p to drive reduction of NADP+
to NADPH, at the expense of NADH; thermogenesis in brown adipose
tissue by uncoupling protein 1 (UCP1), which dissipates the �p as heat
by increasing the proton permeance of the inner membrane; the activity
of an Na+-H+ antiporter and Ca2+ uniporter, which (in concert with a
2Na+/Ca2+ antiporter) exploit the �pH and �ψ components of the �p,
respectively, to catalyze mitochondrial uptake of calcium ions; and the
transport of a number of other metabolites.

exchange activity involving electroneutral
exchange of Ca2+ for 2H+ or 2Na+. In
conjunction with the Ca2+ uniporter, this
exchange can lead to the continual cycling
of calcium across the mitochondrial inner
membrane as cytosolic calcium increases.
The overall effect is that increased cyto-
plasmic calcium concentration leads to a
proportionate increase in calcium concen-
tration in the mitochondrial matrix. As
changes in cytosolic calcium are impor-
tant signals that activate various aspects
of metabolism, this mechanism enables
such signals to be relayed to the mito-
chondrial matrix. The changes in matrix
calcium activate dehydrogenases, thereby

increasing electron supply to the respira-
tory chain and elevating ATP synthesis.
The reason for this is thought to be that
calcium signals are often associated with
increased ATP turnover; �p-dependent
Ca2+ uptake enables mitochondria to up-
regulate ATP synthesis to match this
increased demand.

A further use of �p is in thermoge-
nesis by brown adipose tissue. Under
certain conditions, mitochondria can be-
come uncoupled; that is, the energy stored
in �p can be dissipated as heat by pro-
viding a pathway for protons to flow back
through the inner membrane to the ma-
trix without carrying out work. Certain
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molecules, such as DNP, can act as un-
couplers and dissipate �p as heat (Fig. 5).
Indeed, historically, DNP was used as a
slimming agent as it led to the rapid
breakdown of fat stores. Physiologically
regulated uncoupling is used by mitochon-
dria in brown adipose tissue mitochondria
to generate heat. Mitochondria in brown
adipose tissue contain uncoupling protein
1 (UCP1), which catalyzes proton move-
ment through the mitochondrial inner
membrane. When this protein is acti-
vated, it partially uncouples mitochondria,
increasing the rate of respiration such
that the fat stored in brown adipose tis-
sue is broken down and oxidized by the
mitochondria. However, instead of the en-
ergy in �p being used to make ATP, it
is instead dissipated as heat. This activ-
ity enables brown adipose tissue to be
a site of nonshivering thermogenesis in
neonates and in small mammals exposed
to the cold.

A final example of the use of �p
is the transhydrogenase (TH) enzyme
in the mitochondrial inner membrane.
Within the mitochondrial matrix, the
NADH/NAD+ ratio is about 0.1 to 0.2,
while that of the NADPH/NADP+ cou-
ple is approximately 99% reduced. This
is thought to be because NADPH is
required to maintain the mitochondrial
glutathione pool and thioredoxin in a re-
duced state, through NADPH-dependent
glutathione reductase and thioredoxin
reductase. A reduced glutathione pool
and reduced thioredoxin are important
in protecting mitochondria from oxida-
tive damage. One of the ways the high
NADPH/NADP+ ratio is maintained is
through the transhydrogenase, which cou-
ples proton movement down the �p
gradient to drive electrons from NADH to
NADP+ and thus maintains the disparity
in redox states.

4
Overview of the Metabolic Basis of Cellular
Energetics

A central feature of cellular bioenergetics
is the displacement from equilibrium of
the ATP hydrolysis reaction. This displace-
ment is at the heart of metabolism where
it acts as a coupling reaction between
catabolism and anabolic or work reac-
tions. While there is continual turnover
of ATP, the energy stored in this displace-
ment from equilibrium is usually held at
about −50 kJ.mol−1 through the expendi-
ture of energy from fat, carbohydrate, or
protein. As these molecules are broken
down, the chemical energy is converted
to redox potential energy in the reduced
electron carriers NADH and FADH2. This
redox potential energy is gradually released
as electrons pass through the mitochon-
drial respiratory chain and is conserved
at three regions in the respiratory chain
by pumping protons across the mito-
chondrial inner membrane. This builds
up a �p that is then used to drive the
synthesis of ATP in the mitochondrion
and its subsequent transport to the cy-
tosol. Thus, there is a linked series of
energy conversions, from chemical en-
ergy to redox energy and protonmotive
force, followed by a return to chemical en-
ergy, which is stored in the displacement
from equilibrium of the ATP hydrolysis
reaction. These energy interconversions
allow ATP to drive the many otherwise
unfavorable reactions that are necessary
for life.

See also Adipocytes; Intracellular
Fatty Acid Binding Proteins in
Metabolic Regulation; Oncology,
Molecular.
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Chromatography
A range of methods designed to separate the molecular components of a complex
mixture on the basis of their physical properties.

Mass Spectrometry
An analytical chemistry technique that can be used to identify molecules by
fragmenting them into ions, which are then separated on the basis of mass.

Nuclear Magnetic Resonance
The context-dependent resonance of various atomic nuclei (such as the hydrogen
nucleus) when placed in a magnetic field, which can be used to obtain structural
information about the molecular components of a solution.

Regression Modeling
Mathematical methods designed to predict one (or more) variables from the values of
many other measured variables.

� Metabonomics is the study of systemic biochemical profiles and regulation of
function in whole organisms by analyzing biofluids and tissues. Like genomics (the
study of the complete repertoire of genes in an organism) and proteomics (the
study of the protein complement of a tissue or cell), metabonomics can provide
a holistic overview of the current physiological status of an organism, and its
response to external stressors. Here we review the technological approaches to
generating metabolic profiles, highlighting the advantages and disadvantages of
each methodology, as well as the various strategies for extracting useful conclusions
from the very large datasets that can be generated by such profiling. Metabonomics
can be applied to a wide range of biological applications, including predictive
toxicology, probing the physiology of disease both in animal models and in man,
and to make clinically useful diagnoses of disease. With examples of each of
these applications, we illustrate the potential of metabonomics to contribute to
our understanding of complex biological systems in a post-genomic era where we
understand many of the components of living systems, but few of their dynamic
interactions.
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1
What is Metabonomics?

The suffix ‘‘omics’’ is now routinely ap-
plied in many fields to the holistic study
of an entire system, as opposed to a
reductionist description of each of its
parts independently. Thus, metabonomics
is the name given to the holistic study
of metabolic systems in living organ-
isms. In principle, a metabolic profile
is therefore a simple list of all the low
molecular weight metabolites (such as
sugars, amino acids, and lipids) present
in a biological system, together with the
concentration of each metabolite present
(the generation of such profiles is one of
the definitions in use for metabolomics).
Clearly, such a profile is analogous to a
genomic profile (a list of all the genes
composing an organism, perhaps with
their levels of expression also) or a pro-
teomic profile (a list of the proteins in
an organism).

Like genomics and proteomics, how-
ever, metabonomics is also much more
than a simple list. The metabolic profile
of a particular biological sample is just a
snapshot of a complex, dynamic network
that reflects the physiological activity of
the organism. Enzymes are rapidly inter-
converting metabolites; new compounds
are being absorbed from the environment;
waste products are being excreted. The sci-
ence of metabonomics, therefore, is not
only about capturing metabolic profiles
(described in Sect. 2 below) but also about
extracting an understanding of the under-
lying biological system from the resulting
dataset (described in Sect. 3). In particu-
lar, metabonomics is a global metabolic
regulation approach based on understand-
ing complex system behavior, designed to
reveal the response of an organism to an
external stressor or stimulus.

The relationship between metabonomics
and other systems biology disciplines is
illustrated in Fig. 1. Genetic information
(coupled with the pre-existing levels of
various other proteins) is the major deter-
minant of the mRNA (or transcriptomic)
profile, which in turn is a key determi-
nant of the proteomic profile. Proteins
(in the form of enzymes) are an impor-
tant determinant of the metabolic profile,
which, in turn, feeds back to modulate
gene expression patterns. This ‘‘homeo-
static loop’’ is then modulated by external
inputs from the environment. The major
input of low molecular weight compounds
from the diet can have a significant effect
on the metabonomic profile, which sub-
sequently affects the gene expression and
protein profiles of the organism. Other
environmental factors can also affect the
metabolic profile (for example, the amount
of light determines the rate of vitamin D
formation), as well as directly altering gene
expression (the amount of exercise modu-
lates skeletal muscle gene expression and
ultimately protein content). This position
at the interface between genetic and envi-
ronmental determinants makes metabolic
profiling a uniquely powerful tool for prob-
ing the dynamic physiological status of
an organism.

Compared with genomic and proteomic
profiles, the metabonomic profile is also
more dynamic, reflecting the current
physiological status of the organism as well
as its future behavior. Polymorphisms,
in particular genes (a component of the
genomic profile), may allow the risk of
developing a disease to be estimated,
but they cannot determine whether the
organism is suffering from that disease at
a given point in time.

To properly understand the metabolic
network of a multicellular organism would
require continuous measurement of the
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Fig. 1 Relationship between the ‘‘omics.’’ Much of the variation in protein levels
(measured in proteomics) is due to variations in the expression of the mRNA
encoding that protein (measured in transcriptomics, a subset of genomics). In turn,
the variation in the levels of metabolites (measured in metabonomics) is determined
by the levels of various enzymes (proteins). Metabolites can then feedback and
regulate gene expression patterns, closing a ‘‘homeostatic loop.’’ The environment
interacts with this homeostatic loop primarily through the influence of diet on the
metabolic profile, although other environmental factors can also have a direct effect
on both metabolism and gene expression (for example, exposure to UV light directly
affects vitamin D3 levels, and exercise can affect gene expression patterns).

levels of all the metabolites present in all
of the cells and tissues that compose the
organism. Such an ‘‘ideal’’ metabolic pro-
file is unlikely to be practicable attainable
(at least in the near future). As a result,
practical metabonomics involves selection
of both a sample of the whole organism
(for example, a blood specimen) and a
time point (or series of time points) at
which to make the observations. Clearly,
the extent to which one can hope to under-
stand the metabolism of the organism as a
whole from a (potentially poorly represen-
tative) sample is unclear and care should
be taken in drawing broad conclusions

from limited measurements. Similarly,
available analytical chemistry techniques
(such as spectroscopy or chromatography)
do not allow accurate measurements of
the levels of every low molecular weight
compound present in a given biological
specimen. These practical limitations are
illustrated in Fig. 2.

Even with the current practical limita-
tions, metabonomics is a powerful new
tool for studying complex biological sys-
tems. It has already been used successfully
to monitor the physiological response to
xenobiotics (such as new pharmaceuti-
cals under development), and its use in
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Model

Prediction

Complex
data vector

Biological
specimen

* Blood fractions (serum/plasma)

* Urine

* Cells or tissue

Analysis method

* NMR spectroscopy

* LC/MS

* Nanosensors

Processing

* Digitisation, binning, wavelets

* Filters (OSC, variable selection)

Interpretation

* Projection methods (PCA, PLS)

* Conventional LDA

* Genetic computing

Fig. 2 A generic ‘‘omics’’ experiment. The aim
of ‘‘omics’’ biology is to make measurements on
individuals and then deduce predictive rules
about the organism. In order to go from
individual observations to a prediction, various
steps must be followed: a sample must be taken
on which many measurements are made to
generate a complex data vector. Various

mathematical modeling tools are then used to
build a regression model which can be used to
make a prediction that can be validated.
Examples of each step in a typical
metabonomics experiment are shown in the left
panel. Various assumptions made at each step
are listed in the right panel.

toxicology is increasing. Metabonomics
can also be used to diagnose the pres-
ence of diseases, both for those where
in-born errors of metabolism are re-
sponsible for the symptoms, and also
in diseases where metabolic disregula-
tion is less obviously involved in the
pathogenesis of the disease. Using a
metabolic profile to diagnose disease is
not just useful in the clinic: it can
also provide important new information
about the physiological processes that
are misregulated in the disease, which
might ultimately assist in the search for
new treatments.

The ‘‘homeostatic loop’’ illustrated in
Fig. 1 also emphasizes the importance
of integrating the genetic, protein, and
metabolic profiles if we are to maximize
our understanding of the organism. The
boundaries between the ‘‘omics’’ repre-
sent technical limits in our methodolo-
gies for making measurements rather
than being any useful dividing line be-
tween the applications of the informa-
tion that has been generated. Fortu-
nately, the profiles generated can be
merged (at least in principle, although
the bioinformatics challenges in doing
so are significant) yielding a composite
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(or ‘‘multi-omics’’) profile of the organ-
ism. Any question partially addressed by
the separate genomic, proteomic, and
metabonomic profiles will likely be more
fully answered through the careful con-
struction and analysis of such ‘‘multi-
omics’’ profiles.

2
Methods for Generating a Metabonomic
Profile

2.1
Criteria for Judging Metabonomic Profiling
Methods

A range of different analytical chemistry
approaches have been used to gener-
ate metabonomic profiles. Unfortunately,
none of the profiles generated even ap-
proximate to the ‘‘ideal’’ profile, and
it is necessary to make an informed
choice of analytical tool depending on
various trade offs. There are three im-
portant criteria that contribute to the
‘‘ideal’’ profile:

1. Completeness. If we assume that the
‘‘ideal’’ profile consists of a list of
all the different low molecular weight
compounds present in a biological
sample, then any profiling method
can be judged on the fraction of
all the metabolites present that con-
tribute to the profile. In absolute
terms, this can be difficult to as-
sess, since without a ‘‘gold standard’’
complete profile it is impossible to
know what components have been
missed. In practice, however, apply-
ing multiple analytical approaches to
the same sample soon throws up ex-
amples of components missed by the
other techniques.

Two factors contribute to the complete-
ness of a profile. Firstly, the general
sensitivity limit of the technique sets the
threshold below which no components
are detected. While an ‘‘ideal’’ pro-
file would include even components
present as just a single molecule, practi-
cality suggests that components present
at such low levels are unlikely to have
a biologically significant effect, and
that a profile with sensitivity thresh-
old in the pM or nM range would
be adequate for all but the most de-
manding applications. Unfortunately,
several techniques are more insensitive
still, and will miss components that are
biologically relevant. It is worth not-
ing, however, that sensitivity can be
a double-edged sword – many of the
low abundance metabolic components
are derived from symbiotic or xenobi-
otic organisms (such as gut microflora)
not directly related to mammalian
metabolism. It is unclear whether gath-
ering such enlarged metabolic datasets
using highly sensitive analytical ap-
proaches is useful – indeed, it may
simply make the task of extracting
a meaningful picture from the re-
sulting dataset more difficult (see
Sect. 3).
The second factor is the invisibility of
particular compounds, or more likely
classes of compounds, to a particu-
lar analytical technique. An obvious
example would be the inability of non-
volatile components to contribute to a
gas chromatograph. Less obvious might
be the inability of a technique to sep-
arate or distinguish components with
closely related structures, such that
a single ‘‘entry’’ in the profile is in
fact a composite measure of two or
more compounds.
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2. Bias. The ‘‘ideal’’ profile is not merely
a list of the components present in
the sample but also an indicator of
the relative amounts of each com-
ponent. Thus, if certain components
are more readily detected than oth-
ers (on a molar basis) the analytical
technique will display a bias, suggest-
ing some components are present at
relatively higher levels than they actu-
ally are.

3. Cost. The resource implications of any
data-gathering exercise must be prop-
erly considered as part of the sci-
entific experimental design. This is
particularly true of any nonselective,
high data density ‘‘omics’’ experiment,
where the amount of understanding
about the system which is ultimately
gained will likely depend on how
many different (that is, uncorrelated)
components of the system are ana-
lyzed, rather than whether any par-
ticular class of components (be it
metabolites, proteins or genes) has
been exhaustively investigated. Conse-
quently, the resource implications of
selecting any given analytical method-
ology rightly forms a part of the
experimental design: does the addi-
tional information gained by adding
a particular technique to the portfo-
lio of analyses to be performed on a
given sample add sufficient uncorre-
lated variables to justify the resources
employed, or could the same resources
generate more uncorrelated informa-
tion through application of a differ-
ent technique?

No technique currently available is com-
plete, unbiased, and inexpensive, but each
has certain advantages for particular ap-
plications. Application of multiple tech-
niques to the same sample may improve

completeness and reduce bias, but only at
increased resource implication.

2.2
Nuclear Magnetic Resonance (NMR)
Spectroscopy

NMR (nuclear magnetic resonance) spec-
troscopy has been widely used to gener-
ate metabonomic profiles, particularly of
serum and urine samples. The primary
advantages of NMR spectroscopy are the
intrinsic reproducibility of the generated
spectrum and the complete lack of bias.
Across the information-dense region of
the spectrum the coefficient of variation
between replicate measures made on dif-
ferent days is below 1%. Reproducibility of
this nature allows even small differences
between profiles to be interpreted as signif-
icant, increasing the power of the exper-
iment, particularly when relatively small
numbers of profiles are being compared.

The NMR spectrum depends on the
context-dependent resonance of hydrogen
nuclei within the various molecules that
compose the biological sample. As a result,
any molecular structure containing at least
one hydrogen nucleus is in principle
represented within the spectrum. Since all
biological molecules fall into this category,
essentially every metabolite can contribute
to an NMR-derived metabonomic profile.
Furthermore, the intensity of the signal
due to each hydrogen nucleus is of the
same strength irrespective of its molecular
context. Consequently, there is absolutely
no bias in the estimated relative amounts
of each of the metabolites detected.

Despite this lack of bias, NMR spec-
troscopy cannot be considered to generate
a complete metabonomic profile because
of the inherent insensitivity of the ap-
proach. Although the high reproducibility
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allows even very small peaks to be distin-
guished from baseline noise, these peaks
still represent relatively abundant molecu-
lar components of the sample. Although
the absolute sensitivity cutoff varies de-
pending on the particular implementation
of the technique (for example, the use
of cryoprobes significantly improves the
sensitivity with nanogram quantities of
compounds detected), nevertheless, very
low abundance molecules are difficult to
detect. Since many biological molecules
of importance (such as vitamins and sig-
naling molecules like prostaglandins or
cyclicAMP) rarely achieve concentrations
above the nM range, they are effec-
tively absent from NMR-derived metabo-
nomic datasets.

Although NMR spectroscopy is the tool
of choice for most chemical structure de-
termination problems, it also struggles
to distinguish certain classes of closely
related molecular structures. For exam-
ple, it is difficult to study complex mix-
tures of fatty acids of different chain
lengths by NMR spectroscopy, because
the signals from the different molecular
structures are overlaid in the resulting
spectrum. Although ever more complex
NMR-based approaches have been devised
to aid separation and unique identifica-
tion of given molecular structures (such
as 2D-TOCSY or various heteronuclear
NMR approaches), these approaches are
resource intensive and may still be less
informative than mass spectrometry for
certain molecular classes.

2.3
Chromatography and Mass Spectroscopy
(LC-MS and GC-MS)

Chromatography followed by mass spec-
trometry is the other major analytical
tool that has been used to generate

metabonomic profiles. Both liquid chro-
matography (LC) and gas chromatography
(GC) have been used. GC may offer su-
perior resolving power, at least for certain
classes of molecules, but it is limited by
the lack of volatility of many metabolites.
Although this can be overcome to some ex-
tent by covalent modification of the sample
prior to chromatography, a range of impor-
tant metabolites still fail to enter the gas
phase and hence do not contribute to the
resulting metabonomic profile. As a result,
the effective size limit for GC-MS is about
700 Da, whereas much larger molecules
can contribute to the NMR-, and to some
extent, to the LC-MS-derived profiles.

The major advantage of GC-MS and LC-
MS is the sensitivity of the technique,
which can detect component compounds
down to the likely limit of biological rele-
vance (and, indeed, may be too sensitive
in some cases, populating the metabolic
dataset with large numbers of minor con-
taminants of the sample, which are not
the products of mammalian metabolism).
As a result, components such as vitamins
and signaling intermediates, which were
invisible to the NMR spectrometer, now
contribute to the GC-MS-derived metabo-
nomic profile.

The combination of chromatography
and mass spectroscopy (MS) can also
allow unambiguous assignment of struc-
ture to the components of the biological
sample in a way that is difficult, though
not impossible, with NMR spectroscopy.
Comparison of fragmentation patterns
with databases, allows deconvolution of
peaks with overlapping retention times,
and as many as 1000 different molec-
ular components to be unambiguously
identified from a single complex biolog-
ical fluid. This is particularly true when
comparing different members of the same
homologous series (such as fatty acids of
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different chain lengths). However, LC-MS
and GC-MS usually poorly resolve struc-
tural isomers that are readily distinguished
by NMR spectroscopy. It is also important
to note that, unlike NMR spectroscopy,
mass spectrometry cannot be used to ob-
tain the structure of unknown components
contributing the profile – if the fragmen-
tation pattern is not among the database
of ‘‘known’’ metabolites, no assignment
is possible.

Furthermore, MS-based detection is
inherently biased: some molecules do
not ionize, or only ionize poorly, under
any given set of conditions and as a
result are either completely invisible or
detected only weakly. Consequently, an
MS-derived metabonomic profile may be
highly biased, and little information can
be gained from the relative signals due
to different components in the biological
sample. However, it is still possible to
compare the levels of the same component
across different samples in a reliable and
reproducible way. Again, variations in the
implementation of the technique (such as
using both positive and negative ionization
modes and varying the cone voltage)
can alleviate, though not eliminate, this
problem at the cost of increased resource
implication.

2.4
Nanosensors

More recently, it has become clear that
various designs of the nanosensor can
also be applied to generating metabonomic
profiles. Nanosensors coated with various
hydrophobic coatings adsorb a wide range
of metabolites differentially, allowing a
profile to be generated that is related
in a complex fashion to the molecular
composition of the fluid under study.
Although to date, no metabonomic profile

that has been generated using nanosensor
technology has been reported in the
scientific literature, it seems likely that
such datasets will appear imminently.

Nanosensor-derived metabonomic pro-
files will presumably have the advantage
of low cost (being rapid and high through-
put, and not requiring capital intensive
reading equipment). However, the com-
plex nature of the relationship between
the resulting data vector and the molecu-
lar composition of the sample will likely
preclude any straightforward listing of
the component molecules or estimation
of the relative amounts. Such a pro-
file will be neither substantially complete
nor unbiased.

Yet, at least for clinical diagnostic ap-
plications, such profiles are not without
utility. Although it may be difficult (or in-
deed impossible) to understand precisely
which molecular components contribute
to the systematic difference in profiles
between two groups of interest (such as
diseased individuals versus healthy indi-
viduals), nevertheless, the very presence of
a systematic difference may be diagnosti-
cally useful.

2.5
Other Approaches

Many other analytical chemistry tech-
niques can be applied to complex biological
fluids to generate a metabonomic profile,
although (like nanosensors) such profiles
cannot usually be translated into a list
of molecular components with associated
relative concentrations. For example, in-
frared spectroscopy provides a low-cost
approach to generating a metabonomic
profile, which may be useful in some
circumstances. It may be possible, de-
pending on the nature of the biological



196 Metabonomics and Metabolomics

sample and the particular molecular com-
ponents of interest, to generate a limited
list of molecular components from an in-
frared spectrum.

Ultimately, however, the utility of a
metabonomic profile obtained with any
given technique depends on the applica-
tion. Many studies (particularly aimed at
diagnostic applications) may not require
the immense structural detail that can
be generated using the resource-intensive
NMR and MS techniques. Equally, at-
tempts to identify biomarkers associated
with a particular phenotype will re-
quire a metabonomic profile that more
nearly corresponds to the theoretical
‘‘ideal’’ profile. There remains, therefore,
a considerable amount of trial and er-
ror in the selection of the analytical
toolkit best suited to answering a partic-
ular question.

3
Methods for Interpreting Metabolic Profiles

3.1
The Problems of Interrogating Very Large
Datasets

Much of the power of the metabonomic
approach stems from the generation of
very large datasets, which are essentially
unselected in terms of the contributing
components (that is, there was no pre-
existing hypothesis governing the selection
of variables to be measured). As a conse-
quence, special techniques are required to
handle the resulting datasets, since extract-
ing meaningful conclusions from datasets
with millions of datapoints is a daunt-
ing exercise.

The basic aim in interpreting a metabo-
nomic dataset is no different from any
conventional multivariate analysis. The

value of a dependent (or Y -) variable
is estimated from a collection of mea-
sured X -variables (Fig. 3). For example,
one might wish to estimate blood pressure
from a range of physiological (or metabo-
nomic) measures. While the Y -variable
to be estimated (or ‘‘modeled’’) may
be continuous (like blood pressure), it
may equally be a discrete classification
variable (which divides each observa-
tion into two or more groups, such as
the presence and absence of a particu-
lar disease).

The problems associated with analyzing
very large datasets are basically twofold.
Firstly, a metabonomic profile might
typically be composed of thousands of
datapoints for each individual, yet such a
profile may only have been generated from
a relatively small number of individuals
(tens or at most hundreds per group).
Such datasets are typically described as
‘‘short and fat,’’ having many more
variables than observations (illustrated in
Fig. 3). Analyzing such short and fat
datasets using conventional multivariate
statistics is dangerous, because it becomes
increasingly likely that you can construct
a model that correctly describes the
phenotypic classification of the individuals
by chance alone as the number of variables
exceeds the number of observations.

Secondly, many of the variables that
compose the metabolic profile may be
highly correlated with each other. This is
a particular problem with spectroscopic
data, where neighboring variables are in-
tegrals of a continuous spectrum, forcing
a relationship between nearby spectral re-
gions. Conventional statistical approaches
to multivariate analysis assume that all
the predictor variables are independent,
and the widespread colinearity of metabo-
nomic profile variables renders the con-
ventional multivariate models error prone.
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N

N

M Modelling

X

Y

Metabonomic profiles

Biological phenotype data

The objective of the model is to provide the
best estimate of the Y-matrix (or Y-variable
if M = 1), using the information contained in
the X-matrix

K

Fig. 3 The principle of regression modeling. The principle of regression
modeling is to predict a range of features about a complex system (such as a
biological organism) from a collection of unrelated measurements. In
metabonomics, this consists of predicting phenotype or behavior (a Y-matrix
of M features of N individuals) from a metabonomic dataset consisting of
K measured metabolic variables from the same N individuals. Unlike
conventional regression modeling, metabonomics datasets are typically
‘‘short and fat’’ with many more measurements per observation than
individuals (K � N). The Y-matrix to be predicted might be a single
continuous variable (M = 1), or even a categorical description (diseased or
healthy, for example), whereupon the modeling is usually termed a
discriminant analysis. Figure reproduced with permission from
www.graingerlab.org.

3.2
Conventional Statistical Approaches (LDA)

As noted above, a conventional multivari-
ate model (in which a dependent variable
(Y) is predicted from a matrix of indepen-
dent variables) is based on the assumption
that the number of X -variables is less than
the number of observations (n), and that all
the X -variables are uncorrelated. In most
experiments, a series of raw metabonomic
profiles violates both assumptions and as
a general rule conventional multivariate
statistics should not be applied to metabo-
nomic datasets.

However, various preprocessing steps
can convert the raw metabonomic dataset
into a form amenable to conventional
statistical analysis. For example, there ex-
ists a range of prefilter algorithms (see
Sect. 3.6 below) that allow the number

of X -variables to be substantially re-
duced, for example, by retaining only
those X -variables that are most signif-
icantly correlated with the dependent
variable Y . Such variable-selection algo-
rithms may also incorporate rules to
eliminate intercorrelated X -variables. Af-
ter variable selection, the resulting dataset
can be analyzed by conventional multivari-
ate statistics, such as linear discriminant
analysis (LDA).

Although such variable-selection ap-
proaches circumvent the limitations of
conventional multivariate statistics, they
can limit the power of the analysis to iden-
tify associations between the X-matrix and
the dependent Y -variable, since much of
the information in the X-matrix has been
discarded. In general, therefore, the other
approaches below (which have been devel-
oped specifically for the analysis of very
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large, or megavariate, datasets) tend to be
more powerful.

3.3
Projection Methods (PCA and PLS)

Instead of selecting a subset of vari-
ables from the X-matrix, it is possible
instead to combine the X -variables in lin-
ear combinations to generate a smaller
number of composite variables. This ap-
proach (termed projection) deals effectively
with both of the limitations to megavariate
analysis: variable number is reduced, and
intercorrelation is minimized.

The principle of projection is illustrated
in Fig. 4. Here, a complex 3-dimensional
object is represented by a simpler
2-dimensional shadow. In the left panel,
the axis of projection is chosen such that
the 2-D shadow poorly retains the infor-
mation of the original object, whereas
in the right panel the optimum projec-
tion is chosen, which retains most of
the information encoded in the original
3-D object. The mathematical algorithms
that underlie projection methods such as
principal component analysis (PCA) or
projection to latent structures using par-
tial least squares (PLS) work by selecting
the best projections. A major difference
between PCA and PLS is that PLS is
a supervised method, which means that

the dependent Y -variable is used in the
process of locating the best projection
of the data. Application of these algo-
rithms to high-dimensional datasets (such
as metabonomic profiles) can yield just
a handful of composite variables (princi-
pal components), which are simple lin-
ear combinations of the original matrix
of X -variables. Unlike simpler variable-
selection techniques, projection retains as
much as possible of the information in the
original X-matrix, while reducing the di-
mensionality of the dataset to manageable
proportions.

One potential problem with projection
methods is overfitting the model. With a
sufficiently large number of X -variables, it
will always be possible to generate combi-
nations of the X -variables that predict the
dependent variable very well. As a result,
it is essential to include a robust external
model validation step in the analysis pro-
tocol. One example of a useful validation
step is scrambling the dependent variable
and demonstrating that the X-matrix pre-
dicts the real dependent variable better
than the scrambled variable. An alternative
approach is to use the generated model to
make predictions about an external dataset
not used during model generation. Ex-
haustive validation is essential for models
built using supervised techniques, such as
PLS, where the dependent variable was

(a) (b)

Fig. 4 The principle of projection. A complex
high-dimensional object can be represented by a
simpler, lower-dimensional model by projection.
This is illustrated by the 2-D shadow of 3-D object
such as key. However, depending on the particular
projection selected, the 2-D model may be poorly
representative of the original 3-D object (panel A).
The aim of projection modeling tools such as PCA
or PLS is to select the optimum lower-dimensional
representation of the original complex object (right
panel). Figure reproduced with permission from
www.graingerlab.org.
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used during the construction of the prin-
cipal components.

3.4
Genetic Computing

Another approach to building models that
optimally describe a dependent Y -variable
from a very large X-matrix is to gener-
ate a large pool of random models (that
are linear or nonlinear combinations of
the X -variables), a few of which will be
acceptable but most of which will be
poor, and then apply an evolutionary algo-
rithm to recombine the models and select
for improved description of the depen-
dent variable. The evolution is continued
through a number of generations, and
models can emerge that explain a good pro-
portion of the variation in the Y -variable.

This approach can offer a number of
advantages over projection-based meth-
ods. In particular, the ability to easily
include rules that combine X -variables in
nonlinear ways can be useful when mod-
eling biological systems that have inherent
nonlinearities. Another advantage of the
evolved models is that they are generally
easier to interpret than the optimized pro-
jection models. Combinations of simple
rules can be more intuitively obvious than
lists of principal components

One disadvantage of genetic computing
approaches, however, can be ‘‘premature
convergence’’ whereby the pool of models
undergoing evolution rapidly converges on
a local maximum of fitness and poorly
explores the entire model space. Improve-
ments are continually being made to the
basic genetic computing algorithms, and
recent advances such as multiobjective fit-
ness functions can alleviate the premature
convergence problem.

3.5
Other Approaches

The explosion of high data density ana-
lytical techniques in genomics and pro-
teomics, as well as metabonomics, has
stimulated the development and refine-
ment of a wide range of other bioinfor-
matics tools to assist in the interpreta-
tion of very large datasets. Hierarchical
cluster analysis (HCA) is particularly pop-
ular for the analysis of gene expression
datasets, but it is considerably less pow-
erful than both projection methods and
genetic computing algorithms, while of-
fering few advantages. As a result, HCA
has not been extensively used to interpret
metabonomic datasets.

Another approach, which has been used
in metabonomics, is neural network anal-
ysis. The neural net is set up with the
X -variables as inputs and the dependent
Y -variable as output, with a network of
nodes in between. The mathematical func-
tion applied at each node is then iteratively
varied during a learning phase to optimize
the successful prediction of the Y -variable.
Neural nets can be useful for performing
discriminant analysis (that is, classifying
observations into two or three groups on
the basis of their X-matrix values) and
hence used for clinical diagnostic pur-
poses, but the models they generate are
inherently difficult to interpret, because
a large number of structurally different
models can yield almost identical predic-
tive power.

3.6
Data Preprocessing and Data Filters

Model building with very large datasets
may be best performed in two or even
more steps. Rather than directly applying
one or more of the model building tools
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described above to the raw X-matrix, it
may be more powerful to perform a
preprocessing step first. In fact, as with
the model building tools themselves, the
object of most of the preprocessing steps
is to reduce dimensionality. However,
empirical observation suggests that more
powerful models can be generated if the
dimensionality is reduced in stepwise
fashion, perhaps using more than one tool,
rather than in a single leap.

Consequently, the most straightforward
preprocessing step would be to apply
one of the model building tools twice in
succession. For example, with projection
methods, it is possible (and sometimes
useful) to perform an initial principal
component analysis reducing the dimen-
sionality of the raw X-matrix from, say
8096 variables to tens or hundreds of
principal components, and then treat the
resulting matrix of principal components
as the X-matrix for a second round of
PCA to reduce the dimensionality down
to two or three components, which can
be more readily interpreted. The extent to
which such hierarchical PCA improves the
model compared with application of a sin-
gle round of PCA depends very much on
the particular data structure.

When dealing with metabonomic pro-
files derived from continuous spectra
(such as an NMR spectrum), the neigh-
boring variables (derived from integration
of contiguous regions of the spectrum) can
be very highly correlated. The shorter the
interval along the abscissa that composes
each variable, the higher is the degree of
local intercorrelation. This can be reduced
by integrating over wider intervals (or by
averaging neighboring integrals, a process
termed binning). This effectively reduces
the dimensionality of the spectral data,
while retaining much of the important
information encoded in the spectrum.

Binning relies on the fact that the most
highly intercorrelated variables are related
to each other by their position along the
abscissa in linear fashion. This may not
be true for all types of data; in some
cases, the most intercorrelated variables
may fall cyclically (for example, in the un-
transformed free-induction decay signal
from an NMR spectrometer). For analyz-
ing such datasets, wavelet transformation,
rather than binning, will provide the most
efficient dimensionality reduction prior to
model construction.

Finally, noise filters can be applied to
the dataset prior to model building, and
for NMR-derived metabonomic datasets
this has been shown to significantly
improve the performance of projection-
based modeling tools. Noise filters (such
as orthogonal signal correction; OSC)
aim to remove variation in the X-matrix,
which is uncorrelated with the dependent
Y -variable, simplifying the dataset for
subsequent modeling. It is important to
remember that noise filters like OSC
are therefore supervised methods, and
exhaustive validation of models built
on the filtered dataset will be required
irrespective of the nature of the modeling
tool subsequently used.

4
Applications of Metabonomics

4.1
Probing Normal Human Metabolism

The most obvious application for metabo-
nomics is to aid understanding of normal
human metabolism. It is possible to build
up a detailed picture of metabolic pathways
by taking a time series of metabolic pro-
files and constructing quantitative models
describing the metabolic flux through



Metabonomics and Metabolomics 201

various pathways. Although the properties
of key metabolic pathways (such as glycol-
ysis or tricarboxylic acid cycle) have been
extensively investigated for years, metabo-
nomics can still reveal important aspects
of metabolism, which had previously gone
unnoticed. In particular, the interaction
between endogenous metabolic pathways
and the products of symbiotic bacterial
metabolism have been extensively investi-
gated using metabonomics.

4.2
Probing the Pathophysiology of Human
Disease

Metabonomics is particularly powerful for
analyzing the metabolic changes associ-
ated with the development of a particular
disease state. By comparing metabonomic
profiles taken from diseased individuals
with profiles from healthy control individ-
uals, it is possible to identify the systematic
differences associated with the presence of
the disease. What remains challenging,
however, is determining which (if any) of
these metabolic changes are causes of the
disease pathology, as opposed to direct or
even indirect consequences of the disease
progression.

For example, metabonomics has been
used to investigate the metabolic changes
associated with the development of osteo-
porosis. Serum samples from women with
low bone mineral density and from healthy
control women were subjected to 1H-NMR
analysis, and the resultant profiles com-
pared using the projection method PLS-
DA following an OSC prefilter. One of
the most important metabolites responsi-
ble for the separation of the diseased and
healthy individuals was the amino acid pro-
line. Women with pathological low bone
mineral density had lower levels of pro-
line in their serum; an observation that

was later confirmed used conventional
biochemical assays. While this does not
prove that low serum proline is respon-
sible for the lower bone density, it is a
plausible hypothesis for further investiga-
tion: proline is a key constituent of the
collagen component of bone matrix, and
inadequate proline supplies for collagen
biosynthesis could represent an entirely
novel pathophysiological mechanism in
the development of osteoporosis.

4.3
Investigating and Validating Animal Models
of Disease

Animal models of human diseases are
important tools in scientific and pharma-
ceutical research and development. The
development of genetic manipulation tech-
niques has allowed good models of many
monogenic disorders (such as muscular
dystrophy) to be developed, confident in
the knowledge that the underlying cause
of the disease is similar in the animal as
in man. In contrast, for complex poly-
genic disorders such as atherosclerosis
or Alzheimer’s disease, it is unclear to
what extent any given animal model mim-
ics the molecular mechanisms underlying
disease susceptibility in man, even if the
phenotype of the animals faithfully mir-
rors the human disease.

Metabonomics offers an opportunity to
address this question. Metabolic profiles of
animal models can be compared directly
with the profiles from human sufferers,
allowing a comparison of the physiolog-
ical perturbations accompanying disease
development in the two species. Perhaps
more powerfully, it should be possible
to track the metabolic trajectory of both
animals and humans as the disease pro-
gresses, with similar trajectories increas-
ing the confidence in the likely validity
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of the model. Studies of this nature are
currently underway for a range of animal
models of disease, but to date none have
been published.

4.4
Clinical Diagnosis of Disease

In many senses, using metabonomics
to perform clinical diagnoses is more
straightforward than its application to
biomarker identification and pathophys-
iological analysis. Providing a clinically
useful diagnosis of a disease on the ba-
sis of a serum sample only requires the
identification of a robust metabolic signa-
ture that always accompanies the disease
and is rarely, if ever, present in healthy
control individuals. It is not necessary to
be able to identify any of the molecular
components contributing to the disease-
associated metabolic signature.

For example, projection analysis us-
ing PLS-DA of 1H-NMR-derived metabo-
nomic profiles of serum samples from
individuals with coronary artery disease
and healthy control individuals demon-
strated clear separation of the two groups.
After application of the OSC prefilter, it
was possible to predict the disease status
of individuals with at least 90% sensi-
tivity and specificity. This metabonomics
diagnostic test outperforms all existing
noninvasive tests for coronary heart dis-
ease by a considerable margin. Although
such a test is potentially useful in the
clinic (since, at present, the gold-standard
diagnostic test for heart disease is an
invasive angiography procedure that is ex-
pensive and carries a small risk to the
patient), it does not readily identify the
particular molecular species responsible
for separating the two groups. Much of the
discriminatory power of the test falls in
the region of the NMR spectrum due to

lipid components (unsurprisingly, given
our knowledge of the mechanisms un-
derlying heart disease) but NMR poorly
resolves these closely related lipid struc-
tures and considerable further work will
be required before the precise molecular
basis for the success of the test is known.

4.5
Selection of Subjects for Clinical Trials

At present, a substantial impediment to
the testing of new therapeutics for certain
diseases is the ability to identify poten-
tial sufferers ahead of time. For example,
to test a drug proposed to reduce the in-
cidence of myocardial infarction requires
the recruitment of subjects at high risk of
suffering a myocardial infarction during
the trial. Unfortunately, current methods
of identifying such subjects are poor, and
trials of this nature can require the study of
thousands of individuals for three years or
more to accumulate sufficient myocardial
infarction events for the impact of the drug
to be detectable. Although metabonomics-
based diagnostics have yet to be used in
such applications, it is likely that their
widespread adoption will rapidly follow the
first successful demonstration of such use.

4.6
Monitoring Efficacy of Therapeutic
Interventions

One of the most exciting applications of
megavariate diagnostics, whether based on
metabonomic, genomic, or proteomic pro-
files, is the prospect of personalized ther-
apeutic interventions. At present, many
drugs are used on broad swathes of the
population (for example, statins to lower
circulating LDL cholesterol) without any
clear indication as to whether they are
equally effective in all individuals. Pilot
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studies already indicate that it is possible
to predict the response of an individ-
ual to statin therapy from their metabo-
nomic profile measured prior to beginning
therapy. Such ‘‘pharmacometabonomics’’
could be extended to optimize the dose and
delivery route of a wide range of drugs for
each individual, with likely improvements
in the efficacy of treatment.

4.7
Toxicology

Perhaps the most mature application
of metabonomics is the application of
metabolic profiling to toxicology. By study-
ing the metabolic response to a range
of model toxins (with organ-specific tox-
icity), it has been possible to identify
metabolic signatures associated with dam-
age to a particular organ. Extensive studies
following the metabolic trajectory of an-
imals treated with these model toxins
have been published, although commer-
cial considerations mean that few studies
of clinically relevant pharmaceutical com-
positions have reached the public domain.

While metabonomics may help improve
the predictivity of animal toxicology stud-
ies (which are notoriously difficult to inter-
pret using conventional physiological and
histological end points), perhaps the most
exciting possibility is the use of metabo-
nomics to perform early stage toxicology
directly in man. Because of the sensitivity
of metabonomics to detect minute pertur-
bations in the metabolic signature, it may
be possible to get an indication of the mode
of toxicity of novel chemical entities given
in man at doses well below those at which
any irreversible damage might occur. The
ability to perform meaningful toxicology
in man should improve the safety of our
medications, and at the same time reduce

the number of promising pharmaceuti-
cal compounds dropped at a relatively late
stage in development because of adverse,
and possibly species-specific, side effects
observed in the animal models currently
used for toxicology.

4.8
Predicting Future Disease Risk

If a metabonomic profile can be used to di-
agnose the presence of an existing disease
(such as coronary heart disease or osteo-
porosis), there is no reason in principle
why it cannot be used to predict future
disease susceptibility in the same way that
genomic profiles are currently being used.
To provide a useful indicator of future
disease risk, there must be a component
of the dynamic metabolic profile that is
temporarily stable on a timescale of years
and that is variable between individuals.
We have already shown that such a stable
interperson variance component exists in
NMR-derived metabonomic profiles, and
it will be interesting to see to what ex-
tent this stable element of the metabolic
profile predicts the risk of a range of im-
portant diseases.

5
Future Prospects and Challenges

The discipline of metabonomics is ex-
panding rapidly. Although selection from
among the many combinations of analyti-
cal chemistry and mathematical modeling
approaches for any given applications
remains empirical, nevertheless, the num-
ber of metabonomics studies is growing
quickly. Successful examples of the use
of metabonomics to answer a broad ar-
ray of scientific and practical questions
are now plentiful in the literature (see
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Sect. 4), and application to an ever-broader
array of problems seems inevitable. In-
deed, it is hard to think of a problem
that would not be better addressed by a
combination of high data density ‘‘omics’’
approaches than by hypothesis-driven re-
ductionist experimentation. It seems that
only a deep-seated unease among much
of the scientific community for such ex-
ploratory, holistic approaches relegates
the typical metabonomics experiment to
‘‘second-class status’’ and hampers an
even more rapid expansion.

One of the challenges facing metabo-
nomics over the coming years, therefore,
is to better understand which of the
many experimental approaches is opti-
mum for a given use. Doing so will
likely require the careful analysis of a
single sample set by multiple different
analytical chemistry techniques, and then
each resulting dataset be interpreted us-
ing a range of mathematical modeling
tools. In this way, the comparative power
of the different approaches will begin
to emerge.

Another important challenge is the in-
tegration of metabonomics datasets with
the large profiles generated by other high
data density techniques such as genomics
or proteomics. In a sense, the division
of ‘‘omics’’ science along the lines of
the analytical techniques needed to make
the measurements is entirely arbitrary.
Ultimately, it should prove powerful to
combine the profiles obtained from mul-
tiple different measurement approaches
(whether gene expression, protein lev-
els, or metabolite profiles) into a single
‘‘multi-omics descriptor.’’ While there re-
mains considerable debate as to exactly
how this amalgamation should be per-
formed, it is widely acknowledged that
such a system-wide profile is likely to
prove more powerful than a metabonomic

or genomic profile alone for many appli-
cations. Only such a system-wide profile
can allow a complete understanding of
such a complex system as a biologi-
cal organism.

See also Adipocytes.
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Keywords

Cytochrome P-450
Refers to a family of heme monooxygenases, present in certain pseudomonads and
most mammalian cell types, that catalyze the oxidation of a wide variety of structurally
diverse compounds.

Electrophilic Catalysis
Refers to the electrostatic stabilization of a negative charge that develops in the
transition states of certain reactions.

Metalloprotease
An enzyme, typically containing Zn, that catalyzes the hydrolysis of peptide bonds.

Oxidase
An enzyme that catalyzes an oxidation using O2 as the electron acceptor; O atoms from
dioxygen are not incorporated into the product of the oxidation.

Oxygenase
An enzyme that catalyzes the reaction of O2 with an organic substrate in which oxygen
atoms (one in the case of monooxygenases; two in the case of dioxygenases) from
dioxygen are incorporated into the product.

Peroxidase
An enzyme that catalyzes the oxidation of an organic/inorganic substrate by
hydrogen peroxide.

Superoxide Dismutase
A metalloenzyme that catalyzes the disproportionation of superoxide, forming
hydrogen peroxide and O2.

Urease
A nickel enzyme that hydrolyzes urea, forming ammonia and carbamate.

� Metalloenzymes, which comprise approximately one-third of the known enzymes,
require stoichiometric quantities of metal ions as cofactors, typically transition metal
ions, for their catalytic activities. The roles of metal ions in enzyme active sites
(aside from structure maintenance) include electron transfer, oxygen atom transfer,
formation of coordinated hydroxide, electrophilic catalysis, as well as substrate
binding. Metalloenzymes catalyze numerous reactions of physiological importance,
including mitochondrial O2 reduction, peptide bond cleavage, hydrocarbon
hydroxylation, destruction of O2

− and H2O2, and hydration of CO2.
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1
Occurrence

1.1
Discovery

The study of metalloenzymes has its roots
in investigations that took place more
than a century ago. In 1897, Gabriel
Bertrand, working on laccase (a polyphe-
nol oxidase), suggested for the first time
that a metal ion was essential for the
catalytic activity of an enzyme. At this
time, the nature of enzymes was a mat-
ter of vociferous debate – Are enzymes
protein-based catalysts, or is the cataly-
sis traceable to low-level contaminants?
In 1926, James Sumner presented a piv-
otal result: crystallization of jack bean
urease, demonstration that urease is a
protein, and that the dissolved crystals
catalyze the hydrolysis of urea. Sumner,
who failed to detect any metal ions in
his urease preparations, expressed the
view that metal ions are unlikely to play
important roles in the enzymatic catal-
ysis of biological reactions. It is ironic
that 49 years after Sumner’s pioneer-
ing crystallization of an enzyme, ure-
ase was subsequently found to contain
nickel ions, which are essential for en-
zyme activity!

Prior to the development of modern
methods for trace element analysis and
spectroscopic instrumentation, many met-
alloenzymes (e.g. blue copper oxidases)
were initially isolated simply because they
were a colored component of a cell or tis-
sue homogenate. During the last 40 years,
numerous nonchromophoric metalloen-
zymes have been isolated as well. Our
current understanding of metalloenzymes
is largely based on enzymes containing
iron, copper, or zinc. Numerous examples
of enzymes containing other metals (Mg,

Ca, Mn, Co, Ni, V, Mo, W) are also known;
however, the structural and mechanistic
information currently available for these is
less detailed.

1.2
Biological Importance

Metalloenzymes play key roles in many
processes central to human physiology,
including the biosynthesis of DNA and
certain amino acids, steroid metabolism,
destruction of superoxide and hydrogen
peroxide, biosynthesis of leukotrienes and
prostaglandins, carbon dioxide hydration,
neurotransmitter metabolism, digestion,
collagen biosynthesis, and, of course,
respiration. The latter could be viewed
as a process of global bioenergetic im-
portance, one that complements photo-
synthesis – the dioxygen that is evolved
(via the Mn4 oxygen-evolving complex of
Photosystem II) by photosynthetic organ-
isms is consumed by aerobic microbes
and animals (Fe, Cu cytochrome oxi-
dases catalyze the reduction of O2 to
H2O).

Within the last 25 years, it has be-
come widely appreciated that metal ions
play important catalytic roles that fre-
quently cannot be matched by pro-
tein side chains or organic prosthetic
groups. The most significant observation
of this type concerns the microbial fixa-
tion of molecular nitrogen, a very inert
molecule:

N2 + 6H+ + 6e− −−−→ 2NH3 (1)

This reaction is catalyzed by nitrogenase,
whose active site consists of a dissociable
Mo- and Fe-containing cofactor. The catal-
ysis of such multielectron redox reactions
is frequently carried out by metalloen-
zymes containing multimetal centers (i.e.
metal clusters).
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1.3
Metal Ion Bioavailability

Only a small number of the metallic el-
ements appear to be utilized in biology.
Of these, Na+, K+, Ca2+, and Mg2+
are considered macrominerals, or bulk
elements; high concentrations of these
ions are needed for osmotic homeostasis,
neuromuscular transmission, and biomin-
eralization (e.g. bone formation). As indi-
cated in Table 1, other essential metals
are present in trace quantities in hu-
mans and most other organisms. Even the
most prominent biologically active transi-
tion metals (iron, zinc, and copper) are
trace elements.

The selection of metal ions for incorpora-
tion into metalloenzymes is strongly influ-
enced by bioavailability – a given element
must be abundant in the environment and
must be present in an extractable form.
A striking exception to this generalization
involves the nearly universal requirement
for iron. Organisms have evolved selec-
tive uptake mechanisms for this element,

Tab. 1 Essential metal composition of a 70-kg
human adulta.

Element Composition (wt%)

Ca 1.4
Na 0.63
K 0.26
Mg 4 × 10−2

Fe 5 × 10−3

Zn 3 × 10−3

Cu 1 × 10−4

Mn 2 × 10−5

Mo 2 × 10−5

Ni 4 × 10−6

Cr 4 × 10−6

V 3 × 10−6

Co 2 × 10−6

aNote: O,C,H,N,P,&S constitute 97.6 wt%.

the most abundant transition metal in the
earth’s crust, which forms insoluble fer-
ric hydroxides in the presence of O2. The
incorporation of metal ions into metal-
loenzymes is also influenced by other,
chemically oriented, parameters such as
ionic radius, charge, preferred coordina-
tion geometry, ligand substitution and
redox kinetics, aqueous solution chem-
istry, and thermodynamic stability.

1.4
Active Site Assembly

Incorporation of a metal ion, a posttrans-
lational biosynthetic event, requires that
the folding of the polypeptide chain per-
mit several side chains to congregate to
form an appropriate metal-binding site.
The primary metal-binding amino acid
side chains are imidazole (His), carboxy-
late (Asp and Glu), thiol (Cys), thioether
(Met), and hydroxyl (Ser, Thr, and Tyr).
Less frequently, indole (Trp), guanidinium
(Arg), and amide (Asn and Gln) groups
are used. Backbone carbonyl groups can
also participate in metal binding. The side
chain functional groups must usually be
deprotonated in order for a donor atom (O,
N, or S) to form a metal–ligand bond.

Some metal ions coordinate to their
binding sites in apo-metalloenzymes as
simple aqua ions. For example, Zn2+ binds
to apo-carbonic anhydrase in a multiden-
tate ligand reaction: the metal ion sheds
coordinated water molecules as it binds to
the active site of the apoenzyme, which
could be viewed as an elaborate chelating
agent. However, redox-active metal ions
(e.g. Cu, Fe, Mn, Mo) pose special prob-
lems by virtue of their reactivities with
O2

− and H2O2. For example, it has be-
come clear during the last decade that
pools of soluble copper ions are not used
in the physiological activation of eukaryotic
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Fig. 1 Molybdenum cofactors:
(a) Structure of the FeMo cofactor of
Azotobacter vinelandii nitrogenase.
The cofactor is bound to the enzyme
via the indicated cysteine and
histidine residues. Homocitrate is
bound to the molybdenum center.
(b) Proposed structure of the oxidized
molybdopterin cofactor (Mo-co) of
mammalian molybdenum enzymes.
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copper enzymes, such as Cu,Zn superox-
ide dismutase and cytochrome c oxidase.
Copper ions are known Fenton reagents
(OH• generators), and their sequestration
is a straightforward way of circumventing
unwanted redox reactions. Intracellular
copper delivery is mediated by ‘‘chaper-
one’’ proteins that form complexes with
their apoenzyme targets prior to metal-ion
exchange. Emerging research results indi-
cate that chaperones likely exist for other
redox-active metals as well.

The biosyntheses of some metalloen-
zymes of physiological importance re-
quires the prior synthesis of a spe-
cialized organometallic complex. Such
species include vitamin B12 (a cobalt cor-
rin), hemes, and molybdenum cofactors
(Fig. 1). Molybdoenzymes contain unusual
metal-containing cofactors that have been
shown to be traceable to the partici-
pation of accessory biosynthetic genes.
The FeMo cofactor (FeMoCo) of nitro-
genase also illustrates a more complex
phenomenon – the use of metal clusters
as cofactors in enzymes. Such aggregates
typically utilize sulfide or oxide (hydroxide)

ions as bridges between metal centers.
Sometimes (e.g. the iron–sulfur clus-
ter of aconitase) the cluster assembles
in a stepwise fashion after apoenzyme
biosynthesis. In other cases (e.g. the ni-
trogenase FeMo cofactor), accessory pro-
teins, ‘‘molecular scaffolds’’, are needed
for complete cluster assembly; the cluster
is subsequently transferred to the apoen-
zyme to complete the biosynthesis of the
mature metalloenzyme.

2
Active Site Characterization

2.1
Metal Content

Traditional methods of trace element anal-
ysis have relied on the use of techniques
best suited for quantitative, rather than
qualitative, analysis such as complexo-
metric titrations, colorimetric procedures,
or atomic absorption spectrometry. De-
terminations of the metal contents of
putative metalloenzymes have frequently
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been in error, owing to impure enzyme
preparations, cofactor loss during purifica-
tion, or inadequate analytical techniques.
The most suitable methods for qualitative
metal analysis include X-ray fluorescence
spectrometry, neutron activation analysis,
and atomic emission plasma spectrome-
try. Many metalloenzymes contain more
than one kind of metal ion; hence, both
qualitative and quantitative metal analyses
should be done whenever possible.

A key indicator of metal-activated en-
zyme turnover is the ability to abolish the
activity by adding a metal chelator (usu-
ally EDTA) or a small molecule (e.g. CO,
CN−, N3

−, carboxylic acids) that is known
to bind to metal ions in proteins and co-
ordination compounds. Further proof of
the nature of the native metal ion often
requires tedious trial-and-error studies to
determine which metal gives the greatest
enzyme activity.

2.2
Physical Methods

Going beyond the determination of metal
content, to demonstrate that a particular
metal ion is present at the active site of
a metalloenzyme, requires spectroscopic
and/or X-ray crystallographic experimen-
tation. Detailed structures, derived from
X-ray crystallographic or nuclear mag-
netic resonance analyses, are available
for less than 5% of the known metal-
loenzymes. Other physical methods have
therefore been used in obtaining infor-
mation about physicochemical properties
these enzymes, such as hydrodynamic ra-
dius, substrate-binding constants, or types
of ligands bound to the metal(s).

Extended X-ray absorption fine struc-
ture (EXAFS) spectroscopy can provide
information about a primary metal coor-
dination environment that is comparable

with that obtained from X-ray crystallog-
raphy – numbers and types of ligands,
metal–ligand bond lengths, and bond an-
gles. Other spectroscopic methods (e.g.
infrared, Raman, electron spin resonance,
fluorescence, electronic absorption), while
much less informative, can nonetheless
yield valuable information about the ability
of an active-site metal ion to bind exoge-
nous ligands (e.g. inhibitors) and about
the likely oxidation state(s) in cases involv-
ing redox-active metals. In cases involving
redox-active metal ions, determining the
metal-ion oxidation states is an important
prelude to formulation of enzyme turnover
mechanisms. In the past, controversies
arose because of proposed metalloenzyme
mechanisms that invoked unusual oxida-
tion states (e.g. Cu(III)) that subsequently
were shown to be incorrect. Sometimes,
metal–ligand bonds (especially involving
Cys, O2, S2−, O2− ligands) have such a
high degree of charge transfer that as-
signments of metal-ion oxidation states
are difficult.

Redox metalloenzymes usually undergo
pronounced color changes during enzyme
turnover, making optical spectroscopic
studies particularly valuable. This first
became evident with the early twentieth-
century publications by Michaelis and
Menten of observations on the turnover of
horseradish peroxidase, a heme enzyme.
Changes in the visible region of the spec-
trum during turnover (due to formation of
transient intermediates) led them to for-
mulate the Michaelis–Menten model of
enzyme action.

Determinations of redox potentials of
resting forms of redox enzymes yields valu-
able information that can be used to set
constraints on proposed enzyme mecha-
nisms. In some cases, notably the heme
enzymes horseradish peroxidase and yeast



Metalloenzymes 215

cytochrome c peroxidase, electrochemi-
cal methods have been used to generate
unstable intermediates (ferryl hemes) for
spectroscopic study and determination of
their redox potentials.

2.3
Metal/Ligand Substitution

Metalloenzymes frequently contain metal
cofactors that are spectroscopically use-
less. For example, zinc enzymes are
diamagnetic and colorless – electron spin
resonance or electronic absorption spec-
troscopy are therefore uninformative.
However, information about the environ-
ment of the metal-binding site can be
obtained by replacing the Zn2+ ion with
a paramagnetic, chromophoric metal-ion
probe. Co2+ readily replaces Zn2+ – they
prefer similar coordination environments,
have comparable ionic radii, and display
similar reactivity patterns. The resultant
cobalt-substituted enzyme can be char-
acterized with regard to intermediates
formed during enzymatic turnover. Fur-
thermore, the use of metal derivatives can
also indicate whether the metal binding
site is rigid or flexible.

Obtaining the structure of a metal-
loenzyme is only the first step in de-
veloping an understanding of its physi-
ological function. The production of re-
combinant derivatives affords opportuni-
ties to address additional issues, such
as endogenous ligand exchange at the
active-site metal(s) and participation of
nearby amino acid residues in substrate
binding/release, proton transfer, and/or
electron transfer. Fast kinetic techniques
(stopped-flow spectrophotometry, freeze-
quench trapping of intermediates, flash
photolysis, temperature-jump relaxation)
are typically used to map out the indi-
vidual steps that characterize the turnover

of a metalloenzyme. In many cases, in-
dividual steps are too fast to accurately
measure. One commonly used applica-
tion of such techniques is the study of
absorption spectra of transient enzyme
intermediates generated by photolyzing
carbon monoxide adducts of reduced heme
enzymes in the presence of O2. What
tends to be overlooked in interpretations
of structure and reactivity data is the
importance of protein fluctuations (par-
ticularly in substrate binding and product
release) – metalloenzymes are much more
than metal ions in disguise.

3
Representative Metalloenzymes of Medical
Importance

3.1
Functional Roles of Metal Cofactors

There are two principal types of metal-
dependent enzyme. Metalloenzymes con-
tain at least one tightly bound metal ion,
at the active site, that is required for
activity. Metal-activated enzymes, on the
other hand, generally lose catalytic activity
during purification because their affin-
ity for the required metal is rather low.
Mg2+-, K+-, and (most) Ca2+-dependent
enzymes are metal-activated and will not
be discussed further. Na+-dependency has
yet to be unequivocally demonstrated for
an enzyme.

Examples of metalloenzymes are known
for each class of enzyme designated by
the International Union of Biochemistry
and are as follows: oxidoreductases, trans-
ferases, hydrolases, lyases, isomerases,
and ligases. The following properties of
metal ions make them well suited as cata-
lysts for these types of reactions:
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1. Metal ions bind at least three (usu-
ally four or more) ligands, thereby
promoting the organization of pro-
tein structure.

2. With the notable exception of zinc, all
of the other known transition metal
cofactors can potentially exist in two or
more oxidation states; metalloenzyme
catalysis of oxidation-reduction (redox)
reactions is thus quite common.

3. Metal-ion cofactors are electrophilic
and can serve as effective Lewis acids
for binding and activating substrates.

Two types of metal-ion reactivity are
of fundamental importance in consider-
ing the wide range of activities displayed
by metalloenzymes: changes in oxida-
tion state and changes in bound ligands.
Numerous examples of electron-transfer
metalloproteins (blue copper proteins,
iron–sulfur proteins, cytochromes) are
known; the metal coordination spheres
of these electron carriers do not change
during electron transfer. Metal ions pos-
sessing static coordination spheres could
alternatively play purely structural roles,
as do Ca2+ in calmodulin, horseradish
peroxidase, or stromelysin.

Certain metals (e.g. Zn2+ in carboxypep-
tidase A) cannot undergo redox reactions
within the constraints imposed by nature;
instead, acid–base catalysis is the raison
d’être for the metal in the enzyme. Lastly,
both the metal-ion oxidation state and co-
ordination sphere could change during
enzymatic turnover. Regardless, it is clear
that metal ions that directly participate in
enzymatic catalysis must possess dynamic
coordination environments.

3.2
Mammalian Iron Enzymes

With few exceptions (certain lactobacilli),
all forms of life require iron as a

biocatalyst. However, only small amounts
are needed – a healthy 70-kg human adult
possesses just 4 g of the metal. Most of
the body’s iron is found in hemoglobin
and ferritin; taken together, the body’s
iron enzymes contain less than 300 mg
of iron. The common oxidation states are
2+ and 3+; higher oxidation states are
known to be operative during the turnover
of some iron enzymes. The widespread
occurrence of iron–porphyrin prosthetic
groups, or hemes, in biology has prompted
the subdivision of iron enzymes into
nonheme iron and heme classes.

Nonheme iron enzymes, in turn, could
be classified as mononuclear iron, binu-
clear iron, or iron–sulfur enzymes. Table 2
lists some of these enzymes that have
been found in humans, together with the
reactions catalyzed and metal contents.
Iron can evidently be used to catalyze
both redox and acid–base reactions. Un-
fortunately, the active site structures of
the intermediates present during turnover
are not yet well understood for many of
these enzymes.

A representation, partly derived from
an X-ray crystallographic analysis, of the
active site of pig heart mitochondrial aconi-
tase is displayed in Fig. 2. This iron–sulfur
enzyme plays a key role in the Krebs cy-
cle, where it catalyzes the isomerization,
via a cis-aconitate intermediate, of cit-
rate to isocitrate. Spectroscopic and X-ray
diffraction experiments have convincingly
shown that the substrate directly binds
to the iron–sulfur cluster during enzyme
turnover. Replacement of the Ser residue
depicted in the figure with Ala does not al-
ter binding of citrate, and X-ray structures
indicate that the isomerization likely pro-
ceeds via a 180◦ inversion of cis-aconitate
about the Cα−Cβ bond.

Several nonheme iron enzymes play im-
portant roles in the metabolism of the
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Tab. 2 Representative human nonheme iron enzymes.

Enzyme Reaction Catalyzed

Aconitase (Fe4S4) Citrate ←−−−−−−→ isocitrate
Homogentisate dioxygenase (Fe) Homogentisate −−−→ maleylacetoacetate
Lipoxygenase (Fe) Unsaturated fatty acids −−−→ conjugated fatty acid

hydroperoxides
Phenylalanine hydroxylasea (Fe) L-Phe −−−→ L-Tyr
Purple acid phosphatases (Fe2) Phosphate monoester hydrolysis
Tryptophan hydroxylasea (Fe) L-Trp −−−→ 5-hydroxy-L-Trp

aAlso uses a tetrahydrobiopterin as an active-site cofactor.

Fig. 2 Proposed structure of
citrate bound to the active-site
iron–sulfur cluster of pig heart
mitochondrial aconitase.
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aromatic amino acids phenylalanine, tyro-
sine, and tryptophan. These enzymes use
nonheme iron and tetrahydrobiopterin (as
redox cofactors) and O2 in catalyzing re-
giospecific hydroxylations of these amino
acids. Disfunctions in these enzymatic
activities have been correlated with se-
vere disorders, including phenylketonuria
and psychiatric conditions attributed to
altered serotonergic/dopaminergic neuro-
transmission. The mechanisms of these
enzymes are believed to involve novel
Fe2+-O-O-pterin intermediates that het-
erolytically cleave to produce highly re-
active Fe4+=O species that subsequently
oxidize substrates bound nearby.

Heme proteins figure prominently
in biochemistry – their functions include
electron transfer, O2 transport, O2 activa-
tion, and H2O2 activation. The latter two
functions are associated with several major
subclasses of oxidoreductases: oxidases,

oxygenases, peroxidases, and catalases.
While such activities can also be dis-
played by enzymes containing nonheme
iron, copper, manganese, or even vana-
dium, it has long been evident that the
use of heme cofactors in dioxygen and
peroxide metabolism overshadows other
alternatives in eukaryotes. Representative
heme enzymes of relevance to human
physiology are set out in Table 3.

All heme enzymes share one notable
feature: during turnover, an oxidized
intermediate (oxoferryl iron) is formed
from the reaction of peroxide bound to
Fe3+. Two-electron reduction of dioxygen
yields peroxide; not surprisingly, oxoferryl
species can also be generated using O2 and
additional reducing equivalents. Catalases
are unique in that H2O2 functions as both
donor and acceptor of electrons.

Cytochromes P-450 constitute a fam-
ily of heme enzymes that comprise
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Tab. 3 Representative human heme enzymes.

Enzyme Reaction Catalyzed

Catalase 2H2O2 −−−→ 2H2O + O2
Cytochrome c oxidasea O2 + 4H+ + 4e+ −−−→ 2H2O; ‘‘proton pumping’’
Cytochrome c peroxidase H2O2 + 2H+ + 2e− −−−→ 2H2O
Cytochromesb P-450 RH + 2e− + O2 + 2H+ −−−→ ROH + H2O
Lactoperoxidase H2O2 + I− −−−→ H2O + IO−; others
Myeloperoxidase H2O2 + Cl− −−−→ OCl− + H2O
Nitric oxide synthasec L-Arg + 2O2 + 2H+ + 3e− −−−→ L-citrulline + 2H2O + •NO
Prostaglandin H synthase Arachidonic acid + O2 −−−→ PGH2
Thromboxane synthase PGH2 −−−→ thromboxane A2 + malondialdehyde

+ hydroxyheptadecatrienoic acid
Thyroid peroxidase L-Tyr + I− + H2O2 −−−→ H2O + OH− + monoiodotyrosine;

others
Tryptophan oxygenase L-Trp + O2 −−−→ formylkynurinine

aAlso contains active-site CuB, and noncatalytic metals (heme a and CuA redox centers, Na+, Mg2+,
Zn2+).
bA broad family of heme enzymes.
cAlso uses a tetrahydrobiopterin as an active-site cofactor.

as many as 200 members in humans
alone. Their roles in drug and steroid
metabolism, as well as the activation
of potential cancer-causing aromatic hy-
drocarbons, have led to their present
status as the most intensely studied en-
zyme family. A particularly fascinating
aspect of cytochrome P-450 biochemistry
involves genetic (transcriptional) regula-
tion – potential substrates can also serve
as inducers in vivo.

Although the mammalian microsomal
P-450’s are of great clinical interest; they
have proven difficult to purify and charac-
terize in detail. Studies using a soluble cy-
tochrome P-450 from Pseudomonas putida
have led to the formulation of a detailed
mechanism of P-450 enzyme action that
remains the ‘‘benchmark’’ against which
mechanistic features of other cytochromes
P-450 are still compared. The availability
of a crystal structure of the cytochrome P-
450cam –camphor complex affords an un-
usual opportunity to inspect the active site

of a metalloenzyme–substrate complex
(Fig. 3). What is evident from this structure
is the clear origin of the regiospecific hy-
droxylation of the camphor substrate. The
metal cofactor (heme) produces the oxidiz-
ing moiety, while the substrate-binding
pocket restricts the orientation of the
substrate vis-à-vis the heme iron and
hence dictates where the substrate is hy-
droxylated. Recent studies on cytochrome
P-450 mutants, having single mutations
in the substrate-binding pocket, reinforce
this view.

As indicated in Fig. 4, the ferric ‘‘rest-
ing’’ enzyme is inactive. Reduction of
the heme to the ferrous state is required
prior to O2 binding; the necessary reduc-
ing equivalents taken up during enzyme
turnover are supplied, via a series of
electron carriers, by NADH. The key en-
zyme intermediate contains iron, in a for-
mally 4+ oxidation state, and a porphyrin
radical cation – this oxoferryl species ox-
idizes the bound substrate to form the
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Fig. 3 Structure of the Pseudomonas putida cytochrome P-450cam
active site. The substrate, camphor, is shown complexed to the
enzyme, but does not coordinate to the iron.

corresponding alcohol product. The other
oxygen atom from dioxygen dissociates as
water; hence, all cytochromes P-450 are
monooxygenases.

3.3
Mammalian Copper Enzymes

Copper ions have been found in dioxy-
gen carriers, electron carriers, oxidases,
superoxide dismutases, and oxygenases.
Thus, copper and iron could be viewed as
‘‘cousins’’ insofar as their biological roles
are concerned. Copper ions in biology ev-
idently use just two oxidation states, 1+

and 2+; there is no compelling evidence
for Cu3+ in any enzyme. Thus, catalysis
of multielectron redox reactions requires
more than one copper ion, or an addi-
tional redox unit – a tetrahydrobiopterin
or 6-hydroxydopa quinone, for example.

Human copper enzymes (Table 4) are
receiving increasing attention as a re-
sult of a growing awareness of their
linkages to pathological conditions such
as diabetes, cardiovascular disorders, and
Alzheimer’s disease. Serum amine oxi-
dases catalyze the oxidative deamination
of primary amines via a ping-pong mecha-
nism composed of oxidative and reductive
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Fig. 4 Cytochrome P-450cam catalytic cycle. The substrate is designated as
RH. Electrons are delivered to the heme in two discrete steps, the second of
which is believed to limit the enzyme turnover rate.

Tab. 4 Representative human copper enzymes.

Enzyme Reaction Catalyzed

Ceruloplasmin Fe(II) −−−→ Fe(III); other oxidations; oxidase activity
Dopamine β-hydroxylase Dopamine −−−→ norepinephrine
Hephaestin Fe(II) −−−→ Fe(III); oxidase activity
Peptidylglycine α-amidating

monooxygenase
P-NH-C-COO− + O2 + 2H+ + 2e− −−−→ P-NH2 + H(CO)COO−

+ H2O
Serum amine oxidaseb B RCH2NHa

2 + O2 + H2O −−−→ RCHO + H2O2 + NH3
Superoxide dismutasec 2O2

− + 2H+ −−−→ O2 + H2O2

aArylalkylamine substrates include serotonin and dopamine.
bAlso uses topa quinone as a cofactor.
cThe role of the active-site zinc is structural, rather than catalytic.

half-reactions (Eqs. 2a and 2b):

Eox + RCH2NH2

−−−→ Ered-NH2 + RCHO (2a)

Ered-NH2 + O2 + H2O

−−−→ Eox + NH3 + H2O2 (2b)

These enzymes are dimeric, having
one copper ion and one covalently
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bound cofactor, topa quinone (2,4,5-
trihydroxyphenylalaninequinone) per
monomer. Topa quinone is posttransla-
tionally produced from a tyrosine residue
during a multistep process involving the
nearby copper ion and O2. The Cu2+
active-site geometry in the resting enzyme
is approximately square pyramidal, con-
sisting of three histidine and two water
ligands. In the reductive half-reaction (2a),
a covalent bond (Schiff base complex) is
formed between the substrate and topa
quinone; chromophoric adducts of this
type have been trapped and studied in
detail. Hydrolysis of this adduct generates
the aldehyde product and an Ered-NH2,
containing an aminoquinol form of topa
quinone. Mechanistic details of the oxida-
tive half-reaction (2b) are uncertain, and
there is no unambiguous proof for redox
cycling between Cu2+ and Cu1+ during
enzyme turnover.

Also of intense interest is Cu,Zn su-
peroxide dismutase (SOD), a catalyst for
the disproportionation (Eq. 3) of the toxic
superoxide anion:

2O2
− + 2H+ −−−→ O2 + H2O2 (3)

X-ray crystal structures of the oxidized
bovine erythrocyte enzyme reveal a binu-
clear active site: four histidine residues and
a water molecule coordinate to the Cu2+,
while the Zn2+ is coordinated to three his-
tidine and one aspartic acid. A bridging
imidazolate, provided by His-61, holds the
metal ions 6 Å apart. The role of the zinc
appears to be structural; replacement of
the Zn2+ by Co2+, a redox-inactive spec-
troscopic probe, has been used to study
active site changes that occur upon reduc-
tion of Cu2+ to Cu1+. The copper bond to
the imidazolate bridge is cleaved upon re-
duction, while the Co2+ bond to the bridge
is retained. Subsequent X-ray crystal struc-
tures of the reduced native enzyme and

mutants have confirmed this view. These
observations have been incorporated into
a catalytic mechanism that is illustrated in
Fig. 5.

The accepted Cu,Zn SOD mechanism
involves two phases: reduction of Cu2+
to Cu1+ (accompanied by liberation of
O2) and then oxidation of Cu1+ to Cu2+
(releasing hydrogen peroxide). During
turnover, His-61 breaks and then re-
forms its bond to the active-site copper
ion (there are no significant changes
in Zn2+ geometry); these steps account
for the ability of superoxide to act as
both an oxidant and reductant during
enzyme turnover. Situated on the rim of a
deep channel, positively charged Arg-141
facilitates the catalysis by electrostatically
steering and docking superoxide anions to
the copper ion. Superoxide binding occurs
at specific rates of ca. 2 × 109 M−1s−1, very
near the limit of diffusion control.

3.4
Mammalian Zinc Enzymes

In 1939, Mann and Keilin discovered zinc
in carbonic anhydrase, an enzyme whose
function is to catalyze the hydration of
carbon dioxide to the more soluble bicar-
bonate anion. Since that time, hundreds of
zinc enzymes have been discovered; X-ray
structures for dozens of these are now
available. Table 5 lists some of the known
human zinc enzymes, together with their
activities. Divalent zinc plays a particu-
larly conspicuous role in hydrolytic and
group transfer biochemistry. Zinc is an
excellent choice for such tasks because it
is redox-inactive, easily exchanges ligands,
and forms four-, five-, and six-coordinate
complexes of comparable stability. Cat-
alytic zinc sites always contain several
endogenous (i.e. protein-derived) ligands
and coordinated water.
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Fig. 5 Proposed mechanism of action of bovine erythrocyte Cu,Zn superoxide
dismutase. The copper ion is involved in the catalysis, whereas the zinc plays a purely
structural role.

Tab. 5 Representative human zinc enzymes.

Enzyme Reaction Catalyzed

Alcohol dehydrogenase RR′CHOH + NAD+ −−−→ RR′C=O + NADH + H+
Carbonic anhydrase CO2 + H2O ←−−−−−−→ HCO3

− + H+
Carboxypeptidases C-terminal peptide bond hydrolysis
Glutaminyl cyclase N-terminal Gln −−−→ N-terminal pyroGlu + NH3
Phospholipase C Phospholipid hydrolysis
Ribonuclease A RNA digestion (products contain 3′-phosphate termini)
RNA polymerase I RNA biosynthesis (transcriptional elongation)
Stromelysina Peptide bond hydrolysis (ECM proteins)

aAlso contains three noncatalytic Ca2+ ions.

The most important reactivity feature
of divalent zinc is its Lewis acidity – it
can polarize bound ligands and increase
their susceptibility to attack by external

nucleophiles or even increase the attacking
power of a coordinated base. Water
molecules coordinated to Zn2+ can de-
protonate to form coordinated hydroxide
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at neutral pH. Alternatively, displacement
of the coordinated water by a substrate
could lead to electrophilic catalysis.

Human carbonic anhydrase II catalyzes
the reversible hydration of CO2 in several
distinct phases, where A represents a
proton-transfer relay in which a proton
is believed to reach His-64 before one
transfers to the solvent:

EZNOH− + CO2

←−→ EZnHCO3
− (4a)

EZnHCO3
− + H2O

←−→ EznH2O + HCO3
− (4b)

EznH2O + A

←−→ EznOH− + AH+ (4c)

The kinetics of the carbonic anhydrase re-
action increase with increasing pH, and

display a sigmoidal pH-activity profile (ap-
parent pKa of ca. 7.0). It is now agreed
that this reflects the deprotonation of co-
ordinated water (by Thr-199) to produce
a zinc-bound hydroxide ion, as indicated
in Fig. 6. Thr-199 may also stabilize the
transition state of the reaction through a
hydrogen bond, and proline substitution
at this position reduces catalytic efficiency
by a factor of 3000. Further support for
the proposed cycle in the figure comes
from X-ray crystal structures of bicarbon-
ate complexes of the Zn2+ and Co2+
enzymes. Bicarbonate is a monodentate
ligand in both structures. However, water
is also bound to the metal in the Co2+ en-
zyme–substrate complex, indicating that a
five-coordinate metal intermediate in the
native enzyme in solution is possible.

Carboxypeptidase A has also been the
subject of intense mechanistic scrutiny.
Glu-270 appears to abstract a proton from
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Fig. 6 Proposed mechanism for human carbonic anhydrase
II. Basic side chains (B & B′) assist the zinc ion in forming
coordinated hydroxide, which attacks coordinated CO2 to form
an anhydride intermediate. Residue B, likely Thr-199, performs
a ‘‘gatekeeper’’ function.
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the Zn2+-coordinated water to produce
the nucleophile needed to attack a back-
bone carbonyl of the substrate. A nearby
side chain, Arg-127, activates the carbonyl
group of the scissile peptide bond, facili-
tating the attack of coordinated hydroxide
to produce a tetrahedral intermediate.
This intermediate then coordinates to the
zinc to produce a five-coordinate complex,
which subsequently collapses to produce
the products (two peptide fragments).

Many other zinc-catalyzed hydrolytic re-
actions are believed to proceed via the
use of coordinated hydroxide. Matrix met-
alloproteases (MMPs) constitute a large
family of mononuclear zinc endoproteases
that are involved in the degradation of
collagen, fibronectin, laminin, and other
components of the extracellular matrix
of connective tissue. They are important
medicinal targets because uncontrolled
MMP activity can lead to pathologi-
cal conditions that include osteoarthritis,
rheumatoid arthritis, and tumor invasion.
Most MMPs share the consensus se-
quence HEXXHXXGXXH, in which the
Zn2+ is coordinated to the three his-
tidine residues. Substrates (which may
include peptide loops of other enzyme
molecules), inhibitors, and H2O/OH−
molecules, can provide the fourth (or pos-
sibly a fifth) ligand.

Other human zinc enzymes contain
more complex active sites involving more
than one metal ion in the catalysis. This
is thought to occur in renal dipeptidase-
catalyzed reactions, for example. For
this enzyme, a step involving binding
of the dipeptide substrate by one of
the two active-site zinc ions has been
suggested on the basis of an X-ray
structure, while the second zinc ion
generates the coordinated hydroxide that
catalyzes the hydrolytic reaction. Alkaline
phosphatases contain two Zn2+ and one

Mg2+ arranged in an active-site cluster
whose molecular mechanism of action
remains uncertain.

3.5
Mammalian Cytochrome c Oxidase

The redox chemistry catalyzed by heme
enzymes includes respiratory dioxygen re-
duction. This reaction is catalyzed by
cytochrome c oxidase, a complex mem-
brane enzyme, consisting of 13 different
polypeptides, that contains heme and cop-
per centers at the dioxygen binding site,
for the purpose of vectorially translocating
protons across the inner mitochondrial
membrane. The resulting proton gradi-
ent is then used by ATP synthase to
catalyze ATP synthesis from ADP and
phosphate. The bovine heart enzyme
is the best studied of all of the cy-
tochrome c oxidases, having been the
subject of intense study in numerous
laboratories for more than 70 years. For
decades, there was a great deal of con-
troversy concerning even the most basic
information – the enzyme’s metal con-
tent. Purification is extremely difficult,
because of the multisubunit nature of
this enzyme, and this has contributed to
conflicting experimental results. During
the last decade, Shinya Yoshikawa and
coworkers have successfully crystallized
the bovine heart enzyme and produced
medium/low-resolution (2.3–2.9 Å) X-ray
structures of four forms of the enzyme,
including azide- and carbon monoxide-
bound derivatives, while Hartmut Michel
and coworkers produced X-ray structures
of a bacterial cyrochrome c oxidase from
Paracoccus denitrificans. These structures
have clarified many controversial issues,
and are guiding ongoing work on enzyme
mutants and refinements of spectroscopic
assignments.
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Cytochrome c oxidase contains an un-
usual type of solvent-extractable heme
cofactor, designated an a-type heme in
contrast to the more familiar b-type heme
found in hemoglobin and heme perox-
idases (Fig. 7). Redox-active copper ions
are also present, as well as sodium, zinc,
and magnesium ions that appear to serve
structural roles. Two of the redox cofactors,
designated heme a and CuA, are believed
to serve as electron-transfer agents, link-
ing electron flow between the physiological
reductant, cytochrome c, and the active
site of the enzyme. Discrete cytochrome

cred-binding events are needed to trans-
fer electrons to the fully oxidized enzyme,
enabling it to catalyze the four-electron re-
duction of one O2 molecule to two water
molecules. Figure 8 displays a simplified
view of the active site, which contains
heme a3 and CuB separated by ca. 5 Å.
The X-ray structures revealed a surprising
cross-link between Tyr-244 and His-240
that is of unknown origin, but is reminis-
cent of other cross-links found in copper
enzymes like galactose oxidase. Another
peculiar feature of the X-ray structures is
the lack of an obvious channel for passage
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Fig. 8 Simplified cartoon of the
binuclear active site of bovine
cytochrome c oxidase, showing azide
ion bound to both heme a3 and CuB.
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of O2 to the binuclear active site during en-
zyme turnover, reinforcing the importance
of protein fluctuations in the mechanism
of action of cytochrome c oxidase.

While it is generally agreed that this
heme a3-CuB site is the active site for
O2 reduction, the details of this process
remain unclear. Small molecules like
azide and cyanide stabilize the active-site
Fe(III)-Cu(II) oxidation states, locking the
enzyme into a conformation that cannot
react with O2, and this is the molecular
origin of the toxicities of these anions
(the result is heart failure once the heart
mitochondria begin to run out of ATP).
CO, on the other hand, stabilizes the active-
site Fe(II)-Cu(I) oxidation states, making
another enzyme conformation amenable
to study, and provides ready access to
unstable intermediates when the CO
adduct is photolyzed at low temperature in
the presence of dissolved O2. Resonance
Raman spectroscopy has demonstrated
that an early enzyme intermediate contains
O2 bound to reduced Fea3

2+. The X-
ray structures also suggest that reduced
CuB weakly interacts with bound O2.
Electron transfers from both metals to
the bound O2 would then produce a
peroxo intermediate, long thought to be
bridging Fe(III)-O-O-Cu(II). However, the
X-ray structures raise the possibility of a
hydrogen bond between protonated Tyr-
244 and bound O2, suggesting a peroxo
intermediate that does not bind to CuB.
Once a third electron is delivered to O2,
the O−O bond breaks, producing water
(after protonation) and an oxoferryl heme
a3. Where does the third electron come
from – the cross-linked Tyr-244, CuB

1+,
or re-reduced heme a3 (produced by
fast electron transfer from heme a)?
The fourth electron reduces the ferryl
heme back to the ferric oxidation state,
with the oxo group forming coordinated

hydroxide that dissociates as water after
protonation.

The mechanism of proton pumping
by cytochrome c oxidase is even less
clear because physical information, such
as conserved amino acid residues or
X-ray structures, cannot currently dis-
tinguish pumped protons from other
dissociable protons. Hence, there has
been much speculation regarding the
proton pumping mechanism, particu-
larly mechanistic proposals that link
proton-translocation events to specific elec-
tron transfers.

3.6
Mammalian Enzymes Containing Less
Common Metals

Much less is known about the active-
site structural motifs and mechanisms of
enzymes that contain metals other than
iron, copper, or zinc. While most of these
‘‘unusual’’ enzymes (Table 6) are typically
found in microbes and plants, there are
known mammalian examples that play
physiologically important roles.

Cobalt is found in vitamin B12-
dependent enzymes, and thus can play
a role in radical reactions, as well as
hydrolytic chemistry discussed earlier.
There are two main roles for vitamin
B12 (cyanocobalamin) in humans, both in-
volving the formation of alkyl derivatives
as enzyme intermediates. When cobal-
amin binds to its domain in nascent
methionine synthase, it acquires an axial
histidine ligand, which replaces benzim-
idazole, leaving a sixth coordination site
available. The B12 domain of this com-
plex enzyme must rapidly and efficiently
interact with three other domains contain-
ing methyltetrahydrofolate, homocysteine,
and S-adenosylmethionine, and methyl
group transfer to form the methionine
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Tab. 6 Representative human enzymes containing unusual metals.

Enzyme Cofactor Reaction Catalyzed

Arginase 2Mn L-Arg + H2O −−−→ L-ornithine + urea
Methionine aminopeptidase 2Mn Hydrolysis of N-terminal Met residue of nascent

proteins
Methylmalonyl-CoA mutase 1AdoCbla Methylmalonyl-CoA −−−→ succinyl-CoA
Secreted Phospholipases A2 1Ca Glycerophospholipid hydrolysis
Sulfite oxidase 1Mo-co, 1

heme/subunit
SO3

2− + H2O −−−→ SO4
2− + 2H+ + 2e−

Superoxide dismutase 1Mn 2O2
− + 2H+ −−−→ O2 + H2O2

Xanthine oxidaseb 1Mo-co, 2Fe2S2,
1FAD/subunit

Xanthine −−−→ uric acid

a5-Adenosylcobalamin.
bCan catalyze other reactions: O2

− generation from O2, and NO and nitrite production from nitrate
during anoxia.

and tetrahydrofolate products is catalyzed
by an intermediary methylcobalamin com-
plex (Co3+). During catalysis, the cobalt
cycles between Co3+ and Co1+. A minor
Co2+ form can appear as a result of ox-
idative processes, which must be reduced
back to Co1+ to reactivate the enzyme.

The 5-deoxyadenosyl adduct of cobal-
amin is the most abundant derivative of
vitamin B12 in the liver, and is required for
the catabolism of some branched-chain
amino acids (using methylmalonyl-CoA
mutase to generate succinyl-CoA from
methylmalonyl-CoA). Deficiencies in this
vitamin B12, while rare, include neuro-
logic disorders attributed to demyelination
of nervous tissue. Succinyl-CoA formation
occurs via an enzyme-catalyzed isomer-
ization, rather than the methyl transfer
process discussed above:

CoA-SCOCH(CH3)COOH

←−→ CoA-SCOCH2CH2COOH

(5)

The CoA-SCO- is transferred intramolecu-
larly and the hydrogen that is transferred

does not exchange with water during en-
zyme turnover.

Three oxidation states (2+, 3+, and 4+)
are commonly observed for manganese
cofactors in biology, making them well
suited for the catalysis of many of the re-
actions discussed in the section on iron
enzymes. Human manganese superoxide
dismutase (SOD) contains a manganese
coordinated to three histidine, one aspar-
tic acid, and one water molecule in a
trigonal bipyramidal geometry. Catalysis
is thought to proceed via the following
scheme:

Mn(III)SOD + O2
− + H+

−−−→ Mn(II)SOD(H+) + O2 (6a)

Mn(II)SOD(H+) + O2
− + H+

−−−→ Mn(III)SOD + H2O2 (6b)

Mn(II)SOD(H+) + O2
−

−−−→ Mn(III)(O2
2−)SOD(H+)

(6c)
Mn(III)(O2

2−)SOD(H+) + H+

−−−→ Mn(III)SOD + H2O2 (6d)
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Steps (6c) and (6d) represent the formation
and dissociation of a product-inhibited
complex. Gln-143 is hydrogen-bonded to
the coordinated water and this residue that
is essential for the high activity of the
enzyme (minimizing steps (6c) and (6d),
which involve a presumed, intermediary
peroxo complex).

Liver arginase I contains a binuclear
manganese center (ca. 3.3 Å Mn–Mn dis-
tance), catalyzing the hydrolysis of L-
arginine to form L-ornithine and urea.
This reaction is the final cytosolic
step of the urea cycle. It is gener-
ally agreed that both Mn2+ ions ori-
ent and polarize a bridging hydroxide,
which attacks the guanidinium carbon
of the arginine substrate (held in place
by Asp-277 and His-141). An isozyme,
arginase II, is found in nonhepatic tis-
sues (e.g. gastrointestinal smooth mus-
cle, penile corpus cavernosum smooth
muscle), where it facilitates the reg-
ulation of NO biosynthesis by atten-
uating the levels of L-arginine avail-
able to nitric oxide synthase (a heme
enzyme):

Arginase I/II : L-arginine

−−−→ L-ornithine + urea (7)

NO synthase : L-arginine

−−−→ L-citrulline + NO (8)

The latter process proceeds via an Nω-
hydroxy-L-arginine intermediate, which is
itself a modest, competitive inhibitor
of arginase.

Molybdenum is a moderately impor-
tant element – it is found in nitrogenase,
a variety of bacterial enzymes, and sev-
eral mammalian enzymes (sulfite oxidase,
aldehyde oxidase, and xanthine oxidase).
Molybdoenzymes are large and typically

contain other cofactors as well. Rather sur-
prisingly, since oxides (e.g. MoO4

2−) are
found in aqueous solutions, the molyb-
denum centers are usually in sulfur-rich
environments (see Fig. 1). Most molyb-
doenzymes hydroxylate their substrates,
yet are not classified as oxygenases be-
cause they transfer oxo ligands that are not
derived from O2.

Mitochondrial sulfite oxidase is respon-
sible for the oxidation of sulfite (SO3

2−)
to sulfate (SO4

2−) and has been studied in
detail. This enzyme catalyzes the final reac-
tion in the catabolism of sulfur-containing
amino acids. Each enzyme monomer has
domains for the molybdenum-pterin co-
factor (Mo-co), bound to the polypeptide
via a cysteine ligand, and for a cytochrome
b5 (an electron-transfer center, represented
as iron in the scheme below). The overall
reaction can be viewed in terms of the
following events:

Mo(VI),Fe(II) + cyt cox

−−−→ Mo(VI),Fe(III) + cyt cred (9a)

Mo(VI),Fe(III) + SO3
2−

−−−→ Mo(IV),Fe(III) + SO4
2− + 2H+

(9b)

Mo(IV),Fe(III) −−−→ Mo(V),Fe(II) (9c)

Mo(V),Fe(II) + cyt cox

−−−→ Mo(V),Fe(III) + cyt cred (9d)

Mo(V),Fe(III) −−−→ Mo(VI),Fe(II) (9e)

In step (9b), sulfite reacts with an oxo
ligand coordinated to Mo(VI), forming
sulfate coordinated to Mo(IV), and hydrox-
ide (derived from water) coordinates to
the molybdenum site after departure of
sulfate. The oxo ligand (deprotonated hy-
droxide) forms in response to formation of
Mo6+.
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3.7
Bacterial Metalloenzymes and Their Roles
in Infection

Understanding molecular mechanisms
underlying microbial virulence is critically
important to the development of effective
antimicrobial compounds and remedies
for intoxication (e.g. botulism), particu-
larly caused by food- and water-borne bac-
teria. Bacteria that must survive the acidic
gastric environment (e.g. Helicobacter py-
lori, Klebsiella aerogenes) produce enzymes
that provide a source of nitrogen for growth
and help neutralize the pH immediately
surrounding the cell. Klebsiella aerogenes
urease has been the most intensively stud-
ied of these, and contains two Ni2+ ions
in the enzyme active site, separated by
ca. 3.6 Å. Assembly of the binuclear Ni2+
active site is complex, requiring a variety
of accessory proteins (including at least
one nickel chaperone, UreE) in vivo. These
ions are bridged by a lysine residue that
has been carbamylated as a result of a
posttranslational self-processing reaction
with CO2. In vitro reconstitution of the
apoenzyme in the absence of CO2 does not
generate any urease activity. The accepted

mechanism comprises a step involving
urea binding to Ni-1 (carbonyl oxygen
coordination), and hydrogen bonding to
His-320. Hydroxide coordinated to Ni-2
attacks the carbonyl carbon to form a tetra-
hedral intermediate. His-320 transfers a
proton to an amide nitrogen of the urea
intermediate, which then collapses into
ammonia and carbamate (H2NCOOH).
The carbamate product is itself unstable,
and spontaneously decomposes to form
CO2 and a second ammonia molecule.
The net result of the urease-catalyzed and
uncatalyzed reactions is the following:

CO(NH2)2 + H2O −−−→ 2NH3 + CO2

(10)

One host defense strategy involves the
production of IgA molecules that bind
to both bacterial surface antigens and
mucin, trapping the invading bacterial
cells in the mucin. Some strains of
pathogenic bacteria (particularly strepto-
cocci) secrete a variety of zinc met-
alloproteases, including enzymes (IgA1
proteases) that cleave human IgA1 in
the hinge region. These proteases all
possess one Zn2+ ion coordinated to
two histidine and one glutamic acid

Tab. 7 Representative bacterial metalloenzymes of medical importance.

Enzyme Cofactor Reaction Catalyzed

Botulinum toxin 1Zn Peptide bond hydrolysis (long substratesa, specific
cleavages)

Lethal factorb 1Zn Peptide bond hydrolysis (mitogen-activated protein
kinases)

Phospholipasec C 3Zn Hydrolysis of specific phospholipids
Pneumococcal IgA1 protease 1Zn Peptide bond hydrolysis (hinge region of human IgA1)
Tetanus toxin 1Zn Peptide bond hydrolysis (VAMP/synaptobrevin)
Urease 2Ni/subunit CO(NH2)2 + H2O −−−→ NH3 + H2NCOOH

aSNAP-25, VAMP (synaptobrevin), syntaxin.
bBacillus anthracis.
cBacillus cereus.
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residue, with the remaining site occupied
by hydroxide.

The causative agent of anthrax, Bacillus
anthracis, produces a variety of secreted
toxins, one of which (lethal toxin) is
the primary cause of death in infected
animals and is considered a key vir-
ulence factor. Lethal toxin consists of
protective antigen and lethal factor, which
is a zinc metalloprotease that cleaves
members of themitogen-activated protein-
kinase–kinase (MAPKK) family near their
amino-termini. The X-ray structure of
lethal factor shows that the Zn2+ is
coordinated to His-686, His-690, Glu-
735 and a water/hydroxide molecule in
an approximately tetrahedral geometry.
Glu-687 is positioned ca. 3.5 Å from the
coordinated water to act as a proton ac-
ceptor and facilitate the formation of
coordinated hydroxide. The active site
of lethal factor is contiguous with a
40-Å long groove that serves as the
substrate-binding pocket. The specificity
for MAPKK substrates arises in primar-
ily from this binding site, rather than the
zinc site.

Botulism and tetanus are caused by
Gram-positive, spore-forming bacteria
(Clostridium botulinum and Clostridium
tetani respectively) that require near-
anaerobic conditions for growth. These
organisms secrete dangerous toxins that
are frequently fatal (death results from in-
toxication rather than infection per se). The
toxins responsible for the symptoms are
zinc metalloproteases that cleave proteins
that are associated with neurotransmitter
release. Strains of toxigenic C. botulinum
produce a variety of antigenically distinct
botulinum toxins, designated A, B, C1,
D, E, F, and G. Botulinum toxins A,
E, and C1 cleave synaptosomal-associated
protein (SNAP-25) at different sites, the

others (and tetanus toxin) cleave vessicle-
associated membrane protein (VAMP, also
known as synaptobrevin), and C1 addi-
tionally cleaves syntaxin. Types A, B, and
E are the principal causes of botulism in
humans. The catalytic domains contain
the usual [HExxH + E] motif displayed by
many other zinc endoproteases. Mature
botulinum toxins are very large, composed
of a heavy chain (ca. 100 kDa) and a light
chain (ca. 50 kDa) that are held together
by a disulfide bond. The heavy chain binds
to the presynaptic membrane and helps
to translocate the light chain across the
membrane into the cytosol, where the
light chain cleaves a VAMP/SNAP-25 tar-
get protein. Botulinum toxins, particularly
type A toxins, are considered the most
potent toxins known. Once a botulinum
toxin A molecule enters the neuronal
cytosol, it is estimated that a single en-
zyme molecule is sufficient to intoxicate
a synapse.

The zinc active site is deeply buried
in botulinum toxins, and is accessible to
the solvent via a ca. 12 Å × 15 Å × 35 Å
channel. The clostridial neurotoxins are
atypical among zinc metalloproteases be-
cause of their stringent substrate speci-
ficities (substrates must be at least 16
amino acids in length, and cleavage is
site-specific). The catalytic mechanism of
the all of these toxins appears to involve
formation of zinc-coordinated hydroxide,
polarization of a carbonyl (amide) group
of the substrate by a nearby amino acid
residue, hydrogen bonding of an addi-
tional nearby residue to the amide ni-
trogen, and collapse to form the product
peptides. Botulinum toxin A has been
shown to form a dimer in aqueous so-
lution at concentrations above 75 nM
(the enzyme is a monomer in crystals
studied to date). Endopeptidase activity
is inhibited by 75% when the dimer
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forms, suggesting that substrate access
to the channel is sterically restricted in
the dimer.

4
Perspectives

In addition to the metals mentioned in
this article, roles for other metals as
enzyme cofactors will undoubtedly be
elucidated in the near future. One fas-
cinating, and perplexing, feature of bio-
logical systems concerns the rationale for
the selection of a particular metal cofac-
tor for a given biological task. Consider
the superoxide dismutases. Four different
kinds of enzyme active sites have been
discovered in various prokaryotes and eu-
karyotes, containing either mononuclear
iron, mononuclear manganese, a binu-
clear Cu,Zn dimer, or mononuclear nickel
(in some bacteria). Why do all forms
of life not use just one type of cofac-
tor? Why are specialized kinds of human
superoxide dismutases needed (an intra-
cellular manganese enzyme, an intracel-
lular Cu,Zn enzyme, and an extracellular
Cu,Zn enzyme)?

As noted earlier in this article, many re-
dox enzymes utilize O2 or H2O2 as the
source of oxidizing equivalents needed
to hydroxylate a substrate. In particu-
lar, iron-peroxo or iron-oxo intermediates
have been proposed for most iron en-
zymes discussed in this chapter. What
keeps these kinds of enzymes from inacti-
vating (self-destructing) during enzymatic
turnover, a result of repeated oxidation
of nearby amino acid residues or pro-
duction of radicals that tunnel and carry
out redox transformations elsewhere in
the enzyme? Both hemoglobin and myo-
globin function as O2 carriers, but can

also react with H2O2 and organic sub-
strates in peroxidase-like fashion. Unlike
peroxidases, the globins rapidly lose en-
zyme activity during turnover because
their Compound I intermediates are unsta-
ble, ultimately destroying the heme chro-
mophores, and forming protein oligomers.
What are the structural constraints for a
good heme peroxidase? Similar stability
problems are posed by other broad classes
of redox enzymes.

New, clinically important, roles for
small-molecule interactions with metal-
loenzymes continue to emerge. For exam-
ple, the gases NO and CO, both vertebrate
hormones, are generated by metalloen-
zymes. Furthermore, some target cell
responses to these gases are the result of
binding to other metalloenzymes (e.g. NO
binding to the heme enzyme guanylyl cy-
clase causes a large conformational change
that results in a ca. 300-fold increase
in activity). Many therapeutic drugs tar-
get metalloenzymes. Prominent examples
include nonsteroidal anti-inflammatory
drugs, such as aspirin or indomethacin.
These drugs block prostaglandin pro-
duction by inhibiting a heme enzyme,
prostaglandin H synthase.

Many clinically important roles for en-
zyme oligomerization and folding path-
ways involving metalloproteins are only
beginning to be understood. For example,
mutations in the structural gene SOD1,
encoding a Cu,Zn superoxide dismutase,
figure prominently in current research on
the molecular origins of amylotropic lateral
sclerosis (ALS). Some mutant enzymes
cannot tightly bind active-site metal ions,
their apo-forms are partially unfolded, and
are hence more likely to form insolu-
ble aggregates.

Finally, it is important to note that cop-
per ions have been shown to play key
roles in posttranslational self-processing,
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leading to the production of new, cova-
lently bound redox centers (thus far only
known to be derived from endogenous
tyrosine residues in the active site). Ad-
ditional cases of this phenomenon are to
be expected, with important mechanistic
implications.

See also Bioinorganic Chemistry;
Heme Enzymes; Hemoglobin.
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Domain
A phylogenetic taxon that is higher than the level of kingdom and is based on the
classification of organisms according to similarities in 16S ribosomal RNA sequences.
The current phylogenetic classification scheme divides organisms into three domains:
the Archaea, Bacteria, and Eucarya.

Domain Archaea (Formerly Archaebacteria)
The domain composed of prokaryotic microorganisms with archaeal-type ribosomal
RNA. Archaeal cellular membranes typically contain lipids with glycerol diether or
diglycerol tetraether linkages. The domain Archaea consists of three phenotypic groups
(methane producers, extreme halophiles, and sulfur-dependent extreme thermophiles),
but it is formally divided into four kingdoms: the Euryarchaeota, Crenarchaeota,
Korarchaeota, and Nanoarchaeota.

Domain Bacteria (Formerly Eubacteria)
The domain composed of prokaryotic microorganisms with bacterial-type ribosomal
RNA. Bacterial cellular membranes contain lipids with glycerol diester linkages.

Domain Eucarya
The domain that includes all eukaryotic organisms, characterized by eucaryotic-type
16S ribosomal RNA. Eucaryal cells contain a defined nucleus and glycerol diester cell
membrane lipids.

Prokaryote
A cellular organism that lacks a true nucleus.

� Although members of the domain Archaea are prokaryotic in cell structure,
16S rRNA sequencing reveals that they form a phylogenetically coherent group,
which is separate from both Bacteria (Eubacteria, domain Bacteria) and eucaryotes
(Eucarya, domain Eucarya). The Archaea are further distinguished by the ether-lipid
composition of cytoplasmic membranes and cell wall components not found in either
the Bacteria or Eucarya domains. Like in Bacteria, transcription and translation in
Archaea take place in the same cellular compartment. Unlike Bacteria, Archaea
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possess a complex DNA-dependent RNA polymerase and genes with promoter
elements similar to the TATA box of eucaryotes. Archaea produce and utilize
homologs to eukaryotic transcription-initiation factors, which are not found in
the Bacteria domain. The methane-producing Archaea (methanoarchaea) are the
most diverse and extensively studied group of the Archaea. The strictly anaerobic
methanoarchaea are terminal organisms in the anaerobic phase of the global
carbon cycle.

1
Introduction

For nearly half a century, life was clas-
sified at the highest level by two taxons,
prokaryotes and eucaryotes, on the basis
of phenotypic cellular characteristics that
included the presence or absence of nu-
clear membranes, organelles, or cell walls.
It was not until 1990 that a molecular
approach, based on comparisons of 16S ri-
bosomal RNA sequences, revealed that all
life forms are divided into three primary
divisions (domains) of life: the Eucarya,
encompassing all eucaryotes, the Bacte-
ria (or Eubacteria), including ‘‘typical’’
Eubacteria, and the Archaea (or Archaebac-
teria). The Archaea are comprised of four
kingdoms: Euryarchaeota, Crenarchaeota,
Korarchaeota, and the recently described
Nanoarchaeota. In evolutionary terms, the
two prokaryotic domains are more ge-
netically distinct from each other than
one of the groups, the Archaea, is from
the Eucarya. The largest, most diverse,
and well-studied representatives of the
Archaea are the methane-producing anaer-
obes (methanoarchaea), which provided
the first clues leading to the discovery of
the three-domain concept. The methanoar-
chaea are members of the Euryarchaeota.
Research on the methanoarchaea over the
past two decades has made the great-
est impact on our understanding of the

ecology, physiology, and biochemistry of
the Archaea. More recently, genomic se-
quencing, development of genetic sys-
tems, and investigations into the molec-
ular biology of the methanoarchaea has
significantly expanded our knowledge of
the Archaea domain.

2
Biochemistry of Methanogenesis

The Italian physicist Alessandro Volta
is most often credited with the discov-
ery of biological methane (natural gas)
production, methanogenesis, more than
125 years ago. In performing the ‘‘Volta
experiment,’’ he disturbed the sediment
of lake Como in northern Italy with a
pole releasing the trapped methane bub-
bles. Lighting the gas produced a flame
that he called ‘‘combustible air.’’ Figure 1
shows a modern-day Volta experiment in
which gas from the sediment of a fresh-
water pond is collected in an inverted
funnel submerged in the water column
and ignited on release by tipping the
funnel. The process of methanogenesis
requires a consortium of at least three
interacting metabolic groups of obligately
anaerobic microbes (Fig. 2). The fermenta-
tive group decomposes cellulose and other
complex molecules to volatile carboxylic
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Fig. 1 A modern-day Volta
experiment (see color plate
p. xxxiv).

Fermentative

Organic matter

Methanoarchaea

CH3CH2COOH
CH3CH2CH2COOH H2 + HCOOH

H2-producing
acetogens

CH3COOH

CH4

CO2

CH4 + CO2

H2

CH4

CO2

Fig. 2 A scheme showing carbon flow through the three
major metabolic groups of anaerobes involved in the
conversion of complex organic matter to methane in
freshwater environments.

acids and hydrogen gas. Only acetate, car-
bon dioxide, hydrogen, and formate are the
major substrates for the methanoarchaea;
thus, the hydrogen-producing acetogenic
group is necessary to further metabolize
butyrate and propionate to substrates for
the methanoarchaea. The methanoarchaea

employ two separate pathways in which
methane derives from either the methyl
group of acetate (reaction 1) or the reduc-
tion of carbon dioxide with electrons from
hydrogen or formate (reactions 2a and 2b).
At least two-thirds of the total methane
produced derives from the acetate and
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the remainder from the reduction of car-
bon dioxide.

CH3COO− + H+ −−−→ CH4 + CO2
(1)

CO2 + 4H2 −−−→ CH4 + 2H2O
(2a)

4HCO2H −−−→ 3CO2 + CH4

+ 2H2O (2b)

2.1
Steps Common to the Two Major Pathways
for Methanogenesis

The steps shown in Fig. 3 are common
to the two major pathways for methane
production in nature, carbon dioxide re-
duction and fermentation of acetate. The
two pathways differ primarily in the man-
ner by which a methyl group is gener-
ated and passed to the cofactor tetrahy-
dromethanopterin (H4MPT) to form CH3-
H4MPT. Conversion of CH3-H4MPT to
methane is essentially the same in both
pathways. Step 1 in Fig. 3 is catalyzed
by N5-methyltetrahydromethanopterin:co-
enzyme M methyltransferase, which has

been recently reviewed. The methyltrans-
ferase is an integral membrane-bound
complex that also functions to gener-
ate a sodium-ion gradient across the
membrane coupled to the methyl trans-
fer reaction. The enzyme as character-
ized from Methanothermobacter marbur-
gensis and Methanosarcina mazei con-
tains a corrinoid cofactor, cobalamine (5′-
hydroxybenzimidazolyl cobamide), which
accepts the methyl group from CH3-
H4MPT in the first of the two partial
reactions catalyzed by the enzyme. The
second partial reaction involves transfer of
the methyl group from CH3-cobalamine to
coenzyme M (HS-CoM) producing CH3-S-
CoM. The methyltransferase complex con-
tains eight nonidentical subunits (MtrA-
H). MtrA contains the cobalamine cofactor
protruding into the cytoplasm that under-
goes methylation and demethylation. It is
proposed that methylation is catalyzed by
MtrH and demethylation by MtrE, which
also translocates sodium ions. The mecha-
nism of translocation is thought to involve
conformational changes induced in MtrA
by methylation and demethylation that
are transmitted to MtrE, which drives the

Fig. 3 Steps common to the
two major pathways for
methanogenesis.
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HS-CoM
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translocation. Growth of the methanoar-
chaea utilizing either pathway is depen-
dent on sodium and is proposed to use
sodium gradients for energetic functions.

The methyl-coenzyme M-reductase cat-
alyzes step 2 in Fig. 3. The electron donor
is coenzyme B (CoB) and the heterodisul-
fide CoM-S-S-CoB is produced in addition
to methane. Methanothermobacter marbur-
gensis and Methanothermobacter thermoau-
totrophicus contain two isozymes (MCRI
and MCRII) with native molecular masses
of approximately 300 kDa composed of
three different subunits with molecular
masses of 65 (α), 46 (β), and 30–35 (γ )
kDa in an α2β2γ2 configuration. The crys-
tal structure of the MCRI isozyme from
M. marburgensis shows coenzyme F430
(F430) positioned at the bottom of a nar-
row channel in two independent active
sites separated by approximately 50 Å. The
two active sites are formed by residues
from the αα′βγ or α′αβ ′γ ′ subunits in-
dicating that two trimers are necessary
to form the active sites. Structures, com-
plexed with either HS-CoM plus HS-CoB
or CoM-S-S-CoB, have been the basis for
a proposed reaction mechanism. The rela-
tive positions of CoM, CoB, and F430 in the
crystal structure suggests a nucleophilic
attack of [F430]Ni(I) on CH3-S-CoM which
forms the [F430]Ni(III)-CH3 intermediate.
In the next step, [F430]Ni(III) oxidizes HS-
CoM producing the thiyl radical •S-CoM
and [F430]Ni(II)-CH3. In the final step,
protonolysis of [F430]Ni(II)-CH3 releases
methane and the thiyl radical is coupled to
−S-CoB to form the heterodisulfide (CoB-
S-S-CoM) accompanied by a one-electron
reduction of Ni(II) to the active redox
state. The binding of CoM induces spe-
cific conformational changes that ensures
entry of CH3-S-CoM adjacent to F430 and
before entry of CoB in the narrow active-
site channel.

Heterodisulfide reductase catalyzes the
final step in Fig. 3 releasing the ac-
tive sulfhydryl forms of the cofactors.
The enzyme is comprised of two sub-
units (HdrDE). The smaller HdrE is a
b-type cytochrome containing low-spin and
high-spin hemes. HdrE accepts electrons
from methanophenazine, a component
of the membrane-bound electron trans-
port chain. HdrE donates electrons to
HdrD, which contains two Fe4-S4 cen-
ters, one of which is the proposed active
site together with a redox-active disulfide
of two cysteines. On the other hand, it
has been proposed from kinetic experi-
ments with the heterodisulfide reductase
from Methanosarcina thermophila that the
low-potential heme is involved in re-
duction of the heterodisulfide. In both
pathways, heterodisulfide reduction is cou-
pled to formation of an electrochemical
proton gradient that drives ATP synthe-
sis catalyzed by an A1A0-type ATP syn-
thase. It is hypothesized that a proton
gradient is generated across the mem-
brane in a mechanism in which the
protons are translocated upon electron
transfer from methanophenazine to the
heterodisulfide.

2.2
Reactions Involved in the Synthesis of
CH3-H4 MPT

2.2.1 Carbon Dioxide Reduction Pathway
In most methanogenic environments, the
six electrons needed for carbon dioxide
reduction to CH3-H4MPT derive from the
oxidation of either hydrogen gas or formate
as shown in reactions (3–5).

H2 + 2 ferredoxinox

−−−→ 2 ferredoxinred + 2H+ (3)

2H2 + 2F420 −−−→ 2F420H2 (4)
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2HCOOH + 2F420 −−−→ 2F420H2

+ 2CO2 (5)

Reaction (3), catalyzed by the Ech hydro-
genase, is endergonic given the low partial
pressures of hydrogen gas in the native en-
vironment; however, it is proposed that the
Ech hydrogenase utilizes the electrochem-
ical proton gradient to drive the reaction.
Coenzyme F420-dependent hydrogenases
(reaction 4) and a formate dehydroge-
nase (reaction 5) have been characterized.
Coenzyme F420 is an obligate two-electron
carrier involving hydride transfer. Six reac-
tions are required for reduction of carbon
dioxide to CH3-H4MPT (reactions 6–10).

CO2 + MF + 2 ferredoxinred + 2H+

−−−→ 2 ferredoxinox + formyl-MF

+ H2O (6)

formyl-MF + H4MPT

−−−→ 5-formyl-H4MPT + MF (7)

5-formyl-H4MPT + H+

−−−→ 5,10-methenyl-H4MPT+

+ H2O (8)

5,10-methenyl-H4MPT+ + F420H2

−−−→ 5,10-methylene-H4MPT

+ F420 + H+ (9a)

5,10-methenyl-H4MPT+ + H2

−−−→ 5,10-methylene-H4MPT

+ H+ (9b)

5,10-methylene-H4MPT + F420H2

−−−→ 5-methyl-H4MPT + F420 (10)

In the first reaction (reaction 6), carbon
dioxide is attached to methanofuran (MF)
as the carbamate and reduced to the

formyl level by formylmethanofuran dehy-
drogenase with ferredoxin as the electron
donor. Reaction (7) is catalyzed by formyl-
methanofuran:tetrahydromethanopterin
formyltransferase. Reaction (8) is cat-
alyzed by N5,N10-methenyltetrahydrome-
thanopterin cyclohydrolase comprised of
two identical subunits with no pros-
thetic groups. Two mechanistically distinct
N5,N10-methylenetetrahydromethanop-
terin dehydrogenases catalyze reaction (9),
one that oxidizes reduced coenzyme F420

(reaction 9a) and the other that oxidizes
H2 (reaction 9b). The F420-dependent en-
zyme is composed of one type of subunit,
either as a hexamer or octamer, with no
detectable prosthetic group. The other de-
hydrogenase is essentially a hydrogenase
that contains no metals in contrast to
all known mechanisms for hydrogenases.
The enzyme catalyses the stereospecific
transfer of a hydride ion from hydro-
gen gas into the pro-R position of the
methylene carbon involving a pentacoor-
dinated carbonium ion (CH3

+=H4MPT)
transition state intermediate in which
the pro-R hydrogen bond is proto-
nated and exchanges with water. N5,N10-
Methylenetetrahydromethanopterin red-
uctase catalyses reaction (10). The enzyme
is F420-dependent, contains one subunit
with no discernible prosthetic groups, and
exhibits a ternary complex kinetic mecha-
nism suggesting direct hydride transfer.

2.2.2 Acetate Fermentation Pathway
Most of the methane produced in na-
ture derives from the methyl group of
acetate (reaction 1). In M. thermophila,
CH3-H4MPT is synthesized by reac-
tions (11–13).

CH3COO− + ATP

−−−→ CH3CO2PO3
−2 + ADP (11)
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CH3CO2PO3
−2 + HS-CoA

−−−→ CH3COSCoA + Pi (12)

CH3COSCoA + H4SPT

+ H2O + ferredoxinox

−−−→ CH3 − H4SPT

+ ferredoxinred + CO2

+ HS-CoA (13)

Acetate kinase (reaction 11) and phos-
photransacetylase (reaction 12) function
together to convert acetate to acetyl-CoA.
The crystal structure of acetate kinase
from M. thermophila reveals an α2 ho-
modimer with overall features suggesting
that the enzyme belongs to the Sugar
Kinase/Hsc70/Actin superfamily of phos-
photransferases and is possibly the orig-
inal member of this superfamily. Kinetic
and biochemical analyses of site-specific
replacement variants indicates a direct in-
line mechanism in which the transition
state phosphate is stabilized by Arg91 and
Arg241. The CO dehydrogenase/acetyl-
CoA synthase (Cdh) five-subunit complex
cleaves the C−C and C−S bonds in the
acetyl moiety of acetyl-CoA, transfers the
methyl group to H4SPT, and oxidizes
the carbonyl group to CO2 (reaction 13).
The complex is divisible into three en-
zyme components. The nickel/iron-sulfur
(Ni/Fe-S) component contains the CdhA
and CdhB subunits. The corrinoid/iron-
sulfur (Co/Fe-S) component contains the
CdhD and CdhE subunits. The CdhC
subunit constitutes the third component.
Three metal clusters (A, B, and C) con-
tained in the complex have properties
nearly identical to three metal clusters in
the well-characterized clostridial synthase
for which functions have been assigned.
Thus, cluster A is the proposed site for
cleavage of the C−C and/or C−S bonds

of acetyl-CoA, whereas the carbonyl group
is thought to be oxidized on cluster C.
Cluster B is a conventional Fe4-S4 center
proposed to shuttle electrons from clus-
ter C to the ferredoxin. Dissociation of
CdhC from the complex results in loss
of an EPR signal diagnostic of cluster A;
a result identifying the location of clus-
ter A in CdhC. Finally, the methyl group is
transferred to the corrinoid cofactor III of
the Co/Fe-S component in which H4SPT
is methylated.

3
Molecular Biology

Over the last decade, two significant
advances in molecular biology have
greatly facilitated our progress towards a
more complete understanding of the bio-
chemistry and physiology of methanoar-
chaea. First, the sequencing of complete
methanoarchaeal genomes has revolution-
ized approaches to cloning methanoar-
chaeal genes and characterizing the func-
tions of unknown genes. Second, the
development of improved genetics tools
has enhanced the ability of researchers to
investigate methanogenic processes using
genetics approaches. A third exciting dis-
covery in methanoarchaeal genetics has
been the expansion of the genetic code to
include pyrrolysine, the twenty-second ge-
netically encoded amino acid. This section
of the review will briefly summarize the
general features of methanoarchaeal ge-
netics and then focus on recent advances
in the molecular biology of the methanoar-
chaea.

3.1
General Features

Methanoarchaea and other Archaea share
some genetic features in common with
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both Bacteria and Eucarya. Like Bacte-
ria, Archaea lack a membrane-enclosed
nucleus and have a relatively small
genome (1.66 to 5.75 Mbp) with circu-
lar chromosomal DNA and extrachro-
mosomal elements. Some methanoar-
chaea, particularly members of the family
Methanosarcinaceae, possess operons as
well as bacterial-like regulatory mecha-
nisms for gene expression. Furthermore,
messenger RNA molecules contain a
ribosome-binding site that is similar to
the Shine–Dalgarno sequence of Bacteria.
However, although Archaeal and Bacte-
rial ribosomes are similar in size (70 S),
rooted trees comparing small subunit
rRNA sequences indicate that Archaea
and Eucarya may share a common lin-
eage separate from that of Bacteria. As
predicted from this relationship, some
components of archaeal replication, tran-
scription, and translation are more similar
to those of Eucarya. For example, Archaea
possess homologs of eucaryal histones
as well as a single complex RNA poly-
merase that resembles eucaryotic RNA
polymerase II in subunit composition. Ar-
chaeal transcripts tend to lack introns,
but the promoters of methanoarchaea and
other Archaea contain a Box A sequence
that is similar to the TATA box of Eucarya.
Homologs of the eucaryal transcription
factors TFIIB, the TATA-binding protein,
and TFIIS have been identified in Archaeal
genomes. In both Archaea and Eucarya,
translation is initiated using methionine
rather than formyl-methionine, which is
common in Bacteria.

Histone-like proteins purified from
Methanothermus fervidus (Hmf) have been
characterized, and these proteins share
amino acid sequence similarity with a pro-
tein family that includes eucaryotic histone
proteins (H2A, H2B, H3, and H4). X-ray
crystallography of the recombinant forms

of two methanoarchaeal histone homologs
(HmfA and HmfB) shows that the three-
dimensional structure of both proteins
resembles the characteristic histone fold
of eucaryal core histone proteins. HmfA
and HmfB may form homodimers, het-
erodimers, and tetramers in solution, but
have not been observed to associate into
octamers, which are typical of eukaryotic
nucleosomes. The crystal structure of the
histone-like protein from Methanopyrus
kandleri (Hmk) has also been determined.
Hmk is twice as long as HmfA, HmfB,
and eucaryal histones, and contains two
histone folds per monomer. The precise
function of methanoarchaeal histone-like
proteins has not yet been determined, but
tetramers of Hmf interact with DNA and
may play roles in regulation of gene ex-
pression or protection of DNA against heat
denaturation.

3.2
Transcription

Gene expression in Archaea is said to
resemble Bacteria in form and Eucarya
in function. Similarities between Archaea
and Bacteria include circular chromoso-
mal DNA, the occurrence of transcription
and translation in the same cellular com-
partment, the organization of some genes
into operons, the absence of introns in
protein-encoding genes, minimal post-
transcriptional modification of mRNA,
similarity in ribosome size, and the pres-
ence of a Shine–Dalgarno-like sequence to
direct translation initiation. Interestingly,
there are also a number of similarities be-
tween eucaryal and archaeal transcription
and translation including the complex-
ity of DNA-dependent RNA polymerases,
promoters that contain TATA-box-like el-
ements, transcription factors, elongation
factors II that can be ribosylated with ADP,
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introns in certain rRNA and tRNA genes,
and translation beginning with methion-
ine rather than formylated methionine.

3.2.1 RNA Polymerase
Bacteria contain a single DNA-dependent
RNA polymerase composed of four dif-
ferent subunits with the stoichiometry of
α2ββ ′σ . In contrast, Eucarya have three
different nuclear RNA polymerases (I, II,
and III), which function in rRNA synthe-
sis (I), mRNA synthesis (II), and tRNA
and small RNA synthesis (III). Each of the
eucaryal RNA polymerases contains two
large subunits and 8–12 smaller subunits.
The large subunits A and B correspond
to the β ′ and β subunits respectively of
the bacterial RNA polymerase. Archaeal
species possess a single DNA-dependent
RNA polymerase, composed of about 12
subunits which may include B, A′, A′′,
D, E, F, G, H, I, K, L, and N. In some

Euryarchaeota, subunit B appears to be di-
vided into two fragments, B′ and B′′, which
respectively correspond to the C-terminal
and N-terminal halves of subunit B. The
deduced amino acid sequences of Archaeal
A′ and A′′ components have similarity to
eucaryal subunit A and bacterial subunit
β ′, while B (or B′ and B′′) are similar
to eucaryal B and bacterial β. Archaeal
subunit H bears homology to a eucaryal
subunit (RPB5) that is present in all three
eucaryal RNA polymerases but has no
counterpart in the bacterial holoenzyme.

3.2.2 Promoters and Terminators
The general features of methanoarchaeal
promoters are illustrated in Fig. 4. A
consensus sequence for the Archaeal pro-
moter sequence called Box A has been
determined from analysis of numer-
ous rRNA, tRNA, and protein-encoding
genes. Box A consists of a stretch of

Archaea

Eukarya

−35 sequence −10 sequence
(Pribnow box)

Bacteria

−40 −30 +30−20 −10 +1

BRE TATA
(Box A)

BRE TATA INR DPE

INR
(Box B)

Transcription
start site (+1)

Fig. 4 Components of archaeal, eucaryal, and bacterial promoters.
Archaeal and eucaryal promoters typically contain a TATA box sequence, a
BRE, and an INR in the vicinity of the transcription start site. Eucarya may
have a downstream promoter element (DPE). Bacterial promoters typically
consist of a −35 and −10 consensus sequence.
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Fig. 5 Proposed model for the archaeal
preinitiation complex. The TBP and TFB
bind to DNA and recruit the complex
archaeal RNA polymerase. Transcription
activator factor TFE α is present in all
sequenced archaeal genomes. A
TBP-interacting protein homolog
(TIP49) is also found in the genomes of
M. kandleri and several
hyperthermophilic sulfur-dependent
archaea. Adapted from.

TFB

TBP

TFEa
DNA

TIP49

RNA
polymerase

six nucleotides TTTA (T/A) A with sim-
ilarity to the eukaryotic TATA box and
is centered approximately 27 nucleotides
upstream of the transcription start site.
When the Archaeal consensus promoter
sequence is replaced with the eukary-
otic TATA box, transcription efficiency
decreases to 13% of its original activity.
Most methanoarchaea genes contain a sec-
ond consensus sequence called box B or
the initiator element (INR), which is lo-
cated around the transcription start site.
In the methanoarchaea, the INR consen-
sus sequence (ATGC) transcription begins
at the G position. In addition, a pair of
adenines positioned approximately 33 and
34 nucleotides upstream of the transcrip-
tion start site functions as a recognition
element for transcription factor B (TFB)
and is called the BRE (B recognition
element) sequence. In Eucarya, the role
of the TFB homolog (TFIIB) is to cooper-
ate with transcription factor TFIID to assist
in the binding between the TATA box and
RNA polymerase II. The subunit of TFIID
that specifically interacts with the eukary-
otic TATA box is called the TATA-binding
protein (TBP), and a homolog of TBP func-
tions in Archaea. An archaeal homolog of
transcription factor TFIIE has been shown
to stimulate transcription from M. ther-
moautotrophicus promoters in an in vitro
system. A proposed model for the archaeal
preinitiation complex is shown in Fig. 5.

Two different potential termination sig-
nals have been found in Archaea. The
first is an oligo-T sequence or a T-rich
stretch of polypyrimidines. The second
consists of short inverted repeats that may
form stem-loop structures to direct ter-
mination. In thermophiles, transcription
termination appears to be relatively inef-
ficient, usually occurring at different sites
within polypyrimidine stretches 4–30 nu-
cleotides long.

3.2.3 Messenger RNA
Archaea contain polycistronic transcrip-
tional units that resemble bacterial oper-
ons. Unlike most bacterial operons, how-
ever, Archaeal transcriptional units may
contain internal promoters and termina-
tors. In some cases, transcripts of dif-
ferent lengths are produced from the
same operon, consistent with mRNA pro-
cessing. No introns have been found in
Archaeal or bacterial mRNAs that encode
proteins; however, some Archaeal rRNA
and tRNA transcripts contain sequences
that are subsequently removed by posttran-
scriptional modification. At present, there
is no evidence for posttranscriptional mod-
ification of mRNA in Archaea. RNAs with
short poly(A) tails (about 12 nucleotides in
length) have been found in Archaea, but
they have not been experimentally iden-
tified as mRNA. The 5′ cap structures
found in eucaryal mRNAs are not found in
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Archaeal mRNAs. Ribosome-binding sites
complementary to the 3′ terminus of the
16S Archaeal rRNA and similar to bacterial
Shine–Dalgarno sequences are present in
methanoarchaea mRNAs.

3.3
Translation

Archaea use the same universal genetic
code as Bacteria and Eucarya. Codon us-
age generally depends on the GC content
of the organisms, which varies from 26
to 71% in Archaea; thus GC-rich Ar-
chaea tend to prefer codons with G or C
in the third position, although exceptions
have been observed. The most common
translation initiation codon is AUG, but
GUG and UUG are also used. The ribo-
somes and other translational machinery
used in the different domains exhibit dis-
tinctive qualities unique to each of the
three lineages. Eucaryal translation differs
from bacterial translation in several ways.
Translation in Eucarya is posttranscrip-
tional; mRNAs generally encode only a
single gene; mRNAs are modified with a 5′
cap (7-methylguanosine) and a polyadeny-
lated tail; the ribosome recognizes the
5′ cap structure of mRNA rather than
a Shine–Dalgarno sequence; translation
is initiated with methionine rather than
formylated methionine; and initiation re-
quires up to 10 additional protein factors.
Translation in Archaea has some bacterial
and some eucaryal features. Since no nu-
clear membrane is present, Archaeal tran-
scription necessarily occurs in the same
compartment as translation; mRNAs may
be polycistronic, and posttranscriptional
modification of mRNAs is not observed.
Shine–Dalgarno sequences are utilized in
some Archaea, but are unnecessary in oth-
ers. As in Eucarya, translation is initiated
with nonformylated methionine and uses

a diphtheria-sensitive elongation factor
(EF-2).

3.3.1 Transfer RNA
The tRNAs of Archaea contain sev-
eral modified nucleotides present in
Bacteria and Eucarya (pseudouridine,
2′-O-methylcytidine, 1-methylguanosine,
and N2N2-dimethylguanosine), but lack
ribothymidine and 7-methylguanosine,
which are present in Bacteria and Eu-
carya. Archaeal tRNAs contain additional
modified nucleotides unique to the Ar-
chaeal domain. Several aspects of Archaeal
tRNA synthetases differ from the model
systems described in Bacteria, includ-
ing different mechanisms for charging
asparagine, cysteine, glutamine, and ly-
sine tRNAs.

3.3.2 Initiation and Elongation Factors
The number of protein factors required
for archaeal initiation is unknown; how-
ever, it has been proposed that Archaea
may possess initiation factors similar to
those in Eucarya because hypusine, an un-
usual amino acid previously found only
in eukaryotic initiation factor 5A, has been
found in a Sulfolobus protein with sequence
similarity to eukaryotic initiation factor 5A.
The recombinant M. jannaschii initiation
factor 5A homolog has been crystallized
and contains a conserved lysine at position
40 that may be converted into hypusine
in vivo. Archaeal elongation factors EF-1α

and EF-2 contain regions that are highly
conserved among elongation factors from
all three domains. These conserved amino
acid stretches are involved in GTP bind-
ing and hydrolysis. Interestingly, as in
the eucaryal EF-2, one of the histidines
at the C-terminus of the Archaeal EF-
2 is posttranslationally modified to form
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diphthamide, which makes it suscepti-
ble to ADP-ribosylation by the diphtheria
toxin. Phylogenetic trees based on compar-
isons of EF-2 homologs are consistent with
the clustering of Archaeal sequences on
a branch separate from branches leading
to eucarya or Bacteria; however, phylo-
genies based on EF-1α sequences are
less consistent.

3.3.3 Archaeal Ribosomes
Archaeal ribosomes bear superficial sim-
ilarity to those of Bacteria. Both Archaeal
and bacterial ribosomes have a sedimenta-
tion coefficient of 70S and are composed
of two subunits with sedimentation co-
efficients of 50S and 30S respectively.
Archaeal rRNAs (23S, 16S, and 5S) are
similar in size to bacterial rRNAs, but
differ substantially in sequence. In terms
of overall structure, Archaeal ribosomes
appear intermediate in shape between
eucaryal and bacterial ribosomes. For ex-
ample, the small ribosomal subunits of
Eucarya possess several bulges and gaps,
plus a ‘‘bill’’ that is not present in bac-
terial ribosomes (Fig. 6). All Archaeal
ribosomes possess a bill in their 30S ri-
bosomes; however, only ribosomes from

sulfur-dependent hyperthermophiles pos-
sess the other eukaryotic features.

3.4
Complete Genome Sequences

Sequencing of the complete genomes
of five representative methanoarchaea
has led to genome-level comparisons
among organisms of different species
and domains and simplified strategies
for determining the function of unknown
methanoarchaea genes. The first Archaeal
genome to be sequenced was that of
the hyperthermophilic methanoarchaeon
Methanococcus jannaschii. The genome
consists of a 1.66-Mbp chromosome with
1682 predicted protein-encoding genes, a
large circular extrachromosomal element,
and a small circular extrachromosomal
element. Initially, putative cellular func-
tions could be assigned to only 38% of
the predicted genes. Genome sequenc-
ing has confirmed the similarity of Ar-
chaeal and eucaryal proteins involved in
the processes of replication, transcription,
and translation. For example, the M.
jannaschii genome contains homologs
of eucaryal histones, RNA polymerase

Fig. 6 Diagrammatic representation of
small ribosomal subunits from (a),
Bacteria, (b) Archaea, and (c) Eucarya.
The striped regions (d) show the
archaeal and eucaryal bill regions and
the lobes (A and B). [From J. A. Lake, E.
Henderson, M. W. Clark, and A. T.
Matheson, Proc. Natl. Acad. Sci. U.S.A.
79: 5948–5952 (1982).]
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subunits, transcription-initiation factors,
selected ribosomal subunits, and some
aminoacyl–tRNA synthetases. However,
homologs of the aminoacyl–tRNA syn-
thetases for glutamine, asparagine, lysine,
and cysteine are notably absent. The
genome contains a tRNA for selenocys-
teine, which is encoded by the UGA stop
codon, as well as four genes with internal
UGA codons that are predicted to encode
selenocysteine.

The genome sequence of M. jannaschii
has provided an invaluable resource for
cloning methanoarchaeal genes for expres-
sion in Escherichia coli. In many cases, the
thermostable nature of recombinant M.
jannaschii proteins provides a convenient
means of protein purification by heating
cell extracts to denature thermolabile E. coli
proteins. Problems involving codon-usage
bias have been overcome by expressing
genes in E. coli strains that contain rare
codon tRNAs. To a large extent, this strat-
egy has obviated the need for growing large
quantities of strictly anaerobic methanoar-
chaea for use in protein purification. The
approach has been particularly success-
ful for identifying the genes encoding low
abundance proteins, such as enzymes in-
volved in biosynthetic processes.

Sequencing the complete genome of
M. thermoautotrophicus �H provided the
first opportunity to make genomic com-
parisons of methanoarchaea with other
Archaea, Bacteria, and Eucarya. Forty-six
percent of the predicted proteins have
been assigned putative functions based on
homology to known enzymes, 28% have
homology to genes of unknown function,
and 27% lack significant homology to any
known sequence. Substantial divergence
of M. thermoautotrophicus from M. jan-
naschii has been postulated on the basis of
a low degree of conservation in gene orga-
nization and the observation that less than

20% of the M. thermoautotrophicus pro-
teins show greater than 50% identity with
M. jannaschii proteins. Homologs of two-
component regulatory systems and heat
shock-70 response proteins are abundant
in M. thermoautotrophicus but absent in
M. jannaschii. As in M. jannaschii, tRNA
synthetases for asparagine, glutamine, cys-
teine, and lysine are unrecognizable, but
interestingly, the translation machinery
for selenocysteine is lacking in M. ther-
moautotrophicus. The genome contains
homologs of the eucaryal TATA-binding
proteins, TFIIB and TFIIS.

Methanopyrus kandleri is a hyperther-
mophilic methanoarchaea that grows at
temperatures up to 110 ◦C. Phylogenies
based on rRNA sequencing have placed
this methanoarchaeon in a deeply branch-
ing position separate from all other
known methanoarchaea. Whole genome
sequence comparisons have provided a
different perspective on this evolutionary
model. Although M. kandleri diverges from
other methanoarchaea according to 16S
rRNA phylogenies, it clusters with M. jan-
naschii and M. thermoautotrophicus when
the genomes are compared on the basis of
either conserved gene order and content
or concatenated alignments of ribosomal
proteins. In contrast to other methanoar-
chaea, the M. kandleri genome contains
a high proportion of negatively charged
amino acids that may assist in adapting
proteins to the high intracellular salt con-
centrations of this organism. In addition,
M. kandleri has relatively few putative reg-
ulatory and signaling proteins and less
evidence for the lateral transfer of genes
from Bacteria.

In contrast, the genomes of Methano-
sarcina acetivorans C2A and Methanosar-
cina mazei Go1 reflect the wide metabolic
diversity of the Methanosarcinaceae family.
The 5.75-Mbp genome of M. acetivorans
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C2A is three times larger than the
three previously sequenced methanoar-
chaea genomes and shows evidence of
extensive lateral gene transfer. Similarly,
in the 4.1-Mbp genome of M. mazei Go1
greater than 30% of the open-reading
frames are more closely related to bacterial
homologs than Archaeal homologs. In M.
acetivorans C2A, predicted coding regions
account for 74% of the genome, substan-
tially lower than the gene densities of M.
jannaschii, M. thermoautotrophicus, and M.
kandleri that all exceed 90%. The genome
contains multiple copies of numerous
genes; including genes for methanogen-
esis related enzymes, putative corrinoid
proteins, and methyltransferases, TATA-
binding proteins, and homologs of bac-
terial regulator proteins such as sensory
transduction histidine kinases. M. ace-
tivorans contains both class I and class II
lysyl–tRNA synthetases. One of these may
be involved in translating a UAG amber
codon into pyrrolysine.

3.5
Use of Methanoarchaeal Genomes to
Identify Coenzyme Biosynthesis Genes

One field that has reaped tremendous
benefit from the sequencing of methanoar-
chaeal genomes is functional genomics,
including the identification of genes in-
volved in the biosynthesis of specialized
methanoarchaeal coenzymes. Progress
has been made in the elucidation of the
pathways of methanoarchaeal coenzyme
biosynthesis. However, prior to genome
sequencing progress in identifying the
biosynthetic genes was limited, due in part
to the low abundance of the enzymes and
the lack of a genetics system.

Published genome sequences have
opened up new strategies for identifying

coenzyme biosynthesis genes. For exam-
ple, the complete Methanococcus jannaschii
genome sequence enabled use of a sec-
ondary structure analysis program to iden-
tify a proposed tetrahydromethanopterin
(H4MPT) biosynthesis gene encoding an
enzyme that catalyzes a reaction similar
in mechanism to that of dihydropteroate
synthase. The secondary structure analy-
sis program predicted that M. jannaschii
gene MJ0301 encodes a protein that would
demonstrate secondary structure features
similar those of dihydropteroate synthase.
When MJ0301 was expressed in Escherichia
coli, the resulting protein catalyzed the pre-
dicted reaction of H4MPT biosynthesis.
MJ0301 was the first H4MPT biosynthesis
gene to be identified.

A second effective strategy for identify-
ing genes involved in coenzyme biosynthe-
sis has been to propose a mechanism for
the enzymatic reaction, and then search for
genes that show homology to proteins that
catalyze a similar reaction. For example,
the formation of the α-keto acid (S)-
sulfopyruvate during coenzyme M biosyn-
thesis is proposed to occur by oxidation of
(S)-sulfolactate. This mechanism resem-
bles that of malate dehydrogenase, and
the M. jannaschii genome contains only
two genes annotated as malate dehydroge-
nase genes (MJ1425 and MJ0490). Only
the recombinant MJ1425 gene product
efficiently catalyzes the reaction of (S)-
sulfolactate dehydrogenase, implicating a
role for the gene MJ1425 in coenzyme M
biosynthesis. The MJ1425 protein also cat-
alyzes the reduction of α-ketoglutaric acid
to (S)-hydroxyglutaric acid, a component of
the coenzyme H4MPT. Using mechanis-
tic predictions, at least 16 genes involved
in coenzyme, amino acid, or nucleotide
biosynthesis have been assigned biochem-
ical functions.
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A third strategy to facilitate the as-
signment of coenzyme biosynthesis genes
has been to take advantage of clustered
genes in Bacteria that synthesize analogs
of coenzymes. The methylotrophic bac-
terium Methylobacterium extorquens AM1
synthesizes an analog of H4MPT and
contains a cluster of genes that encode pro-
teins involved in the H4MPT-dependent
oxidation of methanol. Some of these
genes code for proteins with similar-
ity to uncharacterized archaeal proteins
and have been tested as candidates for
H4MPT biosynthesis genes. One of the
key enzymes of H4MPT biosynthesis is
ribofuranosylaminobenzene 5′-phosphate
synthase (RFAP), which catalyzes the
first committed step of the pathway. The
N-terminal sequence of purified RFAP
synthase from the methanoarchaeon M.
thermophila has been used to determine
the corresponding gene in the genomes
of M. jannaschii and M. thermoautotrophi-
cus. Fortuitously, an RFAP synthase gene
homolog also occurs among the clus-
tered bacterial genes required for H4MPT-
dependent metabolism in M. extorquens.
Expression in E. coli of the putative RFAP
synthase genes from M. thermoautotroph-
icus (MTH0830) and M. extorquens (orf4)
has produced enzymes with RFAP syn-
thase activity.

The highly developed genetics system
of M. extorquens has recently been used
to identify seven additional genes of
H4MPT biosynthesis. Using an enzymatic
assay to measure levels of H4MPT coen-
zymes in M. extorquens cells, it has been
shown that deletion mutants lacking the
RFAP synthase gene are incapable of pro-
ducing H4MPT. Using this assay as a
screen, seven additional genes implicated
in H4MPT biosynthesis have been found
in M. extorquens. Six of these genes clus-
ter together with orf4 and encode Archaeal

like proteins of unknown function. The
seventh gene (dmrA) codes for an analog
of bacterial dihydrofolate reductase that
catalyzes the NADPH-dependent reduc-
tion of dihydromethanopterin to H4MPT.
These studies demonstrate how bacterial
model systems can be combined with
complete genome sequences to assist in
determining the functions of uncharacter-
ized genes.

3.6
Genetic Systems

Recent advances in the development of
genetic systems have opened up the possi-
bility of creating mutants to investigate the
physiology, biochemistry, and regulation
of gene expression in the methanoar-
chaea. Genetic tools for creating random
and site-directed mutants, complemen-
tation strains, and gene reporters have
been developed in combination with im-
proved plating techniques, transforma-
tion procedures, and selectable mark-
ers. Model genetics systems have been
developed for Methanococcus maripaludis
and Methanosarcina species, and some of
the genetics tools are effective in other
methanoarchaea of the same genus.

3.6.1 Methanococcus
One of the challenges of developing a
genetics system for methanoarchaea has
been the lack of suitable antibiotics and
antibiotics resistance markers. Because of
fundamental differences between the ribo-
somal proteins of Bacteria and Archaea,
typical bacterial antibiotics are often inef-
fective as inhibitors of methanoarchaeal
protein synthesis. The first antibiotic to
be used in a methanoarchaeal vector was
puromycin, which inhibits the growth of
Methanococcus and Methanosarcina species
at concentrations less than 5 µg mL−1.
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Methanococcal integration vectors have
been created using the puromycin acetyl-
transferase gene (pac) from Streptomyces
alboniger under the control of the pro-
moter and terminator for the methyl coen-
zyme M methylreductase gene. Vectors for
transposon insertional mutagenesis are
also available. Transformation procedures
in Methanococcus species include polyethy-
lene glycol treatment of M. maripaludis
cells, which produces over 100 transfor-
mants per µg of plasmid, and transforma-
tion of Methanococcus voltae protoplasts by
electroporation.

A shuttle vector (pDLT44) allowing plas-
mid replication in both M. maripaludis
JJ and E. coli has been developed on
the basis of the methanococcal plasmid
pURB500. From pDLT44, an expression
vector has been created by adding the
strong methanococcal histone promoter
and a ribosomal binding site. The sen-
sitivity of Methanococcus maripaludis to
neomycin at concentrations between 100
and 250 µg ml−1 and the use of neomycin
resistance genes has expanded the range of
methanococcal genetics tools and allowed
for deletion of multiple genes in a sin-
gle organism and complementation using
expression vectors.

Studies on the regulation of gene expres-
sion in M. maripaludis have focused on pro-
cesses involving nitrogen metabolism and
formate utilization. Nitrogen fixation, the
reduction of atmospheric nitrogen to am-
monia, is highly regulated in methanoar-
chaea and has provided an excellent model
system for identifying regulatory compo-
nents in M. maripaludis. As in Bacteria,
nitrogenase activity and the expression of
nitrogen fixation (nif ) genes in methanoar-
chaea decrease when fixed nitrogen is
available as ammonia. Growth of M. mari-
paludis under nitrogen-fixing conditions
requires molybdenum (but not vanadium)

and is inhibited by tungsten. These data are
consistent with phylogenetic evidence that
the M. maripaludis nitrogenase is related
to the class of bacterial nitrogenases that
contain iron-molybdenum cofactor. Nitro-
genase is encoded by the structural genes
nifH, nifD, and nifK, and accessory genes
are required for assembly of the enzyme
into an active form. The order of the nif
genes in methanoarchaea (nifHDKENX )
is the same as the order found in Bacte-
ria, with the interesting exception that two
homologs of the regulatory gene glnB are
inserted between the nifH and nifD genes.
The glnB homologs also occur in the nif
gene clusters of Methanosarcina barkeri. In
Bacteria, the glnB gene product is involved
in regulation of nitrogen metabolism and
can be uridylylated at a conserved tyrosine
residue in the T-loop.

In contrast to the bacterial nif genes,
the eight nif genes of M. maripaludis form
a single operon that can be transcribed
as one large transcript (or up to ten
smaller transcripts depending on the
growth conditions). Transposon insertion
mutagenesis indicates that all of the genes
except nifX are essential for nitrogen
fixation activity. The function of nifX in
both Bacteria and Archaea is unknown,
but a role in either cofactor biosynthesis or
regulation has been proposed.

Transcription of the nif genes of M.
maripaludis is repressed by ammonia. Two
sets of palindromic sequences have been
found between the nifH promoter and the
transcriptional start site. Directed mutage-
nesis of the nifH promoter region fused
to a lacZ reporter gene indicates that the
first palindrome, but not the second, is
involved in the regulation of nif gene
transcription by ammonia. A similar palin-
drome (GGAA-N6-TTCC) is also found in
the promoter region of several other genes
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involved in nitrogen metabolism, includ-
ing genes for glutamine synthetase (glnA),
an ammonia-dependent NAD synthetase
homolog, and an operon containing a puta-
tive ammonia transporter gene and a glnB
homolog. Genes controlled by this opera-
tor may constitute a nitrogen metabolism
regulon under the control of a single
repressor protein. The Archaeal nif re-
pressor protein is a negative regulatory
element, in contrast to the bacterial regu-
latory proteins NifA and NtrC, which are
positive regulators (activators) of nif ex-
pression. When alanine is the sole nitrogen
source, alanine represses transcription of
both the nif operon and the glnA gene to
an intermediate level. Both the first and
the second set of palindromic sequences
in the nifH promoter region are needed for
alanine repression of nif gene expression.

The availability of ammonia and alanine
also regulates the transcription of glnA.
The glnA promoter has only one operator
for binding the nitrogen repressor pro-
tein, but there appear to be three TATA
boxes and three transcriptional start sites.
The first promoter provides a low, consti-
tutive level of glnA expression, while the
other two promoters are regulated through
an operator that resembles the first palin-
dromic sequence of the nifH promoter.

Nitrogenases from both bacterial and
archaeal sources demonstrate the phe-
nomenon of ammonia switch-off, which
is a posttranslational inactivation of nitro-
genase in the presence of ammonia. In
Rhodospirillum rubrum, ammonia addition
leads to the reversible ADP-ribosylation
of the nifH gene product. However, in
M. maripaludis ammonia switch-off occurs
without ADP-ribosylation. Deletion mu-
tagenesis and genetic complementation
studies show that the process requires
the two novel glnB homologs found in
the methanoarchaeal nif operon. Although

bacterial GlnB homologs can be modified
by uridylylation of a conserved tyrosine
in the T-loop, the Archaeal homologs
might not become uridylylated because
the methanoarchaeal homologs lack the
conserved T-loop.

The ability of M. maripaludis to grow
on either formate or H2/CO2 provides a
second system for studying gene regula-
tion in methanoarchaea. The genome of
M. maripaludis has two clusters of for-
mate dehydrogenase genes. The neomycin
and puromycin resistance genes have
been used to construct individual deletion
strains and double mutants lacking both
of the fdhA genes. Both genes are required
for maximal growth rate on formate, and
deletion of both fdhA genes eliminates the
ability to grow on formate. Promoter– lacZ
fusions show that H2 represses expression
of formate operons, but formate concen-
tration has no effect on expression.

3.6.2 Methanosarcina
The metabolic diversity of Methanosarcina
species and the higher abundance of regu-
lated genes and operons make this genus
an attractive target for genetic analysis.
Early technical obstacles to developing a
genetics system for Methanosarcina species
included the tendency of the cells to grow
in clumps called sarcina, the low transfor-
mation efficiency, a paucity of selectable
markers, and a lack of suitable vectors for
mutagenesis and expression. Progress in
establishing a facile genetics system began
with the observation that Methanosarcina
cells grow as single cells in a moderate
salt (marine) medium, which enables the
plating of single colonies. A second break-
through in Methanosarcina transformation
has been the use of liposomes to deliver
DNA into protoplasts. This procedure in-
creases the transformation efficiency of
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M. acetivorans by up to five orders of mag-
nitude over polyethylene glycol-mediated
transformation and electroporation. Nine
out of eleven Methanosarcina strains tested
could be transformed using the liposome-
mediated technology.

Shuttle vectors for use in E. coli and
Methanosarcina species have been devel-
oped by modifying plasmid pC2A from M.
acetivorans to contain a puromycin resis-
tance gene, a multiple cloning site, and
lacZα for blue–white screening. Because
neomycin apparently does not inhibit
Methanosarcina strains, pseudomonic acid
has been used to develop a second se-
lectable marker system. Pseudomonic acid
is a structural analog of isoleucine and
inhibits the charging of isoleucyl tRNA
synthetases. The resistance gene codes
for a pseudomonic acid–resistant isoleucyl
tRNA synthetase created by mutagenesis
of ileS from M. barkeri.

A plasmid that can be used for ran-
dom in vivo transposon mutagenesis of
Methanosarcina is now available. The sui-
cide vector contains the Himar1 trans-
posase under the control of the methyl
coenzyme M methylreductase promoter
and mini-Himar1 elements. Using trans-
posons, a mutation conferring resistance
to the methanogenesis inhibitor bro-
moethanesulfonic acid (BES) has been
localized to a putative membrane trans-
port protein that may be needed for BES
uptake. Random transposon mutagene-
sis has also shown that the resistance of
M. acetivorans to fluoroacetic acid involves
the acetate kinase–phosphotransacetylase
operon needed for growth on acetate.

Directed mutagenesis of proline biosyn-
thesis genes in M. acetivorans has been
accomplished by replacing wild-type genes
(proA, proB, or proC) with the genes
disrupted by insertion of puromycin or

pseudomonic acid resistance genes. Lipo-
somes containing the mutated linearized
DNA are used to transform M. acetivorans,
and replacement of the wild-type gene by
homologous recombination produces pro-
line auxotrophs. These mutants can be
complemented with plasmids containing
the wild-type genes.

This suite of genetic tools has been
used to investigate the physiological role
of the Ech hydrogenase (Ech) of M. bark-
eri Fusaro. Ech catalyzes the reversible
reduction of ferredoxin by H2, and its
association with the cell membrane has
led to a proposed role in (i) energy con-
servation, (ii) the endergonic reduction of
CO2 to CHO-methanofuran during hy-
drogenotrophic growth, or (iii) steps in the
synthesis of acetyl-CoA and pyruvate for
anabolism. A M. barkeri Fusaro mutant
has been created in which a puromycin
resistance gene cassette replaces the en-
tire echABCDEF operon. As anticipated,
cell extracts from the ech deletion mutant
lack ferredoxin-dependent hydrogenase ac-
tivity. The mutant grows normally on
methanol, but is unable to grow on ac-
etate, H2/CO2, or H2/CO2/methanol. The
mutant produces methane from methanol,
but not from acetate or H2/CO2. Bypass-
ing the first step of methanogenesis from
H2/CO2 by providing H2 and formalde-
hyde results in methane production, sug-
gesting that the mutant is defective in the
first step of hydrogenotrophic methano-
genesis. The mutant is also unable to
convert CO and H2O to CO2 and H2,
indicating that the oxidative half-reaction
of methanogenesis from acetate is also
nonfunctional. The mutant can be com-
plemented for all phenotypes by inserting
a functional copy of the echABCDEF
operon in a neutral chromosomal loca-
tion. These data are consistent with a
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role for Ech in the first step of methano-
genesis from H2/CO2 and in methane
production from acetate, which may both
require a ferredoxin-dependent hydroge-
nase. An additional role for Ech in synthe-
sizing pyruvate for anabolic pathways has
been proposed because exogenous pyru-
vate restores the ability of the deletion
mutant to grow on H2/CO2/methanol,
consistent with a role for Ech in pyru-
vate biosynthesis. The experiments de-
scribed demonstrate the usefulness of
the improved genetic tools for functional
genomics analysis and for genetics stud-
ies that address fundamental questions
about methanoarchaeal physiology and
biochemistry.

3.7
Pyrrolysine

An exciting recent discovery in methanoar-
chaeal genetics has been the expansion of
the genetic code through characterization
of pyrrolysine, the twenty-second geneti-
cally encoded amino acid. This molecule
consists of a substituted pyrroline-5-
carboxylate attached by an amide bond
to the epsilon amino group of lysine
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X

Fig. 7 Structure of
pyrrolysine.

(See Fig. 7). Like selenocysteine, pyrroly-
sine is encoded by read-through of a
stop codon (in this case, UAG rather
than UGA). The N-terminal sequence of
the purified monomethylamine methyl-
transferase from M. barkeri MS corre-
sponds to the gene mtmB1. Although
the molecular mass of the purified pro-
tein (MtmB) is 50 kDa, the mtmB1 gene
contains an apparent in-frame UAG stop
codon that would truncate the protein of
at 23 kDa. Internal sequencing of MtmB
and mass spectrometric analysis of pep-
tide fragments suggest that lysine occurs
at the position corresponding to the UAG
codon. The x-ray crystal structures of
the monomethylamine methyltransferase
show electron density consistent with a
lysine linked to a 4-substituted-pyrroline-
5-carboxylate moiety at the UAG position.
The substitution at the 4-position may
be an amine or a hydroxyl group. On
the basis of its position in the pro-
tein active site, the novel amino acid
has been proposed to play a specific
role in transferring methyl groups dur-
ing catalysis.

The mechanism of tRNA charging with
pyrrolysine is currently being elucidated,
and there is at present some controversy
about the enzymes involved in the process.
One investigation implicates the pylTS-
BCDL gene cluster located near one of
the methyltransferase gene clusters of M.
barkeri Fusaro. The pylT gene codes for
a tRNA with a CUA anticodon capable of
base pairing with the UAG codon. The
protein encoded by pylS shares some ho-
mology with the core catalytic domains
of class II aminoacyl–tRNA synthetases.
Recombinant M. barkeri MS pylS ex-
pressed with an N-terminal six-histidine
tag (His6) in E. coli has been tested for
lysine aminoacyl–tRNA synthetase activ-
ity. When combined with [14C]lysine and
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tRNA isolated from M. barkeri, His6-PylS
appears to catalyze the lysyl–tRNA syn-
thetase reaction with an apparent Km of
2.2 µM and an apparent kcat of 1.6 min−1.
The Km is comparable to the values found
for other aminoacyl–tRNA synthetases.
However, the kcat value is between 12 and
5000 times lower than the rate obtained for
other aminoacyl–tRNA synthetases. Given
the low Km for lysine, it is conceivable
that the amber codon tRNA (PylT) is first
charged with lysine and later modified to
become pyrrolysyl-tRNA. A similar mecha-
nism has been proposed for the biosynthe-
sis of asparaginyl-tRNA, glutamyl-tRNA,
and selenocysteinyl-tRNA. Because the
proposed amber suppressor lysyl–tRNA
synthetase (PylS) does not strongly resem-
ble the typical class I or class II lysyl–tRNA
synthetases, PylS is proposed to be a
new class of lysyl–tRNA synthetase. In
contrast, a second study presents contra-
dictory evidence that His6-PylS from M.
barkeri Fusaro and M. barkeri MS can-
not charge the amber suppressor tRNA
(PylT) with lysine. Instead, it is pro-
posed that PylT can be charged only if
both the class I and class II lysyl–tRNA
synthetases of M. barkeri are present in
the reaction. Neither of the synthetases
alone can catalyze the tRNA synthetase
reaction. Further experiments will un-
doubtedly help resolve this inconsistency
and provide further details on the ge-
netic processes involved in incorporating
pyrrolysine into proteins.

See also Bacterial Cell Culture
Methods; Bacterial Growth and
Division; Microbial Development;
Organic Cofactors as Coenzymes;
Plasmids.

Bibliography

Books and Reviews

Deppenmeier, U. (2002b) The unique biochem-
istry of methanogenesis, Prog. Nucleic Acid Res.
Mol. Biol. 71, 223–283.

Ferry, J.G. (1993) Methanogenesis, Chapman &
Hall, New York, p. 536.

Ferry, J.G. (2003) One-carbon Metabolism in
Methanogenic Anaerobes, in: Ljungdahl, L.G.,
Adams, M.W., Barton, L.L., Ferry, J.G., John-
son, M.K. (Eds) Biochemistry and Physiology
of Anaerobic Bacteria, Springer-Verlag, New
York, pp. 143–156.

Gottschalk, G., Thauer, R.K. (2001) The Na+
translocating methyltransferase complex from
methanogenic archaea, Biochim. Biophys. Acta
1505, 28–36.

Hickey, A.J., Conway de Macario, E., Macario,
A.J. (2002) Transcription in the archaea: basal
factors, regulation, and stress-gene expression,
Crit. Rev. Biochem. Mol. Biol. 37, 537–599.

Lange, M., Ahring, B.K. (2001) A comprehensive
study into the molecular methodology and
molecular biology of methanogenic Archaea,
FEMS Microbiol. Rev. 25, 553–571.

Reeve, J.N., Nolling, J., Morgan, R.M., Smith,
D.R. (1997) Methanogenesis: genes, genomes,
and who’s on first? J. Bacteriol. 179,
5975–5986.

Soppa, J. (1999b) Transcription initiation in
Archaea: facts, factors and future aspects, Mol.
Microbiol. 31, 1295–1305.

Thomm, M. (1996) Archaeal transcription factors
and their role in transcription initiation, FEMS
Microbiol. Rev. 18, 159–171.

Primary Literature

Bartig, D., Lemkemeier, K., Frank, J., Lottspe-
ich, F., Klink, F. (1992) The archaebacterial
hypusine-containing protein. Structural fea-
tures suggest common ancestry with eukary-
otic translation initiation factor 5A, Eur. J.
Biochem. 204, 751–758.

Bartoschek, S., Vorholt, J.A., Thauer, R.K.,
Geierstanger, B.H., Griesinger, C. (2000) N-
carboxymethanofuran (carbamate) formation
from methanofuran and CO2 in methanogenic
archaea. Thermodynamics and kinetics of the
spontaneous reaction, Eur. J. Biochem. 267,
3130–3138.



258 Methanogens and the Archaebacteria, Molecular Biology of

Bechard, M.E., Chhatwal, S., Garcia, R.E., Ras-
che, M.E. (2003) Application of a colorimet-
ric assay to identify putative ribofuranosy-
laminobenzene 5′-phosphate synthase genes
expressed with activity in Escherichia coli, Biol.
Proced Online 5, 69–77.

Beifuss, U., Tietze, M., Baumer, S., Deppen-
meier, U. (2000) Methanophenazine: struc-
ture, total synthesis, and function of a new
cofactor from methanogenic Archaea, Angew.
Chem., Int. Ed. 39, 2470–2473.

Berghofer, Y., Klein, A. (1995) Insertional
mutations in the hydrogenase Vhc
and Frc operons encoding selenium-free
hydrogenases in Methanococcus voltae, Appl.
Environ. Microbiol. 61, 1770–1775.

Bult, C.J., White, O., Olsen, G.J., Zhou, L.,
Fleischmann, R.D., Sutton, G.G., Blake, J.A.,
FitzGerald, L.M., Clayton, R.A., Gocayne, J.D.
et al. (1996) Complete genome sequence of
the methanogenic archaeon, Methanococcus
jannaschii, Science 273, 1058–1073.

Buss, K.A., Cooper, D.R., Ingram-Smith, C.,
Ferry, J.G., Sanders, D.A., Hasson, M.S.
(2001) Urkinase: structure of acetate kinase,
a member of the ASKHA superfamily
of phosphotransferases, J. Bacteriol. 183,
680–686.

Buurman, G., Shima, S., Thauer, R.K. (2000)
The metal-free hydrogenase from methano-
genic Archaea: evidence for a bound cofactor,
FEBS Lett. 485, 200–204.

Caccamo, M.A., Malone, C.M., Rasche, M.E.
(2004) Biochemical characterization of di-
hydromethanopterin reductase, a tetrahy-
dromethanopterin biosynthesis enzyme in
Methylobacterium extorquens AM1, J. Bacteriol.
(in Press).

Chistoserdova, L., Vorholt, J.A., Thauer, R.K.,
Lidstrom, M.E. (1998) C1 transfer enzymes
and coenzymes linking methylotrophic
bacteria and methanogenic Archaea, Science
281, 99–102.

Cohen-Kupiec, R., Blank, C., Leigh, J.A. (1997)
Transcriptional regulation in Archaea: in vivo
demonstration of a repressor binding site in a
methanogen, Proc. Natl. Acad. Sci. U.S.A. 94,
1316–1320.

Cohen-Kupiec, R., Marx, C.J., Leigh, J.A. (1999)
Function and regulation of glnA in
the methanogenic archaeon Methanococcus
maripaludis, J. Bacteriol. 181, 256–261.

Creti, R., Ceccarelli, E., Bocchetta, M., Sanan-
gelantoni, A.M., Tiboni, O., Palm, P., Cam-
marano, P. (1994) Evolution of translational
elongation factor (EF) sequences: reliability
of global phylogenies inferred from EF-1 al-
pha(Tu) and EF-2(G) proteins, Proc. Natl. Acad.
Sci. U.S.A. 91, 3255–3259.

Creti, R., Sterpetti, P., Bocchetta, M., Cecca-
relli, E., Cammarano, P. (1995) Chromosomal
organization and nucleotide sequence of the
fus-gene encoding elongation factor 2 (EF-2)
of the hyperthermophilic archaeum Pyrococcus
woesei, FEMS Microbiol. Lett. 126, 85–90.

Darcy, T.J., Hausner, W., Awery, D.E., Ed-
wards, A.M., Thomm, M., Reeve, J.N. (1999)
Methanobacterium thermoautotrophicum RNA
polymerase and transcription in vitro, J. Bacte-
riol. 181, 4424–4429.

Decanniere, K., Babu, A.M., Sandman, K.,
Reeve, J.N., Heinemann, U. (2000) Crystal
structures of recombinant histones HMfA and
HMfB from the hyperthermophilic archaeon
methanothermus fervidus, J. Mol. Biol. 303,
35–47.

Deppenmeier, U., Johann, A., Hartsch, T.,
Merkl, R., Schmitz, R.A., Martinez-Arias, R.,
Henne, A., Wiezer, A., Baumer, S., Jacobi, C.
et al. (2002) The genome of Methanosarcina
mazei: evidence for lateral gene transfer
between bacteria and Archaea, J. Mol.
Microbiol. Biotechnol. 4, 453–461.

Deppenmeier, U., Muller, V., Gottschalk, G.
(1996) Pathways of energy conservation in
methanogenic Archaea, Arch. Microbiol. 165,
149–163.

Duin, E.C., Madadi-Kahkesh, S., Hedderich, R.,
Clay, M.D., Johnson, M.K. (2002) Heterodisul-
fide reductase from methanothermobacter
marburgensis contains an active-site [4Fe-4S]
cluster that is directly involved in mediat-
ing heterodisulfide reduction, FEBS Lett. 512,
263–268.

Ermler, U., Grabarse, W., Shima, S., Goube-
aud, M., Thauer, R.K. (1997) Crystal structure
of methyl-coenzyme M reductase: the key
enzyme of biological methane formation,
Science 278, 1457–1462.

Fahrner, R.L., Ferry Cascio, D., Lake, J.A.,
Slesarev, A. (2001) An ancestral nuclear
protein assembly: crystal structure of the
Methanopyrus kandleri histone, Protein Sci.
10, 2002–2007.

Ferry, J.G. (1997) Methane: small molecule, big
impact [comment], Science 278, 1413–1414.



Methanogens and the Archaebacteria, Molecular Biology of 259

Galagan, J.E., Nusbaum, C., Roy, A., En-
drizzi, M.G., Macdonald, P., FitzHugh, W.,
Calvo, S., Engels, R., Smirnov, S., Atnoor, D.
et al. (2002) The genome of M. acetivorans
reveals extensive metabolic and physiological
diversity, Genome Res. 12, 532–542.

Gernhardt, P., Possot, O., Foglino, M., Si-
bold, L., Klein, A. (1990) Construction of an
integration vector for use in the archaebac-
terium Methanococcus voltae and expression of
a eubacterial resistance gene, Mol. Gen. Genet.
221, 273–279.

Grabarse, W., Mahlert, F., Duin, E.C., Goube-
aud, M., Shima, S., Thauer, R.K., Lamzin, V.,
Ermler, U. (2001) On the mechanism of
biological methane formation: structural
evidence for conformational changes in
methyl-coenzyme M reductase upon substrate
binding, J. Mol. Biol. 309, 315–330.

Graupner, M., Xu, H., White, R.H. (2000)
Identification of an archaeal 2-hydroxy acid
dehydrogenase catalyzing reactions involved
in coenzyme biosynthesis in methanoarchaea,
J. Bacteriol. 182, 3688–3692.

Hanzelka, B.L., Darcy, T.J., Reeve, J.N. (2001)
TFE, an archaeal transcription factor
in methanobacterium thermoautotrophicum
related to eucaryal transcription factor
TFIIEalpha, J. Bacteriol. 183, 1813–1818.

Hao, B., Gong, W., Ferguson, T.K., James, C.M.,
Krzycki, J.A., Chan, M.K. (2002) A new UAG-
encoded residue in the structure of a
methanogen methyltransferase, Science 296,
1462–1466.

Huber, H., Hohn, M.J., Rachel, R., Fuchs, T.,
Wimmer, V.C., Stetter, K.O. (2002) A new
phylum of Archaea represented by a nanosized
hyperthermophilic symbiont, Nature 417,
63–67.

Ide, T., Baumer, S., Deppenmeier, U. (1999)
Energy conservation by the H2:heterodisulfide
oxidoreductase from Methanosarcina mazei
Go1: identification of two proton-translocating
segments, J. Bacteriol. 181, 4076–4080.

Jarrell, K.F., Bayley, D.P., Florian, V., Klein, A.
(1996) Isolation and characterization of
insertional mutations in flagellin genes in the
archaeon Methanococcus voltae, Mol. Microbiol.
20, 657–666.

Kessler, P.S., Blank, C., Leigh, J.A. (1998) The nif
gene operon of the methanogenic archaeon
Methanococcus maripaludis, J. Bacteriol. 180,
1504–1511.

Kessler, P.S., Daniel, C., Leigh, J.A. (2001)
Ammonia switch-off of nitrogen fixation in
the methanogenic archaeon Methanococcus
maripaludis: mechanistic features and
requirement for the novel GlnB homologues,
NifI(1) and NifI(2), J. Bacteriol. 183, 882–889.

Kessler, P.S., Leigh, J.A. (1999) Genetics
of nitrogen regulation in Methanococcus
maripaludis, Genetics 152, 1343–1351.

Klein, A.R., Fernandez, V.M., Thauer, R.K.
(1995a) H2-forming N5,N10-methylenetetra-
hydromethanopterin dehydrogenase: mecha-
nism of H2 formation analyzed using hydro-
gen isotopes, FEBS Lett. 368, 203–206.

Klein, A.R., Hartmann, G.C., Thauer, R.K.
(1995b) Hydrogen isotope effects in the
reactions catalyzed by H2-forming N5,N10-
methylenetetrahydromethanopterin dehydro-
genase from methanogenic archaea, Eur. J.
Biochem. 233, 372–376.

Lake, J.A., Henderson, E., Clark, M.W., Mathe-
son, A.T. (1982) Mapping evolution with ri-
bosome structure: intralineage constancy and
interlineage variation, Proc. Natl. Acad. Sci.
U.S.A. 79, 5948–5952.

Langer, D.H.J., Thuriaux, P., Zillig, W. (1995)
Transcription in Archaea: similarity to that
in eucarya, Proc. Natl. Acad. Sci. U.S.A. 92,
5768–5772.

Leigh, J.A. (2000) Nitrogen fixation in
methanogens: the archaeal perspective, Curr.
Issues Mol. Biol. 2, 125–131.

Lie, T.J., Leigh, J.A. (2002) Regulatory response
of Methanococcus maripaludis to alanine, an
intermediate nitrogen source, J. Bacteriol. 184,
5301–5306.

Macario, A.J., Lange, M., Ahring, B.K., De
Macario, E.C. (1999) Stress genes and proteins
in the archaea, Microbiol. Mol. Biol. Rev. 63,
923–967.

Madadi-Kahkesh, S., Duin, E.C., Heim, S.,
Albracht, S.P.J., Johnson, M.K., Hedderich, R.
(2001) A paramagnetic species with unique
EPR characteristics in the active site of
heterodisulfide reductase from methanogenic
archaea, Eur. J. Biochem. 268, 2566–2577.

Marc, F., Sandman, K., Lurz, R., Reeve, J.N.
(2002) Archaeal histone tetramerization
determines DNA affinity and the direction
of DNA supercoiling, J. Biologic. Chem. 277,
30879–30886.

Metcalf, W.W., Zhang, J.K., Apolinario, E., Sow-
ers, K.R., Wolfe, R.S. (1997) A genetic system
for Archaea of the genus Methanosarcina:



260 Methanogens and the Archaebacteria, Molecular Biology of

liposome-mediated transformation and con-
struction of shuttle vectors, Proc. Natl. Acad.
Sci. U.S.A. 94, 2626–2631.

Meuer, J., Kuettner, H.C., Zhang, J.K., Hed-
derich, R., Metcalf, W.W. (2002) Genetic anal-
ysis of the archaeon Methanosarcina barkeri
fusaro reveals a central role for Ech hydroge-
nase and ferredoxin in methanogenesis and
carbon fixation, Proc. Natl. Acad. Sci. U.S.A.
99, 5632–5637.

Muller, V., Ruppert, C., Lemker, T. (1999)
Structure and function of the A1A0-ATPases
from methanogenic Archaea, J. Bioenerg.
Biomembr. 31, 15–27.

Murakami, E., Deppenmeier, U., Ragsdale, S.W.
(2000) Characterization of the intramolec-
ular electron transfer pathway from 2-
hydroxyphenazine to the heterodisulfide re-
ductase from Methanosarcina thermophila, J.
Biol. Chem. 276, 2432–2439.

Murakami, E., Ragsdale, S.W. (2000) Evidence
for intersubunit communication during acetyl-
CoA cleavage by the multienzyme CO
dehydrogenase/acetyl-CoA synthase complex
from Methanosarcina thermophila. Evidence
that the beta subunit catalyzes C−C and C−S
bond cleavage, J. Biol. Chem. 275, 4699–4707.

Ouhammouch, M., Dewhurst, R.E., Haus-
ner, W., Thomm, M., Geiduschek, E.P. (2003)
Activation of archaeal transcription by recruit-
ment of the TATA-binding protein, Proc. Natl.
Acad. Sci. U.S.A. 100, 5097–5102.

Polycarpo, C., Ambrogelly, A., Ruan, B., Tum-
bula-Hansen, D., Ataide, S.F., Ishitani, R.,
Yokoyama, S., Nureki, O., Ibba, M., Soll, D.
(2003) Activation of the pyrrolysine suppressor
tRNA requires formation of a ternary
complex with class I and class II lysyl-tRNA
synthetases, Mol. Cell 12, 287–294.

Praetorius-Ibba, M., Ibba, M. (2003) Aminoacyl-
tRNA synthesis in archaea: different but not
unique, Mol. Microbiol. 48, 631–637.

Qureshi, S.A.B.P., Rowlands, T., Khoo, B.,
Jackson, S.P. (1995) Cloning and functional
analysis of the TATA binding protein from
sulfolobus shibatae, Nucl. Acids Res. 23,
1775–1781.

Rasche, M.E., Wyles, S.A., Rosenzvaig, M. (2004)
Characterization of two methanopterin biosyn-
thesis mutants of Methylobacterium extorquens
AM1 using a tetrahydromethanopterin bioas-
say, J. Bacteriol. 186, (in Press).

Reeve, J.N. (1993) Structure and Organization
of Genes, in: Ferry, J.G. (Eds) Methanogenesis:

Ecology, Physiology, Biochemistry & Genetics,
Chapman & Hall, New York, pp. 493–527.

Rospert, S., Linder, D., Ellermann, J., Thauer,
R.K. (1990) Two genetically distinct methyl-
coenzyme M reductases in Methanobacterium
thermoautotrophicum strain Marburg and delta
H, Eur. J. Biochem. 194, 871–877.

Scott, J.W., Rasche, M.E. (2002) Purification,
overproduction, and partial characterization
of beta-RFAP synthase, a key enzyme in
the methanopterin biosynthesis pathway, J.
Bacteriol. 184, 4442–4448.

Shima, S., Warkentin, E., Grabarse, W., Sor-
del, M., Wicke, M., Thauer, R.K., Ermler, U.
(2000) Structure of coenzyme F420 dependent
methylenetetrahydromethanopterin reductase
from two methanogenic archaea, J. Mol. Biol.
300, 935–950.

Shima, S., Warkentin, E., Thauer, R.K., Erm-
ler, U. (2002) Structure and function of
enzymes involved in the methanogenic
pathway utilizing carbon dioxide and
molecular hydrogen, J. Biosci. Bioeng. 93,
519–530.

Slesarev, A.I., Mezhevaya, K.V., Makarova, K.S.,
Polushin, N.N., Shcherbinina, O.V., Shakh-
ova, V.V., Belova, G.I., Aravind, L., Na-
tale, D.A., Rogozin, I.B. et al. (2002) The com-
plete genome of hyperthermophile Methanopy-
rus kandleri AV19 and monophyly of archaeal
methanogens, Proc. Natl. Acad. Sci. U.S.A. 99,
4644–4649.

Smith, D.R., Doucette-Stamm, L.A., Delough-
ery, C., Lee, H., Dubois, J., Aldredge, T.,
Bashirzadeh, R., Blakely, D., Cook, R., Gil-
bert, K. et al. (1997) Complete genome se-
quence of methanobacterium thermoau-
totrophicum deltaH: functional analysis and
comparative genomics, J. Bacteriol. 179,
7135–7155.

Soppa, J. (1999a) Normalized nucleotide
frequencies allow the definition of archaeal
promoter elements for different archaeal
groups and reveal base-specific TFB contacts
upstream of the TATA box, Mol. Microbiol. 31,
1589–1592.

Srinivasan, G., James, C.M., Krzycki, J.A. (2002)
Pyrrolysine encoded by UAG in Archaea:
charging of a UAG-decoding specialized
tRNA, Science 296, 1459–1462.

Tang, T.H., Rozhdestvensky, T.S., d’Orval, B.C.,
Bortolin, M.L., Huber, H., Charpentier, B.,
Branlant, C., Bachellerie, J.P., Brosius, J.,
Huttenhofer, A. (2002) RNomics in Archaea



Methanogens and the Archaebacteria, Molecular Biology of 261

reveals a further link between splicing of
archaeal introns and rRNA processing, Nucl.
Acids. Res. 30, 921–930.

Thiru, A., Hodach, M., Eloranta, J.J., Kos-
tourou, V., Weinzierl, R.O., Matthews, S.
(1999) RNA polymerase subunit H features
a beta-ribbon motif within a novel fold that is
present in archaea and eukaryotes, J. Mol. Biol.
287, 753–760.

Tumbula, D.L., Whitman, W.B. (1999) Genetics
of Methanococcus: possibilities for functional
genomics in Archaea, Mol. Microbiol. 33, 1–7.

Watanabe, H., Gojobori, T., Miura, K., Watan-
abea, H. (1997) Bacterial features in the
genome of Methanococcus jannaschii in terms
of gene composition and biased base compo-
sition in ORFs and their surrounding regions,
Gene 205, 7–18.

Wich, G., Hummel, H., Jarsch, M., Bar, U.,
Bock, A. (1986a) Transcription signals for
stable RNA genes in methanococcus, Nucl.
Acids. Res. 14, 2459–2479.

Wich, G., Sibold, L., Bock, A. (1986b) Genes for
tRNA and their putative expression signals in
methanococcus, Systemat. Appl. Microbiol. 7,
18–25.

Woese, C.R., Kandler, O., Wheelis, M.L. (1990)
Towards a natural system of organisms.
Proposal for the domains archaea, bacteria,

and eucarya, Proc. Natl. Acad. Sci. U.S.A. 87,
4576–4579.

Wood, G.E., Haydock, A.K., Leigh, J.A. (2003)
Function and regulation of the formate
dehydrogenase genes of the methanogenic
archaeon Methanococcus maripaludis, J.
Bacteriol. 185, 2548–2554.

Xu, H., Aurora, R., Rose, G.D., White, R.H.
(1999) Identifying two ancient enzymes in
Archaea using predicted secondary structure
alignment, Nat. Struct. Biol. 6, 750–754.

Zhang, J.K., Pritchett, M.A., Lampe, D.J., Robert-
son, H.M., Metcalf, W.W. (2000) In vivo trans-
poson mutagenesis of the methanogenic ar-
chaeon Methanosarcina acetivorans C2A using
a modified version of the insect mariner-
family transposable element Himar1, Proc.
Natl. Acad. Sci. U.S.A. 97, 9665–9670.

Zhang, J.K., White, A.K., Kuettner, H.C., Boc-
cazzi, P., Metcalf, W.W. (2002) Directed muta-
genesis and plasmid-based complementation
in the methanogenic archaeon Methanosarcina
acetivorans C2A demonstrated by genetic anal-
ysis of proline biosynthesis, J. Bacteriol. 184,
1449–1454.

Zillig, W., Palm, P., Reiter, W.-D., Gropp, F.,
Puhler, G., Klenk, H.-P. (1988) Comparative
evaluation of gene expression in archaebacte-
ria, Eur. J. Biochem. 173, 473–482.

Methods and Model Organisms
in Embryogenomics: see
Principles and Applications of
Embryogenomics





263

Microarray-Based Technology:
Basic Principles, Advantages and
Limitations

Rumiana Bakalova1, Ashraf Ewis1,2, and Yoshinobu Baba1,3,4

1National Institute of Advanced Industrial Science and Technology,
Takamatsu, Japan
2El-Minia University, El-Minia, Egypt
3University of Tokushima, Shomachi, Tokushima, Japan
4Nagoya University, Nagoya, Japan

1 Introduction in Functional Genomics and Proteomics 265

2 Microarray Technique – Historical Background and Basic Principles 267

3 Array Platforms and Fabrication 269
3.1 cDNA-based (Spotted) Arrays – Advantages and Drawbacks 270
3.2 Oligonucleotide-based Arrays (GeneChips and Codelink) – Advantages

and Drawbacks 270
3.3 Fabrication of Spotted Arrays 271

4 Design of Microarray Experiment – Crucial Points 275
4.1 Choice of Reference (Control) Source 275
4.2 Labeling and Hybridization 276

5 Data Analysis, Validation, and Interpretation 278
5.1 Normalization of Microarray Data 278
5.2 Statistical Data Analysis 279
5.3 Microarray Data Validation 279
5.4 Data Mining and Interpretation 280

6 Major Technical Restrictions 280

7 Application of Microarrays in Molecular Cell Biology
and Molecular Medicine 281

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 8
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30550-5



264 Microarray-Based Technology: Basic Principles, Advantages and Limitations

Bibliography 282
Books and Reviews 282
Primary Literature 283

Keywords

Genomics
Analysis of gene expression of cell, tissue, or organ under given conditions.

Proteomics
Analysis of proteins of cell, tissue, or organ under given conditions.

Pharmacogenetics
Analysis of variability in drug responses attributed to hereditary factors in different
populations.

Pharmacogenomics
Analysis of genome and its products (RNA and proteins) related to drug response.

Messenger RNA (mRNA)
The class of cellular RNA that undergoes extensive editing and that contains the
protein-coding sequences of genes and functions as informational intermediate
between DNA and protein.

Complementary DNA (cDNA)
The DNA version of the messenger RNA that is produced after a PCR reaction using
reverse transcriptase (RT) enzyme (RT-PCR).

Gene Expression
The cellular process by which the genetic information flows from gene to messenger
RNA, and finally to the protein.

DNA Microarrays
DNA (from bacterial clones or synthesized oligonucleotides) attached to a surface in an
ordered, predetermined fashion at extremely high density; allow the monitoring of
gene expression for thousands of genes simultaneously in a single hybridization
experiment based on two principles of nucleic acid hybridization: (1) DNA and RNA
(isolated from tissue specimens or cell lines) specifically interact with their
complementary sequence attached on the array surface, and (2) this interaction
happens in proportion to the amount of mRNA in the mixture.

Spotted DNA Arrays
Composed of cDNA clones arranged robotically on a nonporous surface (usually glass
microscope slide or nylon membranes).
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Oligonucleotide-based DNA Arrays
Composed of short (∼25 bp) or long (∼60–70 bp) oligodeoxynucleotides synthesized
in situ directly onto a glass wafer, using a modification of semiconductor
photolithography technology.

� In April 2003, the 50th anniversary year of the discovery of the double-helical
structure of DNA, a high-quality and comprehensive sequencing of the human
genome was completely accomplished, and a revolution in molecular cell biology
and molecular medicine had begun. Many complex questions arise (e.g. how genes
contribute to normal human development, individual variability, and common
diseases) and they need complex answers. It was necessary to develop techniques
that permit complex answers. Microarray technology is a revolution technology that
allows the simultaneous assessment of the transcription of tens of thousands of
genes rapidly, as well as of their relative expression between normal and injured
cells. There is widespread hope that microarrays will significantly impact on our
ability to explore the genetic changes associated with etiology and development of
many diseases, and to discover new biomarkers for disease diagnosis and prognosis
prediction, and new therapeutic tools.

The present article provides an overview of microarray technology with
accents on its recent advantages and limitations. The first chapter is focused
on the basic principles of microarrays, array platforms and fabrication, and
advantages and restrictions of cDNA-based (spotted) and oligonucleotide-based
arrays (GeneChips and Codelink). The second chapter describes the crucial points
in microarray study design (e.g. choice of reference source, sample preparation
and preservation, labeling, and hybridization). Finally, a brief description of
microarray data normalization, mining, and validation is given at the end of
the review, transferring to several basic web sites and software with detailed
explanation of this most underappreciated challenge facing researchers working on
microarray projects.

1
Introduction in Functional Genomics and
Proteomics

All mammalian cells have an identical copy
of one and the same genome. However,
the human organism consists of different
types of cells, realizing different functions.
The cell variety is a result of the expression
(transcription) of different genes from the

identical genome, and subsequent trans-
lation of their genetic information into
different types and quantity of proteins.
Therefore, the status of contemporary ge-
netics might be succinctly summarized as
follows: many genes, few functions.

Only 1 to 2% of the human genome
codes expressed genes via messenger
RNA (mRNA), which is translated into
protein. The rest of the genome consists
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of repeated sequences, regulatory regions,
or unique noncoding sequences with
unknown function.

The Human Genome Project (HGP) was
begun in 1990, and its goal is the com-
plete mapping and understanding of all the
genes of human beings. Two groups, The
International Human Genome Sequenc-
ing Consortium and Celera Genomics,
simultaneously reported the draft sequenc-
ing of human genome in February 2001
(www.genome.gov). In April 2003, the 50th
anniversary year of the discovery of the
double-helical structure of DNA, a high-
quality and comprehensive sequencing of
the human genome was completely ac-
complished. HGP covers about 99% of the
human genome’s gene-containing regions
with a sequence accuracy of 99.99%. The
number of genes in the human genome
was revealed to be approximately 30 000,
which is considerably less than the initial
estimation. At present, all of the initial ob-
jectives of the HGP have been achieved
at least two years ahead of expectation,
and a revolution in biological research
has begun.

Each gene can be present in differ-
ent variants, called polymorphisms (mostly
single-nucleotide polymorphisms). To da-
te, 3 × 106 gene polymorphisms are de-
scribed – a number that increases daily
and is estimated to be greater than
11 × 106 for the whole human genome.
Each individual is composed of a pair of
inherited combinations of variants for each
of the 30 000 genes, explaining the enor-
mous genetic diversity. Only a fraction
of these gene polymorphisms is impor-
tant to human health and disease, and
to find the important ones and to pre-
dict the diseases is a major challenge
for the next decades. The discovery of
microarray technique (allowing relatively
inexpensive study of all genes expressed in

the genome/transcriptome in parallel) is a
great promise in this field.

Before proceeding to the description of
the principles and design of microarray
studies, let us introduce the major defini-
tions in molecular cell biology and molec-
ular medicine as functional genomics,
proteomics, pharmacogenetics, and phar-
macogenomics (Table 1).

Not all of the genes in human genome
are used simultaneously. Depending on
the developmental stage, age of the indi-
vidual, cell type, organ, and environmental
factors, a different set of genes is tran-
scribed into mRNA. The mRNA expres-
sion analysis under defined conditions is
called functional genomics. It allows a com-
parison of different sets of genes used in
different conditions – in norm and pathol-
ogy. Most studies that apply microarrays
are functional genomic studies.

Not all of the transcribed genes result in
proteins. Moreover, practically all proteins
are modified after the first assembly of
amino acids. It has been established that a
protein derived from the same gene can be

Tab. 1 Major definitions in molecular cell
biology and molecular medicine.

Term Definition

Genomics Analysis of gene expression
of cell, tissue, or organ
under given conditions

Proteomics Analysis of proteins of cell,
tissue, or organ under
given conditions

Pharmacogenetics Analysis of variability in
drug responses
attributed to hereditary
factors in different
populations

Pharmacogenomics Analysis of genome and its
products (RNA and
proteins) related to drug
response
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altered in 10 to 20 different splits and 3D
forms. Some proteins interact directly with
DNA, leading to gene silencing. Almost
all of the proteins interact with other
proteins within biochemical pathways
and form protein networks. The analysis
of the proteins of a cell, tissue, or
organ under given conditions is called
proteomics. Recently, techniques similar
to microarrays have been introduced in
proteomic studies.

There is a long gap from the genotype
to phenotype. If the genotype would au-
tomatically lead to a specific condition,
so-called phenotype, all identical twins
would have exactly the same homeostasis
and diseases. Although they considerably
resemble each other, they also differ in
many ways. Thus, a 100% match is not
there between genotype and phenotype be-
cause of environment–gene interactions.
On the other hand, many conditions are a
result of pathogenic mechanisms, and de-
spite the different genetic makeup of the
individuals, the same phenotype arises,
resulting in development of one and the
same disease (for example, hypertension,
asthma, diabetes, etc.). In these so-called
complex diseases, a constellation of differ-
ent susceptibility and disease-modifying
genes need to be present. Research has
therefore failed to identify specific disease
genes, for example, an ‘‘asthma gene,’’ a
‘‘hypertension gene,’’ a ‘‘diabetes genes,’’
and so on. To understand the functional
aspects of the disease better and to bridge
the long gap between genotype and pheno-
type, it is necessary to combine functional
genomic and proteomic analyses.

For complex questions (e.g. how genes
contribute to normal human development,
individual variability, and common dis-
eases), there might be complex answers.
Thus, it is necessary to apply techniques
that permit complex answers. Therefore,

novel techniques are necessary to screen
thousands of genes more rapidly and
to generate new hypotheses. This is the
role of high-throughput technology, like
microarrays. Although this technology is
new, it has already resulted in significant
research advances and its use is spread-
ing rapidly. As a hypothesis-generating
approach, high-throughput methods can
lead to the identification of a set of po-
tentially interesting genes associated with
a certain condition, so-called candidate
genes. Microarray techniques, however,
will not replace the classical hypothesis-
driven research. Identified candidate genes
have to be validated for their function
and relevance by classical approaches. It
is necessary to have in mind that each
method of investigation has its limits and
must be interpreted properly. For exam-
ple, although several genes in a particular
metabolic pathway may show changes at
the mRNA level, the actual function of that
pathway may not be affected if none of
these genes is a rate-limiting factor. There-
fore, these high-throughput genome-level
technologies must be interpreted within
the appropriate biological context.

This review summarizes the cur-
rent state of microarray technology and
presents examples of its application for
translation of genome from laboratory to
clinic. All about microarrays can be found
in www.arrayit.com.

2
Microarray Technique – Historical
Background and Basic Principles

DNA microarrays had first been described
by Patrick Brown’s Lab in 1995. Since that
original report, the number of microarray
publications has increased exponentially,
from less than 150 publications in the
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first 4 years (1995–1999) to about 2000
publications in 2003 (Fig. 1).

DNA microarrays – also called gene
chips – consist of DNA attached to a sur-
face in an ordered, predetermined fashion
at extremely high density. More than
20 000 genes (almost a half of expressed
human genes) can be arrayed on a sur-
face with the size of a glass microscope
slide. Microarrays allow the monitoring of
gene expression for thousands of genes
simultaneously in a single hybridization
experiment because of two basic princi-
ples of nucleic acid hybridization: (1) DNA
and RNA specifically interact with their
complementary sequence attached on the
array surface, and (2) this binding happens
in proportion to the amount of mRNA
(termed as mRNA abundance) in a mixture.

Although microarray technology has
been originally designed for depositing
DNA onto solid support for gene expres-
sion profiling (expression arrays), it has
been extended to DNA copy number anal-
ysis (comparative genomic hybridization
arrays), and, recently, a similar technol-
ogy has been pioneered for protein and
antibody spotting (Panorama Antibody

Microarray Cell Signaling, www.sigma-
aldrich.com).

Figure 2 provides an overview of a typi-
cal DNA microarray experiment from the
selection of bacterial clones for manufac-
turing of the microarrays and nucleic acid
extraction from tissue specimens or cell
lines to in silico analysis, mining, and val-
idation of the microarray data obtained.
Optional steps, such as laser capture
microdissection (LCM) and RNA ampli-
fication are also indicated.

The aim of the typical microarray ex-
periment is to measure the amount of a
given mRNA species (transcribed genes)
of a tissue or cell type. For this pur-
pose, the mRNA (isolated from the ana-
lyzed sample, e.g. drug-treated patients or
cells – case sample, or untreated patients
or cells – control sample) is usually trans-
formed by reverse transcription into com-
plementary DNA (cDNA), which is more
stable. cDNA (or mRNA itself) from the
sample is applied to the array surface and is
further hybridized for several hours to the
microarray. Each specific mRNA sequence
(corresponding to the expressed gene) is
able to bind only to a single complementary
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Fig. 2 Microarray study design.

oligonucleotide sequence attached on the
array surface. If the mRNA sequence
matches with the oligonucleotide se-
quence on a specific spot of the microarray,
hybridization occurs. Direct information
of how much of each gene is expressed
in the cells is obtained by measurement
of the amount of cDNA (corresponding to
mRNA or expressed gene) bound to each
spot on the array. The more abundant a
given cDNA (or mRNA) is in a sample,
the more it binds to its immobilized com-
plement will occur on the array surface.
The control and case samples are labeled
with different fluorophores for detection.
On each of the up to 450 000 spots, differ-
ent binding intensities occur, depending
on the concentration of the different cD-
NAs (equal to mRNAs or expressed genes)
in the case and/or control samples tested.
Thus, by comparison of the hybridization
of cDNA from a control sample with that
from a case sample, the relative amounts

of all the genes present on the array and ex-
pressed in both samples can be measured.

In contrast to the conventional Northern
blot, which analyses 1, 2, or up to 20
mRNAs, a microarray technique allows the
simultaneous analysis of the expression
levels of hundreds, thousands, or even
tens of thousands of genes in a single
experiment. The latest chips carry up to
450 000 spots for the analysis of more than
20 000 genes and gene sequences on a
small glass slide (1.2 × 1.2 cm).

3
Array Platforms and Fabrication

Production of arrays begins with the se-
lection of the probes to be printed on the
array surface. These are often chosen di-
rectly from gene databases (e.g. GenBank,
dbESt, and UniGene – all available on
http://www.ncbi.nlm.nih.gov). Two main
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methods are used to generate microarrays,
and, currently, there are two main types
of microarrays: cDNA arrays (also called
spotted arrays) and oligonucleotide arrays
(also called GeneChips).

3.1
cDNA-based (Spotted) Arrays – Advantages
and Drawbacks

Spotted arrays had been originally devel-
oped in the Patrick Brown’s Laboratory at
Stanford University. They are composed
of cDNA clones (selected from public
databases and PCR-amplified) robotically
arranged on a nonporous surface. A typical
cDNA array is printed onto 30 × 15 mm
glass microscope slide by a computer-
controlled robotic cantilever arm; each spot
is about 50 to 150 µm in diameter. cDNA
clone sets of 15 000 to 20 000 mouse and
40 000 human genes are available for in-
house arrays in addition to ready-made
commercial chip sets. About 80% of all
human genes are identified (the number
increases daily) and can be queried on
about two slides printed at high density.
Other flexible and porous surfaces such
as nylon membranes can be used as alter-
natives to glass. This approach allows the
construction of arrays spotted with up to
80 000 spots.

The spotted arrays possess several ad-
vantages:

1. Affordability – they can be manufac-
tured in-house.

2. Versatility – project-specific arrays (e.g.
cancer arrays, immunoarrays, chromo-
some-specific arrays) can be cus-
tom designed.

3. Applicability to the simultaneous anal-
ysis of two different biological samples
(e.g. treated vs untreated patient sam-
ples or cell lines, normal tissue vs
malignant tissue, tumors of different

stages vs a common internal refer-
ence), using two or more different
fluorophores.

4. Finally, they provide the opportu-
nity for discovery of novel genes
since expressed sequence tags of un-
known function can be spotted on
the DNA arrays in addition to well-
characterized genes.

The major restriction of spotted arrays
is their inability to measure absolute
levels of gene expression in biological
samples, a measurement that GeneChips
can provide. Several drawbacks are related
to clone collections selected for spotting:

1. Clone collections must be sequence
verified, a process that can be costly
and time consuming.

2. Clone annotation needs to be updated
regularly as new information becomes
available in public databases.

3. Clones must be periodically reamplified
by polymerase chain reaction (PCR), as
the spotting process consumes DNA.

3.2
Oligonucleotide-based Arrays (GeneChips
and Codelink) – Advantages and
Drawbacks

Affymetrix Inc. (Santa Clara, CA, USA)
owns a registered trademark – GeneCh-
ip, which refers to its high-density
oligonucleotide-based DNA arrays. How-
ever, in some articles appearing in profes-
sional journals, popular magazines, and
on the WorldWideWeb, the term ‘‘gene
chip(s)’’ has been applied, generally refer-
ring to microarray technology. Affymetrix
GeneChips are manufactured by syn-
thesizing of short oligonucleotides (about
25 bp) in situ directly onto a glass surface,
using a modification of semiconductor
photolithography technology.
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These arrays provide the advantage of
an integrated platform, in which analytical
tools are provided to the user in addi-
tion to the arrays themselves. The choice
of microarray platform remains largely a
user’s personal preference, although it is
often directed by budget considerations
and local access and availability. These
privileges are the reason for Affymetrix
ChenChips to be widely used in cancer re-
search. The main restrictions of Affymetrix
GeneChips are in the impossibility to
compare two biological samples directly
on the same array and in their high cost
that can be prohibitive to small research
laboratories.

Agilent Technology (Palo Alto, CA, USA)
offers arrays based on longer oligonu-
cleotides. They are manufactured in situ
by use of ink-jet printing technology.
Many investigators use longer (60–70 bp)
oligonucleotide arrays (e.g. Codelink ar-
rays, Amersham Bioscience, Piscataway,
NJ, USA) that are made in a way simi-
lar to cDNA arrays. However, these longer
oligonucleotide arrays have an advantage
that they do not require PCR-amplification
and clone-insert purification before array-
ing. Several technical issues are recurrent
challenges, as the optimization of slide sur-
face and oligonucleotide attachment, and
the design of the most specific oligonu-
cleotide probe(s) for each gene. Cross-
platform comparisons often yield signif-
icantly nonoverlapping results, and the
source of these discrepancies is unknown.

Other techniques for measurement of
gene expression that involve large-scale se-
quencing (such as serial analysis of gene
expression – SAGE, and massively paral-
lel signature sequencing – MPSS) can be
more sensitive. These methods involve
highly efficient identification of the ex-
pressed genes by sequencing of short
fragments and counting of cDNA clones

that correspond to mRNA expressed in a
particular cell or tissue. However, neither
technique is as rapid as a microarray, and,
therefore, they are less likely to be useful
in clinical practice.

This review will focus mainly on spotted
(cDNA) microarrays. Excellent reviews
of Affymetrix technology are available in
Bibliography.

3.3
Fabrication of Spotted Arrays

The spotted microarrays are most com-
monly fabricated on poly-L-lysine-coated
microscope slides (or surfaces of similar di-
mension). Other surface coatings that are
also available include various silane deriva-
tives, acrylamide gels, nitrocellulose, and
nylon. Some of the microarray surfaces re-
quire the use of modified oligonucleotides
or PCR-products for efficient attachment,
while others rely solely on molecular
charge to maintain binding of nucleic acid
to the surface. The DNA fragments are
cross-linked by UV to the matrix. After fix-
ation, residual amines on the slide surface
react with succinic anhydride to reduce the
positive charge at the surface.

Several commercial robotic machines
are currently used for fabrication of
spotted arrays, for example, MicroGrid
(BioRobotics, Cambridge, UK), GMS-
417 (Genetic Microsystems, Woburn,
MA, USA), OmniGrid (GeneMachines,
San Carlos, CA, USA), and PixSys PA
series (Cartesian Technologies, Irvine,
CA, USA).

Several techniques are applied to replace
DNA probe on the slide surface: Pin-to-Pin,
Pin-and-Ring, Quill or Slit Pin, and Jetting
(Piezo Electric, Inc Jet, Bubble Jet).

The pin-to-pin technology (Fig. 3) has the
longest history of use as a spotting tool.
Briefly, a series of pins is aligned on a
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Fig. 3 Pin-to-pin technology.
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Fig. 4 Pin-and-ring technology.

head such that all the pins can be dipped
into fluid reservoirs simultaneously (e.g.
96 pins, set in an array head, each pin at 9-
mm center-to-center, for use with standard
96-well microplates). The pin-head module
is attached to a 3D (x–y–z) robotic arm to
move ‘‘into’’ and ‘‘out’’ of the wells, and
to make contact with the spotting (array)
surface. After dipping into the wells, the
pins are lifted, and a small aliquot of fluid
hangs on the tip of each pin by surface
tension. These aliquots are transferred
onto a slide surface through ensuring a
pin–surface contact.

For fabrication of spotted microarrays
on the microscopic slide surface, it is
practically impossible to use more than
12 to 16 pins simultaneously, and the rate
of the spotting is relatively slow. A crucial
pint is the evaporation of the fluid aliquots

during the time of transportation of the
sample from the wells to the slide surface.
This can provoke differences in the
amount of fluid spotted and can introduce
undesired variations into the arrays. Pin-
to-pin alignment and consistency of pin
dimensions are also both crucial points
because of the necessity to place very small
spots very close to each other, and to make
at least a semiquantitative analysis of the
hybridization to each spot.

The pin-and-ring technology (Fig. 4) has
been specifically developed for fabrication
of spotted DNA microarrays containing
highly consistent elements. The key me-
chanical component consists of an open
ring, which is oriented parallel to the wells
(fluid reservoirs) and slide surface. The
ring is fixed to a vertical rod, running per-
pendicular to the wells and slide surface.
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A vertical pin is centered on the ring. Both
the ring rod and the pin are attached to con-
trol devices so that each part can be moved
separately in the z-axis. Both parts are
kept in constant relation to each other in
the x–y plane. The spotting procedure in-
cludes several steps: the ring is dipped into
the well (containing DNA solution) – the
ring is small enough to fit easily into the
well of either 96- or 384-well microplates;
when the ring is lifted, it takes an aliquot
of sample, which is held in the center of
the ring by surface tension; the pin-ring
device moves to any desired location in the
x–y plane and selects the place for spot-
ting on the underlying surface; the pin is
moved down through the ring; when the
pin passes through the ring, a portion of
the solution is transferred from the inte-
rior ring meniscus to the bottom of the
pin – a pendant drop is formed on the pin
tip; the pin continues to move down until
the solution on the pin tip makes contact
with the slide surface; the pin is then lifted;
the combined forces of gravity and surface
tension deposit the solution on the slide
surface as a spot.

The pin-driving process can be repeated
many times so that a very large number
of similar spots can be created from a
single moving ring. This consistency of

spotting is the most important feature of
the system. The spot size is dependent
on pin dimensions and varies from 50 to
500 µm in diameter. It can be controlled
by available hardware.

Special mechanisms have been designed
to achieve a balance between the need
to move the pin in z-axis rapidly, and to
minimize the extent of contact between
the pin and the slide surface. Thus, this
technique is applicable for a wide variety
of surface substrates – from solid glass
to soft membranes and gels. The system
appears to function well with a wide variety
of fluids, ranging from volatile organic
solvents to viscose aqueous solutions.

The quills or slit pins (Fig. 5) have been
one of the most widely used devices for
fabrication of spotted arrays. A quill is
a solid pin with a slit at the end. The
standard quill design looks very much like
two tines of a fork, with a capillary between
them. There are several variations of quills,
but they all have the same principle of
orientation. The quill is dipped into a fluid
reservoir and the fluid is drawn up into the
slit by capillary tension. The quill is moved
to a desired position (in the x–y plane)
on the slide surface, then toward the slide
surface (z-axis), and upon impact, the drop
of fluid is placed on the surface. The quill

Capillaary

Reservoir
with fluid

XYZ-robot

X-Y location on
the surface

Array surface

Spot

Fig. 5 Quill or slip pin technology.
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Fig. 6 Jetting technology.

is then withdrawn, moved to a subsequent
location, and the process is repeated.

One of the advantages of the quill
approach is that many quills can be
attached to a single spotting head. One
can spot 16 or more probes onto a surface
simultaneously and without having to go
back to the fluid reservoirs after each
spotting. Therefore, this method enables
rapid spotting. The quill has a relatively
small void volume, and a little material is
wasted. However, once the volume of the
fluid in the quill becomes low, the amount
of the spotted fluid begins to diminish
with each subsequent spotting; this can
compromise the quality of the arrays. The
quill is also not highly effective for spotting
of viscous solutions as a result of their
difficult movement ‘‘into’’ and ‘‘out of’’ the
capillary. The restriction of this technology
is also due to the fact that it should be
employed in a sterile environment because
dust particles in the air or on the spotting
surface can cause plugging of the quill.
This characteristic of the quill limits its
use to surfaces that are nonfibrous (as gels
and membranes).

The jetting technologies (Fig. 6) had been
originally developed for ink printing, and,
nowadays, they are applied in microarray

fabrication. They are based on syringes or
piezo pumps.

The syringes offer a possibility of ex-
tremely fast jetting rates and exact repeat-
able volume deposition. However, the min-
imum volume they can dispense is about
two orders of magnitude greater than other
spotting techniques described above.

The piezo pumps are unidirectional
pumps attached to flexible capillary tubing.
The end of the tubing needs to be
transferred from fluid to fluid by a 3D
(x–y–z) robot. A second 3D (x–y–z) robot
moves the other end of the tubing to a
location above the surface onto which a
drop of fluid has to be deposit. The pumps
work with supply and wash solutions.

The piezo pumps offer a high speed and
an ability to operate in any environment.
However, there are several limitations:
they cannot work with fluids containing
long molecules, as well as with viscous
fluids, because the glass heads easily
become clogged; the spotting head is made
of fragile glass that needs frequent repairs;
this method of deposition often gives
artifacts known as ‘‘satellite’’ spots that
can compromise the quantitative analysis;
a large volume of fluid is necessary to
operate, and the void volume of fluid
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is also high (100–500 µL). All these
limitations make this technique less usable
for microarray spotting.

4
Design of Microarray Experiment – Crucial
Points

The most important factor for effective
and successful microarray-based research
projects is the careful experimental de-
sign, requiring a careful choice of the
reference (control) source and unifica-
tion of the experimental conditions. Even
small variations in the conditions can
induce significant changes in gene expres-
sion. For microarray analyses of human
tissues, these variations include tissue-
preservation methods, postmortem inter-
val, dissection methods, and RNA quality.
Frozen tissues usually provide the best
material, although ethanol fixation can be
also used. It is necessary to keep in mind
that the differences in gene expression be-
tween samples may be due to differences
in the genetic background (ethnicity).

Other general sources of variability include
cDNA amplification methods, probe label-
ing, hybridization conditions, and washing
procedures. However, when these issues
are taken into account in the experimental
design and proper technique is applied,
microarray experiments provide reliable
data on gene expression.

4.1
Choice of Reference (Control) Source

One of the most critical decisions involves
the choice of reference (control) sample
when using dual-channel DNA arrays.

Several limitations have to be borne in
mind during the design of a microarray-
based project, especially in the clinic.

For example, for studies in cancer eti-
ology and progression, the better choice
is to compare a tumor (case) sample with
a healthy (control) sample directly. It is
ideal to obtain the healthy tissue from the
same patient (case–control study). How-
ever, this possibility is often problematic
and restricts the feasibility of this type of
design. In this case, it is better to choose

Tab. 2 Labeling protocols for microarray experiments (according to Macgregor, P.F. (2003)).

Amount of total RNA Labeling mode Protocols and kits

>10 µg total RNA Direct labeling (no amplification
required)

Bittner, M. (2003)
www.microarrays.ca

4–10 µg total RNA Indirect labeling (no amplification
required)

Randolph, J. et al. (1997)
www.microarrays.ca

<10 µg total RNA Amplification required before
labeling:
-PCR-amplification Vernon, S. et al. (2000)

Livesey, F. et al. (2000)
BD Atlas SMART Fluorescent

Probe Amplification

-Linear amplification Eberwine, J. et al. (1992)
Wang, E. et al. (2000)
Arcturus RiboAmp Ambion

MessageAmp aRNA
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a comparison between tissue specimens
obtained from the same patient before and
after chemotherapy. This design is also
limited by the impossibility to obtain suffi-
cient amount of high-quality necrosis-free
tumor tissue after chemotherapy. Because
of these reasons, there is now a global
trend to use a common internal refer-
ence in large microarray projects as the
investigation of gene expression profiles
of tumor specimens obtained from many
different patients. This design increases
the challenge to obtain global expression
profiling across a large sample cohort, and
it is already successfully applied by several
groups. Commercially available reference
RNA is often a good choice because of
wide-gene-expression representation (e.g.
Stratagene – La Jolla, CA, USA, and BD
Bioscience Clontech – Palo Alto, CA, USA)
and virtually unlimited availability. Finally,
this approach allows easier comparison of
microarray data between different research
groups, thus providing the possibility of
more global studies.

4.2
Labeling and Hybridization

Once the choice of reference source is
made and the number of replicates de-
cided, the actual labeling protocol depends
predominantly on the amount of sample
RNA (Table 2).

In studies using cell lines, RNA avail-
ability is usually not a problem. However,
great care should be taken to ensure max-
imum reproducibility and stability in cell
culture conditions, especially if RNA has
to be isolated from cells during a long
time interval.

In studies using human tumor tissues,
RNA availability can be problematic be-
cause of the impossibility to obtain a

sufficient amount of sample tissues every
time.

Despite the amount of sample RNA,
its high quality (degradation-free RNA)
is crucial for successful microarray ex-
periments. Assessment of RNA quality
has been greatly facilitated by the use of
microcapillary-based devices (e.g. Agilent
Bioanalyzer, Agilent Technologies, Palo
Alto, CA, USA), which can evaluate RNA
quality and quantity using a little amount
(∼200 ng) of total RNA. More traditional
techniques (such as agarose gel elec-
trophoresis and spectroscopy) can also be
used when RNA quantity is not limiting.

There are basically two labeling tech-
niques, depending on the amount of RNA
prepared for microarray analysis: direct
and indirect labeling.

If the amount of total RNA available
is in the range of 10 to 20 µg per
experiment, direct labeling is the simplest
choice. Direct labeling involves direct
incorporation of Cy3- or Cy5-labeled dCTP
during reverse transcription of RNA to
cDNA. Usually 10 µg of total RNA are
sufficient to obtain high-quality microarray
signals using direct labeling.

If the amount of total RNA is slightly
lower (in the range of 4–10 µg per
experiment), indirect labeling can be used.
In this case, the labeling proceeds in
two steps: (1) a modified nonfluorescent
nucleotide (e.g. amino-allyl dUTP) is
incorporated into cDNA during the reverse
transcription step, and (2) subsequent
coupling to fluorophores is performed in
a separate reaction.

Detailed protocols for direct and indirect
labeling can be found in www.microarrays.
ca.

If the amount of the sample RNA is only
submicrograms (e.g. from limiting clini-
cal samples, such as fine needle biopsies
or LCM specimens), RNA amplification is
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required before to proceed to the labeling.
This strategy now enables the molecular
profiling of biological samples down to few
cells. Two amplification approaches have
been used and commercial kits are avail-
able: PCR-based amplification (e.g. from
BD Bioscience Clontech) and linear am-
plification (e.g. from Arcturus, Mountain
View, CA, USA). In the case of necessity
of RNA amplification, microarray results
need more extensive validation. Moreover,
the use of RNA amplification significantly
increases the overall time and cost of
molecular profiling of the samples.

After fluorophore incorporation, the flu-
orescent cDNA sample (probe) is hy-
bridized to the microarray (target) at a
temperature determined by the hybridiza-
tion buffer used, in the presence of non-
specific competitors (e.g. yeast tRNA and
salmon sperm DNA). The microarray is
then washed under stringent conditions
to remove nonspecific binding and is air-
dried. The dried array is then scanned
using a confocal laser scanner and the im-
ages obtained are quantified using image
acquisition software.

The labeling and hybridization proce-
dures, described above, are typical for the
expression arrays.

A protocol very similar to the one used
for expression arrays can be used for com-
parative genomic hybridization (CGH) ar-
rays. In CGH arrays, the genetic material
hybridized to the array is not RNA but
genomic DNA, and the purpose is to in-
vestigate changes in gene copy numbers in
tumor samples. Genomic DNA is extracted
from tumor samples or normal tissue, di-
gested with a restriction enzyme, such as
EcoR1, and fluorescently labeled with Cy3
or Cy5 using random priming. Labeled
DNAs are cohybridized to the microarray
in the presence of blocking agent, usually
Cot-1 DNA, yeast tRNA, and poly(dA-dT).

After hybridization and stringent washes,
the arrays are scanned and quantified in
a process essentially identical to that de-
scribed for expression arrays. CGH array
experiments can be carried out using the
same spotted arrays applied for expression
analysis, thus providing the opportunity of
a direct comparison on the same genes
between gene copy numbers and expres-
sion levels. Alternatively, BAC arrays can
be used, either manufactured in-house or
commercially available, for example, from
Spectral Genomics (Houston, TX, USA).

5
Data Analysis, Validation, and
Interpretation

Perhaps the most underappreciated chal-
lenge facing researchers working on mi-
croarray projects is the extremely large
quantity of data generated by this technol-
ogy and the choice of an appropriate and
effective database and data analysis system.
In the early days of microarray technology,
the basic data analysis was carried out us-
ing standard spread-sheet software, such
as Microsoft Excell, or programs developed
in-house. At present, there are a number of
companies offering software for microar-
ray data analysis. This is either offered free
of charge on the Internet by academic in-
stitutions or it is commercially available
(Table 3).

5.1
Normalization of Microarray Data

The first step in microarray data pro-
cessing and analysis is the normaliza-
tion. Normalization is used to com-
bine the data from multiple microar-
ray experiments into a single data set
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for analysis. It is absolutely neces-
sary to account for and to minimize
the artifacts and experimental varia-
tions in the calculation of gene ex-
pression ratios. The normalization is
a complex and often controversial is-
sue in microarray data analysis, and
a discussion of the different strate-
gies is beyond the scope of this re-
view. Briefly, there are two main ap-
proaches to normalization: (1) intensity-
dependent normalization, in which a
normalization factor is calculated on
the basis of all spots on the ar-
ray, and (2) intensity-independent normal-
ization, which uses normalization func-
tion to equalize both channels (as Lo-
cally Weighted Scatter Plot Smoother,
LOWESS – http://stat-www.berkeley.edu
/users/terry/zarry/Html/). The results ob-
tained after normalization are generally
displayed as normalized expression ra-
tios, where each row represents one
spot on the array and each column
represents one hybridization experiment.
If some genes are represented by sev-
eral spots on the array, it is possible
to combine and average the expres-
sion ratios obtained for these differ-
ent spots.

5.2
Statistical Data Analysis

In traditional data analysis, there are few
variables and great number of replicates
for each data-point. In microarray data
analysis, there are many variables and
a small number of replicates for each
data-point. Microarray data analysis is
typically carried out by one of two
approaches – supervised or unsupervised
(or a combination of both).

In the unsupervised statistical analysis,
the data are analyzed without a priori

assumption about the identity, characteris-
tics, or clinical attributes of the specimens
analyzed. Typical examples of unsuper-
vised analysis in microarray data are 2D hi-
erarchical clustering (software is now avail-
able – http://rana.lbl.gov), K-means clus-
tering, self-organization maps (SOM), and
binary tree–structured vector quantization
(BTSVQ). Unsupervised clustering of mi-
croarray data is widely used in tumor
classification, for instance, in leukemia,
lung cancer, ovarian cancer, colon cancer,
prostate cancer, or breast cancer.

The supervised statistical analysis of mi-
croarray data integrates some of the biolog-
ical and clinical attributes available for the
specimens analyzed. Typical examples of
supervised analysis are significance anal-
ysis of microarrays (SAM) and prediction
analysis of microarrays (PAM). Supervised
data analysis is widely used for identi-
fication of genes capable of stratifying
tumor samples based on one particular
attribute, such as clinical outcome or re-
sponse to treatment.

Detailed explanation of microarray data
normalization and statistical analysis can
be found in several books and reviews cited
in Bibliography.

5.3
Microarray Data Validation

Microarray data analysis is a multistep
process that uses sophisticated statistical
analysis tools and is prone to errors and
sometimes to overinterpretations. In addi-
tion, quality issue in the raw microarray
data, for example, high background or low
reproducibility, as well as nonlinearity of
microarray signal will significantly impact
on the final results. Finally, with spotted
arrays, misidentification of probes can also
lead to errors. Validation of gene expres-
sion data by conventional techniques is
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essential. Usually, the validation of mi-
croarray data is carried out first at the RNA
level by Northern blot, semiquantitative
PCR, real-time quantitative (RT)-PCR, or in
situ hybridization (ISH) on tissue sections
or high-density microarrays (TMA). The
microarray data can be also validated on
the protein level by immunoblot analysis.
Owing to the nonquantitative nature of im-
munoblotting, validation by other methods
is required. An excellent example of such
an extensive validation is presented in the
study of Beer and colleagues, where the
authors validated their microarray results
both at the RNA level by Northern blot
and at the protein level by IHC on tissue
microarrays.

The development of high-throughput
screening and validation technologies is
an important priority because the number
of genes identified through microarray
studies rises exponentially.

5.4
Data Mining and Interpretation

Once gene data sets are identified and
validated, data mining and interpretation
is the ultimate challenge in microarray
studies. It is not a trivial task to deter-
mine which of the hundreds of potentially
differentially expressed genes identified
are biologically relevant to the problem
being investigated. Several bioinformat-
ics tools and public databases provide
information on the biological function,
cellular localization, and gene ontol-
ogy of the selected gene of interest:
GenBank (www.ncbi.nlm.nih.gov), Uni-
Gene (http://ncbi.nlm.nih.gov/UniGene),
PubMed (www.pubmed.com), US
National Center for Biotechnology
Information (NCBI) Databases (www.
ncbi.nlm.nih.gov), Stanford Online Uni-
versal Resource for Clones and ESTs

(SOURCE) (http://source.stanford.edu),
SWISS SPOT (http://ca.expasy.org/
sprot/). Another computer application
of interest is GenMAPP, available on-
line at www.genmapp.org. GenMAPP
allows a visualization of gene expres-
sion data such as fold changes in
expression ratios on maps represent-
ing biological pathways. Similarly, Onto-
Express (www.openchannelfoundation.
org/projects/Onto-Express/) correlates the
identified genes with their functional
and biological characteristics. Finally,
literature searches can be greatly fa-
cilitated by using Internet text-mining
tools, such as MedMiner, available at
http://discover.nci.nih.gov/textmining/
filters.html.

However, it is important to keep in mind
that the complexity of the cellular machin-
ery is extraordinary, and it is impossible to
provide a biological explanation for every
one of the genes identified by microar-
ray analysis only with one simple click
on the computer mouse. In addition, in-
correct gene annotation in databases is a
significant problem. Even when the genes
identified in microarray analysis are cor-
rectly annotated, fully identified, and have
a known function, many of these genes
will belong to several biological pathways
involved both in normal cellular processes
and pathogenesis. In this context, down-
stream functional analysis using classical
molecular biology approaches will remain
paramount for the thorough interpretation
of microarray findings.

6
Major Technical Restrictions

In order to perform genome-wide expres-
sion profiling, it is necessary to have
genome-wide microarrays. In the case of
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mouse and human, such whole genome
arrays are on the horizon, although not
yet available. This situation is likely to be
resolved in the next two to three years,
given the maturity of the genome and
EST-sequencing projects in the mouse and
humans. Certainly, the number of genes
that can be investigated using microar-
rays increases all the time. It is likely
that improvements in deposition or syn-
thesis of DNA probes will allow a suitable
density to be achieved, avoiding the re-
quirement of hybridizing multiple arrays
in order to achieve full genome coverage.
The advent of spotted oligonucleotide ar-
rays and related technologies also opens
up the possibility of exon-specific probes
for the detection of tissue-specific (or cell-
specific) splice variants.

Perhaps one of the basic restrictions
in the use of microarrays is the limiting
amount of RNA available from standard
tissue or cell specimens. The embryonic
dissections used in developmental biol-
ogy are a good example. A whole 7.5-dpc
mouse embryo yields ∼0.5 µg of total
RNA. Usually, the conventional microar-
ray hybridization analysis requires 5 to
100 µg of total RNA. It is clear that
specific embryonic tissues or organs, es-
pecially from early stages, will yield only
a fraction of the required target RNA.
Embryo-sorting techniques have been em-
ployed, but target amplification appears
to be the most widely applicable solution.
A number of amplification protocols have
been described that allow the generation
of sufficient target from small amounts of
staring RNA. It is not clear which pro-
tocol offers the ‘‘best’’ solution of the
problem of limiting RNA because different
scientists have different criteria for the as-
sessment, including simplicity, reliability,
and cost.

The last category of potential tech-
nical limitations of microarray analysis
is closely related to the possibility for
identification of those incredibly rare tran-
scripts that encode those critical regula-
tors of cellular homeostasis and devel-
opment. A combination of variations in
transcript abundance and cellular het-
erogeneity makes it difficult to perform
expression profiling in standard tissue ex-
plants in a useful fashion. Subdissection
and cell sorting are usually necessary; this
makes labeling and hybridization practi-
cally impossible.

7
Application of Microarrays in Molecular Cell
Biology and Molecular Medicine

What can be measured by microarrays?
Microarray technology can be used for

three main applications:

1. Gene expression profiling – mRNA ex-
tracted from a biological sample is
applied to the microarray. The result
reveals the level of expression of tens of
thousands of genes in the sample. This
result is known as a gene expression
‘‘profile’’ or ‘‘signature.’’

2. Genotyping – DNA, extracted from a
biological sample, is amplified by a
PCR and applied to the microarray.
The genotype for hundreds or thou-
sands of genetic markers across the
genome can be determined in a sin-
gle experiment. This approach has
considerable potential in disease risk
assessment, both in research and clini-
cal practice.

3. DNA sequencing – DNA extracted from
a biological sample is amplified and
applied to specific ‘‘sequencing’’ mi-
croarrays. Thousands of base pairs
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of DNA can be screened on a sin-
gle microarray for polymorphisms in
specific genes whose sequence is al-
ready known. This greatly increases the
scope for precise molecular diagnosis
in single gene and genetically com-
plex diseases.

In the medical practice, the precise diag-
nosis and effective treatment of disease
depend on the ability of specialists to
recognize the recurring constellations of
clinical signs and symptoms that per-
mit meaningful classification of the dis-
eases. Unfortunately, the clinical signs and
symptoms or even blood and pathologi-
cal investigations are poor predictors of
the clinical outcome or response to ther-
apy. In the postgenomic era, studying
of gene expression profiling will ulti-
mately determine the biological behavior
of both normal and injured tissues and
cells, which may provide insights into
disease mechanisms and help to identify
novel candidates for therapeutic interven-
tion. Gene profiling may also identify
markers useful in diagnostic and prog-
nostic purposes. Since thousands of genes
are simultaneously and quantitatively an-
alyzed on microarrays, this technology
provides a resolution and precision not
previously possible. Therefore, molecular
phenotyping of diseases through gene ex-
pression profiling and sequencing may
offer diagnostic, prognostic, and mecha-
nistic insights that improve management
of human diseases. Microarray technol-
ogy has also a dramatic impact in the
fundamental biological studies, provid-
ing an effective way to assess globally
the transcriptional effects of specific ge-
netic and pharmacological interventions,
thus rapidly identifying possible up- and
downstream effectors or alternative signal-
ing pathways.
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Keywords

Differentiation
A stable change in global patterns of gene expression usually producing a recognizably
different type of cell.

Morphogenesis
The creation or development of an organism’s or cell’s morphology, structure,
and form.

Development
A genetically programmed combination of differentiation and morphogenesis.

Cell Cycle
The orderly progression of events during cell proliferation through phases of growth,
DNA replication, chromosome segregation, and cell division (cytokinesis).

Protein Kinase
An enzyme that phosphorylates itself and/or other proteins. Major categories of protein
kinase are named according to the amino acid that is specifically phosphorylated, for
example, tyrosine protein kinases phosphorylate target proteins on tyrosine residues.

Sigma Factor
A subunit of bacterial RNA polymerase that directs binding of the polymerase to
specific DNA sequences (promoters), resulting in the transcription of downstream
genes. Sigma factors form a family of polypeptides, each of which recognizes a
different promoter sequence and so directs transcription of a different set of genes.

Transcription Factor
A DNA-binding protein that is not part of the RNA polymerase, but which binds to
specific DNA sequences and regulates the expression of nearby genes by activating or
inhibiting transcription.
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Signal Transduction
The process whereby extracellular or intracellular, physical or chemical signals elicit a
series of intracellular biochemical events in which each event either activates or
inhibits the next.

Holdfast
A specialized attachment organ (of a multicellular organism) or organelle (of a
unicellular organism).

Flagellum
A long, thin cellular appendage that is responsible for swimming motility – in the case
of bacteria a rigid, helical, hollow filament that functions as a propellor attached to a
rotary motor in the cell membrane through a semiflexible coupling.

Pilus
A long, fiberlike appendage on a bacterial cell that is thinner than a flagellum.

Pseudopod or Pseudopodium
A region of an amoeboid cell that does not contain membrane-bounded organelles and
is extended outward during amoeboid movement.

Spore
A specialized, dormant, resistant cell formed as a means of dispersal from and survival
of harsh conditions.

Endospore
A spore formed from a daughter cell within the membrane of a mother cell in certain
bacterial species (notably of the genera Bacillus and Clostridium).

Sorus
A cluster or mass of spores.

� Development is not only restricted to large multicellular animals and plants but is also
a feature of the life cycles of microorganisms. The environment of a microorganism
is rapidly changeable so that both eukaryotic and prokaryotic microbes have evolved
developmental strategies to enhance their nutrient-scavenging abilities or in more
extreme circumstances to form dormant, resistant cells (spores). The spores can
survive under harsh conditions that do not support growth and can be dispersed to
other environments that do. The endospores of pathogenic Clostridium species are
amongst the most resistant cells on earth, and their destruction (or removal) is the
key criterion for successful microbiological sterilization. Developmental programs
in microbial pathogens are initiated in response to infection of the host and
play important roles in pathogenesis. However, the best-understood examples of
microbial development are not pathogens, but free-living microbes. The general
principles underlying microbial development are being elucidated by their study.
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1
Introduction

Biologists do not usually think of microbial
model organisms when asking questions
about the fundamental mechanisms of de-
velopment. Yet, even in the most complex
of metazoans, development involves cells
doing things in an ordered way through
space and time – growing, dividing, adher-
ing to one another and to the substratum,
differentiating, moving, secreting, and,
above all, communicating – and the fun-
damental mechanisms of what cells do
evolved very early in the history of life. So
it should not be surprising to learn that
the molecular mechanisms at the heart
of these cellular processes in development
are frequently similar.

At the same time, every organism in
the tree of life has faced its own unique
problems in using these primeval molec-
ular mechanisms to meet the needs of its
‘‘chosen’’ life style. Each has accordingly
evolved its own developmental programs
using its own unique selection of molec-
ular techniques to carry them out. So
we are not surprised either that organ-
isms belonging to different phylogenetic
lineages have often opted for different
molecular mechanisms to perform sim-
ilar developmental functions or that in
some lineages, particular molecular mech-
anisms have been elaborated upon, used,
and reused in many different biological
roles, while others are not used at all.

An example of these principles is to be
found in the universal use of protein kinase
cascades in signal transduction pathways
controlling development. Yet there are dif-
ferences. The histidine protein kinases are
used in developmental signaling pathways
in all of the major bacterial groups and
in many eukaryotic lineages including the
fungi, the slime moulds, and the plants,

but not, it seems, in metazoan animals.
No one knows why the use of histidine
kinases was abandoned in the animal lin-
eage, but retained in the next most closely
related eukaryotic lineages. The bacteria,
on the other hand, appear to make little,
if any, use of the serine/threonine protein
kinases so ubiquitously found in eukary-
otic organisms. Differences like this tell
us that there is nothing about one class of
kinase compared to the other that makes
its use essential for particular signaling
purposes. They also identify classes of
molecules that could be potentially used
as targets for drug or antibiotic therapy.
Histidine kinase signaling pathways par-
ticipate in bacterial pathogenesis and are
therefore potential antibiotic targets.

What then might be the general prin-
ciples to be gleaned from our current
understanding of development in eukary-
otic and bacterial microbes? To attempt
to answer this question I have opted in
the following sections to discuss microbial
development by describing what we know
about developmental pathways in five well-
studied systems – three bacterial and two
eukaryotic. The emphasis is on the signal-
ing cascades that control cellular activities
in development. Having examined each of
these five systems in some detail, I con-
clude by noting general features that seem
to be shared by all.

2
Bacteria

2.1
Cell Cycle Control and Morphogenesis in
Caulobacter crescentus

Bacteria are usually thought of as ex-
hibiting one of only a limited number
of cellular morphologies – rods, cocci, or
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spirals – that is monotonously present in
every cell. Caulobacter crescentus is differ-
ent. An aquatic bacterium, common in
freshwater environments characterized by
low and patchy nutrient levels, Caulobac-
ter’s unique cell cycle involves polarized
differentiation and cytofission to produce
two morphologically distinct cells – a non-
dividing, motile, swarmer cell, and a
sessile, stalked cell that is able to progress
through cell division (Fig. 1). The swarmer
cell is able to disperse by both random
and chemotactic swimming motility to
nutrient-rich microhabitats where it dif-
ferentiates, losing its polar flagella and pili
to replace them with a stalk and holdfast.
Through these, it attaches to the substra-
tum and begins progression through the
cell cycle just as the mother cell did from
which it was derived. It is this cell cy-
cle, with its two dramatically different cell
types, that has made Caulobacter a favorite
organism for studying the mechanisms of
cell cycle control, polarized differentiation
and morphogenesis in bacteria.

2.1.1 CtrA – A Master Regulator of Cell
Cycle Progression and Polar Morphogenesis
At the heart of the molecular machinery
controlling Caulobacter morphogenesis is
a protein called CtrA, a DNA-binding pro-
tein that functions as a transcriptional
activator and repressor to regulate the
expression of genes involved in DNA syn-
thesis and cytofission, flagellar motility,
and chemotaxis. CtrA is the final response
regulator in a multicomponent phospho-
relay system of the histidine protein kinase
type that is universally found in bacteria
and archaea, as well as in some eukaryotes
(e.g. Dictyostelium discoideum). The phos-
phorylation cascade in such systems is
initiated by an autophosphorylating histi-
dine protein kinase, which is activated (or
inhibited) by reception of a signal in the

form of a ligand binding to its sensor do-
main. The phosphate is initially attached to
a conserved histidine residue in the trans-
mitter domain of the kinase, from where it
is subsequently transferred (sometimes via
multiple phosphotransfers) to an aspartate
residue in the receiver domain of the same
or a different protein – the response regu-
lator that mediates the final response. In
multicomponent systems, multiple phos-
photransfers proceed from the primary
histidine to the final aspartate via alter-
nating histidine and aspartate residues in
transmitter and receiver domains respec-
tively of what can be distinct polypeptides.

The sequencing of the entire genome of
C. crescentus made possible a comparative
microarray analysis of gene expression
in a wild type and temperature-sensitive
CtrA loss-of-function mutant. Nearly 20%
of the ca. 3700 genes in Caulobacter are
cell cycle regulated and the microarray
studies revealed that about one-third of
these are controlled by CtrA, either directly
or indirectly. Many of the direct targets
were found by coimmunoprecipitation of
DNA fragments that had been cross-
linked to CtrA. This approach identified
55 promoters (regulating 95 genes) that
bind and are presumably controlled by
the active, phosphorylated form of CtrA
(CtrA∼P). The binding site is a conserved
nonameric DNA sequence motif that
is found not only in CtrA-regulated
promoters but also at five sites within
the chromosomal origin of replication,
ori. Binding of CtrA∼P to ori prevents
the initiation of DNA synthesis and
entry to S-phase. CtrA∼P also represses
expression of the early cell division gene
ftsZ, the product of which forms a ring
that circumscribes the cell at the division
site and assembles the cellular division
proteins there at the inner face of the
cytoplasmic membrane.
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Fig. 1 The cell cycle and flagellar morphogenesis in Caulobacter. (a) The motile swarmer cell
on the left loses its flagellum, retracts its polar pili and differentiates into a stalked cell, which
enters the S-phase and progresses through the cell division cycle. The differentiation of two
distinct daughter cells begins in the predivisional cell (inset, panel a) with distinct
morphogenetic events occurring at the stalked (ST) and swarmer (SW) poles. After cytofission
(inset, panel b), the stalked daughter cell is able to resume cell cycle progression, whereas the
swarmer cell is arrested in growth phase (G1) until such time as it has differentiated into a
stalked cell. The bars show the timing of various morphogenetic events during the cell cycle.
(b) In the predivisional cell, a cascade of sequentially dependent inductions of flagellar gene
expression and assembly events result in biogenesis of the flagellar apparatus at the swarmer
pole. Horizontal bars show the timing of expression of the four sequentially induced classes
of flagellar biosynthesis genes. Panel (a) is modified from Fig. 1 of Jacobs-Wagner, C.
(2004) Regulatory proteins with a sense of direction: cell cycle signalling network in
Caulobacter, Mol. Microbiol. 51, 7–13. Panel (b) contains information presented in Fig. 1
of England & Gober (2001) Cell cycle control of morphogenesis in Caulobacter Curr. Opin.
Microbiol. 4, 674–680. Inset image courtesy of Jeanne S. Poindexter, Barnard College,
Columbia University.
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In keeping with its regulatory roles, the
levels of CtrA in Caulobacter oscillate in
synchrony with the cell cycle and differ
in stalked and swarmer cells (Fig. 2). The
levels of the phosphorylated form of CtrA
change in concert with the levels of the
protein itself. After accumulating in the
late predivisional cell, CtrA∼P remains at
high levels in swarmer cells where it re-
presses cell cycle progression at the point
of entry into S-phase and also induces
the gene expression cascades involved in
swarmer cell differentiation (e.g. those in-
volved in pilus and flagellar assembly). In
the stalked cell at the onset of replica-
tion, CtrA∼P levels are low, the protein
having been both dephosphorylated and
also degraded by ClpXP proteases. These
two mechanisms of inactivating CtrA are
redundant – mutant ctrA alleles that ei-
ther are resistant to proteolysis or to
inactivation by dephosphorylation are not

lethal. The mutants progress through the
cell cycle normally because in each case the
alternative CtrA inactivation mechanism
(dephosphorylation or degradation) is still
present and is active at the appropriate
cell cycle stage. As expected, a CtrA mu-
tant that is both constitutively active and
protease-resistant causes cell cycle arrest
at the G1–S transition.

The disappearance and inactivation of
CtrA at the end of G1 relieves its repression
of replication, allowing the cell to enter S-
phase and initiate DNA synthesis. Also
relieved is the autoinhibitory repression of
ctrA expression by high levels of CtrA∼P
bound to the low affinity ctrA promoter,
P1. The ctrA expression that results is
autocatalytic because of CtrA∼P-mediated
induction through a second, high affin-
ity promoter, P2. Consequently, CtrA∼P
levels rise again to high levels in the
late predivisional cell, where they prevent

Relative
levels

Protein
phosphorylation

Transcription

Cell cycle

G1 S CS

CtrA~P

Fig. 2 Schematic representation of the regulatory mechanisms
that modulate the level of CtrA∼P (in grey) during the cell cycle.
From Fig. 2 of Ausmees, N., Jacobs-Wagner, C. (2003) Spatial
and temporal control of differentiation and cell cycle progression
in Caulobacter crescentus, Annu. Rev. Microbiol. 57, 225–247.
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initiation of another round of replication
and again repress ctrA expression through
the P1 promoter site.

2.1.2 Morphogenesis in the Swarmer
Cell – Flagellar Biogenesis
Having accumulated in the predivisional
cell, CtrA∼P persists in the swarmer
cell, but is absent from the stalked
cell. In the swarmer compartment of
the predivisional cell, it initiates a gene
expression cascade whose outcome is the
differentiated swarmer cell and whose
most obvious and best-understood feature
is flagellar biogenesis. The ca. 50 gene
products required for flagellar assembly
in Caulobacter belong to four classes:
Class I, the master regulator (CtrA); Class
II, including a σ 54 transcription factor
(FlbD) and the first flagellar components
to be assembled (the MS ring – FliF; the
switch – FliG,M,N; the flagellum-specific
secretion system – FlhH, FliI,J,O,P,Q,R);
Class III, polypeptides forming outer parts
of the basal body and hook; Class IV, the
flagellar filament (Fig. 1).

Once initiated by CtrA∼P, the assembly
of the flagellar apparatus proceeds in
three major stages defined by the onset
of supply of the requisite polypeptides
encoded by the Class II, III, and IV
genes. Within each stage, the assembly
of the parts progresses in a sequentially
dependent manner – the incorporation of
each polypeptide depending upon the
assembly of those before it. The start of
each major assembly stage is defined by
a checkpoint at which the synthesis of
polypeptides for that stage can begin only
if the preceding stage has been completed.
Thus, the Class II genes are induced
in the predivisional cell by CtrA∼P, the
accumulation of which constitutes the
Class I/II checkpoint.

The product of one of the Class II
genes, FlbD, in its active phosphorylated
form, in turn induces the Class III and
IV genes in the swarmer pole of the
predivisional cell. However, FlbD activity
also depends upon two other Class II
proteins – FlbE and FliX. FlbE was thought
to be the kinase that phosphorylates
FlbD, but recent evidence suggests that it
activates FlbD by some other means. FliX
functions as the checkpoint sensor that
detects proper assembly of the inner parts
of the flagellar basal body – FliX interacts
directly with FlbD at its N terminus and
only permits its activation when this Class
II/III checkpoint has been reached. Active
FlbD∼P not only induces the Class III and
IV genes but it also feeds back to repress
early Class II genes.

Although both Class III and Class
IV genes are induced by FlbD∼P, the
otherwise very stable Class IV mRNAs are
targeted for degradation by the binding to
them of the FlbT protein. This protein is
present throughout the cell cycle, but its
activity is inhibited by completion of the
assembly of the flagellar motor, complete
with hook. This constitutes the Class III/IV
checkpoint. Only when this checkpoint has
been reached are the Class IV mRNAs
stabilized so that flagellin synthesis and
completion of the entire flagellar apparatus
can proceed.

2.1.3 Phosphorelays Regulating the Cell
Cycle and Morphogenesis
CtrA is active only when phosphorylated
at the conserved aspartate residue in its
receiver domain (Asp51), and its activa-
tion by this means is controlled by at least
three converging phosphorelay cascades
(Fig. 3). The first of these involves CckA,
a histidine protein kinase that is responsi-
ble for CtrA activation during the cell cycle.
Consistent with its upstream role as a CtrA
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Fig. 3 Model of the signal transduction network controlling the
activity of the master response regulator, CtrA. Response regulators
and histidine kinases are shown as circles and boxes respectively.
Barred ends indicate inhibition and arrowheads indicate activation.
The dotted arrow indicates that the functions of the indicated
upstream kinases are unknown. The molecular nature of the
indicated signals that initiate the phosphorelays shown are unknown.
Modified from Fig. 3 of Ausmees, N., Jacobs-Wagner, C.
(2003) Spatial and temporal control of differentiation and cell cycle
progression in Caulobacter crescentus, Annu. Rev. Microbiol. 57,
225–247.

activator, CckA is essential for viability and
temperature-sensitive mutants of this pro-
tein exhibit similar or identical phenotypes
to temperature-sensitive CtrA mutants.
However, CckA is rendered dispensable by
expression of a constitutively active CtrA
derivative (CtrAD51E) that does not re-
quire phosphorylation for activity. Because
CckA contains its own response regulator
receiver domain at its C terminus, it is
anticipated that CckA passes phosphates
to CtrA via an as yet unidentified inter-
mediate histidine phosphotransferase in a
multicomponent phosphorelay.

The second phosphorelay pathway reg-
ulating CtrA activity is mediated by DivL,
a sensory kinase whose interactions with
CtrA have been demonstrated genetically.
Although it possesses all the conserved
regions of the histidine kinase super-
family, DivL is unusual in possessing
an autophosphorylatable tyrosine residue
(Tyr550) instead of histidine. A cold sen-
sitive divL allele is genetically suppressed

(i.e. the wild-type phenotype is restored)
by a specific ctrA allele (called sokA).
This phenomenon of suppression is a
classical genetic indicator of interactions
between the corresponding encoded pro-
teins. It is supported in this case by in
vitro biochemical evidence that DivL can
phosphorylate CtrA.

DivK is a response regulator protein that
directly or indirectly controls the levels
of active, phosphorylated CtrA, probably
by accelerating both its dephosphoryla-
tion and its degradation by ClpX pro-
teases. The cold-sensitive divK341 allele
causes cell cycle arrest at the G1–S tran-
sition – initiation of replication is blocked,
genes involved in replication fail to be in-
duced, and the ClpX-mediated degradation
of CtrA does not occur. The upstream his-
tidine kinases that regulate DivK include
the nonessential proteins PleC and DivJ. In
vitro, they can catalyze both the phospho-
rylation and the dephosphorylation of the
response regulator DivK. However, their
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in vivo actions appear to be opposed – DivJ
phosphorylates and PleC dephosphory-
lates DivK so that its phosphorylation
levels are reduced in a DivJ mutant, but
increased in a PleC mutant. Two ad-
ditional cytoplasmic histidine kinases of
unknown function, CckN and CckO, have
been identified in yeast two-hybrid screens
as interacting partners of DivK.

The response regulator DivK and its
upstream histidine kinases constitute the
third phosphorelay cascade, leading to
CtrA and regulating its activity. Just as the
sokA allele of ctrA suppresses a conditional
divL allele, it also suppresses mutant alleles
of divK, divJ, and pleC. This provides
a genetic demonstration of interactions
between CtrA and the proteins encoded
by these three genes. DivJ and PleC also
interact with another response regulator
protein, PleD, whose phosphorylated form

activates proteolytic degradation of FliF,
leading to loss of the flagella, transition
to the stalked form, and entry to S-phase.
The phosphorylated form of PleD is an
active di-guanylate cyclase that synthesizes
cyclic di-guanosine monophosphate (c-di-
GMP) from 2 GTP molecules. In some
other bacteria, this small molecule acts as
an allosteric regulator activating cellulose
synthase, but its downstream targets in
Caulobacter are not known.

2.1.4 Dynamic Subcellular Localization of
Phosphorelay Proteins Controlling Cell
Division and Morphogenesis
Fusing the gene encoding jellyfish green
fluorescent protein (GFP) with that for spe-
cific Caulobacter signaling proteins made it
possible to use fluorescence microscopy to
study their dynamic localization in living
cells during the cell cycle (Fig. 4). Each of

CckA-GFP

DivJ-GFP

DivK-GFP

PleC-GFP

Fig. 4 Localization of some
morphogenetic signaling proteins
during the Caulobacter cell cycle. CckA
and PleC are membrane-bound and
cycle as shown between being dispersed
throughout the membrane and
concentrated at the indicated poles.
DivJ, when present, is always
concentrated at the stalked (ST) pole.
DivK cycles between a diffuse
cytoplasmic localization in swarmer
cells and concentration at the indicated
poles in predivisional and stalked cells.
The length of the arrows indicates the
time spent between each stage of
differentiation. From Fig. 2 of
Jacobs-Wagner, C. (2004) Regulatory
proteins with a sense of direction: cell
cycle signalling network in Caulobacter,
Mol. Microbiol. 51, 7–13. (See
color plate. p. xxix)
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these signaling proteins exhibits a charac-
teristic pattern of localization that reflects
its functions in morphogenesis and cell di-
vision. From being dispersed throughout
the inner, cytoplasmic membrane, CckA
translocates in the predivisional cell to
the poles, particularly the swarmer pole
where it can phosphorylate CtrA and ini-
tiate flagellar assembly. It returns to its
original diffuse membrane distribution by
the time cell division is complete. DivK
translocates from the cytoplasm in the
swarmer cell to both poles in the predi-
visional cell where it is regulated by either
DivJ (at the stalked pole) or PleC (at the
swarmer pole). By the time division is
complete, DivK has been released from
its polar location in the swarmer cell to
return to its original distribution. How-
ever, it remains localized at the stalked
pole in the stalked cell. At the stalked
pole DivJ would activate DivK and so pro-
mote dephosphorylation and degradation
of CtrA, favoring progression through the
cell cycle. During early differentiation of
the stalked cell, PleC is released from the
newly forming stalked pole and moves
to the opposite pole where it would keep
DivK inactive and CtrA active in inducing
flagellar biogenesis.

What controls these very striking lo-
calization patterns? For the most part,
the answer to this question is not yet
known, but some elements of the mech-
anisms involved have emerged. Firstly,
correct polar localization of DivK depends
upon phosphorylation of its conserved re-
ceiver aspartate and recruitment by DivJ
at the stalked pole. Secondly, DivK re-
lease from the swarmer pole requires PleC,
presumably because of the PleC-mediated
dephosphorylation of DivK. Thirdly, the re-
lease of PleC itself from the future stalked
pole requires PleC’s own catalytic activity,
while its localization to the swarmer pole

requires a protein with similar localization
patterns called PodJ. Fourthly, a 61-residue
sequence in the cytoplasmic linker region
of the sensor domain of DivJ has been
shown to be necessary for its proper lo-
calization. Finally, the localization of all
of these proteins to the correct pole de-
pends on MreB, a bacterial homolog of
the eukaryotic cytoskeletal protein, actin.
MreB forms a filament that oscillates dur-
ing the cell cycle between a spiral form
running the length of the cell and a medial
ring. The ring could be an intermediate in
a reversal of polarity of the spiral as the
flagellated swarmer pole matures into a
stalked pole.

Clearly, although much remains to be
elucidated, the correct localization of sig-
naling proteins in Caulobacter morphogen-
esis both controls and is itself dependent
upon the phosphorelay cascades in which
these proteins participate.

2.2
Sporulation and Differentiation in Bacillus
subtilis

Caulobacter is not the only bacterium that
differentiates into two cell types. Under
conditions of high population density and
starvation, many Gram-positive bacteria
belonging most notably to the genera Bacil-
lus (aerobic) and Clostridium (anaerobic)
can differentiate to form an endospore
enclosed within a mother cell, which
subsequently perishes. The endospore
is an extremely heat- and dessication-
resistant quiescent cell that is of medical
significance because some endospore-
forming bacteria of both genera are human
pathogens (e.g. Bacillus anthracis, causative
agent of anthrax, and Clostridium tetani,
causative agent of tetanus). It is the ex-
treme resistance properties of bacterial
endospores that determine the minimum
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requirements for successful sterilization
of culture media, equipment, and sur-
gical instruments. Phylogenetic studies
have shown that the important signal-
ing interactions and central mechanisms
for sporulation are conserved amongst all
endospore-forming bacteria. What seems
to change the most in different lineages is
the sensor domains of the receptor kinases
that transmit relevant environmental in-
formation to the cells. This implies that
different environmental signals relevant to
endospore formation are monitored by the
different species – as might be expected
given the very varied habitats in which they
live, including oil wells, salt lakes, soil, or
infected mammalian hosts. Endospore for-
mation has been most intensively studied
in the saprophytic soil bacterium, Bacil-
lus subtilis.

When B. subtilis cells reach a stationary
phase, they enter a so-called transition state
in which they must choose between several
possible survival strategies – endospore
formation, nutrient scavenging, and trans-
formation. Nutrient scavenging is the
strategy of first choice and involves ex-
pression of genes for chemotaxis toward
nutrient sources, secretion of antibiotics

that inhibit competitors, and the secre-
tion of extracellular enzymes, such as
proteases, that degrade environmental
macromolecules into their constituents for
uptake as nutrients. If the adverse condi-
tions that elicit the nutrient scavenging
strategy persist, but do not worsen sig-
nificantly, 1–10% of the cells will opt
for the transformation strategy. This in-
volves the cell differentiating to become
competent for the uptake of exogenous
DNA (released into the environment by
the lysis of other cells). This can lead
to the formation of recombinant cells
with new combinations of genetic in-
formation that could enhance survival.
Because endospore formation is a com-
plex energy-intensive process, the cell only
commits itself to this path as a last re-
sort in response to integrated information
from multiple environmental and phys-
iological signals. These signals converge
on the phosphorylated form of a master
regulator protein, Spo0A∼P, whose lev-
els determine whether the cell enters the
sporulation pathway or not. At interme-
diate Spo0A∼P levels, only the nutrient
scavenging and (in some cells) trans-
formation strategies are pursued. When

Fig. 5 The key stages of the sporulation cycle in Bacillus subtilis (from Fig. 1 of Errington, J.
(2003) Regulation of endospore formation in Bacillus subtilis, Nat. Rev. Microbiol. 1, 117–126). The
inset (from ‘‘Todar’s Online Textbook of Bacteriology’’, http://www.textbookofbacteriology.net/
Kenneth Todar, 2002) shows electron micrographs of sporulating cells at each of the major stages.
The formation of endospores is a complex and highly regulated form of development in a relatively
simple (procaryotic) cell. In all Bacillus species studied, the process of spore formation is similar, and
can be divided into seven defined stages (0–VI). The vegetative cell (Stage 0) begins spore
development when the DNA coils along the central axis of the cell as an ‘‘axial filament’’ (Stage I).
The DNA then separates and one chromosome becomes enclosed in plasma membrane to form a
protoplast (Stage II). The protoplast is then engulfed by the mother cell membrane to form a
intermediate structure called a forespore (Stage III). Between the two membranes, the core (cell) wall,
cortex, and spore coats are synthesized (Stage IV). As water is removed from the spore and as it
matures, it becomes increasingly heat resistant and more refractile (Stage V). The mature spore is
eventually liberated by lysis of the mother cell. The entire process takes place over a period of 6 to 7 h
and requires the temporal regulation of more than 50 unique genes. Inset image and description of
the stages were kindly provided by Kenneth Todar.
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Spo0A∼P reach high-enough levels, cells
will abandon the nutrient scavenging strat-
egy, forego the transformation strategy,
and sporulate (see Fig. 5).

2.2.1 Spo0A and the Phosphorelay in
Endospore Formation
In Fig. 6, which shows the basic outline
of the sporulation phosphorelay mecha-
nism, a sensor histidine-kinase autophos-
phorylates the conserved histidine in its
transmitter domain and then passes this
phosphate to an aspartate in the receiver
domain of Spo0F. The phosphate is then
passed via a histidine in Spo0B to an as-
partate residue in the receiver domain of
Spo0A, the final response regulator. Al-
though only one sensor kinase is shown
in Fig. 6, there are in fact five different
sensor kinases (KinA to KinE) in B. subtilis

that send signals into this phosphorelay
(Fig. 7). The two most important of these,
in order of significance, are KinA and
KinB. The other kinases on their own
seem to be able only to generate inter-
mediate levels of Spo0A∼P, sufficient for
the nutrient scavenging and competence
pathways, but insufficient to induce sporu-
lation. Although it is clear that sporulation
is initiated primarily by starvation and high
cell density, the molecular identities of the
signals to which the sensor kinases re-
spond are unknown.

Spo0A∼P is an active DNA-binding pro-
tein that can function either as a positive
or a negative regulator of transcription
and has been shown in recent microarray
studies to induce, directly or indirectly, the
transcription of 349 genes (66 of them in
combination with the sigma factor σF).
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The spoIIA, spoIIG, and spoIIE promoters
are amongst those that are directly induced
by Spo0A∼P, and the corresponding gene
products play essential roles in Stage II
of sporulation (see later). These genes are
also induced indirectly by Spo0A∼P via
SinI. The synthesis of SinI is induced by
Spo0A∼P, and, once made, SinI interacts

with SinR, preventing it from repressing
its target genes.

SpoA∼P also directly or indirectly re-
presses expression of as many as 242
different genes, including abrB, which en-
codes a transcriptional repressor. AbrB
is responsible for repressing stationary
phase and sporulation functions during
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Fig. 6 The Bacillus subtilis sporulation phosphorelay (from Fig. 1 of Stephenson, K., Hoch, J.A.
(2002) Evolution of signalling in the sporulation phosphorelay, Mol. Microbiol. 46, 297–304).
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the growth phase. Its targets are upregu-
lated by Spo0A∼P indirectly by removal of
AbrB-mediated repression. One of these
target genes, spo0H, encodes the sigma
factor σH, which targets RNA polymerase
to at least 49 promoters controlling at least
87 early sporulation genes. These include
the kinA promoter and secondary, highly
active promoters for spo0F and spo0A. By
this means, a positive feedback is es-
tablished that results in a new, higher
level of Spo0A∼P, committing the cell to
sporulation.

The phosphorelay leading to Spo0A∼P
accumulation in stationary phase cells is
subject not only to the positive controls
described but also to negative controls
that prevent the cell from committing
to sporulation inappropriately or prema-
turely. There are several such negative
control mechanisms.

The first mechanism for limiting
Spo0A∼P accumulation is mediated by
cellular GTP levels, which serve as the
main indicator of the status of interme-
diary metabolism. During growth, GTP
levels are high (1–3 mM), but they drop
significantly upon entry to the stationary
phase. Two proteins have been implicated

in sensing GTP levels – CodY (early stages)
and Obg (later stages). CodY in its GTP-
bound form is a repressor of stationary
phase/sporulation genes including spo0A.

The second mechanism for restraining
Spo0A∼P accumulation is by the action of
Spo0E, a phosphatase that specifically de-
phosphorylates Spo0A∼P. Without Spo0E,
Spo0A would become maximally phospho-
rylated even at low levels of activity of the
phosphorelay. Spo0E expression is subject
to AbrB-mediated repression.

The third mechanism for restricting
Spo0A phosphorylation is mediated by
pentapeptide pheromone signals. The pre-
cursors of the pentapeptides are small
polypeptides of about 40 amino acids that
are secreted and processed proteolytically
outside the cell, then imported via specific
transport systems (products of the opp and
app operons) into the cell where they in-
hibit the Rap family phosphatases RapA, B,
and E. The extracellular concentrations of
the signaling pentapeptides depend upon
the density of stationary phase cells, so
that only at high cell density do they pre-
vent the dephosphorylation of Spo0F and
thereby allow unrestrained phosphorelay
to produce maximum Spo0A∼P levels.

Fig. 7 Regulation of the phosphorelay and the initiation of sporulation in Bacillus subtilis. During the
growth phase, AbrB represses genes involved in the three stationary phase survival strategies
(boxed) – sporulation, nutrient scavenging, and transformation. At the onset of stationary phase,
multiple signals result in activity of the phosphorelay, producing intermediate levels of
phosphorylated Spo0A. These levels of Spo0A∼P are sufficient to support the nutrient scavenging
and, eventually, in some cells the transformation strategy for survival. Under more extreme
circumstances of nutritional stress and high density, several positive feedbacks can combine with the
lifting of several negative restraints to elicit production of high levels of Spo0A∼P. At these high
levels, the expression of sporulation-specific genes is induced and the cell progresses down the
pathway of endospore formation. Green ellipses indicate proteins whose activity stimulates the
phosphorelay, while red ellipses indicate proteins whose activity inhibits it. Arrowheads indicate
stimulatory interactions and barred ends indicate inhibitory interactions. Blue arrows stand for
interactions at the transcriptional level (gene induction or repression) and red arrows stand for
interactions at the protein level (activation or inhibition). MekR, MekB, and ComK are
AbrB-repressible proteins involved in the development of transformation competence. Other proteins
are described in the text. (See color plate. p. xxx)
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The fourth mechanism for limiting the
activity of the sporulation phosphorelay
is inhibition of the KinA kinase by the
KipI protein, which is itself antagonized
by KipA. The expression of KipI and
KipA is controlled by carbon and nitrogen
sources, so that phosphorelay is inhibited
by the availability of nutrients and the
cell persists with the nutrient scavenging
strategy rather than sporulate.

The fifth mechanism by which
Spo0A∼P levels are limited is by Soj-
mediated repression of expression of
spo0A. Soj also represses the spoIIA,E
and G operons, which are targets for
Spo0A∼P induction and its repressive
activity is antagonized by Spo0J. During
growth, the interaction between Spo0J
and Soj serves what appears to be
a completely different function in
partitioning chromosomes into daughter
cells. However, these disparate roles
may be intimately connected – during
sporulation Spo0J is required to localize
Soj at the poles, probably in association
with the chromosomal origin of replication
oriC. Key spo promoters elsewhere may
be liberated from Soj repression by this
means, which could thus constitute a
final checkpoint, delaying progression of
sporulation until the chromosome has
been replicated and the oriC regions
have segregated.

2.2.2 Mother–Daughter Communication
in Endospore Formation – A
Spatiotemporally Regulated Sigma Factor
Cascade
Once the cell has embarked on endospore
formation as a result of the accumulation
of high enough levels of Spo0A∼P, a gene
expression cascade is induced, which is
coupled to morphogenetic events such as
septation to form the forespore and its
subsequent engulfment by the mother

cell. This gene expression cascade is
orchestrated by timed, serially dependent
expression of specific sigma factors, each
of which associates in turn with the RNA
polymerase core enzyme, targeting it to
a specific set of promoters (Fig. 8). The
first of the sigma factors to be induced
are σE and σF, whose genes belong to
the spoIIG and spoIIA operons respectively
(Fig. 7). Both proteins are synthesized
prior to septum formation in an inactive
form, and both operons also encode
proteins that regulate the activities of their
cognate sigma factors. Only after septum
formation do these two sigma factors
become active – σE in the mother cell and
σF in the forespore.

Septum formation is thus a critical
event in orchestrating other events in
spore formation, and only when the
septum has formed is the cell irrevocably
committed to sporulation. The formation
of the septum is a specialized cell division
event that uses much of the same
cellular machinery as normal cell fission,
including the FtsZ ring, which forms,
in this case, not at the middle of the
cell, but near one end. FtsZ is one of
the proteins whose synthesis is induced
directly by Spo0A∼P and the resulting rise
in its cellular concentration is necessary
for ring formation during sporulation.
During sporulation, FtsZ initially forms
two rings located near the cell poles, one of
which (usually the larger) is subsequently
‘‘selected’’ for septum formation. SpoIIE,
a protein phosphatase also necessary for
σF activation (see later), is required for
correct placement of the ring. There,
as in normal cell division, FtsZ acts
as a scaffold for recruitment of other
cell division proteins to the division
site and possibly as a GTP-powered
contractile structure.
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Fig. 8 The mechanisms involved in the regulation of sigma factors in the
compartmentalized sporulating cell. The symbol σ and appropriate letter
indicates the sigma factors, and precursor proteins of these sigma factors are
indicated as pro-σ and the appropriate letter. The status of sigma F (σ F) in each
compartment post septation is indicated at the top of the figure. A vertical line
represents the asymmetric septum, which divides the mother cell and the
forespore. Arrows indicate activation. Circular arrows indicate autoregulation.
Those proteins associated with the membrane are illustrated as embedded in the
septum. Unknown regulatory mechanisms are indicated with a question mark.
From Fig. 2 of Phillips, Z.E.V., Strauch, M.A. (2002) Bacillus subtilis sporulation
and stationary phase gene expression, Cell. Mol. Life Sci. 59, 392–402.

With the FtsZ ring in place, septation
proceeds by a process of membrane invagi-
nation and initial synthesis of some cell
wall material, which is later removed (this

lends support to the idea that spore forma-
tion evolved as a modified form of normal
cell division). Septation is complete before
the entire forespore chromosome has been
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segregated to the spore compartment. Dur-
ing chromosome segregation, the chro-
mosomal origin of replication, oriC, is
translocated and anchored to the poles by
a mechanism that is not understood, but
involves several proteins – DivIVA, Spo0J,
Soj, and RacA. However, only about 30%
of the chromosome, centered around oriC,
is initially located within the forespore.
The rest is subsequently transported there
from the mother cell over a period of 10 to
15 min by a DNA translocase, SpoIIIE. It is
during this brief period when the forespore
is bereft of about two-third of the genes,
while the mother cell has two copies of
them, that some of the critical asymme-
tries between mother and forespore are
established. These asymmetries cause the
two cells to embark on different programs
of gene expression, as shown in Fig. 8.

One such asymmetry arises from the
location of the SpoIIA operon on the op-
posite side of the chromosome from oriC.
SpoIIAB is an antisigma factor (and pro-
tein kinase), which, in the mother cell, is
bound to σF, keeping it inactive. However,
SpoIIAB is labile so that its concentra-
tion drops rapidly in the forespore in
the period before delivery of the SpoIIA
operon to that compartment. This would
result in activation of σF only in the fore-
spore. The second, and perhaps the most
important asymmetry, is that the SpoIIE
protein phosphatase, which is associated
with the division machinery, is delivered
into the forespore after septation by a
SpoIIIE-dependent mechanism. There it
dephosphorylates the protein SpoIIAA in
opposition to the kinase activity of SpoI-
IAB. Dephosphorylated SpoIIAA displaces
σF from its complex with SpoIIAB, so that
the sigma factor is free to associate with
RNA polymerase. The combined effects of
increased SpoIIE and decreased SpoIIAB
concentrations in the forespore thus result

in the activation of σF-mediated gene tran-
scription there, but not in the mother cell.

Amongst the genes whose transcription
is directed by σF is spoIIR whose gene
product is secreted into the intermem-
brane space of the septum bounded by
the forespore and mother cell membranes.
There it activates the SpoIIGA protease, an
integral membrane protein located in the
septal membrane of the mother cell. On
the mother cell side of the membrane, the
activated SpoIIGA proteolytically cleaves
pro-σE to release active σE and so initi-
ates σE-dependent gene expression in the
mother cell.

Another of the σF-dependent genes ex-
pressed in the forespore is spoIIIG, which
encodes σG, the next sigma factor to be
deployed in the forespore. However, σG is
also synthesized in an inactive form. Its
activation depends upon the proteins en-
coded in the spoIIIA operon transcribed
only in the mother cell by σE-directed
RNA polymerase. The SpoIIIA proteins
are initially located in the mother cell sep-
tal membrane and, after engulfment, are
found in the topologically equivalent outer
forespore membrane. How, from this loca-
tion, they activate σG is unknown, but hav-
ing been thus activated, σG directs the tran-
scription of a suite of genes in the forespore
involved in spore maturation and germi-
nation. Amongst the σG-dependent genes
is spoIVB whose protein product in the
forespore somehow sends a signal to acti-
vate the SpoIVFB protease that resides in
the mother cell septal membrane in an in-
hibitory complex with SpoIVFA and BofA.

The role of the activated SpoIVFB pro-
tease in the mother cell membrane is
to activate the final mother cell–specific
sigma factor, σK, encoded by sigK. Ex-
pression of sigK depends upon σE in two
ways. Firstly, sigK is transcribed from a σE-
driven promoter. Secondly, sigK in many
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Bacillus strains is interrupted by a 48-kbp
element called skin that is excised precisely
by a site-specific recombinase (SpoIVCA)
whose expression also depends on σE (as
well as on SpoIIID). SpoIVCA is encoded
within the skin element itself. Transcrip-
tion in the mother cell from σK-driven
promoters results in the assembly of the
outer spore coat and production of dipi-
colinic acid, which is accumulated as its
calcium salt by the maturing spore to very
high concentrations and is responsible for
many of its essential resistance properties.
Some of the σK-dependent gene products
are also responsible for the eventual lysis
of the mother cell – a form of programmed
cell death – that occurs after spore matu-
ration is complete.

2.3
Differentiation and Morphogenesis in
Myxococcus xanthus

Caulobacter differentiation occurs as part
of the growth cycle and does not depend

upon the presence of neighboring cells,
whereas sporulation in Bacillus is initiated
under starvation conditions at high cell
densities when growth is no longer an
option. The social bacterium Myxococcus
xanthus takes this cooperativity one step
further in its foraging behavior and fruit-
ing body formation. M. xanthus is one
species of the myxobacteria, gliding bac-
teria that live in soil environments and,
under conditions of starvation and high
density, aggregate together to form true
multicellular structures that contain resis-
tant, dormant spores (Fig. 9). Myxococcus
cells exhibit two different forms of gliding
motility that can be separated genetically
and are mediated by completely different
mechanisms. Adventurous or A motility
is exhibited by isolated cells, while social
or S motility requires close association be-
tween cells and is exhibited only in groups.
The mechanism of A motility is still not
understood. S motility is mediated by ex-
tension and retraction of Type IV pili
and also requires the lipopolysaccharide

(a) (b) (c)
Fig. 9 Fruiting bodies of myxobacteria.
(A) Myxococcus fulvus. Phase contrast. Bar,
50 mm. (B) Stigmatella aurantiaca. Phase
contrast. Fruiting body is about 150 mm tall.
(C) Chondromyces crocatus. Slide mount, phase
contrast. Bar, 100 mm. Myxococcus xanthus

fruiting bodies are similar in morphology (but
not pigmentation) to those of M. fulvus. From
Fig. 1 of Dworkin, M. (1996) Recent advances in
the social and developmental biology of the
myxobacteria, Microbiol. Rev. 60, 70–102.
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O-antigen on the cell surface as well as
polysaccharide/protein appendages called
fibrils. During growth, S motility allows
M. xanthus cells to migrate together in
groups and prey on other bacteria by se-
creting enzymes that lyse and digest the
macromolecules of their victims. This so-
called ‘‘wolf pack’’ behavior supports faster
growth because of the cooperative effect of
many cells secreting the necessary lytic
enzymes. Under starvation conditions, S
motility allows myxobacteria to aggregate
and form fruiting bodies, within which a
proportion of the cells differentiate into
round myxospores. Mutants deficient in S
motility are therefore unable to aggregate
and sporulate.

2.3.1 Initiation of Development by
Starvation and Extracellular Signals
The primary signal that initiates devel-
opment in M. xanthus is starvation. As
in other bacteria, this elicits the so-
called stringent response, whereby nutri-
tional stress is sensed by the stalling of
protein synthesis and accompanying ac-
tivation of RelA, the ribosome-associated
(p)ppGpp synthase. The resulting increase
in (p)ppGpp concentrations regulates tran-
scription, leading to decreased rRNA syn-
thesis, cessation of growth, and increased
expression of early developmental genes.
Amongst these are genes encoding pro-
teins whose activity leads to production of
extracellular developmental signals (mor-
phogens) that accumulate and thus convey
cell density information to the developing
myxobacteria.

The extracellular signals controlling
early development were originally discov-
ered genetically by testing the ability of
pairs of nondeveloping mutants to restore
one another’s ability to develop normally
when mixed together. This phenomenon
was called extracellular complementation by

analogy with genetic complementation in
which two different mutant genomes are
mixed within a cell (by appropriate ge-
netic crosses) and tested for restoration
of normal behavior. Extracellular comple-
mentation tests of pairwise combinations
of mutants revealed five distinct groups, A
to E. Whereas mixtures of cells from differ-
ent mutants within the same group were
unable to form fruiting bodies, mixtures
of mutants from different groups could
undergo normal development. These re-
sults indicated that mutants within each
extracellular complementation group were
deficient in the production of a specific
extracellular factor or signal that could
still be supplied by mutants from a dif-
ferent group.

The mutants within each group have
been found to express developmentally
regulated genes normally up to a charac-
teristic time in development. Development
was arrested at this time point, which
therefore represented the time at which the
extracellular signal missing in that group
would normally have been deployed. Thus,
the order of action in development of the
five extracellular signals was found to be
B, A, D, E, and C (Fig. 10).

The mutant genes associated with the
extracellular complementation groups in
M. xanthus have been identified and, in
some cases, provide clues to the identity of
the corresponding signal. The genes in the
A group are asgA, B, C, and D. Two of these
(asgA and asgD) encode histidine protein
kinases with both kinase and response
regulator domains. AsgB is a putative
transcription factor with a helix-turn-helix
DNA-binding motif near its C terminus,
while AsgC is the RNA polymerase sigma
factor σ 70 (also known as SigA or RpoD).
AsgA and/or D could directly or indi-
rectly sense the accumulation of the alarm
molecule (p)ppGpp and activate AsgB-



Microbial Development 309

Morphology

Hours of development
Intercellular
signals

Max.
Level of C-signaling
in individual cells
Min.

0 6 12 24 72

Expression of
developmental genes

B A D E C
Fig. 10 Multicellular morphogenesis in
Myxococcus xanthus. On the developmental
timeline, the black triangles indicate the
expression time of developmental genes
expressed in all cells before the initiation of
C-signaling; the hatched triangles indicate the
expression time of C-signal-dependent genes, all
of which are only expressed in sporulating cells.
The time of action of the A to E signals is
indicated by the arrows below the timeline.
Cellular arrangements during the different stages
of fruiting body formation are shown above the
timeline. The grayscale coloring of cells

according to the intensity profile shown on the
right indicates the level of C-signaling in
individual cells during the different
morphological stages. At 72 h, cells inside the
fruiting bodies have matured to spores, and the
cells remaining outside the fruiting bodies are
the peripheral rods. From Fig. 1 of
Søgaard-Anderson et al. (2003) Coupling gene
expression and multicellular morphogenesis
during fruiting body formation in Myxococcus
xanthus, Mol. Microbiol. 48, 1–8.

and AsgC-directed transcription of genes
encoding the extracellular proteases that
produce the A-signal. These extracellular
proteases are secreted and hydrolyze cell
surface proteins whose constituent amino
acids accordingly increase locally in con-
centration to an average of about 25 µM.
This is insufficient to support growth, but
sufficient for a subset of six amino acids
(tryptophan, proline, phenylalanine, tyro-
sine, leucine, and isoleucine) to jointly
constitute the A-signal. Proteins involved
in transducing the A-signal include SasS,
a histidine kinase, and SasR, its cognate
response regulator.

Apart from the A-signal, the best under-
stood of the five extracellular M. xanthus
developmental signals is the C-signal. The
processed product of the only C group
gene, csgA, the authentic C-signal appears
to be the 17-kD C-terminal portion of
the 25-kDa CsgA protein. CsgA is se-
creted by developing M. xanthus cells and
processed by an extracellular protease to
produce the active C-signal. The full length
CsgA protein shares homology with short

chain alcohol dehydrogenases (SCADs), its
N-terminal region containing the NAD+-
binding motif and the C-terminal portion
containing the catalytic domain. The ab-
sence of the NAD+-binding site from
the active C-signal suggests that the pro-
tein’s putative enzymatic activity does not
play a role in its C-signaling capabilities.
Exogenous addition of both the active,
N-terminally truncated form, and the full-
length form of CsgA are able to rescue
development in C-group mutants, the full-
length form doing so by first being clipped
by extracellular proteases, as in normal
development.

The three remaining extracellular sig-
nals (B, D, and E) are less well character-
ized. The only gene in the B group is bsgA,
which encodes a protein sharing homol-
ogy with the Escherichia coli Lon protease.
The nature of the B-signal is still not un-
derstood, but its generation requires the
BsgA protein and so may depend, directly
or indirectly, on a proteolytic event. As
is the case with A-signal transduction, a
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histidine kinase (SpdS) and response reg-
ulator (SpdR) pair are involved in B-signal
transduction. The only gene in the D group
is dsgA, which encodes an initiation factor
for translation, IF3. Point mutations in
dsgA reduce the efficiency of sporulation,
but do not completely prevent it, while dis-
ruption of the gene is lethal. Presumably,
the generation of the D-signal depends
more sensitively than other cellular func-
tions on some aspect of IF3 activity in
translation initiation. The generation of
the E-signal depends upon two esg genes,
which encode the E1α and E1β subunits of
branched-chain keto acid dehydrogenase.
This enzyme produces coenzyme A-linked
forms of the fatty acids isovalerate, methyl
butyrate, and isobutyrate, suggesting the
possibility that these short-chain-branched
fatty acids might constitute the E-signal.
Consistent with this, the defect in E-group
mutants can be rescued by exogenous sup-
ply of isovalerate.

2.3.2 C-signal Transduction and
Sporulation After Aggregation
Four of the five Myxococcus morphogenetic
signals are involved in early develop-
ment – the first 6 h after the onset of
starvation, during which time there is little
overt morphological change in the lawn
of starving bacteria. After six h of devel-
opment, the cells begin to aggregate to
form mounds that will develop into mature
fruiting bodies. This change and the asso-
ciated shifts in gene expression patterns
are initiated by the C-signal. Although C-
signal can rescue development in csgA
mutants when supplied exogenously in
solution, transmission of the C-signal be-
tween cells during normal development
depends on direct end-to-end cell contacts
because CsgA (full length and clipped) is
membrane-bound and (presumably) local-
ized at the poles. Such end-to-end contacts

between cells are more frequent in aggre-
gating streams of cells and most frequent
within mounds, so that the aggregation
process results in an ordered increase in
the level of C-signaling and provides a link
between it and the stage of morphogenesis
that has been reached.

C-signal transduction pathways lead
from an unidentified receptor(s) to three
different responses in the cells that are
separated in space and time – C-signal am-
plification, aggregation, and sporulation in
mounds (Fig. 11).

The first of the three C-signaling path-
ways leads to heightened induction of
transcription of csgA and so to an increase
in the level of C-signal. The proteins en-
coded by the act operon, ActA to D mediate
this response. ActA is a histidine kinase
and ActB is its cognate response regula-
tor that activates csgA transcription, while
ActC and D somehow control the correct
developmental timing of csgA expression.
A consequence of this positive feedback is
that the level of C-signaling continues to
increase once it has been initiated.

The second of the C-signal-mediated
responses is aggregation and, as noted
above, it also feeds back to increase the
level of C-signaling by increasing the fre-
quency of end-to-end contacts between
cells. The earliest recognized component
in the transduction pathway leading to
aggregation is the activation (possibly by
phosphorylation) of FruA, a DNA-binding
response regulator whose expression was
induced earlier in development by the
A- and E-signals. FruA, in turn, activates
the Frz chemotaxis-like signaling system
and this leads to aggregation. The Frz
proteins include homologs of the major
chemotaxis-signaling proteins in E. coli.
FrzCD is a methyl-accepting chemotaxis
protein (MCP) homolog whose role is
presumed to be analogous to the MCPs
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Fig. 11 Model of the C-signal transduction
pathway. The schematic illustrates the C-signal
transmission between two neighboring cells. For
simplicity, the components in the pathway are
only shown in the cell on the right. These
components are also present in the cell on the
left. In this cell, only csgA is shown to illustrate
the signal amplification loop labelled ‘‘2.’’ The

second signal amplification loop is labelled ‘‘1.’’
HPK indicates the hypothetical FruA histidine
protein kinase. Modified from Fig. 2 of
Sǿgaard-Anderson et al. (2003) Coupling gene
expression and multicellular morphogenesis
during fruiting body formation in Myxococcus
xanthus, Mol. Microbiol. 48, 1–8.

of E. coli, which function as receptors
and transmembrane signal transducers.
However, FrzCD differs from them in
being a soluble, cytoplasmic protein, im-
plying that the signals to which it directly
responds must be intracellular, having ei-
ther entered the cell or been produced in
response to an extracellular signal. Cyto-
plasmic MCPs are known in other bacteria
as well, Rhodobacter sphaeroides, for ex-
ample. FrzE is a hybrid histidine kinase
with catalytic and response regulator do-
mains related respectively to the CheA
and CheY chemotaxis proteins of E. coli.
A second chemotaxis-like signaling sys-
tem, the Dif system, also contributes to S
motility and aggregation in response to li-
pidic (dioleoyl phosphatidyl ethanolamine)
signals released by neighboring cells. It
includes DifA, a transmembrane MCP
whose extracellular domain seems too
small to specifically bind an extracellular
water-soluble ligand. The transmembrane

domains of DifA may interact directly with
specific lipid ligands or indirectly via other
macromolecules in the membrane such as
the polysaccharide fibrils that adorn the
surface of M. xanthus cells. Both the fibrils
and the lipid seem to be required for aggre-
gation based on S motility. Other proteins
of the Dif signaling system controlling S
motility are DifE (a CheA homolog) and
DifD (a CheY homolog).

The third C-signal transduction pathway
involves FruA-mediated induction of the
genetic program, leading to sporulation.
Phosphorylation of FruA by an unknown
upstream histidine kinase leads to induc-
tion of FruA∼P-dependent genes such as
devTRS and repression of genes such as
dofA whose expression depends upon the
unphosphorylated FruA. It is this shift in
gene expression at high C-signaling levels
that leads to sporulation.

The three C-signaling pathways indi-
cated are able to control the timing of
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morphogenesis because they differ in the
threshold levels of C-signaling activity
required for their activation. Thus, the
early, low levels of csgA expression are
sufficient to activate further expression via
the Act proteins. By 6 h of development,
the C-signaling levels have reached the
threshold for eliciting aggregation. As the
cells enter aggregation streams and then
form mounds, the level of C-signaling
through end-to-end contacts increases to
the point where for some of the cells within
the mounds sporulation is induced. Other
cells within the mounds ultimately un-
dergo autolysis in a form of programmed
cell death, while the peripheral rods, cells
that failed to enter the aggregates, em-
bark on a completely different program of
gene expression. Thus, in M. xanthus, it
is contact-mediated C-signaling that pro-
vides the necessary checkpoints, allowing
the extent of morphogenesis to regulate
gene expression.

3
Eukarya

3.1
Cell Cycle Control and Differentiation in
Saccharomyces cerevisiae

Eukaryotic microorganisms, like their
prokaryotic neighbors, face fluctuating lev-
els of nutrients and food supplies in the
environment, and, like them, have evolved
survival strategies to deal with these uncer-
tainties. The baker’s yeast Saccharomyces
cerevisiae has a choice of different de-
velopmental pathways when faced with
declining nutrient levels (Fig. 12).

At low nitrogen levels in the presence of
an abundant, fermentable carbon source,
the normally unicellular, diploid yeast
switch to a filamentous form of growth

during which the cells elongate, bud at the
pole opposite the last site of cytokinesis,
and fail to separate from daughter cells af-
ter budding. This results in the generation
of multicellular pseudohyphae, so called
because of their macroscopic similarity to
the true hyphae of filamentous fungi or
molds, which are composed of multin-
ucleated (coenocytic) tubes of continuous
cytoplasm. The pseudohyphal growth form
of Saccharomyces can be considered a nutri-
ent scavenging mode – the elongated form
has a more favorable surface-to-volume
ratio for nutrient uptake and the fila-
mentous growth allows penetration of the
substratum for potentially better access to
nutrient sources.

When both nitrogen and fermentable
carbon sources are lacking, diploid yeast
cells undergo meiotic divisions to produce
a packet (ascus) containing four haploid
progeny called ascospores – two of each
of the mating types a and α. The
process of meiosis provides an opportunity
for genetic recombination between the
members of each pair of chromosomes
in the diploid. Just as is the case for B.
subtilis cells that become transformation
competent, new combinations of genetic
information could arise from this process
that might better suit their bearers to
altered environmental circumstances. The
ascospores are resistant to dessication,
heat, freezing, and some chemical agents
(although not as resistant as bacterial
endospores) and can be dispersed in
that form to environments more suited
to growth. They thus represent a potent
survival strategy for yeast cells that have
fallen on hard times.

Germination of the ascospores produces
haploid yeast cells that are able to grow
vegetatively just as the diploid parent did
from which they were derived. However,
if a nearby cell is of the alternative mating
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Fig. 12 Cell differentiation during the life cycle
of the budding yeast S. cerevisiae. In the presence
of abundant nutrients, yeast cells can proliferate
as either haploid or diploid vegetative cells via a
mitotic cell cycle. However, they can differentiate
in several ways in response to both internal and
environmental cues. Diploid cells, when starved
for nutrients, can progress down either of the
two pathways of differentiation. Cells starved for
nitrogen in the presence of a fermentable carbon
source can differentiate into a filamentous form
known as pseudohyphae, which are capable of
invading the substratum. Alternatively, cells
starved for nitrogen on a poor carbon source can
undergo meiosis and sporulation to generate

haploid cells. Haploid cells of both mating types
(a and α) can proliferate via a mitotic cell cycle
during which they can convert to the other
mating type via a programmed DNA
rearrangement known as mating-type switching.
In addition, when exposed to peptide mating
pheromone secreted by cells of the other mating
type, haploid cells can differentiate into gametes
capable of mating to form a zygote competent to
give rise to diploid vegetative cells. From Fig. 1
of Wittenburg, C., La Valle, R.
(2003) Cell-cycle-regulatory elements and the
control of cell differentiation in the budding
yeast, Bioessays 25, 856–867.
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type, each of the two haploids responds
to a pheromone released by its partner
by differentiating into an elongated, pear-
shaped gamete called a ‘‘shmoo’’. During
shmooing, the cells elongate toward one
another in a chemotaxis-like process,
meet, and fuse to form a new diploid
zygote. Additionally, during growth, yeast
mother cells that have budded at least
once undergo a process called mating
type switching, whereby copies of the
alternate mating type alleles are placed
into the mating-type expression site on
chromosome III. Thus, even a solitary
ascospore that has by misfortune (or by
the design of an experimenter!) found itself
without sexually compatible neighbors will
generate them during growth and go on to
produce diploids homozygous at all except
the expressed mating-type loci.

3.1.1 Pseudohyphal Growth
Of the two alternative differentiation
pathways open to a starving diploid
yeast cell, pseudohyphal growth is the
less well studied. However, it is clear
that one of the fundamental features
of this form of growth is an alteration
of the cell cycle – the G1 phase of the
cell cycle (following mitotic division (M
phase) and preceding DNA replication
(S-phase)) is shortened, while the G2-
phase (following S and preceding M) is
lengthened. It is the prolonged period of
polar cell growth in G2 that generates
the elongated morphology of the cell
prior to unipolar budding. This shifting
of the cell cycle results from modulation
of the two major cell cycle checkpoints
controlling entry to the S- and M-phases
respectively. As in other eukaryotic cells,
these checkpoints are controlled by cyclin-
dependent protein kinases (CDKs), which
consist of a catalytic (the kinase) and a
regulatory subunit (cyclin). In S. cerevisiae,

a single catalytic subunit, Cdc28, is used in
conjunction with several different cyclins,
which are employed at different stages of
the cell cycle. Three G1 cyclins (Cln1–3)
control passage through G1 and entry to
S, while four mitotic or B-type cyclins
(Clb1–4) control entry to and passage
through mitosis.

The pathways that induce pseudohyphal
growth do so by activating the G1 cyclins
(firstly Cln3, which in turn induces
synthesis of Cln1 and Cln2) and inhibiting
the mitotic cyclins so that passage through
G1 and entry to S is accelerated, while
entry to mitosis at the end of G2 is
delayed (Fig. 13). The two best-studied
pathways involve a MAP kinase cascade
or cAMP-activated protein kinase A. In
the former case, the pathway contains
most of the elements involved in mating
pheromone responses (see later), but
leads to phosphorylation of a different
MAP kinase – Kss1. Both pathways lead
to activation of transcription factors that
would induce expression of G1 cyclins.
In addition to these two pathways, the
transcription factor Xbp1 and the cyclin-
inhibiting tyrosine kinase Swe1 play roles
in filamentation, although precisely how
they are integrated into the signaling
pathways is not clear.

3.1.2 Meiosis and Sporulation
S. cerevisiae zygotes enter meiosis and
sporulation when deprived of both a ni-
trogen source and a fermentable carbon
source. The entry to meiosis depends both
upon repression of the G1 cyclins so that
the mitotic cycle is arrested in G1 and upon
induction of the transcription factor Ime1,
which elicits transcription of meiosis-
specific genes (Fig. 14). Both are a re-
sponse to starvation, but Ime1 is expressed
only in diploid cells heterozygous at the
mating type locus (i.e. MATa/α). This is
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Fig. 13 Proposed pathways regulating
cyclin-dependent kinases during pseudohyphal
differentiation in Saccharomyces cerevisiae. From the
nutritional signals that elicit filamentation, the
pathways proceed via activation of a MAP kinase
phosphorylation cascade, cAMP-activated protein
kinase (PKA), Swe1 tyrosine protein kinase (a
Cln/CDK inhibitor), or the stress-induced
transcription factor Xbp1. Ste11 is the yeast
equivalent of mammalian MAPKKK (MAPKK
kinase), Ste7 the equivalent of MAPKK (MAPK
kinase) and Kss1 is a MAP kinase (MAPK). Flo8 and
Tek1/Ste12 are transcription factors.
Unphosphorylated Kss1 inhibits Ste12 and its
phosphorylation relieves this inhibition. Flo8 and
Tek1/Ste12 are transcription factors. The pathways
activating Swe1 and Xbp1 are uncertain and both
may be coupled to the MAP kinase pathway. A
variety of other proteins whose activities influence
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CDK activities also have corresponding effects on filamentation. Green ellipses indicate proteins
whose activity stimulates apical growth, while red ellipses indicate proteins whose activity inhibits it.
Arrowheads indicate stimulatory interactions and barred ends indicate inhibitory interactions. Blue
arrows stand for interactions at the transcriptional level (gene induction or repression) and red
arrows stand for interactions at the protein level (activation or inhibition). (See color plate. p. xxix)

because, in haploid cells, the transcrip-
tional regulator Rme1 is active, both in
repressing IME1 expression and in induc-
ing G1 cyclin expression. IME1 expression
is also repressed by the G1 CDKs contain-
ing cyclins Cln1 or Cln2 (Cln1–2/CDKs).
In addition, Cln1–2/CDKs inhibit the
nuclear localization of Ime1 with the re-
sult that it cannot interact with target
DNA sequences. Accordingly, only starv-
ing, diploid cells embark upon meiosis.

During mitotic growth of both haploids
and diploids, IME1 expression is repressed
partly by Cln1–2/CDKs and partly by the
transcriptional regulator SBF (which also
induces the G1 cyclins). Under these same
conditions, the Ime1 polypeptide is also
inactivated by virtue of being excluded
from the nucleus and being inhibited
from interacting with its transcriptional
coactivator Ume6. Thus, mitotic growth
and meiotic sporulation are mutually
exclusive.

Amongst the genes whose expression
is induced by Ime1/Ume6 upon entry into
meiosis is IME2, which encodes a meiosis-
specific protein kinase. Ime2 phospho-
rylates and so promotes the proteolytic
destruction of Sic1, an inhibitor of mitotic
CDKs containing the cyclins Clb5 and Clb6
(Clb5–6/CDKs). At the same time, Ime2
activates Ndt80, the major transcriptional
activator of CLB1–6 expression. As a result
of these two activities of Ime1, the B-type
cyclins are activated and elicit progression
through the events of meiosis, including
DNA replication, synapsis/recombination,
and meiotic division. Along the way,
Swe1 functions as a checkpoint kinase
to inhibit Clb1–4/CDKs and meiotic
progression until chromosome synapsis
and recombination events are completed
properly.

Swe1 also plays a checkpoint role
in mitosis, restricting progression until
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Fig. 14 Regulation of cyclin-dependent
protein kinase (CDK) during meiosis
and sporulation. Diploid cells undergo
meiosis and sporulation when starved
for nitrogen and a fermentable carbon
source, but grow vegetatively when both
nitrogen and carbon sources are
abundant. A: Ime1, the primary inducer
of meiosis-specific genes, and G1
cyclins, which promote entry into the
mitotic cell cycle are subject to
differential regulation by the Rme1, a
haploid-specific repressor of meiosis,
and SBF, the primary G1-specific
transcriptional activator. B: The primary
repressor of B type cyclin/CDK activity
during meiosis, Sic1, and the major
transcriptional activator of CLB genes,
Ndt80, are differentially regulated by the
meiosis-specific protein kinase Ime2.
Clb-associated CDKs are also subject to
inhibition by the Swe1 protein kinase
until synapsis and recombination are
complete. From Fig. 2 of Wittenburg, C.,
La Valle, R. (2003) Cell-cycle-regulatory
elements and the control of cell
differentiation in the budding yeast,
Bioessays 25, 856–867.

the actin cytoskeleton is properly assem-
bled in preparation for budding and, as
noted above, it monitors filamentation sig-
nals during pseudohyphal growth. How
it monitors these disparate signals is
not known and is one example of the
gaps in our understanding of yeast cell
differentiation pathways that remain to
be filled.

3.1.3 One Locus, Three Cell Types
The result of meiotic sporulation is an as-
cus containing four haploid ascospores,
two of each mating type (a and α),
derived from one parental diploid cell.
When it germinates, each haploid cell

can begin vegetative growth and mitotic
proliferation. However, the presence of
mating pheromones from cells of the op-
posite mating type will induce further
differentiation – gametogenesis or shmoo-
ing – as a prelude to mating. For this to
occur, the cells of each mating type must
synthesize and release its correspond-
ing pheromone and must also express
a receptor for the pheromone of the
opposite mating type. In other words,
vegetatively growing yeast cells can be
one of three distinct cell types – diploid,
haploid a, and haploid α. The different
patterns of gene expression in these three
cell types result from the expression of
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Fig. 15 The mating-type locus in Saccharomyces cerevisiae. The
locus on Chromosome III can be divided into five regions on
the basis of their presence in the two mating type alleles, MATa
and MATα, and in the two silent copies on the left (HML) and
right (HMR) arms of Chromosome III. The two MAT alleles
differ only in the approximately 700 bp region Y, which thus has
two alleles Ya and Yα. Each of the Y-regions contains divergent
promoters for two transcripts, as indicated by the arrows. Most
of the coding sequence of the encoded polypeptides is
contained within the Y-region. The MATα1 transcript is
repressed in the MATa/α diploid by the Mata1/Matα2
heterodimer. The X and Z1 regions are shared with HMR, while
the W and Z2 regions are shared with HML. These provide
regions of sequence identity that promote the strand alignment
and annealing involved in the gene conversions that lead to
mating type switching.

mating type–specific transcription factors
encoded by the mating type alleles in res-
idence at the mating-type (MAT) locus on
chromosome III.

The genetic configuration of the mating-
type locus in each of these three cell types is
shown in Fig. 15. As described in the previ-
ous section, in haploid cells, the transcrip-
tional repressor Rme prevents expression
of Ime and diploid-specific genes. How-
ever, RME expression is itself repressed in
the diploid by a heterodimer of the Mata1
corepressor and the Matα2 homeodomain
DNA-binding protein. Cells of the two hap-
loid mating types owe their differences to
the activities of the MATα gene products
in combination with the Mcm1 polypep-
tide – Matα2/Mcm1 represses a-specific

genes, while Matα1/Mcm1 induces the ex-
pression of α-specific genes. In a haploid
a cell, neither of the MATα gene products
is present so that the constitutive state
prevails – a-specific genes are expressed
and α-specific genes are not. Mata2 has
no known function, while Mata1 exerts its
function only in the diploid state where it
can combine with Matα2.

3.1.4 Gametogenesis and Mating
The process of gametogenesis leading to
mating is induced in haploid a and α cells
by pheromones secreted by neighboring
cells of the opposite mating type. The
pheromones bind to their cognate recep-
tors (Ste2 for the α-factor, Ste3 for the a-
factor) of the ubiquitous eukaryotic GPCR
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Fig. 16 Signal transduction pathways
controlling gametogenesis in
Saccharomyces. Binding of the
pheromone to its cognate receptor
(Ste2 = α factor receptor,
Ste3 = a factor receptor) causes a
conformational change and dissociation
of the heterotrimeric G-protein
(Gpa1 = α subunit, Ste4 = β subunit,
Ste18 = γ subunit). The Ste4/Ste18
(βγ ) heterodimer activates Ste20 a
serine/threonine protein kinase, which
initiates the MAP kinase
phosphorylation cascade. Ste11
(MAPKKK), Ste7 (MAPKK) and Fus3
(MAPK) are each in their turn
phosphorylated by the preceding kinase
and thereby activated. At the end of the
phosphorylation cascade, Fus3
phosphorylates and activates the
Cln/CDK inhibitor Far1 as well as the
transcription factor Ste12. As described
in the text, the former causes cell cycle
arrest in G1 and formation of mating

projections, while the latter causes pheromone-inducible gene expression. Arrowheads indicate
stimulatory interactions and barred ends indicate inhibitory interactions. Blue arrows stand for
interactions at the transcriptional level (gene induction or repression) and red arrows stand for
interactions at the protein level (activation or inhibition). (See color plate. p. xxxi)

(G-protein-coupled receptor) family and
thereby elicit dissociation of the α and βγ

subunits of the associated G-protein. The
Gβγ heterodimer released in this way then
interacts with and activates the Ste20 pro-
tein kinase, which phosphorylates Ste11, a
MAPKK kinase (MAPKKK). The ensuing
phosphorylation cascade culminates in ac-
tivation of the MAP kinase Fus3, which,
in turn, phosphorylates and activates two
target proteins – the transcription factor
Ste12 and the CDK inhibitor Far1 (Fig. 16).

Ste12∼P initiates the characteristic
pheromone-dependent changes in gene
expression that accompany gametogene-
sis. For example, pheromone treatment
induces a 20-fold increase in the ex-
pression of KAR3, which encodes a
kinesin-like motor protein required for
nuclear fusion. At the same time, Far1

that has been phosphorylated by Fus3
inhibits the G1 CDKs – both Cln3/CDK-
mediated induction of Cln1,2 expres-
sion and Cln1–2/CDK activities are sup-
pressed, so that the cell cycle arrests in
G1-phase. In addition, Far1∼P binds to
and activates Cdc24, a GTP exchange factor
(GEF) for the small GTP-binding protein
Cdc42. This promotes release of GDP and
binding of GTP to Cdc42, activating its role
in actin filament recruitment to and pro-
motion of the mating projections that lend
shmoos their characteristic elongated mor-
phology. Cdc42 also plays an important
role in actin recruitment during budding
of vegetatively growing cells.

As is the case with so many critical devel-
opmental events, Far1 activation is coupled
to the cell cycle and is autocatalytic.
Thus, FAR1 expression is limited to G1
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and is induced severalfold by pheromone
signaling. Furthermore, the Far1 protein is
also phosphorylated by Cln/CDK, an event
that promotes its ubiquitination and prote-
olytic degradation. By inhibiting Cln/CDK
activity, Far1 thus facilitates its own stabi-
lization in G1. After G1, when Cln/CDK
levels are high, the protein becomes labile
because of its CDK-mediated phosphoryla-
tion. This pattern of regulation means that
Far1-mediated gametogenesis and mat-
ing are restricted to G1. Mutants that
lack Far1 still exhibit normal pheromone-
induced gene expression because of Ste12
activation, but gametogenesis and mat-
ing are impaired. Restricting mating to
G1 coordinates it with nuclear events, en-
sures that each mating partner contributes
a single spindle polar body (SPB) for partic-
ipation in nuclear fusion, and guarantees

correct stable ploidy after fusion of nuclei
in the zygote. Furthermore, the formation
of the mating projection in a shmoo may
be effective only in G1 when the cell is
not budding.

3.1.5 Silent Copies of the Mating-type
Alleles and Mating-type Switching
In homothallic yeast strains, mating can
occur in a clonal population of cells de-
rived from a single haploid ascospore.
This occurs because of the phenomenon
of mating-type switching whereby experi-
enced mother cells (i.e. those that have
budded at least once) switch mating types
before budding again. Mating-type switch-
ing involves copying the mating-type allele
present at one of the silent loci HML or
HMR into the mating-type locus MAT
to replace the existing alleles at that site

RE
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IL
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Fig. 17 Mating-type switching at the MATa
locus. The HO endonuclease creates a
double-strand break at the Y/Z1 border of the
MAT locus and initiates gene conversion by
using the silent donor. The two donor loci (HML
and HMR) are maintained in a transcriptionally
inactive chromatin structure (indicated by
diagonal stripes). Other shared regions of
homology are indicated. The preference for the

HML donor in MATa cells is mediated by the
recombination enhancer (RE) region located
∼17-kb centromere-proximal to HML. The
positions of HML, RE, the centromere (◦), MAT,
and HMR are indicated. Figure kindly provided
by Prof. J.E. Haber, Brandeis University
(http://www.bio.brandeis.edu/haberlab/
jehsite/donorprf.html).
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(Fig. 17). Unlike MAT, HML and HMR
are each flanked by a pair of related, but
distant silencer regions – HML-E, HML-
I, HMR-E, HMR-I – sequences, which are
binding sites for a complex of proteins that
collaborate to produce a transcriptionally
silent region of about 3 kb of highly or-
dered heterochromatin between the E and
the I silencer sequences. These proteins
include Sir1–4 (silent information regula-
tor proteins), DNA-binding proteins Rap1
and Abf1, proteins of the origin recog-
nition complex (ORC), which assemble
at DNA replication origins, protein trans-
acetylases and deacetylases, and chromatin
assembly factors.

Each of the four silencer regions is able
to act as an origin of replication when
placed into an extrachromosomal plasmid,
but does not function as such normally.
Thus, although the ORC proteins in this
case are needed for silencing, they do not
normally initiate replication at these sites.
The Sir proteins do not bind directly to the
DNA, but bind indirectly via other DNA-
binding proteins in the complexes. The
Sir proteins also play other roles in the
cells – in gene silencing at telomeres, in
maintaining mitotic chromatin structure,
in limiting rates of recombination, and
in stabilizing rDNA. These functions also
have repercussions for cell longevity – Sir
proteins promote longevity in yeast cells
and Sir2-like proteins (sirtuins – NAD+-
dependent deacetylases) do the same in
animals. These and many other proteins
are required for or affect silencing, en-
hancing, or weakening it, and their roles
are not all understood.

Because of the transcriptional silencing
of the HML and HMR loci, only the
mating-type alleles at the MAT locus
are expressed and thus control the gene
expression patterns associated with the
haploid mating type or with diploidy (see

earlier). The switching of mating types
that occurs in homothallic yeast strains
is initiated by the activity of HO, a site-
specific endonuclease that recognizes a 24-
bp sequence at the border of the Y-region
with the Z-region in MAT (Fig. 15). The
silencing of HML and HMR also protects
them from recognition and cleavage by
HO, so that only the MAT locus is cut
to leave a 4-bp, 3′-overhang on each side
of the cleavage site. The 3′ ends are
resistant in vivo to exonucleolytic digestion,
but the 5′-ends are processed by 5′ to 3′
exonuclease activity, which includes a trio
of interacting proteins (Rad50, Mre11, and
Xrs2). This yields long, single stranded
3′ tails both sides of the cut site, one of
which extends through the Y-region and
the other of which extends through the Z-
region. The latter invades the homologous
region of HML or HMR, as the case
may be, where it is extended across the
HO cut site through the Y-region using
the silent alleles as template, replicated
and subsequently used to displace the
remaining 3′ tail at the MAT locus.
The nonreciprocal nature of this gene
conversion means that a copy of the silent
alleles has now replaced the original alleles
at the MAT locus.

Because there are two silent loci con-
taining mating-type alleles, the process
of mating-type conversion involves a se-
lection of either HML or HMR as the
donor locus. This selection is not ran-
dom – MATa cells almost always use HML
as the donor and MATα cells use HMR.
Since the great majority of strains carry
α alleles at HML and a alleles at HMR,
this results in high rates of mating-type
switching. This donor selectivity results
from activation of the left (HML) end
of chromosome III for mating-type do-
nation (and for recombination) in MATa
cells and its inactivation in MATα cells
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(making HMR the only donor available).
A 270-bp sequence called RE (recombi-
nation enhancer) that is responsible for
donor selectivity has been identified on
the left arm of chromosome III, 17 kb to
the right of HML. This 270-bp sequence
contains four regions (A to D) that are
highly conserved amongst different Sac-
charomyces species.

Region C of RE includes a consensus
binding site, an operator sequence, to
which the Matα2/Mcm1 repressor binds.
At other such sites in the genome,
this represses the expression of nearby
a-specific genes, but, in this case, in
conjunction with the Tup1 and Ssn6
proteins, it inactivates HML selection,
suppresses other recombinational events
in the region, and elicits the assembly of
a chromatin structure with tightly phased
nucleosomes. In MATa cells, with Matα2
absent, Mcm1 binds to the same site and
activates the region for recombination and
HML selection. Thus, a 2-bp mutation in
the operator eliminates the ability of Mcm1
to bind to it and abolishes the preference
for HML in MATa cells. Furthermore,
a mutant Mcm1 with reduced ability to
bind to the operator also impairs HML
preference in MATa cells.

Regions A and D, as well as another
nearby sequence region (designated E),
have been found to contain sites for
in vivo binding of two transcriptional
activators – the forkhead proteins Fkh1
and Fkh2 and the associated protein Ndd1.
As is the case for the Mcm1 site in
Region C, the Fkh1/Fkh2 binding sites
in Regions A, D, and E do not function in
transcription regulation, but in activation
of HML donor preference.

The process of mating-type switching
is one of the best-understood examples
of a developmentally regulated DNA rear-
rangement that functions in the regulatory

cascades involved in cellular differenti-
ation. A prokaryotic example involving
excision of an intervening sequence (skin)
was described in the earlier section on
Bacillus sporulation.

3.2
Differentiation and Morphogenesis in
Dictyostelium discoideum

Yeast differentiation is fundamentally a
unicellular process – even the pseudo-
hyphae, although multicellular, do not
contain specialized cells communicating
with one another and serving differ-
ent functions in the whole multicellular
assemblage. In this respect, the social
amoeba (or cellular slime mould) Dic-
tyostelium discoideum is different. In the
wild, Dictyostelium amoebae lead a preda-
tory lifestyle, actively hunting bacteria
chemotactically (bacterially secreted folate
and other pterins serving as the attractants)
and feeding on them by phagocytosis.
Like the prokaryotic myxobacteria, Dic-
tyostelium amoebae, when starved at high
density, will differentiate and aggregate
chemotactically (toward secreted cAMP
signals) to eventually form a multicellu-
lar fruiting body within which the cells
specialize to form different tissues with dif-
ferent functions (Fig. 18). The choices by
cells as to which differentiation pathway to
take have already been made at the mound
stage of development when they first dif-
ferentiate into recognizably different cell
types – prespores and several subclasses
of prestalk cells – as revealed by differen-
tial expression of cell-type-specific genes.
The different cell types have been marked
by expression of reporter genes such as
lacZ under the control of cell-type-specific
promoters and their developmental fates
mapped (Fig. 18). Although cells in the
mounds and later stages of development
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Fig. 18 Multicellular development in Dictyostelium. Panel A. A
montage of scanning electron micrographs of stages in the
Dictyostelium life cycle. Successive developmental stages are
shown proceeding anticlockwise from the early aggregate formed
by chemotactic aggregation of starving cells. The mature fruiting
body is approximately 2 mm high. The original image was kindly
provided by M.J. Grimson and R.L. Blanton, Biological Sciences
Electron Microscopy Laboratory, Texas Tech University. Panel B.
Diagrammatic representation of culmination where, for the sake
of clarity, the band of pstB cells that will form the outer basal disc
(see Panel C) is not shown. The ecmA promoter can be divided
into two parts, a proximal part (the ecmA region) that directs
expression predominantly in the cells within the tip (ie. in the pstA
cells), and a distal part (the ecmO region) that directs expression
in cells in the back of the prestalk region (the pstO cells) and in a
subset (pstO:ALC cells) of the anterior-like cells (ALC). The whole
ecmA promoter (the ecmAO promoter) directs expression in all
these cell subtypes and has been termed the pstAO population.
From Plate 6 of Maeda et al.(1997) Dictyostelium discoideum – A
Model Organism for Cell and Developmental Biology. Universal
Academy Press Inc., Tokyo, Japan. Image kindly provided by Prof.
J.G. Williams, University of Dundee. Panel C. PstB cell behavior at
culmination. The pstB cells are defined by selective staining with
neutral red and because they express the ecmB gene at a high
level relative to the ecmA gene. They have a complex movement
pattern during slug migration. In this representation, for the sake
of simplicity, separate pstA and pstO populations are not shown,
but the behavior of the entire pstAO population is represented.
From Plate 7 of Maeda et al. (1997). Image kindly provided by
Prof. J.G. Williams, University of Dundee. (See color plate. p.xxxii)

are predestined to differentiate according
to the developmental fate map shown
in Fig. 18, they are not irrevocably com-
mitted to do so. In fact, right up until
the final stages of differentiation with

the deposition of the spore or stalk cell
wall, they are able to transdifferentiate
into the other cell types or even ded-
ifferentiate and return to the vegetative
state under appropriate conditions. This
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Fig. 18 (Continued)

developmental plasticity is important in
the changeable soil environment for a
fragile organism that might easily suffer
mechanical injury with tissue loss during
development.

Unlike the myxobacteria, Dictyostelium
interposes between the aggregation stage
and the final formation of the fruiting
body, a multicellular migratory stage – the
‘‘slug’’, so called because of its superficial
resemblance to garden slugs. The slug is
phototactic and thermotactic – behaviors
which are controlled by a specialized re-
gion in its tip and designed to take the
organism to the soil surface, the most
advantageous place from which to dis-
perse the spores of the fruiting body.
The slug contains several different tis-
sues and cell types, distinguishable on the
basis of subtle morphological differences

and different patterns of gene expres-
sion (Fig. 18). Intercellular signals and
associated intracellular signaling cascades
control the initial transition from growth
to development, the subsequent process
of chemotactic aggregation, the formation
of the slug and its motile behavior, the
morphogenetic processes that transform
the slug into a fruiting body as well as the
spatial patterns, and proportions of its cell
types. Not surprisingly, Dictyostelium de-
votes more of its ca. 12 000 genes to signal
transduction than any other well-studied
microorganism.

3.2.1 The Transition from Growth to
Development
Like the prokaryotes Bacillus and Myxo-
coccus and the eukaryote Saccharomyces,
Dictyostelium differentiation is elicited in
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response to two major signals – shortage
of nutrients and signals from neighbors.
At the onset of starvation at high cell den-
sity, polysomes are disassembled (and later
reassembled), the expression of growth-
specific genes (such as those encoding
UMP- and GMP-synthetases) is repressed,
and the earliest developmentally induced
genes are expressed. Although the precise
molecular nature of the starvation signal
is not understood, at least one signal has
been characterized that informs the cells
of their density in a growing culture. That
signal is PSF (prestarvation factor), a 65-kD
protease-sensitive and heat-labile glycopro-
tein that is secreted into the medium.
Its concentration is proportional to the
cell density and reaches the threshold for
eliciting development about four genera-
tions prior to the end of the exponential
phase of growth. PSF induces some of the
first genes to be expressed during devel-
opment when added to growing cells that
would otherwise not express them. These
include carA (encoding the major cAMP
receptor used during chemotactic aggre-
gation), pdsA (which encodes a secreted
cAMP phosphodiesterase needed during
aggregation), and members of the dis-
coidin gene family (possibly used during
aggregation for cell–substratum interac-
tions). However, this response is inhibited
by the presence of bacteria, so that the
PSF response effectively measures the ra-
tio of amoebal to bacterial cell density.
When exhaustion of the bacterial food sup-
ply becomes imminent, the first events
in the growth to development transition
are induced.

The PSF receptor has not been iden-
tified, but several intracellular signaling
proteins have been identified as playing
roles in the PSF signal transduction path-
way (Fig. 19). YakA is a protein kinase
whose absence results in cells that fail

to aggregate and fail to repress growth-
specific genes at the onset of starvation.
YakA is a member of the family of
Dyrk (Dual specificity Yak-related kinases)
found in a variety of eukaryotes, including
Saccharomyces, Drosophila and mammals,
where their functions in the cell cycle
and development, when known, appear
to be analogous to those of YakA in
Dictyostelium. The use of a temperature-
sensitive YakA mutant allowed demonstra-
tion that it plays essential roles throughout
development, downstream of G-protein-
coupled receptors. PufA is a member
of the pumilio/FBF family of proteins
that bind to specific sequences at the
3′ ends of target RNA transcripts, pre-
venting their translation. In this way, the
Drosophila pumilio protein, together with
the nanos protein, binds to nanos re-
sponse elements (NREs) in the mRNA
for the hunchback protein, inhibiting its
expression. PufA in Dictyostelium binds
to similar sequence elements found near
the 3′ end of the coding sequence of
the mRNA of PKA (protein kinase A,
cAMP-dependent protein kinase). PufA
was found by virtue of the fact that in
a YakA-deficient mutant, disrupting the
pufA gene restores starvation-induced PKA
synthesis and development. PufA is ex-
pressed during growth, but disappears
after a couple of hours of starvation. While
present and active, it keeps PKA expres-
sion suppressed at the translational level
even after transcription of the pkaC gene
has been initiated in the earliest stages of
development.

Intracellular cAMP signals, through
PKA, act as master signals throughout
Dictyostelium development and, like so
many key developmental signals, are au-
tocatalytic in nature. The genes whose
transcription is induced by PKA-activated
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Fig. 19 The Prestarvation Factor (PSF)
signaling pathway for initiating Dictyostelium
development. PSF binds to an unknown
receptor presumably belonging to the GPCR
(G-protein-coupled Receptor) superfamily
and elicits a signaling cascade that activates
the protein kinase YakA, which, in turn,
phosphorylates and inhibits the RNA-binding
protein PufA. In its active,
nonphosphorylated form, PufA binds to the
3′ end of cAMP-dependent protein kinase
(PKA) mRNA preventing its translation.
Once made and activated, PKA induces
downstream genes directly or indirectly by
phosphorylation of target proteins, ultimately
regulating specific transcription factors such
as Myb2 or CRTF (cAMP responsive
transcription factor). Growth phase-specific
transcripts are repressed and aggregation-specific transcripts are induced. These include those
required for synthesizing and secreting cAMP such as adenylyl cyclase A (ACA) and for sensing and
responding to extracellular cAMP signals, such as the cAMP receptor (cAR1). This establishes an
autoactivatory feedback loop for induction of early development. YakA also phosphorylates other
targets to arrest cell cycle progression at the phase shift point PS where cells exit from the cell cycle
and enter differentiation. Arrowheads indicate stimulatory interactions and barred ends indicate
inhibitory interactions. Blue arrows stand for interactions affecting protein expression (at the
transcriptional or posttranscriptional level), and red arrows stand for interactions affecting protein
activity (activation or inhibition). (See color plate. p. xxxiii)

transcription factors include those encod-
ing the major adenylyl cyclase involved
in aggregation (ACA), the cAMP recep-
tor (cAR1), the extracellular cAMP phos-
phodiesterase (PDE) whose activity keeps
background extracellular cAMP levels low
during aggregation, and the phospho-
diesterase inhibitor (PDI) that prevents
premature destruction of the extracellu-
lar cAMP signal in the earliest stages of
aggregation. One of the responses to extra-
cellular cAMP is activation of ACA to pro-
duce more cAMP, which is secreted as the
extracellular attractant during aggregation,
but which also functions as an intracellular
signal activating PKA. PKA signaling also
represses growth-specific transcripts. Two
of the transcription factors that participate
in these signaling pathways downstream of
PKA are Myb2 and CRTF (cAMP response
transcription factor).

Another action of PSF signaling through
YakA is to cause cell cycle arrest. Condi-
tional YakA overexpression causes growth
arrest, while growth-specific genes includ-
ing PufA continue to be expressed in
YakA-deficient mutants. As is the case with
some rapidly growing embryonic cells in
metazoa, the Dictyostelium cell cycle in-
cludes only a very short or nonexistent G1
phase. Experiments with synchronously
dividing cell populations have revealed that
starving cells progress about two-thirds of
the way through G2 before they exit the
cell cycle and differentiate. The cells that
are closest to this point at the onset of star-
vation differentiate first, are presumably
the first to start extracellular cAMP sig-
naling, and thereby become the cells at the
centers of aggregation. During subsequent
differentiation in the aggregates, they pref-
erentially differentiate into prespore cells
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and ultimately into spores. The later ar-
rivals, initially at the periphery of the
aggregates, preferentially become prestalk
cells, entering the tip and ultimately form-
ing the stalk.

There are other proteins involved in the
growth-to-development transition whose
roles are not yet completely clear, including
GdtA (a large, integral membrane protein)
and AmiB, which appears to act upstream
of Myb2 (as mutant phenotypes can be
suppressed by ectopic expression of Myb2).
Clearly, there is more to be learned
about how development is initiated in
Dictyostelium, but a solid foundation for
future work has been laid.

3.2.2 Chemotactic Aggregation
PSF informs the cells of imminent de-
pletion of the bacterial food supply and
induces early gene expression in prepara-
tion for aggregation. Once the food supply
has been exhausted and starvation has
begun, PSF production declines and a
second secreted protein called CMF (con-
ditioned medium factor) assumes the role
of a cell-density-dependent signal. CMF
is an 80-kD glycoprotein whose presence
is required above a threshold concentra-
tion for the onset of aggregation. Starved
mutant cells lacking CMF are unable to re-
spond to extracellular cAMP signals with
the normal Ca2+ influx, cGMP synthe-
sis, or cAMP synthesis, and they cannot
aggregate unless CMF is supplied exoge-
nously. However, they become responsive
to cAMP within 10 s of exposure to CMF,
suggesting that CMF’s permissory ac-
tion in aggregation is to regulate cAMP
signal transduction. CMF also induces ex-
pression of a number of developmentally
regulated genes including those encoding
gp80 (a cell–cell adhesion molecule in-
volved in aggregation) and SP70 (or CotB,

a protein expressed in prespore cells in ag-
gregates). The details of the CMF signaling
pathways remain unknown, but there ap-
pear to be at least two CMF receptors with
affinities in the nanomolar range – a G-
protein-coupled receptor regulating cAMP
responsiveness and a 50-kD transmem-
brane protein with two or three predicted
transmembrane domains (CMFR1) medi-
ating CMF-induced gene expression.

The first hours of differentiation in Dic-
tyostelium render the cell competent to be-
gin synthesizing, secreting, and respond-
ing to the chemoattractant cAMP. The
cAMP signals are detected by cAMP recep-
tors belonging to the ubiquitous eukaryotic
GPCR family with their seven trans-
membrane domains, extracellular ligand-
binding regions and intracellular signaling
domains that couple to heterotrimeric G-
proteins. There are 4 cAMP receptors
in Dictyostelium, cAR1-4 encoded by the
genes carA-D, two with high affinities
(cAR1,3 – in the nM range) and two with
lower affinities (cAR2,4 – in the µM range).
The major receptor involved in aggregation
is cAR1. Binding of extracellular cAMP to
cAR1 elicits three kinds of responses:

1. Synthesis and secretion of cAMP so that
the chemoattractant signal is relayed
from one cell to the next.

2. Chemotactic movement toward the
source of cAMP so that the cells
aggregate.

3. Expression of aggregation-specific ge-
nes including those required for cAMP
responses so that once it has been
initiated, aggregation is an autocat-
alytic process.

During aggregation, the cAMP signal
is pulsatile with a period of about 6 min
and it spreads through the field of
aggregation-competent amoebae as waves
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that emanate from the aggregation center.
This occurs because the cAMP signal
elicits synthesis and secretion of further
cAMP by neighboring cells, while at the
same time extracellular phosphodiesterase
degrades the cAMP left behind in the
back of the passing wave. The signal
transduction pathway involved in cAMP
signal relay is shown in Fig. 20. Binding
of cAMP to cAR1 elicits a conformational
change in the receptor and dissociation
of the heterotrimeric G-protein Gα2βγ

from the receptor to release the α2 subunit
and the βγ heterodimer. The α2 subunit
stimulates some of the downstream events
involved in chemotaxis, such as cGMP
synthesis, while the βγ heterodimer
stimulates phosphatidylinositol-3 kinases
(PI3K1-3) to phosphorylate phosphatidyl
inositol bisphosphate (PIP2), converting it
to PIP3. PIP3 recruits the protein CRAC
(cytosolic regulator of adenylyl cyclase)
through its PH (pleckstrin homology)
domain to the membrane from where
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Fig. 20 The regulation of adenylyl cyclase A. Binding of cAMP to the serpentine
receptor cAR1 induces dissociation of the heterotrimeric G-protein, G2, into its α and
βγ subunits. The βγ subunits induce activation of phosphatidylinositol-3 kinase (PI3K)
in a manner that is not yet understood. PI3K converts phosphatidyl inositol
bisphosphate (PIP2) into phosphatidyl inositol trisphosphate (PIP3). PIP3 binds to the
pleckstrin homology domain of CRAC, the cytosolic regulator of adenylyl cyclase and
thereby recruits CRAC from the cytosol to the plasma membrane, where it can
participate in adenylyl cyclase A (ACA) activation. A set of proteins, including the MAP
kinase, ERK2, the small G-protein, RasC, the guanine nucleotide exchange factor,
RasGEF, the Ras Interacting Protein (Rip3), and a novel protein, pianissimo (Pia) are
also required for ACA activation. The interactions of these proteins with each other and
with CRAC and ACA have not yet been clarified. cAMP produced by ACA is rapidly
secreted to further activate ACA in a positive feedback loop. Binding of cAMP to cAR1
blocks ACA activation via a negative feedback loop, that is little understood. Extracellular
cAMP is degraded by the phosphodiesterase PdsA, which terminates both loops and
returns cells to the basal excitable state. From Fig. 2 of Saran, S., Meima, M.,
Alvarez-Curto, E., Weening, K.E., Rozen, D.E., Schaap, P. (2002) cAMP signaling in
Dictyostelium, J. Muscle Res. Cell Motil. 23, 793–802.
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it activates ACA (adenylyl cyclase A).
Other proteins that participate in this
process include ERK2 (extracellular signal
regulated kinase 2), RasC, Aimless (a
guanine nucleotide exchange factor that
activates Ras) and Rip3 (Ras interacting
protein 3). The recruitment of CRAC to
the plasma membrane occurs locally in
the cell in the region of highest cAMP
concentration, closest to the cAMP source.
This would be the leading edge of an
aggregating cell. However, the adenylyl
cyclase is localized at the opposite end
of the cell where synthesis and secretion
of cAMP relays the attractant signal to
cells further out from the aggregation
center. Clearly, information must pass
from the leading edge to the rear of the
cell to activate ACA, but the nature of this
information transfer is unknown.

Amoeboid motility involves different cy-
toskeletal events in different parts of the
cell – pseudopod activation and extension
at the leading edge, retraction in the rear.
Chemotactic signals activate both of these
processes in such a way as to translate
a shallow extracellular attractant gradi-
ent into steep intracellular signaling and
response gradients – a fast, local pseu-
dopodium activation signal at the leading
edge and a slower, global pseudopodium
inhibition signal elsewhere. This spatially
polarized response is not due to gradients
of chemoreceptor or associated G-proteins,
as fluorescently tagged forms of these are
distributed uniformly or close to uniformly
around the cell surface. Instead, it is the ac-
tivation of PI3 kinases at the upgradient or
leading edge, which exhibits the first dra-
matic asymmetry in chemotactic signaling
events. Their action is opposed by that
of PTEN, a phosphatase, which converts
PIP3 (phosphatidyl inositol triphosphate)
back to PIP2. After a chemotactic stimu-
lus, the PI3 kinases phosphorylate PIP2 to

form PIP3 in the membrane at the leading
edge of the cell. At the same time PTEN,
which is initially distributed in the cell
membrane uniformly over the entire cell
surface, is displaced from the front leaving
it localized in the rear portions of the cell.
This accentuates further the PIP3 gradi-
ent in the membranes created by the PI3
kinases. The phenotypes of null mutants
show that PTEN and all three PI3 kinases
in Dictyostelium contribute to chemotactic
orientation – PI3K2 to the greatest extent,
followed by PI3K1 and PI3K3. The activa-
tion of PI3 kinases involves their dynamic
translocation from the cytoplasm to the
membrane by an unknown recruitment
mechanism that depends upon their N-
terminal domains.

Once recruited to the membrane, the
PI3 kinases are activated by a Ras pro-
tein through their Ras-binding domains
to synthesize PIP3. This results in the
recruitment of several PH domain pro-
teins to the site including not just CRAC
(see above) but also the docking pro-
tein PhDA and Akt/PKB protein kinase.
PhDA acts at the leading edge to facili-
tate the assembly there of the necessary
proteins for pseudopodial extension in-
cluding F-actin. PhDA-null mutants are
defective in actin assembly at the lead-
ing edge. Other proteins implicated in
F-actin assembly and pseudopodium ex-
tension include the Arp2/3 complex SCAR
and WASP (Wiskott-Aldrich Syndrome
Protein). Amongst the target proteins for
the Akt/PKB kinase is PAKa, itself a pro-
tein kinase homologous to the mammalian
p21-activate kinases (PAKs). Surprisingly,
in response to an attractant stimulus,
PAKa translocates to the posterior of the
cell where it associates with the actomyosin
cytoskeleton. PAKa activity in the rear cor-
tex of the cell inhibits myosin heavy chain
kinase, causing dephosphorylation of the



Microbial Development 329

myosin heavy chain by uncharacterized
phosphatases. This activates myosin as-
sembly into bipolar thick filaments, its
association with actin, and its participa-
tion in actomyosin contractions. Cortical
contraction of the rear of the cell is in-
imical to pseudopodium extension. Thus,
the relocation of PAKa to the rear after
its PKB-mediated phosphorylation at the
leading edge provides a means whereby
localized pseudopodium activation (in the
front) can be coupled to and accompa-
nied by a pseudopodium inhibition signal
elsewhere (in the rear).

PTEN and PAKa are not the only sig-
naling molecules whose site of action
in chemotaxis is in the rear cortex. At-
tractant binding also elicits an influx of
extracellular Ca2+ that occurs primarily
in the rear cortical regions of the cell via
both a G-protein-dependent and G-protein-
independent pathway. A number of the
actin-binding proteins that regulate its
assembly into a cross-linked network of fil-
aments are Ca2+-regulated. In particular,
the actin cross-linking protein, α-actinin,
is Ca2+-inhibited, while the actin filament
severing and capping protein, severin, is
Ca2+-activated. The combined effect of el-
evated Ca2+ on these proteins would be a
shortening of the actin filaments and a re-
duction in the extent of their cross-linking.
This could facilitate the myosin-mediated
sliding of actin filaments required for
contraction of the rear cortex. However,
prevention of the Ca2+ influx either with
Ca2+ channel blockers or by disruption
of the iplA (IP3-receptor-like protein) gene
has no obvious effect on chemotaxis, so
that the possible role for Ca2+ fluxes in
chemotaxis remains elusive.

Another small molecule whose con-
centrations increase in response to an
attractant stimulus (a second messenger)
is cGMP. In this case, there is strong

genetic evidence in the form of mutant
phenotypes that cGMP plays an important
role in actomyosin-mediated contractile
events that inhibit pseudopodium exten-
sion in the rear cortex. The intracellular
concentrations of cGMP are controlled by
two guanylyl cyclases (GCA and sGC) and
three phosphodiesterases (PDE3, 5, and 6),
one of which (PDE6) prefers cAMP over
cGMP as a substrate. The guanylyl cyclases
are activated either directly or indirectly by
the α2 subunit that has been liberated
from its heterotrimeric G-protein-receptor
complex by cAMP binding to the receptor.
Their action is countered by the phospho-
diesterases, one of which (PDE5) is itself
activated by cGMP at an allosteric site sepa-
rate from the catalytic site. cGMP is a small
highly diffusible molecule highly suited to
carrying a global pseudopodium inhibition
signal to all parts of the cell upon attractant
stimulation. It binds to two proteins (GbpD
and GbpC) whose combined activities initi-
ate a phosphorylation cascade terminating
at the phosphorylation of the regulatory
light chain (RLC) of myosin II (Fig. 21).
RLC phosphorylation by MLCKA (myosin
light chain kinase A) and other unidenti-
fied kinases activates both the association
of myosin with the actin cytoskeleton in
the rear cortex and its catalytic activity in
contraction.

Chemoattractant stimulation of Dic-
tyostelium amoebae has been reported to
elicit a number of other molecular events
whose roles in chemotaxis are unclear or
controversial. These include K+ efflux and
H+ efflux, phospholipase C-mediated re-
lease of inositol 1,4,5-triphosphate, and an
associated release of Ca2+ from the en-
doplasmic reticulum into the cytoplasm.
In addition, all of the described intracellu-
lar signaling processes that mediate both
cAMP signal relay and chemotaxis are tran-
sient in the face of a constant extracellular
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Fig. 21 Model of the function of GbpC and GbpD. The cyclic
nucleotide–binding domains (cNBD) of the cGMP-binding proteins GbpC
and GbpD bind cGMP, leading to the activation of the Ras guanine
exchange factor domains (RasGEF), which activates the small G-protein
domain (Ras) of GbpC. This results in the activation of the kinase domain
of GbpC (MAPKKK), which stimulates a phosphorylation cascade
eventually leading to the phosphorylation of myosin II and chemotaxis.
Modified from Fig. 4 of Bosgraaf, L., van Haastert, P.J.M. (2002) A model
for cGMP signal transduction in Dictyostelium in perspective of 25 years of
cGMP research, J. Muscle Res. Cell Motil. 23, 781–791.

cAMP stimulus. This is a result of adapta-
tion processes that are poorly understood
and include, but are not limited to, phos-
phorylation of the intracellular C-terminal
domain of the cAMP receptor. The phos-
phorylated receptor has reduced affinity
for cAMP. Adaptation not only renders
the responses transient but also ensures
that cells respond to relative changes in
attractant concentration rather than to the
absolute levels of the attractant.

The final response to pulsatile cAMP
signaling during aggregation is induction
of aggregation-specific gene expression.
This begins with the early starvation-
induced differentiation events as soon as

intracellular cAMP and PKA levels are suf-
ficient for PKA activation. However, with
the arrival of each wave of extracellular
cAMP, the ACA is activated and the intra-
cellular levels of cAMP rise dramatically
before most of it is secreted. The result-
ing pulsatile activation of PKA induces
further expression of aggregation-related
proteins including gp80 or contact sites A
(csA), which mediates end-to-end contact
of cells in aggregation streams. These con-
tacts facilitate, but are not essential for, the
natural aggregation process. Contact sites
A was one of the earliest cell–cell adhesion
molecules (CAMs) to be isolated from any
organism and the methods used to identify
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it were subsequently applied successfully
to mammalian systems. During the course
of aggregation, the expression of another
adenylyl cyclase (ACB) is induced and, al-
though it is not activated by extracellular
cAMP signals, it contributes to basal cAMP
synthesis and secretion rates and thus to
the activation of PKA. Both ACA and ACB
contribute to the supply of intracellular
cAMP to activate PKA beyond aggregation
into the later stages of development.

3.2.3 Postaggregative Development and
Cell Type Choice
The result of chemotactic aggregation is
that the cells crowd together into aggre-
gation streams and then into aggregates
that with time become ever more tightly
packed. One consequence of this is the
accumulation of a suite of extracellular
protein factors that sense cell density and
act to break up aggregate streams, thereby
preventing aggregates from becoming too
large. One of these factors is CF (counting
factor), which is a high molecular weight
complex (∼450 kD) of several polypep-
tides including countin (40 kD) and CF50
(50 kD). Another of the secreted proteins
affecting aggregate size is a homolog of
countin called countin2 that is not part
of CF. The ability of CF to promote
the disintegration of aggregation streams
has been attributed to the combined ef-
fects of subtle changes in cAMP signal
relay, cell–cell adhesion, and actomyosin-
mediated chemotactic motility.

A second consequence of cells crowd-
ing together into aggregates is that the
extracellular cAMP levels experienced by
the cells continue to rise during aggrega-
tion to reach micromolar concentrations in
the mound and slug stages. At these con-
centrations, binding to the high-affinity
receptors cAR1 and cAR3 is saturated so
that even in the face of pulsatile cAMP

signals, these receptors perceive a con-
stant stimulus that induces expression of
genes important for postaggregative de-
velopment. These genes include GBF (G-
box-binding factor) a transcription factor
required for the expression of postaggrega-
tive genes, LagC (a cell surface signaling
molecule), and RasD (a small GTPase of
the Ras superfamily). GBF binds to a de-
fined GC-rich sequence element in the
promoters of these genes called the G-
box, and is required for the transcription
of both prespore-specific and prestalk-
specific genes. GBF is activated by high
cAMP concentrations through the cAR1
cAMP receptor in a G-protein-dependent
manner. Extracellular cAMP thus acts as
a cell density–sensing signal itself, cou-
pling the progress of morphogenesis to
expression of the appropriate genes.

The morphogenetic movements re-
quired for slug formation and migration as
well as culmination are controlled by high
concentration waves of cAMP that are re-
layed through the developing tissue in a
manner analogous to the waves of cAMP
that orchestrate the movements of aggre-
gating cells earlier in development. These
cAMP waves can be sensed by the low
affinity cAMP receptors cAR2 and cAR4,
which are expressed at these later stages of
development.

Although high extracellular cAMP con-
centrations and active GBF are necessary
for the expression of developmentally reg-
ulated genes during postaggregative devel-
opment, they are not sufficient on their
own to ensure proper morphogenesis and
differentiation into the correct cell types in
the correct spatiotemporal sequence. This
requires additional information to inform
cells of their appropriate developmental
fate and position in the multicellular ag-
gregate. This information takes two forms.
The first is historical – cells that happened
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to be in the mid-to-late G2-phase of the
cell cycle at the time of starvation begin
to differentiate and enter the aggregate
first, occupying its central regions where
they preferentially differentiate into pre-
spores and ultimately spores. The later
arrivals initially occupy the outer layers of
the mound and preferentially locate (sort)
to the tip as prestalk cells. The second
type of information informing cells as to
their correct developmental choices takes
the form of coupled extracellular signals.
These induce cells to choose either the pre-
stalk or prespore differentiation pathways
with correspondingly different locations in
the aggregate and different fates in the fi-
nal fruiting body (Fig. 18). They are also
responsible for regulation of cell-type pro-
portions, which remain relatively constant
both in the face of major variations in slug
size and after mechanical trauma to the
slug, resulting in removal of parts of the
tissue (such as might occur accidentally
in the soil environment or be deliberately
performed by an experimenter!). Slugs that
have been injured in this way reorganize
their tissues to form normal slugs with the
correct proportions and locations of the
different cell types.

The best understood of these extracel-
lular signals is differentiation-inducing
factor (DIF), a dichlorinated hexaphe-
none that is produced in the mound and
later stages of development and induces
cells to differentiate into stalk cells. In
the presence of high extracellular cAMP
concentrations (required both for pres-
pore and prestalk differentiation), DIF will
cause most cells in a suspension culture
to enter the stalk differentiation pathway,
as assayed by expression under the con-
trol of the prestalk cell-specific ecmA and
ecmB promoters. DIF does this both by
repressing prespore-specific gene expres-
sion and inducing prestalk-specific gene

expression (although there are at least two
genes expressed preferentially in prestalk
cells that are not DIF-inducible, tagB and
carB). The prestalk differentiation path-
way leading to stalk cell formation is a
form of programmed cell death that dif-
fers from, but shares some features with
apoptotic and necrotic cell death pathways
in mammalian cells. Interestingly enough,
DIF has been found to induce cell death
in mammalian cells as well, making it a
potential antitumor agent.

Although the pathways involved in DIF
biosynthesis in Dictyostelium have been
elucidated, the signaling pathways in-
volved in DIF-induced gene expression
remain to be clarified – the only signaling
molecule known to be involved is intra-
cellular Ca2+. DIF treatment elicits a slow
prolonged elevation of intracellular free
Ca2+ levels that temporally coincides with
induction of ecmB expression, a marker for
late prestalk differentiation. Artificially in-
ducing a similar elevation of intracellular
Ca2+ levels by pharmacological inhibi-
tion of ATP-driven Ca2+ pumps in the
endoplasmic reticulum also causes ecmB
expression. Conversely, inhibition of the
DIF-induced Ca2+ elevation prevents ecmB
expression. The induction of expression of
an ‘‘early’’ prestalk gene, ecmA, by DIF
precedes and is independent of the ele-
vation of Ca2+ concentration. Thus, there
are at least two different DIF signaling
pathways – one involved in ‘‘early’’ pre-
stalk gene expression that is independent
of Ca2+, and a Ca2+-dependent pathway in-
volved in ‘‘late’’ prestalk gene expression.

What is the relationship between the cell
cycle–regulated and DIF-mediated choices
of cell type? This was investigated by
determining the DIF-sensitivity of cells
starved at different stages of the cell cy-
cle. Cells starved late in the cell cycle,
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which preferentially differentiate into pre-
spores were less sensitive to DIF than
‘‘stalk-loving’’ cells starved earlier in the
cell cycle. Thus, the cell cycle–regulated
preferences for particular cell types may
be a result of differential DIF sensitiv-
ity. On the other hand, a mutant that
is DIF-deficient (but not totally DIF-less)
still shows relatively normal development,
suggesting that cell-type choice is not com-
pletely DIF-dependent. It is possible that
in normal development, cell-type prefer-
ences are initially based on the stage of the
cell cycle at which cells entered starvation
and that the role of DIF is to reinforce this
and to generate correct proportions of the
two cell types.

How would DIF allow cells to sense
cell number in such a way as to produce
correct cell-type proportions in the multi-
cellular tissue of the slug? DIF is produced
by prespore cells which are, however, com-
paratively resistant to its stalk-inductive
activity. Prestalk cells are much more sen-
sitive to DIF and also produce a DIF
dechlorinase, which degrades it so that DIF
concentrations in the slug are lower in the
tip region. These properties can explain
how DIF regulates cell-type proportions
as follows. An overabundance of prespore
cells would result in overproduction of DIF
and underproduction of the dechlorinase
so that DIF levels would rise. This would
cause some cells to transdifferentiate from
prespore into prestalk cells and thereby
lead to a decrease in DIF levels. At some
point, the decreased DIF levels would no
longer be sufficient to induce further trans-
differentiation, but would be sufficient to
prevent the more DIF-sensitive prestalk
cells from converting back into prespore
cells. Conversely, if prestalk cells were
overabundant, DIF levels would drop too
low to prevent some of them from transdif-
ferentiating into prespores and producing

more DIF, until its levels rise sufficiently
to stabilize the prestalk/prespore propor-
tions. With DIF being responsible for
regulating the proportions of prespore and
prestalk cells in aggregates, their spatial
separation in the slug results from the fact
that prestalk (pstA) cells sort chemotacti-
cally to the tip. This differential sorting
behavior of the different cell types couples
the spatial arrangement of cells to their
differentiation state.

The differentiation of the different cell
types in Dictyostelium aggregates must
require the activity of cell-type-specific
transcription factors. Whereas GBF is a
necessary transcription factor for both pre-
stalk and prespore-specific genes, the tran-
scription factors STATa and STATc regu-
late differentiation specifically in the stalk
pathway. Both belong to a family of tran-
scription factors that are activated by tyro-
sine phosphorylation. In mammalian cells,
STAT phosphorylation is mediated by re-
ceptor tyrosine kinases (receptors with an
intracellular tyrosine kinase catalytic do-
main) and Janus kinases (JAKs) coupled
to ligand-induced receptor oligomeriza-
tion. In Dictyostelium, no JAK homologs
have been found, and the tyrosine kinases
responsible for STAT phosphorylation re-
main unidentified. STATa induces some
prestalk genes (e.g. cudA) and represses
others (e.g. ecmB). The main defect in
STATa deficient mutants is in precocious
expression of late prestalk genes exempli-
fied by the marker ecmB, so that they are
expressed throughout the prestalk region.
The phosphorylation of STATa is depen-
dent on the cAR1 cAMP receptor (but
independent of heterotrimeric G-proteins)
and leads to its homodimerization, acti-
vation, and translocation to the nucleus.
During normal development, STATa ini-
tially localizes to the nucleus in all cells
in the mounds, but this is maintained
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subsequently only in tip cells. Within min-
utes of exposing cells to exogenous DIF,
STATc is phosphorylated and translocated
to the nucleus. It represses ecmA and is re-
sponsible for the differential expression of
ecmA in different subpopulations of pre-
stalk cells. Like STATa, STATc can also
function as an activator of gene expres-
sion, for example, in induction of gapA
and rtoA expression in response to hyper-
osmotic stress.

The major roles of both STATa and
STATc in prestalk differentiation appear
to be as repressors. There must also
be a positive transcriptional regulator
responsible for DIF-induced prestalk gene
expression. DimA is a bZIP/bRLZ family
transcription factor that is required for DIF
induction of prestalk genes – a DimA-null
mutant produces, but is unresponsive to
both endogenous and exogenous DIF.

Our understanding of the signaling
molecules and pathways required for reg-
ulating cell-type choice and proportions
in Dictyostelium is still very incomplete.
Other proteins for which mutant phe-
notypes indicate roles in these pathways
include the putative transcriptional regu-
lators rZIP (which contains a RING-type
Zn2+-binding domain, a leucine zipper,
and an SH3 binding motif) and Wariai (a
homeobox protein preferentially expressed
at the mound stage). Disruption of the
genes encoding rZIP or Wariai cause, re-
spectively, increases or decreases in the
proportion of prespore cells. The upstream
signaling pathways controlling cell-type
proportions include MEKKα (a MAPKK
kinase), whose absence causes a decrease
in the proportion of prespore cells.

3.2.4 Culmination and Terminal
Differentiation
Dictyostelium slugs migrate for a variable
period of time determined by genotype

and by environmental conditions – low hu-
midity, high ionic strength, overhead light,
low cell density prior to aggregation, and
small slug size are amongst the circum-
stances that favor an earlier decision to
cease migration and culminate. During
development, Dictyostelium cells use as a
source of energy proteins from vegetative
growth and earlier developmental stages
that are no longer required. Ammonia is
released as a waste product of this process
and is used as a morphogenetic signal.
Many of the conditions that affect the
decision to culminate do so by influenc-
ing the concentrations of free ammonia
in and around the tip of the migrating
slug – low NH3 levels induce culmination.
Overhead light, for example, causes the
slugs to spend more time with their tips
lifted into the air as a result of phototac-
tic responses. This allows gaseous NH3 to
escape more rapidly from the slug with
a concomitant decrease in the concentra-
tions in the tip.

Culmination proceeds by a series of mor-
phogenetic movements in which pstA cells
enter a stalk tube funnel in the central re-
gions of the tip and differentiate into stalk
cells as they move downward in the di-
rection of the substratum relative to other
cells in the aggregate. Terminal differen-
tiation of stalk cells involves enlargement
and vacuolization of the cell, laying down
of a cellulosic cell wall and, ultimately,
membrane breakdown and cell death. The
beginning of this process is marked by
expression of ecmB and other late pre-
stalk genes as the cell enters the stalk
funnel. The other cells ascend the nascent
stalk as it forms, and the prespore cells
amongst them undergo terminal differen-
tiation to form a droplet of spores atop the
stalk in the mature fruiting body (Fig. 18).
The terminal differentiation of spores in-
volves cell dehydration and shrinkage, the
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production of a peculiar cytoskeletal struc-
ture (the actin rod) responsible for the
elongated, slightly curved shape of ma-
ture spores, and the laying down of the
spore wall – an extracellular matrix of cel-
lulose and proteins whose incorporation
into the coat involves extrusion of the
contents of specialized vacuoles found in
prespore cells.

As with all of the other major stages
of Dictyostelium development, intracellular
cAMP signals activating PKA are essen-
tial for terminal differentiation. Thus,
precocious maturation of both stalk and
spore cells occurs in response to treat-
ment with the active, membrane permeant
cAMP analogue 8-bromo-cAMP and in
mutants that overexpress the catalytic sub-
unit of PKA (PKAC), or are deficient
in the inhibitory, regulatory subunit of
PKA (PKAR) or which lack RegA – a
cAMP phosphodiesterase that limits the
accumulation of intracellular cAMP. Con-
versely, maturation of both cell types is
inhibited by overexpression of a mutant
form of the regulatory subunit that per-
manently inhibits the catalytic subunit
because it is no longer responsive to
cAMP. These results show that a further
elevation of intracellular cAMP concentra-
tions and correspondingly higher levels
of PKA activity act as the signal to per-
mit or initiate terminal differentiation and
culmination.

What causes cAMP levels to increase at
the time when culmination is initiated?
Current evidence indicates that extracel-
lular ammonia signals detected by the
cell surface receptor DHKC act to in-
hibit the initiation of culmination (Fig. 22).
DHKC null mutants exhibit accelerated
morphogenesis like mutants deficient in
RegA or PKAR. Conversely, culmination
is delayed by overexpression of a DHKC
mutant form that lacks the DHKC sensor

domain and may be constitutively active
in signaling. This arrest in development
can be overcome either by addition of 8-
bromo-cAMP or by a deficiency in the
RegA cAMP phosphodiesterase. The pre-
cocious culmination of the DHKC null
mutant cannot be rescued by ammonia
(which normally delays culmination), pre-
sumably because the mutant is unable to
sense the presence of ammonia. The de-
cision to culminate is thus mediated in
normal development by a drop in extracel-
lular ammonia levels, which relieves the
DHKC-mediated activation of RegA and
thereby allows intracellular cAMP levels
to rise.

DHKC is one of the five histidine protein
kinases found in Dictyostelium – homologs
of the histidine kinases ubiquitously found
in bacterial signaling systems. The phos-
photransfer from DHKC proceeds via
the phosphoshuttle protein RdeA, which
has been shown by genetic suppres-
sor analysis to lie upstream of RegA.
RegA is a homolog of the bacterial re-
sponse regulators with an N-terminal
response regulator domain and a C-
terminal cAMP phosphodiesterase cat-
alytic domain.

For culmination to proceed successfully,
morphogenesis and gene expression in dif-
ferentiating spores and stalk cells must
be coordinated and correctly timed. This
coordination is achieved by intercellular
signals that mediate communication be-
tween cells and regulate the differentiation
process (Fig. 22). Two such signals have
been identified. They are secreted pep-
tides called spore differentiation factors 1
and 2 (SDF1, molecular mass 1100 Da
and SDF2, molecular mass 1300 Da),
which were identified on the basis of
their ability to elicit spore encapsulation
in an in vitro assay. The encapsulation re-
sponse to SDF1 takes about 75 min and



336 Microbial Development

PKA-C

PKA-R

PKA-C

Sporulation

PKA-R

ATP

cAMP

5′AMP

Prespore cell

RdeA

RegA

DHKC

Ammonia

Prestalk cell

D
H

K
A

DHKA

DHKB

AC

TagB/C

SDF1

SDF2

P

P

Fig. 22 Signaling pathways controlling
sporulation. During culmination, protein kinase
(PKA) is essential to trigger spore encapsulation.
PKA activity is dependent on the level of
intracellular cAMP (which controls the
dissociation of the PKA-C and PKA-R subunits),
which is the result of the balance between
synthesis by the adenylyl cyclase (AC) and
degradation by the hybrid protein
phosphodiesterase/response regulator RegA.
The pathway leading to the stimulation of RegA
activity is proposed to be regulated by
extracellular ammonia accumulation and
involves a classical two component signaling
phosphorelay, including the hybrid histidine
kinase DHKC and the phosphodonor RdeA.
Gene disruption of any of these components

results in the interruption of the cascade initiated
by DHKC and induces rapid sporulation. In
addition to ammonia, two peptides, SDF1 and
SDF2, released by the prestalk cells, have been
proposed to activate intracellular pathways, the
final output of which seems to be a modulation
of PKA activity. SDF2 is probably processed by
the protease/ABC transporter TagB/C and is
probably a ligand for the histidine kinase DHKA.
The downstream components of DHKA are so
far unknown. DHKA shares partially redundant
functions with a third histidine kinase, DHKB, a
potential receptor for discadenine, an inhibitor of
germination. From Fig. 5 of Aubry, L., Firtel, R.
(1999) Integration of signaling networks that
regulate Dictyostelium differentiation, Annu. Rev.
Cell Dev. Biol. 15, 469–517.
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requires de novo protein synthesis, while
prespore cells encapsulate in a matter of
minutes in response to SDF2. SDF1 is pro-
duced at the onset of culmination when
it induces the expression of culmination-
specific genes, while SDF2 is made late
in culmination when it elicits a wave
of encapsulation that passes downward
through the spore mass or sorus. SDF2
binds to the cell surface receptor DHKA,
another of the Dictyostelium sensory histi-
dine kinases. DHKA null mutants exhibit
a specific defect in sporulation – they form
fruiting bodies with long stalks and few
spores. This phenotype can be rescued by
8-bromo-cAMP, by PKAC overexpression
or by inactivation of either RegA or PKAR.
The pathway downstream of DHKA con-
necting it to Reg A is unknown, but the
upstream production of SDF2 has been
shown genetically to involve the TagB and
TagC membrane proteins expressed on
prestalk cells. These proteins have a pre-
dicted protease domain, suggesting that
their role in SDF2 production may be hy-
drolytic processing of a larger precursor
polypeptide.

The final targets of signaling pathways in
terminal differentiation are specific tran-
scription factors, which are activated or
inhibited as a result. In spore cell differ-
entiation, these include Stalky and SrfA.
Stalky null mutant prespore cells differ-
entiate into stalk cells rather than spores.
SrfA null mutants produce abnormal, non-
viable spores. In stalk cell differentiation,
one of the important transcription factors
is STATa – STATa null mutants do not
form stalks and fail to culminate.

3.2.5 Spore Maturation and Germination
Dictyostelium spore coats contain nine ma-
jor glycoproteins (and a number of minor
proteins) and the polysaccharide galuran,
which are synthesized in prespore cells

where they are stored in preformed com-
plexes in specialized vesicles – prespore
vesicles (PSVs). The PSV contents are
the main markers for prespore cells. Dur-
ing encapsulation of the spores, the PSVs
fuse with the plasma membrane extruding
their contents, which then form the pro-
tein component of the spore coat. During
subsequent spore maturation, cellulose
is synthesized and extruded though the
plasma membrane and the coat protein
complexes bind to it via one member of
the complex, SP96, which is a cellulose-
binding protein. The final mature coat
is 210 nm thick, and has a complex tril-
aminar structure with an outer protein
layer, a double layer of cellulose fibrils,
and an inner protein and galuran layer,
with the galuran concentrated near the
plasma membrane. Toward the end of
spore maturation, the spore polysomes
break down to single ribosomes and tre-
halose accumulates to high concentrations
in the cytoplasm where it serves as a heat-
shock protectant and as an energy source
during later germination.

The spores are prevented from ger-
minating prematurely in the sorus by
extracellular accumulation of a specific
germination inhibitor, discadenine (an
adenine analogue), and of high concentra-
tions of ammonium phosphate and other
osmolytes. Germination is induced by re-
moval of these (as would occur if the sorus
were dispersed into the environment) in
combination with a brief heat shock and
in the presence of amino acids, indicat-
ing the existence of a food supply. Both
discadenine and high osmolarity inhibit
germination by maintaining high levels of
cAMP and correspondingly high activities
of PKA activity. The receptor for the disca-
denine signal that inhibits germination is
DhkB, another of the Dictyostelium sensor
histidine kinases that elicits high cAMP
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levels by inhibiting the RegA phospho-
diesterase. The osmosensor in spores is
the third adenylyl cyclase of Dictyostelium,
ACG, which is directly activated by high
osmolarity to synthesize cAMP. Another
signaling protein involved in germination
is phospholipase C, which cleaves PIP2
to form diacyl glycerol and inositol 1,4,5-
triphosphate (IP3). Diacyl glycerol in the
membrane and IP3 in the cytoplasm both
act as small signaling molecules (second
messengers) in eukaryotes, respectively ac-
tivating protein kinase C and the opening
of Ca2+ channels in the endoplasmic retic-
ulum. Phospholipase C–deficient mutants
are unable to abort germination once it has
been initiated, even in appropriate condi-
tions that are inimical to survival of the
emerging amoeba. The upstream signal
for phospholipase C activation in spores
and the downstream events that control
abortion of germination are unknown.
Spore germination is itself a developmen-
tal program that is poorly understood,
but includes expression of two cellulases,
which hydrolyze cellulose in the spore coat
to allow emergence of the amoeba within.

4
Conclusion

The following general principles of mi-
crobial development may be gleaned from
what is known about well-studied bacterial
and eukaryotic systems.

1. Microbial development is usually initi-
ated in response to nutritional stress,
frequently in the form of a short-
age of nitrogen combined with high
cell density, which is sensed via se-
creted signaling molecules. Develop-
mental programs presumably evolved
independently in multiple lineages as

a means of escaping the deadly con-
sequences of starvation. The exception,
Caulobacter, in which development is
a constitutive part of the cell division
cycle, lives in nutrient-poor aquatic en-
vironments, may be under constant
nutritional stress, and so may receive
little advantage by having development
as an optional alternative to growth.

2. The signaling pathways that initiate
development involve protein kinase
cascades. Bacteria primarily use phos-
phorelays involving histidine protein
kinases and response regulators – the
so-called two-component signaling sys-
tems. Eukaryotes use tyrosine and ser-
ine/threonine protein kinases as well as
histidine kinases.

3. Signaling pathways for development
tend to converge upon a master reg-
ulator whose activity controls entry to
major developmental stages, for exam-
ple, CtrA∼P in Caulobacter; Spo0∼P in
B. subtilis; PKA in Dictyostelium.

4. Signaling pathways for initiating devel-
opment usually terminate with changes
in the phosphorylation state and activity
of transcriptional regulators that either
induce or repress developmentally reg-
ulated genes.

5. Differentiation is coupled to the cell
cycle and cells embark upon differen-
tiation only after cell cycle arrest at a
specific stage of the cell cycle. The par-
ticular cell cycle stage at which this
occurs can differ in different organ-
isms, for example, entry into gameto-
genesis in late G1 by yeast; onset of
differentiation in middle-to-late G2 by
Dictyostelium.

6. Development involves serially depen-
dent, coordinate changes in gene ex-
pression whereby genes are induced
in major groups under the control
of common transcription factors, and
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each major shift in gene expression is
induced by components of the previ-
ous one, for example, sigma cascades
in Bacillus; cAMP-elicited PKA signal-
ing in Dictyostelium after the onset
of starvation.

7. Transitions between the major morpho-
genetic stages in a developmental pro-
gram involves checkpoints that couple
morphogenesis to differentiation. This
ensures that morphogenetic events and
gene expression are coordinated, for ex-
ample, septation in Bacillus endospore
formation and the sigma factor cascade
in the mother cell and the forespore;
initiation of culmination by ammonia
loss from the Dictyostelium slug when
the tip is raised from the substratum
for an extended time.

8. Differentiation of two or more cell
types is coordinated by intercellular
signals, for example, cross talk be-
tween the Bacillus forespore and mother
cell; cAMP-, DIF- and SDF2-mediated
signaling interactions between differ-
entiating spores and stalk cells in
Dictyostelium.

Although the details differ, these fun-
damental principles of development seem
applicable to organisms from widely di-
vergent groups. The reason no doubt is a
combination of convergent evolution and
the original presence in ancestral cells of
the central mechanisms for signal trans-
duction and gene regulation.
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Metal-responsive Element (MRE)
Specific sequence of promoter region of gene that enhances transcription through a
specific transcription factor (MRE-binding transcription factor) that requires metal
occupancy for DNA binding.

Metal-responsive Transcription Factor (MTF)
In response to metal occupancy, translocates to the nucleus and binds to a specific
MRE sequence of the DNA.

Metalloenzyme
An enzyme that requires one or more atoms of a metal for catalytic activity and/or for
structure required for activity.

Trace Element Micronutrient
An essential nutrient metal required in the diet in small (µg or mg) amounts per day.

Zinc Finger
A zinc-binding domain of a protein that has an X-Cys-X2-Cys-Xn-Cys-X2–5-Cys-X (or
His substituted for Cys) motif that, upon Zn(II) binding, forms a structure capable of
binding DNA or RNA or interacting with another protein with a compatible zinc finger.

� Trace element micronutrients is a term that refers to the metals (inorganic elements)
in the diet that are essential for specific cellular processes and are required in only
small amounts (mg or less) daily. In mammals, required dietary trace elements
include Cu, Fe, Mn, Se, and Zn. They perform catalytic, regulatory, and/or structural
roles related to gene expression. Zinc has a major role in maintaining conformations
(i.e. zinc fingers) necessary for proteins to bind to specific DNA sequences (regulatory
elements) or protein–protein interactions required for specific cellular functions.
Zinc can also influence transcription through metal-binding proteins (metal-
responsive transcription factors) that, during metal occupancy, initiate translocation
to the nucleus for binding to specific DNA sequences (metal response elements)
in the promoter/enhancer region of genes. Regulation of gene expression by iron
can occur through metal-requiring, RNA-binding proteins. These metal-binding
proteins influence translation of specific mRNAs via nucleotide sequences in the
untranslated regions. Trace element micronutrients have potential applications in
medicine and biotechnology either directly as signaling molecules for regulation of
existing or chimeric genes or indirectly as therapeutic agents by targeting specific
metal-binding sites in regulatory factors.
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1
Scope of Trace Element Micronutrients in
Molecular Biology

1.1
Chemical Considerations

Cellular constituents, particularly pro-
teins, provide ligands (e.g. amine, thiolate,
carboxyl, etc.) for metal binding, which
follow approximately the Irving–Williams
order of divalent ions: Cu > Zn ≥
Ni > Co > Fe > Mn > Mg > Ca. Cellular
transport systems regulate intracellular
trace element concentrations through
homeostatic control of uptake and efflux.
These processes limit the influences of nat-
ural abundance and thermodynamic con-
straints in determining which elements
participate in specific cellular functions. If
ligand concentrations and metal concen-
trations were not controlled within cells,
abnormal binding of Cu would predomi-
nate for most ligands. Only Cu, Fe, and
Zn will be discussed here as these nutri-
ents have received the bulk of attention
with respect to mammalian molecular
biology.

1.2
Nutritional Considerations

Micronutrients as a general term describes
both essential organic molecules (vita-
mins) and metals (trace elements). In
contrast to vitamins, metals are utilized by
all living organisms to sustain cellular pro-
cesses. Required trace elements include
Cu, Fe, Mn, Se, and Zn. In humans,
these are required in the diet in µg to
mg amounts per day to maintain balance
with endogenous losses. The composite
cellular and extracellular need for each
trace element to satisfy the needs of bind-
ing sites as balanced against turnover and

endogenous losses comprises the dietary
requirement for the micronutrient.

Food abundance in the developed world
has minimized the incidence of defi-
ciencies of these trace elements. Genetic
variance in trace element utilization and
function suggest individual requirements
must be considered. This is particularly
true where intakes are marginally adequate
through selective diets and/or consump-
tion of highly processed/unfortified foods.
Nutritional inadequacy in the developing
world is prevalent. Iron and zinc are the
trace elements most likely to be in lim-
ited supply. How such nutritional deficits
influence gene regulation and epigenetic
effects that influence human health are
active areas of investigation.

1.3
Classes of Involvement

There are three classes of involvement
for trace element micronutrients (met-
als) in molecular biology. These are
catalytic, structural, and regulatory. Met-
alloenzymes, where metals provide a cat-
alytic function, comprise the first class. An-
other class is structural, with metals pro-
viding interaction among various binding
groups of specific motifs to facilitate con-
formations necessary to achieve unique
opportunities for specific interaction. The
third class is regulatory, as exemplified by
the metal binding to specific trans-acting
proteins, which then provide signaling to
initiate, enhance, or inhibit transcription
of genes through interaction with specific
DNA sequences, that is, metal-responsive
elements (MRE). Metal-responsive RNA-
binding proteins provide another example
of regulatory involvement. These proteins,
while performing a regulatory function, act
through structural changes. Collectively,
these classes of biological function of trace



346 Micronutrients, Trace Elements

element micronutrients are such that they
provide a vital essential link between the
organism and its external nutrient supply.

Eukaryotic cells employ trace elements
to differing extents. Overall, zinc has the
greatest spectrum of gene-related involve-
ment through catalytic, structural, and
regulatory roles in all eukaryotes. Iron and
copper have catalytic roles in lower eu-
karyotes and a complex array of regulatory
roles through metal-responsive transcrip-
tion factors or metal-binding elements of
RNA binding proteins. These are directed
at iron and copper uptake, trafficking, and
homeostasis. Most such information has
been obtained using yeast (a fungus). In
higher eukaryotes, copper functions in cat-
alytic roles, while iron has catalytic and
structural roles, most related to oxygen
utilization. Transcriptional regulation of
genes in mammalian cells is limited to
zinc. The teleological explanation most
likely is that zinc is redox neutral with
respect to the metal atom.

1.4
Cellular Distributions

Concentrations of trace elements in var-
ious cell types vary greatly but usu-
ally are no higher than the µg/g tissue
range. Frequently, such concentrations
are expressed on a protein, DNA, or
dry weight basis. Cells differ with re-
spect to which organelles trace elements
are most abundantly distributed. How-
ever, metal occupancy at specific binding
sites, rather than concentration, deter-
mines functional effects.

Lower eukaryotes vary widely in re-
sponse to the trace element content of
the environment. For example, metal-
resistance genes with elaborate control
mechanisms have evolved to deal with ele-
vated levels of a particular metal present in

the environment through regulated trans-
port and compartmentalization. Mam-
malian cells within an integrative system
are not subjected to such extremes, in
part through powerful homeostatic mech-
anisms operative at both the cell and
organ level. Therefore, the tissue metal
concentration in cells of animals that con-
sume diets deficient in that essential trace
element or receive an excess of that ele-
ment are frequently within normal limits.
Functional deficiency may occur only after
depletion of a critical pool or compartment
of the trace element, which then affects
specific binding sites. Unfortunately, our
understanding of the cell biology of trace
elements lags behind our understanding
of roles of these micronutrients in molec-
ular biology.

2
Structural/Catalytic/Regulatory Roles

2.1
Metalloenzymes and Metal-binding
Domains

Characterization of individual metal-
binding molecules has shown that sto-
ichiometry is usually 1 to 4 metal
atoms per binding molecule. There are
exceptions, for example, ferritin (4500
atoms Fe/molecule) and metallothionein
(7 atoms Zn or 12 atoms Cu/molecule).
In addition, abundance of metal-binding
molecules ranges from a few to thousands
of molecules per cell. Trace elements are
essential to the enzymology of molecular
biology. For example, all of the RNA nu-
cleotide transferases (RNA polymerases)
are zinc-requiring metalloenzymes. Met-
alloenzyme systems are not uniformly
susceptible to alteration in dietary trace
element restriction or supplementation.
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However, many manipulations in molec-
ular biology use metal chelation (e.g. with
EDTA) as a method of controlling activity
of metal-requiring enzymes.

2.2
Metalloregulatory Proteins

Metalloproteins that act as DNA-binding
transcription factors, trans-acting MRE-
binding proteins, mRNA-binding pro-
teins, and proteins exhibiting metal-
dependent interactions with other pro-
teins usually bind metals through thiolate
groups from cysteine (Cys) and/or nitro-
gen from histidine (His). Very little is
known about the ligand-exchange reac-
tions that are necessary for metals to fulfill
these regulatory roles. Progress has been
made regarding how dietary abundance
and transport mechanisms are necessary
for trace elements to meet these needs.

3
Regulation of Gene Expression by Trace
Element Micronutrients

Trace elements provide signals to systems
that influence rates of either gene tran-
scription or mRNA translation. They do
not act directly. Rather, through recog-
nition that requires specific coordination
chemistry, metals bind to metalloregula-
tory proteins (sensors or receptors) and
influence signaling pathways. This ulti-
mately augments production of a specific
protein. In the classical Newtonian sense,
these micronutrients (metals) act as in-
ducers (or repressors) of the system. Since
the dietary supply provides the source of
the inducer (or repressor), fluctuations in
intake and/or physiologic factors influenc-
ing utilization or tissue distribution of the
micronutrient are determinants of how

effective the trace element will be in regu-
lating the metalloregulatory system.

3.1
Transcriptional Regulation

Examples of transcriptional regulation by
trace elements are found in all eukaryotic
cells, but detailed descriptions of the
cellular apparatus involved have emerged
more rapidly from systems in lower
eukaroytes. For example, in yeast, over
100 genes that influence trace element
homeostasis and cellular functions, such
as defense, have been shown to be
regulated by 13 different metal-responsive
transcription factors. Metal transporters
and chaperones comprise the largest group
of these metal-regulated genes.

Metallothionein has been the most widely
studied mammalian gene that is transcrip-
tionally regulated by trace elements. Mam-
malian metallothionein is tissue-specific,
with high expression in liver, intestine,
bone marrow, pancreas, and kidney, but
expression can be detected in most tis-
sues. Depletion of the animals’ dietary
zinc supply has a negative effect on expres-
sion, while reduced copper intake has little
effect. Similarly, elevation of dietary zinc
intake level provides a positive stimulus for
expression, but changes in the copper in-
take level have little effect. This difference
between copper and zinc is an example
of how mammalian systems are not anal-
ogous to metal-produced responses with
unicellular organisms. In the latter, copper
is an important inducer of metallothionein.
Studies with intact animals in which trace
metals are injected can show regulation
by multiple inducer trace metals. These
responses could be a direct action of the
trace element on a sensor protein or an
indirect action via transcriptional regula-
tion signaled by metal-stimulated release
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of stress-related mediators or activation of
oxidant-responsive factors. Therefore, an
underlying question to answer in integra-
tive systems is whether the trace metal
is a direct or an indirect mediator of
gene transcription. The body of evidence
with many mammalian systems, includ-
ing transfected cells, demonstrates that
zinc and the toxic metal cadmium (not a
nutrient) induce gene expression via tran-
scription. The exact mechanism of how
zinc enters mammalian cells, traverses the
intracellular space, and enters the nucleus
to initiate or repress transcription has been
described in limited detail. Zinc home-
ostasis in mammals is controlled by genes
regulating influx, efflux, and compartmen-
talization. Some appear to be nutrition-
ally responsive. Some transporter proteins
may have metal-sensing domains and pro-
vide a signal transduction function.

At least three components are consid-
ered necessary for transcriptional regula-
tion by a trace element (Fig. 1). First, the
responsive gene must have an MRE at one
or more sites in regulatory regions. All
mammalian DNA motifs responsible for
metal regulation thus far identified have a
consensus 13 to 15 nucleotide imperfect
sequence. The consensus MRE sequence
for the mammalian metallothionein pro-
moter is CTCTGCRCNCGGCCC. The core
of this consensus sequence is under-
lined. MREs are usually found in multiple
copies of either orientation within the
first few hundred bases of the promoter.
They are most frequently upstream from
the transcription initiation site. MREs are
frequently located near other regulatory
elements, perhaps for synergistic or differ-
ential regulatory purposes. A search of the
genome reveals that a plethora of genes
have MRE sequences within regulatory re-
gions. The proportion of these that confer
transcriptional activity is not known.

The second component needed for tran-
scriptional regulation by trace element mi-
cronutrients is a trans-acting MRE-binding
metalloregulatory protein(s) called a metal-
responsive transcription factor (MTF). Such
a metal-binding/sensing protein (depicted
in Fig. 1) acts as a transcription factor
to initiate or enhance transcription of
an MRE-regulated gene. In mammalian
cells, there are only two such factors,
MTF-1 and MTF-2, currently identified.
Only MTF-1 has been functionally char-
acterized. Zinc binds to MTF-1 through
unique (most likely tetrahedral) coordina-
tion chemistry. MTF-1 has six (C2H2-type)
zinc-finger domains; three bind zinc ions
more strongly than the other three. The
more facile sites have the regulatory role
and, upon occupancy, facilitate translo-
cation to the nucleus and DNA binding
to the MRE. This may constitute the
mode by which zinc from the diet acti-
vates the MTF-1/MRE system. Evidence
suggests MTF-1 DNA-binding activity is
influenced by phosphorylation and the
state of cellular redox. Shuttling of MTF-
1 between cytoplasm and the nucleus
could be a point of regulation. Similarly,
the MTF-1 gene is upregulated in zinc
restriction, and the MTF-2 gene is con-
comitantly downregulated. Multiple MTF
proteins may yield complexes that pro-
duce negative as well as positive effects on
transcription of a specific MRE-regulated
gene. Furthermore, tissue-specificity of
metal regulation requires that genes for
the MTF protein are expressed to dif-
fering extents requisite to cell function
and stage of development. Data are lack-
ing on these points. Genome screening
methods, including DNA microarray anal-
ysis, have shown that numerous genes are
likely regulated by MTF-1. In mice, a null
mutation of MTF-1 causes death during
fetal growth. In contrast, MT null mice
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exhibit normal growth. This difference
suggests MTF-1 regulates a gene(s) other
than MT that is critical for the developing
mouse embryo. Numerous zinc trans-
porter genes are believed to be regulated by
MTF and may be among these regulated
genes.

The third component for this metal-
responsive unit is the trace element
(metal), that is, the inducer. Intracellu-
lar concentrations of zinc, while held
relatively constant, vary sufficiently with
physiologic state and dietary intake to in-
fluence metal availability for binding to the
MTF protein. The source (a low molecu-
lar weight chelate or a chaperone protein,
possibly of lower binding affinity) and the
cellular location (nuclear, cytoplasmic, or
both) of metal destined for binding to MTF
proteins remain to be defined (Fig. 1). It
is likely that the intracellular pools for
these roles may constitute only a few atoms
per cell.

3.2
Translational Regulation

The initial concept of trace element con-
trol of translation was developed from the
acute induction of ferritin synthesis by
iron, a process that does not alter tran-
scription of the ferritin gene. Iron circulates
in the plasma, bound to transferrin (Tf).
This protein binds to transferrin receptor
(TfR) located on the cell surface, under-
goes endocytosis, and contributes iron to
a low molecular weight iron pool. When
this cellular pool is large, ferritin synthesis
is stimulated via increases in translatable
ferritin mRNA. In contrast, when the cel-
lular iron pool is low, for example, during
dietary iron deficiency, translation of TfR
mRNA increases (Fig. 2).

The translational regulation of TfR
and ferritin mRNAs and those of other

iron-regulated proteins is controlled by
two cytoplasmic iron regulatory proteins
(IRP-1 and IRP-2). A unique secondary
structure of specific mRNAs are nucleotide
loops that constitute iron-responsive el-
ements (IRE). IREs for different mR-
NAs are not identical. Ferritin, TfR, the
ferroportin transporter, and erythroid δ-
aminolevulinate synthase are among the
proteins of iron metabolism whose mR-
NAs have IREs. RNA-binding activity of
IRP molecules is strongly regulated by di-
etary iron. IRP high-affinity binding to TfR
mRNA causes stabilization at the A/U rich
region of the 3′ end of the mRNA by in-
hibiting degradation and stimulating its
translation. This promotes cellular iron
uptake when the iron supply is low. IRP-1
may bind and thus stabilize the mRNA for
the iron transporter DMT-1. This would
enhance synthesis of the transporter for
increased apical iron transport by entero-
cytes when the dietary iron supply is low.
Conversely, with an increased iron sup-
ply, IRP binding to ferritin and ferroportin
mRNAs is reduced, and their translation
increases. This facilitates iron storage. Of
interest is that slight structural differences
in the 3′ end of ferroportin mRNA may
cause low iron to enhance translation in
the enterocytes but repress translation in
liver. Iron binding is correlated with the
c-aconitase activity of IRP-1. This mito-
chondrial TCA cycle enzyme may alter
cellular citrate levels and, through iron-
binding properties of citrate, influence
the low molecular weight iron pool. Mi-
tochondrial succinate dehydrogenase iron
protein mRNA is also regulated by IRP-
1. Iron metabolism makes further use of
the IRE-IRP system for control of heme
synthesis in erythroid cells via regula-
tion of δ-aminolevulinate synthase mRNA
translation.
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Fig. 1 Transcriptional regulation of gene expression by a trace
element (metal) micronutrient. The diet provides copper, iron, and
zinc for distribution to cells via the plasma. Of the three nutrients, only
zinc provides a demonstrated stimulus for induction of transcription.
Metallothionein gene expression by Zn provides an example of this
mode of regulation. A requirement of this system is that the regulated
gene(s) has a metal response element (MRE) sequence(s) in its
promoter/enhancer region. The metal (•), following transport into
the cell via ZnT and Zip transporters, interacts rapidly with a variety of
ligands and/or is transported into vesicles, thus maintaining an
extremely small pool. One of these ligands is an MRE-binding protein
termed a metal-responsive transcription factor (MTF). Upon metal
occupancy of specific zinc fingers, the MTF enters the nucleus for
MRE binding. Zinc may influence the MTF translocation process
and/or interaction with specific inhibitors. Phosphorylation and the
cell redox state may influence these processes also. The rate of
transcription is directly proportional to the dietary metal supply, the
intracellular metal pool, and the extent of MTF/MRE binding. It is
possible that some MRE-binding transcription factors act as negative
rather than positive regulators of transcription.

4
Applications and Perspectives

The application of trace element mi-
cronutrients for control of biotechnological
systems has been demonstrated. The dra-
matic growth of transgenic animals pro-
ducing excess growth hormone through

activation of chimeric metallothionein
promoter-growth hormone constructs in
response to zinc in the drinking water il-
lustrated the potential of this approach two
decades ago.

Chimeric constructs have been used to
regulate plant genes by trace elements.
The copper-responsive transcription factor
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Fig. 2 Translational regulation of mRNA by a trace element (metal)
micronutrient. The diet provides copper, iron, and zinc for
distribution to cells via the plasma. Of the three nutrients, only iron
provides a demonstrated stimulus for control of mRNA translation.
Transferrin receptor mRNA (TfR mRNA) and ferritin mRNA are
among the small number of mRNAs regulated by iron. The
intracellular iron pool is reflective of dietary iron availability. Cellular
iron is monitored by iron regulatory proteins (IRP). One IRP (IRP-1)
has c-aconitase activity, which may help regulate the low molecular
weight iron pool size via citrate availability. When cellular iron is low,
less iron is bound to IRPs. This favors their binding to specific
mRNAs via unique stem loops in the UTR of the mRNA (5′ and 3′ of
the coding region for ferritin and TfR mRNAs, respectively). Binding
protects TfR mRNA from degradation and increases its translation,
thus transferrin receptor synthesis increases. Consequently, more
iron enters the cell. Simultaneously, low iron also favors IRP binding
to ferritin mRNA, which decreases translation of this mRNA. When
cellular iron levels are high, iron binding to IRPs increases. This
lowers the mRNA-binding affinity of IRPs, thus increasing ferritin
mRNA translation and TfR mRNA degradation. As a result, ferritin
synthesis increases, and TfR synthesis decreases. Erythroid
δ-aminolevulinate synthase mRNA and succinate dehydrogenase
mRNA translation decrease upon IRP binding with low iron in a
fashion like mRNAs for H/L ferritin. Ferroportin mRNA translation in
intestine is stimulated by low iron (like TfR mRNA) but, in liver,
ferroportin mRNA translation is decreased. Since ferroportin is an
iron export protein, this apparent difference stimulates intestinal
absorption and hepatic retention.
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from yeast (ACE1) was used to stim-
ulate expression of a gene coding for
a commercially important enzyme, via
copper treatment of the plant. A DNA
construct with the ACE1 binding site
(MRE) was inserted into the promoter
of the gene coding for the enzyme.
Through copper treatment of the trans-
genic plant, production of the enzyme is
increased.

A key to using trace elements for tech-
nological purposes is that those chosen
must be nontoxic, for example, zinc,
so as not to damage the organism but
sufficiently bioavailable to promote ro-
bust expression of the transgene. The
unique physiology, tissue-specific seques-
tration, and nutritional intake of each
trace element would need to be consid-
ered in these strategies. A concern is
that the metal-resistance genes of co-
existing microbial systems could lead
to overgrowth of endogenous micro-
bial populations and induction of metal-
inducible proteins, which may provide
gratuitous changes in metabolic fates
of xenobiotics. Similarly, efforts to im-
prove micronutrient (iron and zinc) nu-
trition in the developing world through
plants engineered to sequester more
of these micronutrients could lead to
overconsumption in humans and dys-
regulation of genes regulated by these
nutrients.

The development of pharmaceuticals
with actions related to metal chelation or
metal donation is of major current inter-
est. Many of these novel compounds will
use trace element micronutrients as signal-
ing systems for altering gene expression.
Alternatively, a naturally occurring cellu-
lar component, for example, a zinc-finger
transcription factor, could be the target
of a specific trace element–containing

therapeutic or sequestering agent. Sim-
ilarly, engineering zinc-finger transcrip-
tion factor delivered by viral vectors
(gene therapy) to atypically regulate spe-
cific target genes by trace elements is
possible.

See also Adipocytes.
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Keywords

β-Barrel Cylinder
Membrane-spanning hollow cylinder formed by antiparallel amphipathic β-strands,
typical in the structure of bacterial and mitochondrial outer membrane channels
formed by porins.

Mitochondria
Cell organelle responsible for oxidative phosphorylation. Mitochondria are probably
descendants of strictly aerobic gram-negative ancestors.

Mitochondrial (Eukaryotic Porin)
Channel-forming protein responsible for exchange of mitochondrial metabolites across
the mitochondrial outer membrane.

Mitochondrial Inner Membrane
Surrounds the mitochondrial matrix space and contains the enzymes of the respiration
chain and the H+-ATPase. The mitochondrial inner membrane has many
invaginations (cristae) to increase its surface and contains many carrier proteins
responsible for specific substrate transport.

Mitochondrial Outer Membrane
Outer boundary membrane of mitochondria, forms with the mitochondrial inner
membrane the intermembrane space that contains many different enzymes important
for mitochondrial metabolism such as the mitochondrial creatine kinase.

Peripheral Kinases
Enzymes such as hexokinase and glycerokinase that bind to porin on the surface of
mitochondria and utilize mitochondrial ATP.

Porin Family
Most genomes of eukaryotic cells contain more than one gene coding for
mitochondrial (eukaryotic) porins. The porins form a family of highly homologous
proteins that are posttranslationally imported into mitochondria.

VDAC
Voltage-dependent anion-selective channel, synonym for mitochondrial porin.
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� The mitochondrial outer membrane contains a channel that is responsible for the
passage of hydrophilic metabolites across the membrane. The channel-forming
protein known for many organisms, called mitochondrial porin or VDAC (voltage-
dependent anion-selective channel), has a length of about 280 amino acids. The
genomes of eukaryotic organisms contain several porin isoforms of not well-
defined function. The primary structure of mitochondrial or eukaryotic porins is
not particularly hydrophobic and secondary structure predictions suggest that a
β-barrel cylinder typical for the secondary structure of bacterial porins also forms
the mitochondrial channel. Kinases involved in mitochondrial metabolism such as
hexokinase or glycerokinase bind to porin and play an important role in compartment
formation in mitochondria. Mitochondrial porins are voltage-gated and switch into
ion-permeable substates at voltages higher than 20 to 30 mV. The open channel
has a small preference for anion over cations of the same aqueous mobility. The
closed states are cation selective and impermeable for ATP and ADP. Mitochondrial
porins seem to be involved in apoptosis and the release of cytochrome c. There exists
emerging evidence that the cytoplasmic membrane of eukaryotic cells also contains
porins of the eukaryotic porin family with a role in cellular metabolism that is not
yet understood.

1
Introduction

The matrix space of mitochondria is,
similar to the situation in gram-negative
bacteria, surrounded by two membranes.
The mitochondrial inner membrane is es-
pecially rich in proteins. Important for
mitochondrial function are the enzymes of
the respiration chain and oxidative phos-
phorylation and the many highly specific
carriers for the substrates of mitochon-
dria. In contrast to this, the mitochondrial
outer membrane is far less substrate spe-
cific and acts as a molecular filter for
hydrophilic solutes since it is freely per-
meable to a variety of small hydrophilic
solutes up to a well-defined exclusion
limit of about 3000 to 5000 Da. Molecules
with higher molecular masses are retained.
The well-defined exclusion limit indicates
that the mitochondrial outer membranes
contain defined passages for substrates.

A considerable part of its permeability
properties is caused by the presence of gen-
eral diffusion pores, called mitochondrial
porins or voltage-dependent anion-selective
channels (VDACs). As early as 1976, a
channel-forming component was discov-
ered in mitochondria, but not in other
membrane fractions, of Paramecium au-
relia. Because of the voltage dependence
and the anion selectivity of the chan-
nel, the name VDAC was used. It is
obvious that the anion selectivity of mi-
tochondrial porin was overestimated at
the beginning because the selectivity ra-
tio of the channel was estimated to be
more than 7 for chloride over potassium
ions, while more recent data suggest that
it is close to 2 at neutral pH. Mitochon-
drial porins were isolated from a variety
of mitochondria from different organisms
and tissues, and there exists emerging
evidence that similar proteins are also
present in cytoplasmic membranes of
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eukaryotic cells with yet unknown func-
tion. They form a family of slightly basic
proteins with molecular masses around
30 kDa. The genes of many mitochon-
drial porins are known to date. The
proteins are encoded in the nucleus with-
out a leader sequence and are synthesized
on cytoplasmic ribosomes. They are tar-
geted to mitochondria as chaperone-bound
species, recognized by the outer mem-
brane general import complex (TOM)
and then inserted into the outer mem-
brane probably from the intermembrane
space, similar to the situation for porins
of the putative gram-negative ancestor of
mitochondria.

The eukaryotic genomes may contain
several genes and pseudogenes coding for
porins. Mitochondria contain mostly iso-
form 1 (VDAC1, porin 31HL), but the
role of the other one to two isoforms
in eukaryotic cells was also studied. Ex-
periments with water-soluble porin from
Neurospora crassa and the composition of
isolated mammalian porin suggest that the
channel-forming unit is a complex com-
posed of probably only one polypeptide
chain and sterols. The amino acid com-
position exhibits a high polarity similar
to bacterial porins, although the channel-
forming unit is a membrane protein that
contains many membrane-spanning seg-
ments. The exact structure of the pore
is still a matter of debate because it
has not been crystallized to date. Sec-
ondary structure predictions, electron mi-
croscopic analyzes of two-dimensional ar-
rays and circular dichroism (CD) spectra
of mitochondrial porins suggest that they
contain large amounts of β-sheet struc-
ture with no indication of hydrophobic
transmembrane α-helical regions, which
makes it likely that bacterial and mito-
chondrial porins share common structural
motifs. So far it is not clear if this

has to do with the evolution of mi-
tochondria or if it simply reflects that
both membrane channels have water-
soluble precursors.

Reconstitution experiments with planar
lipid bilayers and liposomes define mito-
chondrial porins as pore-forming compo-
nents, which have a high permeability for
both ionic and neutral substrates. Accord-
ing to these studies, the mitochondrial
outer membrane pore has a diameter of
about 2 to 3 nm in the open state, which
agrees well with the electron microscopic
analysis of mitochondrial porin in vitro (i.e.
in reconstituted systems) and in vivo (i.e.
in the outer membrane The open chan-
nel appears to be wide and water filled.
It is slightly anion selective for salts com-
posed of cations and anions of the same
aqueous mobility such as potassium and
chloride, but may change selectivity when
the anion has a smaller aqueous mobility
than the cation. For membrane voltages
larger than about 30 mV, the channel
closes in distinct steps in several closed
states. These closed states have a reduced
permeability toward hydrophilic solutes
and a completely different selectivity than
the open state. In addition to increas-
ing membrane potential, polyanions such
as Konig’s polyanion (a copolymer of
molecular mass 10 kDa from methacry-
late, maleate, and styrene in a 1 : 2 : 3
proportion) or dextran sulfate result in
channel closure in vivo and in vitro. In
particular, adenosine triphosphate (ATP)
and adenosine diphosphate (ADP) are not
permeable through the closed states of
mitochondrial porin.

The role of the mitochondrial outer
membrane in the physiology and meta-
bolism of mitochondria was underesti-
mated for a long time. It was described
as a simple barrier that only prevented
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the destruction of the mitochondrial in-
ner membrane during osmotic swelling.
More recent papers gave some insight
into the function of the mitochondrial
outer membrane and the role of the
porin in mitochondrial metabolism. Porin
is the hexokinase-binding protein and
glycerokinase also binds to this protein.
Cross-linking studies of the mitochon-
drial outer membrane of yeast revealed
that the pore associates or interacts with a
14-kDa protein that was identified as glu-
tathione transferase. Subfractionation of
the mitochondrial membranes by sucrose
density centrifugation allowed the isola-
tion of contact sites between inner and
outer membranes. These contact sites are
especially enriched in hexokinase-binding
capacity. A further interesting aspect of
mitochondrial porin is its possible role
in the mitochondrial permeability tran-
sition pore (PTP) and its part in cell
signaling. Furthermore, there exists a
strong indication that porin is involved
in apoptosis because of its interaction
with proapoptotic and antiapoptotic fac-
tors such as Bax and Bcl-2. Furthermore,
it shows negative regulation by C-Raf ki-
nase. This may indicate that mitochondrial
porin pore plays a crucial role in the
interaction of mitochondria with cellu-
lar components.

2
Reconstitution of Mitochondrial Porins
(VDACs) in Model Membranes

2.1
Isolation and Purification of Mitochondrial
Porins

Several different methods are well estab-
lished for the successful isolation and
purification of mitochondrial porins. All

start from mitochondria that are ob-
tained by differential centrifugation or
density gradient centrifugation of homog-
enized cellular material. It has to be
noted, however, that both preparations
also contain other cellular material. For
preparation of the mitochondrial outer
membrane, the mitochondria are exposed
to a swelling/shrinking procedure. Mi-
tochondria are first exposed to 10 mM
phosphate followed by addition of 0.45 M
sucrose. Centrifugation at 10 000 g yields
the mitoplasts in the pellet that also con-
tain most of the contact sites between the
inner and outer membrane. The outer
membrane is in the supernatant. Porin
can be isolated from the outer membrane
following a standard protocol by using
neutral detergents but not by ionic de-
tergents because they destroy its channel-
forming activity. A higher yield of porin
may be obtained following an alternative
method starting from whole mitochon-
dria. The cell organelles are extracted
with neutral detergents such as Genapol
X-80, N,N-dimethyldodecylamine-N-oxide
(LDAO) or Triton X-100. The extract
is passed through a dry hydroxyapatite
(HTP) column where most of the pro-
teins bind. Porin appears just after the
void volume of the column because it is
deeply buried in lipid-detergent micelles
and does not interact with the column
material when Triton X-100 or Genapol
X-80 are employed. The use of LDAO
instead of Genapol or Triton obviously
leads to smaller micelles that bind to HTP
and allow a normal elution protocol. The
use of ionic detergents such as cholate,
desoxycholate, and sodium dodecylsulfate
(SDS) during the isolation and purifi-
cation procedure seems to destroy the
structure of the channel-forming complex,
and leads to its inactivity in reconstitution
experiments.
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2.2
Heterologous Expression of Eukaryotic
Porins

It is possible to create a water-soluble
form of mitochondrial porin from N. crassa
and other organisms. Water-soluble porin
is inactive in reconstitution experiments
and does not form ion-permeable chan-
nels. However, when the porin is treated
with Triton or Genapol in the presence of
sterols, channel formation is regained with
properties that cannot be distinguished
from its detergent-solubilized form. It is
possible that the detergents act as some
kind of chaperone. Careful analyzes of the
sterol requirements suggested that choles-
terol leads to highest activation, whereas
the addition of epicholesterol did not in-
fluence the low channel-forming ability
of water-soluble porin. The possibility to
refold mitochondrial porin allows an inter-
esting insight into the structure–function
relationship of porin mutants because
the genes of many of the mitochondrial
porins are known to date. For heterologous
expression of mitochondrial porins in Es-
cherichia coli, the porin-coding sequences
have to be cloned in an expression vector
that contains, for easy purification of the
expressed protein, a DNA sequence coding
for additional six histidines (His-tag) up-
stream of the polycloning site. This His-tag
allows the purification of the overexpressed
protein by Ni-NTA affinity chromatogra-
phy. The expressed protein is found within
inclusion bodies and needs to be solved
in 1% SDS or a high concentration of
urea. After chromatography across a Ni-
NTA column in SDS or urea, the protein is
renatured by an overnight dialysis against
a 1% Genapol or Triton X-100 solution and
by the addition of a cholesterol suspension
in the same detergent.

2.3
Reconstitution Methods

The properties of the channels formed
by mitochondrial porins (VDACs) were
studied in different model membranes.
Mitochondrial porins from mung bean
and rat liver were investigated in lipid vesi-
cles. The reconstitution of rat liver porin
into the vesicles made them permeable
for [14C]sucrose, but not for [3H]dextran,
which suggested that a specific pathway
and not a leak is introduced into the
vesicles. The exclusion limit of the chan-
nel from the outer membrane of mung
bean mitochondria was measured in simi-
lar experiments using radioactively labeled
solutes of different molecular mass to be
between 1 and 10 kDa, probably between 3
and 6 kDa. An alternative method was used
for the study of porin from N. crassa mi-
tochondria. Porin-containing liposomes
were transferred into a hypertonic solu-
tion containing a test solute. First, the
liposomes shrink and can only swell when
the test solute is permeable through the
channels. The results of experiments us-
ing carbohydrates and polyethylene glycols
(PEG) of different molecular masses sug-
gest that PEGs with molecular masses up
to about 6.8 kDa are permeable through
the mitochondrial pore. From these re-
sults, the diameter of the mitochondrial
pore was calculated to be around 3 to
4 nm. It is noteworthy that this type of
vesicle-swelling assay is not as precise as
the swelling method used previously for
bacterial porins. The reason for this is that
the method used for the study of the chan-
nel diameter of bacterial porins is based on
the relative rate of permeation of many dif-
ferent solutes through the channel, which
depends on the channel diameter accord-
ing to the Renkin equation.
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Fig. 1 Stepwise increase of the
membrane current (given in pA) after
the addition of N. crassa porin to a black
lipid bilayer membrane given as a
function of time. The aqueous phase
contained 10 ng mL−1 protein and
1 M KCl. The membrane was formed
from diphytanoyl
phosphatidylcholine/n-decane. The
voltage applied was 10 mV; T = 25 ◦C.

1 min

50 pA
5 nS

Many reconstitution studies with mito-
chondrial porins were performed using
the planar lipid bilayer technique. The
reconstitution is performed as follows.
Purified porin is added at a low con-
centration (10 ng mL−1 to 1 µg mL−1) to
the aqueous phase bathing black lipid bi-
layer membranes formed according to the
two different methods, which yield more
or less similar results. After the addition
of the porins to a preformed membrane,
the membrane current starts increasing
in a stepwise fashion after an initial lag
of about 2 min (see Fig. 1 for the recon-
stitution of mitochondrial porin from N.
crassa). This process indicates the insertion
of ion-permeable channels into the mem-
brane. The number of channels formed is
dependent on time and the concentration
of protein. In general, the membrane con-
ductance increased for about 15 to 20 min.
After that time, the membrane conduc-
tance (i.e. the current per unit voltage)
increased at a much slower rate. When the
rate of conductance increase was relatively
slow (as compared with the initial one),
it was shown for different mitochondrial
porins that the membrane conductance
was a linear function of the protein concen-
tration up to porin concentrations of about
1 µg mL−1. The results are consistent with

the assumption that the protein samples
contain preformed channels.

3
Characterization of the Pore-forming
Properties of Eukaryotic Porins

3.1
Single-channel Analysis of the
Mitochondrial Pore in the Open State

Mitochondrial porins from different eu-
karyotic cells form ion-permeable chan-
nels in lipid bilayer membranes – each
step in Fig. 1 reflects the insertion of one
conductive unit (i.e. of one channel into
the membrane). These conductance steps
are caused by the reconstitution of chan-
nels since they are not observed when only
the detergents Triton X-100, Genapol X-80
or LDAO are added to the aqueous phase.
Figure 1 demonstrates that most of the
conductance steps are directed upwards
and closing steps are only rarely ob-
served at small transmembrane potentials
of about 10 to 20 mV. The most frequent
value for the single-channel conductance
of mitochondrial porins in 1 M KCl (the
conditions of Fig. 1) was about 4 to 5 nS
(see Fig. 2 for a histogram of conductance
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Fig. 2 Histogram of conductance fluctuations observed with
membranes of diphytanoyl phosphatidylcholine/n-decane in the
presence of N. crassa porin. P(G) is the probability for the
occurrence of a conductance step with a certain single-channel
conductance (given in nS). The aqueous phase contained
1 M KCl. The voltage applied was 10 mV. The mean value of all
upward directed steps was 4.2 nS for the right-side maximum and
2.5 nS for the left-side maximum (in total 187 single events);
T = 25 ◦C.

fluctuations observed with N. crassa porin).
Only a limited number of smaller steps
were observed under these conditions
(about 25% of the total number of con-
ductance steps). It should be noted that
smaller steps are also found for other mi-
tochondrial porins, including those from
yeast, rat liver, and a number of cells
from other tissues including mammalian
cells. They may be explained as substates
of the pore with the exception of porin
from Paramecium mitochondria, where
only small pores with a single-channel
conductance around 2.5 nS were observed
in 1 M KCl. This result may indicate that
the mitochondrial outer membrane pore
does not only switch to substates but that
it may also exist in two different stable
conformations. The channels formed by
eukaryotic porins are wide and water filled.
This is the result of measurements with

salts composed of different anions and
cations. Even large organic anions and
cations such as Tris+ and HEPES−, were
found to be permeable through the open
state of mitochondrial porins (see Table 1).
The single-channel conductance of these
salts is a linear function of the specific
conductivity of the bulk aqueous phase at
small membrane potentials.

3.2
Eukaryotic Porins are Voltage-gated

The current recording shown in Fig. 1
demonstrates that closing events represent
only a minor fraction of the recordings
at 10 mV transmembrane potential. At
larger voltages, beginning from about 20
to 25 mV, the number of closing events
increases. They are always smaller than
the initial on-steps, which indicate that
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Tab. 1 Average single-channel conductance of
porin 31HL from human T-lymphocytes in
different salt solutions.

Salt c [M] G [nS]

KCl 0.01 0.05
0.03 0.15
0.1 0.45
0.3 1.3
1.0 4.3
3.0 11

LiCl 1 3.2
K-acetate 1 1.5
Tris–HCl 0.5 1.5
Tris–HEPES 0.5 0.18
K-MES 0.5 0.70

The solutions contained 5–10 ng mL−1 porin
31HL and less than 0.1 µg mL−1 of the detergent
NP-40; the pH was between 6.0 and 7.0. The
membranes were made of diphytanoyl
phosphatidylcholine/n-decane; T = 25 ◦C;
Vm = 10 mV. G was determined by recording at
least 70 conductance steps and averaging over
the right-hand maximum (see Fig. 2). c is the
concentration of the salt solution.

the pores switched to ion-permeable sub-
states at voltages higher than 20 mV. An
experiment of this type is shown in Fig. 3.
Transmembrane potentials of +50 and
−50 mV were applied to a membrane con-
taining first three (upper trace) and then
four (lower trace) mitochondrial pores
from Paramecium. The arrow indicates the
reconstitution of the fourth channel, which
closes after about 0.8 s. The membrane
conductance decays in defined steps to
smaller values. Similar experiments were
also performed with membranes contain-
ing many mitochondrial porins, such as
shown in Fig. 4. Voltages of −40 and
+40 mV were applied to a diphytanoyl
phosphatidylcholine/n-decane membrane
containing about 150 mitochondrial porin
channels from Paramecium. In this case,
the closing steps cannot be resolved be-
cause of the large number of pores in the
membrane. The current decays in a sin-
gle exponential function (see Fig. 4). The

+50 mV

0 mV

−50 mV

0.2 nA

1 S

Fig. 3 Voltage-dependence of Paramecium porin. First a voltage of
+50 mV was applied to a membrane containing three channels (upper
trace). During the experiment, a fourth channel was reconstituted into
the membrane (arrow), which closed after 0.8 s. Then, −50 mV was
applied to the same membrane containing four channels (lower
trace). The porin channels closed in defined steps. The membrane
was formed from diphytanoyl phosphatidylcholine/n-decane. The
aqueous phase contained 0.5 M Tris–HCl (pH 7.2); T = 25 ◦C.
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100 nA

2 s

+40 mV

0

−40 mV

Fig. 4 Voltage dependence of Paramecium porin in a
mutichannel experiment. About 150 porin pores were
incorporated in a membrane from 1% diphytanoyl
phosphatidylcholine/n-decane. The voltage across the
membrane was switched to −40 mV (with respect to the
cis-side, the side of the addition of 500 ng mL−1 protein) and
then to +40 mV. The channels switched to substates of the open
state in a single exponential curve. The aqueous phase contained
1 M KCl (pH 6); T = 25 ◦C.

K−MES

KCI

TRIS−CI

G/G0

−80 80−40 400

Vm/mV

0.8

0.4

Fig. 5 Ratio of the conductance, G, at a
given voltage, Vm, divided by the
conductance, G0, at 5 mV as a function
of the voltage. The aqueous phase
contained either 0.5 M KCl,
0.5 M K-MES or 0.5 M Tris–HCl (pH in
all cases, 7.2). The cis-side contained
50 ng mL−1 Paramecium porin. The sign
of the voltage is given with respect to
the cis-side, the side of the addition
of porin.

results of this and additional experiments
at different voltages allowed the evaluation
of the voltage dependence. The steady state
conductance showed a bell-shaped curve as
a function of the applied voltage when the
conductance at a given voltage G(V) di-
vided by G0 at zero potential is plotted as
a function of membrane voltage. Figure 5

shows the results for Paramecium porin
and three different salts (KCl, K-MES and
Tris–HCl, all at pH 7.2). The results differ
somewhat for different salts, although the
voltage dependence is approximately the
same. This has to do with the selectivity
of the open channel as compared to that
of the closed state (see below). The data
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Fig. 6 Semilogarithmic plot of the
ratio, No/Nc as a function of the
transmembrane potential Vm. The data
were taken from Fig. 5. The closed
circles indicate the measurements with
positive voltages, Vm, while the squares
show measurements with negative
potentials (with respect to the cis-side,
the side of the addition of the protein).
The slope of the straight lines is such
that an e-fold change of No/Nc is
produced by a change in Vm of 13 mV.
The midpoint potential of the No/Nc
distribution (i.e. No = Nc) is 35 mV for
positive potentials (circles) and – 28 mV
for negative potentials (squares). Only
data for KCl are shown.

1

0.1

10

0.01
−80 −40 0 40 80

Vm [mV]

No/Nc

given in Fig. 5 could be analyzed as pro-
posed previously, based on an earlier study
of excitability-inducing material (EIM) by
calculating the ratio of the number of open,
No, to closed channels, Nc, from the data
of the bell-shaped curves of Fig. 5:

No/Nc = (G − Gmin)/(G0 − G) (1)

where G is in this equation the conduc-
tance at a given membrane potential Vm,
G0 and Gmin are the conductance at zero
voltage and very high potentials, respec-
tively. The open to closed ratio of the
channels, No/Nc, is given by:

No/Nc = exp[−nF(Vm − V0)/RT ] (2)

where F (Faraday’s constant), R (gas
constant) and T (absolute temperature)
are standard symbols, n is the number
of gating charges moving through the
entire transmembrane potential gradient
for channel gating (i.e. a measure for the
strength of the interaction between the
electric field and the open channel), and
V0 is the potential at which 50% of the
total number of channels are in the closed
configuration (i.e. No/Nc = 1).

A semilogarithmic plot of the data given
in Fig. 5 shows that they could be fitted

to a straight line with a slope of 13 mV
for an e-fold change of Vm (because
RT/F = 25 mV). This result suggests that
the number of charges involved in the
gating process is approximately 2 in the
case of Paramecium porin (see Fig. 6).
The distribution of open and closed
channels, No/Nc, follows a Boltzmann
distribution. This means that (2) allows
also the calculation of the energy difference
for channel gating according to:

No/Nc = exp[−W(Vm)/RT ] (3)

W(Vm) is the voltage-dependent energy
difference of one mole channels between
the open and the closed state. A compar-
ison of (2) and (3) shows that W(Vm) =
nF(Vm − V0). The energy needed for chan-
nel closure, nFV0, calculated from the
data of Figs. 5 and 6 is approximately
7.7 kJ mol−1, an energy that is not very
high. It is considerably below the energy
of one hydrogen bond, which means that
channel gating is a low-energy process.

The time constant τ of the single expo-
nential relaxation process shown in Fig. 4
decreases with increasing voltage. Inter-
estingly, the time constants could be fitted
to a similar formalism as given in (2)
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for the ratio No/Nc, which means that
a semilogarithmic plot of the time con-
stants versus voltage yields a straight line.
The slope of this line corresponded to an
e-fold decrease of the time constant τ for
an increase of the voltage by about 13 mV
under the conditions of Fig. 4. This re-
sult suggested again that the number of
gating charges involved in channel gat-
ing is about 2, which agreed satisfactorily
with the number of gating charges de-
rived from the plot of No/Nc (see Fig. 5).
The time constant of the switching of the
pores from the ‘‘closed’’ to the ‘‘open’’ state
could not be followed for mitochondrial
porins within the time resolution of the ex-
perimental instrumentation (about 1 ms).
Figure 7 shows an experiment in which
the voltage across a lipid bilayer membrane
containing about 30 yeast porins was first
set to 70 mV. After the exponential de-
cay of the membrane current, the voltage
was decreased to 20 mV (arrow), but no
relaxation was observed (see Fig. 7). This
result indicated largely different reaction
rates for the closing and opening of the
mitochondrial porins.

All eukaryotic porins studied to date
are voltage dependent. Nevertheless, the
threshold voltage for complete channel clo-
sure is somewhat different for porins from
different organisms. Whereas 35 mV is

sufficient to decrease the initial conduc-
tance of yeast porin to 50%, about 90 mV
has to be applied to membranes contain-
ing porin from rat brain to obtain the same
effect. Semilogarithmic plots of the ratio
No/Nc showed that both V0 and n were
different in these cases. These results indi-
cated that the number of charges involved
in the gating process varies for mitochon-
drial porins from different organisms.

3.3
Single-channel Conductance of the Closed
States

The closed state of eukaryotic porins has
a reduced permeability for ions. Single-
channel conductance experiments allow
the evaluation of the conductance of the
closed state at higher membrane potentials
of 30 or 40 mV. At these voltages, the
open state of the channels has only a
limited lifetime because of the voltage
dependence of the open state. It is possible
to evaluate the single-channel conductance
of the closed state by subtracting the
conductance of the closing events from
those of the open state. Table 2 shows
the results of these type of measurements
obtained for three different salts and two
types of porin, from yeast and VDAC1 from
a human B-lymphocyte cell line (porin
31HL). The single-channel conductance

4 nA

0
1 S

70 mV 20 mV
Fig. 7 Voltage dependence of the open and
closed states of yeast porin. The voltage across a
diphytanoyl phosphatidylcholine/n-decane
membrane containing about 30 channels was first
set to 70 mV at the cis-side of the membrane.
After the relaxation of the membrane current
(time constant about 1.5 s), the voltage was
decreased to 20 mV (arrow). The opening of the
channels was very fast (less than 50 ms) and
could not be followed at the timescale of the
experiment. The aqueous phase contained
1 M KCl and 20 ng mL−1 1 yeast porin at the
cis-side of the membrane; T = 25 ◦C.
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Tab. 2 Average single-channel conductance of
the open and closed states of yeast and human
porins in different 0.5 M salt solutions.

Salt Open state
[nS]

Closed state
[nS]

Yeast porin
KCl 2.3 1.3
K-MES 0.95 0.65
Tris–HCl 1.5 0.30
Human porin

(porin 31 HL)
KCl 2.4 1.4
K-MES 0.70 0.65
Tris–HCl 1.5 0.30

The pH of the aqueous salt solutions was
adjusted to 7.2. The protein concentration was
between 5 and 10 ng/ml; Vm = 30 mV,
T = 25 ◦C. The single-channel conductance of
the closed state was calculated by subtracting
the conductance of the closing events from the
conductance of the initial opening of the pores.

of the closed state of the pore was
considerably smaller for Tris–HCl than for
K-MES, despite a similar aqueous mobility
of K+ and Cl−. This result suggested that
the closed state(s) of mitochondrial porins
is cation selective.

3.4
Selectivity of the Open and Closed States of
Eukaryotic Porins

The data in Table 1 suggests that ions
move through the open state of mito-
chondrial porin in the same way they
move in the bulk aqueous phase. Inter-
estingly, the pores also exhibit certain
specificity for charged solutes because the
single-channel conductance in potassium
acetate is somewhat smaller than that in
LiCl despite the same aqueous mobility of
lithium ions as compared to acetate (see
Table 1). This means that the mitochon-
drial porin is selective although it is a

wide and water-filled channel in the open
state. Experiments with lipid bilayer mem-
branes under zero-current conditions and
an externally applied concentration gradi-
ent, c′′/c′, across the membrane allow the
evaluation of the ionic selectivity. From
the membrane potential, Vm, caused by
the preferential movement of one sort
of ions through the channel, the ratio
Pcation/Panion of the permeabilities for
cations and anions can be calculated using
the Goldman–Hodgkin–Katz equation.

Table 3 shows the zero-current mem-
brane potentials and the permeability
ratios for different mitochondrial and eu-
karyotic porins [porin 31HL (human), rat
liver, yeast, and Paramecium] in potassium
chloride, potassium acetate, and lithium
chloride. It is obvious from the data of
Table 3 that the asymmetry potential and

Tab. 3 Zero-current membrane potentials, Vm,
of membranes from diphytanoyl phosphatidyl-
choline/n-decane in the presence of rat liver,
yeast, and Paramecium mitochondrial porins
measured for a 10-fold gradient of different
saltsa.

Salt Vm [mV] Panion/Pcation

Rat liver
KCl (pH 6) −11 1.7
LiCl (pH 6) −24 3.4
K acetate(pH 7) +14 0.50
Yeast
KCl (pH 6) −7 1.4
LiCl (pH 6) −20 2.6
K acetate (pH 7) +14 0.5
Paramecium
KCl (pH 6) −11 1.7
LiCl (pH 6) −24 3.4
K acetate (pH 7) +14 0.50

aVm is defined as the potential of the dilute side
(10 mM) relative to that of the concentrated side
(100 mM); the temperature was 25 ◦C. Panion/

Pcation was calculated from the Goldman–
Hodgkin–Katz equation.
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the ion selectivity of mitochondrial porins
are dependent on the combination of dif-
ferent anions and cations. The different
porin channels are slightly anion selective
(ratio Pcation/Panion = 2 : 1) for potassium
and chloride, which have approximately
the same aqueous mobility. For the com-
bination of the less mobile lithium ion
(because of its larger hydration shell) with
chloride, the anion selectivity increases.
Since the ions move within the chan-
nel in a similar way as in bulk aqueous
phase, the channel becomes cation selec-
tive for potassium acetate because of the
smaller mobility of acetate as compared
with potassium ions. This result repre-
sents another support for the assumption
of the mitochondrial pore as a wide water-
filled channel in the ‘‘open’’ state.

The open state of all mitochondrial
porins characterized so far is slightly
anion selective for salts composed of
equally mobile cations and anions such
as KCl (see above). The mitochondrial
porins switch to closed states when
the transmembrane voltage exceeds 20
to 30 mV. These states definitely have
reduced ion permeability as the bell-
shaped curves of Fig. 5 clearly indicate.
The ion selectivity of the closed states
cannot be measured using zero-current
membrane potential measurements with
pores in the closed state. However, the
results of Fig. 5 and Table 2 suggest that
the closed state is cation selective since for
the combination K-MES (a mobile cation
combined with a less mobile anion) the
conductance in the open and in the closed
states differs only little. The difference
between open state and closed state is more
substantial for Tris–HCl (a mobile anion
combined with a less mobile cation). This
result suggests indeed that the channel is
cation selective in the closed state.

4
Inhibition of the Mitochondrial Pore

Konig and coworkers showed that an
amphiphilic, synthetic polyanion (a copoly-
mer of 10 kDa molecular mass of
methacrylate, maleate, and styrene in a
1 : 2 : 3 proportion) inhibits different carri-
ers in the mitochondrial inner membrane
and the ATPase. It is possible that these
effects have nothing to do with a direct in-
teraction between the polyanion and inner
membrane carriers. Moreover, it seems
that the polyanion binds to mitochondrial
porin and shifts its voltage dependence in
a defined way, thus closing the channel
when the membrane voltage has a neg-
ative sign at the cis-side, the side of the
addition of the polyanion. For a positive
potential at the cis-side, the channel is al-
ways in its open configuration even for
voltages up to 120 mV and higher. The
effect of the polyanion on mitochondrial
porin from rat liver is demonstrated in
Fig. 8. First the voltage dependence of
reconstituted rat liver porin was studied
and showed the typical bell-shaped curve.
The polyanion was added at a concen-
tration of 100 ng mL−1 polyanion to one
side of the membrane (the cis-side). When
the voltage had a negative sign on the
cis-side, the membrane current started to
decrease at smaller voltages than without
the polyanion. A membrane potential of
−10 mV was already sufficient to close the
channels. Higher voltages (−40 mV; see
Fig. 8) resulted in a more rapid closure
of rat liver porin (relaxation time constant
smaller than 100 ms), whereas +40 mV
had no effect on porin-induced membrane
conductance. Even voltages with magni-
tudes up to +120 mV did not result in any
current decrease, which means that the
polyanion stabilized the pore in the open
state if the sign of the transmembrane
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+40 mV

0 mV

−40 mV

4 nA

200 ms

Fig. 8 Asymmetric current response of rat liver porin after application of
membrane potentials of different polarity. The membrane was made of
asolectin/n-decane. The concentration of the porin was 100 ng mL−1 in
the 1 M KCl solution. The cis-side contained in addition 1µg mL−1

polyanion. A membrane potential of +40 mV (upper trace) and −40 mV
(lower trace) was applied to the membrane (referred to as the cis-side)
40 min after the addition of the porin and 10 min after that of the
polyanion. Note that the membrane current only decreased if the cis-side
was negative; T = 25 ◦C.

potential was positive on the cis-side. The
addition of the polyanion to both sides
resulted in a bell-shaped curve because
the channels closed at positive and neg-
ative potentials. However, the parameters
of channel closure were completely dif-
ferent to those without polyanion, that
is, n was much larger (about 4–5) and
V0 was smaller than 10 mV. The experi-
mental data suggest that there does not
exist a ‘‘sideness’’ for the interaction of
the polyanion with porin, which means
that the polyanion can interact with the
gate(s) from both sides of the channel.
Furthermore, the asymmetric effect of the
polyanion on rat liver porin was stable dur-
ing the whole lifetime of the membranes
(up to several hours), indicating that the
polyanion could not penetrate the channel.

The interaction of the polyanion with mi-
tochondrial porins from different sources
also allows us to measure the conductance
of the closed state when the polyanion was

added at a concentration of 100 ng mL−1

to the side of the membrane with negative
polarity (the cis-side). The single-channel
conductance was about half that of the
open state measured at low voltage, which
means that the closed channels are still
permeable for ions, which makes a direct
polyanion-induced block of the channel
rather unlikely. Table 4 shows the effect
of polyanion on the single-channel con-
ductance obtained with salts other than
KCl. The reduction of the single-channel
conductance caused by the polyanion is
especially large when a mobile anion (e.g.
Cl−) is combined with a less mobile cation
(e.g. Tris+). In this case, the single-channel
conductance was reduced to less than
10% of the open state value. The effect
of the polyanion on combinations of mo-
bile cations with less mobile anions (e.g.
on K-MES) was very small. These results
are consistent with the assumption that
the slightly anion-selective channel in the
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Tab. 4 Average single-channel conductance of
the open and the polyanion-induced closed state
of rat liver mitochondrial porin in different 0.5 M
salt solutions. (The pH of the aqueous salt
solutions was adjusted to 7.2. The membrane
voltage was 10 mV at the cis-side; T = 25 ◦C.
The aqueous phase contained in the
measurements of the closed state 0.1 µg mL−1

polyanion added to the cis-side).

Salt Open state
[nS]

Closed state
[nS]

KCl 2.2 1.2
LiCl 1.8 0.40
K acetate 1.1 0.85
K-MES 0.88 0.74
Tris–HCl 1.5 0.25

open state becomes highly cation selective
in the closed state (see also Fig. 5). This was
also the result of selectivity measurements
in the presence of polyanion. The ratio
Pcation/Panion for rat liver porin in selec-
tivity measurements without polyanion is
approximately 0.6 for KCl. For a polyanion
concentration of 15 µg mL−1 on both sides
of the membrane, Pcation/Panion increases
to about 10, which suggests that chlo-
ride has a very small permeability through
the polyanion-mediated closed state of rat
liver porin.

Channel blockage by the polyanion can
be compared to the situation in whole
mitochondria in which polyanions added
to the outside (presumably the negative
side of the outer membrane) are able to
close the channel and inhibit the pas-
sage of anionic metabolites across the
mitochondrial outer membrane, including
ADP and ATP, thus blocking the mito-
chondrial metabolism. Other polyanions
such as dextran sulfate have a similar
effect on the voltage dependence of mi-
tochondrial porin, but these compounds
need a considerably larger concentration

for channel closure than the polyanion.
In addition to the different polyanions,
the action of a protein component from
mitochondria was studied in mitochon-
dria and in reconstituted systems. This
‘‘modulator’’ exhibits a similar action
on the porin channel as the polyanion,
which means that it disturbs nucleotide
exchange across the outer membrane
and shifts the voltage dependence of
the channel in a dose-dependent way.
Although its action is known, it has
not been possible to identify the mod-
ulator. It is presumably a polypeptide
since it is susceptible to pronase, that
is, its action on porin is destroyed by
pronase treatment.

5
Structure of the Channel Formed by
Eukaryotic Porins

5.1
Primary Structure of Eukaryotic Porins

The primary structure of eukaryotic porins
from many organisms, including humans,
mouse, fruit fly, plants, yeast, fungi, and
Dictyostelium, is known to date. With the
exception of porin 31HL (HVDAC1 from
humans), all were derived from their
cDNA sequences. Porin 31HL is known
from its amino acid sequence. Despite
many variations of single amino acids, all
sequences are related to one another and
have an approximate length of about 280
amino acids. Figure 9 shows a compari-
son of the amino acid sequences of hu-
man (HVDAC1, porin 31HL), Drosophila
melanogaster, potato, Saccharomyces cere-
visiae and N. crassa mitochondrial porins.
Despite the clear homology between the
different sequences, only 15 (out of about
280) amino acid residues are strictly
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Fig. 9 Comparison of the amino acid sequences of human (HVDAC1, porin 31HL), D.
melanogaster, potato, S. cerevisiae and N. crassa mitochondrial porins using BLAST. Three or
more identical amino acids are shaded. Points indicate identical amino acids in all five
sequences.

conserved in all five porins (marked by
points in Fig. 9). The most remarkable
identity in all five porins is the GLK triplet
near amino acid 90, which may play an
essential, but unknown, role in eukary-
otic porin function. However, it is not the
place of ATP binding. Otherwise, the iden-
tities between the five porins are rather
small in large stretches of the aligned

porin sequences. These results suggest
that the possible β-barrel structure of mi-
tochondrial porins (see below) tolerates
extensive amino acid variations without
substantial alterations in the secondary
structure and of the function of a voltage-
dependent membrane channel, which was
found for all the mitochondrial porins.
Similarly, all porins form wide water-filled
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channels with an average single-channel
conductance of about 4 nS in 1 M KCl,
that are slightly cation selective in the
open state and highly cation selective in
the voltage-dependent closed state.

No identity exists between primary se-
quences of mitochondrial porins and those
of bacterial porins, especially of pho-
totrophic bacteria, which are related to the
ancestor of mitochondria. On the other
hand, the structure and function of bacte-
rial porins as channels are clearly similar
to those of the mitochondrial porins,
since they both contain predominantly an-
tiparallel β-barrel stave structures, which
form hollow cylinders in the outer mem-
brane and they both have similar molec-
ular masses. Hydropathicity plots indicate
that the primary sequence of mitochon-
drial porins is predominantly hydrophilic
(46–50% polar residues). This clearly dis-
tinguishes them from the ion channels
in nerve and muscle tissue with their
typical α-helical structure, although the
p-elements of potassium and similar ion
channels contain an approximately 20-
amino acid stretch that lines the channel
and is organized similar to a β-sheet struc-
ture. Eukaryotic porins contain only about
a 19-amino acid long stretch at the N-
terminal end that may form an α-helical
region. The function of the amphipathic
α-helical structure is still a matter of de-
bate, and it is suggested that it has to do
with channel gating; protein targeting or it
is even a part of the channel itself.

5.2
Secondary Structure of Mitochondrial
Porins

The secondary structure of most mitochon-
drial porins was analyzed using computer-
based prediction programs. The simplest

possibility of identifying amphipathic β-
strands is the method proposed by Vogel
and Jahnig. It is based on the observation
that every second amino acid in a sided β-
strand is either on average hydrophobic or
hydrophilic. This means that one side of a
β-strand is hydrophilic and faces the chan-
nel interior; the other side is hydrophobic
and faces the lipid side chains. In addition
to this simple approach, more sophisti-
cated methods are also possible, such as
secondary structure predictions based on
a neural network-based predictor, which is
suitable for finding β-sheets along protein
sequences and is trained to recognize the
topography of known bacterial β-strands.
An example of this treatment is given in
Fig. 10 for N. crassa porin. Within its pri-
mary sequence, 16 amphipathic β-strands
(indicated by shaded boxes) can be recog-
nized by this method. All studies of porin
structure agree that the eukaryotic porins
contain a high degree of antiparallel β-
sheets as the main structural feature. The
results of the secondary structure predic-
tions are supported by CD measurements
of eukaryotic porins. Native and recombi-
nant porin from N. crassa shows, in these
experiments, a high degree of β-sheet
structure. In general, the recombinant
porins seem to be a valuable model system
for the study of eukaryotic porins by spec-
troscopic methods, in which high amounts
of protein are needed. CD spectroscopy of
root plastid porin was performed to deter-
mine the secondary structure of the protein
under different conditions. It has a high
degree of β-sheet structure in the non-
ionic detergent Genapol X-80 and in lipid
vesicles. Although the presence of sterols
is essential for reconstitution of eukary-
otic porins in lipid bilayer membranes,
the presence of sterols in the experiments
with lipid vesicles does not change the
CD spectra. The more polar detergent
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Fig. 10 Model of the arrangement of N. crassa porin in the
membrane. The 16 putative β-strands are shaded in gray. Taken
from Casadio, R., Jacoboni, I., Messina, A., De Pinto, V. (2002) A
3D model of the voltage-dependent anion channel (VDAC),
FEBS Lett. 520(1–3), 1–7 with permission.

SDS induces a large amount of α-helix
structure in the protein. Similar results
were obtained from experiments with two
plant porin isoforms using attenuated total
reflection Fourier-transform infrared spec-
troscopy (ATR-FTIR). Here, the β-sheet
content of the eukaryotic porins was about
50%. Furthermore, the arrangement of the
porins as detected by ATR-FTIR was very
similar to that of OmpF of E. coli.

5.3
Structure of the Channel-forming Unit

Two different models of the channel-
forming unit were derived from secondary
structure predictions, site-directed muta-
genesis, and deletion of part of the primary
sequence of mitochondrial porins. One
model assumes that the channel is com-
posed of either 12 (yeast) or 13 (N. crassa)

β-strands and the amphipathic N-terminal
α-helix as part of the channel. This means
that in the yeast model C- and N-termini
of porin are on different sides of the mem-
brane. It is, however, more likely that both
are on the same side of the mitochondrial
outer membrane because of the similarity
to the situation in gram-negative bacte-
ria, where they are at the periplasmic side
of the outer membrane. According to the
model, the amphipathic N-terminal α-helix
resides in the lumen wall as part of chan-
nel gating. Its displacement by voltage
should result in some sort of structural
rearrangement of the pore, which leads
to partial channel closure. Our own ex-
periments with �N mutants of N. crassa
porin (�N2–12porin and �N3–20porin)
suggest that the N-terminus itself seems
to be important for overall channel stabil-
ity, rather than being directly involved in
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gating. The gating characteristics of the
�N channels were only slightly different
from those of the wild-type channels, in-
dicating that the structures responsible
for the gating process are still intact in
these mutants. This means that the N-
terminus probably does not reside in the
lumen wall of the mitochondrial outer
membrane channel.

The second model assumes that the
channel is formed by 16 antiparallel
membrane-spanning β-strands, similar to
the arrangement for general diffusion
pores in the bacterial outer membranes.
In this case, the amphipathic α-helix at
the N-terminal end is localized within the
surface of the membrane and exposed to
the aqueous phase because it represents
a major antigenic determinant of mito-
chondrial porins. These results suggest
that the N-terminus is indeed localized in
the surface of the membrane, most prob-
ably on the side of the intermembrane
space of mitochondria; however, its possi-
ble role in channel gating remains open,
but it may play a major role in channel

stability (see below). Treatment of intact
and broken bovine heart mitochondria
with different proteases identified differ-
ent cleavage sites of the pore-forming unit
exposed to the aqueous phase and this was
unchanged whether intact or broken mi-
tochondria were exposed to the proteases.
The cleavage sites are probably localized
within surface-exposed loops of the pro-
tein. The C-terminal end may also be
exposed to the surface, but it is not accessi-
ble to proteases because only a few amino
acids may be localized outside the mem-
brane. The C-terminus of N. crassa porin is
clearly organized in antiparallel β-strands.
The mutant that lacks 15 amino acids at
the C-terminal (�C269–283porin) showed
the same channel-forming activity as wild-
type porin. It had a smaller single-channel
conductance than wild-type protein, indi-
cating a smaller channel size. However, its
other biophysical properties, in particular,
the voltage dependence, were identical to
those of wild-type porin.

Figure 11 shows a model for N. crassa
porin derived from neural network-based

(a) (b)

Cytosol

Membrane

Intermembrane
space

Fig. 11 Schematic view of the 3-D structure of the N. crassa porin. Note that
the location of the N-terminus is not given. The coordinates were kindly
provided by Rita Casadio and Vito De Pinto. (a) Side view. (b) View from the
mitochondrial surface-exposed side.
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predictors. The result of the prediction
was compared to bacterial β-sheet proteins
and used to align the primary sequence in
coordinates of a three-dimensional (3-D)
model. It is very similar to that proposed
for yeast porin using the same formalism
and has 16 antiparallel β-strands similar
to the general diffusion porins of gram-
negative bacteria. The model of N. crassa
porin is shown in Fig. 11 ((a) from the side
and (b) from the top). N- and C-termini
are probably localized on the inner surface
of the mitochondrial outer membrane
(similar to the situation in gram-negative
bacteria. The β-strands of N. crassa porin
are tilted by about 40◦ to 60◦ similar
to those of general diffusion pores. The
loops connecting two β-strands are short
on the internal surface of mitochondrial
outer membrane and small at the opposite
side. The hole is slightly oval and has a
diameter of about 2.5 to 3 nm. The position
of the amphipathic α-helical structure (not
shown in Fig. 11) presumably represents a
major problem for the validity of the model
because it should somehow be involved in
the stability of the pore as experiments
with N-terminal deletion porins suggest.
A simple, hollow β-stranded cylinder is
presumably not stable in a membrane
because of the lateral pressure in a lipid
bilayer. It may result in a variation of its
size as was shown for FhuA when the cork
inside the β-barrel cylinder was removed.
All known β-stranded membrane channels
are somehow stabilized in their structure.
External loop 3 stabilizes the bacterial
porin channels. The α-hemolysin channel
of Staphylococcus aureus is stabilized by the
huge mushroom-like protrusion on the cis-
side of the membrane and the receptors
(for iron-siderophores or vitamin B12) are
stabilized by the cork. A similar stabilizing
element is also missing in both models for
eukaryotic porins.

The model with 16 membrane-spanning
β-strands appears to be more likely than
that containing 13 (12) β-strands and
the amphipathic N-terminus, although
the latter model cannot be ruled out
completely. The reasons for this can be
summarized as follows:

• The porin channel is the primordial
outer membrane channel and existed
already when mitochondria evolved. Its
overall structure may have been con-
served, although there does not exist any
homology between the primary struc-
tures of mitochondrial and bacterial
porins. It has to be noted that homology
between different bacterial porins can
be very low, but the channel structure is
well preserved.

• The amphipathic α-helix at the N-
terminal end is the major antigenic
determinant of eukaryotic porins, which
means that it is probably not hidden
inside the membrane.

• The results of experiments in which
channel properties are changed by site-
directed mutagenesis or by chemical
modifications have to be taken with
some care since the change of a single
amino acid may induce a change that is
related to a completely different region
of the channel.

5.4
Are Sterols Involved in the Formation of the
Channel-forming Unit?

Mitochondrial inner and outer mem-
branes have different lipid compositions.
The inner membrane contains cardiolipin,
whereas sterols of different kind are ex-
clusively found in the outer membrane
dependent on the organism. Purified
N. crassa porin contains the sterol ergos-
terol. Water-soluble mitochondrial porin
from N. crassa that lost its associated
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lipids and sterols needs sterols for func-
tional reconstitution into lipid bilayer
membranes. The detergent Triton X-100
plays a critical chaperone-like role in
this process, similar to what has been
found in the folding of bacterial porins.
The role of different sterols was stud-
ied in the functional reconstitution of
water-soluble porins from Dictyostelium
discoideum, Paramecium, plant, and rat
liver. The water-soluble porins regain their
channel-forming ability after preincuba-
tion of the polypeptides with sterols in the
presence of detergents. Some of the sterols
can replace one another for channel forma-
tion, but influence channel gating. Inter-
estingly, a sterol content of five cholesterol
molecules per polypeptide unit was cal-
culated in pig heart porin purified using
the detergent LDAO. Sterols are proba-
bly not tightly bound to the polypeptide.
The removal of sterols from the channel-
forming complex may be responsible for
the substantial loss of channel-forming
activity during purification of mitochon-
drial porins.

5.5
Electron Microscopic Analysis of
Mitochondrial Porin

Three-dimensional crystals of mitochon-
drial porin have not been obtained to
date, which means that its tertiary fold-
ing structure is still not clear. However,
it was possible to study 2-D crystals of
fungal and recombinant human porin us-
ing electron microscopic analysis. Porin
from N. crassa mitochondria crystallizes
in periodic polymorphs with well-defined
lattice parameters when outer membranes
are subjected to phospholipase A2 treat-
ment. According to the Fourier-filtered
electron microscopic images of the crys-
talline arrays, the mitochondrial pore is a

cylinder normal to the membrane plane
with an outer diameter of about 3.8 nm
for the hydrocarbon cylinder (the diame-
ter of the polypeptide backbone is about
3.8 nm) and an inner diameter of about
2.5 nm. The crystalline arrays are com-
posed of subunits that contain six porin
channels. The lattice geometry responds
to a number of external compounds. In
particular, polyanion binds to the porin
and leads to a substantial contraction
of the lattice. Besides polyanion, apocy-
tochrome c and the targeting sequence
of an imported cytochrome oxidase sub-
unit seem to bind to the periphery of
the porin channel. More recently, 2-D
crystals of N. crassa porin were analyzed
using single-particle approaches. The re-
sults look promising, but it is not known
yet if these approaches will lead to an
improved resolution of porin structure.
Human porin expressed in E. coli and re-
constituted using detergent dialysis also
forms 2-D crystals. The data derived from
electron microscopic analysis of these crys-
tals agree basically with those derived from
2-D crystals of N. crassa porin, but two
neighboring molecules have opposite di-
rections, which means that the 2-D crystals
of human porin are not suitable for high-
resolution imaging.

6
Conclusions

Eukaryotic porins form large water-filled
channels in the ‘‘open’’ state with di-
ameters around 2.5 to 3 nm that are
slightly anion selective. The channels
appear to be voltage-gated starting at
about 20 to 30 mV and switch to ion-
permeable closed states that are highly
cation selective. Eukaryotic porins rep-
resent the major permeability pathway
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of mitochondrial outer membranes, al-
though porin-deficient mitochondria also
exhibit oxidative phosphorylation. In ad-
dition to mitochondrial localization, there
exists emerging evidence that other cellu-
lar compartments also contain eukaryotic
porins with a yet unknown function. The
first indication was the extramitochon-
drial location of porin 31HL, which is
localized in the cytoplasmic membrane
of a transformed human B-lymphocyte
cell line. A similar channel is localized
in astrocytic plasma membranes. Later,
more evidence was found of such a
location because a 36-kDa porin-like pro-
tein from rat brain copurified with the
γ -aminobutyric acid/benzodiazepine re-
ceptor protein. It is possible that the
channel from the astrocytic plasma mem-
brane and the 36-kDa protein from rat
brain relate to the ‘‘maxi’’ chloride chan-
nels present in the cell membrane of
a number of eukaryotic cells. In ex-
cised patches, the channel has a max-
imum open probability at zero voltage,
similar to the situation in lipid bilayer
experiments.

The electrophysiological characteriza-
tion of mitochondrial porin suggests that
the permeability properties of the mi-
tochondrial outer membrane could be
voltage controlled. The generation of a
voltage across the mitochondrial outer
membrane is still open and it is not
clear if the close apposition of inner
and outer membranes in situ mitochon-
dria is sufficient for electric coupling of
both membranes and for channel gat-
ing. Furthermore, the exact mechanism
of channel gating and the residues respon-
sible for selectivity in the different states
are completely open. In general, there ex-
ists some knowledge about the secondary
structure of the eukaryotic porins. How-
ever, the precise 3-D structure, including

the exact number of membrane-spanning
β-strands and the diameter, are still un-
known. Crystallographic data are badly
needed to give clear answers to these ques-
tions and possibly also the localization of
sterols in the channel-forming unit. An-
other open problem is the assembly of the
porin channel. It is unlikely that it (i.e.
the β-strands) forms inside a membrane
since eukaryotic porins are polar proteins
and are synthesized as water-soluble pre-
cursors outside membranes. This means
that the channel is formed chaperone-
promoted on the (inner?) surface of the
mitochondrial outer membrane at a recep-
tor site (Tom 20) from polypeptide and
sterols. After formation, the channel in-
serts into the membrane using the general
import pathway (TOM). So far it is not
clear if it requires special insertion sites in
the mitochondrial outer membrane or if
the insertion process is similar to that in
lipid bilayer membranes. In any case, it is
likely that the channel is preformed before
insertion. The preformation of channels
in the aqueous phase or on the membrane
surface is probably also the reason why
lipid bilayer membranes represent a pow-
erful tool for the study of mitochondrial
and bacterial porins.
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Keywords

Axoneme
The core structure of the eukaryotic flagella and cilia composed of nine outer doublets
of microtubule and a central pair of single microtubules, called ‘‘9 + 2’’.

Bacterial Flagellum
A long filamentous propeller rotated by a rotary motor used for bacteria swimming,
composed of ∼25 different proteins. Driven by ion flows through the motor part
embedded in the cytoplasmic membrane.

Cilium
A short hairlike organelle found in many cells with almost the same structure with the
eukaryotic flagella. Working for the transport of fluids over epithelial cells by a whiplike
stroke. Some work as a sensor.

Dynein
A processive motor protein complex. Axonemal dynein generates the force of the
eukaryotic flagellar and ciliary bending.

Eukaryotic Flagellum
A long filamentous organelle used for protozoan and metazoan sperm swimming,
composed of highly organized microtubules and ∼250 associated proteins. Showing a
wavelike oscillatory motion generated by the dynein motor within the filament using
the energy of ATP hydrolysis.

Flagellin
A structural protein forming the bacterial flagellar filament.

Intraflagellar Transport (IFT)
A system for transport of eukaryotic flagellar and ciliary components to the tip or base.
Necessary for their assembly, disassembly, and maintenance. Driven by a kinesin
motor to the distal tip (anterograde IFT) and a cytoplasmic dynen motor to the base
(retrograde IFT).

Microtubule
A cytoskeleton composed of the dimer of α- and β-tubulin. Forming the core of the
axoneme. Also associated with various cell activities, for example, mitosis, and so on.

MotA/B, PomA/B
An ion-driven torque generation unit for the rotation of the bacterial flagellum.
MotA/B is a proton channel found in Escherichia coli, Salmonella, and so on. PomA/B is
a sodium channel in alkaliphilic Bacillus and Vibrio species.
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Type III Protein Export Apparatus
A protein complex for export of bacterial flagellar axial proteins into the cell exterior or
virulence factors into host cells, driven by the energy of ATP hydrolysis.

� Both eukaryote and prokaryote have flagella with a similar overall look, and use
them for swimming in liquids, but they are completely different from each other.
Cilia look like short hairs and have almost the same structure and mechanism as
the eukaryotic flagella. The long filamentous structure of the eukaryotic flagellum
is composed of highly organized microtubule-based structure and huge numbers
of its associate proteins, while that in the bacterial flagellum is made of a single
protein called flagellin. The length and the diameter of the filament in eukaryote are
more than 10 times larger than those in bacteria. The total number of component
proteins involved in the structure of eukaryote is also ∼10 times of the prokaryote.
The eukaryotic flagellum makes wavelike movements generated by the dynein motor
within the filament using the energy of ATP hydrolysis, while the bacterial flagellum
is a rotary motor driven by ion flows through the motor part embedded in the
membranes. They both grow at their distal end, but use quite different mechanism
for transport of their components to the distal tip.

Although the eukaryotic and bacterial flagella are complex macromolecules, recent
studies are beginning to elucidate the roles of component proteins, their complex
structures and growth mechanisms.

1
Eukaryotic Flagella and Cilia

Eukaryotic flagellum is a highly conserved
organelle throughout protozoan to mam-
malian sperm. Its length is diverged in 10
to 200 µm, and the diameter is ∼250 nm
or more. The flagella show a wavelike
oscillatory motion for swimming in fluid
environments. Cilia are hairlike projec-
tions extended from the surface of various
cells. They are not only shorter versions
of the flagella but also work as systems
for sensory perception of environments.
In this article, we will not further discuss
on these nonmotile cilia. Motile cilia show
a whiplike stroke at 0.1 to 0.2 s per cycle
for fluid transport over epithelial cells. For

example, there are huge numbers of cilia
in our respiratory tract. They sweep lay-
ers of mucus to transport trapped dusts
and bacteria by their harmonic motions,
up to the mouth where they are drunk or
spewed out.

The motions of flagella and cilia are
generated by bending of their internal
cytoskeletal structure called the axoneme.
The axoneme is composed of highly or-
ganized microtubules and their associated
proteins, which include a motor protein
complex, axonemal dynein. It generates
the force for axoneme bending by uti-
lizing the energy of ATP hydrolysis. In
the axoneme, there are nine outer dou-
blet microtubules surrounding the two
single microtubules at its center, which
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Fig. 1 Electron micrograph of a cross
section of the flagellum from
Chlamydomonas. Bar represents 100 nm
(permission from Alberts, B.,
Johnson, A., Lewis, J., Raff, M.,
Roberts, K., Walter, P. (2002) Molecular
Biology of the Cell, 4th edition, Garland
Science, New York).

has been preserved for almost all eu-
karyotic flagella and cilia (Figs. 1 and 2).
This characteristic structure is often called
‘‘9 + 2’’. A sensory cilium is an exception,
which lacks the two central microtubules,
and so-called ‘‘9 + 0’’. The base structure
known as the basal body also shows a
complicated structure, composed of nine
triplets of microtubules without the cen-
tral pair (Fig. 3). The basal body is critically
important for constructing the axoneme.
Chlamydomonas, a green alga, has two
motile flagella at the anterior end of the
cell. Recent studies especially on this alga
have explored its huge number of con-
stituent molecules and have begun to
reveal the growth mechanism of the flag-
ella and cilia.

1.1
The Axoneme

The axoneme has a huge complex structure
composed of ∼250 different proteins,
which include cytoskeletal proteins, motor
proteins, molecular chaperons, calcium-
binding proteins, protein kinases, and
so on. However, more than half of
them have not yet been characterized.
In general, the component proteins are
well conserved among the flagella of

protozoan and metazoan sperm, except
for some components. Figures 1 and 2
shows a typical electron micrograph and
a schematic diagram of a cross section of
the axoneme.

1.1.1 Microtubule
Microtubules form the core 9 + 2 structure
in the axoneme. Nine outer doublet
microtubules are arranged in a ring around
the central two microtubules (Figs. 1 and
2). Each of the outer doublets is made of a
complete tube called A-tubule and a partial
tube called B-tubule, fused together. This
characteristic design has been unchanged
throughout protozoan to mammals. The
structural unit of microtubule is a hetero
dimer of α- and β-tubulin, which share
∼40% sequence homology. α- and β-
tubulin are evolutionally well-conserved
molecules comprising ∼450 residues. The
atomic model of the dimer was first
determined by electron crystallography on
zinc-induced two-dimensional sheets, in
which the dimers form a regular array.

α- and β-tubulin show very similar
folds, having two β-sheets made of 4
and 6 strands, flanked by 12 α-helices.
They have a typical Rossman fold for
nucleotide binding at their N-terminus,
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Outer dynein arm

Inner dynein arm
Interdoublet
link

Radial spoke

Central
microtubule

Plasma
membrane

A-tubule B-tubule

Outer doublet microtubule

Central pair

Fig. 2 Cartoon of the cross section of the flagellum or the cilium shown in Fig. 1.

where unexchangeable GTP is tightly
bound in α-tubulin and exchangeable
GTP or GDP is bound in β-tubulin. The
dimers form a protofilament by connecting
α-tubulin of one dimer to β-tubulin of
another. The nucleotide binding sites of
β-tubulin is placed at the interface of the
dimers along the protofilament. A-tubule
is a cylindrical hollow structure built
of 13 protofilaments, while B-tubule is
made of 11 protofilaments. Because all the
protofilaments are oriented in parallel, one
end of microtubule is occupied by all α-
tubulin and the other end by all β-tubulin.
The end made of α-tubulin is called the
minus end and that made of β-tubulin is
called the plus end. Microtubule assembles
or disassembles ∼100 times faster from
the plus end than the minus end. Whether
the β-tubulin molecules at the plus end
bind GTP or GDP affects the assembly
and disassembly; GTP promotes assembly,
while GDP promotes disassembly. In
general, the GTP-bound filament becomes

straight and stiff, while the GDP-bound
one tends to be curved and unstable.

In the zinc-induced two-dimensional
sheets, the protofilaments are arranged
in an antiparallel fashion. Hence, details
of the lateral interactions between the
protofilaments in microtubule are not
yet clear, although the same kinds of
molecules are known to make major lateral
contacts, such as α–α or β –β. α- and
β-tubulin form a complete microtubule
in vitro, while they never form a doublet
microtubule, as found in the axoneme.
This requires the basal body and other
associated proteins described below.

1.1.2 Axonemal Dynein
Dynein is a microtubule-specific motor
protein complex that consumes ATP for
force generation. The dynein family is
divided into two major groups: cytoplasmic
dynein and axonemal dynein. Axonemal
dynein is a huge molecular complex with a
molecular mass of ∼2 MDa and is involved
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in the motility of eukaryotic flagella and
cilia. In the axoneme, a pair of dynein
‘‘arms’’ with a dimension of ∼25 nm are
projected from A-tubule to form bridges
with B-tubule of the adjacent outer doublet
microtubule (Fig. 2). They are placed at a
regular interval of ∼24 nm along A-tubule.
The arms projected inside and outside
the ring of the microtubule doublet are
called the inner and outer dynein arms
respectively. When the motor is activated,
the dynein molecules try to ‘‘walk’’ along
the adjacent B-tubule just as myosin
molecules slide along the actin filament
on muscle contraction. However, owing to
the interdoublet links (see below) among
the outer doublets, the walking motion
is converted to bending of the cilium or
the flagellum.

The outer dynein arm consists of two
heavy chains, three to five intermediate
chains, and six light chains in metazoan
sperm, and is made of three heavy chains,
two intermediate chains, and eight light
chains in Chlamydomonas. Dynein heavy
chains are huge proteins with molecular
masses of ∼500 kDa, and act as the
fundamental motor unit. They contain
a globular head with ATPase activity
and a microtubule-binding stalk. The
globular head shows a ringlike structure
made of six subdomains, each of which
corresponds to AAA (ATPase Associated
with various cellular activity) domains.
Four of the six AAA domains have P-loop
for ATP binding. There is a coiled-
coil domain between the 4th and 5th
AAA domains, which is thought to be
essential for ATP-sensitive binding to the
adjacent B-tubule. Domain between each
AAA domain seems to be important for
conformational changes necessary for the
dynein power stroke. Dynein intermediate
chains are 120- to 60-kDa proteins, and
are presumably necessary for binding on

A-tubule. Dynein light chains are 30- to
8-kDa proteins, and might be a regulator
for activation of the outer dynein arm.

The inner dynein arm has more com-
plicated molecular compositions than the
outer dynein arm. It contains multiple
molecular species with more heavy chains.

1.1.3 The Radial Spoke and the Central
Pair
The radial spoke and the central pair
(Fig. 2) are composed of a large num-
ber of proteins as well, and some of
them include a domain that anchors
cAMP-dependent protein kinase and a
calcium binding domain. Therefore, the
radial spoke presumably regulates the
inner dynein arm through phospho-
rylation/dephosphorylation and calcium-
dependent changes in the flagellar wave-
form. The central pair probably determines
the plane of bending of the flagellum by
sending signals to the radial spoke.

1.1.4 Other Proteins Associated with the
Axoneme Structure
The interdoublet link (Fig. 2) known as
the ‘‘nexin’’ linkage is thought to hold the
outer doublet microtubules together and
prevent their mutual sliding by the power
stroke of the dynein arms.

Fibrous proteins called tektin presum-
ably connect with the interdoublet links
and support the ninefold symmetry
architecture of the axoneme. Chaperons
homologous to HSP70 are associated with
this fiber. Also, another chaperon, HSP40,
is identified as an axonemal component.
These chaperons might help the folding
of newly transported proteins through the
intraflagellar transport described below.

Proteins related to determine a regular
24-nm interval of the outer dynein arms
have also been identified and are called
the outer dynein arm docking complex. They
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are predicted to have a coiled-coil structure
and may work as a molecular scale.

1.2
The Basal Body

In the root of the cilia and flagella,
there is a cylindrical structure called the
basal body. The basal body has another
characteristic structure constructed from
nine sets of triplet microtubules (Fig. 3).
The triplets are tilted inward and are
connected to the neighbors as well as to
the radial spokes extended from the central
core, forming a pinwheel-like structure.
Each triplet comprises one complete
microtubule (A-tubule) fused to two partial
microtubules (B- and C-tubule). The basal
body has the same structure as centrioles,
which are embedded in the center of
mitotic spindles known as centrosomes.
Indeed, the basal body of sperms and
flagella is converted to the centriole during
fertilization in mammals and mitosis in
Chlamydomonas respectively. The basal
body and the centriole are duplicated
from its origin so as to form a smaller
daughter perpendicular to the origin. In
Chlamydomonas, specialized microtubule
bundles called rootlet microtubules are

known to be involved in positioning the
daughters, but little is known about the
replication mechanism.

The basal body is essential for the as-
sembly of the cilia and the flagella. It not
only serves as a template for organiza-
tion of the nine doublet microtubules of
the axoneme but also incorporates huge
numbers of proteins involved in the in-
traflagellar transport (see below). A recent
electron tomographic study revealed vari-
ous cross sections of the basal body along
the central axis and transition zones to
the axoneme (Fig. 4). The basal body starts
from an amorphous disk at its proximal
end (Fig. 4-1) and then continues to the
pinwheel-like structure made of the nine
triplets (2 and 3). It extends to ∼40 nm in
length, and then becomes the distal transi-
tional fibers with striated structures, which
end on the plasma membrane (4). There
are stellate fibers in the transition zone
associated with the loss of the C-tubule (5
and 6). At the end of the stellate fibers (7
and 8), the central pair of microtubules
appears along with additional axonemal
structures (9).

The basal body assembly also needs over
200 distinct proteins, whose roles are being
characterized. A member of the tubulin

Fig. 3 Electron micrograph of a cross
section of the basal body from a
protozoan. Bar represents 100 nm
(courtesy of Linck, R.W. and
Woodrum, D.T. and permission from
Alberts, B., Johnson, A., Lewis, J.,
Raff, M., Roberts, K., Walter, P. (2002)
Molecular Biology of the Cell, 4th edition,
Garland Science, New York).
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A
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C

Fig. 4 Structural organization of the
basal body, transition zone, and
flagellum. Cross sections (1–9) are
displayed from proximal to distal,
respectively. Permission from
O’Toole, E.T., Giddings, T.H.,
McIntosh, J.R., Dutcher, S.K. (2003)
Three-dimensional organization of basal
bodies from wild-type and δ-tubulin
deletion strains of Chlamydomonas
reinhardtii, Mol. Biol. Cell. 14,
2999–3012.

super family, γ -tubulin, which is ∼30%
identical to α- and β-tubulin, is involved
as an essential factor. Microtubules are
nucleated at their minus end, but the con-
centrations of α- and β-tubulin inside the
cells are below those required for sponta-
neous nucleation in vitro. Therefore, in all
eukaryotes, the assembly of microtubules
requires γ -tubulin. γ -tubulin is attached at
the minus end of microtubules, forming
a microtubule-organizing center (MTOC)
together with other associated proteins.
The basal body also includes other mem-
bers of the tubulin super family, δ-, ε-,
ζ -, and η-tubulin, which are probably re-
quired for construction of the basal body
and formation of the axoneme.

1.3
The Intraflagellar Transport

The eukaryotic flagella and cilia grow at
their distal tip. Components synthesized
in the cytoplasm are transported through a
system known as the intraflagellar transport
(IFT). IFT was identified only a decade

ago as particles rapidly moving (2–4 µm/s)
within the flagella of Chlamydomonas. This
movement has been recognized to be
essential for the growth, maintenance,
and shortening of the cilia and flagella
in all eukaryotes.

IFT consists of bidirectional movement
of large protein particles along the outer
doublet microtubules. Particles called the
IFT particles are transported to the distal
end (anterograde IFT) at ∼2 µm s−1 by
a motor protein, kinesin II, and back to
the cell (retrograde IFT) at ∼4 µm s−1

by a cytoplasmic dynein. Kinesin II is
a member of the kinesin super family,
which, in general, proceeds toward the
plus end of microtubule, but is unrelated
to dynein, which proceeds toward the
minus end. The IFT particles work as a
raft to carry components of the axoneme
and form large linear arrays up to several
hundred nanometers long. They can be
divided into two complexes known as ‘‘A
and B’’. Complex A is composed of four
to six subunits with an apparent molecular
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mass of ∼550 kDa, and complex B is made
of at least nine subunits with a molecular
mass of ∼750 kDa. Complex A and B seem
to be associated with retrograde IFT and
anterograde IFT respectively.

IFT never stops and keeps moving at the
same speed when the flagellum reaches
its full length. Also, the IFT particles are
remodeled at the base and the distal tip
of the flagellum. Therefore, cells could
regulate the assembly or disassembly of
the flagellum by changing loads of the IFT
particles at the base or the tip.

1.4
Perspectives

The eukaryotic flagella and cilia show a
characteristic structure made of micro-
tubules and ∼250 associated proteins, half
of which have not been characterized yet.
Different from the bacterial flagella (see
below), they have adopted a widely used
system, the dynein motor for the force
generation. Microtubule-dependent mo-
tors are also used for the process known as
IFT, for growth, maintenance, and short-
ening of the cilia and flagella. Extensive
studies, especially on the Chlamydomonas
flagella, have just started to identify the
roles of each protein and the growth
mechanism. However, there are still too
many unknowns. High-resolution struc-
tural information would be essential for
further understanding of this system, and
electron microscopy would be one of
the most powerful tools to explore the
structures and mechanisms of this com-
plicated organelle.

2
Bacterial Flagella

Many bacteria swim by rotating helical
flagellar filaments, which grow up to

∼15 µm. The motor at the base of the
filament drives the rotation of this helical
propeller at hundreds of revolutions per
second. In Escherichia coli and Salmonella,
proton flow through the cytoplasmic
membrane is utilized for the rotation.
For chemotaxis and thermotaxis, the
swimming pattern of bacteria alternates
between ‘‘run’’ and ‘‘tumble’’; a run lasts
for a few seconds and a tumble for a
fraction of second. During a run, the motor
rotates counterclockwise (as it is viewed
from outside the cell), and several flagellar
filaments with a left-handed helical shape
form a bundle and propel the cell. A
tumble is caused by quick reversal of
the motor to clockwise rotation, which
produces a twisting force that transforms
the left-handed helical form of the filament
into a right-handed one, causing the
bundle to fall apart rapidly. The separated
filaments act in an uncoordinated way to
generate forces that change the orientation
of the cell. This leads to the tactic
behavior, moving toward favorable or away
from unfavorable conditions. Thus, the
structure of the flagellar filament and its
dynamic properties play an essential role
in bacterial taxis.

The bacterial flagellum consists of sev-
eral substructures. The motor structure
called the flagellar basal body crosses both
cytoplasmic and outer membrane, and
continues to the extracellular structure
called the hook and the filament. The largest
of all is the filament, which is only ∼20 nm
in diameter, but grows up to a length
around 15 µm by self-assembly of as many
as 20 000 to 30 000 flagellin subunits. The
assembly of the flagellum proceeds in a
highly regulated fashion by the type III
flagellar protein export apparatus, and flag-
ellar axial proteins are always incorporated
into its distal end, where capping proteins
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help the assembly in most cases. The bac-
terial flagella are best understood in terms
of the structure and function for those
of E. coli and Salmonella typhimurium, be-
cause much of relevant work has been car-
ried out using them. Overall structure of
the bacterial flagellum is shown in Fig. 5.

2.1
Component Structures

2.1.1 The Basal Body
The basal body of the bacterial flagellum
consists of the MS ring (also called FliF
ring), the C ring, the rod, and the L–P ring.

FliD (HAP2)

Cap
Assembly promoter

FliC (flagellin)

FlgL (HAP3)
FlgK (HAP1)

FlgE

FlgG
FlgH

FliF

FlgIFlgF

FliE, FlgB, FlgC

MotB

MotA
FliG
FliM

FliN

Type III export apparatus

C ring

M ring
S ring

rotor

Cytoplasmic membrane

Stator (ion channel)

Peptidoglycan layer

Outer membrane

FlhA, FlhB, FliH, FliI,
FliO, FliP, FliQ, FliR

P ring

L ring
Rod

Hook, universal joint

Hook-filament junction

Filament, propeller

bushing

Fig. 5 Schematic diagrams showing the architecture of the bacterial flagellum. Reproduced
with permission from Namba, K., Vonderviszt, F. (1997) Molecular architecture of bacterial
flagellum, Q. Rev. Biophys. 30, 1–65.
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The MS ring with a diameter of ∼250 Å
is made of ∼26 copies of FliF protein
arranged cylindrically in the cytoplasmic
membrane. ‘‘MS’’ means membrane and
supramembrane. The C ring, a large cup-
like structure attached on the cytoplasmic
surface of the MS ring, is made of FliG,
FliM, and FliN. ‘‘C’’ stands for cytoplasm.
The rod, which traverses through the
periplasmic space and the outer mem-
brane, is made of FliE, FlgB, FlgC, FlgF,
and FlgG proteins and is attached to the
periplasmic face of the MS ring. The L–P
ring is made of FlgH and FlgI, which are
located within the outer membrane and
the peptidoglycan layer respectively. L–P
means ‘‘lipopolysaccharide’’ and ‘‘pepti-
doglycan.’’ The MS ring is the base for
self-assembly of all the flagellar proteins
to form the flagellum and is partly in-
volved in the type III flagellar protein
export mechanism. The C ring is in-
volved in torque generation as well as
in regulation of its direction. The rod
transmits the motor torque to the extra-
cellular structures such as the hook and
filament. The L–P ring is a bushing that
mechanically supports the rapid rotation
of the flagellum.

2.1.2 The Motor
Two cytoplasmic membrane proteins,
MotA and MotB, are responsible for
torque generation of the flagellar mo-
tor. MotA and MotB have four and one
transmembrane-spanning helices respec-
tively, and together form a proton channel.
The MotA/B complex also functions as the
stator by being attached to the peptido-
glycan layer of the cell through a binding
motif in the periplasmic domain of MotB.
Electron micrographs of freeze-fractured
samples showed that the stator complexes
appear as a circular array of particles on

the cytoplasmic membrane, surrounding
the MS ring.

Some bacteria, such as alkaliphilic
Bacillus and Vibrio species, normally have
only one flagellum at their cellular pole,
and use the electrochemical potential of
sodium ions to generate the torque. The
maximum rotational speed of the sodium-
driven motor is ∼1700 Hz, while that of
the proton-driven motor is ∼300 Hz. Four
proteins, PomA (POlar flagellar Motility
A), PomB, MotX, and MotY have been
identified and are shown to be necessary
for the rotation of the polar flagellar
motor of Vibrio, such as V. alginolyticus,
V. parahaemolyticus, and V. cholerae. PomA
and PomB are homologous to MotA and
MotB, while MotX and MotY are unique
to the sodium-driven motor of Vibrio.
Although the functions of MotX and
MotY are not yet clear, a recent study
showed that they are located in the outer
membrane, and suggested that they may
be essential for sodium recognition and
for fast rotation of the polar flagellum.

For torque generation, MotA/B and
PomA/B are thought to undergo a con-
formational change coupled to the proton
flow and sodium flow, respectively while
they interact with FliG, which is a com-
ponent of the C ring. The X-ray crystal
structures of the C-terminal and middle
domains of FliG have revealed that impor-
tant charged residues are lined up on one
side of FliG so as to interact with a cytoplas-
mic loop of MotA or PomA. The functional
unit of the motor complex is thought to be
4 MotA/2 MotB or 4 PomA/2 PomB.

2.1.3 The Hook and the Hook-filament
Junction
The hook is a tubular structure, continuing
directly from the rod into the outside of
the cell. It is ∼55 nm long and ∼180 Å
wide, and is made of ∼120 copies of
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FlgE, which is also called the hook protein.
The hook and the filament are connected
with a short segment composed of two
proteins, FlgK (also called hook-associated
protein 1 or HAP1) and FlgL (HAP3).
Because the hook shows a relatively high
flexibility in bending, it probably works as
a universal joint to transmit the torque
to the filament in a wide range of
its orientation, thereby allowing several
filaments to form a bundle behind the cell
during run as well as to rotate individually
during tumble.

2.1.4 The Flagellar Filament
The flagellar filament is a helical assem-
bly of a single protein, flagellin, with
roughly 5.5 subunits per one turn of the
1-start helix. The filament can also be de-
scribed as a tubular structure comprising
11 protofilaments, which are nearly lon-
gitudinal helical arrays of subunits. Left-
and right-handed helical forms of the fila-
ment are produced by supercoiling caused
by mixture of two distinct protofilament
conformations, L- and R-type. When all of
the 11 protofilaments are the same type,
two types of straight filaments with dis-
tinct helical symmetries are formed: The
longitudinal 11-start helix is left-handed in
the L-type and right-handed in the R-type
straight filament.

The structures at ∼10 Å resolution by
earlier studies using electron microscopy
and X-ray fiber diffraction revealed the
subunit shape, domain organization, and
subunit packing in these two types of
straight filaments. However, higher res-
olution was needed to understand the
structural mechanisms of the filament for-
mation and supercoiling in atomic detail.
Flagellin has a strong tendency to polymer-
ize into filaments and this has prevented
its crystallization. By clipping off termi-
nal chains for ∼100 residues in total, a

fragment named ‘‘F41’’ was crystallized,
and its structure was solved at 2.0 Å res-
olution by X-ray crystallography. Recently,
the complete atomic model of the R-type
straight flagellar filament was built on a
density map at ∼4.0 Å resolution obtained
by electron cryomicroscopy and helical im-
age reconstruction.

Flagellin from S. typhimurium SJW1103
strain consists of 494 amino acid residues,
and its molecular mass is 51.5 kDa. Flag-
ellin in Fig. 6 is viewed perpendicular to
the filament axis. The overall shape of flag-
ellin looks like a Greek letter ‘‘�’’ with a
vertical dimension of ∼140 Å and a hor-
izontal dimension of ∼110 Å. Flagellin
consists of four linearly connected do-
mains labelled D0, D1, D2, and D3, which
are arranged from inside to outside of the
filament (Fig. 7a). The N-terminal chain
starts from D0, going through D1, D2, and
reaches D3, and then comes back through
D2 and D1, and the C-terminal chain ends
in D0. While all three domain connections
are formed by pairs of short antiparallel
chains, the one that connects domains D0
and D1 is longer than the other two, and
therefore it is called the spoke region. The
top and the bottom correspond to the distal
and proximal side of the flagellum respec-
tively. We also define the distal side ‘‘up’’
and proximal side ‘‘down,’’ and describe
the structure accordingly.

Domain D0 consists of the N- and
C-terminal α-helices forming an α-helical
coiled-coil structure (labelled ND0 and
CD0 respectively in Fig. 6a). The spoke
region consists of two chains (NS and
CS), which connect to two α-helices in
domain D1 (ND1a and CD1). Helix ND1a
is followed by a loop connecting to the
second, shorter α-helix (ND1b), which
goes down, and the chain continues to two
β-turns, a β-hairpin pointing down and
an extended chain going up. The chain
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Fig. 6 The Cα backbone trace, hydrophobic
side-chain distribution, and structural
information of flagellin. (a) Stereo diagram of
the Cα backbone. The chain is color coded as
follows: residues 1 to 44, blue; 44 to 179, cyan;
179 to 406, green; 406 to 454, yellow; 454 to 494,
red. (b) Distribution of hydrophobic side chains,
mainly showing hydrophobic cores that define
domains D0, D1, D2a, D2b, and D3. Side-chain
atoms are color-coded: Ala and Met, yellow; Leu,
Ile, and Val, orange; Phe, Tyr, and Pro, purple
(carbon) and red (oxygen). (c) Position and
region of various structural features in the amino
acid sequence of flagellin. Shown are, from top
to bottom, the atomic model of a major
fragment of flagellin called F41 in blue; the
secondary structure distribution with α-helix in
yellow, β-structure in green, and β-turn in

purple; tic mark at every 50th residue in blue;
domains D0, D1, D2, and D3, and spoke regions
NS and CS; the subunit contact regions along
the 11-start in cyan, along the 5-start in orange,
along the 6-start in pink, and along the 16-start
in green; the well-conserved amino acid
sequence in red and variable region in violet;
point mutations that produce the filament of
different supercoils. Letters at the bottom
indicate the morphology of mutant filaments: L
(F53V, D107E, R124A, R124S, G426A), L-type
straight; R (A449V), R-type straight; C (D313Y,
A414V, A427V, N433D) curly; O (Q472L, Q481L,
Q481S) coiled. Permission from Yonekura, K.,
Maki-Yonekura, S., Namba, K. (2003) Complete
atomic model of the bacterial flagellar filament
by electron cryomicroscopy, Nature 424,
643–650. (See color plate. p. xxvii)

finally goes into the outer parts, domain
D2 and D3, which are mainly composed
of β-structures. The vertical dimensions of
domain D0 and D1 are ∼50 Å and 80 Å
respectively. The extended chains in the
spoke region are ∼20 Å long.

The end-on view of the R-type straight
filament from the distal end of the
flagellum (Fig. 7a) shows the concentric
double-tubular structure made of domains
D0 and D1 in the densely packed filament
core. Domains D2 and D3, which project
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(a)

(b)

(c)

Fig. 7 Ribbon diagram of the Cα

backbone of the filament model in
stereo view. (a) End-on view from the
distal end of the filament. Eleven
subunits are displayed. (b) Side view
from outside the filament. Three
protofilaments on the far side have been
removed for clarity. (c) Side view from
inside the filament. Three
protofilaments on the near side have
been removed. Top and bottom of the
side view images correspond to the
distal and proximal ends of the filament
respectively. The chain is color coded as
in Fig. 6(a). Permission from
Yonekura, K., Maki-Yonekura, S.,
Namba, K. (2003) Complete atomic
model of the bacterial flagellar filament
by electron cryomicroscopy, Nature 424,
643–650. (See color plate. p. xxiii)

out from the filament core, are relatively
well separated from one another. The
diameter of the filament is ∼240 Å and
that of the central channel is ∼20 Å. The N-
and C-terminal α-helices (ND0 and CD0)
are radially arranged with ND0 outside and
CD0 inside, exposed to the central channel.
The chains connecting domains D0 and D1
(NS and CS) look exactly like radial spokes
in this view. As shown in side views from
outside and inside the filament (Figs. 7b
and 7c), domains D0 and D1 are making
intimate intersubunit interactions, both
axially and laterally. As a polar assembly
of flagellin having a largely asymmetric
structure, the filament model shows the
concaved feature at the distal end (top of
Fig. 7c) and the pointed tip at the proximal
end (bottom), which are observed even in
electron micrographs of negatively stained

filaments. The terminal chains of ∼65
N-terminal and 45 C-terminal residues
are unfolded in the monomeric form of
flagellin in solution. It can be inferred
from this structure that, in the absence
of axial and lateral packing interactions of
these terminal chains in the inner tube,
the two-stranded α-helical coiled coil in
domain D0 with relatively less extensive
hydrophobic core and a pair of extended,
rather flexible looking chains connecting
to domain D1 would be highly unstable. In
contrast, the upper two-thirds of domain
D1 can form its compact tertiary structure
in the monomeric form because of its
extensive hydrophobic core formed by
three α-helices and one β-hairpin. The
outer parts of flagellin are variable so
that bacteria can escape from the attacks
of host immune system, while the core
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part consisting of domains D0 and D1 are
highly conserved (Fig. 6c).

The interactions within the inner and
outer tubes are extensive, both along and
between the protofilaments, while those
between the inner and outer tubes are
limited and are mainly in the spoke re-
gion. Most of the intersubunit interactions
found within the outer tube are po-
lar–polar or charge–polar, and contribu-
tions of hydrophobic interactions are rel-
atively small, whereas those found within
the inner tube and between the inner
and outer tubes are mostly hydrophobic,
contributing to the high stability of the
filament structure.

There are heptad repeats of hydropho-
bic amino acid residues in the terminal
regions of flagellin as well as other axial
components, such as FlgE, HAP1, HAP3,
and so on. In the filament structure, the ter-
minal chains of neighboring subunits fold
together into α-helical coiled coils. This
interlocking organization would be the
common motif by which the flagellar axial
proteins form a continuous, mechanically
stable tubular structure. The needle struc-
tures of the type III protein export system
(see below) of pathogenic bacteria used
to inject virulence proteins into host cells

are genetically related to the bacterial flag-
ellum, and are thought to have α-helical
coiled coil as a common motif as well.

The atomic structure of the R-type
straight filament has also revealed inter-
actions of mutation sites responsible for
polymorphic supercoiling of the filament.
However, the true understanding of the
mechanism of polymorphic supercoiling
and its dynamic transition has to wait un-
til the atomic model of the L-type straight
filament becomes available.

2.1.5 The Filament Cap
The distal end of the bacterial flagellum
shows a thin, flat plate structure as
identified by electron microscopy. This
flat plate is a part of the filament cap
made of HAP2 subunits. HAP2 from
S. typhimurium is composed of 466 amino
acid residues, and its molecular mass
is 49.8 kDa. HAP2 forms a decameric
complex in solution. The decamer shows
a pentameric feature in its end-on view
and a bipolar structure with two thin
plates on both edge connected by a pair
of long, slightly tapered cylindrical walls
in its side view. The connecting portion
appears to be relatively flexible. Figure 8

Fig. 8 Reconstructed
three-dimensional image of the HAP2
pentamer. Bar represents 50 Å.
Permission from Maki-Yonekura, S.,
Yonekura, K., Namba, K. (2003) Domain
movements of HAP2 in the cap-filament
complex formation and growth process
of the bacterial flagellum, Proc. Natl.
Acad. Sci. U.S.A. 100, 15528–15533.

Cap plate

Large leg

Kinked rod

Linker plate
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shows the three-dimensional structure
of the HAP2 cap reconstructed from
electron cryomicrographs. The HAP2 cap
is composed of a pentagonal plate and
five leg domains, whose lower part has no
particular feature. This portion is made of
both terminal regions of HAP2, because
when ∼40 N- and 50 C-terminal residues
of HAP2 are cleaved off, the fragment does
not form the decamer. These terminal
chains are disordered in the pentameric
or monomeric form of HAP2, suggesting
that they also have the common structural
motif shared by the flagellar axial proteins
to form α-helical coiled coil in the inner
core of the tubular structure. The heptad
repeats are actually identified in the amino
acid sequence of these terminal regions.

2.2
The Assembly Process of the Bacterial
Flagellum

The assembly process of the bacterial
flagellum starts from the formation of
the MS ring complex in the cytoplasmic
membrane. Then, the C ring is formed
on the cytoplasmic face of the MS ring.
The type III protein export apparatus,
which is homologous to those that enable
pathogenic bacteria to secret virulence
factors, is presumably formed within the
C ring. The export apparatus is composed
of six membrane proteins and several
cytoplasmic proteins (see below). The
torque generation unit MotA/B assembles
around the MS ring and is anchored to the
peptidoglycan layer with the periplasmic
domain of MotB. Each flagellum probably
has about eight torque generation units.

The outward assembly of the flagellar
axial structures proceeds at the distal end
as it was initially found for the filament
growth. The L–P ring assembly is an ex-
ception, where the subunit proteins FlgH

and FlgI assemble around the rod in the
outer membrane and peptidoglycan layer
respectively. These proteins are exported
by a general secretion system known as
the Sec pathway. The formation of the P
ring needs a periplasmic chaperone, FlgA.
The type III protein export apparatus se-
lectively binds and translocates flagellar
axial proteins into the central channel of
the growing flagellum by using the energy
of ATP hydrolysis by FliI (see below). The
axial proteins construct the rod, the hook,
the hook-filament junction, and the long
filament in this order. The proximal rod
components FliE, FlgB, FlgC, and FlgF
are connected with the periplasmic side
of the MS ring, probably in this order,
and the distal rod component FlgG follows
to assemble. The rod assembly requires a
help of the rod cap made of FlgJ, whose
C-terminal domain has a muramidase ac-
tivity to digest the peptidoglycan layer and
to promote the rod growth through it. After
the rod assembly is completed, the rod cap
is somehow released, and FlgE assembles
on the distal end of the rod in a helical
manner to form the hook. A cap complex
made of FlgD is attached at the distal end
of the hook for its efficient assembly until it
grows up to a length of ∼55 nm. The length
of the hook is controlled by FliK, one of the
rod/hook-type export substrates, and FlhB,
a member of the export apparatus (see be-
low). A relatively short C-terminal region
of FliK interacts with the cytoplasmic do-
main of FlhB at an appropriate timing to
switch its conformation, resulting in the
switching of substrate specificity of the ex-
port apparatus from the rod/hook type to
the filament type (see below). This is how
the hook growth stops, but the detailed
mechanisms as to how the hook length in-
formation is transmitted to the cytoplasmic
domains of the export apparatus is not yet
well understood. Recent studies suggest
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that FliK acts as a ruler, but an alternative
hypothesis called the measuring cup mech-
anism, in which 120 copies of FlgE are
measured by the C-ring, may also be valid.

Then, the hook cap falls off the tip
of the hook, probably by the binding of
FlgK (HAP1), and then FlgL (HAP3) and
FliD (HAP2) are transported and bound
at the distal end in this order. FlgK, FlgL,
and FliD are also called hook-associated
proteins, HAP1, HAP3, and HAP2 re-
spectively, because the hook-HAP1-HAP3-
HAP2 complex is formed momentarily
before the initiation of flagellin assembly
into the long helical filament. Flagellin,
also called ‘‘FliC’’, travels a long way
through the narrow tunnel, only ∼20 Å in
diameter, but up to 10 to 15 µm long, to the
distal end of the growing flagellum, where
it assembles with a helical symmetry into
the mechanically stable filamentous struc-
ture to function as a helical propeller. The
filament cap made of HAP2 is always at-
tached at the distal end, promoting the
efficient assembly process.

2.2.1 The Type III Protein Export
Apparatus
Most of the flagellar axial proteins are
exported by the type III protein export ap-
paratus into the central channel and to the
distal end. The flagellum-specific secretion
apparatus is made of six membrane pro-
teins (FlhA, FlhB, FliO, FliP, FliQ, and
FliR) and two soluble proteins, FliH and
FliI. FliI has an ATPase activity and acts as
the engine of export.

In addition to those, there are a general
chaperon, FliJ, and substrate-specific chap-
erons, FlgN, FliS, and FliT, which bind
to the export proteins synthesized in the
cytoplasm and prevent them from unde-
sirable aggregation or digestion, and from
premature assembly within the cell. The

partners of the substrate-specific chaper-
ons are as follows: FliS–FliC; FlgN–FlgK;
FlgN–FlgL; and FliT–FlgD. The structure
of a complex of FliS with a short frag-
ment of flagellin was recently solved by
X-ray crystallography. This fragment cor-
responds to the C-terminal ∼40 residues,
which forms helix CD0 in the filament
(Figs. 6 and 7). In the crystal structure of
the complex, this helix is bent in the mid-
dle and partly extended, so as to keep the
hydrophobic residues away from solution.
FliS would prevent flagellin from forming
the filament in this manner.

The flagellar type III protein export
apparatus also specifies the order of the
export substrate proteins. A recent study
shows that there are two clear modes;
the rod-type (FliE, FlgB, FlgC, FlgF, and
FlgG) and the hook-type (FlgD, FlgE,
FliK) proteins are exported in one mode,
and the filament-type proteins, including
FlgK, FlgL, FliD, and FliC, are exported
in the other. The export of rod/hook-
type proteins is followed by the export
of the filament-type, and the switching of
the substrate specificity occurs at a well-
defined point in the assembly process
to control the hook length, which is
important for the proper hook function
as a universal joint.

2.2.2 Growth of the Flagellar Filament
The flagellar filament is extended from
the cell. Possible ways to construct such
structures are either that constituent
molecules are inserted at the base or they
are transported to the distal end and bound
there. As mentioned above, the latter is
adopted by the bacterial flagellar filament
assembly, probably because the bonding
between the basal body, the hook, and the
flagellar filament must always be tight and
stable against the mechanical stress from
high-speed rotation and quick reversal of
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the motor with the long helical propeller
in viscous environments.

Flagellin subunits passing through the
central channel of the flagellum polymer-
ize just below the cap one after another
to form the long helical filament. The cap
stays attached at the distal end during the
filament growth, and the simplest role of
the cap would be to prevent flagellin from
leaking out. This results in an increase in
the local concentration of flagellin at the fil-
ament end above the critical concentration
for polymerization. However, the cap does
not completely cover the openings because
HAP proteins that are occasionally trans-
ported pass through the capped end. Just
in case the filament is broken in the mid-
dle, those transported HAP2 molecules
can bind to the broken end of the fila-
ment and form a new cap again. Thus, the
cap appears to act as a gatekeeper, which
can be recovered when it is lost. The cap
may also induce a conformational change
of flagellin for efficient polymerization be-
cause flagellin must be unfolded to fit in
the narrow channel during its transport.
For insertion of flagellin subunits, the cap
must move up by steps to make a room for
the next flagellin monomer. Thus, the cap
must play apparently contradictory roles;
it must remain stably attached while per-
mitting the insertion of flagellin subunits.

Structure analysis of the cap–filament
complex by electron cryomicroscopy
showed that the pentagonal plate of the
cap is attached to the distal end of the
filament at five positions through the
anchor domains of the cap, which look
just like five legs, where these anchor
domains show significant deviation from
the fivefold symmetry (Fig. 9). The five
anchor domains are well separated from
one another, forming five gaps with
different sizes and shapes between the
plate and the filament end (Fig. 9). One of

the gaps (Fig. 9c-1) is distinctly larger than
the other four, having an inverted ‘‘L’’
shape and the size equivalent to domain
D1 of flagellin. Because of the axial stagger
in the lateral subunit packing, the end
of the filament is not flat, but has five
indentations around its circumference,
where one of them is a double indentation.
Thus, this is most likely to be the site of
flagellin assembly.

Inside the filament just below the cap
plate, there is a cavity ∼30 Å wider than
the central channel of the filament. Folded
flagellin molecules cannot pass through
the narrow central channel with a diameter
of ∼20 Å. Hence, flagellin definitely needs
to be considerably unfolded until it reaches
the distal end. This cavity may play some
role in helping flagellin to fold up, perhaps
in a similar way to Anfinsen’s cage in chap-
eronin. The cavity appears to have the right
size to accommodate only one flagellin
subunit at a time, allowing its refolding
without aggregation with other subunits.

During the growth of the filament,
a large number of flagellin molecules,
together with a small number of the
hook-associated proteins, HAP1, HAP2,
and HAP3, are synthesized in the cell
and selectively translocated by the export
apparatus into the long, narrow central
channel of the flagellum, through which
they are transported to the distal end
by diffusion. This narrow channel would
prevent unfolded flagellar proteins from
undesirable aggregation.

The inner surface of the channel consists
of mainly polar amino acids with one
positively charged residue. The polar
nature of the surface may be advantageous
for fast diffusion of unfolded proteins,
because unfolded proteins have many
hydrophobic side chains exposed, which
would be trapped on the channel surface
of hydrophobic nature. This would also
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Fig. 9 Three-dimensional density map of the cap-filament complex and its
central section. (a) End-on view from the top, showing a pentagonal shape of
the plate domain of the cap. The five vertices of the pentagon are labeled with
Greek letters, α–ε, which are used to guide the orientation of the pentagon in
the side views in (c). (b) Side view, showing a regular helical array of flagellin
subunits and the plate domain of the cap. (c) Five side views, showing each of
the five gaps between the plate and the filament end. The viewing directions are
as indicated by arrows in (a), labeled with corresponding numbers. Greek letters
labeling the vertices as in (a) also indicate the orientations of the pentagonal
plate. Note that part of the gap in view one has a significantly larger axial
extension than the other four gaps, and this is likely to be the site of assembly for
the newly arriving flagellin subunit. Bar represents the diameter of the filament,
240 Å. Permission from Yonekura, K., Maki, S., Morgan, D.G., DeRosier, D.J.,
Vonderviszt, F., Imada, K., Namba, K. (2000) The bacterial flagellar cap as the
rotary promoter of flagellin self-assembly, Science 290, 2148–2152.
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be a common feature of the type III
protein export system including the needle
complex of pathogenic bacteria.

Because of the symmetry mismatch be-
tween the helical subunit array of the
filament with 11 protofilaments forming
the tube and the pentameric annular struc-
ture of the cap, the five leg domains
of the cap must have significantly dif-
ferent conformations from one another
for interaction with flagellin. The flexi-
ble nature of the leg domain allows such
polymorphic interactions, reducing con-
formational strains and permitting stable
interactions between the two structures in
spite of the symmetry mismatch. At the
same time, the high conformational en-
tropy of these cap anchor domains would
counterbalance the strong binding of the
cap to the filament as a whole for efficient
insertion of flagellin.

Every insertion of a flagellin subunit is
likely to force the cap to move into the next
stable position energetically equivalent to
the current position. A prediction from
this structure and a previous discussion is
that the cap moves up 4.7 Å and rotates
6.5◦ along the left-handed 5-start helix
of the filament (Fig. 10). In terms of
the cap conformation, the next position
is approximately 65.5◦ away along the
right-handed 1-start helix (arrangement
of yellow subunits in Fig. 10). However,
with permutation of the conformational
states of the legs, which are 72◦ apart, a
rotation of only 6.5◦ in the other direction
would suffice. This would result in a
roughly complete rotation of the cap by the
assembly of 55 flagellin subunits. Upon
every subunit incorporation, four legs of
the cap rearrange their conformations and
the last one changes its binding partner;
namely, these legs walk along the helical
steps of the filament end. These dynamic
movements of the cap and its leg domains

would be required for efficient promotion
of the flagellin self-assembly.

The energy for the cap rotation with
the conformational rearrangements is pre-
sumably supplied by the binding energy
of newly incorporated flagellin subunit
to domains of multiple subunits of flag-
ellin and HAP2, where the binding occurs
by concentration of flagellin within the
channel. The energy to keep the effec-
tive concentration of flagellin at the distal
end of the export channel above the crit-
ical concentration for its polymerization
would therefore come from ATP hydroly-
sis by the type III protein export apparatus
located at the cytoplasmic face of the flag-
ellar basal body. The energy transduction
network formed here is unique and inter-
esting because the energy produced in the
cytoplasmic space is transmitted quite a
long distance (10 ∼ 15 µm) through flag-
ellin export to be used by the rotational
movement of the cap at the end. The en-
ergy required for these movements would
be relatively small because the process
would involve a number of small con-
formational rearrangements in sequence,
where the energy would propagate from
one to the next.

2.3
Perspectives

The bacterial flagellum is a macromolec-
ular complex made of ∼25 different pro-
teins and is used for bacterial swimming.
Bacteria have evolved most of those vari-
ous apparatuses for this specific purpose.
Biochemical and genetic studies have iden-
tified functions of each protein and have
played important roles in understanding
the assembly process of the flagellum.
Recent electron microscopy and X-ray
crystallography have also been elucidat-
ing details of the components structures,
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Fig. 10 Schematic diagram depicting the rotary
cap mechanism promoting the flagellin
assembly. This describes the rotation and axial
translation of the cap plate and accompanied
rearrangement of the legs upon every
incorporation of a flagellin subunit (from left to
right). Top view in the upper panel and an
oblique view in the lower panel. In the upper
panel, the cap plate is made transparent to show
the different ways of leg domain binding, where
black dots indicate the five positions of leg
domain attachment to the plate. The plate and
the black dots have strict fivefold symmetry,
while the leg domains do not. In the lower panel,
the outer domain of flagellin is removed for
clarity. Subunits in yellow are newly incorporated
flagellin molecules. Five open circles in the
upper panel indicate the initial positions of the
cap plate vertices as a reference for the cap
rotation. The flagellin assembly proceeds along

the 1-start helix, which is in the counterclockwise
direction when viewed from the top,
approximately at every 65.5◦ (360 × 2/11). This
is also the angle of rotation after which the next
binding site appears. However, because the legs
of the cap are located every 72◦ (360/5), a 6.5◦
clockwise rotation with permutation of the leg
conformations is sufficient to make the
appropriate interactions between the leg and
flagellin subunits. Numbers indicate the
directions of views in Fig. 9(a). Animation at
http://www.npn.jst.go.jp/yone.html. Permission
from Yonekura, K., Maki, S., Morgan, D.G.,
DeRosier, D.J., Vonderviszt, F., Imada, K.,
Namba, K. (2000) The bacterial flagellar cap as
the rotary promoter of flagellin self-assembly,
Science 290, 2148–2152. (See color plate.
p. xxviii)

in particular, for the extracellular compo-
nents. However, still little is known about
molecular mechanisms of how each part
of the flagellum functions. Obviously, we
need high-resolution structures of not only
the component proteins but also com-
plexes made of many proteins. How the
energy of ion flow is converted into the
rotation of the flagellum would be the
most important question to answer, and

it still remains a mystery. High-resolution
structure of the motor complex would be a
starting point to solve the problem.

See also Bacterial Cell Culture
Methods; Bacterial Growth and
Division; Electron Microscopy in
Cell Biology; Motor Proteins.
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Keywords

Antibody Mimetic
A protein engineered to act as an antibody such that it binds target molecules other
than its natural binding partners.

Affinity Reagent
An antibody, antibody mimetic or a peptide that has an affinity for a molecule
of interest.

Bacteriophage/phage
A virus that infects bacteria.

Binder
Same as ‘‘affinity reagent.’’

CDR
Complementarity Determining Regions. Highly variable regions of the antibody light
and heavy chain variable domains that are responsible for antigen recognition.

Fab
Fragment of antigen binding of antibodies generated by either recombinant methods
or limited proteolysis.

scFv
Single-chain Fragment of variable region. A short fragment of an antibody molecule
that is engineered in such a way that it contains only the variable regions of the light
and heavy chains in a single polypeptide.
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� Molecular display refers to the presentation or the display of molecules – mostly
proteins and peptides – on the surface of a virus, a cell, or a molecular complex such
as a ribosome or messenger RNA. The coding information of the displayed molecule
is carried by the entity displaying it, thereby establishing a physical link between
the properties (phenotype) and DNA sequence (genotype) of the displayed molecule.
All molecular display techniques have in vivo or in vitro methods for enrichment by
selective propagation of the molecule with the desired properties. This, along with
the genotype–phenotype link, allows large numbers (up to 1014) of variations to
be surveyed for the desired characteristics. These properties have made molecular
display technologies a very valuable tool for the study of molecular interactions,
the isolation of affinity reagents with increased affinities and stabilities, and the
development of therapeutics with tissue- and cell-targeting capabilities. This article
introduces different display methods, the types of random libraries most commonly
used to isolate binders, and some of the interesting and creative applications of
molecular display technologies in answering a variety of biological questions.

1
Display Methods

1.1
Phage display

In 1985, Dr George Smith, a professor at
the University of Missouri-Columbia, pub-
lished an article in which he described an
experiment where he inserted a segment
of the gene encoding the EcoRI restriction
enzyme into the genome of the M13 bac-
teriophage. Smith found that fusions of
the EcoRI protein fragment with one of
the minor coat proteins were tolerated by
the virus, as they still produced infectious
particles. Interestingly, these particles in-
corporated the chimeric protein, and they
could be fractionated from nonrecombi-
nant virus particles with an antibody that
recognized the expressed portion of the
EcoRI protein. With sequential rounds of
affinity selection, termed biopanning, the
recombinant particles that displayed the
antigen could be selectively enriched from
an excess of nonrecombinant particles.

These results led to the concept of ‘‘phage
display,’’ in which coding regions for pep-
tide or protein segments are inserted in a
bacteriophage genome and the expressed
peptide or protein segments are accessi-
ble for molecular interactions. The major
benefit of phage display, as well as other
display technologies we review here, is
the physical linkage between the displayed
entity (phenotype) and its genetic code
(genotype), which permits a method for
‘‘bar-coding’’ and isolating rare peptides
and proteins with desired properties from
diverse libraries. In this section, we briefly
discuss different molecular display meth-
ods that are in use today.

1.1.1 Bacteriophage M13
To date, bacteriophage M13 display has
been the most extensively used display
method. M13 phage particle are filamen-
tous in shape (i.e. 9 nm wide, 900 nm long)
and contain five types of coat proteins as
well as a single-stranded DNA molecule
(Fig. 1a). In the original experiments of
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Fig. 1 Bacteriophage M13 display.
(a) Schematic representation of M13. (b) Affinity
selection of phage-displayed libraries. The
protein (pIII, pVI, pVII, pVIII, and pIX) and DNA
(single-stranded) components of a prototypic
bacteriophage M13 particle are shown. DNA
fusions to the N-terminus of the coding region
for mature protein III leads to the generation of a
chimeric protein that is incorporated in the
secreted viral particle. If the virus particle is
assembled in an infected cell that carries a
recombinant phagemid and a helper virus,
display can be monovalent (shown);
alternatively, use of a different vector can lead to
pentavalent display (not shown). A population of
virus particles displaying a library of antibody
fragments, cDNA segments, combinatorial

peptides, or engineered proteins can be
fractionated by affinity selection. Phage are
incubated in a microtiter plate well coated with a
target protein and nonbinding particles are
washed away, and retained particles are
recovered by chemically denaturing the target.
Infection of E. coli cells with the released particles
amplifies the phage enriched for binding and the
process is repeated two or more additional
times. After limiting dilution of the final sample,
individual clones are amplified and tested for
binding to the target (and not a negative control
protein) by an ELISA. DNA sequencing of the
phage insert leads to identification of the affinity
selected antibody fragment, cDNA segment,
combinatorial peptide, or engineered protein.

Smith, protein fragments were displayed
at the N-terminus of mature protein III.
Fortuitously, the site chosen for display
did not interfere with either virus mor-
phogenesis or the infection process. Since
then, research has shown that it is possi-
ble to display at the N-terminus of proteins
III, VII, VIII, IX and at the C-terminus of
proteins III, VI, and VIII. The display of
proteins and peptides at the N-terminus of
proteins III or VIII is most common.

Phage-displayed protein or peptide li-
braries are typically fractionated by affinity
selection (Fig. 1b). A target protein is im-
mobilized on a surface, incubated with
an aliquot of viral particles, nonbinding
particles are washed away, and bound
particles are recovered. To release the

bound particles without destroying their
infectivity, it is possible to expose them
to pH extremes (i.e. pH 2 or 12), pro-
tein denaturants (i.e. 6 M urea, 15 mM
dithiothreitol), or proteases (i.e. trypsin,
subtilase). Once the conditions for elu-
tion have been neutralized, the recovered
phage can be used to infect Escherichia coli
cells, thereby amplifying the selection out-
put. Since bacteriophage M13 is not a lytic
virus, infected cells secrete phage particles
on a continual basis as they grow, yield-
ing ∼1012 plaque-forming units (pfu) per
milliliter in an overnight liquid culture.

The target proteins can be affixed to
the surface of microtiter plate wells ei-
ther directly by nonspecific adsorption
or indirectly through a streptavidin-biotin
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Fig. 1 (Continued)

linkage (i.e. the target protein is biotiny-
lated and bound to immobilized strep-
tavidin). Another option is to capture
complexes formed between soluble bi-
otinylated protein targets and phage on
streptavidin-coated microtiter plate wells

or magnetic beads. Finally, it is possible to
select phages that bind to the surfaces of,
or are internalized by, mammalian cells or
tissues. In general, three rounds of affinity
selection are sufficient to enrich bind-
ing phage particles from a library. After
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confirming that the output phage clones
actually bind to the target, often through
an enzyme-linked immunosorbent assay
(ELISA), sequencing the DNA insert of
the individual phage clones reveals the
coding sequence of the displayed peptide
or protein.

Many of the proteins displayed on
bacteriophage M13 adopt their native
structure and activity, even though they are
fused to a coat protein that is assembled
into a viral particle. However, in some
cases, the displayed protein interferes with
the function of the coat protein, viral
particle morphogenesis, or secretion of
the viral particle by E. coli. In many of
these situations, these limitations can be
overcome by displaying the protein on
a shortened version of the coat protein
and providing the wild-type form of the
protein, with the aid of a helper virus.
Thus, instead of being displayed on all
five copies of protein III (multivalent
display), the protein can be displayed in
a monovalent manner, with four copies of
wild-type protein III available for attaching
to the pili of E. coli cells and infecting
them. M13 has been a versatile tool for the
display of many different kinds of peptides
and proteins, thereby leading to many
interesting biomedical and biotechnical
applications, as discussed below.

1.1.2 Bacteriophage T7
It has been possible to display proteins
and peptides on a number of other bac-
teriophages as well. One popular virus is
bacteriophage T7, in which it is possi-
ble to fuse peptides and proteins to the
C-terminus of the 10B capsid protein. Vec-
tors have been developed that direct display
from 1 to 415 copies of polypeptides, 10 to
1000 amino acids in length, per virion. The
low-valency display vectors are suitable for
the selection of high-affinity ligands, while

the higher valency display vectors enhance
the recovery of low-affinity binders. Unlike
the filamentous phage-display system, in
which the displayed proteins need to be se-
creted into the periplasmic compartment
of E. coli cells, T7 phage particles assem-
ble in the cytoplasm, followed by lysis of
the host cell. This characteristic overcomes
the limited capacity of the protein secre-
tion machinery of the E. coli cell and is
more favorable for display of cytosolic pro-
teins that carry reduced cysteine residues.
The short life cycle (i.e. 2 h) for this lytic
virus also makes it attractive for acceler-
ating the screening process. Finally, since
the protein of interest can be fused to the
C-terminus of the major capsid protein,
T7 phage is ideal for displaying segments
of proteins encoded by cDNA fragments,
which are typically biased toward contain-
ing C-terminal stop codons.

1.1.3 Bacteriophage Lambda (λ)
The λ display system has several attractive
attributes. Compared to the T7 phage
system, in which multivalent display of
larger proteins has been reported to affect
plaque formation, λ appears to tolerate
display of proteins up to 300 amino acids
in length on at least 90% of the copies
of its capsid D protein. In addition, it is
possible to display at either the N- or the
C-termini of protein D. From a λ library
displaying protein segments encoded by
cDNA or genomic DNA fragments, one
can identify interacting proteins for a
variety of targets.

1.2
Cell Surface Display

In the recent years, cell surface display has
emerged as an alternative to phage display.
While cells can display thousands of copies
of a peptide or protein, one of the biggest
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advantages of cell display is that one
can use fluorescence-activated cell sorting
(FACS) to identify and quantitate positive
clones during the selection process. In
addition, the carbohydrates on the cell
surface offer a largely inert surface in terms
of nonspecific binding to target proteins,
potentially leading to lower numbers of
false positives. This section discusses
various bacterial and yeast cell surface
display techniques.

1.2.1 Bacterial Display
A variety of expression systems for the
display of either short peptides or fully
folded proteins on E. coli and, to a
lesser extent, on gram-positive bacteria
have been developed. Peptides or proteins
have been targeted to the cell surface
of bacteria by fusing them with pro-
tein components of the outer membrane,
pilus, or flagella of E. coli. It has also
been possible to display on the surface
of gram-positive bacteria, Staphylococcus
carnosus and S. aureus. Through FACS,
bacteria that bind a particular fluores-
cent target protein can be enriched over
10 000-fold from a library, and with subse-
quent rounds of growth and cell sorting,
they are eventually purified. Bacterial dis-
play has many applications, including
vaccine development, mapping epitopes,
bioremediation, biocatalysis, and biosen-
sor development.

1.2.2 Yeast Display
Surface display of proteins on baker’s yeast
Saccharomyces cerevisiae was first reported
in 1997 and, since then, it has been gain-
ing increased use in the field of protein
engineering. This system utilizes the cell
surface receptor a-agglutinin, which me-
diates cell–cell adhesion during mating
of the ‘‘a’’ and ‘‘α’’ haploid forms to

produce a diploid yeast cell. The large sub-
unit of a-agglutinin, Aga1p, is anchored
to the yeast cell wall by a covalent β-
glycan linkage, while the small subunit
Aga2p is linked to Aga1p by two disul-
fide bonds (Fig. 2a). Proteins of interest
can be displayed as C-terminal fusions
to the Aga2p protein without disturbing
assembly of the agglutinin protein het-
erodimer on the cell surface. To tightly
regulate display, expression of the Aga2p
gene fusion is directed by the GAL1-10
promoter, which is completely repressed
by growth on glucose and induced by
galactose. Thus, a yeast-display library can
be propagated in the presence of glucose
without expression of the fusion protein,
which prevents loss of recombinant clones
whose Aga2p fusion protein expression
is toxic. A variety of proteins have been
successfully displayed on yeast, includ-
ing scFv’s, single-chain T-cell receptors,
Fabs, a single-chain form of the class II
major histocompatibility complex product,
and selectins.

Affinity selection of a yeast-display li-
brary is commonly performed by mixing
the yeast cells displaying the protein of
interest with a fluorescently labeled target,
followed by sorting of the yeast-target com-
plexes using FACS. The amount of Aga2p
fusion protein displayed on cells can be
monitored in parallel through detection
of an epitope added to the C-terminus of
the Aga2p fusion protein (Fig.2a). With
FACS, the enrichment of yeast displaying
an interacting protein is evident in real
time during each selection step (Fig.2b).
One less-expensive alternative to FACS
is the use of streptavidin magnetic beads
with biotinylated targets for fractionating
yeast. To date, yeast display has been ap-
plied primarily to in vitro evolution studies
in which 105 to 107 variants of a pro-
tein are generated and screened for an



416 Molecular Display Technologies

Aga1

Saccharomyces
cerevisiae cell

Aga2

S S
S S

Cell wall 

HA

c-myc

scFv

Labeled antigen
#2 #3

Antigen binding

sc
F

v 
su

rf
ac

e
ex

pr
es

si
on

#1

#4

100

10
0

10
1

10
2

10
3

10
4

101 102 103 104

(a) (b)

Fig. 2 The yeast display method. (a) Aga2-scFv
fusion displayed on the surface of S. cerevisiae.
The protein of interest (i.e. an scFv) is expressed
on the yeast surface as a C-terminal fusion to
Aga2. Aga2 is attached to Aga1 by disulfide
bonds, which in turn is anchored in the yeast cell
wall. An HA tag C-terminal to Aga2 and a c-myc
tag C-terminal to the scFv allow determination of
the fraction of cells expressing the recombinant
clone and those expressing Aga2 only. The
antigen is labeled so that the yeast, which bind
the antigen, can be fractionated and quantified
using FACS. (b) Bivariate flow cytometric
analysis of yeast-displayed antibody fragments. A
greatly enriched antigen-binding population
shows the discrimination of clones with slight

differences in affinities and nonbinding
populations. Cells are double labeled with
biotinylated antigen/streptavidin-phycoerythrin,
and anti-c-myc/anti-mouse FITC labels.
Subpopulation #4 expresses higher affinity
scFv’s and labels more brightly with antigen at a
given scFv expression level. Subpopulation #3
expresses somewhat lower affinity scFv’s, and
subpopulation #2 does not detectably bind
antigen. Subpopulation #1 is not expressing
scFv on the cell surface. (Figure 2b was
reproduced with permission from Feldhaus,
M.J., Siegel, R.W. et al. (2003) Flow-cytometric
isolation of human antibodies from a
nonimmune Saccharomyces cerevisiae surface
display library, Nat. Biotechnol. 13(2), 163–170.)

optimal variant. Even though yeast cells
are not efficiently transformed with exoge-
nous DNA, such studies generally involve
smaller libraries of variants, which are
easily achievable using yeast. Recently,
Feldhaus and coworkers reported the con-
struction and characterization of the first
nonimmune human scFv library displayed
on yeast, with a diversity of 109 clones.
By performing a considerable number of
transformations, it was possible to over-
come the low transformation efficiency of
yeast. With this library, scFv’s to many tar-
gets have been isolated and demonstrated
to have affinities similar to those obtained
from phage-display libraries. Moreover,
the researchers were also able to amplify

this library 1010 fold without loss of diver-
sity, suggesting that the original library is
essentially an unlimited source for scFv’s.

1.3
In vitro Display

In vitro display technologies utilize cell-
free systems, and are not limited by
the biology of the virus or cells. In
vitro libraries are typically 1012 to 1014,
orders of magnitude higher than the
largest phage libraries available, which
allows a much larger ‘‘sequence space’’
to be surveyed and tighter binders to
be selected.
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1.3.1 Ribosome Display
Ribosome display was first applied to the
display of short peptides and later modified
to display proteins and protein fragments.
In this technique, a linear DNA segment,
containing a promoter recognized by the
T7 RNA polymerase, a ribosome binding

site, the coding region for the peptide or
protein, and a spacer region encoding
a long unstructured stretch of amino
acids, is transcribed and translated in vitro
(Fig.3a). If the translation product lacks a
stop codon, the nascent polypeptide chain
remains tethered to the ribosome and

(a)

Fig. 3 Affinity selection using in vitro display techniques: DNA and mRNA are
denoted by solid and broken lines, respectively. (a) Ribosome Display. A DNA library
encoding proteins of interest is transcribed and translated in vitro. A long C-terminal
spacer allows proteins to fold and lack of a stop codon prevents release of the protein.
The mRNA-protein–ribosome complex is then used for selection on immobilized
target. At the end of the selection step, the bound mRNA is released from the
ribosome with EDTA, reverse transcribed, and the resulting cDNA is amplified by PCR
and used either for another round of affinity selection or cloned and sequenced to
determine its identity. (b) mRNA display. A DNA library encoding proteins of interest
is transcribed in vitro and a short segment of DNA carrying a 5′ psoralen linker and a
3′ puromycin moiety (P) is hybridized to the mRNA. Photo-activation of the psoralen
leads to covalent cross-linking of the mRNA and the DNA. This complex is then in
vitro translated. The ribosomes stall at the RNA–DNA junction, allowing the
puromycin to enter the A site of the ribosome (shaded circle) and accept the nascent
polypeptide chain. Because of the covalent linkage of the mRNA and the protein, the
ribosome can be dissociated at this point. Second-strand synthesis of the mRNA
results in a DNA–RNA hybrid that is more stable and the selections are performed
with this complex. At the end of the selection, the DNA is amplified by PCR and either
used for additional rounds of selection or sequenced to yield the identity of the clone.
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mRNA, thereby creating a physical linkage
between the genotype and phenotype. This
RNA-protein complex, which is stabilized
by high concentrations of magnesium and
low temperatures, can be used in selection
experiments. Sequences of interest are
recovered by reverse transcribing the
selected mRNA molecules, synthesizing
the second DNA strand, and amplifying
the resulting DNA by the polymerase
chain reaction (PCR). Through additional
rounds of in vitro transcription, translation
and affinity selection, peptides or protein
fragments with interesting properties are
isolated from libraries.

Ribosome display has been mainly used
for the display and selection of scFv’s.
By this technique, scFv’s selected from li-
braries of >1012 molecules generally have

dissociation constants in the low nanomo-
lar range. Since the PCR amplification step
in the screening process can be modified to
be mutagenic (i.e. 0.5–1%), this technique
is well suited for molecular evolution ex-
periments such as affinity maturation and
stability engineering of scFv’s. In one ap-
plication, a low fidelity DNA polymerase
was used for PCR amplification of scFv’s
selected with bovine insulin, and after six
cycles of selection, scFv’s were recovered
with dissociation constants of 80 picomo-
lar. In another study, scFv’s that recognize
the guanine quadruplex of human telom-
eric DNA sequences were isolated from a
ribosome display library and demonstrated
to have Kd values in the low nanomo-
lar range. In immunofluorescence studies,
it was possible to prove the existence of
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the guanine quadruplex in vivo, for which
there had previously been no conclusive
evidence, using such antibody fragments.

Ribosome display has also been used to
select for proteins with catalytic activity.
A beta-lactamase could be enriched over
an inactive mutant by ribosome display
using a suicide substrate inhibitor. Even
though the active enzyme made a covalent
bond with the suicide substrate, chelating
the magnesium ions releases its encoding
mRNA for subsequent amplification and
rescreening steps.

1.3.2 mRNA Display
mRNA display was first reported in 1997 by
two groups working independently. This
technique is similar to ribosome display,
except that the nascent polypeptide chain
is linked to its mRNA covalently by use
of the aminoacyl-tRNA mimic puromycin.
Puromycin can be attached to the 3′
end of the mRNA by hybridizing with
single-stranded DNA containing psoralen
and puromycin moieties, followed by
photomediated cross-linking of the hybrid
through the psoralen. This RNA–DNA
partial duplex is then used for in vitro
translation: the ribosome stalls at the
RNA–DNA junction, which allows time
for the puromycin to enter the ‘‘A site’’
of the ribosome and accept the nascent
polypeptide chain, thereby creating a
covalent linkage between the mRNA and
the protein it encodes (Fig. 3b). To stabilize
the mRNA component of the complex
prior to selection experiments, it is reverse
transcribed or replaced by double-stranded
cDNA, which is covalently attached to the
protein and the selection is performed with
this complex. Since proteins are covalently
linked to their coding sequence, affinity
selection experiments can be performed
under stringent conditions.

A variety of peptides and proteins have
been displayed on mRNA and have been
used to isolate high-affinity reagents that
bind RNA, small molecules, and other
proteins. RNA-binding peptides, which
bound their target with low nanomolar
affinity and high specificity, were isolated
from combinatorial peptide libraries of
1012 to 1014 individual members. Some
of these peptides were even able to
differentiate between a single nucleotide
change in the loop structure of the
RNA. From a combinatorial peptide library
containing 80 randomized amino acids,
specific binders of ATP have been isolated
with high affinity (Kd = 100 nM). From
tissue-specific cDNA libraries, interaction
partners for the antiapoptotic protein Bcl-
XL, which included known partners as
well as previously unidentified proteins,
have been isolated. Finally, using this
technology, it was possible to isolate
antibody mimetics, which were based on
randomizing residues within the tenth
fibronectin type III domain, to tumor
necrosis factor-α (TNF-α) with Kd values
in the picomolar range.

mRNA display also lends itself to unique
applications such as incorporation of un-
natural amino acids and chemical adducts
into the synthesized protein. Attachment
of a penicillin moiety to a fixed cysteine in a
combinatorial peptide library allowed iden-
tification of novel inhibitors of the peni-
cillin binding protein 2a, which were 100-
fold more potent than penicillin alone in
inhibiting synthesis of bacterial cell walls.
The same research group also introduced
a biotinylated amino acid into a displayed
peptide by adding a biocytin-charged am-
ber suppressor tRNA to the in vitro transla-
tion reaction. The ability to use unnatural
amino acids overcomes the diversity limits
imposed by the 20 natural amino acids and
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can lead to the identification of peptides
and proteins with unique characteristics.

2
Types of Libraries

Molecular display technologies allow the
recovery and identification of molecules
with desired properties without the need
for any prior sequence information. This
property has made it possible to survey
very large libraries(i.e. 109 –1014 unique
sequences) for those rare members with
the desirable biochemical traits. In this
section, we briefly discuss the different
kinds of libraries that are often used to
accomplish this previously daunting task.

2.1
Combinatorial Peptide Libraries

One of the most common uses for bac-
teriophage M13 has been the display of
combinatorial peptides. Oligonucleotides,
which are fixed in length but degener-
ate in sequence, are inserted into one of
the genes encoding one of the six capsid
proteins, thereby generating a library of
combinatorial peptides displayed on the
surface of phage particles. While there are
many codon schemes to choose from, the
degenerate regions are commonly based
on the NNK coding scheme: N is an
equimolar mixture of A, C, G, and T, and
K is an equimolar mixture of G and T
nucleotides. In this scheme, 32 codons
encode one stop codon (TAG), which is
suppressed in certain E. coli strains, and
all 20 amino acids, which are represented
once (C, D, E, F, H, I, K, M, N, Q, W, Y),
twice (A, G, P, V, T), or three times (L, R,
S). These combinatorial peptide libraries,
also called random peptide libraries, typi-
cally contain over one billion clones, with

each viral particle displaying a different
peptide sequence fused to protein III. A
variety of combinatorial peptide libraries
have been constructed over the years, of
6 to 42 amino acids in length, and with
no or several fixed amino acids, such as
cysteines. (Since the phage particles are
secreted into an oxidizing environment,
peptides with even numbers of cysteines
will form intramolecular disulfide bonds,
thereby conformationally constraining the
peptides.) While such libraries are di-
verse enough to encode all possible six
and shorter amino-acid-long peptide se-
quences, there is evidence for exclusion
from phage-displayed combinatorial pep-
tide libraries of certain peptide sequences
that interfere with viral morphogenesis or
secretion through the membrane.

2.2
scFv and Fab Libraries and Fab Libraries

Fabs or scFv’s have been successfully
displayed on the surface of bacterio-
phage. Creation of large repertoires of
antibody fragments from antibody genes,
as well as the development of high-
throughput screening methods, reduce,
and in some cases eliminate, the need
to use animals for antibody production.
Phage-displayed antibodies have been gen-
erated from a variety of animals (camel,
chimpanzee, human, llama, mouse, and
rabbit), and since each phage particle dis-
plays a single antibody fragment, they are
monoclonal in nature. M13 phage dis-
play remains the most extensively used
method for isolation of antibody frag-
ments partly because it is well suited
for the expression of immunoglobu-
lin protein fragments; as the chimeric
antibody-capsid proteins pass through
the periplasm during viral morphogen-
esis, the disulfide bonds in the heavy
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and light chains have an opportunity to
form properly.

There are three routes for generating an-
tibody display libraries. First, it is possible
to immunize an animal with an immuno-
gen, recover the circulating B-cells, extract
mRNA, and clone portions of the im-
munoglobulin heavy and light chains into
a display vector. In this manner, mon-
oclonal antibodies can be rescued from
immunized animals in lieu of generat-
ing hybridomas. It is possible to use this
method to obtain neutralizing antibodies
from human patients that recovered from
exposure to infectious agents, such as the
human immunodeficiency virus, respira-
tory syncytial virus, and herpes simplex
virus, and Helicobacter pylori. Second, it is
possible to generate a naı̈ve antibody li-
brary by amplifying the variable regions of
the heavy and light chains from a small
number of B-cell donors and then cloning
and displaying a large number of pair-wise
combinations. From libraries containing
over one billion clones, it is possible to
generate antibodies to most antigens with
nanomolar dissociation constants. Third, it
has been possible to randomize the codons
for the hypervariable regions within the
heavy and light chain variable regions,
thereby generating ‘‘semisynthetic’’ anti-
body libraries. All three approaches have
been extremely productive in generating
antibodies for basic research, biotechnol-
ogy, and medical applications.

In the postgenomic era, antibody frag-
ments can help to define novel gene
function and to measure protein expres-
sion in pathological states. In addition
to these new directions, antibody frag-
ments have begun to show success in
clinical diagnosis and as immunothera-
pies for cancer and other diseases. Ra-
diolabeled antibodies, derived by display

technologies, have great potential for can-
cer imaging and treatment. Antibodies
have also been exploited for prodrug ther-
apy, cancer treatment, and gene delivery
by fusing them with different molecules
such as toxins, enzymes, and viruses. The
list of FDA approved antibody therapeu-
tics against cancer, viral infection, and
inflammatory disease is growing rapidly
(http://www.fda.gov/cber/efoi/approve.
htm).

2.3
Antibody Mimetic Libraries

Although scFv’s and Fabs have been
used extensively as affinity reagents, they
sometimes suffer from poor yields when
expressed in E. coli and can be unstable.
These drawbacks have prompted a search
for alternative scaffolds, which bind targets
with comparable specificity and affinity.
These mimetics generally have improved
stabilities, better expression yields in E.
coli, and, in some cases, are smaller, inher-
ently fluorescent, or lack disulfide bonds.
Mimetics without disulfide bonds can be
used for in vivo inhibition of cytoplasmic
targets because they adopt stable struc-
tures in the reducing environment of the
cytoplasm. Although it remains to be de-
termined if antibody mimetics can replace
therapeutic antibodies, they offer great
promise in research and diagnostics.

Antibody mimetic libraries can be con-
structed by randomizing residues that are
exposed on the scaffold surface or by
grafting the complementarity determin-
ing regions (CDR) of antibodies onto
the scaffold. Some of these mimetics
have been termed affibodies, monobod-
ies, and anticalins, which are based on
a three-helix bundle Protein A domain
from Staphylococcus aureus, the tenth type
III domain of human fibronectin, and
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lipocalin, respectively. Affibodies, mono-
bodies, and fluorobodies have been used
to generate binders with nanomolar to pi-
comolar affinities against protein targets,
whereas anticalins have been mainly used
for isolating binders with midnanomo-
lar affinity for small molecules such
as fluorescein and digoxigenin. Mono-
bodies isolated against estrogen receptor
complexed with different ligands have
been employed as intracellular detec-
tors for ligand-induced conformational
changes of the target. Recently, repeat
proteins such as ankyrins and leucine
repeats have been explored as antibody
mimetics where multiple randomized re-
peats are stacked together to create a
binding surface for targets. The modu-
lar structure of this class of antibody
mimetics may allow greater flexibility in
designing binders with greater diversity
and increased surface area for interac-
tions with their targets. Ankyrins are
also promising reagents for intracellular
protein ‘‘knock-out’’ experiments because
they do not require disulfide bond forma-
tion for their stability.

2.4
cDNA and Genomic DNA Libraries

Bacteriophages have also been used to
display libraries of protein segments en-
coded by complementary DNA (cDNA)
fragments. Libraries of plant, fungal, and
dust mite cDNAs have been cloned and
displayed on bacteriophage M13 for the
purpose of identifying human allergens:
the libraries are screened with serum IgE
and phage-displaying reactive allergens are
selected and subsequently identified by
DNA sequencing. Bacteriophage λ and
T7 have been shown effective in display-
ing protein fragments encoded by cDNA
segments cloned at the C-terminus of

their major capsid proteins. Libraries of
cDNA inserts corresponding to mRNA pu-
rified from different cell types are now
widely available and such libraries have
been screened extensively for interact-
ing with specific protein, RNA, DNA
promoter, carbohydrate, or small chemi-
cal molecules.

3
Applications

3.1
Protein Function and Target Validation

3.1.1 Mapping Protein–protein
Interactions with Peptides
Peptide ligands selected from a phage-
displayed library appear to bind prefer-
entially to ‘‘hot spots’’ on the surface
of protein targets. A hot spot is defined
as a small region on the surface of a
protein, often composed of several hy-
drophobic, disordered amino acids, which
binds other proteins or small molecules.
Peptide ligands selected from a phage li-
brary tend to home in on hot spots and
to mimic proteins that normally interact
with the target protein. In fact, very of-
ten, the primary structures of the selected
peptides resemble regions within the in-
teracting proteins. This phenomenon has
been termed an example of convergent evo-
lution, where the biological and molecular
evolution has yielded similar results. Con-
sequently, phage display has proven very
useful in mapping the protein–protein
interactions of extracellular and intra-
cellular proteins (Fig. 4). Several notable
examples include defining the epitopes
of monoclonal and polyclonal antibod-
ies, discovering agonists and antagonists
of hormone receptors, and defining the
specificity of protein interaction modules
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Fig. 4 Mapping protein–protein interactions. The intersectin protein consists of two Eps15
Homology (EH) domains, a central coiled-coil region, and five Src Homology 3 (SH3) domains.
A protein fusion between the N-terminal SH3 domain (SH3A) and the glutathione-S-
transferase (GST) can be used to affinity select phage-displayed combinatorial peptide libraries.
The predicted amino acid sequences of selected phage are aligned to reveal the motif, PpVPPR,
where p is commonly proline. Computer searches with the motif matched a sequence
(PPVPPR) within the Son-of-Sevenless (Sos) protein, suggesting that it may interact with
intersectin. Sos was demonstrated to interact with intersectin through pull-down and
coimmunoprecipitation experiments. Sos is 170 kilodaltons (kDa) and reacts with C23, a
commercial monoclonal antibody. SM and NRS void refer to starting material (rat brain extract)
and nonreactive serum respectively.

present in signal transduction and endo-
cytic proteins.

3.1.2 Elucidation of Enzyme Function
Peptides selected for binding to enzymes
appear to preferentially bind at the active
sites of the enzymes, even though they are
not involved in protein–protein interac-
tions. In a survey of ten different enzymes,
peptide ligands were isolated for eight of
the target proteins, and at least six were
shown to inhibit the enzymes. Synthetic
forms of the selected peptides acted as
competitive inhibitors in activity assays. In

addition, they were used in displacement
assays to screen libraries of chemicals and
natural products for those that prevented
binding of the peptide ligands to the en-
zymes in vitro, and thus bind to the active
site of the enzyme. Such peptides can also
be expressed inside cells where they can
bind to the enzyme and inhibit its in vivo
activity; in some cases, inhibition leads to
a cellular phenotype.

It is also possible to screen combina-
torial peptide libraries to define the sub-
strate specificity of enzymes. By tethering
phage through an anchor sequence, the
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substrate specificity of proteases can be
defined: only those viruses that carry a
cleavage site in the linker composed of
combinatorial peptides are released. In
this manner, ‘‘substrate phages’’ have
been identified for a variety of pro-
teases, such as subtilisin, factor Xa, fu-
rin, matrix metalloproteinases, urokinase,
granzyme B, prostate-specific antigen,
and HIV-1 protease. Substrate phages
have also proven useful for defining the
substrate specificity of various protein ty-
rosine kinases.

3.1.3 Functional Knock-outs Using
Intrabodies
Over the past few years, several groups
have expressed antibody fragments in-
side cells. These intracellularly expressed
antibody fragments, also named ‘‘intra-
bodies,’’ can provide a way of validating
targets by blocking pathways in cells.
While only a small fraction of phage-
displayed scFv molecules can fold properly
in the reducing environment of the cy-
toplasm, those which do fold are still
able to bind to their targets and yield
interesting biological results, such as ar-
resting HIV infection, blocking apoptosis,
disturbing proper embryo development,
and arresting oncogenic transformation of
cells in culture. Future experiments in
functional genomics will rely heavily on
antibodies or mimetics that fold efficiently
inside cells.

3.2
Drug Discovery and Therapeutics

3.2.1 Identification of Tissue- and
Tumor-specific Markers via Whole-cell and
in vivo Panning
Phage-displayed peptide and scFv libraries
have also been used successfully for

affinity selections against target mix-
tures present on the surface of cultured
mammalian cells or tissues. Because
whole-cell or tissue panning bypasses the
need to purify the antigen, this method
is useful for generating affinity reagents
against antigens that are hard to purify,
such as transmembrane proteins. Using
this procedure, scFv’s and peptides have
been isolated for cell surface receptors
such as urokinase plasminogen activated
receptor, thrombin receptor, melanocortin
receptor, and cell types such as colorec-
tal tumor cells, lymphatic vessels, and
Bacillus spores. Cell- and tumor-specific
peptide ligands and antibodies have great
potential usefulness in profiling the type
or the stage of cancer in a manner sim-
ilar to expression profiling using DNA
microarrays.

In working with intact cells, scientists
have realized that phage particles that
promote cellular internalization can be
selected from a display library. After incu-
bating the phage particles with intact cells,
the unbound phage are washed away and
the cells are lysed in order to recover the
internalized phage. Internalizing scFv’s,
which were shown to recognize the ErbB2
antigen, have been identified for SKBR3
breast cancer cells, and when fused to
liposomes, target delivery into ErbB2 ex-
pressing tumor cells. Peptides selective for
internalization by fibroblast cells, laryngeal
carcinoma cells and ECV304 endothelial
cells, and the human urothelium have
been reported.

Phage-displayed combinatorial peptide
libraries have also been used in in vivo
panning. In a series of ground-breaking pa-
pers, Renata Pasqualini and Erki Ruoslahti
injected phage particles displaying combi-
natorial peptides into mice, dissected out
various tissues, amplified the bound phage
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particles in E. coli, and repeated the se-
lection process several times. Individual
clones, when tested, were confirmed to
bind selectively to their respective tissue
targets. Similar experiments have also
been conducted in humans: phage partic-
les have been injected into patients and
peptides were identified that bind selective-
ly to human vasculature. Such ‘‘organ
homing’’ peptides can be linked to drugs,
and adenovirus or adeno-associated virus,
for the purpose of targeting the delivery
of the drugs or gene therapy agents
respectively.

3.2.2 Screening of Small Molecule
Inhibitors Using Surrogate Peptide Ligands
Since peptide ligands selected from a
phage-displayed combinatorial peptide li-
brary often bind at sites of protein–protein
interactions or catalysis, assays for discov-
ering small molecule inhibitors can be de-
veloped. For example, peptides chemically
synthesized with fluorophores attached at
one end can be incubated in microtiter
plate wells with the target protein and
compounds from natural and chemical li-
braries. If the compound does not bind
to the target, the fluorescence polariza-
tion of the labeled peptide will become
anisotropic because of binding of a small
peptide to a larger target molecule. On the
other hand, if the compound binds to the
target, thereby blocking peptide binding,
the fluorescence polarization of the pep-
tide will be isotropic, because it is free in
solution. High-end devices can scan 96-,
384-, 1536-, or 6144-well microtiter plates
rapidly in a laboratory, thereby permitting
research groups to survey libraries of thou-
sands and thousands of compounds for
potential inhibitors. This general approach
has lead to the discovery of compounds
with potential antimicrobial activity.

3.2.3 Zinc Fingers for Controlling Gene
Expression
One fruitful avenue for designing affinity
reagents has been with zinc fingers,
which typically bind DNA. Multiple zinc
fingers can be displayed on phage and
can bind to specific DNA sequences, with
each finger (30 amino acids) roughly
binding three adjacent bases in a double-
stranded DNA molecule. Thus, it has been
possible to randomize residues within
a phage-displayed zinc finger and select
for variants that could bind to specific
double-stranded DNA molecules. Through
a concerted effort, zinc fingers that bind
to many different DNA triplet sequences
have been identified. Such fingers can
be ‘‘stitched’’ together to make polydactyl
fingers (i.e. 6 adjacent zinc fingers) that
recognize unique 18-bp sequences with
subnanomolar to femtomolar dissociation
constants. One practical consequence of
this work is that it is now possible to
introduce engineered finger proteins into
cells and induce or repress expression of
specific genes. It will be interesting to
follow how this approach matures.

3.3
Protein Engineering and Industrial
Applications

3.3.1 Molecular Evolution
Molecular evolution refers to improve-
ment of the desired characteristics of
a molecule using techniques such as
error-prone PCR or DNA shuffling and
the appropriate selection protocols. This
strategy is used extensively in protein engi-
neering in situations where the mutations
that might bring about a desired prop-
erty cannot be predicted from existing
biochemical or structural information, ne-
cessitating the generation and screening of
random mutants. With the application of
different display technologies, the number
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of clones that can be screened at the end
of a molecular evolution experiment has
increased by orders of magnitude. This al-
lows researchers to access larger numbers
of permutations for the desired protein
products. By enhancing the specificity,
affinity, or stability of an scFv, one can gen-
erate a reagent with improved therapeutic
value. Using yeast display and a combi-
nation of DNA shuffling and error-prone
mutagenesis, the dissociation constant of
an scFv that binds fluorescein was im-
proved over three orders of magnitude to
48 femtomolar.

Through phage display and targeted mu-
tagenesis, the dissociation constant of an
anti-Vascular Endothelial Growth Factor
(VEGF) antibody fragment was improved
120 fold over the parent molecule. Finally,
by using ribosome display, an antihemag-
glutinin scFv was evolved to have increased
stability in DTT. Some of the clones were
able to bind their antigen when expressed
in the reducing environment of the E. coli
cytoplasm. These types of antibody frag-
ments would be invaluable as reagents
for protein ‘‘knock-out’’ and target valida-
tion studies.

Phage-displayed proteins are amenable
to selection for their resistance to ex-
treme conditions, such as denaturants,
detergents, proteases, and elevated tem-
peratures. Thus, one can select for protein
variants that maintain their shape or func-
tion under such conditions. For example,
from a phage library displaying mutated
ribonuclease T1 molecules, it was possi-
ble to select variants more stable than the
wild-type molecule. A screen of mutage-
nized Bacillus subtilis cold shock protein
CspB led to the identification of variants
that had higher thermal or chemical sta-
bility, depending on whether the selection
was done at elevated temperature or in
the presence of a denaturant, respectively.

In another case, from a library of muta-
genized alpha-amylase proteins, variants
were discovered that hydrolyze starch at
low pH conditions that favor industrial
applications. Finally, a partially unfolded
four-helix bundle protein, apocytochrome
b(562), was phage displayed and chal-
lenged with a protease, to yield a stably
folded form of the protein.

3.3.2 Bacterial and Yeast Surface Display
as Biocatalysts
Ability to display proteins and enzymes
on bacterial and yeast cell surfaces have
proven to be valuable in industrial appli-
cations. For example, construction of a
whole-cell biocatalyst with its sequential
reaction has been achieved by the genetic
immobilization of two amylolytic enzymes
on the yeast cell surface. Organophospho-
rus hydrolase, a bacterial enzyme that has
been shown to degrade a wide range of
neurotoxic organophosphate nerve agents,
was evolved and displayed on E. coli surface
to hydrolyze methyl parathion, providing
the possibility of creating biocatalysts that
can degrade pesticides (i.e. diazinon and
chlorpyrifos) and nerve agents (i.e. sarin
and soman). E. coli and Moraxella sp (a bac-
terium known to survive in contaminated
environments) have been successfully ex-
plored to display phytochelatins, which
could be used for bioaccumulation of
cadmium and mercury, providing a new
method for treating heavy metal contam-
ination. Finally, display of glycosyltrans-
ferases at the yeast cell surface through
a cell wall anchored protein has shown
potential as a simple in vitro method for
oligosaccharide synthesis using the yeast
intact cell as a biocatalyst.

3.3.3 Nanotechnology
Recently, several groups have screened
phage-displayed combinatorial peptide
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libraries for peptides that bind to inert sur-
faces. Even though such peptide-surface
interactions are intrinsically weak, they are
detected because of the avidity resulting
from the pentavalent presentation of pro-
tein III on M13. Peptides have been dis-
covered that bind selectively to polystyrene,
semiconductor surfaces, silver nanoparti-
cles, and ZnS or CdS nanocrystals. These
peptides have great promise for engineer-
ing new nanostructures.

4
Outlook and Perspectives

Scientists in both basic science and
biotechnology have used display technolo-
gies creatively. While the technologies have
matured over the past few years, new
applications appear on a regular basis, sug-
gesting that they will continue to impact
various fields of science in a significant
manner for the next 10 years. In particular,
it is anticipated that these technologies will
contribute significantly in the emerging
areas of nanotechnology and personalized
medicine, where display technologies can
be used for fabricating nanostructures and
treating disease respectively.
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Keywords

Cytokines
Constitutively released or produced upon cell activation, cytokines are soluble
mediators – sometimes membrane bound – binding to receptors on target cells and
inducing, modulating, or inhibiting cellular functions. Most cytokines are produced by
immune cells and act on immune cells, but cytokines are produced by numerous cell
types and act on a great variety of cells, accordingly displaying a large spectrum of
activities. They are characterized by their redundancy, their synergistic action, and their
regulatory loops. Those produced constitutively contribute to the tissue and systemic
homeostasis. The cytokine are elements of a universal language used by cells to
communicate.

Chemokines
A subfamily of cytokines with structural similarities and sharing the property to recruit
cells within the extravascular space of the tissues (chemotaxis), either at homeostasis or
during inflammatory processes.
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Interferons (IFN)
A subfamily of cytokines sharing an antiviral bioactivity. Interferons are characterized
by different subgroups (type I and II), depending on their origin. In addition to their
common property, some (e.g. IFNγ ) are involved at different stages of the onset and
further development of the immune responses, or play a role during gestation in
mammals (e.g. IFNτ ).

Interleukin (IL-)
A convenient name to classify cytokines. The numbers have been given as a reflection
of their discovery through the years. This term does not define a family, since none are
biochemically or biologically related. However, the most recent interleukins have been
described after gene banks and are thus related to previous well-known interleukins.
When the word was created (1979), there was only IL-1 and IL-2.

Receptors
The receptors of cytokines allow the cells to respond to the signal delivered by
cytokines. They can involve 1, 2, or 3 different chains. Most chains are constituted with
one extracellular domain, one transmembrane domain and one intracellular domain,
except the chemokine receptors that are constituted by 7 transmembrane
domains.

� Cytokines are proteins or glycoproteins produced by cells and acting on other
cells that display on their surface the specific cytokine receptor. Cytokines
are words used by the cells to communicate. Alone or within a determined
sequence, these mediators lead the responding cells to modify its function
(e.g. secretion, proliferation, induction, inhibition, enhanced/reduced function,
migration, apoptosis, etc.). Despite cytokines having been mainly discovered by
immunologists as a product of cells of the leukocyte lineages, they are now recognized
as elements of a universal language used by most cells of any other lineages.
Accordingly, they are essential for many events through the life (reproductive tissue
remodeling, embryogenesis, steady state and adaptive hematopoiesis, surveillance
and maintenance of the tissue structure, functions by the immune system, cell
survival, and cell death, etc). They also allow a dialogue with the central nervous
system and some cytokines may modify different behaviors (fever, anorexia, sleep,
etc). They usually act within their vicinity, but they can also act via an endocrine
fashion. Their productions are tightly controlled within a complex network of
positive and negative loops. They are a prerequisite to control infection by
invasive microorganisms, but their exacerbated production can be deleterious at
the local or systemic levels. Their half angel–half devil aspect has rendered them
difficult to use with therapeutic purposes, although some recombinant cytokines
or some cytokine-neutralizing strategies have been successfully used in different
pathological conditions.
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1
Historical Record

The history of cytokines can be divided in
four main steps through the years. The
first step corresponds to the identification
of biological activities of factors present
in cell culture supernatants or within the
blood stream (late 40s–early 70s). During
the second step (late 70s–early 80s), the
purification and the biochemical charac-
terization of these factors allowed to reach
the stage of defined molecular entities.
During the third step (mid-80s–mid-90s),
the cloning of the coding and noncoding
sequences, the production of recombi-
nant cytokines, as well as the production
of genetically manipulated mice extended
the understanding of the complexity of
the cytokine-mediated language. Since the
late 90s (the fourth step), the discovery
of new cytokines has been relying on
the availability of different genome se-
quences and the different gene banks. In
the later case, bioactivities of newly identi-
fied cytokines remained to be discovered.
Probably, the first reported bioactivity was
the induction of fever and the discovery
of an endogenous pyrogen in the late 40s,
early 50s. The purification of human en-
dogenous pyrogen was published in 1977
by Charles Dinarello. This allowed the
identification of endogenous pyrogen as
interleukin-1 (IL-1). It definitively estab-
lished that fever was due to endogenous
factor(s) and not directly induced by mi-
crobial products. After the cloning of IL-1
in 1984, this was confirmed the following
year, when injection of recombinant IL-
1 was shown to induce fever in rabbits.
Later, genes encoding different IL-1 ho-
mologues have been identified by means
of their significant sequence similarities
to IL-1, but further studies are required to

know whether some members of the IL-
1 family (IL-1F5–10) are pyrogenic. The
other earlier-described bioactivity was re-
ported in 1957 by Isaacs and Lindenmann.
They showed that resistance to virus de-
velopment could be conferred to a cell by
another virus-infected cell. This bioactiv-
ity interfering with virus spreading was
named ‘‘interferon.’’ In the 60s, numer-
ous bioactivities had been detected in
supernatants of lymphocytes. Accordingly,
identified as nonantibody mediators, D.
Dumonde et al. proposed in 1969, the word
‘‘lymphokines.’’ In the following years, the
word ‘‘monokine’’ was employed to char-
acterize other bioactivities found in mono-
cyte/macrophage supernatants. In the 70s,
the most famous lymphokine was the
‘‘macrophage migration inhibitory factor’’
(MIF). Owing its name to its in vitro prop-
erty, MIF had been first identified in 1966
as a T-lymphocyte-derived product associ-
ated with delayed-type hypersensitivity. In
the absence of cell lines producing high
amounts of MIF, its biochemical charac-
terization was delayed. The cloning of this
molecule occurred in 1989, long after its
discovery. In the meantime, MIF-like activ-
ity was reported in cultures of fibroblasts,
and S. Cohen et al. found a MIF-like activ-
ity in the supernatants of virus-loaded cell
lines. Then, it appeared evident that lym-
phokines were incorrectly named because
many cell types other than lymphocytes
could produce similar bioactivities. And,
in 1974, S. Cohen coined the name ‘‘cy-
tokine.’’ Indeed, MIF is a good example
of a cytokine produced by many cell types,
including macrophages, dendritic leuko-
cytes, endothelial cells, epithelial cells, and
fibroblasts. Most fascinating was the redis-
covery of MIF as a product of the pituitary
gland, further reinforcing the concept of
cytokine and illustrating that, sometimes,
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the border between cytokines and hor-
mones may be difficult to draw.

Names of factors were traditionally re-
flecting their various biologic activities
identified in different laboratories. This
approach resulted in an imprecise and re-
dundant nomenclature. In 1979, during
the 2nd international Lymphokine Work-
shop in Ermatingen (Switzerland), it was
decided that the name ‘‘interleukin’’ (IL-)
be given to two different characterized
factors. Under the new term IL-1 were
gathered numerous names or acronyms
defined according to one of the proper-
ties of this cytokine: osteoclast activating
factor (OAF), lymphocyte activating factor
(LAF), B-cell activating factor (BAF), epi-
dermal thymocyte activating factor (ETAF),
T-cell replacing factor III (TRFIII), leuko-
cyte endogenous mediator, endogenous
pyrogen, mitogenic protein, catabolin,
hemopoietin-1, and so on. The name inter-
leukin (between leukocytes) was obviously
not the best choice since these factors
were not restricted to leukocytes, but it had
been mainly chosen by immunologists too
self-absorbed, who were considering the
immune system working independently
of the other systems. When interviewed
about it, Stanley Cohen specified: ‘‘It is
a common misconception that the term
interleukin was accepted for adoption by
the nomenclature committee. When it was
proposed, both Byron Waksman and I,
as Co-chairs, felt it would turn out to
be too restrictive (even then) and there
was general agreement by the commit-
tee that it would be premature to refer
to mediators as interleukins. This view
was conveyed to the proposers. However,
shortly thereafter, an editorial appeared
in Journal of Immunology stating that
the term ‘interleukin’ had been discussed
and considered by the committee (true)
and that henceforth the term would be

used in scientific communications by the
scientists writing the editorial. This was a
true-true-unrelated kind of position to take,
but it caught on in the general scientific
community.’’

The last neologism, ‘‘chemokine,’’ was
created in 1992 to gather under one
name a large family of small biochemically
related cytokines, all possessing chemoat-
tractant properties.

The availability of the first cloned
molecules allowed major progresses, not
only in fundamental research but also for
clinical applications. While growth hor-
mone was the first recombinant molecule
used in humans in 1980, interferon-alpha
was the first cytokine injected in humans
in 1981, and IL-2 the second in 1985. In-
deed, in 1984, 10 000 L of supernatants of
activated Jurkat cell were required to pre-
pare 30 mg of natural IL-2; the following
year, 10 L of supernatants of recombinant
Escherichia coli expressing the IL-2 gene
were sufficient to prepare 1 g of recombi-
nant IL-2.

2
A Universal Language of Cells

2.1
Definitions

Cytokines have been defined by immu-
nologists as cooperative factors produced
by activated lymphocytes, dendritic leuko-
cytes, macrophages that induce, modulate,
favor, increase, inhibit cell proliferation,
cell differentiation, or cell activities such
as antibody production. The onset of the
messages delivered by these soluble (or
membrane-bound) molecules relies on the
binding to their specific receptors dis-
played on the surface of the immune
cells, a process leading to an intracellular
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signaling cascade. However, far from be-
ing limited to the leukocyte lineages, this
is a universal language of cells of the whole
body, independently of their lineages, their
nature, and their localization. This is prob-
ably the main difference between cytokines
and other soluble molecules such as neu-
romediators mainly produced by the brain
and the neurons, or hormones mainly pro-
duced by the endocrine system (Table 1).

Like hormones, cytokines can act in
an endocrine fashion, but their actions
mainly occur within the cellular mi-
croenvironment in a paracrine fashion.
However, since some cytokines can be
expressed on the cell surface of the pro-
ducer cell, cytokines can act in a juxtacrine
fashion within a close contact between

cells. Finally, cytokines can act as an
autocrine factor for a cell that both pro-
duces a cytokine and displays its receptor
(Fig. 1).

Cell interactions involve more than one
cytokine. One can consider each cytokine
as a word, and the full sentence that
will finally emerge is the reflection of
the delivery of different cytokine-mediated
signals. Together, these signalings lead to
orientate the activities of the target cell.
Thus, the order of delivery of cytokines has
major consequences on the nature of the
message. Furthermore, the concentration
of cytokines, their localization, the nature
of the target cell, and the timing are
important parameters that affect the exact
nature of the cytokine-initiated process.

Tab. 1 Comparison between hormones and cytokines.

Sources Targets Activities Action

Hormones Secreted by a
unique cell
lineage

Specificity rather
limited to one
single type of
target cell

Single action Endocrine

Cytokines Produced by many
cell types

Numerous target
cells

Wide spectrum of
activities
(redundancy)

Paracrine
Juxtacrine
Autocrine
Endocrine

Autocrine

Juxtacrine

Paracrine

Endocrine

Fig. 1 Mode of action of cytokines.
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In most cases, constitutive production
of cytokines is limited and most cytokines
are produced upon activation of cells.
However, highly sensitive readout assays
have allowed to determine a constitutive
production at homeostasis in numerous
tissues and cells.

2.2
Families

The classification of cytokines can
be achieved according to (1) a com-
mon bioactivity: antiviral activity (inter-
ferons), chemoattraction (chemokines),
hematopoiesis (colony-stimulating factors,
CSF); (2) a common biochemical struc-
ture, suggesting a common ancestral
molecule (chemokines, tumor necrosis

factor (TNF) family); or (3) the sharing
of a common chain of a receptor (gp130
cytokine family) (Table 2). Different sub-
families of interferons are known. Twenty-
six genes of IFNα have been identified,
of which at least five are pseudo genes.
Interferons-alpha are produced by leuko-
cytes and interferon-beta is produced by
fibroblasts. IFNγ produced during im-
mune response is a potent macrophage
activator. IFNω is induced by virus, IFNτ

is produced by trophoblast, and IFNκ

is expressed by keratinocytes. Among
chemokines, four different subfamilies
can be identified on the basis of the
highly conserved presence of the first two
cysteine residues, which are either sepa-
rated or are not separated by other amino
acids: the CCL, CXCL, CX3CL, and the CL

Tab. 2 Families of cytokines.

Interferons IFNα, IFNβ, IFNγ , IFNδ, IFNκ, IFNτ , IFNλ

Interleukins1 IL-1α, IL-1β, IL-1Ra, IL-18, IL-1F5-10 IL-2, IL-15, IL-21

IL-10, IL-19, IL-20, IL-22, IL-26 IL-12, IL-23, IL-27

IL-17A-E, IL-25 IL-28, IL-29 IL-3, IL-4, IL-5, IL-6, IL-7

IL-8 (CXCL8), IL-9, IL-11, IL-13, IL-14, IL-16

Hematopoietic factors M-CSF, G-CSF, GM-CSF, Stem cell factor

Chemokines CCL1 . . . CCL28 ; CXCL1 . . . CXCL16 ; XCL1, XCL2 ; CX3CL1

TNF superfamily TNF, Ltα, Ltβ, NGF, CD27L, CD30L, CD40L, CD137L, APRIL, BAFF,
FasL, GITRL, LIGHT, OPGL TRAIL, RANKL, TWEAK, VEGI.

Growth factors TGFβ1,2,3

Gp130 cytokine family IL-6, IL-11, CNTF, LIF, Oncostatin-M, Cardiotrophin-1

1Biochemically related interleukins are framed.
APRIL: apoptosis-inducing ligand; BAFF: B cell-activating factor; CCL: chemokine CC ligand; CNTF:
ciliary neurotrophic factor; CSF: colony-stimulating factor; CXCL: chemokine CXC ligand; GITRL:
glucocorticoid-induced TNF receptor family related gene ligand; IL-1F: IL-1 family; LIF: leukemia
inhibitory factor; LIGHT : lymphotoxins, inducible expression, competes with HSVglycoprotein D for
HVEM, a receptor expressed on T-lymphocyte; Lt: lymphotoxin; OPGL: osteoprotegerin ligand;
RANKL: receptor activator of NF-kappaB ligand; TGFβ : transforming growth factor-β; TRAIL:
TNF-related apoptosis-inducing ligand; TWEAK: TNF-like weak inducer of apoptosis; VEGI: vascular
endothelial cell growth inhibitor.
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chemokines. The assigned numbers of in-
terleukins only reflect the timing of their
discovery. Thus, some interleukins are also
hematopoietic factors (e.g. IL-3 previously
named multi-CSF), chemokines (IL-8, also
named CXCL8), or even interferon (IL-
28 and IL-29 are identical to IFNλ). The
first interleukins have been discovered as
bioactive factors, and there are no sim-
ilarities in their amino acid sequences.
However, there are some homologies in
tertiary and quaternary structures and sim-
ilar helical structures are found. The more
recently discovered interleukins have been
identified in gene banks according to se-
quence homology to previously identified
interleukins. The TNF ligand superfamily
gathers 18 distinct members that include
soluble molecules with biochemical ho-
mology as well as membrane-bound ones.
There are few other cytokines that can
be displayed at the plasma membrane of
the producing cells: IL-1α, IL-10, IL-15,
and IFNγ . The TNF ligand superfamily
also includes a growth factor (i.e. nerve
growth factor). Usually, growth factors
have a rather narrow spectrum of activ-
ity, are produced constitutively, are not
acting on hematopoietic cells, and thus are
distinct from cytokines. One exception is
the transforming growth factor-β family
(TGFβ), particularly because at least one
member, namely TGFβ1, displays anti-
inflammatory properties.

Localization of genes on chromosomes
is known, and often genes of a family
are gathered on the same chromosome
(e.g. IL-1α, IL-1β, IL-1 receptor antagonist
on human chromosome 2; most CXCL
chemokines on human chromosome 4;
most CCL chemokines on human chromo-
some 17). Most cytokines are glycosylated,
their molecular weight ranging between 7
and 30 kDa. Most cytokines are monomers
(e.g. IL-1, IL-2, IL-3, IL-4. . .), and few are

homodimers (e.g. IL-8) or homotrimers
(e.g. TNF). Some are heterodimers like
IL-12, IL-23, and IL-27: IL-12 and IL-23
sharing the same p40 chain. Some are het-
erotrimers like lymphotoxin-β (Ltβ) that is
the association of Ltα and Ltβ chains.

3
Receptors

3.1
Families

Most cytokine receptors had been char-
acterized once their ligands had been
identified, but there were few receptors,
called orphan receptors, that were known
before their ligands (e.g. c-kit, the recep-
tor of stem cell factor; CD40, the receptor
of CD40L; IL-1 receptor-related protein-
1, part of the IL-18 receptor, etc). In
most cases, receptors are the association
of more than one transmembrane chain.
Usually, one chain is essential for the bind-
ing (α-chain), while the second chain is
required to initiate the intracellular sig-
naling (β- or γ -chain). Some chains are
common for receptors of few cytokines;
this is the case of the gp130 chain of
the receptors of IL-6, IL-11, CNTF, LIF,
Oncostatin-M, and Cardiotrophin-1, or the
gamma chain of IL-2, IL-4, IL-7, IL-9, IL-15,
and IL-21. Cytokine receptors are charac-
terized by domains derived from ancestral
common genes. In terms of evolution, it
would be interesting to decipher which
mutations in genes coding for cytokines
or for cytokine receptors were first fixed.
A common domain, called hemopoietin re-
ceptor superfamily domain characterized by
the presence of four cysteine residues
and a conserved sequence tryptophan-
serine-x-tryptophan-serine, defines a fam-
ily of numerous cytokine receptors (Fig. 2).
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4-Cysteines
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Fig. 2 Families of cytokine receptors.

Most interestingly, this family of recep-
tors also includes receptors for hormones
(e.g. growth hormone, prolactin) or the
hematopoietic factor (e.g. erythropoietin).
This domain can be duplicated (the com-
mon β chain of IL-3R, IL-5R, and GM-
CSFR) or be associated with other domains
like an immunoglobulin-like domain (IL-
6Rα) or a fibronectin type III–like domain
(gp130, G-CSFR). Another important fam-
ily is the TNF receptor family. The activa-
tion by TNF is consecutive to the bridging
of similar chains of the TNF receptor by the
cytokine. Each cytokine receptor is highly
specific for its ligand, except the TNFR
p55 and p75 that bind both TNF and
Ltα, and the chemokine receptors that can
bind various chemokines. Chemokine re-
ceptors, constituted by a 7-transmembrane
chain, are similar to receptors for other

chemoattractant molecules such as the
anaphylatoxin C5a or the bacterial fMet-
Leu-Phe peptide. Cytokine receptors are
often internalized after ligation to their lig-
ands, and their expression can be induced,
down- or upregulated.

3.2
Signaling

Upon binding of the cytokine to the extra-
cellular domain of receptors, the intracel-
lular receptor domains become associated
with a variety of signaling molecules. A cas-
cade of phosphorylation of various adaptor
proteins occurs following interaction of the
intracellular domain of the receptors with
cytoplasmic tyrosine kinases (e.g. Janus
kinases, Jak). Phosphorylation of latent
cytoplasmic transcriptional activators (e.g.
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signal transducers and activators of tran-
scription, STAT) allows their dimerization
and their translocation into the nucleus
where they bind to specific sequences
present in promoters of certain genes.
Other pathways involving the mitogen-
activated protein kinase (MAPK) and other
kinases lead to the activation of various
transcription factors (e.g. c-fos/c-jun, NF-
κB, etc). Some signaling pathways are
shared with other receptors. This is the
case of the IL-1 and IL-18 receptors of
which the intracellular domain is similar to
the toll-like receptors (Toll–IL-1 Receptor,
TIR domain). Thus, similar adaptors (e.g.
MyD88, IRAK, etc) are involved after in-
teraction of the respective receptors with
their ligands, either members of the IL-
1 family or pathogen-associated molecu-
lar patterns (PAMPs) such as endotoxin
(lipopolysaccharide). Intracellular domain
of some receptors (TNFR p55; Fas; TRAIL

R) possesses a death domain that initi-
ates a specific signaling cascade, leading
to apoptosis.

3.3
Soluble Receptors

Receptors are integral part of the cytokine
network (cf Sect. 7): not only can their
membrane expression be modulated but
they also exist as soluble molecules.
Indeed, most cytokine receptors, except the
chemokine receptors, can be shed from
the cell surface after enzymatic cleavage
following or not following a neosynthesis.
As shown in Fig. 3, depending upon the
nature of the receptor, its soluble form
can behave as an inhibitor (e.g. soluble
IL-1R, soluble TNFR) and can prevent
the cytokine from reaching the membrane
form. It can also be a carrier, protecting the
cytokine within a complex, and increasing

Protection
& carryingCytokine

Signal
transduction

Shedding
Soluble
receptor

Membrane
form of receptor

Inhibition Amplification

Soluble
a-chain

a-chain
b-chain

Fig. 3 Different properties of soluble receptors.
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its half-life in the plasma or other biological
fluids. Then, the dissociation of the
cytokine-soluble receptor complex can
allow the release of the cytokine close to a
membrane receptor (e.g. TNFR). Lastly, in
the case of a receptor constituted by one
α-chain that binds the cytokine and one β-
chain that recognizes the bound cytokine,
the soluble α-chain receptor can enhance
the responsiveness to the cytokine or can
even allow the responsiveness of cells
missing the α-chain, but expressing the
β-chain. One example of the latter case is
provided by the soluble IL-6R that, together
with IL-6, controls the switch of leukocyte
recruitment during inflammation.

4
Functions

4.1
Hematopoiesis

Production of leukocytes within the bone
marrow is a very active and efficient pro-
cess (4 × 108 white cells/leukocytes per
hour in humans). Numerous cytokines,
expressed at homeostasis in human
bone marrow contribute to hematopoiesis,
while others (like GM-CSF) are only ac-
tive during infection to further increase
the renewal of available leukocytes. Mat-
uration, proliferation, and differentiation
of bone marrow progenitor cells are under
the control of different cytokines acting
concomitantly. For example, IL-1 alone
is unable to allow the differentiation of
bone marrow precursors cells, but it acts
in synergy with other hematopoietic cy-
tokines. IL-3 and stem cell factor (also
named c-kit ligand) are cytokines with
a wide spectrum of activity, acting on
pluripotent hematopoietic stem cells. GM-
CSF favors the differentiation of myeloid

progenitors cells, while M-CSF or G-CSF
are specific of monocyte/macrophage and
granulocyte lineages respectively. IL-6,
IL-11, and mainly thrombopoietin favor
thrombocytopoiesis, leading to megakary-
ocyte development and platelet produc-
tion. Interleukin-5 has been identified as
a major regulator of eosinophil develop-
ment and function. Interleukin-7 is the
main cytokine of lymphopoiesis required
for the development of B, alpha-beta,
and gamma-delta T-lymphocytes. Most of
these hematopoietic cytokines also act as
activators of mature cells and as antiapop-
totic ligands.

4.2
Immune Response

4.2.1 Innate Immunity
Innate immunity is characterized by a
response localized within the site of
infection (Fig. 4). Epithelial cells and
leukocytes residing in the extravascular
space of the tissue (mast cells, resident
macrophages, and immature dendritic
leukocytes), and endothelial cells of the
microvessels are triggered by microorgan-
isms and microbial-derived products and
release inflammatory cytokines (e.g. IL-1,
TNF, IL-12, IL-18, etc). These cytokines
further activate the endothelial cells of
the postcapillary venules, leading to the
increased adherence of circulating leuko-
cytes and to coagulation process. Other
cytokines, such as IFNγ , are produced
within an amplificatory loop. Local pro-
duction of chemokines contributes to the
recruitment of new leukocytes from the
blood compartment to further prevent the
infectious process. Cytokines contribute
to enhance the antimicrobial activities of
newly recruited neutrophils and mono-
cytes/macrophages (e.g. production of free
radicals, enhanced phagocytosis), and the
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Fig. 4 Cytokines and soluble mediators as coordinators of regulated processes taking place in
a bacteria-loaded sites.

antiviral activity of natural killer (NK) cells.
Human leukocytes release defensins, a
kind of natural antibiotics that contribute
to limit bacterial dissemination. Neuro-
mediators help control the inflammatory
process. In addition to local responsive-
ness, a systemic response occurs, which
includes fever, a reflection of the pres-
ence of pyrogenic cytokines within the
plasma (e.g. IL-1, TNF, IL-6). Hyper-
thermia contributes to the anti-infectious
process by enhancing some immune
cell activities, and by reducing bacte-
rial growth or viral replication. Finally,
the production of hematopoietic cytokines
(e.g. GM-CSF) further increases the num-
ber of leukocytes otherwise known to
contribute to the clearance of the mi-
croorganisms and to the initiation of the
healing process.

4.2.2 Adaptive Immunity
Adaptive immunity is characterized by pro-
cesses relying on unique properties of
the secondary lymphoid organs. Briefly,
in secondary lymphoid organs such as
the peripheral lymph nodes, professional
antigen-presenting cells (dendritic leuko-
cytes and mononuclear phagocytes), after
processing of the native antigen, display
on their membranes antigenic peptides
and interact with T-lymphocytes, express-
ing a T-cell receptor able to specifically
recognize these peptides. B-lymphocytes
recognize native antigen. As a result
of the cross talks between antigen-
presenting cells, T- and B-lymphocytes,
T-lymphocytes proliferate and differenti-
ate as primed effector or memory T-cells,
and B-lymphocytes proliferate and dif-
ferentiate as antibody-secreting plasma
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cells. All these events are controlled by
cytokines. For example, within the sec-
ondary lymphoid organs, IL-2 and IL-4
favor T-cell proliferation, IL-12 activates
cytotoxic T-cells, IL-2 and IL-4 allow
B-cell proliferation, IL-4, IL-5, IL-6, IL-
13, and TGFβ influence plasma cell
differentiation and favor different im-
munoglobulin classes synthesis. Within
microorganisms-loaded tissues, the effec-
tor T-lymphocytes, once reactivated could
release IFNγ and GM-CSF that activate
professional phagocytes conferring them
microbicidal functions.

4.2.3 Th1 and Th2 Cytokines
In 1986, Tim Mosmann et al. described
two types of murine helper CD4+ T-cell
(Th) clones defined according to the pro-
file of released cytokines. Th1 cells produce
IL-2, IFNγ , and Ltα, and Th2 cells pro-
duce IL-4, IL-5, IL-6, IL-10, and IL-13.
Both subpopulations produce IL-3 and
GM-CSF. Their differentiation from a Th0
precursor occurs, depending upon the cy-
tokine environment (Fig. 5). Th1 and Th2
cells control each other: IFNγ derived
from Th1 neutralizes Th2 cells, and IL-
4 and IL-10 inhibit Th1 cells. Th1 cells
are involved in cellular immunity and
activate macrophages, Th2 cells are in-
volved in humoral immunity and activate

B-lymphocytes. Once stably differentiated
as long-lived clones, some chemokine
receptors allow to distinguish between
these subpopulations: CXCR3 is mainly
expressed on Th0 and Th1 cells, while
CCR3 and CCR4 are expressed on Th2
cells. The Th1/Th2 dichotomy also exists
in humans, as nicely illustrated by the
early detection of Th2 cytokine mRNA
expressed in response to an intradermal
allergen challenge (immediate hypersen-
sitivity) and the delayed detection of Th1
cytokine mRNA after tuberculin injection
(delayed-type hypersensitivity). However,
in most clinical settings, this dichotomy is
not that obvious and mixed patterns are
observed. More recently, other T-cell sub-
sets with immunosuppressive properties
have been characterized. Th3-type cells are
a unique T-cell subset that primarily se-
cretes TGFβ, provides help for IgA switch,
and has suppressive properties for Th1
and other immune cell. Type-1 regulatory
T-cells (Tr1) inhibit Th1 and Th2-type im-
mune responses through the secretion of
IL-10. They are also able to secrete TGFβ.

4.3
Cell Survival and Cell Death

Not only can cytokines be maturation
and differentiation factors but they can

Fig. 5 T-cell subpopulations
and the nature of environmental
cytokines required for their
differentiation.
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also contribute to cell survival. For ex-
ample, IL-2, IL-4, IL-6, IL-7, and IL-15
have all been shown to inhibit resting T-
cell death in vitro. B-cell survival factors
include IL-4 and B cell-activating factor
(BAFF) of the TNF family. Plasma cell
longevity depends on combination of IL-5,
IL-6, stromal cell-derived factor-1α (SDF-
1/CXCL12), and TNFα. IL-15 can sustain
NK cell survival in the absence of serum.
Indeed, in vitro serum starvation often
leads to apoptosis that can be prevented
by cytokines like TGFβ (e.g. survival of
epithelial cell). Indeed, these properties
reflect an antiapoptotic mechanism ini-
tiated by cytokines like the suppression
of caspase activity or the maintenance
or induction of Bcl-2 protein expression.
RANKL suppresses apoptosis of primary
cultured endothelial cells; SDF-1/CXCL12
enhances the survival of myeloid progen-
itor cells in vitro; stem cell factor (SCF)
regulates the survival of cellular lineages by
suppressing apoptosis. In addition to SCF,
most hematopoietic factors allow survival
of hematopoietic progenitors. In addition
to sustain cell survival, cytokines can al-
low cell growth. For example, this is the
case of IL-2 for T-cells, or IL-8 and some
other chemokines that favor angiogenesis.
Cytokines can also be growth factors for
tumor cells; this is, for example, the case
of IL-6 for malignant myeloma plasma
cells. In contrast, certain cytokines can in-
duce apoptosis of a variety of tumor cells
and normal cells. Indeed, TNF was first
identified in 1984 as a cytokine with anti-
tumor effects, and other members of the
TNF superfamily can induce proliferation,
survival, as well as cell death: specifically,
TNFα, FasL, TRAIL, and VEGI. The intra-
cytoplasmic portion of their receptors con-
tains a ‘‘death domain.’’ Upon activation by
their ligands, the death domain recruits in-
tracytoplasmic adaptors expressing a death

domain: TRAF (TNF receptor-associated
factor) and FADD (Fas-associated death
domain), which in turn recruit the proform
of caspase-8. Autoactivation of caspase-
8 leads to the subsequent activation of
caspase-3, a proapoptotic enzyme.

4.4
Link with the Central and Peripheral
Nervous System

A cross talk exists between immune leuko-
cytes and the central nervous system.
Proinflammatory cytokines, particularly
IL-1 and TNF, induce fever, anorexia, and
slow wave sleep. Part of their activities is
conveyed by the vagal nerve. Fever involves
local production of IL-6 and prostaglandins
E2 (PGE2). Certain chemokines are also
pyrogenic (e.g. IL-8, MIP-1α, MIP-1β,
RANTES), but do not induce PGE2. IL-
1 and TNF also induce a neuroendocrine
loop in response to their signal, hypotha-
lamus produces a corticotropin-releasing
factor (CRF), and CRF induces the release
of adrenocorticotropin hormone (ACTH)
by pituitary gland. ACTH induces the
release of glucocorticoid by adrenals. Glu-
cocorticoids inhibit the production of most
cytokines and antagonize many of their ac-
tivities. Vagal nerve releases acetylcholine
that represses inflammatory cytokine pro-
duction. In addition, other neural and
neuronal mediators, adrenaline, vasoac-
tive intestinal peptide (VIP), pituitary
adenylate cyclase-activating polypeptide
(PACAP) are inhibitors of IL-1 and TNF
production, while noradrenaline and sub-
stance P are potentiators.

4.5
Reproduction

There is compelling evidence that cy-
tokines are involved in spermatogenesis,
ovogenesis, and gestation. Cytokines play
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an important regulatory role in the de-
velopment and normal function of the
testis. They are produced by Leydig cells,
Sertoli cells, and germinal cells. Proin-
flammatory cytokines, including IL-1 and
IL-6, have direct effects on spermatogenic
cell differentiation and testicular steroido-
genesis. Stem cell factor and leukemia
inhibitory factor, cytokines normally in-
volved in haematopoiesis, also play a role
in spermatogenesis. Anti-inflammatory cy-
tokines of the TGFβ family are involved in
testicular development. TNFα, a secretory
product of round spermatids, increases
endogenous androgen receptors expres-
sion in primary cultures of Sertoli cells.
Given the requirement of testosterone for
spermatogenesis and the importance of
androgen receptors in mediating Sertoli
cell responsiveness to testosterone, the
stimulation of androgen receptors expres-
sion by TNFα may represent an important
regulatory mechanism required to main-
tain efficient spermatogenesis. M-CSF is
the principal growth factor regulating
macrophage populations in the testis, male
accessory glands, ovary, and uterus. Both
male and female M-CSF deficient (op/op)
mice have fertility defects. Males have low
spermatozoid number and libido as a con-
sequence of dramatically reduced circulat-
ing testosterone. Females have extended
estrous cycles and poor ovulation rates.

Normal ovarian tissue is rich in cy-
tokines. Cytokines and chemokines are
important in the physiology of ovarian
function and of ovulation. Actual rup-
ture of the follicle during ovulation may
be dependent on tissue remodeling that
shares some features with an acute in-
flammatory process. TNF and IL-1 are
implicated in ovarian follicular develop-
ment and atresia, ovulation, steroidogene-
sis, and corpus luteum function (including
formation, development, and regression).

Chemokines such as MCP-1 are also in-
volved in luteolysis.

A great number of cytokines are pro-
duced by endometrium and placenta.
Cytokines released at the fetomaternal
interface play an important role in reg-
ulating embryo survival, controlling not
only the maternal immune system but
also angiogenesis and vascular remodel-
ing. For example, LIF plays a role in the
embryo pre-, peri-, and postimplantation,
as does IFNτ in bovine and ovine. IFNτ

is produced constitutively by embryonic
trophectoderm during the period imme-
diately prior to implantation. It acts on
uterine epithelium to suppress transcrip-
tion of the genes for estrogen receptor
and oxytocin receptor. It blocks develop-
ment of the uterine luteolytic mechanism.
TGFβ is involved in regulating placental
development and functions. The abortive
influences of TNFα and IFNγ may ter-
minate pregnancy during infection of
uteroplacental unit. The slight dominance
of proinflammatory cytokines in the fetal
membranes and decidua suggest that in-
flammatory processes occur modestly with
term labor, but much more robustly in
preterm delivery, particularly in the pres-
ence of intrauterine infection.

4.6
Inflammation

‘‘Notae vero inflammationis sunt quatuor:
rubor and tumor cum calore et dolore’’ (Cel-
sus, first century B.C.). Redness, swelling,
heat, and pain are the four main parame-
ters that characterize inflammation. They
reflect the action of numerous inflam-
matory mediators and proinflammatory
events that are orchestrated by inflam-
matory cytokines, mainly IL-1 and TNF,
but also IL-12, IL-18, and IFNγ (Fig. 6).
These cytokines are produced following
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Fig. 6 Inflammation is the consequence of a
cascade of events initiated by IL-1 and/or TNF.
The action of these cytokines on various target
cells leads to the release of numerous
inflammatory mediators. Anti-inflammatory
cytokines, the activation of the neuroendocrine
pathway and the effects of glucocorticoids as

well as the enhanced production of acute-phase
proteins control negatively the inflammatory
process (ACTH: adrenocorticotropic hormone;
CNS: central nervous system; PACAP: pituitary
adenylate cyclase-activating polypeptide; PAF:
platelet activating factor; VIP: vasoactive
intestinal peptide).

tissue or systemic steady state disrup-
tion like tissue loading by pathogens,
ischemia, hypoxia, or trauma. Acting on
target cells, they induce a cascade of
mediators, including other cytokines and
chemokines, proteases, lipid mediators
(e.g. prostaglandins, platelet activating fac-
tor), free radicals (e.g. superoxide anion,
nitric oxide) that contribute to the in-
flammatory process and tissue injury.
Acting on endothelial cells, especially
those of the postcapillary venules, they in-
crease vascular permeability and plasma
transudation, they increase circulating
leukocyte adherence and margination,
and they initiate the coagulation process

by inducing tissue factor expression.
Chemokines contribute to the recruitment
of leukocytes that further maintain the
inflammatory process. Some cytokines en-
hance the production of IL-1 and TNF
(e.g. IFNγ , GM-CSF, IL-3), while others
inhibit it (e.g. IL-4, IL-10, IL-13, TGFβ,
IFNα). The latter contribute to atten-
uate the inflammatory process and to
allow the tissue-repair process to occur.
Other anti-inflammatory mediators in-
clude soluble IL-1 and TNF receptors, IL-1
receptor antagonist (IL-1Ra), some neu-
ropeptides (e.g. adrenaline, acetylcholine),
glucocorticoids induced after activation of
the neuroendocrine loop by IL-1 and TNF,
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and the acute-phase proteins produced
by the hepatocytes in response to IL-1,
TNF, and particularly IL-6. Acute-phase
proteins contribute to eliminate debris
due to cell lysis, to favor phagocytosis, to
neutralize toxic mediators, and to inhibit
proteases. Recently, IL-1Ra was recognized
as one of the acute-phase proteins. In
vivo, in the endotoxin shock model, most
of these molecules have been shown to
be protective.

5
Life without Cytokines (What Knockout
Mice Tell Us)

Deletion of genes encoding for a cytokine
or a cytokine receptor has led to the
generation of many different knockout

(K0) mice that further allowed to decipher
the contribution of cytokines to different
physiological events. In most cases, viable,
fertile, and clinically healthy mice could be
obtained. In few cases, the deletion of the
genes led to death in utero, illustrating a
major role of certain cytokines during em-
bryogenesis. This was the case for SDF1
(CXCL12) and its receptor CXCR4, LIF,
Cardiotrophin-1, and the gp130 chain of
their receptors (see Table 3). Deletions of
certain signaling molecules (e.g. STAT3)
are also lethal during embryonic life.
Other deletions reveal the role of certain
cytokines for organogenesis during embry-
onic life. This is the case of lymphotoxin-α,
lymphotoxin-β, and LtβR for the de-
velopment of lymph nodes and Peyer’s
patches, and RANKL for the development
of lymph nodes and mammary glands.

Tab. 3 Cytokine or cytokine receptor KO mice reveal relative contribution of cytokines to life
processes.

Biological events Deleted gene Consequences

Embryogenesis LIF Absence of LIF in female prevents
implantation of blastocytes

Cardiotrophin-1 & gp130
receptor chain

Heart development blocked; death in utero
on day 16

SDF-1 & CXCR4 Defects in heart and brain development,
intestinal vascularization, and B-cell
hematopoiesis.

Death in utero

Organogenesis Ltα, Ltβ, LtβR Absence of lymph nodes and Peyer’s
patches

TNFα Altered spleen and lymph node organization
RANKL Absence of lymph nodes, mammary gland

defects
IL-8R Splenomegaly, lymphoadenopathy,

increased circulating neutrophils

Hematopoiesis G-CSF Chronic neutropenia
Stem cell factor Absence of mast cells
M-CSF Altered function of monocytes and

osteoclast
IL-7 Reduced number of lymphocytes

(continued overleaf )
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Tab. 3 (Continued)

Biological events Deleted gene Consequences

Leukocyte Ltα, Ltβ Absence of follicular dendritic cells
differentiation IL-15 Absence of NK and NK-T cells

γ -chain Impaired B, T and NK cell development

Osteoclastogenesis RANK & RANKL Defect in the differentiation of
hematopoietic osteoclast progenitor

Pulmonary
homeostasis

GM-CSF & β-chain of
GM-CSF R

Accumulation of surfactant lipids and
proteins in the alveolar space. Lymphoid
hyperplasia.

Gut homeostasis IL-10 Intestinal mucosal hyperplasia,
inflammatory cell infiltration, MHC Class
II expression on colonic epithelium.

IL-2 Colitis
IL-15 Reduced intestinal epithelial B and T

lymphocytes

Fever IL-6 No pyrogenic response

Acute-phase
response

IL-6 Profound alteration of acute-phase proteins
production

Inflammation TGFβ Systemic lethal inflammation (day 24)
IL-1-Ra Chronic arthropathy, spontaneous

dermatosis, exacerbated delayed-type
hypersensitivity

IL-5 Reduced eosinophilia

Antibody
production

IL-4, IL-6, IL-13, CD40L Altered antibody production

Immune function IL-2, IL-4, IL-6, IL-12, IL-13,
IL-15, IL-18, TNF, IFNγ ,
Stem cell factor, CSF,
Chemokines, and their
receptors.

Altered anti-infectious response

Organization of hematopoietic compart-
ments are under the control of numerous
cytokines and absence of TNFα, or the
γ -chain of the receptor of IL-3, -5, -7,
-9, -15, and -21 have profound perturba-
tions on tissue organization and leukocyte
differentiation. This is also true for the
deletion of chemokines that contribute to
tissue colonization at homeostasis. While
studies of KO mice often comforted the
knowledge, there were some surprises.
One of them was the discovery that the
absence of the hematopoietic cytokine

GM-CSF did not alter hematopoiesis (mice
had normal numbers of peripheral leuko-
cytes, bone marrow progenitors, and tissue
hematopoietic populations), but led to a
profound alteration of the lung status,
demonstrating a role of GM-CSF in pul-
monary homeostasis. Of major interest
was the demonstration that the deletion of
anti-inflammatory cytokines (IL-10, TGFβ,
IL-1Ra) was deleterious at homeostasis
in the absence of experimental exoge-
nously delivered inflammatory signals,
establishing their crucial role to prevent
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potential ongoing inflammatory processes
at homeostasis. As expected, numerous
deletions had major effects on the quality
of the anti-infectious process. For example,
in the absence of IL-6, mice produce lower
levels of IgG antibodies against stomatitis
vesicular virus, display a lower cytotoxic
T-cell activity during vaccinia virus infec-
tion, leading to an increased number of
virus in lungs, and failed to control Liste-
ria monocytogenes load in the tissues they
reached. In contrast, the same deficiencies
may appear beneficial in certain experi-
mental models of septic shock in response
to endotoxin (e.g. TNFα, TNFR p55, IL-1β

converting enzyme).
In humans, natural mutations occur that

may affect cytokines, signaling molecules
of receptors. In the latter case, the most
famous mutation leads to the deletion of
the γ -chain of the receptor of IL-3, -5,
-7, -9, -15, and -21 and is associated with
a severe combined immunodeficiency.
This is for this clinical setting that
occurred in 2000, the first successful
gene therapy.

6
Cytokine Synthesis

6.1
Homeostasis

Owing to highly sensitive techniques (RT-
PCR, in situ hybridization, ELISpot), it
has been possible to show the presence
of cytokine mRNA in various types of
cells or to demonstrate the presence of
cytokine-producing cells in the absence
of activation. For example, IL-6 is sponta-
neously produced by 0.5% of bone marrow
cells, 0.1% of spleen cells, and 0.01%
of mesenteric lymph node cells. IL-6 is

also produced in the absence of exoge-
nous stimuli by enterocytes, eosinophils,
neutrophils, epidermal cells, smooth mus-
cle cells, bone marrow stromal fibroblasts,
anterior pituitary cells, trophoblast cells,
and so on. Furthermore, at homeosta-
sis, certain cells contain cytokines. This
is particularly the case for keratinocytes
that contain large amounts of IL-1α. Mast
cells contain a large panel of preformed
cytokines (e.g. IL-1, IL-4, IL-5, IL-6, IL-
13, TNF, etc), and MIF is preformed in
numerous leukocytes. Furthermore, the
presence of cytokines in biological fluids
has been reported in absence of any in-
fection or inflammatory diseases: IL-1α

and IL-8 are found in sweat; IL-1α, IL-
1β, IL-6, IL-8, GM-CSF, and TGFβ have
been reported in tears; IL-2, IL-8, TNFα,
TGFβ, and soluble TNFR are present in
saliva; IL-2, IL-6, IL-8, IL-10, IL-12, TNF,
and soluble IL-2R and IL-6R have been de-
tected in seminal fluid; and a great number
of different cytokines have been identi-
fied in human colostrum. In the later
case, all of these cytokines probably act
on the oropharyngeal and gut-associated
lymphoid tissue of the newborn and fa-
vor the development and maturation of
the immune system and may protect the
newborn against invasive microorganisms
delivered by the oral route. Finally, certain
chemokines are present in tissues where
they contribute to leukocyte recruitment at
homeostasis (e.g. CCL17 & CCL25 in thy-
mus, CCL21 & CXCL13 in lymph nodes,
and Peyer’s patches, CXCL12 in numer-
ous tissues).

6.2
Induction

The production of cytokines by profes-
sional antigen-presenting leukocytes and



450 Molecular Mediators: Cytokines

activated T-cells occurs during the cel-
lular cooperation required to initiate the
adaptive immunity. This production is
representative of the dialogue between
immune leukocytes. In contrast, innate
immunity is associated with the produc-
tion of cytokines in response to exogenous
activators, mainly the ‘‘pathogen associ-
ated molecular patterns’’ (PAMPs). Fol-
lowing their interaction with the ‘‘pattern
recognition receptors’’ (PRR), various in-
tracellular signaling cascades lead to the
synthesis and the release of cytokines.
The best-known PRRs are the toll-like re-
ceptors (TLR) that share with IL-1R and
IL-18R a homologous Toll-IL-1R (TIR)
domain. Ten different TLRs have been
identified so far in humans that recog-
nize bacterial, viral, parasitic, or fungal
conserved structures expressed on the sur-
face or within the microbes (e.g. DNA,
single- or double-strand RNA). Endotoxin
of Gram-negative bacteria (lipopolysaccha-
ride, LPS) is among the most potent
PAMPs and picograms of this molecule
are sufficient to induce the production of a
whole panel of cytokines by macrophages.
LPS is trapped by the CD14 molecule
on the cell surface and triggers the cell
via a complex MD2/TLR4. In the case
of Gram-positive bacteria, some of these
bacteria release exotoxins, also known as
superantigens that trigger the production
of cytokines by both T-lymphocytes and
macrophages.

6.3
Parameters that Affect Production

In addition to the genetic polymorphism
(see Sect. 8), there are numerous pa-
rameters that influence the level of the
production of cytokines. Of course, in
vitro experiments require careful sampling
of the cells. The use of medium and

agents free of endotoxin is very impor-
tant. There are probably numerous wrong
statements that suggest the capacity of a
given molecule to induce the production of
cytokines that are consecutive to their con-
tamination by endotoxin, as it has been
shown for heat shock proteins. Ex vivo
studies of cytokine production by human
cells is influenced by age, nutrition status,
the use of drugs, alcohol, and smoking
habit. Seasonal and circadian rhythms,
physical exercise, altitude exposure, mi-
crogravity, social and psychological stress,
physical stress, and gender affect cytokine
production. In the later cases, neuromedi-
ators and sexual hormones modify cellular
production of cytokines.

6.4
Measurements

The measurement of cytokines in humans
can be performed in natural biological
fluids, in induced biological fluids (e.g.
broncho-alveolar or peritoneal lavages), on
tissue biopsies, and with blood leukocytes.
The detection of cytokines in biological flu-
ids may represent the ‘‘tip of the iceberg,’’
and can be detected in the case of exac-
erbated production since, once produced,
cytokines are efficiently trapped by their
specific receptors on environmental cells.
Cytokine mRNA analysis can be achieved
by Northern blots, in situ hybridization
or reverse transcriptase polymerase chain
reaction (RT-PCR). Cytokine-producing
cells can be monitored by ELISpot or
by flow cytometry. Biological assays are
not performed anymore and, nowadays,
the measurement of cytokines is mainly
achieved by enzyme-linked immunosor-
bent assays (ELISA). Cytokines constitute
a tightly regulated network (see below).
Thus, information concerning cytokines
should be achieved through the analysis



Molecular Mediators: Cytokines 451

of simultaneous quantification of several
cytokines. Indeed, it is the cytokine mi-
lieu that influences the cellular response
rather than the action of a single cytokine.
Techniques recently available such as mi-
croarrays combined to real-time PCR or
multiplex immunological detection of cy-
tokines might give precious information
in a near future.

7
The Cytokine Network

As illustrated in Fig. 7, the interactions be-
tween cytokine-producing cells and target
cells lead to define a cytokine network.
Once produced in the context of a specific
immune response or following microbial
activation, cytokines act on target cells and
induce synthesis of new cytokines. The
induction by IL-1 of the release of IL-2
by lymphocytes, IL-6 by fibroblasts, G-CSF
by macrophages, and IL-8 by endothelial
cells are examples of cytokine cascades.
Cytokines can induce their own synthesis,

like IL-1, or further enhance the produc-
tions, leading to amplificatory loops, like
IFNγ . Another key word to define this
network is synergy. Owing to the great re-
dundancy of cytokines, two cytokines can
share similar activities. When acting to-
gether on the same target cell, the effect
will be far greater than the only addi-
tive effect of each individual cytokine. For
example, the production of complement
factor C3 by endothelial cells in response
to TNF and IL-1 is far higher than that
induced by these cytokines alone. The
synergy may be the consequence of the
induction of cytokine receptors, allowing
cells to respond to a second cytokine they
would not do normally because they lack
the specific receptor. The network also in-
volves negative loops as a consequence of
the action of cytokines, blocking the pro-
duction or the effects of others. IL-10 is
an example of a cytokine blocking the pro-
duction and the action of other cytokines.
However, the lineage of its target cell
may lead to opposite observations. For ex-
ample, IL-10 represses LPS-induced IL-8
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Synergy
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C

A
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D
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Fig. 7 The cytokine network (see Sect. 7).



452 Molecular Mediators: Cytokines

production by monocytes, but enhances
that produced by endothelial cells.

8
Individual Heterogeneity

Among genetic predisposition to diseases,
premature death due to uncontrolled
invasion and growth by microorganisms
has the higher relative risk linked to
heritability. The individual heterogeneity
reflects in part genetic polymorphisms of
cytokines. Three levels can be dissociated
(Fig. 8) as follows:

1. A genetic polymorphism exists for the
receptors of PAMPs. These sensors are
the first essential elements in initiat-
ing an intracellular signaling cascade
that leads to cytokine production. Cer-
tain single nucleotide polymorphisms
(SNP) or mutations can directly mod-
ify the intensity of the responsiveness
and influence disease susceptibility, as
recently shown by the existence of rare
mutations of TLR4 among patients with
meningococcal infection.

2. SNP or mutations can affect cytokine
genes, particularly when expressed
within gene promoters or other reg-
ulatory sequences. Accordingly, high,

intermediate, or low producers are re-
ported when assessing the levels of
cytokines produced in response to
an activator. Correlation between TNF
genotypes and levels of released TNF in
response to LPS has been shown.

3. Finally, depending upon the donors,
target cells can react intensively, mod-
erately, or weakly to a given amount
of a cytokine. This has been nicely
demonstrated with genetically distinct
endothelial cells, which express vari-
ous levels of adhesion molecules in
response to similar amounts of IL-1
or TNF. In all these situations, the
genetic polymorphism could also re-
flect SNP or mutations among the
genes of the adaptors and signal-
ing molecules involved in the signal-
ing cascades.

As illustrated in Table 4, numerous cy-
tokine gene polymorphisms have been as-
sociated with the occurrence or severity of
diseases. The reported SNP or mutations
can be associated with a protection against
the disease or in contrast with a higher
susceptibility. More recently, similar gene
polymorphisms have been associated with
the efficiency or the lack of efficiency of cer-
tain therapeutic approaches, particularly
when the treatment targets cytokines.

Cytokine

Cytokine
Cytokine

Microbial derived
products

Receptor

Fig. 8 Individual heterogeneity
for cytokine production and
responsiveness.
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Tab. 4 Some examples of cytokine or cytokine receptor gene polymorphisms associated with
diseases.

Disease Gene polymorphism

Acute renal failure mortality TNF, IL-10
Allergy RANTES promoter; MIF promoter; IL-13 promoter

IL-16 promoter; IL-1 gene complex; IL-18; IL-12B promoter
Asthma IL4R α-chain; IL-10; IL-15; IL-18; TGFβ1 promoter; Eotaxin
Alzheimer IL-1α, TNFR2, IL-6
Breast cancer IL-6
Chronic periodontitis IL-10 promoter,

IL-1B +3953 and TNF-A-308 allele 2 positive
Coronary disease IL-1Ra
Crohn’s disease IL-10, MCP-1 (CCL2); IL-16 promoter; TNFR1
HIV resistance CCR5 deletion
Idiopathic pulmonary fibrosis TNF-alpha (-308 A) allele
Infectious nephropathy low CXCR1 expression
Infertility functional mutations in the LIF gene
Lupus nephritis MCP-1 (CCL2) promoter
Multiple sclerosis microsatellite allele of TNF gene; IL-2 promoter
Parkinson’s disease promoter region of IL-8
Rheumatoid arthritis noncoding region of IFNγ gene; TGFβ1; MIF promoter; IL-1

gene cluster; IL-4
Schizophrenia IL-1 gene complex
Sepsis mortality TNF
Systemic lupus erythematosus IL-1α; TNFα

Sudden infant death syndrome IL-10
Susceptibility to cerebral malaria TNF
Transplantation TNF, IL-10

9
Cytokines and Infections

9.1
Half Angel–Half Devil

As mentioned in Sect. 4.2.1, cytokines play
a major role in innate immunity during
the early processes that occur in sites
of microorganisms’ invasion. During viral
infection, the antiviral properties of inter-
ferons have been established for more than
half a century. After interaction of IFNα

or IFNβ with its receptor, the activation of
2–5 A synthetase leads to the production
of an endoribonuclease that degrades vi-
ral RNA, while activation of protein kinase
P1 contributes to the capacity of the cell

to inhibit viral protein synthesis. During
bacterial infection, the beneficial effects
of proinflammatory cytokines have been
widely demonstrated. The injection of cy-
tokines such as IL-1, IL-6, IL-12, IL-18,
TNF, G-CSF, M-CSF, GM-CSF, and IFNγ

before the injection of bacteria have been
shown to promote faster clearance of bac-
teria, and to enhance survival. The use
of cytokine-neutralizing antibodies or an-
tagonists molecules further demonstrated
that endogenous cytokines produced in
the course of infections play an essen-
tial role in preventing the microorganisms
to establish themselves, or to grow, and
their neutralization was highly deleteri-
ous. Finally, mice rendered deficient for
the expression of a cytokine or a cytokine
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receptor display enhanced ‘‘susceptibility’’
to infection such as an enhanced microbial
load in tissues, and reduced survival.

Despite their undoubtedly beneficial ef-
fects to clear microorganisms, some cy-
tokines can also contribute to death in
some clinical situations like the septic
shock in response to endotoxin injection or
after a lethal bacterial infection. Antibod-
ies against TNF protect mice against lethal
injection of LPS and baboons against lethal
injection of E. coli. The ambivalent role of
cytokines is illustrated in TNF receptor p55
knockout mice: these mice are more sen-
sitive to L. monocytogenes infection than
normal mice, but they are more resis-
tant to toxic shock induced by endotoxin
or Staphylococcal enterotoxin B. Further-
more, the synergy already described as a
key word to define cytokine network is also
valid for lethality and none lethal dose of
TNF, injected with non-lethal dose of IL-1
or IFNγ leads to lethality in mice.

9.2
The Strategies of Microbes against
Cytokines

The fact that pathogenic microorganisms
have developed numerous subterfuges to
counteract the action of cytokines further
illustrates that cytokines are crucial in the
fight against the infectious process. Hi-
jacking of genes for cytokine receptors has
been perpetrated by virus to elaborated sol-
uble molecules that neutralize cytokines
of the host (e.g. IFNγ R and TNFR ho-
mologs of Myxoma virus, IL-1R homolog
of Vaccinia virus). Another hijacking con-
cerns the gene of IL-10, allowing viruses
(Epstein–Barr virus, equine herpesvirus,
parapoxvirus orf virus) to create an im-
munosuppressive environment. Another
strategy has been developed by Vaccinia

virus to prevent the maturation of biologi-
cally active IL-1 and IL-18. This virus pro-
duces an inhibitor (serpine) of caspase-1,
the enzyme required for the cleavage of the
proforms of these cytokines. Other mech-
anisms include the production of viral
factors that downregulate cytokine mRNA
expression (e.g. HTLV, adenovirus), the
use of cytokines to further enhance the
viral replication (e.g. HIV), the use of
chemokine receptors to enter the cell (e.g.
HIV), or the synthesis of viral chemokines
that can behave as antagonists (e.g. Ka-
posi’ sarcoma associated virus, human
Herpesvirus 8, Steakth virus, etc.). Bacte-
ria also display strategies to block cytokine
production (e.g. Yersinia enterocolitica, en-
teropathogenic E. coli) and to use them
as growth factors (Staphylococcus aureus,
Pseudomonas aeruginosa, Acinetobacter).

10
Cytokines and Diseases

As the discovery of new cytokines were oc-
curring, great hopes to cure diseases were
mentioned, often followed by great disap-
pointments. For example, while TNF was
discovered for its antitumor effect, it was
soon demonstrated that it was one of the
most potent proinflammatory cytokines,
obviously limiting its therapeutic use. One
unique cytokine is rarely the unique key ef-
fector underlying the pathogenic process,
and the complexity of the cytokine net-
work has rendered difficult their use as
therapeutic tools or as therapeutic target.
In addition, the identification of an over-
expressed cytokine at one peculiar stage of
the disease process does not allow discrim-
inating whether this cytokine is a marker
or an actor. Nevertheless, there exist cer-
tain clinical situations in which the use
of recombinant cytokines or the use of
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neutralizing antibodies has allowed signifi-
cant therapeutic progresses. Few examples
of diseases for which the involvement of
cytokines is well established and clini-
cal applications have been considered are
summarized below.

10.1
Autoimmune Diseases

Among autoimmune diseases, systemic
lupus erythematosus has been associated
with an exacerbated production of IL-
10. Considering the properties of IL-10,
which activates B-lymphocytes and in-
hibits T-lymphocytes, its overproduction in
lupus could explain the immune anoma-
lies of this disease, which is characterized
by anti-self antibodies production and by
deficient T-responses. Thus, the use of
IL-10 antagonists may be beneficial in
the management of systemic lupus ery-
thematosus, as suggested by a preliminary
report. Human lupus patients also have
elevated blood levels of BAFF that support
differentiation of selected B-cells into ma-
ture long-lived B-cells and may be critical
in generating deleterious autoimmune re-
sponses. Indeed, overexpression of BAFF
in mice may lead to systemic lupus erythe-
matosus–like disease. Thus, BAFF could
be another potential cytokine to neutralize
in systemic lupus erythematosus.

10.2
Allergy

Allergen specific IgE antibodies, mast cell
degranulation releasing inflammatory me-
diators such as histamine, and influx of
eosinophils in airway mucosa and air-
way lumen are a hallmark of atopy and
allergic asthma. Thus, Th2 cytokines re-
main important candidates for a role

in the pathogenesis of atopy and aller-
gic asthma: IL-4 and IL-13 are required
for IgE production, IL-9 is involved in
mast cell growth, and IL-5 is required
for eosinopoiesis. Humanized monoclonal
antibodies (hMAbs) against IL-5, anti-
IL-4, a recombinant soluble human IL-
4 receptor, anti-IL-9, CCR3 antagonists
(which block eosinophil chemotaxis), and
CXCR2 antagonists (which block neu-
trophil and monocyte chemotaxis) have
been developed as possible therapeutic
interventions.

10.3
Sepsis

Animal models of sepsis have clearly
shown that TNF, IL-1, or MIF are involved
in sepsis-related lethality, and antibod-
ies against these cytokines are highly
protective. Unfortunately, anti-TNF anti-
bodies and IL-1Ra have been used in
numerous placebo double-blinded con-
trolled assays in humans without any
success. This failure may reflect that
antibodies in animal models and in hu-
mans are not used with similar timings,
and that mice, often used in experi-
mental models, being 105 less sensitive
to Gram negative bacteria–derived en-
dotoxin than humans, are not the most
relevant laboratory animals to model the
human settings!

10.4
Chronic Inflammatory Diseases

Fortunately for companies that had de-
veloped these anti-TNF antibodies, suc-
cessful treatments have been achieved for
Crohn’s disease and rheumatoid arthritis.
The significant improvement of patients
allowed the marketing of these antibod-
ies. However, in none of these studies,



456 Molecular Mediators: Cytokines

the successful improvement concerned
all patients. For rheumatoid arthritis, the
first successful treatment was reported
in 1994. In responding patients, clinical
improvements were associated with bio-
logical changes, reflecting the attenuation
of the inflammatory process. There was
no clinical response in 30% of the cases.
While the effect of a single injection is long
lasting (few months), it has to be repeated.
As a consequence, the occurrence of mi-
crobial pathogenic processes (tuberculosis,
Pneumocystis- triggered pneumonia, histo-
plasmosis, listeriosis, sepsis) has been
deplored. Other approaches have been
proposed to neutralize TNF with recom-
binant soluble TNF receptors. IL-1Ra has
also been approved by the Food and
Drug Administration (FDA) for treatment
of rheumatoid arthritis. For this disease,
the targeting of IL-17 has also been sug-
gested to be of potential value. For Crohn’s
disease, the anti-TNF treatment was ap-
proved in 1998, and clinical response was
still observed 12 weeks after the infu-
sion. A remission could be obtained for
half of the patients after 4 doses every
8 weeks.

10.5
Cancer

IL-2 has been extensively studied in
cancer patients, either alone, or associ-
ated with chemotherapy, with activated
NK cells (Lymphokine-activated killer
cells, LAK), with tumor-infiltrating lym-
phocytes (TIL), with IFNα, and, more
recently, with tumor-pulsed dendritic
cells. In some specific cases (melanoma,
metastatic renal cancer), success re-
mained modest. The major achieve-
ment has been obtained with IFNα in
hairy cell leukemia and chronic myeloge-
nous leukemia.

10.6
Hepatitis C

IFNα has been successful in a subset of
hepatitis C virus–infected patients. More
recently, once associated to ribavirin, a
polymerized form of IFNα, the half-life of
which is prolonged, has been shown to
lead to sustained virological response rates
of >50% in chronic hepatitic C patients.

10.7
Multiple Sclerosis

In 1993, interferon-β was approved in
the United States for relapsing–remitting
multiple sclerosis. The use IFNβ and
glatiramer acetate for the treatment of
multiple sclerosis has, to some extent,
changed the course of the disease. The
annual relapse rate of patients treated
with these drugs is lower than that in
placebo-treated patients, and more treated
patients remain relapse-free as compared
to untreated patients.

10.8
Transplantation

The alpha-chain of the IL-2R is a specific
peptide against which monoclonal anti-
bodies have been raised, with the aim of
blunting the immune response by means
of inhibiting proliferation and inducing
apoptosis in primed lymphocytes. One
of such antibodies has proved to be ef-
fective in reducing the episodes of acute
rejection after kidney and pancreas trans-
plantation. The use of this antibody was
associated with a significant reduction
in the incidence of any treated rejection
episodes after kidney transplantation in
the two major randomized European and
US studies.
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10.9
Neutropenia

Following chemotherapy for leukemia,
neutropenia renders the patients more sus-
ceptible to develop infection. Treatment of
patients with G-CSF and GM-CSF accel-
erates the recovery of normal neutrophil
counts and significantly reduces the oc-
currence of documented infections.

11
Conclusion

Despite the huge number of molecules
that belong to the cytokine family, the
complexity of the cytokine network, the
great number of parameters that may
affect the biological properties of cytokines,
tremendous amount of work has allowed to
decipher the language of cells. Despite the
difficulty, new promising use of cytokines
or cytokine antagonists can be expected to
master certain diseases.

See also Cytokines: Interleukins;
Growth Factors; Programmed Cell
Death.
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Keywords

Cytoskeleton
A dynamic network of protein tubules (microtubules) and filaments (microfilaments
and intermediate filaments) in all eukaryotic cells that is necessary for cell shape, cell
motility, and spatial and temporal organization of molecules, and organelles within the
cells.

Microtubules
Long hollow cylindrical tubes with an external diameter of 24 nm that are formed by
polymerization of α- and β-tubulin monomers.

Microfilaments
Filaments of about 7-nm diameter that are formed by polymerization of actin.

Kinesins
A family of motor proteins in eukaryotes that can hydrolyze ATP and use the derived
energy to either transport organelles, vesicles, and RNA protein complexes on
microtubules or regulate microtubule dynamics.

Myosins
A family of motor proteins that can hydrolyze ATP and move on microfilaments. These
motors function in muscle contraction, cell division, and vesicle transport.

Preprophase Band
A narrow band of interconnected microtubules and microfilaments encircling the
nucleus that appears in cells preparing to enter mitosis and marks the location of
future cell wall.

Phragmoplast
A plant-specific structure made of two discs of microtubules (and microfilaments) that
is formed between two daughter nuclei at late telophase. It constructs the new cell wall
between the daughter nuclei.

Trichome
A hair-like branched or unbranched structure on the surface of a leaf or stem. These
structures may be unicellular or multicellular.

� Molecular motors regulate diverse cellular functions, including the organization and
dynamics of the microtubule (MT) and actin cytoskeleton, cytoplasmic streaming,
cell polarity, cell growth, morphogenesis, chromosome segregation, and transport
of vesicles, organelles, and macromolecular complexes. In eukaryotes, there are
three families of molecular motors: the kinesins, the dyneins, and the myosins. All
three types of motors use ATP to move along filamentous structures. Kinesins and
dyneins move on MTs, whereas the myosins translocate on actin filaments. Using
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biochemical, cell biological, molecular, and genetic approaches, several molecular
motors have been identified in plants, and functions of some of these are beginning to
be understood. Recent completion of genome sequence of several eukaryotes ranging
from yeast, a simple unicellular eukaryote, to highly evolved multicellular organisms,
including humans and flowering plants, has permitted comparative analysis of three
families of motors in various species. Such analysis across phylogenetically divergent
species has yielded some interesting insights into evolutionary and functional
relationships among motor proteins from various organisms. Systematic analyses
of the recently completed Arabidopsis genome sequence with the conserved motor
domain of kinesins, myosins, and dyneins revealed the presence of 78 molecular
motors (61 kinesins and 17 myosins) in this organism. Of the two families of MT-
based motors, dyneins are absent in Arabidopsis. Surprisingly, Arabidopsis has the
largest number of kinesins as compared to other multicellular organisms including
humans, suggesting that the kinesin superfamily is expanded considerably in plants.
Also, all plant myosins belong to two novel classes. Although the identification
of molecular motors in plants is progressing rapidly due to genome and EST-
sequencing projects, only a few plant motors have been characterized in any detail
and the functions of many these motors are not known. Nevertheless, it is becoming
obvious that plants contain novel families of kinesins and myosins with unique
functions and regulatory mechanisms. In this article, the focus is primarily on plant
molecular motors, their function, and regulation with emphasis on model plant
Arabidopsis.

1
Microtubule-based Motors

The motors that move on MTs (micro-
tubules) belong to two different families:
kinesins that move either toward plus end
or minus end of the MTs, and the dyneins,
which move toward the minus end of MTs.

1.1
Kinesins

Members of the kinesin superfamily are
known or implicated to play important
roles in many fundamental cellular and de-
velopmental processes, including intracel-
lular transport of vesicles and organelles,
mitotic and meiotic spindle formation
and elongation, chromosome segregation,

germplasm aggregation, MT organization,
and dynamics and intraflagellar transport.
A large number of kinesins have been
identified in plants and animals (Table 1).
All members of the kinesin superfamily
have a highly conserved catalytic region of
about 350 amino acid residues, known
as the motor domain, with ATP- and
MT-binding sites. The motor domain in ki-
nesins is located either in the N-terminus,
C-terminus, or in the middle of the pro-
tein. In addition to the motor domain,
most kinesins have a stalk region that
forms an alpha-helical coiled-coil region,
which aids in dimerization, and a highly
variable tail, which is thought to interact
with a specific cargo.

Although molecular motors have been
implicated in a variety of cellular processes
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Tab. 1 The total number of kinesins and myosins in some of the completely sequenced organisms.

S. cerevisiae S. pombe C. elegans D. melanogaster H. sapiens A. thaliana

Kinesins 6 9 21 24 45 61
Myosins 5 5 17 13 40 17

Total 11 14 38 37 85 78

in plants, including spindle function, cy-
tokinesis, cell polarity, morphogenesis,
organelle and vesicle transport, and cy-
toplasmic streaming, until recently very
little was known about their molecular
identity. Plant kinesins have been iden-
tified in pollen tubes of tobacco and other
plants using antibodies to animal kinesins.
An MT-based motor (90 kD) from tobacco
pollen tubes, which induced MT glid-
ing in motility assays, binds organelles
associated with MTs in the cortical re-
gions of the pollen tube, suggesting its
involvement in organelle transport. Two
kinesins (125 kD and 120 kD) that showed
plus-end motor activity in in vitro motil-
ity assays and MT-dependent ATPase and
GTPase activity were isolated from tobacco
phragmoplasts. Using various approaches,
cDNAs for several kinesins have been char-
acterized from plants. Thirteen of these
are from Arabidopsis (KatA, KatB, KatC,
KatD, AtKCBP, AtPAKRP1, AtPAKRP1L,
AtPAKRP2, AtMKRP1, AtMKRP2, At-
NCAK1, KCA1, KCA2), 15 from tobacco
(TKRP125, KCBP, NCAK1, NCAK2, and
TBK1 to TBK11), and 1 from potato
(KCBP). A kat gene family (katA, katB,
katC, katD, and katE) encoding kinesins in
Arabidopsis thaliana was characterized us-
ing primers corresponding to conserved
regions of the kinesin motor domain.
Using a similar approach, 12 different
kinesins that belong to seven subfami-
lies have been isolated from tobacco BY-2
cells. It is interesting that in tobacco BY-
2 cells alone 15 different kinesins that

belong to different subfamilies are ex-
pressed. KatA (89 kD) protein has been
shown to be a minus-end-directed mo-
tor, and a similar protein has been found
in carrot and tobacco. KatA (new name
ATK1) is necessary for bipolar spindle as-
sembly during male meiosis. The central
region of KatD shares sequence similar-
ity to the motor domain of kinesin and is
followed by about 240 residues at the C-
terminus. Phylogenetic analysis with the
katD motor domain indicates that it be-
longs to the C-terminal family despite
the fact that it has a 240 amino acid
stretch following the motor domain. The
amino-terminal region of katD showed
sequence similarity to the calponin homol-
ogy (CH) domain. KatD is a flower-specific
motor protein, suggesting that it may
function in transport or cytoskeleton or-
ganization in pollen. TKRP125 (tobacco
kinesin–related polypeptide of 125 kD) is
an N-terminal kinesin with strong simi-
larity to members of the BimC (blocked
in mitosis) subfamily. Two other mem-
bers of BimC class kinesins (DcKRP120-1
and DcKRP120-2) were isolated from car-
rot suspension cells. DcKRP120-1 is a
homolog of TKRP125. In Arabidopsis,
there seem to be at least three TKRP-like
proteins. Recently, three phragmoplasts-
associated kinesin-related proteins (At-
PAKRP1, AtPAKRP1L, and AtPAKRP2)
have been isolated and characterized from
Arabidopsis. AtPAKRP1 is an N-terminal
kinesin and is most closely related to
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XKlp2, an ungrouped kinesins from Xeno-
pus laevis. AtPAKRP2 is also an N-terminal
motor with no known homologs in non-
plant systems. In phylogenetic analysis,
AtPAKRP2 does not group with any of
the existing families of kinesins. These
motors have distinct functions in cytokine-
sis. The AtPAKRP1L that is closely related
to AtPAKRP1 shows same localization as
AtPAKRP1, suggesting that these two ki-
nesins may have a similar role in cell
division.

KCBP (kinesin-like calmodulin-binding
protein), a novel kinesin with a C-terminal
motor domain, was isolated from a num-
ber of plants as a calmodulin-binding
protein. Although KCBP, like other ki-
nesins, contains three distinct regions (a
motor domain, a coiled-coil stalk, and a
tail), it has two features that make it
unique among members of the kinesin
superfamily in eukaryotes. These include
(1) a calmodulin-binding domain adjacent
to the motor domain at the C-terminus
and (2) a myosin tail homology and talin-
like region in the N-terminal tail. KCBP
binds calmodulin in a calcium-dependent
manner at physiological calcium concen-
trations. KCBP is a minus-end directed
MT motor and has two MT-binding do-
mains, one located at the C-terminus
and the second one located at the N-
terminus. Unlike the MT-binding domain
in the C-terminus, the N-terminal region
of KCBP binds MTs, both in the presence
and absence of ATP, indicating that the
MT-binding domain in the N-terminus
is insensitive to ATP. KCBP is highly
conserved in phylogenetically divergent
plant species, including dicots, mono-
cots, gymnosperms, and algae. Recently,
a calmodulin-binding C-terminal kinesin
(kinesin C) was cloned from sea urchin.
The calmodulin-binding domain of ki-
nesin C shared 35% sequence identity with

the calmodulin-binding domain in KCBP.
The existence of calmodulin-binding ki-
nesins in both plants and sea urchins
suggests that the origin of this group
of kinesins predates the divergence of
plants and animals from a common an-
cestor, which is believed to have occurred
about 1.5 billion years ago. If this was
the case, there must have been inser-
tion of some domains such as MyTH4
and talin-like regions in the tail of KCBP
(or deletion of these domains in kinesin
C) to acquire functional specialization of
these kinesins. Alternatively, calmodulin-
binding kinesins may have evolved in-
dependently in plant and animals after
they diverged from a common ancestor.
The amino-terminal tail and stalk regions
of KCBPs from different plant systems
are highly conserved and contain myosin
tail homology (MyTH4) and talin-like re-
gions that are not present in kinesin
C. In phylogenetic analysis of kinesins,
KCBPs and kinesin C are grouped with
other known C-terminal kinesins. How-
ever, Arabidopsis KCBP together with its
orthologs from other plants constitute a
distinct group within the C-terminal sub-
family of motors.

Recently, two Arabidopsis kinesins
(AtMKRP1 and AtMKRP2) with mitochon-
drial targeting signals were found to be
targeted to mitochondria, suggesting that
these motors might function in this or-
ganelle. AtMKRP1 and AtMKRP2 belong
to ungrouped kinesins. What functions
these MKRPs perform in mitochondria
remains to be seen. There are other Ara-
bidopsis kinesins with targeting signals to
other organelles such as chloroplasts. It
would be interesting to see if any other
Arabidopsis kinesins are targeted to or-
ganelles. Kinesins that are targeted to
organelles have not been reported previ-
ously in the literature.
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Mutations in the HINKEL (HIK) gene in
Arabidopsis result in defective cytokinesis.
These mutants have high frequency of
incomplete cell walls and multinucleate
cells. The HIK gene encodes a plant-
specific N-terminal kinesin that plays
an important role in cytokinesis. Two
tobacco kinesins (NACK1 and NACK2)
interact with NPK1, a mitogen-activated
kinase kinase kinase, and stimulate the
activity of the kinase. Orthologs of NACK1
and NACK2 have been identified in
Arabidopsis and AtNACK1 was found to
be identical to HIK. These kinesins are
highly diverged N-terminal motors and do
not group with any of the known kinesin
subfamilies. The closest nonplant kinesin
that shares significant similarity with the
motor domain of NACKs is CENP-E. At
least eight Arabidopsis kinesins are known
to function in some aspect of cell division
(see Sect. 3.1 on cell division).

Analysis of the recently completed Ara-
bidopsis genome sequence with the con-
served motor domain of kinesins has
resulted in identification of 61 kinesins in
the model plant. A corresponding cDNA or
EST (expressed sequence tag) was found
for most kinesins, suggesting that most
kinesins in Arabidopsis are expressed and
not likely to be pseudogenes. The genes
encoding kinesins are distributed through-
out the genome. Chromosome 3 has the
highest number (18) of kinesin genes.
In comparison, Saccharomyces cerevisiae,
Schizosaccharomyces pombe, Caenorhabditis
elegans, Drosophila, and Homo sapiens have
6, 9, 21, 24, and 45 kinesins respectively
(Table 1). Surprisingly, the Arabidopsis
genome contains the largest number of
kinesins among all eukaryote genomes
that have been sequenced. Arabidopsis has
the highest percentage (0.24%) of the total
number of genes as compared to S. cere-
visiae and S. pombe with 0.1% and 0.17%

respectively, C. elegans with 0.11%, and
Drosophila with 0.18%. On the basis of
the number of kinesins in Arabidopsis,
the number of cellular processes that is
regulated by kinesins in plants is likely to
match or exceed the number of processes
controlled by animal kinesins.

Only 13 of the 61 Arabidopsis ki-
nesins have been reported in the litera-
ture, whereas the 3 AtKRP125 kinesins
(AtKRP125a,b,&c; Table 2) show sequence
similarity to a tobacco kinesin (NtKRP125)
that was isolated from phragmoplasts of
tobacco. AtKRP125b has 68% identity with
NtKRP125 over the 1000 residues they
have in common.

The number of known and predicted
introns in kinesins ranges from 3 to 34
(Table 2). In the Arabidopsis genome, the
number of introns ranges from 0 to 77
with an average of about 5. More than
85% of Arabidopsis genes have 10 or
less introns, while the Arabidopsis kinesin
genes have an average of 16.4 with only
10 genes having 10 or less introns. The
number and locations of the introns need
to be verified experimentally. It is likely
that the predicted sizes of the proteins in
Tables 2 and 3 may change somewhat as
corresponding cDNAs are characterized.
In a few cases in which the cDNAs
were isolated recently, there are some
differences between the predicted and
actual size of the protein due to inaccurate
predictions of introns and exons.

All Arabidopsis kinesins except three
have a coiled-coil region, suggesting that
they may function as homo or het-
erodimers (Fig. 1 and Table 2). Interest-
ingly, some Arabidopsis kinesins have
predicted domains that are not present
nonplant kinesins (Fig. 1, Table 2). Six of
the Arabidopsis kinesins have a calponin
homology (CH) domain, which is an actin-
binding domain present in the N-termini
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Tab. 2 Kinesin-like proteins in arabidopsis.

Gene code Motor #aa Number of Motility Cellular Other
(published name) location introns localization Domains

1 At2g37420
(AtKRP125a)

N-terminal 1022 17 ND ND CC

2 At2g36200
(AtKRP125b)

N-terminal 1056 22 ND ND CC

3 At2g28620
(AtKRP125c)

N-terminal 1076 18 ND ND CC,

4 At3g45850 N-terminal 1058 21 ND ND CC
5 At4g05190 C-terminal 777 17 ND ND CC,
6 At4g21270

(AtKatA)
C-terminal 793 8 Minusa Mitotic MT

arrays
CC

7 At4g27180
(AtKatB)

C-terminal 745d 15 ND ND CC

8 At5g54670
(AtKatC)

C-terminal 754d 15 ND ND CC

9 At5g27550 N-terminalb 425 6 ND ND CC
10 At2g22610 Internalc 1068 18 ND ND CC
11 At1g72250 Internalc 1195 17 ND ND CC,
12 At3g10310 Internalc 897 16 ND ND CC,CH
13 At1g18410 Internalc 1162d 17 ND ND CC
14 At1g73860 Internalc 1050 17 ND ND CC
15 At1g63640 Internalc 1056 19 ND ND CC,CH
16 At5g41310 Internalc 967 19 ND ND CC,CH
17 At5g27000

(AtKatD)
Internalc 987 17 ND ND CC,CH

18 At1g09170 Internalc 1032d 18 ND ND CC,CH
19 At2g47500 Internalc 861 14 ND ND CC,CH
20 At3g44730 Internalc 767 14 ND ND CC
21 At5g10470

(KCA1)
N-terminalb 1273 22 ND ND CC

22 At5g65460
(KCA2)

N-terminalb 1264 22 ND ND CC

23 At5g27950 N-terminalb 640 8 ND ND CC
24 At1g55550 N-terminalb 887 9 ND ND CC
25 At5g65930

(AtKCBP)
C-terminal 1259 20 Minus PPB,

spindle,
spindle
poles,
Phragmo-
plast

CC, MyTH4
Talin-like,
CBD, PEST

26 At1g20060 N-terminal 923d 21 ND ND
27 At3g10180 N-terminal 459 11 ND ND CC
28 At1g59540 N-terminal 823 17 ND ND CC
29 At5g06670 N-terminal 997 22 ND ND CC

(continued overleaf )
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Tab. 2 (Continued)

Gene code Motor #aa Number of Motility Cellular Other
(published name) location introns localization Domains

30 At3g12020 N-terminal 956 22 ND ND CC
31 At1g21730

(MKRP1)
N-terminal 909d

(890)
22 ND Mito-

chondria
CC

32 At4g39050
(MKRP2)

N-terminal 1121
(1055)

22 ND Mito-
chondria

CC

33 At2g21380 N-terminal 857 18 ND ND CC
34 At1g18370

(HINKEL/
AtNACK1)

N-terminal 1003d

(974)
11 ND Phragmo-

plast
equator

CC

35 At3g43210
(ATNACK2/
TES)

N-terminal 932 13 ND Interzonal
Mts,
Phragmo-
plast

CC,

36 At4g38950 N-terminal 834 11 ND ND CC
37 At2g21300 N-terminal 581 9 ND ND CC
38 At3g51150 N-terminal 968 13 ND ND CC
39 At5g66310 N-terminal 1037 13 ND ND CC
40 At5g42490 N-terminal 1087 9 ND ND
41 At4g24170 N-terminal 1263 14 ND ND CC
42 At3g16630 Internal 799 12 ND ND CC
43 At3g16060 Internal 706 12 ND ND CC
44 At5g02370 N-terminal 664 10 ND ND
45 At1g18550 N-terminal 703d 3 ND ND CC
46 At3g49650 N-terminal 813 14 ND ND CC
47 At5g23910 N-terminal 665 17 ND ND HhH1
48 At3g50240 N-terminal 1075 21 ND ND CC
49 At5g47820 N-terminal 1032 22 ND ND CC
50 At5g60930 N-terminal 1335d 24 ND ND CC
51 At3g63480 N-terminal 439 11 ND ND CC
52 At1g01950 N-terminal 885d 18 ND ND CC,ARM,
53 At1g12430 N-terminal 895d 16 ND ND CC,ARM
54 At3g54870 N-terminal 1070 20 ND ND CC, ARM
55 At3g19050 N-terminal 2756 34 ND ND CC,
56 At3g17360 N-terminal 2158d 30 ND ND CC,
57 At3g44050 N-terminal 1229 20 ND ND CC
58 At3g20150 N-terminal 1103d 16 ND ND CC
59 At3g23670

(ATPAKRP1L)
N-terminal 1268d

(1313)
14 ND Spindle

midzone,
Phragmo-
plast

CC,

60 At4g14150
(AtPAKRP1)

N-terminal 1292e

(1294)
24 ND Spindle

midzone,
Phragmo-
plast

CC
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Tab. 2 (Continued)

Gene code Motor #aa Number of Motility Cellular Other
(published name) location introns localization Domains

61 At4g14330
(AtPAKRP2)

N-terminal 959
(869)

9 ND Punctate
staining
of Phrag-
moplast

CC

a Motility was determined using in vitro assays.
b Although the motor is N-terminal, it groups into C-terminal family.
c Although the motor is internal, it groups into C-terminal family.
d Slight discrepancy in #aa between AtDB and MIPS predictions;
e NCBI predicted protein has 1662 amino acids.
Notes: The number of amino acids in parenthesis are based on the deduced number from cDNA.
CC: coiled coil; CH: calponin homology domain; MyTH4: domain present in the tail region of some
myosins; Talin-like: talin-like domain found in some myosins and band 4.1 superfamily; CBD:
calmodulin binding domain; PEST: motif rich in proline, glutamine, serine, and threonine residues;
ARM: Armadillo/beta-catenin-like repeats; HhH1: helix-hairpin-helix.
(Modified from Reddy, A.S.N., Day, I.S. (2001a) Analysis of the myosins encoded in the recently
completed Arabidopsis thaliana genome sequence, Genome Biol. 2, 24.21–24.17).

of spectrin-like proteins. The CH domain
is a protein module of approximately 110
residues found in cytoskeletal and signal
transduction proteins, either as two do-
mains in tandem or as a single copy.
Proteins with a tandem pair of CH do-
mains cross-link F-actin, bundle actin,
or connect intermediate filaments to cy-
toskeleton. Proteins with a single copy are
involved in signal transduction. Perhaps
the kinesins containing a CH domain bind
actin and are involved in signal trans-
duction or linking of actin and MTs.
Some domains that are involved in pro-
tein–protein or protein–DNA interactions
are also present in some kinesins (Fig. 1
and Table 2). These include armadillo re-
peats, a helix-hairpin-helix DNA-binding
domain. KCBP has MyTH4 and talin-
like domains present in some myosins,
suggesting that it has domains of both
MT- and actin-based motors. Such mo-
tors may be involved in cross talk between
MT and actin cytoskeleton. KCBP also has

been shown to have a calmodulin-binding
domain.

1.1.1
Phylogenetic Analysis

In nonplant systems, nine subfamilies of
kinesins with some ungrouped kinesins
have been identified by phylogenetic anal-
ysis using the conserved motor domain.
Three of the subfamilies (KHC, KRP85/95,
and Unc104/KIF1) are involved in trans-
port. Members from the other subfam-
ilies (C-terminal, Kip3, MKLP1, BimC,
chromokinesin/KIF4, and MCAK/KIF4)
function in various processes associated
with cell division. A phylogenetic analy-
sis of the 61 Arabidopsis kinesins motor
domain sequences with 113 other motor
domain sequences from nonplant systems
has revealed that seven of the nine fami-
lies are represented in Arabidopsis (Figs. 2
and 3). However, several Arabidopsis ki-
nesins do not fall into any of the nine
subfamilies and are likely to represent
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Fig. 1 Structural features of Arabidopsis
kinesins. The deduced amino acid sequence of
kinesins in the Arabidopsis database was
analyzed for the presence of various domains.
The kinesins are arranged according to their
grouping in the phylogenetic tree in Fig. 3.
Characterized kinesins are indicated in bold.
ARM, Armadillo/beta-catenin-like repeat,
CBD, calmodulin-binding domain;

CC, coiled-coil region; CH, Calponin
homology domain; MD, motor domain;
MyTH4, myosin tail homology region;
Talin-like, talin-like domain;
HhH1, helix-hairpin-helix domain. Bar = 100 aa.
(Modified from Reddy, A.S.N., Day, I.S. (2001b)
Kinesins in the Arabidopsis genome: A
comparative analysis among eukaryotes, BMC
Genomics 2, 2.1–2.13).
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additional subfamilies that are unique
to plants (Figs. 2 and 3). Most of the
Arabidopsis kinesins are more closely re-
lated to another Arabidopsis or another
plant kinesin than to any other kinesin
used in the comparison. The subfami-
lies that are involved in transport are

underrepresented in Arabidopsis (Fig. 2).
There are no members of the KRP85/95
or Unc104/KIF1 subfamilies in Arabidop-
sis (Figs. 2 and 3). No KHCs have been
reported in plants. The phylogenetic tree
indicates that there is possibly one KHC-
type kinesin in Arabidopsis. At3g63480
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Tab. 3 Myosins in arabidopsis.

Name # of aa Gene code EST/cDNA Class Domains

1. At ATM 1166 AT3g19960 (ATM1)a + VIII MD,CC,IQ
2. At ATM2 1111 AT5g54280 + VIII MD,CC,IQ

1101b ATM2/AtMYOS1a

3. At VIIIA 1085 AT1g50360 + VIII MD,CC,IQ
4. At VIIIB 1126 AT4g27370 VIII MD,CC,IQ
5. At MYA1 1520 AT1g17580 + XI MD,CC,IQ

1599c (AtMYA1)a

6. At MYA2 1505c AT5g43900 + XI MD,IQ
1515 (AtMYA2)a

7. At XIA 1730 AT1g04600 XI MD,CC,IQ
8. At XIB 1519 AT1g04160 + XI MD,IQ
9. At XIC 1572 AT1g08730 + XI MD,CC,IQ
10. At XID 1611 AT2g33240 + XI MD,CC,IQ
11. At XIE 1529 AT1g54560 XI MD,CC,IQ
12. At XIF 1556d AT2g31900 + XI MD,IQ
13. At XIG 1502 AT2g20290 XI MD,CC,IQ
14. At XIH 1452d AT4g28710 + XI MD,CC,IQ
15. At XI-I 1374 AT4g33200 + XI MD,CC,IQ
16. At XIJ 1242 AT3g58160 XI MD,CC,IQ

963b (AtMYOS3)a

998b (AtMYA3)a

17. At XIK 1544 AT5g20490 XI MD,CC,IQ

a Name as reported in the literature.
b Number of amino acids previously reported for partial sequence.
c Number of amino acids predicted by NCBI.
d Edited for full-length sequence.
Notes: MD: motor domain; CC: Coiled-coil region; IQ: putative calmodulin-binding motif
(Modified from Reddy, A.S.N., Day, I.S. (2001a) Analysis of the myosins encoded in the recently
completed Arabidopsis thaliana genome sequence, Genome Biol. 2, 24.21–24.17).

falls into the KHC group with a closer rela-
tionship to KHCs found in fungi and, like
fungal KHC, lacks binding site for kinesin
light-chain proteins. However, biochemi-
cal and functional studies are needed to
verify that At3g63480 codes for a KHC.
One Arabidopsis kinesin groups with the
MKLP1 subfamily (Fig. 3). Two internal
motor Arabidopsis kinesins grouped with
the MCAK/KIF2 subfamily (also called the
internal family), whose members are in-
volved in vesicle transport, chromosome
movement, and MT catastrophe. Three
Arabidopsis kinesins fall into a group

with Kip3 subfamily members in which
ScKip3 is involved in nuclear movement.
Three Arabidopsis kinesins form a branch
off of the chromokinesin/KIF4 subfamily
members, some of which are involved in
vesicle transport (HsKIF) and spindle or-
ganization and chromosome positioning
(Xlklp1). Arabidopsis has many kinesins
(24 out of 61) that did not fall into any
of the known groups (Figs. 2 and 3).
Members of BimC subfamily, which are
N-terminal plus-end motors, are present
in all five eukaryotic organisms that have
been sequenced. The three NtKRP125-like
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Fig. 2 The number of kinesins in each family in different
organisms. C.Term, C-Terminal motor; Chromo/KIF4,
chromokinesin/KIF4; U, ungrouped. At, Arabidopsis thaliana;
Dm, Drosophila melanogaster; Ce, Caenorhabditis elegans; Sc,
Saccharomyces cerevisiae; Sp, Schizosaccharomyces pombe
(Adapted from Reddy, A.S.N., Day, I.S. (2001b) Kinesins in the
Arabidopsis genome: A comparative analysis among
eukaryotes, BMC Genomics 2, 2.1–2.13).

Arabidopsis kinesins (AtKRP125a, b, and
c) are grouped with the tobacco homolog
in the BimC subfamily, which are involved
in cross-linking and antiparallel sliding
of MTs.

Twenty-one Arabidopsis kinesins were
grouped into the C-terminal subfamily.
This is an unusually large number com-
pared to the other organisms. It is also
unusual in that 11 kinesins in this group
have internal motors and five have N-
terminal motors. The internal kinesins
have a motor domain that is closer to
the C-terminus than the N-terminus, but
each has some sequence C-terminal to the
motor domain and could be called inter-
nal, depending on the parameters used
to define an internal motor. It will be
interesting to find out the direction of
movement of these kinesins whose motor
domains are either N-terminal or inter-
nal, but are most closely related to the
C-terminal subfamily. Kinesins in the C-
terminal subfamily translocate toward the
minus end of MTs and have a conserved
sequence at the neck/motor core junction.
It was reported that the residues G and

N residues at the neck/motor core junc-
tion are necessary for minus-end directed
movement. Analysis of the neck/motor
core junction of the 21 C-terminal class
Arabidopsis kinesins showed conservation
of these residues in most of the C-terminal
Arabidopsis kinesins.

Several Arabidopsis kinesins show
some similarity to other ungrouped ki-
nesins (Figs. 2 and 3). The ungrouped
centromeric proteins (HsCENPE and
UmKin1) cluster with seven Arabidopsis
kinesins. CENP-E binds to the kineto-
chore throughout mitosis and to MTs of
the spindle midzone during late stages
of mitosis. One Arabidopsis kinesin is
paired with HsKid, an ungrouped ki-
nesin. HsKid is a kinesin-like DNA-
binding protein that is involved in spin-
dle formation and the movements of
chromosomes during mitosis and meio-
sis. Arabidopsis PAKRP1 along with five
other Arabidopsis kinesins are grouped
with XlKlp2. XlKlp2 is required for cen-
trosome separation and maintenance of
spindle bipolarity, whereas PAKRPs as-
sociates with the phragmoplast and is
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expected to function in cytokinesis. Three
Arabidopsis kinesins form a subgroup sep-
arate from any other kinesin, but share
a branch with CeLF22F4 and DmNOD
(Fig. 3). Eight other Arabidopsis kinesins
form a subgroup separate from kinesins
of any other organism. In many cases, a
group of Arabidopsis kinesins forms a sep-
arate branch within the major subgroup in
which they fall.

The large number of kinesins in plants
is expected to control many diverse cellular
processes including some plant-specific
functions. There are many MT-associated
processes that are unique to plants. For
example, during cell division in plants, sev-
eral plant-specific MT arrays such as the
preprophase band and the phragmoplast
are formed that are important in deter-
mining the future location of the cell wall
and cell wall formation respectively. These
unique processes are likely to require ad-
ditional plant-specific motors. In addition,
centrosomes play an important role in MT
organization in animals, whereas plants
have no well-defined centrosomes. Hence,
MT organization and dynamics in plants
may also require additional MT motors.
The presence of unique organelles such
as chloroplasts and MT-dependent pro-
cesses such as cell wall synthesis may also

warrant for additional motors. Also, cell-to-
cell transport of macromolecules such as
RNA and viruses through plasmodesmata
may require MT-based motors. It is very
likely that plant kinesins may participate in
functions other than transport and MT dy-
namics and organization. Recently, it has
been shown that two plant kinesins func-
tion as activators of a protein kinase. Since
Arabidopsis does not have dyneins, some
kinesins may be performing functions that
are carried out by dyneins in other systems.

1.2
Dyneins

Dyneins move along MTs toward the mi-
nus ends. The motor domain in dyneins
(∼1000 amino acids) is much longer than
kinesins (∼340 amino acids) and does
not share sequence similarity with the ki-
nesin motor domain. Cytoplasmic dynein
is a large multisubunit complex consist-
ing of two heavy chains (∼530 kDa each),
three intermediate chains (74 kDa), and
four light intermediate chains (∼55 kDa).
The central and C-terminal regions of
dynein heavy chain, which are predicted
to form globular structure, interact with
MTs and contain motor activity, whereas
the N-terminal region is thought to bind

Fig. 3 Phylogenetic tree of all Arabidopsis kinesins along with 113 nonplant kinesins. The tree was
generated using the motor domain of kinesins, as described. Vertical dashes indicate ungrouped
kinesins (light dashes – those grouped with other kinesins, bold dashes – exclusively Arabidopsis
kinesins). The Arabidopsis kinesins are in bold. Kinesins from the following organisms were used:
An, Aspergillus nidulans; Bm, Bombyx mori; Ce, Caenorhabditis elegans; Cf, Cylindrotheca fusiformis; Cg,
Cricetulus griseus; Cr, Chlamydomonas rheinhardtii; Dd, Dictyostelium discoideum; Dm, Drosophila
melanogaster; Gg, Gallus gallus; Hs, Homo sapiens; Lc, Leishmania chagasi; Lm, Leishmania major; Lp,
Loligo pealii; Mm, Mus musculus; Ms, Morone saxatilis; Nc, Neurospora crassa; Nh, Nectria
haematococca; N, Nicotiana tabacum; St, Solanum tuberosum; Rn, Rattus norvegicus; Sc,
Saccharomyces cerevisiae; Sp, Strongylocentrotus purpuratus; Spo, Schizosaccharomyces pombe; Sr,
Syncephalastrum racemosum; Um, Ustilago maydis; Xl, Xenopus laevis. (Modified from Reddy, A.S.N.,
Day, I.S. (2001b) Kinesins in the Arabidopsis genome: A comparative analysis among eukaryotes,
BMC Genomics 2, 2.1–2.13).
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cargo. The intermediate and light in-
termediate chains of cytoplasmic dynein
associate with a protein complex called
dynactin, which is made of 10 subunits.
Although there is some immunological
and biochemical data indicating the pres-
ence of dynein heavy chains in plants,
sequences that are similar to dynein and
dynactin subunits have not been found in
the Arabidopsis genome, suggesting that
they may be absent in flowering plants. The
expanded family members of the kinesin
superfamily may carry out the functions
performed by dyneins in animals. Interest-
ingly, dynein genes appear to be present
in rice and tobacco.

2
Actin-based Motors

2.1
Myosins

Myosins, a diverse group of actin-based
molecular motors, perform a broad ar-
ray of cellular functions. A large num-
ber of myosins have been described in
many eukaryotes. Most of these are iden-
tified on the basis of sequence similar-
ity with the myosin motor domain. All
myosin heavy chains have three common
domains: a highly conserved motor do-
main (∼850 amino acids) located at the
amino-terminus in almost all myosins,
which is followed by a neck region that
binds to calmodulin or calmodulin-related
proteins, and a C-terminal tail domain. The
calmodulin-binding domain ‘‘IQ motif’’ in
these myosins has a consensus sequence
‘‘IQXXXRGXXXR’’ (I, isoleucine; Q, glu-
tamine; R, arginine; G, glycine). This motif
is present in one to seven repeats, depend-
ing on the type of myosin. The only myosin
that does not contain an ‘‘IQ motif’’ is

myosin XIV. The tail region of differ-
ent myosins varies considerably in length
and structure. The tail is characteristic to
each myosin with interesting domains that
are also found in nonmotor proteins. The
number of myosins in an organism varies
among organisms. However, not all types
of myosins have been identified in a single
organism.

Although there is compelling indirect ev-
idence for the role of actin and actin-based
motors in various transport processes in
plants, little is known about specific plant
myosins that perform these functions.
Myosins have been identified in plants
both biochemically and at the molecular
level. Immunological detection of myosins
using animal myosin antibodies identified
proteins of various sizes from different
plants. Immunofluorescence studies local-
ized myosin to the surface of organelles,
and the vegetative nuclei and generative
cells in pollen grains and tubes, to the
active streaming lanes and cortical sur-
face in pollen tubes and, more recently,
to plasmodesmata in root tissues. Motility
assays and ATPase assays using myosin-
like proteins isolated from plants have also
demonstrated the presence of myosins in
plants. Using PCR-based approaches, a
few myosins have been cloned from Ara-
bidopsis and other plants.

A 170-kDa myosin has been purified
from lily pollen and the antibodies against
this myosin stained particles of various
sizes and the apical cytoplasm of lily
and tobacco pollen tubes, suggesting that
several myosins are likely to be present in
pollen tubes. The 170-kDa and 175-kDa
myosins that translocate F-actin at a
velocity of about 9 µm/s and 3 to 4µm-s
respectively were found to be associated
with calmodulin. In in vitro motility assays,
the characean myosin translocated actin at
50 µm-s. In Arabidopsis, the expression of
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several myosins in a given cell type implies
that actin-based motors are involved in a
wide range of cellular functions.

By analyzing the Arabidopsis genome se-
quence with the conserved motor domain
of myosins, a total of 17 myosins were
identified in Arabidopsis. Similar analysis
in rice indicates that there are at least 14
myosins in this organism. Table 3 lists the
Arabidopsis myosins by names as given in
the phylogenetic tree. In comparison, S.
cerevisiae, S. pombe, C. elegans, Drosophila
melanogaster and H. sapiens have 5, 5, 17,
13, and 40 myosins respectively. Five of
the 17 Arabidopsis myosins have been
reported in the literature. All Arabidop-
sis myosins have three to six putative
calmodulin-binding ‘‘IQ’’ motifs (Fig. 4).
The IQ domains usually follow right af-
ter the motor domain, but are separated
slightly from the motor domain in At XID,
At XI-I, and At XIK. There are three or
four IQ domains in Class VIII myosins
and five or six in Class XI, except for At
XIK, which has only four (Fig. 4). There
are coiled-coil domains in all the myosins
that differ in length and number. They of-
ten follow directly after the IQ domains,
but, in some cases, there is intervening
sequence. On the basis of the presence
of the coiled-coil domains, it is likely
that the Arabidopsis myosins either form
dimers or interact with other proteins. The
Class XI myosins are much longer than the
Class VIII myosins with the difference be-
ing in the length of the C-terminal region
following the conserved domains found in
myosins. Myosins containing IQ domains
are typically calmodulin-sensitive. How-
ever, the interaction with, or regulation by,
calmodulin has not yet been demonstrated
for Arabidopsis myosins. The information
on myosin light chains is limited in plants.
Calmodulin associates with two myosins
from lily pollen and regulates their motor

activity. Besides the motor, IQ, and coiled-
coil domains, several other domains have
been identified in myosins from classes
other than the plant classes VIII and XI.
These include SH3 domains (Src homol-
ogy 3 domains), ankyrin repeats, MYTH4
(domain of unknown function found in
a few classes of myosins), zinc-binding
domain, plecstrin homology, FERM/talin
(band 4.1/ezrin/radixin/moesin), GPA-
rich domains, and a protein kinase do-
main. Plant myosins do not have any of
these other domains.

2.1.2 Phylogenetic Analysis
Phylogenetic analysis using the conserved
motor domain grouped all known myosins
into 18 distinct classes. Phylogenetic anal-
ysis of the Arabidopsis myosins mo-
tor domain with nonplant and plant
myosins revealed that all the Arabidopsis
myosins and other plant myosins fall into
only two groups, Class VIII and Class XI
(Fig. 5). Four Arabidopsis myosins are
in Class VIII and 13 in Class XI. These
groups contain exclusively plant or al-
gal myosins with no animal or fungal
myosins, suggesting that plants have a
unique set of myosins (Fig. 5). The motor
domain in all cases is in the N-terminal
region (Fig. 4). The motor domain starts at
about 50 to 55 residues for the Class XI
myosins, while the Class VIII myosins
have a longer N-terminal region prior
to the motor domain (99–159 residues).
An algal (Chara corallina) myosin, Cc
ccm, does group with the plant Class XI
myosins, but is on a separate branch from
any other Class XI myosin (Fig. 5). A phy-
logenetic tree that was constructed using
the full-length sequences of Arabidopsis
and other plant myosins showed similar
grouping of plant myosins. Among the
Class XI myosins, the similarity ranges
from 40 to 85% (full length) and 61 to
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1.  At ATM

3.  At VIIIA

2.  At ATM2

4.  At VIIIB

14.  At XIH

13.  At XIG

6.  At MYA2

8.  At XIB

10.  At XID

7.  At XIA

12.  At XIF

9.  At XIC

11.  At XIE

16.  At XIJ

5.  At MYA2

15. At XI-I

Motor domain IQ motif Coiled-coil domain

17. At XIK

Fig. 4 Schematic diagram showing various predicted domains in Arabidopsis
myosins. The Arabidopsis genome database was searched with the conserved motor
domain of a myosin to identify Arabidopsis myosins. The deduced amino acid
sequence of Arabidopsis myosins was analyzed for the presence of various domains.
The numbers refer to the number in Table 1. The first four myosins are in Class VIII
and the following 13 are in Class XI. The bar represents 100 amino acids. (Adopted
from Reddy, A.S.N., Day, I.S. (2001a) Analysis of the myosins encoded in the recently
completed Arabidopsis thaliana genome sequence, Genome Biol. 2, 24.21–24.17).

91%(motor domain). The similarity be-
tween the Class VIII myosins ranges from
50 to 83% (full length) and 64 to 92% (mo-
tor domain). When Class VIII myosins are
compared to Class XI myosins, the similar-
ity only ranges from 22 to 29% (full length)

and 35 to 42% (motor domain). Myosins
have 131 highly conserved residues spread
throughout the motor domain that define a
core consensus sequence. Comparison of
an alignment of Arabidopsis myosin mo-
tor domains to these conserved sequences
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Fig. 5 Phylogenetic analysis of Arabidopsis
myosins. A phylogenetic tree was generated as
described earlier. The myosin groups are
identified on the left in roman numerals. The
Arabidopsis myosins are in bold. Myosins from
the following organisms were used:
Ac, Acanthamoeba castellani; Acl, Acetabularia
cliftoni; Cc, Chara corallina, Ha, Helianthus
annuus; Zm, Zea mays; Bt, Bos taurus; Mm, Mus
musculus; Ce, Caenorhabditis elegans;

Dm, Drosophila melanogaster; Rn, Rattus
norvegicus; Sc, Saccharomyces cerevisiae;
Hs, Homo sapiens; Dd, Dictyostelium
discoideum; Lp, Limulus polyphemus;
En, Emericella nidulans; Pg, Pyricularia
grisea; Pf, Plasmodium falciparum; and
Tg, Toxoplasma gondii. The number at the
branches indicates the number of times the
dichotomy was supported out of 100
bootstrap tries.
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shows a great deal of conservation among
them, suggesting that they are capable of
motor function.

3
Cellular Roles of Motors

3.1
Cell Division

Although many of the dynamic processes
of cell division such as formation of the
spindle, congression of chromosomes at
the equatorial region, and migration of
chromatids during cell division are com-
mon to both animals and plants, there
are significant differences between plant
and animal cell division. For example,
the dividing plant cells organize their cy-
toskeletal elements into unique structures
that are not found in nonplant systems.
Just prior to prophase, plant cortical MTs
rearrange to form a band of MTs called
the preprophase band (PPB), which accu-
rately predicts the future location of the
cell plate. Another distinctive feature of
plant mitosis is the formation of a bipo-
lar spindle in the absence of centrosomes.
The structures involved in the organiza-
tion of MTs are the centrosomes in animal
cells and the spindle pole body (SPB) in
fungal cells, which are lacking in plant
cells. Finally, cytokinesis, the process that
produces two daughter cells following the
completion of nuclear division, in plants
is accomplished quite differently from
plants. Cytokinesis in plant cells occurs
via the formation of a polysaccharide cell
plate, which expands from the center to
the periphery. Phragmoplast, a structure
composed of two disks of parallel MTs,
with their plus ends toward the equatorial
zone, and actin filaments is involved in
cell-plate formation. Vesicles carrying the
cell plate materials are transported to the

equatorial zone of the phragmoplast. The
association of vesicles with phragmoplast
MTs indicates that MT-based motors are
likely to be involved in transporting the
vesicles to the cell plate. The fusion of
vesicles in the cell plate is mediated by
phragmoplastin, a dynamin homolog, in
plants. The plant spindle, which is formed
in the absence of a well-defined centro-
some, and several unique plant-specific
MT arrays such as the preprophase band
and the phragmoplast suggest that plants
are likely to contain novel kinesins that are
not present in animal cells.

In animals, six subfamilies of ki-
nesins have been shown to be involved
in some aspect of cell division. Sev-
eral recent reports on kinesins expres-
sion and immuunolocalization indicate
that at least nine plant kinesins (Kat A,
KatB/C, TKRP125, AtKCBP, AtPAKRP1,
AtPAKRP1L, AtPAKRP2, DcKRP120-2,
HINKEL/AtNACK1, AtNACK2/TES) that
belong to different families have a mitotic
function. Some kinesins are expressed in
a cell cycle–dependent manner. TKRP125,
a member of BimC subfamily and NCAK
from tobacco and two kinesins from Ara-
bidopsis (KCBP, KatB/C) show a high level
of expression in M-phase of the cell cy-
cle. DcKRP120-1 and DcKRP120-2 are not
detectable in nondividing cells. TKRP125
localizes to the cortical MTs in the S-phase,
along MTs of PPB and perinuclear MTs in
prophase, the equatorial plane of spindle
MTs in metaphase and anaphase, and the
phragmoplast MTs in telophase and cy-
tokinesis. A carrot homolog of TKRP125
(DcKRP120-1) also localizes to the corti-
cal MTs, the preprophase band, spindle,
and the phragmoplast. Another member of
BimC subfamily (DcKRP120-2) stained the
spindle and phragmoplast, predominantly
in the midline of the phragmoplast where
plus ends of the MTs overlap. AtPAKRP1, a
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nonmember of BimC, which resembles an
ungrouped Xklp2 from Xenopus, also lo-
calizes to the midline of the phragmoplast.
KatA, a C-terminal motor, localizes near
the midzone at metaphase and anaphase
and the phragmoplast in Arabidopsis and
tobacco BY-2 suspension cells. Anti-KCBP
antibodies stain the preprophase band, the
spindle, and the phragmoplast. The KCBP
antibody did not stain the cell plate region
of the phragmoplast, but MT bundles on
either side of the cell plate are strongly
labeled (Fig. 6). Localization of KCBP in
Haemanthus also showed localization to
mitotic MTs arrays. In Haemanthus, anti-
KCBP staining is seen almost exclusively at
the spindle poles in late anaphase. The as-
sembly of the acentriolar spindle in plants
may involve convergence of MT minus
ends leading to the formation of spindle
poles. The fact that KCBP is a minus-
end-directed motor and localizes to the

spindle poles suggests that it may be in-
volved in acentriolar spindle formation in
plants. Between early and late anaphase,
the localization of KCBP shifts toward
the spindle pole, supporting a role for
KCBP in the formation of a converging
bipolar spindle. Localization of minus-end
(KatA and KCBP) and plus-end (TKRP125)
motors in spindle suggests their involve-
ment in counterbalancing forces generated
by plus- and minus-end motors to stabi-
lize the spindle. Constitutive activation of
KCBP during late prophase caused prema-
ture breakdown of nuclear envelope and
arrest of cells at prometaphase, whereas
activation of KCBP at late metaphase or
anaphase did not affect the progression of
anaphase, but caused aberrant phragmo-
plasts formation and delayed cytokinesis.
This study suggests that KCBP is differen-
tially active during the various phases of
cell division. Its activity is downregulated

DAPI

MT

KCBP

Fig. 6 Triple localization of nucleus,
MTs, and KCBP in a cytokinetic cell of
tobacco. Nuclei stained with DAPI
(DAPI), MTs (MT) are localized with a
monoclonal antibody to β-tubulin and
KCBP (KCBP) was localized with
affinity-purified anti-KCBP antibody.
Secondary antibodies conjugated to
FITC and Cy3 were used to detect MTs
and KCBP respectively. (From Bowser,
J., Reddy, A.S. (1997) Localization of a
kinesin-like calmodulin-binding protein
in dividing cells of Arabidopsis and
tobacco, Plant J. 12, 1429–1437).
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in metaphase and telophase and upregu-
lated in anaphase most likely by changes
in cytosolic calcium level. Colocalization of
some of the kinesins with mitotic MT ar-
rays suggests that they may have a role in
forming these arrays by bundling MTs.
The motor domain of KCBP has been
shown to bundle MTs.

Numerous forces are at play in the de-
velopment, maintenance, and function of
the phragmoplast. Golgi-derived vesicles
are transported to the forming cell plate
where the plus ends of phragmoplast MTs
interdigitate. It is likely that MT motors
are involved in forming the phragmoplast
and powering the movement of the vesi-
cles along the MTs. Seven plant kinesins
(Kat A, TKRP125, AtKCBP, AtPAKRP1, At-
PAKRP2, DcKRP120-2, HINKEL/
AtNACK1) including plus- and minus-
end motors and some plant-specific ki-
nesins are associated with the phragmo-
plast and so are expected to function
in cytokinesis. The localization patterns
with various kinesins differed consider-
ably. Immunolocalization studies as well
as phragmoplast MT gliding assay in the
presence of TKRP antibodies indicates its
involvement in the organization of MT ar-
rays especially in phragmoplast function.
The polarity of MTs and microfilaments
in the phragmoplast indicates that plus-
end motors are likely to be involved
in the transport of vesicles to the cell
plate. Of the eight kinesins that localize
to the phragmoplast, six are N-terminal
motors (TKRP125, PAKRP1, PAKRP1L,
DcKRP120-2, PAKRP2, HIK/NCAK) and
two are C-terminal (KatA and KCBP).
TKRP125 is a plus-end motor, and the
other four N-terminal kinesins are likely
plus-end motors. One or more of these
are likely to be involved in vesicle trans-
port to the cell plate. The punctate-staining
pattern of PAKRP2 and its association

with vesicles suggest that it is involved
in transporting vesicles to the cell plate.
It is unlikely that KCBP and KatA play a
role in vesicle transport to the cell plate as
these are known to be minus-end motors
and the MTs are oriented with their plus
ends facing the cell plate. The possible
functions of minus-end motors are or-
ganization/stabilization of phragmoplast
and/or recycling of Golgi vesicle mem-
branes from the expanding cell plate.
Functional analysis of TKRP125 indicates
its role in cross-linking and sliding of
antiparallel MTs in the phragmoplast. Im-
munofluorescence with AtPAKRP1 and
AtPAKRP1L antibodies showed staining
of interzonal MTs at late anaphase and
later on its localization is restricted to
the plus ends of interdigitating MTs in
the phragmoplast. Functional studies with
this kinesin indicate its involvement in
maintaining the integrity of phragmoplast
MTs. In order for the growth of the phrag-
moplast to be achieved, a rapid turnover of
phragmoplast MTs must occur. The expan-
sion of the phragmoplast from the center to
the periphery involves disassembly of the
MTs inside and assembly of MTs at the out-
side. Blocking of disassembly in the center
by MT-stabilizing drugs causes cessation
of phragmoplast expansion and formation
of incomplete cell walls. Phragmoplast-
associated kinesins may play a role in the
MT assembly and disassembly associated
with its growth. The loss of MTs from
the center of the phragmoplast as it grows
does not occur in hik mutants, suggesting
that it controls directly or indirectly the dy-
namics of MTs in the phragmoplast. HIK
does not appear to be involved in either
vesicle transport or organization of MTs
in the phragmoplast. Studies with tobacco
NCAK1, a homolog of HINKEL, showed
its localization to the equatorial zone of the
phragmoplast, but not in the inner regions
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of the phragmoplast where the cell plate
matures. It appears that NCAK through
a protein kinase, NPK1, regulates depoly-
merization of MTs in the center of the
phragmoplast as it expands.

There is some evidence of the presence
of a myosin in the phragmoplast, sug-
gesting that actin-based motors may also
be involved in the transport of vesicles on
the phragmoplast. During cell division, the
anti-Class VIII myosin staining remains
confined to the transverse cell walls and
is strongest in the newly formed cell wall.
Immunogold electron microscopy showed
labeling of Class VIII myosin associated
with the plasma membrane and plas-
modesmata. These studies suggest that
Class VIII myosins may be involved in
new cell wall formation and transport in
the plasmodesmata.

3.2
Cell Polarity and Morphogenesis

Both actin and MT cytoskeleton have been
implicated in cell polarity and morpho-
genesis. The first indication that a kinesin
might play a role in morphogenesis came

from studies with the zwichel mutant. In
wild-type Arabidopsis, trichomes are uni-
cellular with a stalk and three branches.
In zwichel (zwi), mutants’ trichomes are
abnormal with a short stalk and one or two
branches, depending on the severity of the
allele (Fig. 7). Cloning of ZWICHEL has
indicated that it is a calmodulin-binding
kinesin, suggesting the requirement of
this motor for expansion of the stalk and
branching. Using paclitaxel, a known MT
stabilizer, zwichel mutants were induced
to form similar growth points indica-
tive of branch formation in normal tri-
chomes. Transient stabilization of MTs
could compensate for KCBP/ZWI activ-
ity, suggesting that it may be involved
in stabilization of MTs. The two MT-
binding sites of KCBP could be involved
in stabilization or possibly a KCBP/ZWI-
interacting protein(s) could be responsible
for the stabilization. Several alleles of zwi
have been characterized. All zwi mutants
grew normally with no apparent defects
in cell division, except that they contain
abnormal trichomes. The lack of a pheno-
type in other tissues suggests that either
KCBP is nonessential or another motor

(a) (b) (c) (d)

Fig. 7 Scanning electron micrographs of Arabidopsis trichomes of wild-type and
zwichel/kcbp mutants. (a) Wild type; (b) zwi; (c) zwi w2; (d) zwi9311 -11. In zwi w2, most
trichomes have two branches but the length of the second branch is varied. In the
zwi9311-11 mutant, about 40% of trichomes are unbranched and the rest have two
branches. Seeds of zwichel mutants were kindly provided by Dr. David Oppenheimer and
Dr. Martin H

..
ulskamp. Scale bar = 100 µm (From Reddy, A.S.N., Day, I.S. (2000) The

role of the cytoskeleton and a molecular motor in trichome morphogenesis, Trends Plant
Sci. 5, 503–505).
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with overlapping functions may substitute
for ZWI function in other tissues. In Ara-
bidopsis, there are 61 kinesins including
several C-terminal motors. Three extra-
genic suppressors (suppressor of zwichel-3;
suz1, suz2, and suz3) that rescued trichome
branch number defect in a zwichel mutant
have been isolated. All three suppressors
were found to be allele-specific, indi-
cating direct interactions between these
proteins. The suz1 zwi-3 double mutants
are male sterile due to a defect in pollen
germination and pollen tube growth, sug-
gesting a role for these genes in pollen
germination and tube growth. At least four
proteins (two calcium-binding proteins, a
plant-specific protein kinase, and ANGUS-
TIFOLIA, a protein required for trichome
branching) have been shown to interact
with KCBP/ZWI. Inactivation of one of
the myosins (MYA2) of myosin XI family
in Arabidopsis also results in abnormal
(unbranched) trichomes.

3.3
Cytoplasmic Streaming

Cytoplasmic streaming in plant cells is
important in intracellular transport. The
force that drives the cytoplasmic stream-
ing appears to be dependent on actin
and actin-based motors. Insight into the
function of plant myosins in cytoplasmic
streaming has been gained primarily by
studies done with algae and pollen tubes.
Characean cells exhibit a very rapid cy-
toplasmic streaming (∼70 µm s−1). Also,
in pollen tubes, vesicles flow rapidly from
the shank to the tip of the pollen tube
where they fuse to support extensive tip
growth of these cells. In addition to the
bidirectional movement of vesicles, the
generative cell and the nucleus move uni-
directionally toward the tip. In Chara, an

increase in Ca2+ concentration causes cy-
toplasmic streaming to stop. A myosin
isolated from the alga Chara corallina
was shown to be responsible for cytoplas-
mic streaming. The myosin was cloned
and found to be a Class XI myosin re-
lated to the Arabidopsis MYA myosins.
Using immunofluorescence, myosin was
localized to vesicles, organelles, and gen-
erative cells and vegetative nuclei in grass
pollen tubes. A myosin isolated from lily
pollen has been shown to be responsi-
ble for cytoplasmic streaming in pollen
tubes, and two myosins were identified
in tobacco cell cultures are also thought
to participate in cytoplasmic streaming.
Myosin has been localized to vesicles,
chloroplasts, and other organelles, indicat-
ing their involvement in transport of these
organelles. The stop-and-go movements of
Golgi stacks in plants also appear to be
dependent on myosin. However, specific
myosin(s) responsible for the movement
of these organelles have not been iden-
tified. Biochemical properties and the
localization data of two lily pollen myosins
(175 kDa and 170 kDa) suggest that these
myosins are at least partially responsi-
ble for cytoplasmic streaming, organelle
transport, and calcium sensitivity of cyto-
plasmic streaming. It has been shown that
the directional movement of mitochondria
is dependent on F-Actin and myosin sys-
tem. Unlike in animals, the movement of
peroxisomes in plants is actin-based and
actin polymerization appears to drive the
movement of these organelles.

3.4
Microtubule Dynamics and Organization

Microtubules are highly dynamic struc-
tures with a half-life of an individual MT
of about 10 min. Drugs that disrupt the
dynamics of MTs have been shown to
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severely hamper the MT-dependent pro-
cess. Treatment of dividing cells with
colchicine leads to disappearance of the
mitotic spindle, suggesting that MTs in
the spindle undergo continuous polymer-
ization and depolymerization. Taxol, in
contrast to colchicine, bind to MTs and
stabilizes them. Addition of taxol to divid-
ing cells leads to arrest of dividing cells
in mitosis. The dynamics of the MT cy-
toskeleton during cell division in plant
cells have been studied extensively. The
rapid turnover of plant MTs suggests that
the transition between MT arrays and
change in orientations may involve de-
polymerization/repolymerization of MTs
and/or movement of MTs. The dynamic
instability of MTs is important for their
normal function. For example, stabiliza-
tion of MTs in elongating root hairs causes
loss of growth directionality and promotes
branching. The MTs of the phragmoplast
have a t1/2 of 60 s. However, the mech-
anisms that regulate the formation and
dynamic instability of MT arrays in plants
are not understood. Several aspects of
MT dynamics such as cross-linking, zip-
pering, bundling, sliding, and stability of
MTs is regulated by motor proteins. KCBP
like Ncd in Drosophila can cross-link and
zipper MTs to focus MTs to form spin-
dle poles. Two distinct MT-binding sites
and minus-motor activity enable these
proteins to perform such a function. In
addition, C-terminal motors have been
shown to bundle MTs. Some motors are
implicated in polymerization and depoly-
merization of cytoskeletal elements. There
is at least one example where a kinesin
has no motor activity, but controls MT
dynamics. Plant kinesins such as NCAK1
appear to be involved in MT dynamics.
Hence, the paradigm that motors bind
cargo and move along cytoskeletal tracks

may not explain the functions of all the
motors.

3.5
Intercellular Transport

Plant cells are connected through plasmod-
esmata to form a continuous symplastic
network. Recent studies show that macro-
molecules such as RNA and protein move
from cell to cell through plasmodesmata.
Cytoskeleton and molecular motors have
been implicated in this regulated transport
of macromolecules through plasmodes-
mata. The movement protein of viruses,
which enables the movement of viruses
from cell to cell colocalizes to MTs,
suggesting a role for cytoskeleton and
possibly molecular motors in the trans-
port of protein from cell to cell through
plasmodesmata. These studies hint at an
interesting possibility that motors may
play a role in transporting macromolecules
from cell to cell and influence cell-to-
cell communication. Immunolocalization
studies have also detected myosin associ-
ated with plasmodesmata. A recent study
using an antibody to a cloned Class VIII
Arabidopsis myosin ATM1 (At ATM) local-
ized this myosin to the plasmodesmata and
the plasma membrane regions involved in
the assembly of new cell walls. Earlier
work suggested that actin was involved
in regulation of plasmodesmal transport.
Other studies using antibodies to animal
myosins in root tissues of Allium cepa,
Zea mays, and Hordeum vulagare have also
indicated the presence of myosin in the
plasmodesmata.

3.6
Other Functions

It appears that the certain plant motors
may perform unexpected novel functions.
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For example, two plant kinesins (NCAK1
and NCAK2) have been shown interact
with NPK1, a MAP kinase–kinase–kinase,
and stimulate its activity. Motors in plants
may also be involved in regulating cell
polarity, development, and differentiation
by transporting the proteins or mRNA to
localized regions within the cell. There
is substantial indirect evidence indicat-
ing that asymmetric localization of mRNA
(e.g ASH1 mRNA in yeast), protein (e.g.
calmodulin in Drosophila photoreceptors,
a MAPKKK in tobacco BY2 cells), and
RNA/protein complexes in some eukary-
otic cells is dependent on cytoskeletal
motors.

4
Regulation of Motors

Although a large number of kinesins have
been characterized from diverse organ-
isms (www.blocks.fhcrc.org/∼kinesin/),
the mechanism that regulate the activ-
ity/function of MT-dependent motors is
limited both in plants and animals.

4.1
Calcium/Calmodulin

Calcium is a key messenger in transducing
many hormonal and environmental sig-
nals in plants. Calmodulin, a ubiquitous
calcium-binding protein in eukaryotes, is
highly conserved in eukaryotes and regu-
lates many diverse cellular functions by
modulating the activity of the proteins
that interact with it. Upon binding cal-
cium, calmodulin becomes activated via
a conformational change and is able to
regulate the activity of its target pro-
teins. Cytoplasmic streaming of characean
cells is regulated by the cytosolic calcium

concentration. Elevated levels of calcium
inhibit cytoplasmic streaming and the
movement of organelles. Movement of
pollen tube organelles along actin ca-
bles is inhibited by calcium, suggesting
that the activity of actin-based motors is
sensitive to calcium levels. The mech-
anisms by which calcium regulates the
activity of these motors is just beginning
to emerge. All myosins in Arabidopsis
possess two or more putative calmodulin-
binding motifs, suggesting that myosins
in plants are likely to be regulated by
calmodulin in response to changes in
intracellular calcium. Two myosin heavy
chains (170 and 175 kDa) in plants as-
sociate with calmodulin, indicating that
calmodulin serves as a light chain for these
myosins. Calcium inhibits the myosin mo-
tor activity as well as myosin-activated
ATPase activity in plants. The inhibi-
tion of myosin activity in the presence
of calcium appears to be due to dissocia-
tion of calmodulin from the heavy chain
since calcium inhibition of motor activity
can be restored by exogenous addition of
calmodulin. The gene encoding 175-kDa
myosin has been cloned. Sequence analy-
sis indicates that it is a Class X1 myosin
with six IQ motifs. This myosin has
been shown to move processively on actin
filaments.

KCBP and recently discovered kinesin
C are the only kinesins among the ki-
nesin superfamily that bind calmodulin.
The binding of activated calmodulin to
KCBP inhibits its interaction with MTs
via the calmodulin-binding domain, re-
sulting in the inhibition of MT-dependent
ATPase activity and motility. These stud-
ies strongly suggest that the binding of
calmodulin to KCBP affects MT-binding
regions, resulting in inhibition of KCBP
binding to MTs and dissociation of
KCBP/MT complex. Crystal structure of
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KCBP motor domain with its calmodulin-
binding domain indicates that calmodulin
binding to KCBP blocks MT-binding sites
on the motor. The calmodulin effect on
KCBP suggests that activated calmodulin
can act as a molecular switch to down-
regulate the activity of KCBP. On the
basis of in vitro studies with KCBP, it
is reasonable to speculate that spatial
and temporal changes in free cytoso-
lic calcium levels in response to signals
are likely to regulate KCBP activity in
the cell.

4.2
Protein Phosphorylation

The members of BimC family have a
conserved ‘‘BimC Box’’ in which threo-
nine residue is phosphorylated by cdc2-
kinase during cell division. Targeting of
the kinesins to spindle is regulated by
phosphorylation. TKRP125, all three mem-
bers of Arabidopsis TKRP-like proteins
(AtKRPa, b, and c), and DcKRP120-1 and
DcKRP120-2 that belong to BimC family
have the conserved BimC box, suggest-
ing that phosphorylation of these kinesins
may be involved in targeting them to
right cellular location. Recently, it was
found that the tail region of KCBP also
interacts with a protein kinase (KIPK,
KCBP interacting protein kinase) in the
yeast two-hybrid system. The association
of KIPK with KCBP suggests regulation
of KCBP or KCBP-associated proteins
by phosphorylation and/or KCBP is in-
volved in targeting KIPK to proper cellular
location. The tobacco NPK1, a mitogen-
activated protein kinase–kinase–kinase,
NPK1, interacts with NACKs. This in-
teraction results in activation and au-
tophosphorylation of NPK1 and phospho-
rylation of NACK1. Although the signif-
icance of NACK1 phosphorylation is not
known, NPK1 phosphorylation targets it

to the equatorial zone of the phragmo-
plasts. A cyclin-dependent kinase (CDK)
has been shown to interact with two
Arabidopsis kinesins (KCA1 and KCA2).
This interaction results in phosphory-
lation of kinesins, suggesting that the
activity/function of these motors may be
regulated by CDK.

5
Concluding Remarks

The complete sequencing of several phy-
logenetically diverse model organisms
ranging from a unicellular eukaryote to
highly complex multicellular animals and
plant has allowed comparative analysis of
molecular motors in eukaryotes. Plants
contain a large number of motors. About
0.4% of the predicted genes in Ara-
bidopsis encode molecular motors. The
comparative analysis provides a frame-
work for future functional studies with
plant kinesins. The number of myosins in
Arabidopsis is comparable to other mul-
ticellular organisms of similar genome
size. However, plant myosins are unlike
myosins from any other organism except
algae. Nonplant myosins contain a variety
of other known domains that are lack-
ing in plants. Furthermore, Arabidopsis
has a surprisingly large number of ki-
nesins among the completed eukaryotic
genomes. The role of molecular motors
in many plant cellular processes is be-
ginning to be unraveled. Although the
functions of most of the plant motors
remains to be determined, phylogenetic
analysis and known domains in these
proteins are providing clues to their func-
tion, which can be tested empirically.
Many Arabidopsis kinesins do not fall
into any known subfamilies of kinesins,
and several Arabidopsis kinesins are not
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present in other organisms and are likely
to represent new plant-specific subfami-
lies. Analysis of expression of each motor
and cellular localization using reporter
fusions coupled with studies using the
loss-of-function and gain-of-function mu-
tants should help understand the functions
of these motors. Identification of the
proteins that are associated with motors
is also important to our understand-
ing of their roles in plants. Knockout
mutants for almost all Arabidopsis mo-
tors are already available from SIGnAL
(http://signal.salk.edu/). Because of the
large number of motors and likely func-
tional redundancy or overlap with other
motors, it will be necessary to create
not only single mutants but also dou-
ble or triple mutants. Analysis of the
function and regulation of plant motors
will be an exciting area of research in
plant cell biology and is bound to throw
many surprises.
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� The brain is composed of hundreds of thousands of cell types, each making
thousands of connections to other cells in order to communicate and to facilitate
proper interactive functioning. One of the ways that cells respond to and propagate
signals is to change the abundances of various signaling molecules within the
cell. These molecules include RNA and proteins, which, through their unique
abundances and degree of activation transmit accurate messages to responsive
cells. To understand these changes, evaluation of molecular pathways in single
cells is required. With the development of single-cell molecular biological analysis
techniques, changes in RNA and protein abundances can be monitored. Using
methods such as, aRNA amplification, qRT-PCR, IDAT and protein arrays it is
possible to obtain these measurements. Such anatomical specificity has the potential
to revolutionize molecular research by simplifying the complexities of a multicellular
pathway to an experimentally approachable system.

1
Importance of Single-cell Molecular
Experiments

With a system in charge of complex tasks
like memory, senses, mood, and devel-
opment, it is not surprising that the
cellular composition of the brain is equally
complex. Neurons and glia are the two
dominant classes of cells in the central ner-
vous system (CNS). Neurons are thought
to be at the heart of all cell–cell commu-
nication; yet, recent data has highlighted
the importance of glial cells in modu-
lating neuronal function. The variety of
neuronal and glial cell types and their con-
nections allows for the distribution and
integration of information involved in ev-
eryday activities. Over the last century, it
has become clear that an understanding
of the complexities of CNS functioning
requires not only utilization of systems
science but also the reductionist approach
of characterization of the individual com-
ponents of the system. The development
of single-cell molecular techniques has
enabled researchers to begin to differenti-
ate between not only the activities of the

different regions of the brain but also the
different types of cells that make up each of
these regions. It is estimated that there are
hundreds of thousands of cell types in the
brain, each expressing tens of thousands
of mRNAs in differing abundances. These
differences in the abundances of RNAs as
well as selective gene expression in each
cell enables the complexity whereby so few
chemicals in the brain produce diverse
cell-specific responses.

Prior to single-cell experimental proce-
dures, experiments used whole brain or
regional sections of cells to try to eluci-
date the molecular changes in response
to outside stimuli. Whether such stimuli
originate as a result of disease, behavior,
or pharmacological stimulation, quantita-
tion of the resulting cellular responses at
the molecular level enables researchers
to begin to decipher what underlies the
subsequent response. Since an individual
neuron can have thousands of connections
(synapses) with other cells that feed and
distribute information, it is likely that there
are differences in expressed gene pheno-
types in each cell depending upon the
types and quantity of these connections.
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Importantly, diseases such as Alzheimer’s
do not necessarily affect every cell in an af-
fected brain region. Therefore, if a group of
cells were evaluated to investigate the cellu-
lar response to a stimulus, it would be hard
to separate the nonresponsive cells’ molec-
ular milieu from that of the responsive
cells. Single-cell molecular methods now
allow researchers to separate and study
target genes or whole expression pathways
in individual cells so that specific cellular
phenotypes can be described.

2
Isolation Techniques

After determining and marking which
cells are of interest in an experiment,
single cells can be collected either from
fixed-tissue samples or from live cells in
culture.

2.1
Microaspiration of Live Cells

Live cells in primary cell culture, con-
tinuous cell culture, or slice culture can
provide a source for single-cell RNA and
protein analysis. These studies require the
precise removal and collection of the cyto-
plasmic contents of individual cells. This

precision is afforded through the use of
electrophysiological sampling procedures,
namely whole cell patch pipette harvesting
(Fig. 1). In this procedure, a thin capillary
tube is drawn to a very fine tip and used
to impale a cell. The cytoplasmic contents
(RNA and protein) can then be aspirated
into the pipette and transferred to a micro-
centrifuge tube for further manipulation
and analysis. This technique further al-
lows for collection of electrophysiological
data from the cell to be harvested. The
marrying of analyses, electrophysiological
and molecular, permits a detailed pheno-
typic portrait of the cell to be obtained.
The analysis of the mRNA complement
of the isolated cellular material requires
amplification (discussed later in this chap-
ter) of the RNA signal; consequently, the
mRNA must initially be converted into
cDNA. This is accomplished by reverse
transcriptase and can be initiated either
in the microcentrifuge tube or directly in
the patch pipette. Very fine manipulations
are possible in this approach, allowing not
only for single or multiple cell collection
but also for isolation of cellular subre-
gions such as dendrites, axons, or cell
bodies. Although this is a time-intensive
technique, the fine control allows for very
accurate analysis of the RNA content of
single cells.

Fig. 1 Harvesting of a neuronal cell soma with a
patch pipette – The manual harvesting of the
cytoplasmic contents of a single rat hippocampal
neuron in culture is shown. In this phase contrast
image, the patch pipette used to harvest the
cytoplasmic contents is in the foreground and the
vast dendritic arborization associated with this
neuron is clear. Aspiration through the patch
pipette affords the negative pressure necessary to
bring the cellular contents into the pipette. The
black scale bar below the pipette corresponds to
∼10 γ m.
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2.2
Microaspiration of Fixed Cells

Oftentimes it is difficult to obtain live cells
from a particular brain region or from
a particular species (e.g. human). Fixed-
tissue sections offer the advantage of being
able to examine cellular processes in many
different cell types from essentially any
organism. Fixation usually involves either
chemical cross linking of proteins and nu-
cleic acids or intracellular precipitation of
these entities to preserve their localization
and abundances during tissue processing.
When collecting single cells from fixed-
tissue sections, there are two commonly
used techniques. The first technique is mi-
croaspiration, where micromanipulators
and a microcontrolled vacuum are to re-
move the cellular constituents of the single
cell. Often, the fixation protocol will dictate
the success of this harvesting procedure. If
the goal of these studies is to determine the
RNA composition of an individual fixed
cell, then as a prelude to nucleic acid
amplification, cDNA synthesis is often per-
formed in situ prior to microdissection of
the identified cell.

2.3
Laser Capture Microdissection

The second method for single-cell col-
lection is laser capture microdissection
(LCM). This procedure uses an infrared
laser beam to melt a transparent poly-
mer transfer film (ethylene vinyl acetate
polymer) so that it permeates the indi-
vidual microscopically imaged cell. When
the film is lifted, the desired cell is de-
tached from all other surrounding cells
and connective tissues. The film adheres
to a transparent cap, which can subse-
quently be placed in a vial to perform any
further desired manipulations. Although

a laser is used, the energy emitted by the
laser is thought to not interfere with the
morphology of or the chemical composi-
tion of the isolated cell. It is important
to note that issues of surrounding cellu-
lar contamination and method of fixation
will impact the utility of LCM. With these
caveats in mind, this method promises a
fully animated, fast way to obtain a single
cell sample, or many cells of a similar type
depending upon the goals of the experi-
ment. Additional newer methods for laser
dissection have been developed that do not
rely upon film transfer. These procedures
use a low-power laser to separate the cell
of interest from surrounding tissue, and a
higher-powered beam transfers the cell to
a vial. This LCM approach offers an advan-
tage over the cap collection methodology
of limiting the amount of surrounding-cell
contamination.

3
mRNA Profiling

3.1
In situ Hybridization

There are two basic questions that can be
asked when evaluating mRNA in single-
cell experiments. The first is ‘‘is a mRNA
present within the cell’’ and the second is
‘‘what is the quantity of the RNA.’’ Table 1
summarizes the benefits and disadvan-
tages of each mRNA profiling method.
The second column refers to the quanti-
tative nature of the amplification of the
technique. The third column addresses
whether the method measures the pres-
ence of individual mRNAs or the mRNA
population. The fourth column refers
to the amount of sample required for
quantification. Lastly, the final column
suggests how difficult the procedure is
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Tab. 1 mRNA profiling.

Quantitative Individual/population Sample size Simplicity

In situ hybridization No Individual Small
RT-PCR Semi Individual Small
qRT-PCR Semi Individual Small
aRNA amplification Yes Population Small
Microarray Yes Population Large Advanced

to use. To evaluate the existence or co-
existence of mRNAs in a single cell,
a commonly employed technique is in
situ hybridization (ISH). This technique
uses labeled complementary RNA probes
to bind to the RNA of interest. After
permeabilizing the cell membrane, the
probe is hybridized to the target RNA
and, in turn, the RNA tag (Fluorescence,
radioactivity, DAB, etc.) is visualized to
determine the cellular location of the
RNA. By using more than one type of
fluorescence label, it is possible to de-
termine the colocalization of multiple
RNAs in a single cell. This technique
can be used to localize RNAs to sub-
regions of cells and, more recently, as
a verification of other mRNA profiling
techniques. However, ISH is quite diffi-
cult to quantitate; consequently, its use
as a confirmation of RNA abundances
determined by other procedures such as
microarray analysis is limited. ISH is
quite useful in differentiating between de-
creased mRNA levels due to decreased
cell numbers versus decreased mRNA
levels.

3.2
RT-PCR

Once a single cell has been harvested, there
are many methods available to evaluate dif-
ferences in mRNA levels due to variables
such as disease or cellular stimulation.

Since the quantity of mRNA in a single
neuron or glia is quite small, often the first
step in the evaluation process is amplifying
the mRNA signal. This can be done by us-
ing a technique called reverse-transcription
polymerase chain reaction (RT-PCR). After
the mRNA is harvested from a cell, the
first step in the amplification process is
to anneal a specific primer to the mRNA
of interest. Upon annealing, the reverse
transcriptase will bind and, in the pres-
ence of dNTPs, create a complementary
strand to the mRNA (cDNA). Next, the
original mRNA is removed and a second
primer binds to the cDNA strand to di-
rect binding of a DNA polymerase that
creates a copy of the first cDNA strand.
This double-stranded cDNA is then used
as a template for the iterative action of
TAQ polymerase and the primers in the
PCR amplification procedure. Such ampli-
fication is necessary since a large amount
of the product is required for later quan-
titative analysis. During each round of
PCR, the amount of DNA doubles, so
in an average PCR reaction (27 rounds
of amplification), the theoretical amplifi-
cation yield is approximately 227 or 108

cDNA copies (amplicons). Although this
technique is used to quantify the mRNA
abundance from a single cell, the PCR am-
plification is not linear and can lead to a
skewing of amplicon abundance thereby
producing aberrant results. mRNAs in the
initial RNA pool that are present in lower
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abundances are often not amplified to the
same degree as more abundant mRNAs
in the reaction mixture. This misrepresen-
tative amplification is multiplied as the
PCR amplification occurs. Also, secondary
structure in the RNA or cDNA may lead to
the TAQ polymerases falling off the strand,
producing cDNAs that are not long enough
to contain the second primer binding site,
resulting in erroneously low quantitative
results.

3.3
qRT-PCR

A convenient method that provides rapid
RNA abundance measurements is quan-
titative RT-PCR (qRT-PCR) and is usu-
ally used to probe individual RNAs as
opposed to the population of RNAs. Us-
ing the reverse-transcription method de-
scribed above, cDNA is made from the
original mRNA. During the PCR step,
a quenched fluorescent probe is added,
which binds selectively to the cDNA. When
the polymerase moves along the strand,
the quenching region of the probe is
cleaved and the probe fluoresces. Using
a spectrofluorimeter, the level of fluo-
rescence is measured after each round
of PCR. The number of rounds re-
quired to reach a threshold point can
be compared between target RNAs in
the sample. Quantitative results can only
be achieved through quantitation during
the linear phase of amplification prior to
the point of PCR saturation. The ampli-
fied products corresponding to the RNA
of interest are often normalized to a
housekeeping gene for further compar-
ison purposes and to limit variability.
This technique limits the need for further
quantification after amplification; how-
ever, many of the nonlinear problems

described for RT-PCR also apply to this
method.

3.4
aRNA Amplification

A second form of quantitative ampli-
fication is antisense RNA (aRNA) am-
plification. As originally described, this
technique makes use of the fact that mRNA
has a poly-A tail by using a complementary
dT primer containing the T7 promoter to
begin reverse transcription on the start-
ing mRNA. Following the production of
the first strand of cDNA, the original RNA
is removed and the complement second
strand cDNA is created, creating a func-
tional T7 promoter. T7 RNA polymerase
is then added to transcribe multiple an-
tisense RNA copies from the new cDNA.
Given that one round of RNA amplification
produces up to 10 000-fold amplification,
an important aspect of this technique is
that only two rounds of amplification are
required to obtain ∼106 copies of the
aRNA. This limits the problems of nonlin-
ear amplification that are apparent from
25 to 40 rounds of RT-PCR.

3.5
Microarrays

Following a quantitative amplification pro-
tocol, microarrays are often used as a way
to measure the abundance of thousands of
genes simultaneously. This process usu-
ally begins with a solid support, either
a glass slide or nylon membrane, with
multiple oligonucleotides ‘‘printed’’ or de-
posited onto the surface in a square grid
pattern. These grids can be ‘‘printed’’ by
adding one nucleotide at a time until the
complete sequence is present. Similarly,
the grids can be made through direct de-
position of cDNAs. The amplified RNA
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or cDNA, made from the aRNA, is then
radioactively or fluorescently labeled and
hybridized to the microarray. Any immo-
bilized oligonucleotides or cDNAs with the
complementary sequence will bind the la-
beled aRNAs. After hybridization occurs,
either fluorescence can be measured with
a spectrofluorimeter or the radioactive sig-
nal is visualized using a phosphorimager.
Since the pattern of DNAs immobilized
on the membrane is known, the levels of
fluorescence or radioactivity represent the
quantity of RNA that is bound to each par-
ticular DNA on the array. There are two
main benefits of using fluorescent dyes as
opposed to radiolabeling; the first is that,
instead of exposing the array to a phosphor
screen for up to seven days, fluorescence
can be measured immediately following
hybridization. The second advantage is
the possibility of using multiple dyes that
fluoresce with different colors allowing
for competitive hybridization comparison
of RNAs profiles from different samples
on the same array. Radioactively labeled
probes have the advantage of being more
sensitive; therefore, they are better able to
detect a small amount of RNA.

3.6
Experimental Examples of Profiling

There are many areas of study where
the techniques of RNA profiling can be
used. One is in interpreting the molecu-
lar changes associated with disease state.
For example, an area of important neuro-
logical disease research is understanding
the genetic, genomic, and proteomic un-
derpinnings of schizophrenia. The hope
is that by targeting the molecular deficits
in affected cells, researchers may be able
to create chemicals that are therapeutically
effective. For example, in the prefrontal
cortex (PFC) of schizophrenia patients,

there is a deficit of glutamate decarboxy-
lase (GAD) mRNA which is necessary
for the synthesis of the neurotransmitter
GABA. Since the PFC is a brain region in-
volved in working memory and is known
to be impaired in schizophrenic individ-
uals, understanding the pathways leading
to these deficits might uncover novel treat-
ments of this symptom. Single-cell mRNA
profiles have shown that while some
GABAergic neurons had normal expres-
sion other neurons exhibited expression
far below control levels. Using molecu-
lar techniques, it is possible to investigate
which subset of GABAergic neurons ex-
hibits such deficits.

Such cellular specification highlights
the selectivity of vulnerable cell types
in schizophrenia. Further, recent experi-
ments utilizing dual-label in situ hybridiza-
tion have investigated the coincidence of
GAD and parvalbumin (PV) or calretinin
(CR). Since each type of GABAergic neu-
ron in the PFC expresses only one of
three calcium binding proteins, PV, CR
or calbindin D-28, subdivision into three
subtypes based on the presence of one of
these proteins is possible. Using in situ hy-
bridization, tissue samples from the PFC
were labeled with probes for GAD and
PV or CR, and direct correlations between
GAD density and PV density were seen,
whereas no correlation was seen between
CR levels and GAD levels. Further insight
into the relationship between GAD and PV
RNA localization was achieved through
dual labeling of cells with GAD and PV
probes. In controls, GAD was often colo-
calized with PV, whereas, in schizophrenia
patients, many cells expressing PV did not
contain GAD mRNA. Other experiments
have highlighted additional mRNAs that
are downregulated in schizophrenia pa-
tients, such as those related to G-protein
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subunits, glutamate receptors, synapto-
physin, and other proteins involved in
synaptic regulation.

Diagnosis of many neurological and
psychiatric diseases occurs postmortem
through examination of the morphology
of brain tissue. More definitive diagnoses
have been troublesome because of the
relative lack of biomarkers for many dis-
eases. By using well-prepared postmortem
brain samples from patients, genomics
and proteomics methodologies coupled
with single-cell resolution may highlight
the molecules and pathways involved in
diseases like Alzheimer’s and Parkinson’s.
It is hoped that such data can be deciphered
and used for diagnostic purposes and
eventually for possible treatments. In re-
cent experiments, postmortem tissue from
Alzheimer’s patients was used to compare
mRNA profiles in affected (tangle bearing)
and nonaffected cells. qRT-PCR was used
to compare quantities of synaptophysin
mRNA, in patients and controls. Given the
downregulation of synaptophysin in pa-
tient tissue samples, this RNA may serve
as a new Alzheimer’s biomarker.

A hallmark of Alzheimer’s is the pres-
ence of intracellular protein aggregates
called neurofibrillary tangles (NFT). It was
hypothesized that differences in mRNA
profiles existed in affected versus non-
affected cells. To investigate this, aRNA
amplification from single tangle-bearing
and nontangle bearing cells was used
to generate probes that were used to
screen microarrays. Large decreases in
both amyloid-ß precursor as well as many
dopamine (DA) receptor mRNA abun-
dances were observed in the tangle-bearing
neurons. Since these are all known to be in-
volved in neurodegenerative diseases, this
finding may be relevant to the etiology
or propagation of the disease. Interest-
ingly, lower levels of DA receptor binding

(functional DA receptor) have previously
been observed in Alzheimer’s tissue; con-
sequently, there appears to be a correlation
between the functional and molecular
studies. When working with a neurode-
generative disorder, it is important to note
that decreases in RNA abundance may re-
sult from a decrease in cell number rather
than from regulation of selected genes.
Consequently, data showing that the RNA
abundance for α1-ACT, a protein related to
inflammation, is increased in Alzheimer’s
disease in single cells strongly suggests a
link between inflammatory pathways and
the disease state.

4
mRNA Localization

4.1
Targeting and Trafficking

Not only can there be variations in mRNA
levels between cells but also within regions
of a single cell. In neurons, subcellular re-
gions such as dendrites, axons, and the
cell soma can have different abundances
of mRNA present. Similar nucleic am-
plification techniques can be used for
analysis of cell subregion mRNA as are
used for single-cell expression profiling
studies. For example, individual dendrites
can be manually harvested from a live
neuron using a patch pipette and aspira-
tion. The mRNA in the dendrite can be
linearly amplified to quantifiable amounts
using the same aRNA amplification tech-
niques mentioned earlier. In recent stud-
ies, investigators have shown the possible
differential distribution of large numbers
of selective mRNAs in dendrites as com-
pared to the cell soma. Since synapses
on the dendrite are the place where the
cell initially receives information from
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presynaptic cells, it is reasonable to as-
sume that the identity and abundances
of dendritically localized mRNAs may be
involved in the initial phase of some
postsynaptic responses. This hypothesis is
supported by the identification of some of
the RNAs that are dendritically – targeted,
such as those encoding NMDA, AMPA,
and kainate classes of glutamate receptors,
all of which are involved in postsynaptic
responsiveness. Comparative analysis was
performed on RNA that originated in the
dendrites versus that of the soma. Differ-
ences in not only presence but also in
quantity of some receptor subunits were
observed between the two groups.

These data suggest several questions
including the following: how do these dif-
ferences in subcellular localization occur?
Is the localization driven by differences
in sequences such as the 3′-untranslated
region (3′UTR) or are there RNA sec-
ondary or tertiary structural differences
that help to target the mRNAs? Part
of the answer comes from work inves-
tigating the somatodendritically localized
microtubule-associated protein 2 (MAP2)
mRNA. Normally, this RNA can be found
in dendrites as well as in cell bodies
(Fig. 2); however, if the 3′-UTR is removed,
leaving just the coding and 5′-UTR, then
the mRNA does not leave the cell soma.
Also, if the 3′-UTR of the MAP2 RNA

is fused to a nondendritically localized
sequence, then the recombinant RNA is
directed to the dendrites. It has now been
shown that the 3′-UTR of many RNAs
are necessary and sufficient for dendritic
targeting. As our knowledge of RNA tar-
geting sequences advances, the primary
sequence as well as secondary and ter-
tiary RNA structure will almost certainly
be shown to influence RNA movement.

Advances in cell biological methodology
are permitting experiments that monitor
the real-time transport of RNAs into the
dendrites to become feasible. An older
method used pulse-chase experiments
where RNA is made with incorporated
radioactively labeled uridine (pulse) fol-
lowed by chasing with nonlabeled uridine
(chase). At different times after the chase,
the movement of labeled RNA into dif-
ferent cellular regions can be observed.
Also, visualization of the labeled RNA is
done postfixing of cells, meaning that the
observations are not made in real time.
Further, the labeling used in pulse-chase
experiments has been shown to change the
stability of the mRNA. A vital dye, SYTO-
14, fluoresces when it binds to nucleotides,
making it possible to visualize RNA move-
ment in live cells. RNAs were found to
move at a rate of 0.1 µm s−1, which is
similar to the rate of transport when car-
goes are moved along microtubules.

Fig. 2 Immunohistochemical localization of Map2
protein to the somatodendritic region of neurons –
A rabbit polyclonal antibody raised against Map2
was applied to neurons of rat hippocampal neurons in
primary culture. This first antibody was localized with a
goat antirabbit secondary antibody that was
fluorescein labeled (Green color). Green staining
was observed in the fine hairlike structures that radiate
from the cell soma. The nucleus is stained with DAPI.
Glial cells in the primary cell culture system have a
strong DAPI staining but no Map2 staining consistent
with the absence of Map2
protein form glial cells (see color plate p. xxv).
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Other types of tags can be used to vi-
sualize movement of mRNA such as a
GFP-MS2 fusion protein that combines
a fluorescent protein with the MS2 RNA
binding protein. This is transfected into
cells, and, when a fusion RNA construct is
transfected into the same cells, the fusion
protein binds to the engineered MS2 RNA
sequence. Another in vivo marker of RNA
is the molecular beacon probe, which is an
antisense DNA oligonucleotide that is at-
tached to a fluorophore and quencher. The
structure forms a hairpin and binds with
itself, quenching the fluorophore. When
hybridization with the target RNA occurs,
the hairpin is opened and fluorescence is
emitted, allowing for very low background
since only bound probes will fluoresce.
This and modifications of the molecular
beacon strategy are being used by sev-
eral investigators to assess RNA trafficking
in cells.

Different levels of mRNAs in dendrites
as opposed to the cell soma have also
been linked to developmental changes.
For example, mRNA abundances have
been monitored in dendritic growth cones
through different stages of development.
Amplification of RNA in growth cones at
various stages of development followed by
cDNA array analysis has identified RNAs
that are present in the dendrite at each time
point. As a function of developmental time,
increasing numbers of the RNAs appeared
in increased concentrations; others stayed
in the soma for the entire time course of
the experiment.

4.2
Translational Machinery

Even if there are different levels of mRNAs
in dendrites, it is likely that much of ac-
tual cellular signaling takes place through
the action of proteins. It is this rationale

that suggests that dendritically localized
mRNA may be translated into function-
ing proteins to facilitate dendritic-specific
responses. Several years ago, in 1965, the
ribosomal machinery necessary for protein
translation was shown to exist in neuronal
dendrites and to not be restricted to the cell
soma. These data strongly suggested that
localized translation could be a link to rapid
changes in protein composition induced
by synaptic modulation. This first observa-
tion of dendritically localized translational
machinery was followed by several groups
showing that polyribosomes localized pref-
erentially near dendritic spines, the sites
where synaptic connections with presy-
naptic neurons occurs. In further support
of the dendritic protein synthesis hypothe-
sis, other components of the translational
machinery, including Golgi and endoplas-
mic reticulum, have been localized in
dendrites. Currently, none of the intact
neuron studies designed to prove den-
dritic protein synthesis have conclusively
shown that protein synthesis can occur
in dendrites. However, dendritic protein
synthesis was confirmed using techniques
to transfect isolated dendrites with exoge-
nous RNAs encoding epitopes that when
translated are immunologically or fluores-
cently detectable. These and subsequent
studies have highlighted the complexities
of dendritic protein synthesis and have
further confirmed that integral membrane
proteins can be synthesized and inserted
into cellular membranes in dendrites.

5
Protein Profiling

While identifying changes in mRNA lev-
els can give researchers a beginning point
suggesting molecular causes of diseases or
signaling pathway responses, it is usually
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Tab. 2 Protein profiling.

Quantitative Individual/population Sample size Simplicity

Immunohistochemistry No Individual Small
Protein array Yes Population Large Advanced
IDAT Yes Individual Small
Mass spectrophotometry Yes Population Large Advanced

the protein abundances and their cellular
localization that provides the most func-
tionally useful information. Given that
translational control of gene expression is
a well-established fact, changes in mRNA
levels do not necessarily correspond to
changes in protein levels. RNA abundance
differences suggest protein abundance dif-
ferences but this should be viewed as
hypothesis-generating data rather than as
functionally causative biological changes.
Measurement of cellular quantities of
proteins and their posttranslational mod-
ifications will provide a more accurate
picture of cellular responses to stimu-
lation. Table 2 summarizes the different
types of protein profiling techniques and
the benefits and disadvantages of each
method. Quantitative refers to whether the
technique addresses just the presence of a
protein or its cellular abundance. Individ-
ual/Population addresses whether specific
antibodies are used or if the method is
designed to measure many of the proteins
present within the sample. Sample size
refers to how much sample protein is re-
quired for the method. Finally, simplicity
suggests how difficult the procedure is to
use.

5.1
Immunohistochemistry

Understanding which proteins are present
in a cell and at what concentrations can
help researchers predict what the cellular

response to stimulation will be or the
results of aberrant stimulation such as
occurs as a result of disease. Protein pro-
filing in single cells is considerably more
difficult than mRNA profiling because of
the complexities of amino acid chemistry.
However, methods for the evaluation of
protein profile in a single cell are devel-
oping. The simplest way is to study the
presence or absence of a certain protein
using immunohistochemical techniques.
In this methodology, antibodies that will
bind to a particular protein are applied
to a thin fixed-tissue section. The primary
antibodies bind to the target protein and
are detected with a secondary antibody
that can be fluorescently tagged. The tis-
sue is then microscopically analyzed and
the presence of the protein visualized. By
using different colors of fluorescence or
other detection schemes, multiple pro-
teins can be observed simultaneously. This
process enables researchers to determine
colocalization; if the proteins are colo-
calized, possible interacting proteins can
be identified.

A recent example of the application of
this methodology is shown in the exam-
ination of Lewy bodies (LB), which are
intraneuronal protein aggregates involved
in many neurodegenerative diseases such
as Parkinson’s and Diffuse Lewy Body Dis-
ease (DLBD). A major protein involved
in LBs is known to be α-synuclein (α-
syn), which is thought to interact with
other proteins that have been linked to
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these diseases. In other neurodegenera-
tive diseases such as Alzheimer’s, protein
aggregates made of the protein tau are
known as Neurofibrillary Tangles (NFT).
Given the existence of aggregates in both
diseases, it is reasonable to ask whether tau
is localized to LBs. To address this ques-
tion, immunohistochemistry was used to
check for colocalization of α-syn and
tau in LBs. Using a green fluorescent
labeled (Cy3) antibody to detect one anti-
gen and a red fluorescent labeled (Cy5)
antibody to detect the second antigen, co-
existence of the antigens was observed
in the protein aggregates as the overlap
of the fluorescence signal (yellow fluo-
rescence). Eighty percent of the DLBD
cases were found to exhibit coexistence
of tau and α-syn in LBs. This high level
of concurrency makes these proteins good
candidates for biochemical analysis of pro-
tein interactions.

5.2
Protein Arrays

Other protein profiling techniques can pro-
vide quantitative analysis. Through the
use of similar principles as microarrays,
protein arrays or protein chips use pro-
tein binding as a way to separate and
quantify proteins from single cells. There
are two main ways for the initial pro-
tein targets to be attached to the array
membrane. The first is to directly build
the proteins on the arrays using a print-
ing technique. The other way is to attach
cDNAs to the membrane and run individ-
ual transcription and translation reactions,
resulting in specific protein targets on
the array. The latter technique eliminates
worries of protein degradation and re-
moves the need for protein purification
before application onto traditional arrays.

Protein arrays work on the principle of
protein–protein interactions. Similar to
coimmunoprecipitation, where antibodies
are attached to beads and proteins that
interact with the targeted protein are
precipitated out of solution, protein mi-
croarrays allow for an initial screen of
antibody–protein or protein–protein in-
teractions. By applying the proteins from
a single cell to known proteins on an
array, it is possible to determine which
proteins readily interact. Using fluores-
cently labeled probe proteins from cells,
the amount of binding, and therefore the
quantity of protein, can be measured. This
method is useful when comparing protein
profiles from disease and control samples.
Similar methods use immobilized anti-
bodies in place of target proteins to probe
for labeled proteins.

The latest method in single-cell protein
arrays uses what are called nanoarrays.
These miniature spots use one-thousandth
of the space that a traditional microar-
ray spot occupies. This requires a much
smaller probe and target protein sam-
ples which, in theory, makes it ideal
for single-cell work. The current limiting
factor to this method is that of detec-
tion sensitivity. A new technique called
Immuno-Detection Amplified by T7 RNA
polymerase (IDAT) uses antibodies modi-
fied to contain a covalently attached double
stranded DNA with an integral T7 RNA
polymerase promoter. The anitbody binds
to the antigen and this interaction is
detected and quantified by T7 RNA am-
plification of the anitbody-attached DNA.
The antibody is connected to a double-
stranded oligonucleotide that contains a
T7 promoter. This allows for specific
amplification of the targeted RNA using
the linear and quantifiable T7 RNA poly-
merase methodology.
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5.3
Mass Spectrometry

Following protein array hybridization
or traditional, two-dimensional gel elec-
trophoresis to separate proteins, mass
spectrometry (MS) can be used to defini-
tively identify the proteins and their respec-
tive concentrations in the cells. Unlike flu-
orescently labeled proteins, MS techniques
require no labeling, which eliminates any
worries of labeling induced artifacts. Us-
ing only the proteins’ masses and peptide
fragment masses, MS separates and iden-
tifies proteins on the basis of time of flight
(TOF) of fragments through the mass spec-
trometer. This procedure has been used
successfully to identify and quantify down
to 10 proteins from a single interacting
target protein. In neurons, experiments
using MALDI-MS have been performed to
analyze the protein profiles of dendrites.
Indeed, the advent of single-cell MALDI
promises to identify the most-abundant
proteins in the single-cell soma and poten-
tially in isolated regions of the neuron.

6
Protein Localization

As previously emphasized, dendrites are
the first areas of the cell to receive in-
tercellular messages. Such intercellular
communication causes overall changes
in the cells that facilitate and result in
complex brain function. The plasticity of
synapses, or the ability of a neuron to
adapt to different types of stimulation, is
thought to be caused by changes in the
abundance of locally functional proteins. It
was historically thought that these changes
occurred by transport of proteins from
the soma; however, given the existence of
dendritic protein synthesis, it is possible

that differentially stimulated regions of a
dendrite might respond in a subdendritic
translationally selective manner. Experi-
ments have been performed to address
this issue in which isolated dendrites (free
of the cell soma) were transfected with
green fluorescent protein (GFP) mRNA so
that local translation could be measured,
in vivo, though observation of fluores-
cence. Interestingly, dendrites that were
stimulated with the metabotropic gluta-
mate receptor agonist, DHPG (a known
stimulator of protein synthesis), exhibited
an increase in fluorescence that could be
blocked with a translational inhibitor, ani-
somycin. These experiments showed that
the new GFP protein was being translated
locally in the isolated dendrites. Further
studies showed that the newly synthesized
GFP was translated in hot spots that corre-
lated with the location of ribosomes, which
previously were shown to be preferentially
located near areas of synaptic input. Also,
data has been generated that shows that
localized dendritic translational rates not
only varied from those of the cell body
but also within the dendrite. These het-
erogeneous and specialized translational
activities of dendrites give insight into
the signaling processes, which are likely
involved in modulating the complex biol-
ogy of intercellular communication within
the brain.

7
Other Applications

7.1
Electrophysiological Measurements of
Molecular Changes

The hippocampus is a brain region linked
to learning and memory. It is also a region
where neurogenesis, the generation of
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new neurons, occurs. Experiments have
been performed that connect these two
facts, in an effort to understand the cellu-
lar events at the foundation of memory.
Since new neurons are constantly be-
ing created in the hippocampus, there is
always a subgroup of cells that are going
through various stages of development.
Investigators have determined the electro-
physiological responses of neurons in each
stage of development. The cells can be
divided into five electrophysiologically dis-
tinct groups and single-cell RT-PCR was
used to determine the developmental state
of the neuron through the identification of
stage-specific neuronal markers. Results
showed that as development progresses,
the hyperpolarity of the resting membrane
potential of the cells increases and the in-
put resistance of the cells decreases. The
logical extension of these experiments is
to identify the exact molecules and signal-
ing pathways leading to these endpoints.
This can be envisioned through the use
of single-cell aRNA and microarray exper-
iments coupled with proteomics.

7.2
Molecular Response to Cellular Input

One of the difficult aspects of psychiatric
illness is the time course required for drug
treatment to be effective. Most antipsy-
chotic drugs take at least three weeks to
begin to show their clinical efficacy. Drugs
such as haloperidol are used for the treat-
ment of diseases such as hyperactivity and
mania and provide relief to the patient
only if given chronically. Looking at gene
expression profiles of cells that have been
exposed to a drug can provide insight into
the mechanisms resulting in the antipsy-
chotic efficacy time-lag. In the rat model
system, RNA was extracted from single
cells in two different brain regions using

LCM after administration of haloperidol
for 1, 10, or 21 days. Radiolabeled aRNA
was used to probe macroarrays contain-
ing 93 cDNAs of hypothesized relevance.
After chronic administration, many of the
mRNAs showed a steady baseline level or
an increased expression level. At the in-
termediate time points, there were varying
patterns. Some of the mRNAs spiked and
later returned to a baseline level while oth-
ers dropped far below the starting levels
only to increase with chronic treatment.
The complexities seen in the different pat-
terns of time-dependent mRNA profiling
suggest several avenues for dissection of
the underlying reasons for the delayed ef-
ficacy in antipsychotic treatment.

8
Future Considerations

The last decade has seen an increase
in the awareness of the importance of
single-cell molecular analysis. The co-
ordinate changes in mRNA abundance
(transcription and degradation), protein
abundance, posttranslational protein mod-
ifications, and the subcellular localization
of RNA and proteins underlie all aspects
of cellular functioning. As we progress
into the twenty-first century, it is clear
that we now need to not only quanti-
tate the previously described issues in
vitro but also to do so in vivo. Live cell
imaging of biological processes such as
transcription, translation, and subcellular
movement will provide significant insight
into normal cell functioning and subse-
quently into cell functioning as modified
by disease state. To achieve these goals, it
will be necessary for scientists in different
disciplines to interact in an unprecedented
manner. For instance, chemists making
new fluorescent probes or other types of
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molecular detectors, physicists helping to
understand the folding dynamics of RNA
and protein, and biologists defining the
quantifiable correlates of cellular function-
ing will facilitate an understanding of in
vivo biology.
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Keywords

African Apes
Chimpanzees, bonobos, and gorillas.

Anthropoidea
The so-called higher primates; the subordinal rank that subsumes New and Old World
monkeys plus the hominoids.

Clade
A group of related organisms; a group of organisms united by common ancestry.

Derived Feature
A relative character state determined by how restrictively shared a feature under
study is.

Hominids
Humans and their fossil relatives.

Hominoids
The group of anthropoid primates that includes gibbons and siamangs, chimpanzees,
gorillas, orangutans, and humans.

Homology
Similarity due to common ancestry.

Large-bodied Hominoids
Orangutans, humans, and African apes.

Lesser (Small-bodied) Hominoids
The gibbons and siamangs.

Monophyletic Group
A clade.

Outgroup
A taxon that is outside of (a sister taxon of) the focal group of phylogenetic
reconstruction.

Phylogeny Reconstruction
The generation of a theories of evolutionary relationships among taxa.

Primitive Feature
A relative character state determined by how broadly shared a feature under study is.

Primitive Retention
A feature that is shared by the members of a group by inheritance from a
common ancestor.
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Sister Taxon
A taxon that is the closest relative of another.

Systematics
The study of the pattern and relationships of organisms, including the identification of
species and delineation of groups of taxa.

Taxic
Relating to taxa.

Taxon (Plural: Taxa)
Any taxonomic rank, for example, species, genus, family, order, and class.

� Studies that rely on genetic and molecular information to address evolutionary
questions fall roughly into two different categories: the reconstruction of the
evolutionary relationships of organisms (including the times of divergence of groups
or lineages), and the formation and emergence of morphological novelties that
distinguish or characterize different organisms. The former endeavor is sometimes
referred to as molecular systematics, and when it is applied to primates and especially
the relatedness of humans and apes, ‘‘molecular anthropology.’’ The debate over
the regularity of molecular change, resulting in a molecular clock, lies within the
realm of molecular systematics, and especially that of molecular anthropology. In
the past decade, in particular, the primary focus of molecular systematists has been
DNA sequences, both nuclear and mitochondrial. Throughout, the assumption has
been that the degree of similarity reflects the degree of evolutionary relatedness,
because differences accrue once lineages have diverged from a common ancestor.
The popularity of molecular systematics in recent years is also predicated on the
notion of ‘‘a law of large numbers,’’ that is, the thousands of bases that produce
DNA sequences. The question is whether these assumptions are sustainable.

The rather newly defined discipline of evolution and development, or ‘‘evo-devo’’
as it has been nicknamed, is less involved in the interpretation of molecular data for
purposes of reconstructing evolutionary relationships than it is in trying to identify
molecular elements – whether they be transcription factors or other kinds or classes
of proteins, as well as ‘‘genes’’ themselves – that are relevant to, or participate in, the
processes of development of structure and form. Here, what is important is not a
particular RNA, DNA, or amino acid sequence, but the signal transduction pathways
or sequences of communication between different molecules in the regulation of
development and the origin of structure. Sometimes, hypotheses of when and at
what level within groups of organisms specific features emerged are generated as
a result of overlaying this information on a presumed theory of relationships of
the organisms under consideration. It appears that insights from developmental
genetics will prove to be more useful than sequence data alone for systematic and
phylogenetic inquiry.
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This entry will attempt to summarize the main aspects of these fields of inquiry,
including their underlying assumptions, and suggest possible avenues for future
research that might bring these disciplines together in light of new ways of thinking
about evolution.

1
The Beginning of Molecular Systematics

The first inquiries into systematics and
phylogenetic reconstruction by investi-
gation of the ‘‘blood relationship’’ of
organisms can be traced to a few in-
dividuals, of whom the best known
is George H. F. Nuttall. In the re-
search that preceded his monograph of
1904, Blood Immunity and Blood Relation-
ship: A Demonstration of Certain Blood-
Relationships Amongst Animals by Means
of the Precipitin Test for Blood, Nuttall
sought to demonstrate that the degree
of similarity between animals in their
blood serum proteins was a reflection
of their evolutionary closeness. The idea
was simple: produce an antiserum (an-
tibodies or antigens) to blood serum
proteins of one animal, mix the an-
tiserum with blood serum proteins of
another animal, and measure the amount
of precipitin that settled out. The more
profound the precipitation, the greater the
similarity (because of a greater number
of antibody–antigen binding sites), and,
consequently, the closer the evolutionary
relationship between the two organisms
being compared.

The strength of the antiserum played
an important role in determining just
how many species might belong to the
same group. A weak antiserum would
provoke reactivity in the sera of only
the most closely related of organisms,
while a stronger solution would produce

a precipitate when combined with the
sera of a greater number of related an-
imals. The more distantly related the
groups being compared, the less the re-
activity between serum and antiserum.
In addition to strength of reactivity, Nut-
tall thought that the reaction rate was
also an indicator of closeness of re-
latedness. In the end, he decided that
‘‘the zoological relationships between an-
imals are best demonstrated by means
of powerful antisera.’’ Consequently, he
concluded, ‘‘if we accept the degree of
blood reaction as an index of the degree of
blood relationship within the Anthropoidea
[the so-called higher primates, New and
Old World monkeys plus the hominoids,
which includes gibbons, chimpanzees, go-
rillas, orangutans, and humans], then we
find that the Old World apes are more
closely allied to man than are the New
World apes, and this is exactly in ac-
cordance with the opinion expressed by
Darwin.’’

Although Nuttall believed that his ap-
proach accurately revealed the evolutionary
relationships of animals, with the excep-
tion of reference in 1922 by the paleontol-
ogist, W. K. Gregory, to Nuttall having
demonstrated ‘‘the anthropoid heritage
of man,’’ his work went largely unac-
knowledged until the 1960s, when various
publications claimed to have demonstrated
the evolutionary relationships of organ-
isms through study of elements of their
biochemistry.



Molecular Systematics and Evolution 519

2
The Molecular Assumption

Perhaps the most influential of these
publications was by Emile Zuckerkandl
and Linus Pauling on fetal and adult
hemoglobin, which included a compari-
son of sequences between human, gorilla,
horse, and fish. Although one might
question the comparison of gill- with lung-
bearing animals, the endeavor demon-
strated that the fish was more dissimilar
to humans than to the horse, while the
gorilla was the most similar to humans in
hemoglobin sequence. Since this pattern
of taxic distance mirrored the morpho-
logically accepted scheme of evolutionary
relatedness of these animals, Zuckerkandl
and Pauling suggested that their obser-
vations ‘‘can be understood at once if
it is assumed [emphasis added] that in
the course of time the hemoglobin-chain
genes duplicate, [and] that the descen-
dants of the duplicate genes ‘mutate away’
from each other.’’ From this assumption,
they felt justified in proposing the fol-
lowing: ‘‘[O]ver-all similarity must be an
expression of evolutionary history,’’ with
descendants ‘‘mutating away’’ and becom-
ing ‘‘gradually more different from each
other.’’ In other words, the more time
that elapses after a lineage’s divergence,
the greater the molecular difference its
succession of descendants would accumu-
late. Consequently, evolutionary closeness
became synonymous with molecular dif-
ference. Also assumed in this nexus of
assumption is the notion of constant and
gradual unilinear change.

There is, however, nothing in Zuck-
erkandl and Pauling’s work that justifies
the notion that ‘‘overall similarity’’ is ‘‘an
expression of evolutionary history.’’ They
merely assumed such a correspondence,
just as they assumed that difference also

meant change and the same kind of
change, which, in turn, was achieved at
a constant and gradual rate. However, the
discovery of a hundred nucleotide differ-
ences between two taxa does not translate
into the rate at which presumed substi-
tutions occurred. One needs additional
information, such as a suggestion of the
time at which these differences began to
accumulate. And then one has to assume
that the rate of substitution over this period
of time was gradual and that differences
did not arise during a few concentrated
phases of replacement.

Nevertheless, Zuckerkandl and Paul-
ing’s effort resulted in the ‘‘molecular as-
sumption’’ – continual molecular change
and its continual accumulation over evo-
lutionary time – which would thereafter
become the foundation of molecular sys-
tematics. As Adalgisa Caccone and Jeffrey
Powell would write in 1989: ‘‘Virtually
all molecular phylogenetic studies. . .have
a major underlying assumption: the ge-
netic similarity or difference among taxa
is an indication of phylogenetic related-
ness. Lineages that diverged more recently
will be genetically more similar to one
another than will be lineages with more
ancient splits.’’ If one embraces the as-
sumption, the rest may follow logically,
but not necessarily because of biological
demonstration. One of the major exten-
sions of the ‘‘molecular assumption’’ is
the notion of a ‘‘molecular clock,’’ the ex-
istence of which was promoted initially by
Vincent Sarich and Allan Wilson.

Beginning with their first major paper
in 1966, Sarich and Wilson sought to eluci-
date the evolutionary relationships of pri-
mates, and especially of humans and the
large-bodied apes, using the technique of
microcomplement fixation (MC’F), which
requires only minute amounts of serum
and antiserum for study of immunological
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reactivity. Their molecule of choice was
the larger blood serum protein, albumin.
The degree of reactivity achieved between
albumin and anti-albumin was translated
into an ‘‘index of dissimilarity,’’ which was
subsequently referred to as immunological
distance (ID). The closer an ID value was
to 1.0, the greater was the overall molecu-
lar similarity and thus, given an assumed
equivalence between ID and evolutionary
relationship, the presumption of closeness
of relatedness between the organisms un-
der study. As an apparent check on the
validity of this approach, Sarich and Wil-
son conceived of the ‘‘test of reciprocity.’’
For example, if chimpanzee serum was
cross-reacted with antihuman serum (pro-
duced by injecting another animal, for
instance, a rabbit or chicken, with hu-
man serum) the first time around, human
serum was cross-reacted with antichim-
panzee serum the next time to see if
the resultant ID values were reasonably
similar. Predictably, the test of reciprocity
usually confirmed the initial immunologi-
cal finding.

The supposed evolutionary arrangement
of the primates that Sarich and Wilson
achieved was more consistent with the
general pattern of primate relationships
based on comparative morphology than it
was in disagreement. Because of this con-
cordance, they concluded that ‘‘the MC’F
data are in qualitative agreement with the
anatomical evidence, on the basis of which
the apes, Old World monkeys, New World
monkeys, prosimians, and nonprimates
are placed in taxa which form a series of de-
creasing genetic relationship to man.’’ In
1967, in their second article on this topic,
Sarich and Wilson argued that molecular
change must have occurred at a constant
rate among all major groups of primates.
In the third and last article of this se-
ries, which was also published in 1967,

they concluded that the small amount of
difference they detected between homi-
noids in their albumin reflected little
molecular change and that this, in turn,
implied that little time had elapsed since
the separation of the hominoid lineages.
Since, as they claimed, molecular change
ticked away at a constant rate, IDs rep-
resented a ‘‘molecular clock’’ that could
reveal the times at which the various homi-
noids – actually any species – diverged and
went off on their own evolutionary paths.

After calibrating the molecular clock on
the basis of paleontologists’ interpretation,
based on fossils, of when the Old World
monkey and hominoid lineages might
have separated, Sarich and Wilson calcu-
lated divergence dates of about 10 million
years ago for the gibbon lineage, eight mil-
lion years ago for the orangutan lineage,
and a mere five million years ago for the
human and African ape lineages. The ma-
jor implication of this calculation was that
fossils older than five million years, such
as Ramapithecus (now referred to the genus
Sivapithecus) from c. 12- to 14-million-year
old deposits in Indo-Pakistan, could not,
as paleontologists concluded from study of
morphology, be hominid.

However, while molecular systematists
were in general agreement on the premise
of the molecular assumption – that de-
grees of similarity reflect degrees of
evolutionary closeness – not all of them
embraced the notion of a molecular clock
that ‘‘ticked’’ at a constant rate. Among the
most vocal dissenters was Morris Good-
man, who in the early 1960s was the
leading proponent of Nuttall’s work. Al-
though Goodman went beyond claiming
that molecular similarity indicated a very
close relationship between humans and
the African apes to advocating that these
three hominoids should also be placed in
the same taxonomic family, Hominidae
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(a position that for years caused many
comparative primate anatomists and pale-
ontologists to be skeptical of molecular
systematics in general), he nonetheless
tried to accommodate the paleontologists’
identification of pre-five-million-year old
fossils as being hominid.

In contrast to Sarich (who in 1971
was the first molecular systematist to
reject morphology as being phylogeneti-
cally informative), Goodman accepted the
paleontologically derived date of at least
14 million years as the time of divergence
between hominids and their potential
ape relatives. As a consequence, though,
Goodman then had to interpret the im-
munological and biochemical data in a
way that would make them compatible
with a deep timescale of hominoid diver-
sification. He did so by constructing a
selectionist argument to explain the ap-
parent acceleration or deceleration in rates
of molecular change that de facto must
have occurred, given the paleontologically
established dates for the earliest appear-
ances of each of the large-bodied homi-
noids. Thus, for instance, if the various
hominoid lineages had indeed originated
between 18 and 14 million years ago, the
extreme similarity between the various ex-
tant hominoids in their albumin had to
have resulted from a slowdown in the
rate of molecular change of that particular
blood serum protein.

Goodman proposed that the inferred
deceleration in rate of molecular change
in large-bodied hominoid albumin was
related to the fact that, although they are
similar to other anthropoid primates in
developing hemochorial placentation (the
most intimate of placental modes in the
approximation of maternal and fetal blood
systems), large-bodied hominoids differ
from other anthropoids in having very
long gestation periods. He argued that

in animals with hemochorial placentation
but fairly short gestation periods, there
would be enough slack in the system
to allow unimpeded molecular change
to occur and accrue. The fetus would
be born before the mother’s immune
system could produce antibodies to it. A
large-bodied hominoid’s gestation period,
however, would be long enough not
only for maternal-fetal immunological
incompatibility to build up but also for
maternally produced antibodies to diffuse
through the placenta, with deleterious
consequences to the fetus.

The dilemma which then had to be con-
fronted was: How could an animal have
both hemochorial placentation and a long
gestation period? Goodman’s answer was
that natural selection must have acted to re-
duce the possibility of immune responses
from the mother toward her fetus’s pro-
teins. Consequently, there had to have
been a slowdown of molecular change that
was commensurate with a prolongation
of the gestation period. Although albumin
had been the basis of Sarich and Wilson’s
constant-rate molecular clock, Goodman
used the same molecule as the exemplar
of how the molecular clock could run at
different rates.

Concurrent with the various appro-
aches – immunological reactivity as well
as gel-column electrophoretic separa-
tion – that were brought to bear during
the 1960s and 1970s on the determination
of evolutionary relationships was an in-
creased interest in protein sequences. The
first major study was Zuckerkandl and
Pauling’s 1962 analysis of hemoglobin,
and, for some years thereafter, hemoglobin
was the most intensely studied molecule.
Beginning in 1973, however, a research
group headed by A. E. Romero-Herrera an-
alyzed myoglobin sequences across a num-
ber of primarily mammalian taxa. As more
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taxa were added to the study, the resultant,
most ‘‘parsimonious’’ arrangement of the
hominoids placed the gibbon rather than
the orangutan closer to a human-African
clade. Only by arguing for a more compli-
cated scheme of myoglobin ‘‘evolution’’ in
hominoids – including, for instance, the
condition that there had to have been var-
ious ‘‘back-mutations’’ to a state similar
to the presumed unchanged state – could
one arrive at the more commonly accepted
arrangement of divergences: gibbon first,
then the orangutan, and then a human-
African ape group.

But while protein sequencing was seen
by some, especially Zuckerkandl as late
as 1987, as the molecular level on which
to focus for purposes of determining evo-
lutionary relationships (primarily because
amino acid sequences are less subject
to the problems with DNA, such as in-
sertions, deletions, and back-mutations),
there was a growing consensus that the
best systematic information lay at an even
deeper ‘‘genetic’’ level. Since base differ-
ences at the third position of a codon
(a nucleotide triplet) did not yield differ-
ent resultant amino acids, the concern
of DNA sequence advocates was that
demonstration of similarity in protein
sequences could produce ‘‘false’’ phylo-
genies because the underlying nucleotide
sequences themselves may be different.
Consequently, it became imperative to get
to the level of DNA – nuclear DNA – itself,
especially because the general belief or
at least expectation (which was based on
bacteria and inferred for metazoans) was
the existence of a direct correlation be-
tween specific DNA sequences and specific
genes. And, as genes were conceptualized,
there was also supposed to be correspon-
dence between one or perhaps a few genes
and a specific feature or structure. In
addition, because DNA sequences were

composed of thousands upon thousands
of bases, the apparent massive scale of the
comparison had the appeal of providing an
overwhelming amount of phylogenetically
relevant information.

3
DNA Hybridization

Although DNA sequencing was possible
by the late 1970s, it was an expensive and
laborious procedure, which made the en-
deavor itself, much less the comparison
of DNA sequences for phylogenetic pur-
poses, prohibitive. There was, however,
another way in which DNA sequence in-
formation could be achieved: DNA–DNA
hybridization.

The theory behind using DNA–DNA
hybridization (or just DNA hybridization)
as an approximation of overall similarity
in DNA sequences between different
taxa lay in the fact that if the two
strands that form the helical structure
of nuclear DNA were dissociated (which
could be accomplished by subjecting
it to heat), their complementary bases
would rebond and the two strands would
reform their original helical organization.
However, it is not only two cleaved but
also originally helically arranged DNA
strands from the same individual that
will reassociate (reanneal). Analogous to
the geneticist Theodosius Dobzhansky’s
discovery earlier in the twentieth century
with chromosomes of different lengths
from different species of fruit fly, any two
strands of DNA, from different individuals
of even different species, will attempt
to anneal.

As in Dobzhansky’s fruit-fly experi-
ments, in which the larger chromosome
would loop and fold so that whichever of
its loci were also present in the shorter one
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would match up, single strands of DNA
(derived from heat splitting or melting of
a double helix) from different organisms
would attempt to recombine or hybridize at
complementary base positions. The more
complementarity there was between hy-
bridized DNA strands, the greater was the
intensity of heat needed to break down
the bonds holding them together. Con-
sequently, it seemed logical to conclude
that the heat (�T) it took to disassociate
a DNA–DNA hybrid (that is, the more
thermally stable the hybrid was), the more
similar the annealed strands were in their
nucleotide sequences. From this appar-
ent demonstration, one could then invoke
the molecular assumption to explain how
higher �T’s, reflecting greater molecu-
lar similarity, were also a reflection of
closer evolutionary relatedness. As logical,
though, as this thought experiment might
appear to be, it relies on an assessment
of overall similarity, which does not iden-
tify the bases or sequence positions that
underlie differences in �T’s. Conversely,
similar �T’s in different taxa might not be
the result of the same regions hybridizing.

One of the first applications of the tech-
nique of DNA hybridization to evolution-
ary questions was published in 1968 by R. J.
Britten and D. E. Kohne, who were primar-
ily concerned with learning more about
the genome. They discovered that the
genomes of higher organisms – but not of
bacteria or viruses – contained ‘‘hundreds
of thousands of copies of DNA sequences.’’
However, not only did repeated DNA se-
quences represent a considerable portion
of a genome, Britten and Kohne also found
that they were ‘‘trivial and permanently in-
ert.’’ Only a small fraction of a genome was
composed of unrepeated, unique, single-
copy DNA sequences, which apparently
constituted the active or functional ele-
ments of that genome.

Britten and Kohne also speculated on
pathways or mechanisms that might pro-
duce genomic change, which they argued
must be considered on two different lev-
els: change in nucleotide sequence, and
the origin of new families of nucleotide se-
quences. As Zuckerkandl and Pauling had
assumed for differences in hemoglobin,
Britten and Kohne proposed that changes
in nucleotide sequences – which would
be identified as point mutations – occur
slowly over time. However, this model
would explain only the ‘‘divergence of pre-
existing families’’ of nucleotide sequences,
not the introduction of new families of se-
quences, as was assumed would eventually
happen in the gradual-accumulation-of-
change model that dominated molecular
systematics. The introduction of new fam-
ilies of sequences, Britten and Kohne
alternatively suggested, must ‘‘result from
relatively sudden events,’’ called saltatory
replications. Accordingly, ‘‘saltatory replica-
tions of genes or gene fragments occurring
at infrequent intervals during geologic his-
tory might have profound and perhaps
delayed results on the course of evolution.’’
Although Britten and Kohne’s distinctions
between types of molecular change were
not at the time embraced by molecular
systematists, their suggestion of ‘‘saltatory
replication’’ would certainly appear to have
been borne out with the subsequent iden-
tification of vertebrate regulatory genes
involved in segmentation – Hox-a, Hox-b,
Hox-c, and Hox-d – as replicates of the or-
thologous Antennapedia gene identified in
fruit flies.

One of the early attempts at using DNA
hybridization to reconstruct relationships
among the primates was published in 1976
by Raoul Benveniste and George Todaro,
whose primary focus was actually on the
distribution among mammals of the type
C viral gene, the presence of which, they



524 Molecular Systematics and Evolution

discovered, was particularly characteristic
of animals found in Asia, including the
orangutan and the gibbon, but which,
unexpectedly, was also present in humans.
After reviewing these data, Benveniste and
Todaro turned to DNA hybridization for
sorting out the relationships of various
primates. Relying on previous studies,
they estimated ‘‘the effect of mismatched
base-pairs on thermal stability’’ as being
‘‘between 0.7 and 1.7 ◦C per 1% altered
pairs.’’ Since, depending on the animal,
nuclear DNA consists of anywhere from
10 to 100 million nucleotide pairs, every
1% of difference in nucleotide sequence
between DNA hybrids would result in a
drop of about 1.0 ◦C of the heat necessary
to melt the hybrid molecule.

Although Benveniste and Todaro calcu-
lated a 1.1% sequence difference between
humans and both African apes and a
2.4% difference between humans and the
orangutan, their published ranges of �T’s
actually demonstrate overlap between all
large-bodied hominoids (although one
does not know the identity of nucleotide
difference and similarity). Taking into
consideration the fact that presumed-to-
be-homologous DNA sequences are not
the same length (that is, they do not con-
sist of the same number of nucleotides)
in all animals, including the large-bodied
hominoids (see below for human and
orangutan), one also does not know from
DNA hybridization experiments the de-
tails of how a short sequence from one
species aligns with a longer sequence of
another species.

Probably because DNA hybridization
seemingly provided a way of getting
closer to the supposedly most ‘‘infor-
mative’’ genetic level, questions about
what, exactly, similarity in �T’s meant
were not explored. But other questions
were.

In the 1980s, Charles Sibley and Jon
Ahlquist reviewed earlier DNA hybridiza-
tion experiments and concluded that a
major problem with them all was that
only a limited number of cross hybridiza-
tions had been tested. This, Sibley and
Ahlquist claimed, was the reason previ-
ous studies had such difficulty in refining
certain evolutionary relationships, partic-
ularly those between humans and the
African apes. Although there was not
particular morphological support for this
theory of relationship, molecular systema-
tists often grouped these three hominoids
together. However, the level of resolution
in the majority of the molecular work was
never fine enough to determine which two
of the three hominoids were the most
similar (and thus presumably the most
closely related).

Sibley and Ahlquist felt another source
of error in these earlier studies resulted
from using all of an animal’s DNA,
repeated as well as single-copy, to form
hybrids. They argued that it was important
to remove all repeated DNA – since it was
redundant – and to work only with single-
copy DNA.

Before Sibley and Ahlquist decided to
tackle the evolutionary relationships of
the large-bodied hominoids, they had
spent years applying their DNA hybridiza-
tion technique to the phylogeny of birds,
through which they also developed the no-
tion of a uniform average rate of genomic
change (UAR). UARs, they believed, char-
acterized the nature of molecular, and thus
evolutionary, change in all taxa. The notion
of a UAR also seemed to negate the need
for debates over constant versus irregularly
running molecular clocks, which were di-
rected at individual molecules. As they saw
it, the entire genome could change at a uni-
form average rate, even though the rates
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at which individual molecules change may
be quite different.

Sibley and Ahlquist argued that the
power of DNA hybridization in ‘‘discov-
ering’’ the phylogenetic relationships of
organisms came from sampling the en-
tire genome of an animal. They claimed
that, since an organism’s genome is com-
posed of millions of nucleotides, the ‘‘law
of large numbers’’ provides the checks and
balances necessary to rule out ‘‘false’’ sim-
ilarities or parallelisms. Accordingly, since
DNA hybrid strands will only link up along
those stretches of sequences that are com-
plementary, there should be no question
about homology. Conversely, sequences
that did not line up were not homologous.
At least that was the argument.

Sibley and Ahlquist’s melting temper-
atures for their DNA hybrids produced
numbers, which they then converted into
phylogenetic distances using a procedure
called average linkage. ‘‘Average linkage’’
begins ‘‘by clustering the closest pair or
pairs of taxa,’’ after which ‘‘one links the
taxa which have the smallest average dis-
tance to any existing cluster,’’ and on it
goes until ‘‘all taxa are linked.’’ The un-
derlying assumption, which permits the
linking of the most similar pairs, is that the
DNA hybridization technique ‘‘measures
the net divergence between the homolo-
gous nucleotide sequences of the species
being compared.’’

Many aspects of Sibley and Ahlquist’s
phylogenetic reconstructions of birds were
consistent with theories of relatedness de-
rived from study of morphology. However,
there were some significant differences,
for instance, with regard not only to the
broader phylogenetic relationships of, but
also to the details of relatedness among,
the flycatchers. By the 1980s, however,
it was common practice, when molecular
and the morphological phylogenies were

in discord, to opt for the former. As Cac-
cone and Powel argued in 1989, once the
molecular assumption is accepted, overall
similarity becomes the yardstick for deter-
mining closeness of relatedness. Indeed,
whether it is a presumed albumin clock
or a UAR, the assumption of ongoing
molecular change validates the molecular
assumption, which, in turn, demands that
a molecular phylogeny is correct in its en-
tirety, even if other sources of information
contradict it.

Sibley and Ahlquist’s ‘‘law of large
numbers’’ and UAR appealed to most
molecular systematists. This appeal was
probably the primary reason paleontol-
ogists finally succumbed to the notion
that molecular phylogenies had greater
authority in deciphering evolutionary re-
lationships when morphologically based
theories were in conflict with them. But
not all molecular systematists were con-
vinced. Among them was Alan Templeton,
who objected to the use of DNA hy-
bridization because it did not allow one
to determine the polarity of the similarity,
which is necessary to address the ques-
tion: ‘‘Is similarity due to distant or recent
common ancestry?’’ For, only by study-
ing the actual sequences of nucleotides
can one determine the identity and from
this attempt to infer the significance of
similarity and dissimilarity. Sibley and
Ahlquist countered, however, that there
was ‘‘no reason to expect data derived
from base sequences to improve on those
from amino acid sequences, which have
produced contradictory results.’’ In their
support, they also quoted A. E. Friday (who
had collaborated with Romero–Herrera
on myoglobin sequencing): ‘‘Phylogenetic
conclusions derived from a study of nu-
cleotide sequences will be subject to the
same suspicions as those derived from
amino acid sequences.’’



526 Molecular Systematics and Evolution

4
Mitochondrial DNA

As the field of molecular systematics
was expanding its sphere of investigation
during the 1970s, DNA located outside
the nucleus, in a cell’s mitochondria, was
attracting attention. In a study published in
1979, W. Brown, M. George, and A. Wilson
noted that there was more difference
between humans and a sampling of Old
World monkeys in their mitochondrial
(mt) DNA than there was among these
same primates in their nuclear DNA. By
assuming that the divergence between the
human and Old World monkey lineages
occurred over 20 million years ago (based
on morphological studies of the primate
fossil record), Brown et al. concluded that
the differences between these humans and
Old World monkeys could be explained
if nucleotide substitutions occurred at a
slower pace −5 to 10 times slower – in
nuclear than in mtDNA (in other words,
if mtDNA ‘‘evolved’’ 5 to 10 times faster
than nuclear DNA). On the basis of this
interpretation, Brown et al. calculated that
mtDNA data are the most accurate for
studying evolutionary events that occurred
‘‘within the past 3–10 million years.’’

In subsequent publications, they pro-
ceeded to analyze the mtDNA of the
large-bodied hominoids, which, largely be-
cause of Sarich and Wilson’s molecular
clock, were assumed to have diverged
within this time period and which, be-
cause of this assumption, were thus
amenable to such analysis. Although their
data showed the fewest differences (inter-
preted as substitutions) between humans
and chimps, Brown et al. concluded that
humans were related to an African ape
group. Given the molecular assumption,
however, the data should have yielded
a human–chimpanzee sister group, as

Maryellen Ruvolo and a number of col-
laborators concluded in 1991 from their
analysis of mtDNA.

In addition to the fact that mtDNA is
single-, not double-stranded, the allure of
using mtDNA was and continues to be
twofold. One assumption is that, unlike
nuclear DNA, mtDNA is supposedly in-
herited only through the maternal line and
thus not subject to the complexities that
occur through recombination of maternal
and paternal DNA. The second assump-
tion is the existence of a ‘‘hotspot’’ in the
D-looped configuration of mtDNA and that
this is the primary site of molecular activ-
ity. This region is called the hypervariable
zone and its study has been interpreted as
providing evidence of evolutionary change.
Although crucial to the use of mtDNA for
purposes of phylogenetic reconstruction,
these assumptions are probably incorrect.

The introduction of paternal mtDNA
into fertilized eggs has been reported in the
literature from time to time. For example,
in 1992, Allan Wilson and coworkers
demonstrated that this happens in mice,
as part of the sperm’s tail, which does
contain mtDNA, penetrates the ovum’s
membrane. More recently, John Maynard-
Smith and coworkers calculated that there
had to have been a recombination of
maternal and paternal mtDNA during
human evolution, and concluded that
this possibility should cause systematists
to reconsider the seemingly inviolable
‘‘fact’’ that humans and chimpanzees are
closely related.

As Erika Hagelberg reviewed at great
length, there is increasing indication that
mtDNA is not as exempt from paternal
inheritance and recombination as was ini-
tially believed. With regard to so-called hy-
pervariable sites being regions of preferen-
tially high mutation rates, which therefore
lend themselves to phylogenetic analysis,
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Hagelberg pointed out that ‘‘there is no di-
rect evidence of hypervariability,’’ although
‘‘most researchers believe that anomalous
patterns of DNA substitution are best ex-
plained by mutation.’’ Indeed, she writes,
‘‘because the notion of hypervariability fits
with the received view of mtDNA clonality
[maternal inheritance only], anomalies are
seldom questioned.’’ Hagelberg gives an
interesting example. Depending on which
subject’s mtDNA is used, one can recon-
struct ‘‘our most-recent female common
ancestor. . .[as having] lived just 6000 years
ago, a date more consistent with Bibli-
cal Eve than Mitochondrial Eve.’’ As she
cautions: ‘‘The picture is far from sim-
ple, and it is clear that extreme care must
be taken in the interpretation of mtDNA
phylogenetic trees in the face of possible
recombination. . .[T]here are enough unex-
plained patterns in mtDNA data to warrant
reassessment of the conclusions of many
mtDNA studies.’’

5
DNA Sequences

In spite of Sibley and Ahlquist’s and Fri-
day’s warnings about nucleotide sequence
data not being any more reliable than
protein sequence data for reconstructing
phylogenetic relationships, the increasing
ease with which DNA could be sequenced
could not be ignored by molecular system-
atists. Nuclear as well as mtDNA were se-
quenced. Regardless of the genetic ‘‘level’’
under scrutiny, the interpretation of sim-
ilarity or difference in DNA sequences
under comparison was still predicated on
the molecular assumption. The weight
of DNA sequence data as being key to
deciphering evolutionary relationships as-
sumed special significance in some areas
of molecular systematics because of the

supposed information content of nuclear
DNA in general. As Elizabeth Bruce and
Francisco Ayala wrote as early as 1979 in
an article on blood serum proteins: ‘‘Infor-
mation macromolecules – that is, nucleic
acids and proteins – document evolution-
ary history. . .[Thus] degrees of similarity
in such macromolecules reflect, on the
whole, degrees of phylogenetic propin-
quity.’’

Almost coincident with the rise in pop-
ularity of comparing DNA sequences for
purposes of inferring evolutionary rela-
tionships came the cautionary notes. Of
particular importance in this regard is the
question of alignment, which, in 1991, J.
A. Lake was among the first to address. As
mentioned above, not all DNA sequences
chosen for comparison, if homologous
(e.g. representing the same ‘‘gene’’ or seg-
ment) are the same length. Therefore,
decisions must be made with regard to
how to subdivide the shorter sequence in
order to align its nucleotides with those of
the longer sequence. Typically, the align-
ment of compared sequences is presented
in the literature without justification of the
assumptions and decisions that produced
the alignment, which, in turn, was then
used as the basis for the phylogenetic anal-
ysis. But, as Lake warned in the title of his
article, ‘‘[t]he order of sequence alignment
can bias the selection of tree topology.’’ In
addition to assumptions that inform the
decision to break up a short sequence so
that its bases align with those of a longer
sequence is the issue of whether, for one
or another sequence, bases may have been
added or inserted, removed or deleted, or
one base substituted for another.

In what it means to be 98% chimpanzee,
Jonathan Marks provides an example
of these problems with DNA sequences
from a human and from an orangutan
to show three different ways in which
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their bases (C,T,G,A) can be aligned
and the interpretive consequences. Even
beforehand, the assumption must be made
that the 40 bases in the human sequence
actually have homologous counterparts in
the 54 bases in the orangutan sequence.

HUMAN CCTCCGCCGCGCCG             CTCCGC  GCCGCCGGGCA                              CGGCC                         CCGC

ORANG CC                              GTCGCCTCCGCCACGCCGCGCCACCGGGCCGGGCCGGCCCGGCCCGCCCCGC

HUMAN                  CCTCCGCCGCGCCGCT                      CCGCGCCGCCGGGCACGGCCCCGC 

ORANG CCGTCGCCTCCGCCACGCCGCGCCACCGGGCCGGGCCGGCCCGGCCCGCCCCGC 

HUMAN CCTCCGCCGCGCCG           CT CCGCGCCGCCGGG   CAC       GGCC                                                  CCGC

ORANG                               CCGTCGCCTCCGCCACGCCGCGCCACCGGGCCGGGCCGGCCCGGCCCGCCCCGC

As Marks comments:
‘‘Tabulate the differences. The top one

invokes five gaps and six base substitu-
tions; the middle has only two gaps but
nine base substitutions. And the bottom
one has five gaps and only three base sub-
stitutions. The three pairs of sequences
differ in the assumptions about which base
in one species corresponds to which base
in the other. While we might, by Occam’s
Razor, choose the alignment that invokes
the fewest inferred hypothetical evolution-
ary events, we still have to decide whether a
gap ‘‘equals’’ a substitution. Does the bot-
tom one win because it has a total of only
eight differences? Or might the middle one
win because a gap should be considered
rare and thereby ‘‘worth,’’ say, five base
substitutions?

The problem is that we cannot know
which is ‘‘right,’’ and the one we choose
will contain implicit information about
what evolutionary events have occurred,
which will in turn affect the amount of sim-
ilarity we tally. How similar is this stretch
of DNA between human and orangutan?

There may be seven differences or there
may be eleven differences, depending on
how we decide the bases correspond to
each other across the species – and that is,
of course, assuming that a one-base gap is

also equivalent to a five-base gap and to a
base substitution.

In a more general sense, however, the
problem of taking quantitative estimates of
difference between entities that differ in
quality is prevalent throughout the genetic
comparison of human and ape. The com-
parison of DNA sequences presupposes
that there are corresponding, homologous
sequences in both species, which of course
there must be if such a comparison is
actually being undertaken. But other mea-
surements have shown that a chimpanzee
cell has 10% more DNA than a human
cell. (this doesn’t mean anything func-
tionally, since most DNA is functionless.)
But how do you work that information
into the comparison, or into the 99.44%
similarity [between human and chimp]?’’
[comment added].

These concerns have not, however, been
widely appreciated by molecular systema-
tists, especially molecular anthropologists,
who not only portray the analysis of DNA
sequences as neutral and objective but
also use the assumption of relatedness
to inform the way in which they analyze
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the sequences they have aligned according
to certain assumptions. Exemplary in this
regard is the multiple DNA sequence anal-
ysis Maryellen Ruvolo and collaborators
published in 1997, in which they sought to
resolve the supposed dilemma of to which
African ape humans are more closely re-
lated. In order to pursue this question,
they assumed first that the orangutan
was the sister taxon of a clade or evo-
lutionary group consisting of humans,
the chimpanzee, and the gorilla. Conse-
quently, the differences in the orangutan
had to be considered primitive relative to
any similarities that were delineated be-
tween humans and one or the other of the
African apes.

With the ever-growing popularity of the
parsimony-based phylogenetic computer
program PAUP (phylogenetic analysis
using parsimony), it is common practice
to ‘‘root’’ a phylogenetic analysis in a
taxon that is chosen as the primitive
outgroup – that is, the taxon that diverged
earlier than the others – prior to the
analysis taking place. Rooting parsimony
or any of the other available clustering
analyses (for example, nearest-neighbor
joining or maximum likelihood, which are
essentially similar to Sibley and Ahlquist’s
linking technique) in a particular taxon
may be necessary for the algorithm
to ‘‘work.’’ Nevertheless, this procedure
artificially determines character polarity
since, by definition, the outgroup (the
taxon in which the tree is rooted) is defined
from the outset as being primitive in
its entirety. In turn, the taxa to which
the outgroup is the supposed primitive
sister taxon are predetermined as being
derived in whatever ways they differ
from it.

The widespread use of this algorithm-
based approach to analyzing nuclear and
mtDNA as well as protein sequences

presents its own set of problems and
assumptions. Consider the molecular as-
sumption: Since molecular change is
supposedly continually occurring and be-
ing accumulated as a lineage proceeds
through time, the degree of molecular
similarity reflects the antiquity or recency
of lineage divergence. Accordingly, each
lineage accumulates it own unique ar-
ray of molecular changes, which should
make a lineage more distinctive (that is,
different) the longer it is in existence.
Although tautological, this assumption ex-
plains why more recently diverged taxa
are more similar than more anciently di-
vergent lineages. On the other hand, in
order to root an algorithm for purposes
of generating presumed phylogenetic re-
lationships, one must assume that the
taxon chosen as the earlier-divergent out-
group is totally primitive relative to the
taxa to which it is supposed to be the sister
taxon. Yet, it is the molecular assumption
that validates the use of overall similar-
ity as the key to resolving phylogenetic
relationships by contrasting it with the
unique differences that earlier-divergent
lineages accumulated along their own,
unique evolutionary trajectories. Clearly,
both assumptions cannot be correct at the
same time. Either the earlier divergent-taxa
or lineages did not change, but remained
primitive (which is the logical extension
of identifying a taxon as the outgroup
in which to root a computer analysis), or
they did change by accumulating their own
suites of molecular difference (the basis of
the molecular assumption), in which case
they are at least in some aspects derived
(and uniquely so, for that matter, because
of their unique molecular histories) and
not primitive relative to the taxa to which
they are being compared.

In the realm of morphological system-
atics, according to Hennigian or cladistic
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principles, overall similarity is not de facto
a clue to evolutionary relatedness. Similar-
ity must be sorted out into features that
reflect a hierarchy of inheritance: primi-
tive features from ancient ancestors, and
derived features from recent ancestors.

Since the pattern of life is one of a hier-
archy of nested sets of smaller and smaller
clades (groups of related taxa), that which
is considered primitive versus that which
is considered derived depends on the level
in the hierarchy of nested clades one is
investigating. Primitive features – features
retained in descendants – do not elucidate
the relationships of these taxa. Only de-
rived features can. It is also important
conceptually to recognize that a derived
feature at one level of the hierarchy is a
primitive retention at another. There is
no theoretical reason why this approach to
systematics cannot be applied to molecular
data. The major difficulty is that molecu-
lar systematists would have to sample and
compare a wide range of taxa. This is the
only way in which relative primitiveness
and derivedness can be determined. It can-
not be justified by a priori assumptions of
directionality, as underlies the molecular
assumption, or by choosing an outgroup
on the basis of its presumed evolution-
ary relationship to other taxa. However,
even from the beginning, it is also cru-
cial to realize that shared similarity does
not translate directly into a demonstration
of relatedness. Taxa may be similar, not
because they inherited changes that dis-
tinguished a recent common ancestor, but
because they share primitive retentions,
that is, features that have not changed in a
succession of ancestors.

Nevertheless, it is becoming increasingly
popular in the literature for molecular
studies on the relatedness of taxa to be
identified as being ‘‘cladistic.’’ One argu-
ment is that nucleotide bases – C, G, T,

A – represent alternative character states.
On one level this may appear logical, but it
is actually misleading since none of them
represents a character. Phylogenetically
relevant alternative molecular character
states would be better represented by com-
parison, for example, of arrangements of
‘‘gene’’ sequences with regard to cis and
trans elements, patterns of introns and ex-
ons and of methylation of transposons or
other elements, and pathways of molecu-
lar communication. Another argument in
support of molecular studies being cladis-
tic derives from the claim that molecular
similarity is equivalent to synapomorphy;
that is, shared similarity represents shared
derived character states. This conclusion
is, of course, only a restatement of the
molecular assumption: the most recently
diverged taxa share more recently accu-
mulated (equate with derived) molecular
states. Thus, the supposedly shared de-
rived molecular states are delineated a
posteriori; in other words, after the algo-
rithm of choice has clustered taxa on the
basis of their greater or lesser degrees of
similarity (depending on the algorithm),
typically after rooting the tree in a partic-
ular taxon (which, as pointed out above,
at once defines it as being primitive and
the taxa being compared to it as derived in
their shared similarities). This, however, is
not how a cladistic analysis proceeds. The
endeavor of hypothesizing primitive ver-
sus derived character states occurs prior to
hypothesizing relationships – which is the
only way in which such a methodology can
actually be employed.

The assumption of continual molecular
change – whether through point muta-
tions affecting nuclear or mtDNA, or alter-
ing amino acids in protein sequences – is
also of interest. Recall that this idea was ini-
tially framed by Zuckerkandl and Pauling
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as a way of explaining their data: ‘‘over-
all similarity must [emphasis added] be an
expression of evolutionary history,’’ with
descendants ‘‘mutating away’’ from each
other, becoming ‘‘gradually more differ-
ent from each other.’’ It is this assumption
that proposes that earlier-divergent taxa ac-
cumulate their own molecular differences,
while the most recently divergent taxa are
similar because of the longer shared his-
tory of accumulated molecular changes
and shorter time of independent molec-
ular change. The existence of molecular
clocks and UAR is predicated on this no-
tion. Nevertheless, it must be recognized
that this is an extrapolation – an explana-
tion of how something might come to be.
It has not been demonstrated.

The contradiction is that while constant
molecular change is predicted through
the molecular assumption as occurring
during gametogenesis, or in some way as
to be passed on to offspring, in molecular
biology, it is well known that the only
source of constant molecular change is
ultraviolet radiation, which produces a
mutation rate of 10−8 –10−9. But the
other element of UV-derived mutation
is that it is random, with the potential
of affecting either somatic or sex cells
and also with regard to the molecule
that is affected. Thus, while there might
appear to be concordance between the
reality of the physical world in which
there is a relatively constant UV-provoked
mutation and the concept of a constantly
‘‘evolving’’ molecular world, this is an
illusion.

The notion of constant and accumulative
mutation affecting sex cells is of further in-
terest because it also contradicts the basic
tendency of cells to remain in homeostasis.
As seen, for example, in the roles of heat
shock proteins (HSP) – maintaining cell
membrane physical states through lipid

transport, eliminating reading errors that
occur during transcription or translation,
DNA repair, chaperoning other proteins,
and ensuring proper folding of proteins
as they emerge from the ribosomes – the
basic propensity of a cell is to resist
change. Intuitively, this should make sense
inasmuch as unabated molecular change
would undermine the integrity of cell func-
tion, as would also be the case with a
constant accumulation of point mutations,
and more probably lead to the death of
organisms than to change.

6
‘‘Evo-devo’’

In 1975, Mary-Claire King and Allan Wil-
son surveyed all available data on blood
serum proteins, as well as the results of
DNA hybridization, with regard to humans
and chimpanzees. Although their publica-
tion is cited as having demonstrated the
relatedness of these two hominoids, this
was not their intention. As they stated:
‘‘the only two species which have been
compared by all of these methods are
chimpanzees. . .and humans,’’ and thus
‘‘a good opportunity is. . .presented for
finding out whether the molecular and
organismal estimates of distance agree.’’
The result was that humans and chim-
panzees differed in their genetic makeup
only by about one percent. King and Wil-
son concluded that ‘‘all the biochemical
methods agree in showing that the ge-
netic distance between humans and the
chimpanzee is probably too small to ac-
count for their substantial organismal
differences.’’ In order to explain how hu-
mans and chimpanzees could be virtually
identical in their genes but markedly differ-
ent animals, King and Wilson suggested
that humans and chimpanzees must be
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different in those genes that regulate
development.

Since then, studies on the regulation of
development have expanded exponentially,
not only with regard to distinguishing
between regulatory and structural genes,
but especially with regard to the array of
molecules that induce gene transcription
and communicate via signal transduction
pathways to produce structure. Interest-
ingly, those animals that have been studied
in depth – such as the fruit fly, zebra fish,
frog, chick, mouse, human – demonstrate
a commonality of ‘‘homeotic genes’’
(which contribute to segmental patterning
and segment identify). In turn, through
their protein products (transcription fac-
tors), homeotic genes control or at least af-
fect gene expression. Time and time again
during development, the same proteins
(e.g. various growth factors, trans-inducing
and bone-modifying proteins) and regula-
tory genes (and their products) are coopted
to produce what in adult organisms are
different morphologies.

In 1994, Lewis Wolpert summarized
the situation: ‘‘During development, dif-
ferences are generated between cells in
the embryo that then lead to spatial or-
ganization (pattern formation), changes
in form, and the generation of different
cell types. Genes control development by
controlling cell behavior.’’ But one should
not be too gene-centric in envisioning
the emergence of form from genes and
gene products alone. For, while there
might be genetic regulation of some cells’
activities, the results (e.g. cellular asym-
metry, cell membrane elasticity or rigidity,
compressive forces) might produce phys-
ical or mechanical responses, which may
not themselves be genetically based, but
which, nonetheless, greatly affect cell ge-
ometry and ultimately organismal form.

‘‘Cell behavior,’’ to return to Wolpert, has
many different levels of meaning.

In the 1970s, Søren Løvtrup argued
that one must recognize the importance
of epigenesis in development: especially
that changes in properties of the fertil-
ized egg can alter the chronology and
spatial organization of patterns of cellular
diversification. Since the larger clades of
multicellular organisms possess the same
kinds of cells, as well as the same chemical
substances that form the immediate envi-
ronment of the cells, variation in the spatial
and chronological organization of cellular
differentiation must be at least one of the
keys to the emergence of evolutionary nov-
elty. For instance, whether a cell divides
symmetrically or asymmetrically (which
can be affected even by the positions of the
chromosomes relative to the center or pe-
riphery of the cell) can greatly impact the
spatial relationships of cells and, therefore,
eventually have an effect on organismal
shape. As Pere Alberch has emphasized,
the development of organismal form and
structure is also a function of the physical
and mechanical properties of cells’ sizes,
shapes, and spatial relationships.

The application to evolutionary ques-
tions of discoveries in the regulation of
development has given rise to the field of
‘‘evo-devo’’ (evolution and development),
in which the interrelationship between the
‘‘genetics’’ and the ‘‘epigenetics’’ of devel-
opment has become a primary focus. In-
deed, Løvtrup’s concern with the influence
on metazoan development of differences
in cellular differentiation during gastru-
lation appears to be even more germane
to an understanding of the emergence of
form and its conservation across taxa as
well as of the emergence of differences
in form, whether their expression consti-
tutes variation (individual differences) or
diversity (species differences).
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7
Positional Information and Shape

One of the ongoing questions in devel-
opmental biology is how cells acquire
positional information, not only in terms
of entire structures themselves (e.g. where
limbs will grow) but also with regard
to how cells acquire information to con-
tribute to regional shapes of a structure
(e.g. the different segments of a limb).

In invertebrates, wing (e.g. as in a
fruit fly) and limb (e.g. as in the brine
shrimp-like crustacean, Artemia) position-
ing involves activation of the regulatory
genes nubbin and apterous. In vertebrates,
various regulatory genes, especially Hox
genes, and also dlx (distal-less), are known
to be involved in segmentation and limb
positioning. In fish and tetrapods, the
Hoxd11-13 genes are expressed along the
posterior margin of the enlarging limb
bud; however, in tetrapods, this home-
odomain expands anteriorly across the
distal (lower) end of the limb bud. Ad-
ditionally, in vertebrates, Hox genes are
not only recruited in the formation of
a segmented trunk but also through re-
gional activation, in the segmentation of
the hindbrain. Regional activation of sonic
hedgehog, however, in part, underlies fore-
brain segmentation.

Eye development is also of interest in
this regard. For although what used to
be thought of as ‘‘master-control genes,’’
such as Pax-6, were found to participate
in signal transduction pathways leading
to eye formation in invertebrates (typically
multilensed, rigid) as well as in vertebrates
(single lensed, deformable), there is at least
one element that vertebrates have in com-
mon: Even though there are differences
among vertebrates so far studied with re-
gard to when in ontogeny and how often
and in how many different regions the Rx

gene (which is also recruited in fruit-fly eye
development) is activated, it is always ex-
pressed in the vertebrate forebrain. Thus,
at one level, one can hypothesize that the
last common ancestor of vertebrates was
characterized by early activation of the Rx
gene in the presumptive forebrain and
that differences between taxa are the re-
sult of differences in other aspects of Rx
gene expression: for example, the different
proteins in the lenses of amphibians and
mammals may be due in part to down-
or upstream effects of the Rx gene be-
ing expressed later on in development in
the amphibian (frogs) retina, whereas in
mammals (mice), the Rx gene is expressed
early on in the presumptive eye itself.

In addition to considering morpholog-
ical differences in light of differences in
regional (as well as in overlapping) do-
mains of regulatory gene expression, it
is becoming increasingly clear that dif-
ferences in fields of molecular gradients
(morphogenetic fields) also play a role. As
C. Owen Lovejoy, M. J. Cohn, and T. D.
White hypothesized in 1999 in their discus-
sion of the evolution of human pelvic form,
‘‘if a particular PI [positional information]
gradient were to span n cell diameters, and
those cells defined the ultimate anteropos-
terior dimension of the presumptive ilium
(superoinferior in the adult human), then a
slight increase in the steepness of its slope
would cause that signal to span fewer cells,
‘distorting’ the presumptive anlagen and
substantially altering downstream adult
morphology.’’ In other words, although
it would seem to be a process involving
myriad steps, ‘‘the transformation of the
common ancestral pelvis [in its entirety]
into that of early hominids may have been
as ‘simple’ as a slight modification of a
gradient’’ [comment added]. Thus, in addi-
tion to differences in gene expression and
pathways of molecular communication,
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as well as to the physical and mechani-
cal consequences of cellular organization,
morphological novelty in metazoans (and
presumably plants as well) may also be
affected by altering the domains of mor-
phogenetic fields.

But what is the source of differences
in gene or molecular gradient expression?
Lovejoy et al. suggest that one need not
seek the answer in mutation, which is a
position that Sean Carroll has recently also
strongly argued.

8
‘‘Mutation’’

The concept of ‘‘mutation’’ is about as
slippery as that of a ‘‘gene.’’ It means
different things to different researchers,
and, interestingly, the differing concepts
seem to ‘‘work’’ in their disparate intellec-
tual contexts. With regard to mutation, the
‘‘textbook’’ notions of preceding decades
included point mutation, gene duplica-
tion, and chromosomal rearrangement.
The latter was basic to the earlier experi-
mental studies and theoretical considera-
tions of the fruit-fly geneticist, Theodosius
Dobzhansky. Dobzhansky’s emphasis on
chromosomal rearrangement as a poten-
tial source of evolutionary novelty was sub-
sequently adopted by the developmental
biologist, Richard Goldschmidt, in his the-
ory of systemic mutation, which he argued
would lead to the abrupt appearance of
novel form. Unfortunately, Goldschmidt is
best remembered, and consequently crit-
icized, for suggesting that such novelties
would emerge in individuals he identified
as ‘‘hopeful monsters.’’

One of Goldschmidt’s major theoretical
thrusts, however, was distinguishing be-
tween what he identified as micromutation
(leading to variation and microevolution)

and macromutation (leading to the origin
of species or evolution). The small muta-
tions that fruit-fly population geneticists,
such as Thomas Hunt Morgan, inferred lay
behind small phenotypic changes, Gold-
schmidt identified as micromutations,
which, he argued, led only to the sur-
vival of species, not to their origin. The
latter required a larger source of genetic
disturbance, and for that he turned to
chromosomal rearrangement. The logic is
understandable: If the chromosome the-
ory was correct (that, indeed, units of
heredity or genes were contained on chro-
mosomes – as Morgan presented it, like
beads in a necklace), then manipulating
them on a grand scale (producing a sys-
temic mutation) might yield evolutionarily
significant novelty, that is, new species.
A major problem with Goldschmidt’s the-
ory, however, was that he did not provide
a mechanism by which more than one
individual would be the bearer of the nov-
elty and, thus, of the systemic mutation
underlying it.

Point mutations, commonly the result
of UV radiation, are random with regard
to affecting somatic or sex cells. In
addition, if they do not interfere with
cell function, such point mutations are
not a reliable source of potential genetic
and subsequently morphological novelty.
Indeed, it appears that point mutations
do not often cause any noticeable effect,
either genetically or phenotypically. Gene
duplication – as seen, for instance, in the
emergence of Hoxa-d – does sometimes
occur, but knockout experiments have
demonstrated that duplication typically
reflects redundancy, not a source of
phenotypic novelty.

It may be true that manipulation of levels
of thyroxin or retinoic acid during on-
togeny can affect the size of an organism,
or the shapes of some of its features, just
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as a mother’s diet can affect methylation
in its fetus or fetuses, and thus aspects of
her progeny’s postnatal growth. However,
these disturbances only affect an individ-
ual during its lifetime, and should not be
expected to be repeated across generations
and under the influence of fluctuating
environmental stimuli (e.g. diet, tempera-
ture, amount of daylight). The problems,
then, that still must be addressed are as
follows: How does a genetic or cellular
change remain ‘‘fixed’’ or constant, and
how do many individuals come to bear it?

It is important to realize that there
is a difference between change at the
genetic level and what is perceived as
phenotypic change. Common in the lit-
erature on the genetics of evolution is the
mistake of conflating the two as constitut-
ing macromutation – a misconception that
derives from the confusion Dobzhansky
introduced with regard to the terms mi-
cromutation and macromutation when, in
1941, he sought to discredit Goldschmidt.
Nevertheless, especially with the increas-
ing awareness from molecular biology that
there are not ‘‘genes for’’ features, we
must be vigilant in making a distinction
between what appears morphologically to
have been the result of a macromutation
(e.g. developing feathers instead of scales)
and the underlying genetic–epigenetic in-
teractive pathway.

9
Toward a Theory of Evolutionary Change

The question at hand, then, is the ar-
ticulation of a mechanism that can first
provide the potential for genetic nov-
elty. Building on my original theory for
the sudden appearance of morphological
novelty (through the silent spread of reces-
sive ‘‘mutations’’), the molecular biologist,

Bruno Maresca, and I have proposed that
the opportunity for genetic novelty may
lie in overstressing cells to the extent that
their HSPs can no longer maintain ge-
netic homeostasis; that is, they cannot
fulfill their roles as chaperones, respond
to the needs of the cell membrane, and,
perhaps most importantly, for this dis-
cussion, properly fold other proteins and
assist in DNA repair. Although first iden-
tified in heat shock experiments, HSPs
can be affected by a variety of stresses, in-
cluding diet (saturated vs unsaturated fatty
acids), wind, aridity, and cold. Since most
multicellular plants and animals possess
HSPs, the theory is more widely appli-
cable than metazoan-centric Darwinian
and neo-Darwinians models of evolution-
ary change, the latter of which relies on
unwarranted extrapolations from fruit-fly
population genetics.

Since most multicellular organisms
have a window of heat shock response,
they can ‘‘adapt’’ to normal fluctuations
in their environmental circumstances.
If environmental change exceeds this
window (as when seasons change), most
organisms can ‘‘reset’’ it, often in less
than two months. Until this window
is reset, the stress induces an increase
in HSP production. If, however, there
is a spike in environmental stress that
exceeds an organism’s ability to reset
its HSP response, HSP function will
fail, and opportunities for introducing
genetic novelty will emerge – especially
as a result of improper protein folding
and inefficient DNA repair. In the former
situation, improperly folded proteins may,
for example, no longer recognize (or
be recognized by) promoter or enhancer
regions to which they would normally
bind, but they may now be capable of
binding to different sites. An obvious result
could be the activation or deactivation of a
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‘‘gene’’ or ‘‘genes,’’ and, thus, the creation
of one or more new developmentally
significant signal transduction pathways.
With regard to inefficient DNA repair,
genetic novelty of a different sort can
be introduced, with obvious potential
consequences. In both cases, however,
the fact that the environmental stress
will be at least regional (if not global),
the circumstances exist for more, perhaps
many more, than one individual of a
species to be affected (not, however,
necessarily in the same way).

However, while it might be tempting to
extrapolate immediately from these pos-
sible sources of genetic novelty to the
emergence of evolutionarily relevant mor-
phological novelty, one must be cautious.
First, the effects of extreme environmen-
tal spikes on HSPs must be actualized
during gametogenesis. If they are not,
offspring will not be affected. Second, if
the effects do not kill the individuals that
inherit any of these genetically based nov-
elties, they will probably not be expressed;
that is, these genetic novelties will be in
the ‘‘recessive’’ state. Consequently, there
will not be an immediate phenotypic re-
flection of these genetic changes. In the
recessive state, however, they can spread
‘‘silently’’ throughout the population, un-
til it becomes sufficiently saturated with
heterozygotes that homozygotes for the
genetic novelty will be produced. If the
resultant phenotypic expression – cellular
or greater – does not kill its bearers, they
may continue to reproduce themselves,
as heterozygotes will also contribute to
the numbers of individuals bearing the
phenotypic novelty. Thus, the spread of
a genetic basis for potential phenotypic
novelty may take numerous generations
before there is any statistical possibility of
the phenotype being expressed. In other

words, there will be a temporal disjunc-
tion between the disruption of cellular
and genetic homeostasis, and what will
be seen as the abrupt or sudden appear-
ance of phenotypic novelty, and in some
number of individuals. In addition, one
must bear in mind that, during periods
of ‘‘silently spreading’’ genetic novelty,
there could be other environmental spikes
that would contribute to the pool of po-
tential for genetic novelty and also then
phenotypic novelty (however defined). Su-
perficially, this process – or at least the
sudden appearance of phenotypic nov-
elty – may seem macromutational, but,
clearly, it is not, at least in the origi-
nal sense of Goldschmidt or even that of
Dobzhansky. Indeed, something as sim-
ple as slight changes in protein folding
could have major cascading morphologi-
cal effects.

10
Molecules and Systematics: Looking
Toward the Future

It may be widely believed, and even true
at some level, that, as Sean Carroll has
recently reiterated, ‘‘genomes diverge as
a function of time.’’ However, the obser-
vation that genomes may be different (in
whatever ways difference, and similarity,
may be identified and defined) does not
in and of itself provide clues to how this
difference was achieved. No doubt, some
difference is due to the rare and random ef-
fects of UV radiation. In addition, genomic
difference may be due to failures in DNA
repair. There may be something intuitively
appealing about Sibley and Ahlquist’s the
‘‘law of large numbers’’ – the idea that or-
ganisms are closely related because they
share ‘‘lots’’ of their genome. However, as
Jonathan Marks points out, humans share
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about 25% of their genome with bananas.
Essentially, there is nothing in an obser-
vation of genomic difference or similarity
that directly translates into the ‘‘molecular
assumption’’ and, consequently, a theory
of evolutionary relatedness.

Can, then, molecular information be
useful in systematics and phylogenetic
reconstruction?

The answer is yes, but it will have to
be at the level of cell biology and path-
ways of molecular communication. As
King and Wilson came close to predict-
ing many decades ago, it is not through
the study of molecular or genomic simi-
larity of organisms that we will come to
understand their biology, but through the
investigation of those elements that under-
lie the development of their biology. This
makes sense. For, if something as simple
as the inactivation or deletion of a tran-
scriptional enhancer can result in a more
caudal repositioning of the sacrum, or if
the expansion of a morphogenetic gradi-
ent can transform in its entirety a narrow
pelvic girdle with tall, thin ilial blades into
a broad, deep, and squat structure, then
it is by seeking to identify the similarity
or difference in these molecular events
that we may more profitably explore the
molecular basis of morphology and, con-
sequently, the evolutionary relationships
of complex organisms.

This is, perhaps, a timely occasion to
both question and expand our perceptions
of what is or will be evolutionarily reveal-
ing at the molecular level. There has been
a steady increase in the number of studies
that demonstrate virtual molecular iden-
tity between taxa that are morphologically
very different and then express amaze-
ment at this apparent contradiction. As
Sean Carroll pointed out with regard to
the importance placed on the human and
chimpanzee-genome projects – especially

since so much money has been poured
into them in the hope that forthcoming
comparisons will instantaneously provide
answers to any questions – demonstrating
molecular similarity does not translate into
deciphering the pathways that make these
organisms so different in hard- and soft-
tissue anatomy, physiology, reproductive
biology, cognitive abilities, and behavior.
Here, the ‘‘law of large numbers’’ fails to
be enlightening. For, in contrast to the
bacterial world, in the metazoan world,
a one-to-one correspondence between a
‘‘gene’’ (a sequence of nucleotides bound
by start and stop codons) and a ‘‘gene prod-
uct’’ (a protein or amino acid sequence) is
not there. In multicellular animals, RNA
essentially directs the ‘‘show,’’ for exam-
ple, in reading select bases and splicing
specific introns, as it composes different
proteins from the same stretches of DNA.
The surprise ‘‘The International Chim-
panzee Chromosome 22 Consortium’’ had
at finding upon comparing human chro-
mosome 21 with its apparent orthologue
in the chimpanzee, chromosome 22 – not
only that these hominoids differ by 83% in
their amino acid sequences but also that
this large difference is produced from very
similar DNA sequences – should serve as
a lesson: While there may be appeal to the
‘‘law of large numbers’’ that comparison
of chromosomes and especially of entire
genomes purportedly represents, in the
end, this molecular level may not be the
evolutionarily informative hotspot every-
one has been seeking.

See also Gene Mapping and Chro-
mosome Evolution by Fluores-
cence–Activated Chromosome Sort-
ing; Genetic Intelligence, Evolution
of; Genetic Variation and Molecular
Evolution; Immunoassays.
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Keywords

Amyotrophic Lateral Sclerosis (ALS)
A neurodegenerative disease involving the selective degeneration of motor neurons in
cerebral cortex, brainstem, and spinal cord. ALS was first described in 1869 by the
French neuropathologist Jean-Marie Charcot.

Chaperone
A protein that assists in the folding or assembly of another protein, without becoming
part of the completed structure.

Guanine Nucleotide Exchange Factor (GEF)
A protein that facilitates the exchange of GDP for GTP in a GTP-binding protein.

Superoxide Dismutase 1 (SOD1)
An enzyme that catalyzes the conversion of superoxide anion to water and
hydrogen peroxide.

� Motor neuron diseases are human disorders characterized by the progressive
degeneration and death of motor neurons and the denervation of skeletal muscles.
Their course is always fatal and there are currently no really effective therapies.
While most adult motor neuron diseases appear sporadically, others are inherited,
because of genetic mutations in Superoxide Dismutase 1, Alsin, or Dynactin, or
associated with risk factors such as genetic polymorphisms in Neurofilaments
or Vascular Endothelial Growth Factor (VEGF). Multiple molecular mechanisms
might therefore cause – or contribute to – disease. Some of the proposed disease
mechanisms might operate cell-autonomously in motor neurons, for example, by
perturbing energy metabolism, endosome trafficking, or axonal transport, whereas
others seem to act indirectly, involving nonneuronal cells and diffusible factors such
as nitric oxide and excess glutamate. Relevant cellular and animal models are now
available to test these hypotheses and to investigate new therapeutic strategies.

1
Human Motor Neuron Diseases

Motor neuron diseases represent a spec-
trum of disorders in which neurons con-
trolling voluntary movement progressively

degenerate while other types of neu-
rons are spared. Degeneration of upper
motor neurons in cerebral cortex results in
spasticity and hyperreflexia. Degeneration
of lower motor neurons in brainstem
and spinal cord leads to muscle paralysis
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and atrophy. According to these clinical
and pathological criteria, motor neuron
diseases can be further classified: Amy-
otrophic lateral sclerosis (ALS, Charcot
disease or Lou Gehrig’s disease) affects
both upper and lower motor neurons. An
ALS form with predominant brainstem
symptoms is called progressive bulbar
palsy. Progressive muscular atrophies rep-
resent conditions in which only lower
motor neurons degenerate, whereas pri-
mary lateral sclerosis involves only upper
motor neurons. ALS is the most frequent
motor neuron disease in the adult, with a
lifetime risk of 1 in 2000 and a mean age
of onset around 55 years. ALS is inevitably
fatal but its course is variable between
patients. Death is most often caused by
failure of respiratory muscles appearing
within one to five years after diagnosis.

Histopathological studies have docu-
mented a loss of motor neurons in the
cervical and lumbar spinal cord of ALS
patients. The number of myelinated large
caliber axons in the corticospinal tract and
in the ventral roots was also found to be
reduced and signs of Wallerian degenera-
tion and atrophy have been noted. Other

microscopic abnormalities such as reactive
gliosis, neuronal inclusion bodies, axonal
spheroids, and the loss of dendrites have
also been described. In skeletal muscle,
denervated fibers appear atrophic and an-
gulated. Grouping of muscle fiber types
positive for esterase, ATPase, or myosin
isoforms indicates muscle reinnervation
from the remaining motor neurons.

2
Genetics of Motor Neuron Diseases

While most ALS cases appear sponta-
neously, some (∼10%) are familial (FALS).
These can show autosomal dominant, re-
cessive, or X-linked inheritance. Genetic
studies in FALS (familial amyotrophic
lateral sclerosis) are rendered difficult
by the late onset of disease, its incom-
plete penetrance, and the short survival
of affected family members. Nevertheless,
several FALS genes have been identified
(Table 1) and additional FALS loci have
been mapped to chromosomes 9q21-22,
15q15-22, 16, 18, and 20.

Tab. 1 Gene mutations responsible for motor neuron diseases.

Gene Disease Locus Inheritance Mutation type

SOD1 ALS1 21q22.1 Dominanta Missense
Alsin Juvenile ALS (ALS2) 2q33 Recessive Frameshift

progressive lateral sclerosis
Tau ALS/dementia/ 17q21 Dominant Missense

Parkinson complex or intronic
Dynactin 2p13 Dominant Missense
(p150 subunit)
Androgen Spinal and bulbar Xq12 Recessive CAG triplet

receptor muscular atrophy (SBMA) expansion
Survival motor neuron (SMN) SMA 5q13 Recessive Deletion or

missense

aWith the exception of SOD1 D90A.
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2.1
SOD1 Mutations

About 10 to 20% of familial ALS cases
(1–2% of total) are linked to mutations
in the superoxide dismutase 1 (SOD1)
gene. The SOD1 gene is ubiquitously ex-
pressed and encodes a dimeric enzyme
containing 153 amino acids, one cop-
per, and one zinc ion per monomer.
The normal function of this enzyme is
to catalyze the conversion of superoxide
to hydrogen peroxide. Over 100 different
missense mutations scattered throughout
the protein have now been shown to pro-
duce motor neuron disease. All SOD1
mutations except one (D90A) show au-
tosomal dominant transmission. It has
been proposed that SOD1 mutations cause
motor neuron degeneration by catalyzing
aberrant free radical chemistry, by per-
turbing energy homeostasis, by initiating
protein aggregation, by causing excessive
glutamate levels, or through a combination
of these mechanisms.

2.2
Alsin Mutations

Mutations in a gene termed ALS2 or Alsin,
located on chromosome 2q33-35, have
been detected in familial ALS cases with
juvenile onset and slow disease progres-
sion. The gene mutations are autosomal-
recessively inherited and most of them
represent small deletions. Computer algo-
rithms have predicted that the Alsin pro-
tein contains guanine nucleotide exchange
factor (GEF) domains for small GTPases.
Small GTPases are molecular switches
that cycle between an inactive GDP-bound
and an active GTP-bound state; they are
activated by GEFs, which stimulate the
exchange of GDP for GTP. The 183-kDa
alsin protein acts as guanine nucleotide

exchange factor for the small GTPase
Rab5, localizes to early endosomes, and
enhances their fusion. Reported alsin mu-
tations are predicted to result in a failure
of Rab5 activation, suggesting that nor-
mal endosome fusion and trafficking are
essential for motor neuron maintenance.

3
Culture Models of Motor Neuron
Degeneration

In an attempt to unravel disease mech-
anisms and to identify or validate new
therapeutic candidates, various motor neu-
ron culture models have been developed.
These include neuronal cell lines, primary
motor neurons, and spinal cord slices.

3.1
Neuronal Cell Lines

Neuronal cell lines, derived from tumors
or in vitro transformed cells, only rarely
resemble motor neurons. One of these ex-
ceptions is the NSC-34 cell line, which
was generated by fusion of mouse neu-
roblastoma cells with embryonic spinal
motor neurons. Like motor neurons,
NSC-34 cells display a multipolar phe-
notype and express choline acetyltrans-
ferase (ChAT), different ion channels,
and neurofilaments. These cells can also
generate action potentials and induce
acetylcholine receptor clusters on cocul-
tured myotubes. NSC-34 cells transfected
with mutant SOD1 plasmids display var-
ious abnormalities including mitochon-
drial dysfunction, increased cytochrome
c release, and decreased cell survival
following oxidative stress. Gene expres-
sion profiling and proteome analysis
revealed underlying molecular changes
such as downregulation of neurofilaments
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and glutathion S-transferases and up-
regulation of proteins involved in NO
metabolism (argininosuccinate synthase,
argininosuccinate lyase, and neuronal NO
synthase). Some of these changes could be
confirmed in vivo in individual spinal cord
motor neurons.

3.2
Motor Neuron Cultures

Motor neurons are notoriously difficult to
purify and to maintain in primary culture.
Current methods rely on three properties
of these cells: their characteristic size, their
expression of specific surface markers, and
their dependence on trophic factors for
survival and neurite outgrowth. Since mo-
tor neurons are larger in size and lower
in density than most other types of neu-
rons and glial cells, they can be enriched
by differential centrifugation. As a further
purification step, immuno-panning tech-
niques for chicken and rat spinal motor
neurons have been developed using mon-
oclonal antibodies that recognize specific
cell surface antigens such as SC1, BEN,
or the p75 neurotrophin receptor. Spinal
motor neurons can also be isolated using
antibody-coated microbeads and subse-
quent magnetic cell sorting. Once purified,
motor neurons are seeded in culture dishes
coated with appropriate substrates such as
polyornithine and laminin. While many
motor neurons die during the first hours
of culture, the remaining cells develop typ-
ical morphologies and are able to survive
for several weeks when appropriate trophic
factors are added. These procedures are
currently limited to embryonic motor neu-
rons from spinal cord and brainstem and
not yet available for isolating cortical mo-
tor neurons.

One of the first motor neuron cul-
ture systems relevant to human ALS

involved microinjection of mutant and
wild-type SOD1 plasmid expression vec-
tors into cultured motor neurons. In
this system, abnormal protein aggregates
appeared specifically in mutant SOD1-
expressing cells. Newer studies suggest
that cell death of SOD1 expressing motor
neurons might also involve external trig-
gers: In normal embryonic motor neurons,
activation of the cell surface receptor Fas
triggers death via two parallel pathways,
the classical FADD/caspase-8 cascade and
a second cascade involving Daxx, ASK1,
p38, and transcriptional upregulation of
neuronal NO synthase; see Fig. 1. Inter-
estingly, motor neurons from transgenic
mice for the SOD1 mutations G37R, G85R,
or G93A are much more sensitive to Fas- or
NO-triggered cell death than motor neu-
rons expressing wild-type human SOD1.
Cerebellar neurons, DRG neurons, or as-
trocytes do not display such increased
sensitivity, reflecting the selective vulner-
ability of motor neurons in living mutant
SOD1 mice. Despite their inherent techni-
cal difficulties, mutant SOD1 motor neu-
ron cultures thus emerge as a promising
tool to screen pharmacological compounds
for their effects on disease-related molecu-
lar targets or cellular phenotypes.

3.3
Spinal Cord Slice Cultures

In an attempt to study motor neurons in
their normal cellular environment, several
groups have prepared spinal cord slice cul-
tures from rat and mouse. These cultures
can be maintained for up to 2 weeks (adult
mouse) or even several months (perinatal
rat). Individual motor neurons in living
slice cultures are identified by their large
size, the presence of action potentials, or
retrograde DiI labeling prior to culturing.
In fixed slices, motor neuron cell bodies
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Fig. 1 Isolated motor neurons can be used to study mutant SOD1-linked motor
neuron death. (a) Human superoxide SOD1 is expressed in cultured embryonic motor
neurons from transgenic SOD1 G93A mice. (b) Treatment of SOD1 G85R motor neuron
cultures with agonistic antibodies to the cell surface receptor Fas leads to increased
apoptosis, as detected by staining with DAPI (in blue) and immunolabeling for activated
caspase 3 (in red). An apoptotic motor neuron with strong caspase-3 activation and nuclear
condensation c (red arrow) can be distinguished from healthy motor neurons displaying only
weak caspase-3 activation and normal chromatin structure (white arrows). Scale bars:
25 µm. (c) Motor neurons from transgenic mutant SOD1 G93A, G85R, and G37R mice show
higher susceptibility to Fas-triggered cell death than motor neurons from mice expressing
wild-type SOD1. (d) Model of Fas-triggered motor neuron death. Cell death involves the
classical FADD/caspase-8 pathway and a parallel pathway leading from Daxx, ASK1, and p38
activation to transcriptional upregulation of neuronal NO synthase (nNOS) and NO
production. The presence of mutant SOD1 sensitizes motor neurons to Fas agonists and
NO. Potential sources for these cell death triggers are astrocytes and microglia. (See color
plate p. xxvi); see Fig. 2.
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can be identified and counted by Nissl
staining or immunocytochemical labeling
for the neurotransmitter-synthesizing en-
zyme ChAT, the transcription factors Islet
1/2, or the surface receptor Ret. Slice cul-
ture systems have also been developed for
the study of cortical motor neurons.

In the context of ALS research, organo-
typic culture systems have been used to
show that chronic inhibition of glutamate
uptake can cause slow degeneration of mo-
tor neurons. In this model, antiexcitotoxic
agents such as CNQX, riluzole, and top-
iramate, nitric oxide synthase inhibitors,
and neurotrophic factors such as IGF-1
and GDNF protected against motor neu-
ron degeneration. When organotypic slice
cultures were derived from transgenic mu-
tant SOD1 mice and exposed to excitotoxic
stimuli, mutant motor neuron death could
be blocked with a cyclo-oxygenase-2 in-
hibitor. In another spinal cord slice model,
chronic administration of malonate, an
inhibitor of mitochondrial electron trans-
port, was found to induce motor neuron
death, which could be prevented by a num-
ber of antiexcitotoxic agents, antioxidants,
and caspase inhibitors.

4
Animal Models of Motor Neuron
Degeneration

4.1
Axotomy Models

In neonate animals, motor neuron death
can be experimentally induced by a
peripheral nerve lesion, since developing
motor neurons depend for their survival
on contact with their target muscle and
their axonal environment. In the most
widely used models, the sciatic, facial, or
hypoglossal nerve is crushed or sectioned,

and the survival of the lesioned motor
neurons is eventually after prior retrograde
labeling. The extent of motor neuron death
depends on the age of the animal and
the type of lesion. When a sciatic nerve
lesion is performed in 1-day old rats, 90 to
100% of the corresponding motor neurons
are lost. When the same type of lesion is
performed at 4 or 5 days of age, between
80 and 100% of the motor neurons survive.
Lesioning the peripheral nerve by section
or close to the cell body both results in
slower target reinnervation and reduced
motor neuron survival, as compared to
lesioning the nerve by section or distally.

Axotomy-induced motor neuron death
has many apoptotic features. Morphologi-
cal studies on lesioned motor neurons have
provided evidence for DNA fragmentation,
nuclear condensation, and mitochondrial
disruption. Pharmacological inhibition of
caspases or mitochondrial pore proteins
or overexpression of apoptosis-inhibitory
proteins (IAPs) reduced the extent of
axotomy-induced motor neuron death. Fi-
nally, genetic studies in transgenic mice
showed that overexpression of the anti-
apoptotic gene Bcl-2 or deletion of the
proapoptotic gene Bax protected against
axotomy-induced cell death. It has also
been recognized that apoptotic death of
axotomized motor neurons involves ac-
tivation of cell surface receptors (TNF-R
and Fas) and intracellular production of
nitric oxide.

4.2
Transgenic Mutant SOD1 Mice and Rats

One breakthrough in ALS research has
been the generation of transgenic mice
and rats expressing human ALS-linked
SOD1 mutations. Several transgenic lines
show clinical, histopathological, and elec-
trophysiological signs closely resembling
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human motor neuron disease. Transgenic
mice for the SOD1 mutants G37R, G85R,
or G93A display progressive muscle at-
rophy and paresis, gait instability, and
premature death. Similar symptoms were
observed in transgenic rats expressing
the SOD1 mutants G93A or H46R. In
these animals, disease severity depends
on the type of mutation, the number of
transgenes, and the genetic background.
Affected mice display a reduction in the
number of spinal motor neuron cell bodies
and motor axons and, to a more variable
extent, astrogliosis. Other histopatholog-
ical abnormalities include a fragmented
Golgi apparatus, enlarged mitochondria,
and various types of inclusions. Elec-
trophysiological studies in mutant mice
revealed the presence of fasciculations and
fibrillations, and a decreased number of
functional motor units.

Some of the molecular consequences
of mutant SOD1 expression in mouse
spinal cord have also been recognized:
sequential activation of caspases, upreg-
ulation of apoptotic proteins such as Bad
and Bax, release of cytochrome c from
mitochondria, and deregulation of the

cyclin-dependent kinase cdk5. How the
SOD1 mutants cause these changes is still
obscure. For the following reasons, altered
SOD1 enzymatic activity does not seem to
be causal: first, only some disease-causing
SOD1 mutations are enzymatically inac-
tive (e.g. G85R), while others retain activity
(G93A or G37R). Second, no motor neuron
disease is observed when SOD1 activ-
ity in mice is lowered (by knocking out
the SOD1 gene or the CCS gene re-
quired for SOD1 copper loading) or when
SOD1 activity is elevated (by transgenic
expression of wild-type SOD1). Finally,
crossing transgenic mutant SOD1 mice
with SOD1 knockout mice, transgenic
mice overexpressing wildtype SOD1, or
CCS knockout mice, has no influence
on disease.

The cellular basis of mutant SOD1 toxi-
city also remains enigmatic: In transgenic
mice, pathology is only observed when mu-
tant SOD1 expression is ubiquitous in all
cell types but not when it is restricted to
astrocytes or neurons (Fig. 2). To rule out
insufficient levels of transgene expression,
chimeric mice have been generated that
carry mixtures of wild-type and mutant

Fig. 2 Motor neuron degeneration in transgenic ALS mice is influenced by nonneuronal cells. The
consequences of mutant SOD1 expression in different cell types are schematically illustrated on
spinal cord cross sections. Genotypes of transgenic mice are indicated. Motor neurons are depicted
as multipolar cells and glial cells as round cells. Mutant SOD1 expression in these cell types is
indicated in gray or black, normal (endogenous) SOD1 expression is shown in white. (a) Normal
situation. (b) In transgenic mice, ubiquitous expression of mutant (m) SOD1 causes typical motor
neuron disease. (c, d) No disease is observed in transgenic mice expressing mutant SOD1,
specifically in glial cells (c) or in neurons (d). (e) Crossing of Thy1: SOD1 mice with transgenic SOD1
G93A mice elevates mutant SOD1 levels (in black) in motor neurons above the ubiquitous expression
levels but does not exacerbate disease. (f) Chimeric mice that carry a mixture of wild-type (wt) and
mutant SOD1-expressing cells in their spinal cord show later disease onset and longer lifespan than
their mutant littermates. These improvements correlate with the proportion of wild-type cells within
individual spinal cords. Ubiquitin inclusions are found not only in mutant but also in wild-type motor
neurons. Interestingly, mutant SOD1 motor neurons in the chimeras seem to be protected by
wild-type nonneuronal cells in their environment. Taken together, these data suggest that motor
neuron degeneration is the result of a complex interplay between motor neurons and surrounding
nonneuronal cells.
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SOD1 expressing cells in the spinal cord.
Interestingly, in these chimeras, degenera-
tive signs such as ubiquitin inclusions are
found not only in mutant SOD1 expressing
motor neurons but also in wild-type mo-
tor neurons. Moreover, survival of mutant
motor neurons seems to be enhanced by
the presence of nonneuronal cells. These
observations suggest that motor neuron
degeneration can be triggered by non-cell-
autonomous mechanisms.

4.3
pmn Mice

Mice with progressive motor neuronopa-
thy (pmn) represent another popular motor
neuron disease model. Homozygous pmn
mice develop first neuromuscular symp-
toms at 2 weeks of age, i.e. much earlier
than all reported mutant SOD1 mice. The
pmn disease manifests with hindlimb at-
rophy and paresis and rapidly extends to
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the forelimbs and other muscle groups.
Affected pmn mice die around 40 days of
age, most probably from respiratory fail-
ure. They display fibrillations, a loss of
axons in motor nerves and ventral roots
and a reduced number of motor neurons
in some brainstem nuclei. The genetic
defect was identified as a point muta-
tion in the Tbce gene, which encodes a
chaperone protein for tubulin folding and
microtubule assembly. The pmn mutation
results in decreased Tbce protein stabil-
ity, diminished concentrations of tubulins
in peripheral nerves, and progressive loss
of microtubules. Interestingly, Tbce gene
mutations have also been discovered in
human patients with Sanjad Sakati/Kenny
Caffey disease, a rare hereditary syn-
drome comprising hypoparathyroidism,
mental retardation, facial dysmorphism,
osteosclerosis, and fulgurant infections. It
is thus conceivable that the dramatic hu-
man disease course obscures motor neu-
ron disease symptoms or that the human
Tbce mutations impair another Tbce pro-
tein function than the mouse mutation.

4.4
Mutant VEGF Mice

Vascular endothelial growth factor (VEGF)
is a secreted 165 amino acid protein that
controls the growth and permeability of
blood vessels. Under conditions of low
oxygen tension, VEGF is upregulated by
specific transcription factors that act on a
hypoxia-responsive element located in the
VEGF promoter. Mice with a targeted dele-
tion of this hypoxia-responsive element are
unable to induce VEGF in response to hy-
poxia. Surprisingly, these mice manifest
typical signs of motor neuron degener-
ation at an age of 5 to 7 months, with
progressive muscle atrophy, impaired mo-
tor performance, and loss of motor axons

and endplates. Interestingly, three poly-
morphisms in the human VEGF seem
associated with reduced levels of plasma
VEGF and an increased risk for ALS.
These studies incriminate VEGF as an
ALS-modifier gene. Whether VEGF acts di-
rectly as a trophic factor for motor neurons
or more indirectly, by modifying spinal
cord vasculature or perfusion, is currently
under investigation.

5
Therapeutic Approaches to Motor Neuron
Diseases

5.1
Studies in Animal Models

In the past decade, more than 100 dif-
ferent therapeutic approaches have been
tested in animal models of motor neuron
degeneration. Lesion models have been
instrumental in validating neurotrophic
factors as therapeutic candidates: CNTF,
BDNF, NT-4/5, GDNF, and CT-1 all en-
hanced survival of motor neurons after
axotomy. More recently, several pharma-
cological compounds such as deprenyl,
a monoamino-oxidase B inhibitor, MK-
801, a glutamate receptor antagonist,
CGP3466B, a GAPDH antagonist, and
riluzole were also shown to be neuropro-
tective in these models.

In mutant SOD1 mice, numerous com-
pounds have been tested but only few have
resulted in robust positive effects (Table 2).
Following treatment with riluzole, cur-
rently the only FDA-approved drug for
ALS, the mean survival of SOD1 G93A
mice was improved by 11% but histological
or functional effects could not be docu-
mented. Feeding the animals with creatine
also increased survival and provided some
motor neuron protection. Numerous ALS
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Tab. 2 Selected therapeutic trials in mouse motor neuron disease models.

Treatment Model Delivery Outcome

Begina Mode Lifespan
increase [%]

Neuromuscular
function

Motor neuron
protection

Riluzole SOD1 G93A Early Oral 11 Not reported Not reported
pmn Early Oral <10 Yes Not reported

Creatine SOD1 G93A Early Oral 18 Yes Yes
Minocyclin SOD1 G37R Early Oral ≈6 Yes Yes
Minocyclin+ SOD1 G37R Early Oral 13 Yes Yes
Riluzole+
Nimodipin
zVAD-fmk SOD1 G93A Early Intrathecal 21 Yes Yes
NT-3 Adeno pmn Early i.m. 50 yes Yes
GDNF AAV SOD1 G93A Early i.m. 14 yes Yes
CT-1Adeno SOD1 G93A Early i.m 8 yes Yes

pmn Early i.m. 18 yes Yes
IGF AAV SOD1 G93A Late i.m. 18 yes Yes

aTreatment begin is classified with respect to disease onset: ‘‘early’’ treatments are initiated in the
presymptomatic period, ‘‘late’’ treatments are started at or after disease onset.

patients have since then taken creatine,
but a recent placebo-controlled clinical trial
disclosed any beneficial effect of oral cre-
atine at 10 g per day. Encouraging results
were obtained by intrathecal infusion of
the broad caspase inhibitor zVAD-fmk. Re-
cently, several studies have also reported
positive effects of minocyclin, which might
be related to the inhibitory actions of this
tetracyclin analog on caspase activation,
mitochondrial cytochrome c release, cdk5
deregulation, or microglial cell activation.
When minocyclin was administered in
combination with riluzole and the calcium
channel blocker nimodipin, the therapeu-
tic benefit was further enhanced.

Gene therapy strategies have been devel-
oped to overcome the side effects of sys-
temically delivered neurotrophic factors.
These strategies have been tested since
1992 in pmn mice and since 2001 in trans-
genic mutant SOD1 mice (Table 2). In
pmn mice, the implantation of genetically

engineered tumor cells or subcutaneous
implantation of encapsulated fibroblasts
secreting CNTF reduced degeneration of
phrenic and facial motor neurons. When
injected intramuscularly in newborn pmn
mice, adenovirus vectors encoding the
neurotrophic factors NT-3, CNTF, and CT-
1 were shown to improve neuromuscular
function, reduce motor neuron degener-
ation, and increase the animal’s lifespan.
Recently, a nonviral gene transfer method,
intramuscular injection and electropora-
tion of plasmid DNA, proved to be as
efficient as the adenovirus-based strategy
to attenuate disease symptoms.

In transgenic mutant SOD1 mice, aden-
ovirus, AAV, and lentivirus vectors coding
for CT-1, GDNF, and more recently IGF-1
and VEGF, administered by intramuscular
injection, resulted in therapeutic benefit.
Some of these therapies were also capable
to slow down motor neuron degenera-
tion when started late, after the onset of
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disease. In order to translate these en-
couraging findings into clinical therapies,
a number of fundamental questions now
needs to be addressed: Are the observed
effects due to release of the neurotrophic
factors into the bloodstream or due to
retrograde vector transport from muscles
to motor neuron cell bodies? What are
the best factors, alone or in combination?
What is the safest and most efficient vec-
tor system?

5.2
Future Concepts

Since motor axons degenerate weeks to
months before cell bodies in human ALS
and in corresponding mouse models, ther-
apies aimed at axonal protection appear
particularly attractive. This concept is fur-
ther illustrated by studies in the mouse
mutant Wallerian degeneration slow (WldS,
Ola): In normal mice, a peripheral nerve
lesion leads to axonal disintegration and
reactive proliferation of Schwann cells in
the distal nerve stump, a process called
Wallerian degeneration. In WldS mice, how-
ever, the distal nerve stump remains intact
following a lesion and remains able to
conduct action potentials during several
weeks. The WldS mutation was identi-
fied as a triplication on chromosome 4
that gives rise to a fusion protein between
a truncated ubiquitination factor (Ube4b)
and an enzyme involved in NAD synthesis
(nicotinamide mononucleotide adenylyl-
transferase, Nmnat). Interestingly, WldS

protects axons not only against lesion but
also in various other paradigms such as
Taxol- and Vincristin-induced neurotoxi-
city and in the inherited motor neuron
disease pmn. Because of this broad ther-
apeutic potential, WldS and its molecular
effectors have become the focus of intense
research efforts.

Another innovative approach consists
in knocking down the expression of
pathological SOD1 alleles by using the
RNA interference (RNAi) technique. RNAi
has been discovered as a natural gene-
silencing mechanism in which double-
stranded RNA triggers the degradation
of homologous messenger RNAs with
extraordinary sequence specificity. The
mediators of mRNA degradation are small,
21- to 23-nucleotide long, RNAs (siRNAs).
Since almost most ALS-linked SOD1
mutations represent single nucleotide
substitutions, it is possible to design
RNA sequences that specifically silence
mutant SOD1 alleles without affecting
expression of the wild-type allele. These
RNAs are transfected as double-stranded
oligonucleotides into the target cell or
expressed as small hairpin RNAs from
plasmid DNA vectors or lentiviral vectors.
The appropriate target cell and the level
of SOD1 gene silencing necessary to
achieve therapeutic effects remain to
be determined.

6
Conclusions and Perspectives

In the last decade, advances in genet-
ics, molecular and cell biology, and gene
therapy have boosted research on motor
neuron diseases. Several gene mutations
responsible for motor neuron diseases in
humans (SOD1, Alsin) and mice (Dynein,
Chaperones, etc.) have been identified.
These discoveries led to new pathogenic
hypotheses, implicating excessive gluta-
mate levels, toxic protein aggregates, mito-
chondrial damage, or axonal dysfunction.
It is becoming clear that multiple disease
pathways – triggered in the motor neuron
or in neighboring cells – can converge and
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cause degeneration. Experimental thera-
pies targeting these pathways at various
levels are investigated with increasing
success in relevant cellular and animal
models. Translating these approaches into
clinically relevant therapies represents the
major challenge of the future.

See also Motor Neuron Diseases:
Molecular Mechanism, Pathophys-
iology, and Treatments; Neuron
Chemistry.

Bibliography

Books and Reviews

Beckman, J.S., Estevez, A.G., Crow, J.P., Bar-
beito, L. (2001) Superoxide dismutases and the
death of motoneurons in ALS, Trends Neurosci.
24, S15–S20.

Bruijn, L.I., Miller, T.M., Cleveland, D.W. (2004)
Unraveling the mechanisms involved in motor
neuron degeneration in ALS, Annu. Rev.
Neurosci. 27, 723–749.

Coleman, M.P., Perry, V.H. (2002) Axon
pathology in neurological disease: a neglected
therapeutic target, Trends Neurosci. 25,
532–537.

Cleveland, D.W., Rothstein, J.D. (2001) From
Charcot to Lou Gehrig: deciphering selective
motor neuron death in ALS, Nat. Rev. Neurosci.
2, 806–819.

Hand, C.K., Rouleau, G.A. (2002) Familial
amyotrophic lateral sclerosis, Muscle Nerve 25,
135–159.

Henderson, C.E., et al. (1995) in Nerve Cell
Culture: A Practical Approach, Cohen J., Wilkin
G. (Eds.) Oxford University Press, London,
UK, pp. 69–81.

Hirano, A. (1982) in: Rowland L.P. (Ed.) Human
Motor Neuron Diseases, Raven Press, New York,
pp. 75–87.

Julien, J.P. (2001) Amyotrophic lateral sclerosis.
unfolding the toxicity of the misfolded, Cell
104, 581–591.

Nicole, S., Cifuentes-Diaz, C., Frugier, T., Mel-
ki, J. (2002) Spinal muscular atrophy: recent

advances and future prospects, Muscle Nerve
26, 4–13.

Orrell, R.W. (2000) Amyotrophic lateral sclerosis:
copper/zinc superoxide dismutase (SOD1)
gene mutations, Neuromuscul. Disord. 10,
63–68.

Valentine, J.S., Hart, P.J. (2003) Misfolded
CuZnSOD and amyotrophic lateral sclerosis,
Proc. Natl. Acad. Sci. U. S. A. 100, 3617–3622.

Primary Literature

Allen, S., et al. (2003) Analysis of the cytosolic
proteome in a cell culture model of
familial amyotrophic lateral sclerosis reveals
alterations to the proteasome, antioxidant
defenses, and nitric oxide synthetic pathways,
J. Biol. Chem. 278(8), 6371–6383.

Arce, V., et al. (1999) Cardiotrophin-1 requires
LIFRbeta to promote survival of mouse
motoneurons purified by a novel technique,
J. Neurosci. Res. 55(1), 119–126.

Bar, P.R. (2000) Motor neuron disease in
vitro: the use of cultured motor neurons to
study amyotrophic lateral sclerosis, Eur. J.
Pharmacol. 405(1–3), 285–295.

Beckman, J.S., et al. (2001) Superoxide dismu-
tases and the death of motoneurons in ALS,
Trends Neurosci. 24(11 (Suppl.)), S15–S20.

Bommel, H., et al. (2002) Missense mutation
in the tubulin-specific chaperone E (Tbce)
gene in the mouse mutant progressive motor
neuronopathy, a model of human motoneuron
disease, J. Cell. Biol. 159(4), 563–569.

Bordet, T., et al. (1999) Adenoviral cardiotrophin-
1 gene transfer protects pmn mice from
progressive motor neuronopathy, J. Clin.
Invest. 104(8), 1077–1085.

Bordet, T., et al. (2001) Protective effects of
cardiotrophin-1 adenoviral gene transfer on
neuromuscular degeneration in transgenic
ALS mice, Hum. Mol. Genet. 10(18),
1925–1933.

Bruijn, L.I., et al. (1997) ALS-linked SOD1
mutant G85R mediates damage to astrocytes
and promotes rapidly progressive disease with
SOD1-containing inclusions, Neuron 18(2),
327–338.

Bruijn, L.I., et al. (1998) Aggregation and motor
neuron toxicity of an ALS-linked SOD1 mutant
independent from wild-type SOD1, Science
281(5384), 1851–1854.

Carlin, K.P., et al. (2000) Dendritic L-
type calcium currents in mouse spinal



554 Motor Neuron Diseases: Cellular and Animal Models

motoneurons: implications for bistability, Eur.
J. Neurosci. 12(5), 1635–1646.

Casanovas, A., et al. (1996) Prevention by
lamotrigine, MK-801 and N omega-nitro-L-
arginine methyl ester of motoneuron cell death
after neonatal axotomy, Neuroscience 71(2),
313–325.

Cashman, N.R., et al. (1992) Neuroblastoma x
spinal cord (NSC) hybrid cell lines resemble
developing motor neurons, Dev. Dyn. 194(3),
209–221.

Chan, Y.M., et al. (2003) Inhibition of
caspases promotes long-term survival
and reinnervation by axotomized spinal
motoneurons of denervated muscle in
newborn rats, Exp. Neurol. 181(2), 190–203.

Charcot, J.-M., Joffroy, A. (1869) Deux cas
d’atrophie musculaire progressive avec lésion
de la substance grise et des fisceaux de la
moelle épinière, Arch. Physiol. 2, 354, 629, 744.

Chiu, A.Y., et al. (1995) Age-dependent pene-
trance of disease in a transgenic mouse model
of familial amyotrophic lateral sclerosis, Mol.
Cell. Neurosci. 6(4), 349–362.

Chou, S.M. (1992) in: Smith R.A. (Ed.) Handbook
of Amyotrophic Lateral Sclerosis, Marcel Dekker,
New York, pp. 133–181.

Cifuentes-Diaz, C., et al. (2002) Neurofilament
accumulation at the motor endplate and lack
of axonal sprouting in a spinal muscular
atrophy mouse model, Hum. Mol. Genet.
11(12), 1439–1447.

Clement, A.M., et al. (2003) Wild-type nonneu-
ronal cells extend survival of SOD1 mutant
motor neurons in ALS mice, Science 302(5642),
113–117.

Coleman, M.P., et al. (1998) An 85-kb tandem
triplication in the slow Wallerian degeneration
(Wlds) mouse, Proc. Natl. Acad. Sci. U. S. A.
95(17), 9985–9990.

Conforti, L., et al. (2000) A Ufd2/D4Cole1e
chimeric protein and overexpression of Rbp7
in the slow Wallerian degeneration (WldS)
mouse, Proc. Natl. Acad. Sci. U. S. A. 97(21),
11377–11382.

Connelly, C.A., et al. (2000) Metabolic activity
of cultured rat brainstem, hippocampal and
spinal cord slices, J. Neurosci. Methods 99(1–2),
1–7.

Corse, A.M., et al. (1999) Preclinical testing of
neuroprotective neurotrophic factors in a
model of chronic motor neuron degeneration,
Neurobiol. Dis. 6(5), 335–346.

Dalcanto, M.C., Gurney, M.E. (1995) Neu-
ropathological changes in two lines of mice
carrying a transgene for mutant human Cu,Zn
SOD, and in mice overexpressing wild type hu-
man SOD: A model of familial amyotrophic
lateral sclerosis (FALS), Brain Res. 676(1),
25–40.

de Bilbao, F., Dubois-Dauphin, M. (1996) Acute
application of an interleukin-1 beta-converting
enzyme-specific inhibitor delays axotomy-
induced motoneurone death, Neuroreport
7(18), 3051–3054.

de Bilbao, F., Dubois-Dauphin, M. (1996) Time
course of axotomy-induced apoptotic cell death
in facial motoneurons of neonatal wild type
and bcl-2 transgenic mice, Neuroscience 71(4),
1111–1119.

Deckwerth, T.L., et al. (1996) BAX is required
for neuronal death after trophic factor
deprivation and during development, Neuron
17(3), 401–411.

Drachman, D.B., Rothstein, J.D. (2000) Inhibi-
tion of cyclooxygenase-2 protects motor neu-
rons in an organotypic model of amyotrophic
lateral sclerosis, Ann. Neurol. 48(5), 792–795.

Dubois-Dauphin, M., et al. (1994) Neonatal
motoneurons overexpressing the bcl-2
protooncogene in transgenic mice are
protected from axotomy-induced cell death,
Proc. Natl. Acad. Sci. U. S. A. 91(8),
3309–3313.

Durham, H.D., et al. (1993) Evaluation of the
spinal cord neuron X neuroblastoma hybrid
cell line NSC-34 as a model for neurotoxicity
testing, Neurotoxicology 14(4), 387–395.

Durham, H.D., et al. (1997) Aggregation of
mutant Cu/Zn superoxide dismutase proteins
in a culture model of ALS, J. Neuropathol. Exp.
Neurol. 56(5), 523–530.

Ferri, A., et al. (2003) Inhibiting axon
degeneration and synapse loss attenuates
apoptosis and disease progression in a mouse
model of motoneuron disease, Curr. Biol.
13(8), 669–673.

Frey, D., et al. (2000) Early and selective loss
of neuromuscular synapse subtypes with
low sprouting competence in motoneuron
diseases, J. Neurosci. 20(7), 2534–2542.

Garcia, M.L., Cleveland, D.W. (2001) Going new
places using an old MAP: tau, microtubules
and human neurodegenerative disease, Curr.
Opin. Cell Biol. 13(1), 41–48.

Gong, Y.H., et al. (2000) Restricted expression
of G86R Cu/Zn superoxide dismutase in



Motor Neuron Diseases: Cellular and Animal Models 555

astrocytes results in astrocytosis but does not
cause motoneuron degeneration, J. Neurosci.
20(2), 660–665.

Greensmith, L., Vrbova, G. (1996) Motoneurone
survival: A functional approach, Trends
Neurosci. 19(11), 450–455.

Groeneveld, G.J., et al. (2003) A randomized
sequential trial of creatine in amyotrophic
lateral sclerosis, Ann. Neurol. 53(4), 437–445.

Guegan, C., et al. (2001) Recruitment of the
mitochondrial-dependent apoptotic pathway
in amyotrophic lateral sclerosis, J. Neurosci.
21(17), 6569–6576.

Gurney, M.E., et al. (1994) Motor neuron
degeneration in mice that express a human
Cu,Zn superoxide dismutase mutation,
Science 264(5166), 1772–1775.

Gurney, M.E., et al. (1996) Benefit of vitamin E,
riluzole, and gabapentin in a transgenic model
of familiar amyotrophic lateral sclerosis, Ann.
Neurol. 39(2), 147–157.

Haase, G., et al. (1997) Gene therapy of murine
motor neuron disease using adenoviral vectors
for neurotrophic factors, Nat. Med. 3(4),
429–436.

Haase, G., et al. (1999) Therapeutic benefit of
CNTF in progressive motor neuronopathy
depends on the route of delivery, Ann. Neurol.
45(3), 296–304.

Hadano, S., et al. (2001) A gene encoding a
putative GTPase regulator is mutated in
familial amyotrophic lateral sclerosis 2, Nat.
Genet. 29(2), 166–173.

Haenggeli, C., Kato, A.C. (2002) Differential
vulnerability of cranial motoneurons in mouse
models with motor neuron degeneration,
Neurosci. Lett. 335(1), 39–43.

Hannon, G.J. (2002) RNA interference, Nature
418(6894), 244–251.

Henderson, C.E., et al. (1994) GDNF: A potent
survival factor for motoneurons present
in peripheral nerve and muscle, Science
266(5187), 1062–1064.

Hentati, A., et al. (1994) Linkage of recessive
familial amyotrophic lateral sclerosis to
chromosome 2q33-q35, Nat. Genet. 7(3),
425–428.

Ho, T.W., et al. (2000) TGFbeta trophic factors
differentially modulate motor axon outgrowth
and protection from excitotoxicity, Exp. Neurol.
161(2), 664–675.

Hori, N., et al. (2001) Intracellular activity of rat
spinal cord motoneurons in slices, J. Neurosci.
Methods 112(2), 185–191.

Howland, D.S., et al. (2002) Focal loss of the
glutamate transporter EAAT2 in a transgenic
rat model of SOD1 mutant-mediated
amyotrophic lateral sclerosis (ALS), Proc. Natl.
Acad. Sci. U. S. A. 99(3), 1604–1609.

Ince, P.G., et al. (1998) Amyotrophic lateral
sclerosis: current issues in classification,
pathogenesis and molecular pathology,
Neuropathol. Appl. Neurobiol. 24(2), 104–117.

Iwasaki, Y., Ikeda, K. (1999) Prevention by
insulin-like growth factor-I and riluzole in
motor neuron death after neonatal axotomy, J.
Neurol. Sci. 169(1–2), 148–155.

Iwasaki, Y., et al. (1996) Deprenyl and pergolide
rescue spinal motor neurons from axotomy-
induced neuronal death in the neonatal rat,
Neurol. Res. 18(2), 168–170.

Kaal, E.C., et al. (2000) Chronic mitochondrial
inhibition induces selective motoneuron death
in vitro: a new model for amyotrophic lateral
sclerosis, J. Neurochem. 74(3), 1158–1165.

Kashihara, Y., et al. (1987) Cell death of
axotomized motoneurones in neonatal rats,
and its prevention by peripheral reinnervation,
J. Physiol. 386, 135–148.

Kaspar, B.K., et al. (2003) Retrograde viral
delivery of IGF-1 prolongs survival in a mouse
ALS model, Science 301(5634), 839–842.

Kennedy, W.R., et al. (1968) Progressive
proximal spinal and bulbar muscular atrophy
of late onset. A sex-linked recessive trait,
Neurology 18(7), 671–680.

Kennel, P., et al. (2000) Riluzole prolongs
survival and delays muscle strength
deterioration in mice with progressive motor
neuronopathy (pmn), J. Neurol. Sci. 180(1–2),
55–61.

Kennel, P.F., et al. (1996) Neuromuscular
function impairment is not caused by
motor neurone loss in FALS mice: an
electromyographic study, Neuroreport 7(8),
1427–1431.

Kennel, P.F., et al. (1996) Electromyographical
and motor performance studies in the pmn
mouse model of neurodegenerative disease,
Neurobiol. Dis. 3(2), 137–147.

Kirby, J., et al. (2002) Differential gene
expression in a cell culture model of SOD1-
related familial motor neurone disease, Hum.
Mol. Genet. 11(17), 2061–2075.

Klivenyi, P., et al. (1999) Neuroprotective effects
of creatine in a transgenic animal model of
amyotrophic lateral sclerosis, Nat. Med. 5(3),
347–350.



556 Motor Neuron Diseases: Cellular and Animal Models

Kong, J.M., Xu, Z.S. (1998) Massive mitochon-
drial degeneration in motor neurons triggers
the onset of amyotrophic lateral sclerosis in
mice expressing a mutant SOD1, J. Neurosci.
18(9), 3241–3250.

Korinthenberg, R., et al. (1997) Congenital
axonal neuropathy caused by deletions in the
spinal muscular atrophy region, Ann. Neurol.
42(3), 364–368.

Krassioukov, A.V., et al. (2002) An in vitro model
of neurotrauma in organotypic spinal cord
cultures from adult mice, Brain Res. Brain Res.
Protoc. 10(2), 60–68.

Kriz, J., et al. (2002) Minocycline slows disease
progression in a mouse model of amyotrophic
lateral sclerosis, Neurobiol. Dis. 10(3), 268–278.

Kriz, J., et al. (2003) Efficient three-drug cocktail
for disease induced by mutant superoxide
dismutase, Ann. Neurol. 53(4), 429–436.

Kunst, C.B., et al. (2000) Genetic mapping of a
mouse modifier gene that can prevent ALS
onset, Genomics 70(2), 181–189.

La Spada, A.R., et al. (1991) Androgen receptor
gene mutations in X-linked spinal and bulbar
muscular atrophy, Nature 352(6330), 77–79.

Lambrechts, D., et al. (2003) VEGF is a modifier
of amyotrophic lateral sclerosis in mice and
humans and protects motoneurons against
ischemic death, Nat. Genet. 34(4), 383–394.

Lefebvre, S., et al. (1995) Identification and
characterization of a spinal muscular atrophy-
determining gene [see comments], Cell 80(1),
155–165.

Leigh, P.N., et al. (1991) Ubiquitin-immunore-
active intraneuronal inclusions in amy-
otrophic lateral sclerosis. Morphology, dis-
tribution, and specificity, Brain 114(Pt 2),
775–788.

Lesbordes, J.C., et al. (2002) In vivo electrotrans-
fer of the cardiotrophin-1 gene into skeletal
muscle slows down progression of motor neu-
ron degeneration in pmn mice, Hum. Mol.
Genet. 11(14), 1615–1625.

Li, L., et al. (1998) Characterization of spinal
motoneuron degeneration following different
types of peripheral nerve injury in neonatal
and adult mice, J. Comp. Neurol. 396(2),
158–168.

Li, M., et al. (2000) Functional role of caspase-1
and caspase-3 in an ALS transgenic mouse
model, Science 288(5464), 335–339.

Li, M., et al. (2000) Functional role of caspase-1
and caspase-3 in an ALS transgenic mouse
model, Science 288(5464), 335–339.

Lino, M.M., et al. (2002) Accumulation of SOD1
mutants in postnatal motoneurons does not
cause motoneuron pathology or motoneuron
disease, J. Neurosci. 22(12), 4825–4832.

Liu, R., et al. (2002) Increased mitochondrial
antioxidative activity or decreased oxygen free
radical propagation prevent mutant SOD1-
mediated motor neuron cell death and increase
amyotrophic lateral sclerosis-like transgenic
mouse survival, J. Neurochem. 80(3), 488–500.

Lowrie, M.B., et al. (1982) Recovery of slow and
fast muscles following nerve injury during
early postnatal development in the rat, J.
Physiol. 331, 51–66.

Lyon, M.F., et al. (1993) A gene affecting
Wallerian nerve degeneration maps distally
on mouse chromosome 4, Proc. Natl. Acad.
Sci. U. S. A. 90(20), 9717–9720.

Mack, T.G., et al. (2001) Wallerian degeneration
of injured axons and synapses is delayed by
a Ube4b/Nmnat chimeric gene, Nat. Neurosci.
4(12), 1199–1206.

Maragakis, N.J., et al. (2003) Topiramate protects
against motor neuron degeneration in
organotypic spinal cord cultures but not in
G93A SOD1 transgenic mice, Neurosci. Lett.
338(2), 107–110.

Mariotti, R., et al. (1997) Age-dependent
induction of nitric oxide synthase activity in
facial motoneurons after axotomy, Exp. Neurol.
145(2 Pt 1), 361–370.

Martin, N., et al. (2002) A missense mutation in
Tbce causes progressive motor neuronopathy
in mice, Nat. Genet. 32(3), 443–447.

Menzies, F.M., et al. (2002) Mitochondrial
dysfunction in a cell culture model of familial
amyotrophic lateral sclerosis, Brain 125(Pt 7),
1522–1533.

Menzies, F.M., et al. (2002) Selective loss
of neurofilament expression in Cu/Zn
superoxide dismutase (SOD1) linked
amyotrophic lateral sclerosis, J. Neurochem.
82(5), 1118–1128.

Mourelatos, Z., et al. (1996) The Golgi apparatus
of spinal cord motor neurons in transgenic
mice expressing mutant Cu,Zn superoxide
dismutase becomes fragmented in early,
preclinical stages of the disease, Proc. Natl.
Acad. Sci. U. S. A. 93(11), 5472–5477.

Nagai, M., et al. (2001) Rats expressing human
cytosolic copper-zinc superoxide dismutase
transgenes with amyotrophic lateral sclerosis:
associated mutations develop motor neuron
disease, J. Neurosci. 21(23), 9246–9254.



Motor Neuron Diseases: Cellular and Animal Models 557

Nguyen, M.D., et al. (2001) Deregulation of Cdk5
in a mouse model of ALS: toxicity alleviated by
perikaryal neurofilament inclusions, Neuron
30(1), 135–147.

Oosthuyse, B., et al. (2001) Deletion of the
hypoxia-response element in the vascular
endothelial growth factor promoter causes
motor neuron degeneration, Nat. Genet. 28(2),
131–138.

Otomo, A., et al. (2003) ALS2, a novel
guanine nucleotide exchange factor for
the small GTPase Rab5, is implicated in
endosomal dynamics, Hum. Mol. Genet.
12(14), 1671–1687.

Parvari, R., et al. (2002) Mutation of TBCE causes
hypoparathyroidism-retardation-dysmor-
phism and autosomal recessive Kenny-Caffey
syndrome, Nat. Genet. 32(3), 448–452.

Pasinelli, P., et al. (2000) Caspase-1 and -3 are
sequentially activated in motor neuron death
in Cu,Zn superoxide dismutase-mediated
familial amyotrophic lateral sclerosis, Proc.
Natl. Acad. Sci. U. S. A. 97(25), 13901–13906.

Pennica, D., et al. (1996) Cardiotrophin-1, a
cytokine present in embryonic muscle,
supports long-term survival of spinal
motoneurons, Neuron 17(1), 63–74.

Perrelet, D., et al. (2000) IAP family proteins
delay motoneuron cell death in vivo, Eur. J.
Neurosci. 12(6), 2059–2067.

Pramatarova, A., et al. (2001) Neuron-specific
expression of mutant superoxide dismutase
1 in transgenic mice does not lead to motor
impairment, J. Neurosci. 21(10), 3369–3374.

Puls, I., et al. (2003) Mutant dynactin in motor
neuron disease, Nat. Genet. 33(4), 455–456.

Raivich, G., et al. (2002) Cytotoxic potential
of proinflammatory cytokines: combined
deletion of TNF receptors TNFR1 and TNFR2
prevents motoneuron cell death after facial
axotomy in adult mouse, Exp. Neurol. 178(2),
186–193.

Rakowicz, W.P., et al. (2002) Glial cell line-
derived neurotrophic factor promotes the
survival of early postnatal spinal motor
neurons in the lateral and medial motor
columns in slice culture, J. Neurosci. 22(10),
3953–3962.

Raoul, C., et al. (1999) Programmed cell death
of embryonic motoneurons triggered through
the fas death receptor, J. Cell. Biol. 147(5),
1049–1062.

Raoul, C., et al. (2002) Motoneuron death
triggered by a specific pathway downstream

of Fas. potentiation by ALS-linked SOD1
mutations, Neuron 35(6), 1067–1083.

Reaume, A.G., et al. (1996) Motor neurons in
Cu/Zn superoxide dismutase-deficient mice
develop normally but exhibit enhanced cell
death after axonal injury, Nat. Genet. 13(1),
43–47.

Ripps, M.E., et al. (1995) Transgenic mice
expressing an altered murine superoxide
dismutase gene provide an animal model of
amyotrophic lateral sclerosis, Proc. Natl. Acad.
Sci. U. S. A. 92(3), 689–693.

Rossiter, J.P., et al. (1996) Axotomy-induced
apoptotic cell death of neonatal rat facial
motoneurons: time course analysis and
relation to NADPH-diaphorase activity, Exp.
Neurol. 138(1), 33–44.

Rothstein, J.D., et al. (1993) Chronic inhibition
of glutamate uptake produces a model of slow
neurotoxicity, Proc. Natl. Acad. Sci. U. S. A.
90(14), 6591–6595.

Rothstein, J.D., Kuncl, R.W. (1995) Neuroprotec-
tive strategies in a model of chronic glutamate-
mediated motor neuron toxicity, J. Neurochem.
65(2), 643–651.

Sagot, Y., et al. (1995) Polymer encapsulated cell
lines genetically engineered to release ciliary
neurotrophic factor can slow down progressive
motor neuronopathy in the mouse, Eur. J.
Neurosci. 7(6), 1313–1322.

Schmalbruch, H. (1984) Motoneuron death after
sciatic nerve section in newborn rats, J. Comp.
Neurol. 224, 252–258.

Schmalbruch, H., et al. (1991) A new mouse
mutant with progressive motor neuronopathy,
J. Neuropathol. Exp. Neurol. 50, 192–204.

Schmalbruch, H., Rosenthal, A. (1995) Neuro-
trophin-4/5 postpones the death of injured
spinal motoneurons in newborn rats, Brain
Res. 700(1–2), 254–260.

Schnaar, R.I., Schaffner, A.E. (1981) Separation
of cell types from embryonic chicken and rat
spinal cord: characterization of motoneuron-
enriched fractions, J. Neurosci. 1(2), 204–217.

Sendtner, M., et al. (1990) Ciliary neurotrophic
factor prevents the degeneration of motor
neurons after axotomy, Nature 345(6274),
440–441.

Sendtner, M., et al. (1992) Brain-derived
neurotrophic factor prevents the death of
motoneurons in newborn rats after nerve
section, Nature 360, 757–759.

Sendtner, M., et al. (1992) Ciliary neurotrophic
factor prevents degeneration of motor



558 Motor Neuron Diseases: Cellular and Animal Models

neurons in mouse mutant progressive
motor neuronopathy, Nature 358(6386),
502–504.

Subramaniam, J.R., et al. (2002) Mutant SOD1
causes motor neuron disease independent of
copper chaperone-mediated copper loading,
Nat. Neurosci. 5(4), 301–307.

Tandan, R., Bradley, W.G. (1985) Amyotrophic
lateral sclerosis: Part 1. Clinical features,
pathology, and ethical issues in management,
Ann. Neurol. 18(3), 271–280.

Terrado, J., et al. (2000) Soluble TNF receptors
partially protect injured motoneurons in
the postnatal CNS, Eur. J. Neurosci. 12(9),
3443–3447.

Tian, G., et al. (1996) Pathway leading to correctly
folded beta-tubulin, Cell 86(2), 287–296.

Tu, P.H., et al. (1996) Transgenic mice carrying
a human mutant superoxide dismutase
transgene develop neuronal cytoskeletal
pathology resembling human amyotrophic
lateral sclerosis lesions, Proc. Natl. Acad. Sci.
U. S. A. 93(7), 3155–3160.

Ugolini, G., et al. (2003) Fas/tumor necrosis
factor receptor death signaling is required
for axotomy-induced death of motoneurons
in vivo, J. Neurosci. 23(24), 8526–8531.

Van Westerlaak, M.G., et al. (2001) Chronic
mitochondrial inhibition induces glutamate-
mediated corticomotoneuron death in an
organotypic culture model, Exp. Neurol. 167(2),
393–400.

Vanderluit, J.L., et al. (2003) In vivo application
of mitochondrial pore inhibitors blocks the
induction of apoptosis in axotomized neonatal
facial motoneurons, Cell. Death Differ. 10(9),
969–976.

Vukosavic, S., et al. (1999) Bax and Bcl-2
interaction in a transgenic mouse model

of familial amyotrophic lateral sclerosis, J.
Neurochem. 73(6), 2460–2468.

Waldmeier, P.C., et al. (2000) Neurorescuing
effects of the GAPDH ligand CGP 3466B, J.
Neural. Transm. Suppl. 60, 197–214.

Wang, L.J., et al. (2002) Neuroprotective effects
of glial cell line-derived neurotrophic factor
mediated by an adeno-associated virus
vector in a transgenic animal model of
amyotrophic lateral sclerosis, J. Neurosci.
22(16), 6920–6928.

Wang, M.S., et al. (2001) The WldS protein
protects against axonal degeneration: a model
of gene therapy for peripheral neuropathy,
Ann. Neurol. 50(6), 773–779.

Wang, M.S., et al. (2002) WldS mice are resistant
to paclitaxel (taxol) neuropathy, Ann. Neurol.
52(4), 442–447.

Wong, P.C., et al. (1995) An adverse property
of a familial ALS-linked SOD1 mutation
causes motor neuron disease characterized
by vacuolar degeneration of mitochondria,
Neuron 14(6), 1105–1116.

Xia, X.G., et al. (2003) An enhanced U6 promoter
for synthesis of short hairpin RNA, Nucleic
Acids Res. 31(17), e100.

Yan, Q., et al. (1992) Brain-derived neurotrophic
factor rescues spinal motor neurons from
axotomy-induced cell death, Nature 360(6406),
753–755.

Yang, Y., et al. (2001) The gene encoding
alsin, a protein with three guanine-nucleotide
exchange factor domains, is mutated in a form
of recessive amyotrophic lateral sclerosis, Nat.
Genet. 29(2), 160–165.

Zhu, S., et al. (2002) Minocycline inhibits
cytochrome c release and delays progression of
amyotrophic lateral sclerosis in mice, Nature
417(6884), 74–78.



559

Motor Neuron Diseases:
Molecular Mechanism,
Pathophysiology, and
Treatments

Michael Sendtner
Institute of Clinical Neurobiology, Wuerzburg, Germany

1 Neuronal Cell Death: Implications for Motoneuron Disease 560

2 Motor Neurons: Anatomical Aspects 561

3 Clinical Appearance and Pathology 562
3.1 Inherited forms of MND: the Identification of Gene Defects,

Animal Models, and Disease Mechanisms 562
3.2 Basic Pathological Findings of ALS 565

4 Sporadic MND: The Pathophysiological Mechanisms Are Still Obscure 566
4.1 The Autoimmune Hypothesis of Motoneuron Disease 567
4.2 Toxic Lesions of Motor Neurons 567

5 Oxidative Stress: Is Motoneuron Degeneration in Familial ALS
Due to Loss or Gain of Function of the Enzyme Superoxide Dismutase? 568

6 Disintegration of Axonal Transport: Implications for MND 569

7 Identification of Neurotrophic Factors and Cytokines that
can Regulate Survival and Function of Motor Neurons 571

8 Future Prospects for Treatment of MND 571

Bibliography 573
Books and Reviews 573
Primary Literature 573

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 8
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30550-5



560 Motor Neuron Diseases: Molecular Mechanism, Pathophysiology, and Treatments

Keywords

Amyotrophic Lateral Sclerosis (ALS)
A clinical syndrome defined by degenerative changes of lower and upper
motor neurons.

Motor Neuron Disease (MND)
A variety of sporadic and inherited diseases characterized by muscle weakness due to
primary degeneration of motor neurons of the spinal cord, brain stem motor nuclei,
and populations of central motor neurons.

Neurotrophic Factors
Polypeptide molecules that support the survival of specific populations of neuronal
cells, such as spinal motor neurons in culture and in vivo, via specific
signal-transducing receptors.

Spinal Muscular Atrophy (SMA)
A group of disorders that are characterized by degeneration of lower (spinal and
bulbar) motor neurons.

� The term ‘‘motor neuron disease’’ refers to a variety of devastating neurological
disorders characterized by a generalized degeneration of motoneurons. The common
clinical manifestations of such disorders are progressive muscle weakness and often
death by respiratory failure. Inherited and sporadic forms occur. Further clinical
distinctions are made according to the onset of the disorder and whether the disease
involves only spinal and bulbar motor neurons (spinal muscular atrophy), or both
the lower and upper motor neurons. The most common forms of motor neuron
disease are spinal muscular atrophy with an incidence of 1 : 6000 to 10 000 newborns,
and sporadic amyotrophic lateral sclerosis with a prevalence of 1 : 100 000, which
corresponds to an incidence of 1 : 10 000. About 90% of all cases of amyotrophic
lateral sclerosis are sporadic. This disorder affects mostly adults, has a typical
clinical appearance, is noninherited, still incurable, and invariably fatal. Recent years
have seen the identification of a variety of disease mechanisms, which all lead to
the degeneration of motor neurons. Thus, pharmacological approaches that can
interfere with degeneration and cell death can now be developed but are complicated
by the fact that such therapeutic strategies might work only in subpopulations and
not in all patients with this disease.

1
Neuronal Cell Death: Implications for
Motoneuron Disease

Motor neurons were among the first
populations of neurons that were seen to

undergo cell death to a significant extent
during development. Such observations,
made in the first part of the twentieth cen-
tury, led to the concept of programmed
cell death in the nervous system and to the
proposal that target-derived neurotrophic
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factors play a key role in the maintenance
of motor neuron survival and function dur-
ing the development and in the adult.
In the meantime, a variety of such neu-
rotrophic factors have been characterized
on the molecular and functional levels,
and genetic analysis of patients with mo-
tor neuron disease has revealed that only
very few patients show mutations or dele-
tions in the genes for these factors. In such
cases, it has been found that mutations in
the genes for CNTF (ciliary neurotrophic
factor) and LIF (Leukaemia inhibitory fac-
tor) might act as modifiers, but not as the
cause for the disease. Both in patients and
in a mouse model of familial ALS, ho-
mozygous inactivation of the CNTF gene
leads to earlier disease onset. However,
the cause of the disease might lie in other
functional defects that are not related to
the expression of neurotrophic factors or
their effects on motor neurons. Studies
with mouse models have shown that over-
expression of mutant forms of Superoxide
dismutase-I (SOD-I) leads to motor neu-
ron disease and that mutations in genes
that are relevant for axonal transport and
maintenance of axonal processes seem to
be more relevant than mechanisms that
regulate survival and/or cell death of the
motor neuron cell bodies. This indicates
that the cell death of motor neuron cell
bodies in motor neuron disease might be
a secondary phenomenon that occurs as
a consequence of axonal defects. On the
other hand, a mouse model in which the
gene for bcl-2, a key regulator of cellu-
lar survival, has been inactivated shows
postnatal degeneration of motor neurons.
Moreover, cell culture models have re-
vealed that motor neurons derived from
SOD-I transgenic mice are much more
sensitive to pro-apoptotic stimuli such as
Fas ligand and others. In addition, the

induction of cell death after binding of ex-
cess glutamate to AMPA receptors is also
discussed as a cause of motor neuron cell
death in motor neuron disease (MND).

Movement of higher organisms requires
nerve cells for coordination. The anatomy
and physiology of the motor neurons
innervating the skeletal musculature is
highly conserved from lower to higher
vertebrate species – much more than in
other parts of the nervous system that
are responsible for higher brain functions
which are, for example, defective in
Alzheimer’s disease and other form of
dementia. Thus, motor neurons appear as
an ideal subject to study neurodegenerative
mechanisms in cell culture models, animal
models, and to compare these findings
with clinical data.

2
Motor Neurons: Anatomical Aspects

The skeletal musculature is innervated
by motor neurons located either in the
ventral part (the ventrolateral horn) of the
spinal cord or in the brain stem motor
nuclei. The cell bodies of these motor
neurons reside within the central nervous
system, and the axons project into the
nerves of the peripheral nervous system
to the muscle, which they innervate. Many
of these axons reach considerable length.
For example, the cell bodies of motor
neurons innervating the foot muscles are
located in the lumbar spinal cord; thus,
the total length of these cells can exceed
1 m in humans. This specific property
identifies motor neurons as being among
the most highly organized cell types of
higher organisms.

The transmitter synthesized by motor
neurons and released at the motor end
plate, the specific synapses in skeletal
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muscle, is acetylcholine. Cholinergic neu-
rotransmission to muscle cells is highly
conserved from lower organisms to man.

Spinal motor neurons are in contact with
many other cell types, including other neu-
rons, in particular, interneurons of the
spinal cord, astrocytes, oligodendrocytes in
the central nervous system, and Schwann
and muscle cells in the periphery. They
receive synaptic inputs both from propri-
oceptive sensory neurons and from spinal
interneurons. These interneurons receive
input from upper motor neurons. The up-
per motor neurons can also project directly
to spinal motor neurons. Interneurons in
the spinal cord are responsible for spinal
reflexes, and also coordinate patterns for
coordinated motor neuron innervation,
which are responsible for movement. Neu-
rons of the cortical spinal tract (upper
motor neurons), projecting to spinal and
brain stem motor neurons either directly
or via interneurons, are important for vol-
untary movement. The cell bodies of these
upper motor neurons are located in the
brain in specific regions of the precen-
tral cortex. These cells are also affected
by degenerative changes in various forms
of human MND, in particular, in amy-
otrophic lateral sclerosis (ALS).

3
Clinical Appearance and Pathology

3.1
Inherited forms of MND: the Identification
of Gene Defects, Animal Models, and
Disease Mechanisms

In the case of inherited MND, more than
50 different forms have been distinguished
on the basis of clinical parameters. The
underlying gene defects for the major
forms of MND in childhood, classical

SMA, and spinal muscular atrophy with
respiratory distress (SMARD) have been
identified, and the gene defects for three
out of five forms of familial amyotrophic
lateral sclerosis are known. Furthermore,
an increased size of a polymorphic triplet
(CRG repeat) in the coding region of
the androgen receptor gene on the X
chromosome has been identified as the
cause of X-linked spinal muscular atrophy.
This defect leads to progressive muscle
weakness and atrophy, as well as to
gynecomastia and reduced fertility in
affected males. Although only about 10%
of adult onset ALS is familial, this group
appears to be heterogeneous. The first
identified gene defect that accounts for
about 10 to 20% of familial ALS are point
mutations in the gene for Cu2+/Cn2+-
dependent superoxide dismutase (SOD-
I). More than 50 different mutations
in this gene have been identified most
of them leading to autosomal dominant
ALS, but there are also mutations in this
gene that cause an autosomal recessive
form of the disease. Clinically, there
seems to be no clear correlation between
disease onset or severity with specific
mutations in the SOD-I gene, suggesting
that modifiers exist.

However, some types of mutations in the
SOD-I gene are prone to cause severe and
rapid course of the disease, for example,
the A4V mutation, whereas others, that
is, E21G, G37R, D90A, G93C, G93V,
I104F, L144S, and I151T are generally
associated with survival times of more
than 10 to 15 years. The D90A mutation
is generally inherited as a recessive
trait, and this mutation exists also as
a polymorphism in the Scandinavian
population. There are studies suggesting
that about 100 000 heterozygous carriers
for the D90A polymorphism exist in
Finland alone.
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The gene for another autosomal reces-
sive form of ALS, which is coupled to
mutations in the Chr2q33 region, has
been identified as a mutation in Alsin2.
This gene encodes for a GTP exchange
factor, which resembles other RanGEF or
RhoGEF molecules. This finding appears
interesting, as such factors appear as the
major signal mediators for extracellular
regulators of axon growth and possibly
also for axon maintenance. The gene for
another rare autosomal dominant form of
juvenile ALS (ALS 4) has been recently
identified on chromosome 9q34 as mis-
sense mutation (T3I, L389S, and R2136H)
in the senataxin gene. This gene encodes
for a protein of more than 300 kD. The
function of this protein is still unknown,
but it contains a DNA/RNA helicase do-
main with homology to human IGHMBP2
that has been shown to be mutant in a
specific form of spinal muscular atrophy
with respiratory distress (SMARD 1). In-
terestingly, mutations in senataxin lead to
an early form of ALS and patients nor-
mally fall ill at an age >25 years. This
suggests that some forms of SMA and
juvenile ALS are pathophysiologically re-
lated. Rapid progress is currently made in
the identification of other forms of famil-
ial ALS.

A major breakthrough in understand-
ing the cause of motor neuron disease
in children was the identification of the
underlying gene defect in classical SMA.
Familial forms of lower motor neuron
degeneration are among the most com-
mon genetic causes of death in children,
leading to muscle weakness and respira-
tory failure within a few years after birth
in the most severe forms. According to
their severity, the autosomal inherited dis-
orders are classified as spinal muscular
atrophy type I (most severe form, also
named Werdnig–Hoffmann disease), type

II and type III (Kugelberg–Welander dis-
ease). All three forms map to chromosome
5 (5q13). The responsible gene defect
for all three forms of SMA type is lo-
cated in the survival motoneuron (SMN1)
gene, which is positioned within a du-
plicated region on human chromosome
5q13. Homozygous mutation or lack of
the telomeric SMN gene is associated with
SMA, whereas mutations within the cen-
tromeric copy are not responsible for SMA.
The number of centromeric copies of the
SMN gene varies, and various lines of
evidence suggest that the number of cen-
tromeric SMN copies (SMN2) and the
levels of SMN2 gene expression corre-
late with the severity of the disease. In
general, patients with less severe forms
(SMA type III, Kugelberg–Welander) have
more copies of the centromeric SMN2
gene than patients with type I SMA (Werd-
nig–Hoffmann’s disease).

The SMN gene is highly conserved
among higher organisms. Orthologous
genes have been identified in mouse,
drosophila, Caenorhabditis elegans, and the
fission yeast Schizosaccharomyces pombe.
The SMN gene duplication is an event
that took place just after the divergence
of rodents and primates. In humans,
both SMN copies differ in that full-
length protein is predominantly produced
from the telomeric SMN gene copy.
The expression of the truncated SMN2
protein is caused by a C > T exchange
at position +6 in exon 7, which leads
to skipping of exon 7 encoded regions
in about 70% of the protein product
derived from the SMN2 gene. This specific
gene constellation has not been observed
in primates, indicating that differential
splicing for exon 7 with consequent
development of SMA is restricted to
humans. Point mutations in the telomeric
SMN gene are only observed in 5% of
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SMA patients. Hot spots of mutational
events are found in exon 6 and the 5′ part
of exon 7. These regions code for the SMN
homodimerization domain.

In the past two years, many efforts have
been made both in the identification of
SMN-associated proteins and the analysis
of cellular functions of SMN and SMN-
associated proteins. The SMN gene is
ubiquitously expressed and encodes for
a protein of 294 amino acids, which is
found both in the nucleus within specific
structures called gemini of coiled bodies
(gems) and in the cytoplasm, both in
the cell body and in axons. A group of
interacting proteins, which are colocalized
in the nucleus includes gemin-2, gemin-
3/gp103, a putative DEAD box RNA
helicase, gemin-4, which interacts with
gemin-3, but not directly with SMN,
profilin, fibrillarin, and spliceosomal U
snRNPs of the Sm class. The so-called
SMN complex also includes other proteins
called gemin-5 – 7. The SMN complex is
involved in the biogenesis of spliceosomal
U snRNPs. U snRNPs are involved in pre-
mRNA splicing in the nucleus. Antibodies
raised against gemin-2 and SMN interfere
with binding of SMN to U snRNAs.
This indicates that the SMN complex is
essential for the assembly of U snRNPs.
Indeed, gene knockout of Smn and gemin-2
in mice is embryonic lethal at early stages
of development before blastocysts implant
in the uterus. In contrast to humans, the
SMN gene is not duplicated in mice.

U snRNP assembly is essential for all
types of cells and not only for motor
neurons. Therefore, the specificity of a dis-
ease process for motor neurons remains
obscure. The question of why reduced
amounts of ubiquitously expressed SMN
protein specifically cause degeneration of
motor neurons without affecting other

somatic cell types is still not fully an-
swered. One explanation could be that
SMN, in addition to its reported function,
exhibits motor neuron–specific functions
that are not relevant for other cells. It
is not clear whether all SMN protein
is bound to gemin-2 in vivo, and evi-
dence from immunohistochemistry indi-
cates that Smn – but not other proteins
of the Smn complex – is enriched in axon
terminals. In this specific part of motor
neurons, the Smn protein seems asso-
ciated with the hnRNP R protein. The
interaction of SMN with hnRNP R re-
quires the exon 7 encoded domains. A
complex of SMN and hnRNP R is as-
sociated with the 3′-untranslated region
of the β-actin mRNA, and mouse mod-
els of SMA, which exhibit reduced levels
of Smn protein show reduced accumula-
tion of β-actin mRNA in axon terminals.
This correlates with β-actin protein lev-
els in axon terminals and reduced axon
growth in cultured motor neurons from
Smn-deficient mice. Surprisingly, survival
of isolated motor neurons with reduced
SMN levels is not altered in comparison
to wild-type controls. This indicates that
the degeneration of motoneurons in the
mouse model for spinal muscular atrophy
might be a consequence of axonal defects.
Lack of motor neuron function and degen-
eration of motor endplates and terminal
axon also affects the capacity of these
motor neurons to take up neurotrophic
factors. Retrograde transport of these lig-
ands together with their receptors to the
cell bodies is reduced, and this should
result in degeneration of motor neurons,
which is similar to that in mouse models
that lack receptors for neurotrophic factors
such as gp130, LIFR-β, or CNTFR-α.

In patients with sporadic motor neuron
disease, mutations were identified in the
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gene coding for heavy neurofilaments sub-
unit. These mutations lead to alterations
in the KSP-region, a domain with lysine-
serine-proline-repeats, which is known to
form the side-arm structures that cross-
link the neurofilaments. This finding is
particularly interesting in the light of neu-
rofilaments pathology observed in ALS
patients. However, such mutations are rare
and only found in about 1% of patients
with sporadic ALS.

Mutations were also found in the gene
for dynactin, which points to a role by ax-
onal transport in the pathophysiology of
MND. Transgenic mice in which individ-
ual components of the axonal transport
machinery are inactivated show classi-
cal signs of motor neuron disease. Also,
the identification of the underlying gene
defect in the mouse mutant progressive
motoneuron disease (pmn) points to the
relevance of axonal transport for the patho-
physiology of MND. A point mutation in
the tubulin-specific chaperone E gene is re-
sponsible for the motor neuron disease in
this mouse model. Interestingly, disease
onset and progression can significantly
be modulated by pharmacological treat-
ment with the neurotrophic factor ciliary
neurotrophic factor (CNTF). This indicates
that the role of neurotrophic factors is not
restricted to the promotion of neuronal
survival, but extends to axonal mainte-
nance, regulation of microtubule synthe-
sis, and regulation of axonal transport.

Interestingly, the androgen receptor, the
Cu2+/Cn2+-dependent superoxide dismu-
tase, and neurofilament genes are widely
expressed and little is known about what
makes the disease process specific to
motor neurons. It can be speculated
that generalized disorders might mani-
fest themselves as MND, possibly because
motor neurons are more vulnerable or sen-
sitive to any of these defects than other cell

types. Moreover, these examples demon-
strate that different, unrelated gene defects
have a similar clinical appearance resem-
bling typical signs of MND indicating that
MND cannot be considered to be a homo-
geneous disorder.

3.2
Basic Pathological Findings of ALS

As a characteristic feature of ALS (albeit
with significant variation from case to
case), loss of motor neurons occurs. The re-
maining cells appear shrunken, dark, with
basophilic cytoplasm and pyknosis of the
nuclei. Shrinkage of the cells, which pre-
cedes neuronal death, occurs in both upper
and lower motor neurons. It has been
suggested that the degeneration of lower
motor neurons is a consequence of the loss
of corticobulbar neurons. However, mor-
phometric comparison of the loss of upper
and lower motor neurons does not support
such hypotheses. The morphological char-
acteristics of motor neuron cell death such
as disintegration of the Golgi complex,
loss of Nissl structure, shrinkage, any par-
ticular pyknosis of the nuclei, very much
resemble the changes occurring during
apoptosis. However, experimental proof is
poor that motor neuron cell death in all
forms of MND is apoptotic. Several stud-
ies with postmortem ALS spinal cord have
identified TUNEL-positive motor neurons.
However, it is not clear whether classical
apoptotic mechanisms are responsible for
cell death, and when they are activated dur-
ing the course of the disease. In particular,
it remains to be demonstrated that apop-
totic mechanisms are disturbed at early
stages before first symptoms of the disease
become clinically apparent.

Increasing evidence suggests that the
disease process in ALS, the most common
form of MND, might not be limited to
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motor neurons. There is also evidence of
abnormal rates of degeneration in sensory
neurons, but there is little doubt that the
motor system is the site of predominant
manifestation of the disease. Impairment
of axonal transport might underlie many of
the pathological characteristics. Inclusion
bodies of several types have been described
in the perikarya of motor neurons, such as
basophilic inclusion, which are thought
to consist mainly of RNA, eosinophilic
Bunina bodies that resemble autophago-
somes, and hyaline-inclusion, originally
thought to be characteristic of familial ALS.
This points to a role of abnormal protein
degradation via the proteasome system,
and experimental evidence mainly from
cultured neurons suggests that increased
proteasome activity can interfere with the
pathological mechanisms in some models
of MND, such as cell lines overexpressing
mutant forms of SOD-I. Hyaline inclu-
sions consist of densely packed phosphory-
lated neurofilaments, and it is believed that
an impairment of slow anterograde axonal
transport is responsible for their accumu-
lation in the perikarya of motor neurons.
Thus, defects in axonal transport and in
protein degradation could play together in
the pathophysiology of MND. The concept
of impaired axonal maintenance is fur-
ther supported by the finding that more
myelinated nerve fibers are detectable in
proximal than in distal parts of motor
nerves of ALS patients. Failure of motor
neurons to maintain distal structures such
as the endplates appears as an early stage
in the disease process. Evidence of the de-
generation of endplates in early stages of
the disease has been derived both from
electrophysiological (spontaneous muscle
fiber activity) and morphological studies.
The disease then progresses to degenera-
tion of the axons in a dying-back fashion,
finally leading to degeneration of the cell

bodies in the spinal cord and brain stem.
Clinical symptoms are expected to become
apparent only after it has become impossi-
ble to compensate for the loss of functional
motor neurons by collateral sprouting and
rearrangement of motor units. This coin-
cides with the stage at which motor neuron
nerve terminals are affected. Thus, clinical
symptoms can precede the degeneration
of cell bodies.

4
Sporadic MND: The Pathophysiological
Mechanisms Are Still Obscure

The majority of cases (>90%) of MND
occur sporadically, precluding the analy-
sis of underlying gene defects by classi-
cal molecular genetic analysis. Candidate
gene approaches have been conducted in
only a few places, and it is premature
to state whether the identified mutations
may be responsible for the development of
the disease in general or only in small
subsets of patients. For example, gene
defects of heavy neurofilament subunits
have been observed only in a few patients
(see Sect. 3.1). However, these data do not
tell us whether spontaneous gene defects
are pathogenic, or whether epigenetic in-
fluences (such as intoxication, infection,
autoimmune disorders, or any combi-
nation of such mechanisms) might be
responsible for the disorder. Moreover, de-
fects in the genes coding for neurotrophic
factors or their receptors such as CNTF or
CNTFR-α have been observed in healthy
individuals and in patients with neuro-
logical disorders. Targeted disruption of
such genes in mice leads to slow degen-
eration of motor neurons and changes in
motor axons in the case of ciliary neu-
rotrophic factor gene knockout. However,
symptoms of muscle weakness are only
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very mild. Mice with gene defects in the
CNTFR-α or LIFR-β gene die around birth
and thus cannot be considered as a model
for human MND. The severe discrep-
ancy between gene activation of ligands
such as CNTF or LIF and for receptor
components such as CNTFR-α or LIFR-β
suggests that defects in the genes for neu-
rotrophic factors are compensated for by
other members of the same gene family.
In this case, MND would only occur when
such compensatory mechanisms fail or
when several kinds of degenerative influ-
ences act together, leading to such severe
cellular dysfunction of motor neurons that
compensatory mechanisms are not suffi-
cient to prevent functional deficits.

There have been suggestions that many
pathological mechanisms, some of them
listed in Sect. 3, may be responsible for
MND, but convincing evidence that inter-
ference with any of them results in an
effective treatment of MND is still lack-
ing. The only effective drug currently used
for treatment of MND, Riluzole, interferes
with a variety of mechanisms including
glutamate toxicity, function of ion chan-
nels, and possibly additional intracellular
signaling pathways, which modulate the
function and structural maintenance of
motor neurons. The conclusion that can
be drawn from this situation is that basic
mechanisms of MND are far from be-
ing understood.

4.1
The Autoimmune Hypothesis of
Motoneuron Disease

There are many reports of abnormal im-
munological findings in MND patients.
One of the most intriguing is the toxi-
city of serum from ALS patients to cul-
tures of isolated motor neurons. Moreover,

abnormalities in the composition of sub-
groups of peripheral blood lymphocyte
subsets have been described; for example,
there is a decrease in mature T lympho-
cytes (CD3-positive cells) and a shift in the
CD4/CD8-ratio in favor of CD8-positive
cells, as well as an increase in natu-
ral killer cells (CD57 and CD16 positive
cells). However, these findings have not
been confirmed by recent studies. Another
line of evidence has been derived from
studies searching for autoantibodies di-
rected at nerve antigens. Such studies have
revealed antibodies against gangliosides
(GM1), acetylcholine esterase, and L-type
or P-type Ca2+-channels. Such findings
are in apparent contrast to many unsuc-
cessful efforts to treat ALS by immuno-
suppressive strategies. Even total body
lymph node irradiation was without effect.
Some patients with high titers of anti-
GM1-antibodies diagnosed as ALS exhibit
peripheral nerve multifocal conduction
block and are now considered to reflect a
subgroup of chronic multifocal inflamma-
tory neuropathy rather than degenerative
MND. It now appears conceivable that in
the course of MND epitopes on motor
neurons that usually are hidden to the im-
mune system become exposed, they allow
secondary autoimmune mechanisms to
come into play and add to the degenerative
changes in motor neurons. Even if autoim-
mune mechanisms are not primary events,
they could contribute to the clinical picture
of MND by accelerating the functional im-
pairment of the remaining motor neurons.

4.2
Toxic Lesions of Motor Neurons

Intoxication with ingredients of cycad
plants is thought to be responsible for
the ALS-Parkinsonism-dementia complex
found in Chamorro populations in the
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Western Pacific Islands. Since, however,
the disease has been reported to occur up to
several decades after exposure to the toxic
agents, it is not clear whether the intoxica-
tion itself is responsible for the disease or
whether it induces a long-lasting increase
in the vulnerability of motor neurons to
other agents. It has been suggested that
β-N-methylamino-L-alanine (LBMAA) or
the increased concentrations of glutamate
and abnormal excitatory amino acids de-
tectable in the cerebrospinal fluid of ALS
patients could induce motor neuron de-
generation via glutamate receptors. Glu-
tamate toxicity via N-methyl-D-aspartate
(NMDA) receptors is a common degen-
erative mechanism in other disorders of
the nervous system such as stroke and
CNS-trauma. However, clinical trials with
NMDA-receptor antagonists such as dex-
tromethorphan have not shown efficiency
in ALS patients. However, there is evi-
dence in vitro that AMPA receptors, in
particular, Ca2+ influx through this recep-
tor, are responsible for glutamate toxicity
in motor neurons. EAAT2 variant tran-
scripts have been found in the brain of
ALS patients in combination with reduced
EAAT2 protein levels. This is thought
to cause elevated glutamate levels at the
synapses that are located on the dendrites
of bulbar and spinal motor neurons. Fur-
ther evidence of glutamate toxicity in ALS
is based on the efficacy of Riluzole, the
only available drug for treatment of ALS
up to now. This drug candidate is thought
to act as a presynaptic inhibitor of gluta-
mate release, but there is also evidence for
other mechanisms of action. The role of
glutamate toxicity in motor neurons has
also been demonstrated after viral infec-
tion. Neuroadapted Sindbis virus mediates
motor neuron death indirectly via an ex-
citotoxic mechanism involving glutamate
and calcium-permeable AMPA receptors.

5
Oxidative Stress: Is Motoneuron
Degeneration in Familial ALS Due to Loss
or Gain of Function of the Enzyme
Superoxide Dismutase?

Mutations within the Cu/Zn-dependent
superoxide dismutase (SOD-I) gene on
chromosome 21 in about 2 to 5% of ALS
patients has led to reinvestigations of all
the observations and speculations that ox-
idative damage may play a pathogenic role
in MND. SOD-I had already been the focus
of interest in the context of the Alzheimer-
like neurodegenerative changes associated
with Down Syndrome. In the search
for genes responsible for degenerative
changes, patients with partial duplica-
tion of chromosome 21 translocated to
other chromosomes were analyzed, and
the 21q22 region has been found to be
critical. Among the roughly 100 genes
encoded in this region, the SOD-I gene
was considered to be a good candidate,
the duplication and consequent overex-
pression of which might be responsible
for the degenerative changes observed in
Down Syndrome: Indeed, overexpression
of SOD-I in neural cell lines results in
impaired neurotransmitter metabolism.

To obtain information on a possible
role of increased SOD-I activity in neu-
rodegenerative processes in more detail,
transgenic mice overexpressing the hu-
man SOD-I gene under its homologous
promoter were produced. These trans-
genic mice show pathological changes in
motor neurons, such as withdrawal and
destruction of terminal axons at the neu-
romuscular endplates and development of
multiple small terminals in comparison to
normal age-matched mice. Surprisingly,
gene knockout of the SOD-I gene did not
lead to MND, indicating that this enzyme
is dispensable for maintenance of motor
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neurons, and its function is probably fully
compensated by other enzymes such as
SOD-II.

In the meantime, more than 60 muta-
tions have been reported in patients with
autosomal dominant ALS (ALS-1). These
are widely scattered over the gene with hot
spots in exon 4 and 5. Mutations of the
conserved glycine at position 93 are quite
abundant, and the A4V mutation, which
is in particular found in North Ameri-
can families, generally leads to a severe
course of ALS. The D90A mutation is
quite abundant in Sweden and Finland,
and in contrast to the other mutations, it
is inherited as a recessive trait. 1 to 2%
of the population in Scandinavia is het-
erozygous for the D90A allele. In Finland,
about 100 000 persons are estimated to
be carriers of this mutation. In general,
patients with the D90A homozygous mu-
tation show a relatively mild form of ALS
with an average survival time of more than
10 years. Surprisingly, the age of onset
does not differ from very severe forms such
as the A4V form, indicating that other fac-
tors determine the age of onset, which act
independently from those that determine
survival time. Enzyme activity of SOD-I is
only reduced by about 50% in most pa-
tients with familial ALS, as expected for
autosomal dominant inheritance, leaving
one allele of the SOD-I gene intact. It was
suggested that the mutations lead to de-
creased enzyme activity either by causing
an allosteric effect on the active center
of the enzyme or by interfering with the
formation of dimers, which is the form in
which the enzyme naturally occurs in cells.

Mice with transgenic overexpression of
mutant SOD-I generally show protein ag-
gregates and other alterations in motor
neurons, which become clearly detectable
when the disease is clinically appar-
ent. However, it is not fully understood

whether such aggregates are responsi-
ble for the disease. Alternatively, it has
been suggested that the inability of mu-
tant SOD-I to bind copper might lead to
accumulation of protein complexes and
toxicity of free copper in cells and thus to
neurodegeneration. Acquisition of copper
by SOD-I requires a specific copper chap-
erone, a member of the family of metal-
lochaperones, which regulate intracellular
trafficking of metal ions. However, inacti-
vation of this chaperone in each of the three
most frequently used mouse models for
ALS indicates that the disease is unaffected
by elimination of copper loading. This ar-
gues against the possibility that primary
toxicity arises from aberrant copper within
the neurons. Morphological changes in
mitochondria within motor neurons were
observed as an early feature both in SOD-
IG37R and SOD-IG93A –transgenic mice.
This correlates with reduced mitochon-
drial function at least in SOD-IG93A. In-
terestingly, mutant SOD-IG93A has been
detected within spinal cord mitochondria,
and recent studies have shown that the
accumulation of mutant SOD-I in mito-
chondria is also found in other ALS-linked
mutations, and that these changes lead
to damage of mitochondria-bound pro-
teins. Therefore, it has been suggested
that motor neuron–specific damage of mi-
tochondria might be the reason for the
selective toxicity of mutant SOD-I in MND.

6
Disintegration of Axonal Transport:
Implications for MND

Several mouse mutants have been iden-
tified or generated in which disturbance
of components of the cytoskeleton, of mi-
crotubuli, or of components of the axonal
transport machinery lead to typical signs
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of MND. Recently, missense point mu-
tations in the cytoplasmic dynein heavy
chain have been identified as the cause for
motor neuron disease in Loa- and CIra1-
mutant mice. Dynein is part of the motor
complex for protein and vesicle movement
along microtubules in the minus-end di-
rection and thus an important component
for retrograde axonal transport. Interest-
ingly, the defect does not only lead to
reduced retrograde transport but also to
progressive postnatal loss of motor neu-
rons. Whereas motor neuron loss is not
detectable at an age of 3 months, about
50% of the motor neurons are lost at 16 to
19 months. Mutations in the p150 subunit
of the transporter protein dynactin have
been identified in a family with autoso-
mal dominant progressive MND. Dynactin
binds both to microtubules and to dynein,
and thus acts as an essential component
of the axonal transport machinery, which
mediates binding of transport vesicle and
transport proteins to microtubules. Mice
in which dynamitin, the p50 inhibitory
subunit of the dynactin complex, is over-
expressed also show late onset MND.

Other widely used mouse models are
Pmn mice, which develop a rapidly pro-
gressive form of MND between the third
and fifth postnatal weeks. Histologically,
the mice exhibit atrophy and loss of motor
axons and at a later stage loss of motor neu-
ron cell bodies in the spinal cord and brain
stem motor nuclei. In addition, neurons
in the red nucleus degenerate. The ax-
onal projections from this nucleus to the
spinal motor neurons – the corticospinal
tract – are functionally linked to the cor-
ticospinal tract in rodents and contribute
significantly to the innervation of spinal
motor neurons. It thus functionally re-
sembles the upper motor neuron input to
lower motor neurons in higher vertebrates.
As the cause of the disease, a single amino

acid exchange in the most C-terminal part
of the tubulin-specific chaperone E (TBCE)
protein was identified. The resulting pro-
tein appears less stable, but it could also be
that translocation of the protein to axons,
the function of the protein or interactions
with other functionally relevant proteins
are affected. These hypotheses need addi-
tional experimental data.

In summary, these data suggest that
axonal transport plays an essential role
in motor neuron maintenance, and future
research on the pathophysiology of MND
in humans will focus on the question
whether defects in axonal transport are an
early or late phenomenon in the disease.

The cytoskeleton of most animal cells
contains a variety of elements also includ-
ing thin actin filaments and intermediate
filaments in addition to the microtubules.
The β-actin mRNA is one among a small
population of mRNAs, which are axon-
ally transported. The functional relevance
of axonal transport has been a point of
debate for a long time. In contrast to den-
dritic transport, it has been argued that
it is not clear whether the translocalized
mRNAs are translated within the axonal
compartment. Axonal transport of β-actin
mRNA has been studied in much detail.
A specific 3′-UTR region called zip code
has been identified within β-actin mRNA
that confers axonal localization. Proteins
that bind to the zip-code region of β-actin
mRNA have been named zip-code bind-
ing protein 1 (ZBP1) and ZBP2. It has
been found that the formation of a particle
involving β-actin mRNA and ZBP1 is nec-
essary for β-actin translocation to growth
cones. The translocation of the mRNA is
increased by neurotrophic factors such as
neurotrophin-3. In motoneurons, axonal
terminals contain polyribosomes, which
can be detected with specific antibodies
against large subunit ribosomal RNA or
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by electron microscopy. The SMN pro-
tein, which is deficient in spinal muscular
atrophy, binds to hnRNP R in the ax-
onal compartment, and it has been shown
that a complex of SMN and hnRNP R
also interacts with the zip-code domain
of β-actin mRNA. Motor neurons that
lack Smn show reduced accumulation of
β-actin mRNA in axon terminals. This cor-
relates with highly reduced levels of β-actin
protein in the axon terminals and reduced
axon growth of isolated motor neurons in
cell culture. In contrast, overexpression of
SMN and/or hnRNP R in neuronal cell
lines enhances neurite outgrowth, thus in-
dicating that the translocation of β-actin
mRNA and the local translation of this
protein in axon terminals play a major role
in axon growth and maintenance. Also in
other animal models such as zebrafish,
knockdown of SMN primarily leads to ax-
onal disturbance and not to motor neuron
cell death. Thus, spinal muscular atrophy
might be considered as a disease that is
caused by defective axonal translocation
of β-actin mRNA. It will be interesting to
know whether similar mechanisms also
account for subtypes of adult onset MND.
First indications have been obtained by the
identification of mutations in senataxin, a
protein with a DNA-helicase domain that
is mutated in a rare form of inherited
amyotrophic lateral sclerosis.

7
Identification of Neurotrophic Factors and
Cytokines that can Regulate Survival and
Function of Motor Neurons

Survival of embryonic spinal motor neu-
rons depends on neurotrophic factors
obtained from skeletal muscle and glial
cells. Such factors are taken up by motor
neurons by means of specific receptors

and transported to motor neuron cell
bodies where they act on specific param-
eters. In this way, these factors regulate
apoptosis, transmitter synthesis, and other
aspects of motor neuron function. Devel-
oping embryos and cultured embryonic
spinal motor neurons have been used to
identify neurotrophic factors and cytokines
capable of supporting the survival of de-
veloping motor neurons. Positive effects
have been observed for members of the cil-
iary neurotrophic factor (CNTF) family, for
brain-derived neurotrophic factor (BDNF),
neurotrophin (NT)-3 and -4, insulin-like
growth factor (IGF) and members of the
glial-derived neurotrophic factor (GDNF)
family. These factors differ in their tis-
sue distribution and temporal expression
patterns, and gene knockout experiments
have indicated that their modes of ac-
tion might overlap with other members
of the same gene family and probably
of others. Interestingly, neurotrophic fac-
tors can interfere with the pathophysiology
of motor neuron disease caused by dif-
ferent mechanisms. Positive effects are
observed with IGF-I in mice that over-
express SOD-I. Pmn mutant mice show
improved survival and motor performance
after treatment with CNTF. This indicates
that these factors can interfere with distinct
pathophysiological mechanisms that have
been identified for MND. The molecular
mechanisms of these actions appear to be
important for development of therapy and
could lead the way to the identification of
new small molecules that are active on the
same targets.

8
Future Prospects for Treatment of MND

A large number of clinical trials with a
variety of drugs and therapeutic strategies
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have been carried out in the past in the
search for an effective treatment of MND.
Among them were plasmapheresis (with
the intention of removing toxic or autoag-
gressive molecules), drugs such as corti-
costeroids, corticotropin, cyclosporine A,
and cyclophosphamide, which are known
to be effective in autoimmune diseases.
None of these trials were successful. Simi-
lar negative effects were observed in trials
with growth hormone and thyrotropin-
releasing factor.

A driving force behind some of the cur-
rent therapeutic trials for the treatment
of MND is the assumption that degener-
ation of motor neurons might be caused
by mechanisms similar to those respon-
sible for the death of other neurons of
the central nervous system after glutamate
exposure. Therefore, considerable atten-
tion has focused on clinical trials with
glutamate antagonists and glutamate re-
lease inhibitors such as Riluzole and other
drugs. Trials with free radical scavengers
such as acetylcysteine, which are thought
to reduce the generation of free radicals, a
pathomechanism that has been implicated
by mutations in the SOD-I gene in familial
ALS, have not been successful so far.

Clinical trials with neurotrophic factors
such as CNTF and BDNF have also
failed. Among many potential reasons are,
in particular, adverse pharmacokinetics.
Thus, the factors are not available to
the motor neuron cell bodies residing
in the spinal cord. Alternatively, it could
be that the receptors desensitize within
a short time to neurotrophic factors, so
that only short-time effects occur, which
are not sufficient for a therapeutic effect
of these drug candidates. Indeed, even
promising trials with mouse models such
as Pmn mice or SOD-I transgenic mice
generally focus on treatment periods of
only a few weeks, whereas treatment

of patients would require positive drug
effects over several years. Nevertheless,
the positive effects of IGF-I, BDNF, and
CNTF in various mouse models of motor
neuron disease are a good basis for
further research and the development
of new therapeutic strategies that might
help promote long-term effects in the
degenerating motor neuron.

Another problem that needs to be solved
is the apparent heterogeneity of pathome-
chanisms, in particular in familial and
probably also sporadic ALS. It could well
be that drug candidates that interfere
with some pathomechanisms are with-
out any effect in patients suffering from
MND due to another defect. Therefore,
the genetic and molecular basis of dis-
ease needs to be better understood, and
techniques for genotyping and molecular
diagnosis have to be developed so that the
pathomechanism of MND can be char-
acterized for individual patients, even in
patients with sporadic ALS. Potential pos-
itive or negative effects for the various
drug candidates can only be tested on
this basis.

This problem seems to be easier for pa-
tients with various forms of spinal muscu-
lar atrophy. The molecular basis of classical
autosomal recessive SMA, which is caused
by a mutation of the SMN gene, is known
and can be easily tested and characterized.
Thus, prerequisites exist to develop drugs
on a rational basis. The same is also true
for other forms of childhood spinal muscu-
lar atrophy such as SMARD and for adult
onset X-linked spinal muscular atrophy
(Kennedy’s disease), which is caused by a
polyglutamine-expansion in the androgen
receptor gene. Multiple lines of evidence
indicate that this mutation leads to a gain
of pathogenic function, which requires the
translocation of the receptor after bind-
ing of testosterone. Thus, anti-androgens
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have been suggested as drug candidates,
and first trials with candidates such as
leuprorelin showed promising results by
reversing the behavioral and histopatho-
logical phenotypes in a mouse model. It is
to be expected that clinical trials based on
such results will be initiated soon, and new
drug candidates will be developed with cell
culture and mouse models, which can be
developed once the molecular and genetic
basis of the disease is known.

See also Motor Neuron Diseases:
Cellular and Animal Models.
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Keywords

Allostery
Pertaining to or involving a change in conformation caused by the attachment of a
ligand or substrate.

Mechanoenzyme
A catalytic enzyme that produces motion and force.

Processivity
A measure of the number of catalytic cycles an enzyme undergoes before detaching
from the substrate. In the context of motors, processivity is proportional to the average
distance over which the enzyme translocates on its filamentous substrate before
detaching.

Substrate
A molecule on which an enzyme acts. In the context of molecular motors, either the
fuel source (e.g. NTPs), or the force-generating partner (e.g. actin filament).

Working Stroke
A conformational change that occurs during a single round of catalysis, and which
drives motion and force production. The working stroke length, or working distance, is
the maximal distance associated with the stroke. The working distance can be different
from the distance between consecutive attachment sites on the partner filament.

� Cellular motions have fascinated biologists during the 400 years since the inven-
tion of the optical microscope first allowed them to be seen. Today, we know
that motions underlying the most essential processes of life – such as cell divi-
sion, energy transduction, muscle contraction, DNA replication, transcription, and
translation – are generated by molecular motors. A molecular motor is a protein, or
a complex of proteins and nucleic acids, that produces motion and force. For fuel,
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many molecular motors consume nucleotide triphosphates, breaking an energy-
rich phosphate bond to release chemical energy, and then converting this into
mechanical work. Other motors tap electrochemical gradients that exist across
membranes within bacteria, mitochondria, and chloroplasts. Motor proteins are
Nature’s nanomachines, and they often function with efficiency that far exceeds the
best human-engineered machines.

1
Introduction

Producing motion and force is the primary
role of the ‘‘classic’’ molecular motors,
myosin, kinesin, and dynein. These mecha-
noenzymes all hydrolyze ATP as a source
of energy and drive motion along pro-
tein filaments. Myosin generates motion
along filamentous actin, and is well known
for its role in muscle contraction. The
seemingly simple act of flexing ones arm
requires ∼1017 myosins working together
to slide ∼1015 actin filaments toward one
another. Kinesin and dynein move along
microtubule filaments. An essential role of
kinesin is to haul vesicles across neurons.
This can be a 6-day haul since the longest
neurons are more than a meter, and vesi-
cle transport proceeds at only 2 µm s−1.
Dynein causes the beating of flagella and
cilia, such as those lining the lungs, by
sliding microtubules past one another.

Besides the classic motors, there are
many ‘‘nontraditional’’ motor proteins. In
some cases, motion and force production
are byproducts rather than a primary func-
tion. The main role of DNA and RNA
polymerases is to copy and transcribe the
genetic code. In order to do so, they move
along their nucleic acid templates, some-
times with amazing endurance. A single
RNA polymerase molecule can transcribe
all 2.5 million bases of the human dys-
trophin gene in 14 h, at roughly 50 bases

per second. Another nontraditional motor
is F1F0-ATP synthase, which is respon-
sible for replenishing the entire pool of
ATP in all cells using energy derived
from metabolism. As this enzyme toils,
it also spins – it is a rotary motor. A
flow of protons causes a shaft within the
motor to rotate continuously, and shaft
rotation is then coupled to the synthe-
sis of ATP from ADP and phosphate. A
third type of nontraditional motor activ-
ity is driven by the cytoskeletal polymers,
actin, and tubulin. In addition to their roles
as structural cables and girders for main-
taining cell shape, and as highways for
motor proteins to move along, these poly-
mers are themselves dynamic machines
that produce force. The leading edges of
macrophages and other crawling cells are
pushed outward by polymerizing actin
filaments. Microtubule depolymerization
generates tension that pulls chromosomes
apart prior to cell division.

This chapter is a survey of the main
classes of molecular motors. It begins
with a discussion of the classic mecha-
noenzymes, myosin, kinesin, and dynein.
These motors have been the subject of
biophysical research for decades, and our
understanding of their function serves
as a foundation for the study of other
motors. The chapter then turns to nontra-
ditional motors, focusing on a handful of
key examples, including nucleic acid en-
zymes (RNA polymerase), rotary motors
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(F1F0-ATP synthase, and the bacterial flag-
ellar motor), and protein polymers (actin
and tubulin). A central goal of research
on motor proteins is to determine how
underlying biochemical events, such as
ATP hydrolysis, are coupled to mechan-
ical action. Progress toward this goal is
chronicled throughout the chapter through
description of experiments with classic and
nontraditional motors.

2
Classic Molecular Motors

Myosin, kinesin, and dynein are found-
ing members of large families of proteins
whose primary function is to generate

motion and force. Owing to their structural
resemblance, the motors of each family op-
erate in a manner similar to the founding
proteins. However, they drive a wide vari-
ety of different cellular motions beyond the
stereotypical roles of muscle contraction,
vesicle transport, and the beating of cilia.
There are at least 15 classes of myosin (tra-
ditionally denoted with roman numerals I
through XV), and only a handful are in-
volved in muscle contraction. Some of the
other types are implicated in vesicle bud-
ding, cytokinesis, and organelle transport
along actin cables. Likewise, kinesin-like
proteins and cytoplasmic dyneins are es-
sential for the formation and positioning
of the mitotic spindle, chromosome sepa-
ration prior to cell division, and organelle

Fig. 1 Structures of some classic and nontraditional molecular motors. (a) Muscle myosin consists
of two heads connected to a common coiled-coil tail. The heads bind actin and carry ATP hydrolysis
activity. A rodlike portion of each head (light gray) functions as a lever-arm, tilting ∼70◦ relative to the
remainder of the head (dark gray) upon attachment to an actin filament. The tail promotes bundling
of myosin molecules into thick filaments. (b) Kinesin also has two heads, connected through short
polypeptides called neck linkers to a common coiled-coil stalk. The heads bind microtubules and carry
ATP hydrolysis activity. A conformational change of the neck linkers may drive kinesin motion. The
tail binds cargo. (c) Each dynein molecule consists of a donut-shaped head with two rodlike
structures, the stem and stalk, emanating from the head. The head contains four ATP-binding sites,
only one of which is catalytically active. The tip of the stalk binds microtubules. To drive motion, the
head and stalk rotate relative to the stem, which attaches to cargo and can also bundle two or three
dynein heads together. (d) RNAP is shaped like a claw, which opens to allow a DNA template to
enter, and then wraps completely around the DNA during transcription. While transcribing, RNAP
separates a portion of the DNA duplex called the transcription bubble, and maintains registration of a
short section of hybrid RNA:DNA duplex. Nucleotides enter through a channel, leading to the active
site, where they are incorporated into the nascent mRNA chain. (e) F1F0-ATP synthase consists of
two rotary motors, connected to a common shaft, which act as a motor-generator pair. The F0 portion
taps a proton gradient across the inner mitochondrial membrane to drive spinning of the rotor (c12)
relative to the stator (ab2). The F1 portion sits directly above F0, and contains a shaft (γ ε) that is
rigidly fixed to the rotor of F0, and also a ring (αβ)3 that is rigidly fixed to the stator of F0. Spinning of
the shaft relative to the ring drives ATP synthesis. The isolated F1 portion is known as F1-ATPase
because in the presence of ATP it will spin in reverse, catalyzing ATP hydrolysis. (e) Cross-sectional
view of the rotary motor of bacterial flagella. The motor core contains a stack of rings (rotor),
embedded in the multilayered cell wall that rotates as a single unit about an axis (dashed line)
perpendicular to the surface of the bacteria. Rotation is driven by torque-generating units composed
of MotA and MotB proteins. The MotA/B complex is anchored to fixed structures (peptidoglycan)
within the cell wall. Protons flow through a channel within MotA/B, where protonation and
deprotonation of MotB induces conformational changes in MotA, which attaches and detaches from
the base of the rotor and drives its rotation.
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movement along microtubules. The dis-
cussion here centers on the founding
proteins, their functional properties, and
some of the experiments that uncovered
these properties. Particular attention is
given to in vitro work with single mo-
tor molecules.

2.1
Muscle Myosin: Tilting Cross-bridges Drive
Contraction

The motor activity of myosin was discov-
ered more than 50 years ago. Electron
microscopy revealed that muscle fibers
consist of parallel thick and thin fila-
ments that slide past one another dur-
ing contraction. Tiny structures termed
‘‘cross-bridges,’’ connecting laterally be-
tween the filaments, were suspected to

drive filament sliding. In some images, the
cross-bridges projected from the thick fil-
aments at right angles, but in others, they
were tilted, depending on tissue prepara-
tion conditions. These observations led to
the theory, now well established, that cross-
bridges drive filament sliding by cyclically
attaching to the thin filaments, tilting, de-
taching, and untilting.

The thick filaments are now known to
be bundles of myosin molecules. Each
myosin consists of two identical 200-kDa
polypeptides, plus two pairs of light chains
(20 kDa). The heavy chains fold into twin
globular heads connected to a common
coiled-coil tail (Fig. 1a). Two light chains
bind each head near the head–tail junc-
tion. Myosins bundle together by their long
tails, and their heads project from the bun-
dles, forming the cross-bridges that drive
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filament sliding. The heads can bind and
hydrolyze ATP, and also carry a site that
attaches to actin, the main component of
the thin filaments, with ATP-dependent
affinity. In high-resolution structures, a
rodlike portion of the myosin head is found
in several different orientations relative to
the remainder of the head. Tilting of this
‘‘lever-arm,’’ not the entire head, probably
drives filament sliding.

The thin filaments of muscle are com-
posed mainly of actin. Actin is a roughly
spherical protein that polymerizes into a
ropelike structure, with two strands, called
protofilaments, that twist around one an-
other. The filaments are polar, with a
‘‘plus’’ or ‘‘barbed’’ end, and a ‘‘minus’’
or ‘‘pointed’’ end, which are structurally
different. During muscle contraction, the
thick filaments slide toward the plus ends
of the thin filaments.

2.2
Seeing is Believing: Motility Assays
Demonstrate Motor Activity

A wealth of biochemical and structural in-
formation supports the tilting cross-bridge
model of muscle contraction. However,
the most compelling evidence for myosin
motility comes from direct observation of
motion generated in vitro. Myosin and
actin are too small to see in an optical
microscope. So, in vitro motility assays
depend on various labeling schemes to
render the motion visible. In the earli-
est assays, micron-sized beads were coated
with myosin, and the beads were then ob-
served to move along actin cables in the
cytoplasm of the alga Nitella, and later
along purified actin filaments bound to a
glass surface. In an alternate strategy, actin
filaments were made visible by fluorescent
labeling, and gliding of these labeled fil-
aments on myosin-coated glass surfaces

was observed in a fluorescence microscope
(Fig. 2a). These important experiments es-
tablished beyond doubt that actin and
myosin alone, without any additional com-
ponents from muscle cells, were sufficient
to generate motion and force. Consistent
with the rotating cross-bridge theory, ATP
was required for the motility, and the
myosins moved toward the plus ends of the
actin filaments. Filaments glided in vitro at
6000 nm s−1 (Table 1), similar to the speed
at which thick and thin filaments slide past
one another during muscle contraction. As
discussed below, these two basic tests – the
‘‘bead assay’’ and the ‘‘gliding filament as-
say’’ – have been adapted and refined to
study a variety of other motors in addition
to myosin (Fig. 2b through d).

2.3
Kinesin: Intracellular Porter

Motility assays were instrumental in the
discovery of kinesin. Observations of the
squid giant axon suggested the existence
of motors that consume ATP and haul
vesicles at speeds of 1 to 2 µm s−1 along
the dense array of microtubule filaments
within the axon. A putative motor was
first isolated by locking the vesicles onto
the microtubules using a nonhydrolyzable
ATP analog, AMPPNP, followed by pu-
rification of the microtubules, and then
release of the motor with ATP. A gliding
filament assay identical to that developed
for myosin confirmed that the purified pro-
tein, kinesin, was indeed a motor: glass
surfaces coated with kinesin supported
the ATP-dependent gliding of micro-
tubules. The gliding velocity, 800 nm s−1

(Table 1), closely matched the speed of
vesicle transport.

Additional assays, using microtubules
marked to reveal their intrinsic polarity,
revealed the direction of kinesin-driven
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Fig. 2 Motility assays adapted for various molecular motors. (a) In the gliding
filament assay, coverslip-bound motors drive filaments to move in a direction
parallel to the filament long axis. Here, many myosin heads are shown
interacting with a single actin filament. (b) In the bead motility assay, motors
are attached to microscopic glass or plastic beads, which are pulled by the
motors along coverslip-bound filaments. Kinesin is shown moving along a
microtubule. (c) The tethered particle assay was developed to study the
motion of nucleic acid enzymes along DNA filaments. Here, a microscopic
bead is attached to RNA polymerase, which is transcribing a DNA filament
that is attached at one end to the coverslip. Transcription results in a
shortening (or lengthening) of the tether (depending on which end of the DNA
is surface-bound). (d) In the rotation assay for F1-ATPase, the motor is
attached to a coverslip, and the orientation of the shaft is marked by off-axis
attachment of a microscopic bead or filament. Spinning of the shaft causes the
bead or filament to rotate. (e) Force generation by polymerization has been
demonstrated by growing dynamic microtubule extensions from
coverslip-bound seeds. The microtubules continue to elongate even after their
growing ends encounter a barricade, which generates enough compressive
force to buckle the filaments.
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motion. Microtubules are rigid, tube-
shaped polymers, composed of tubulin
proteins arranged in a lattice, resembling
a miniature drinking straw. Like actin fila-
ments, microtubules have two structurally
distinct ends, called ‘‘plus’’ and ‘‘mi-
nus’’. Polarity-marked filaments driven by
kinesin glided with their minus ends lead-
ing, implying that kinesin was moving
toward the plus ends.

Kinesin and myosin share many struc-
tural and functional similarities. Like
myosin, each kinesin molecule consists of
two identical polypeptides that form twin
heads connected to a common coiled-coil
stalk (Fig. 1b). The motor activity is carried
by the heads. Each head hydrolyzes ATP
and attaches to microtubule filaments with
nucleotide-dependent affinity. But unlike
myosin, the tail of kinesin does not cause
bundling, it binds the motor to its cargo.
Furthermore, atomic structures of kinesin
heads are devoid of any rodlike struc-
ture resembling the lever-arm of myosin.
Lacking a lever, kinesin’s working stroke
is likely to be very different from that
of myosin.

2.4
Ciliary Dynein: The Dark Horse

Comparatively little functional informa-
tion is available for the third classic motor,
dynein, even though its activity was dis-
covered around the same time as that
of myosin. Electron micrographs revealed
lateral connections between the parallel
microtubules in cilia and flagella, simi-
lar to the myosin cross-bridges in muscle.
The cross-bridges in cilia and flagella are
dynein motors that drive bending motions
by sliding microtubules past one another.

Dynein is larger and structurally more
complex than kinesin or myosin, but it
has many features common to all the

classic motors. Depending on the source,
dynein consists of one, two, or three
large (500 kDa) polypeptides. Each of these
forms a donut-shaped head, with two
rodlike structures emanating from it, the
‘‘stem’’ and the ‘‘stalk’’ (Fig. 1c). The stem
functions similar to the tails of kinesin and
myosin, bundling the heads together, and
also anchoring them tightly to their cargo.
The tip of the stalk binds microtubules
in an ATP-dependent manner, like the
microtubule binding site within each of
kinesin’s heads. No atomic resolution
structures are available for dynein, but
electron microscopy of single dynein
particles revealed a conformational change
akin to the lever-arm tilting of myosin:
under different nucleotide conditions, the
stem adopts two different orientations
relative to the head and stalk. Thus,
dynein may move its stem-bound cargo
by cyclically attaching via the stalk to
a microtubule, rotating the stalk and
head, detaching from the microtubule,
and then unrotating. Dynein supports
microtubule gliding and bead motion in
in vitro assays. The direction of dynein-
driven motion is toward the minus end of
the microtubule, opposite that of kinesin-
driven motion.

Dynein’s complex structure contains a
number of features with unknown func-
tional significance. Dynein motors from
different sources have different num-
bers of heads. Each donut-shaped head
consists of six different subdomains ar-
ranged in a hexameric ring. Four of these
subdomains bind ATP, but only one cat-
alyzes hydrolysis. Nucleotide binding, but
not hydrolysis, at one of the other sub-
domains is essential for motor activity.
Uncovering the reasons for this complex-
ity and elucidating dynein’s mechanism
of action are important frontiers for fu-
ture research.
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2.5
Processivity Allows Kinesin to Work Alone

Soon after its discovery, kinesin was found
to possess a tenacity that set it apart from
myosin and dynein. Kinesin is highly pro-
cessive, staying attached to the microtubule
as it undergoes many catalytic cycles, and
translocating over relatively long distances
before detaching. This processivity was
first demonstrated when gliding filaments
or moving beads were found to move long
distances (1–2 µm), even when the sur-
face density of motors on the slide or bead
was extremely low, ensuring that single ki-
nesin–microtubule interactions were very
likely. Several independent lines of evi-
dence now provide very strong evidence of
kinesin’s processivity (see Fig. 3).

The processivity of kinesin probably
evolved as a means to conserve cellular
resources. Kinesin’s role of transporting
vesicles across neurons is a critical task
that must be accomplished repeatedly and
with high reliability in order for these
cells to function. The longest neurons
contain millions of vesicles that each take
weeks to make the journey from one end
to the other. Kinesin’s high processivity
allows this Herculean task to be completed
by just a few motors bound to each
vesicle. In principle, the job could also
be accomplished by nonprocessive motors,
but many more motors would be required.
The cell, in turn, would have to devote
more energy and resources into producing
these additional molecules.

Apart from its biological significance,
kinesin’s processivity has been a great ad-
vantage for experimentalists, allowing the
first studies of single motor molecules.
Motility assays for myosin relied on hun-
dreds of motors acting together because
the tiny tilting motions, or working strokes,
of the individual heads are too small to

see in a conventional optical microscope.
However, owing to their high degree of
processivity, kinesins generate hundreds
of working strokes during each encounter
with a microtubule moving distances of
∼1 µm. The summation of many strokes
renders the motion of individual kinesin
motors easily visible.

Results from single molecule motil-
ity assays revealed a number of insights
about how kinesin moves. The motion
of kinesin-driven beads in vitro was not
random over the microtubule surface, but
appeared to follow a path parallel to the
protofilaments. Gliding filament assays
supplied strong evidence for protofilament
tracking, when abnormal microtubules
with helical protofilaments were shown
to rotate about their long axis as they
moved. In bead assays, engineered ki-
nesin proteins with only one head failed
to generate highly processive motion, in-
dicating that two heads are, in fact, better
than one.

2.6
Rowers Versus Porters: Duty Ratio Makes a
Difference

The head domains of myosin and kinesin
differ markedly in their duty ratio, the
fraction of time during each biochemical
cycle that they remain attached to their
partner filament. Myosin possesses a low
duty ratio that allows groups of molecules
to work together efficiently, like the rowers
of a large canoe, while kinesin has a high
ratio, befitting its role as a lone porter.
A myosin head has high affinity for actin
just after hydrolysis, when the nucleotide-
binding pocket contains either ADP and
phosphate, or ADP alone, and low affinity
when the pocket is empty or contains
ATP. The timing of transitions between
these states ensures that the high-affinity
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Fig. 3 Strong evidence for the processivity of
kinesin. The first evidence for processivity was
that kinesin-driven motion persisted in vitro even
when the surface density of motors was
extremely low. (a) Nodal point pivoting in the
gliding filament assay also indicated processivity.
Microtubules gliding on surfaces decorated
sparsely with kinesin rotated erratically about a
fixed location, even as they moved through this
nodal point. When the trailing end of the
microtubule reached the nodal point, it
dissociated from the surface and diffused back
into solution. A single motor at the nodal point
presumably drove the motion (top). Negligible
rotation occurred at high motor densities, when
multiple motor–filament interactions
constrained the filament orientation (middle).
Both types of motion were distinct from thermal
motion of free filaments in the absence of motor
(bottom). [Adapted from Howard, J.,
Hudspeth, A.J., Vale, R.D. (1989) Movement of
microtubules by single kinesin molecules, Nature
342, 154–158.] (b) In the kinesin bead assay, the
fraction of moving beads, f , decreased gradually
as the relative motor concentration, C, was

lowered, as expected if one molecule is sufficient
to produce movement. The curve shows a one
parameter (λ) fit to Poisson statistics,
f = 1 − exp(−λC). [Adapted from Svoboda, K.,
Block, S.M. (1994) Force and velocity measured
for single kinesin molecules, Cell 77, 773–784.]
In the low-density regime, moving beads
continued to translocate at normal speeds over
distances that were independent of motor
concentration (data not shown). (c) A third
method used a microscope capable of imaging
single fluorophores bound to kinesin (upper
panel). The movement of labeled motors along
coverslip-bound filaments was directly observed
(shown schematically in the lower five panels).
[Adapted from Vale, R.D., Funatsu, T.,
Pierce, D.W., Romberg, L., Harada, Y.,
Yanagida, T. (1996) Direct observation of single
kinesin molecules moving along microtubules,
Nature 380, 451–453.] Labeling the motor by
fusion to green fluorescent protein avoided
chemical modification with reactive dyes, which
can damage the motors, and ensured that every
motor was labeled with the same number of
fluorophores.

states represent <2% of the total cycle
time. This low duty ratio is an adaptation
that allows the myosin heads to avoid
interfering with each other when many
are acting on the same actin filament.
They detach very quickly after undergoing
a working stroke, so the speed of filament

sliding is not limited by the hydrolysis
rate of the individual heads. In contrast,
kinesin heads have a duty ratio >50%,
which partially explains the processivity
of the motor. Even if the cycles of the
two heads were completely uncorrelated,
their high duty ratio would ensure that, on
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average, at least one was always bound to
the microtubule.

2.7
Molecular Tug-of-war: Applying Force to
Individual Motors

With the development of single molecule
assays, it became possible to directly mea-
sure the forces generated by individual mo-
tors. One method for measuring force pro-
duction by kinesin was to attach a micro-
tubule filament to a flexible glass fiber, and
then hold the fiber near a surface sparsely
coated with kinesin. As individual kinesins
on the surface bound and moved along the
microtubule, they pulled against the glass
fiber and caused it to bend. By measur-
ing the amount of bending, the maximum
force against which a kinesin motor could
move was estimated to be 5 or 6 pN.

Another method for applying force to
individual kinesin molecules, which gave
a similar estimate of the stall force and also
led to a number of other discoveries, was to
use an optical trap. An optical trap is made
by focusing a laser through the objective
lens of a high-magnification microscope,
creating a very bright light spot at the
specimen. The focused light traps small
objects such as micron-sized beads. When
the trapped object is moved away from the
center of focus, it feels a restoring force
pulling it back that is proportional to the
distance from the center, as if the trap was
a stretched spring pulling on the object.
To apply force to kinesin, an optical trap
was used to grab beads with single kinesin
molecules attached, and to place them near
microtubules stuck onto to a glass surface.
When the kinesin began moving along
the microtubule, it pulled the bead from
the trap center, and the trap supplied a
restoring force that placed tension on the
kinesin. As the bead was pulled gradually

away from the trap center, the force
increased and the motor speed decreased,
halting when the force reached 6 pN.

2.8
Motors Move in Discrete Steps

Kinesin molecules move discontinuously
over the microtubule surface, advancing
in discrete 8-nm increments and dwelling
at well-defined positions between advance-
ments (Fig. 4). Two key innovations al-
lowed the first observation of steps in
the motion of kinesin-driven beads. First,
tension supplied by an optical trap sup-
pressed the random, thermally driven
(‘‘Brownian’’) motion that would other-
wise dominate. Second, the bead position
was measured with very high spatial and
temporal resolution by monitoring the
distribution of scattered light with a pho-
todetector. The 8-nm step size (Fig. 4b)
matches the spacing of tubulin dimers
in the microtubule lattice. Similar exper-
iments with dynein, which is processive
under some conditions, suggest that it also
moves stepwise, advancing by multiples
of 8 nm.

Optical trapping has been applied to
measure the motion of single myosin
motors. A different technique than that
used for kinesin was required because the
interactions between a myosin molecule
and an actin filament are fleeting, lasting
only a few tens of milliseconds. To resolve
these quick attachments, an assay was
developed in which an actin filament with
beads attached at both ends was suspended
between two optical traps and held near
a surface sparsely coated with myosin
(Fig. 4c). Thermal motion of the beads
decreased when a motor became attached
to the filament, and the average position of
the beads shifted abruptly, due to the tilting
of the myosin head, by 6 nm. This tiny
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Fig. 4 Measuring the discrete motions of kinesin and myosin molecules using optical traps.
Both methods use microscopic beads as handles to apply force, and as markers for the position
of the motor or filament. (a) An optical trap applies tension during kinesin-driven movement of
a bead along a coverslip-bound microtubule, and this tension reduces thermal motion of the
bead so that individual 8-nm steps can be resolved. Bead position is detected with very high
spatial resolution by monitoring the distribution of scattered light with a photodetector.
(b) Example trace showing 8-nm steps generated by a single kinesin molecule. (c) The
three-bead assay developed for measuring working strokes of muscle myosin. An actin filament
is pulled taut between two microscopic beads held in optical traps. Binding of a single myosin
head to the filament reduces thermal motion of the beads, and also induces a working stroke in
the myosin, which causes the beads to deflect by 5 to 15 nm. (d) Example trace showing
interactions between a single myosin head and an actin filament. [Data reprinted with
permission from Lister, I., Schmitz, S., Walker, M., Trinick, J., Buss, F., Veigel, C.,
Kendrick-Jones, J. (2004) A monomeric myosin VI with a large working stroke, EMBO J. 23,
1729–1738.]

distance is the maximum sliding distance
that a myosin molecule can generate
during a single interaction with actin
during muscle contraction. More than a
million of these interactions are evidently
required just to lift a finger.

2.9
Different Strokes: Variation Within and
Across Motor Families

In accordance with their diverse roles,
motors of the myosin, kinesin, and dynein
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families often have important differences
in the way they move. The cellular
role of type V myosin, for example, is
more similar to that of kinesin than to
muscle myosin. Myosin V acts alone or
in small numbers to transport vesicles
and organelles along actin cables. It was
therefore not surprising to find that this
myosin, like kinesin, exhibits processive
movement, taking several steps along an
actin filament before detaching. The step
size of myosin V, 36 nm, is much larger
than that of kinesin, and matches the
wide spacing of binding sites that occur
every half-period in the actin helix. The
structure of myosin V explains how it can
generate such large movements. Each head
contains a lever-arm that is 24 nm long,
three times longer than the lever-arm of
muscle myosin.

Diversity within motor families invites
comparison, which can illuminate impor-
tant aspects of motor function. Strong
evidence supporting the tilting lever-arm
model came from comparisons of glid-
ing speeds and stroke lengths generated
in vitro by myosin-family motors with dif-
ferent lever-arm lengths. The speeds and
stroke lengths varied in proportion with
the lever-arm length, as predicted by the
model. Structural differences between ki-
nesin and Ncd, a related motor that moves
toward the opposite end of microtubules,
suggested that a ‘‘gearbox’’ region just out-
side the head domain controls the direction
of motion of these motors. This hypoth-
esis was confirmed by testing chimeric
motors, made by swapping the gearbox
regions of the two proteins, in gliding fila-
ment assays.

2.10
Fuel Economy and Energy Efficiency

How many ATP molecules does a motor
require to generate a working stroke or

step? Is this ‘‘fuel economy’’ always the
same? For kinesin, the coupling ratio – the
number of ATPs consumed per step – has
been measured by comparing the stepping
rate in single molecule assays to the rate
of ATP hydrolysis. Over a wide range
of ATP concentrations and loads, one
ATP is hydrolyzed per 8-nm step. This
tight, 1 : 1 coupling implies that the energy
efficiency of kinesin can be very high. ATP
hydrolysis under physiological conditions
is worth ∼80 pN nm (or 2·10−23 kcal).
When kinesin generates 8-nm steps under
5 pN of load, it produces as much
as 40 pN nm (10−23 kcal), or 50% of
the total chemical energy available. So
kinesin is more than twice as efficient
as the best man-made gasoline engines,
which are 24% efficient at full power,
and typically achieve only 10 to 15% on
the road.

The energy efficiency of cytoplasmic
dynein, 10%, is considerably lower than
that of kinesin. However, dynein’s com-
plex structure may act like an automobile
transmission, allowing it to maximize
fuel economy. Near dynein’s stall force,
1 pN, the motor takes 8-nm steps. At
<0.4 pN, however, it seems to advance
in larger increments of 24 or 32 nm.
Thus, dynein can apparently shift into
high gear when carrying a light load.
Assuming that the coupling ratio under
both conditions is equal, the larger step
size will result in proportionally better
fuel economy.

2.11
Walk This Way: Processive
Mechanoenzymes Move Hand-over-hand

The fact that single kinesin molecules
generate hundreds of steps, even under
load, together with the earlier findings of
motion parallel to the protofilaments and
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the requirement for two heads, suggested
that it might walk – or waddle – from one
tubulin dimer to the next. An attractive
hypothesis was that the twin heads each
take turns, alternately detaching and
moving past one another, in a ‘‘hand-
over-hand’’ motion resembling that of a
person swinging along monkey bars. The
same model was also thought to apply
to the processive myosin-family motor,
myosin V.

Single molecule experiments with
myosin V and kinesin have confirmed
that both walk hand-over-hand. First, the
stride length of myosin V was measured
by labeling one of its two heads with
a fluorophore, and tracking the label
with nanometer resolution. This is like
watching a person walking across a field on
a moonless night with a flashlight attached
to one foot: The person is invisible,
but the light moves visibly with every
other step. The heads of myosin V took
turns making strides that were twice as
long as the distance moved by the tail,
evidence that strongly supported a hand-
over-hand model. Next, optical trapping
experiments showed that some kinesin
molecules limp along the microtubule,
exhibiting a difference in the timing of
every other step. Limping implied that
kinesin switched between two different
configurations as it stepped. The most
severe limpers were mutants in which one
head hydrolyzed ATP more slowly than the
other, arguing for a mechanism in which
the two heads swap both mechanical and
catalytic activities with each step. Finally,
the stride length for one of kinesin’s
two heads was measured to be 16 nm,
double the step size. Taken together, these
results make a very strong case for a
hand-over-hand mechanism for kinesin
and myosin V.

2.12
Coordination is Required

To fully account for the hand-over-
hand walking of kinesin and myosin V,
coordination between the two heads is es-
sential, and it may be achieved through
mechanical tension between the heads.
The mechanical cycle of both motors in-
cludes a transient state in which both heads
are attached to the filament. The motors
are probably stretched in this doubly at-
tached state, owing to the relatively large
distance between the heads, and the re-
sulting intermolecular strain between the
heads could bias their kinetics so that the
trailing head nearly always detaches before
the leading head. In support of this hy-
pothesis, external loads have been shown
to strongly affect the rate of detachment
of single myosin V heads, with forward
loads accelerating detachment and back-
ward loads slowing detachment.

Coordinated action at distinct sites is
a universal requirement for all motors,
not just those with high processivity.
Automobile engines rely on the carefully
timed actions of pistons, valves, and
spark plugs. Mechanoenzymes also have
critical interacting parts. Consider the
mechanochemical cycle of myosin: Within
a few milliseconds after attachment of
a myosin head to actin, small motions
occur in the nucleotide-binding pocket,
allowing phosphate release. This triggers
lever-arm tilting, which moves the actin
filament. Subsequent ADP release triggers
a second, smaller motion in certain myosin
types (e.g. myosin I and single myosin V
heads), but it is not clear if this additional
stroke occurs for muscle myosin. ATP
binding triggers detachment from actin,
and hydrolysis ‘‘primes’’ the motor for the
next cycle. For other motors, the specifics
and timing are different than for myosin,
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but this coordinated action is a universal
requirement.

2.13
The Kinesin Cycle and Working Stroke

The mechanochemical cycle of kinesin
is not as thoroughly understood as that
of myosin. Because two heads are in-
volved in the stepping process, the ki-
nesin cycle is necessarily more complex
than that of muscle myosin. The specific
conformational changes driving motion
are poorly defined, and there is uncer-
tainty about which biochemical events
are associated with motion. A working
hypothesis for kinesin is that all the me-
chanical action is associated with just
one biochemical event. In support of this
‘‘one-stroke’’ hypothesis, reaction schemes
with just one force-dependent rate can ac-
count for force-velocity and [ATP]-velocity
curves measured in single molecule as-
says. These schemes predict a working
stroke after ATP binding, possibly upon
ATP hydrolysis. By contrast, a working
stroke concomitant with ATP binding is
suggested by kinetic measurements, show-
ing that ADP release from one head is
stimulated by binding of a nonhydrolyz-
able ATP analog (e.g. AMPPNP) to the
other head.

A conformational change in the struc-
ture of kinesin has been discovered that
may drive its motion. This putative work-
ing stroke is quite different from either
the tilting lever-arm of myosin, or the
stem reorientation of dynein. In single-
headed kinesin constructs, a 15-amino
acid peptide known as the ‘‘neck linker,’’
which connects each kinesin head to the
coiled-coil stalk, undergoes a nucleotide-
dependent transition. In the presence of
ADP, or when no nucleotide is present,
the neck linker is disordered. In this

state, it acts like a flexible tether, piv-
oting about a point on the backside of
the head. When the head is attached to
a microtubule in the presence of ATP
analogs (AMPPNP, ADP-AlF−

4 ), the neck
linker ‘‘zips’’ onto to the surface of the
head, and its end points toward the mi-
crotubule plus end. In the full two-headed
motor, zipping of the neck linker on one
head could drive stepping by moving the
stalk, and therefore the other head, toward
the next attachment site on the micro-
tubule lattice.

2.14
Under the Hood, Motors are Still a Mystery

Even for the best-understood motors,
where high-resolution structures are avail-
able, and major mechanical steps can
be identified with specific biochemical
transitions, there are very fundamental
questions that remain unanswered. In
particular, the atomic-scale motions that
transduce small chemical events in the
nucleotide pocket and convert them into
larger motions elsewhere are poorly un-
derstood. Important residues have been
identified by comparing sequences of re-
lated motors and their precursors (e.g.
myosin, kinesin, and G-proteins), and
subdomains that move relative to others
have been suggested by structural com-
parison. However, ultimately, these static
structures cannot elucidate the timing of
movements and the cause-and-effect re-
lationships between the various parts. A
myriad of physical and biological tech-
niques will no doubt be essential in this
effort, but single molecule techniques
that simultaneously record motion and
biochemical changes (e.g. through fluo-
rescence) seem particularly valuable in
this regard.
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3
Nontraditional Molecular Motors

There are many other protein machines
that generate force and motion, but which
do not fit the classic motor paradigm. A
growing number are being studied using
in vitro assays, like those discussed above,
which allow the mechanical output of
single motors to be measured.

3.1
Nucleic Acid Enzymes

Some of the most important processes of
life are carried out by nucleic acid enzymes,
many of which are processive motors
that move along DNA. Every human cell
stores genetic information in the form
of 23 strands of DNA, totaling three
billion base pairs, and measuring 1 m
in total length. All 23 strands are copied
by DNA polymerase enzymes, untangled
by topoisomerase enzymes, and packaged
into chromosomes by condensins, before
cell division. The genetic information
contained in the DNA is transcribed into
mRNA by RNA polymerase (RNAP), and
translated into protein by the ribosome.
Each of these nucleic acid enzymes is
a protein machine capable of generating
force and motion, and each is fascinating
in its own right. A discussion of all
of them is beyond the scope of this
chapter, which will focus on one important
example, RNAP.

3.2
More Than a Motor: Multitasking by RNA
Polymerase

Even though the size of an RNAP en-
zyme, by comparison of total molecular
weight, is not so different from that of
the classic mechanoenzymes, its function

is much more complex. Motion is merely
a by-product of the biological role of this
protein machine, transcribing the genetic
code. While moving along a DNA tem-
plate, RNAP separates a short section of the
DNA duplex, the ‘‘transcription bubble,’’
and builds a copy of one strand by selecting
complementary nucleotides from the sur-
rounding solution and attaching them, one
at a time, to the end of the nascent mRNA
chain (Fig. 1d). Along the way, it must
maintain registration of a short section of
‘‘hybrid’’ RNA:DNA duplex, and also re-
spond to a number of different signals
that control the initiation, termination,
and elongation rate of transcription. Like
other mechanoenzymes, RNAP derives en-
ergy from nucleotide hydrolysis, but, in
this case, each nucleotide serves a dual
role. After hydrolysis, the nucleotide be-
comes an information-containing subunit
incorporated into the growing mRNA. (If
automobile engines could make such effi-
cient use of their exhaust, urban air quality
would be much improved!)

Motion may not be its primary function,
but RNAP is no slouch of a motor.
Its motion can be directly observed
by attaching a micron-sized bead, and
recording bead motion as the enzyme
transcribes a DNA template bound at
one end to a glass surface (Fig. 2c).
Using this ‘‘tethered particle’’ assay in
conjunction with optical trapping, the
motion of a single RNAP can be tracked
with high spatial resolution, and the effect
of applied load can be measured. RNAP
is slow, moving in these assays at 10
to 15 bp s−1, or just 5 nm s−1 (Table 1).
This speed is roughly equivalent to the
rate of human hair growth, and 160-
fold slower than the speed of kinesin.
However, RNAP is much more processive
than kinesin. In cells, RNAP molecules
synthesize mRNA chains of 104 (in
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bacteria) to 106 (in mammals) nucleotides.
In vitro, its processivity is reduced, but
the enzyme typically moves across several
thousand bases or more before detaching
from the template. Movement continues,
unhindered at 10 to 15 bp s−1, even
when backward loads as high as 27
pN are applied. A high stall force (>5-
fold higher than that of kinesin) may
be necessary for RNAP to function in
vivo, perhaps allowing the enzyme to
push through ‘‘road-blocks’’ formed by
other DNA-binding proteins. RNAP is
presumed to move in discrete steps
corresponding to the distance between
individual bases along the DNA helix,
0.34 nm. This distance is extraordinarily
small (20 times smaller than kinesin’s
8-nm steps), and steps of this size have
not yet been directly observed. However,
optical trapping technology is rapidly
advancing, and such tiny motions may
soon be resolvable.

3.3
RNA Polymerase Structure

RNAP is shaped like a claw. The claw
opens to allow a DNA strand to enter, and
during transcription it closes, wrapping
completely around the DNA. Besides the
DNA entry and exit channels, there is
also a channel through which the newly
synthesized RNA exits, and a pore for
nucleotide entry (Fig. 1d). Inside the closed
structure, the enzyme makes numerous
contacts with the hybrid duplex and
the DNA. It is unknown, which parts
of RNAP are responsible for generating
motion and force production, but many
candidate features are apparent in the
high-resolution structures. For example,
a ‘‘bridge helix’’ located near the site
of nucleotide addition may undergo a
conformational change that pushes the

enzyme to the next site. Determining
which portions of RNAP are responsible
for its motion is a great challenge for
future research.

3.4
What Causes Pauses?

The motion of RNAP along the DNA
template is interrupted by pauses, last-
ing from a few seconds to many minutes.
The short-duration pauses (those with life-
times of seconds) are very frequent, and
may result from the enzyme encounter-
ing a few GC-rich base pairs of DNA
that are tougher-than-average to separate.
Occasionally, the enzyme pauses for a
much longer duration (20 s to >30 min).
These infrequent but long-lived pauses
may occur for two reasons, both of which
illustrate the sophisticated behavior that
RNAP is capable of. First, long pauses
can be induced when RNAP encounters a
specific sequence in the DNA template it
is transcribing. Such sequence-dependent
pauses are an important mechanism for
regulation of gene expression. By reliev-
ing these long pauses, a cell can greatly
alter the rate of expression of a pause-
containing gene. In some cases, these
sequence-dependent pauses occur when
the nascent mRNA chain folds into a
hairpin structure, which then interacts di-
rectly with the RNAP enzyme. In other
cases, these pauses occur when the RNAP
transcribes a slippery AT-rich sequence,
resulting in an unstable RNA:DNA hybrid
duplex that allows the enzyme to backtrack.
There is a second class of long-duration
pauses that are not sequence-dependent,
and these probably occur when the enzyme
makes a copying error, misincorporating
a noncomplementary nucleotide into the
mRNA chain. These pauses are also asso-
ciated with backtracking, and may reflect a
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‘‘proofreading’’ activity whereby the en-
zyme slides backward and then (with
the help of accessory factors) cleaves a
short section from the end of the mRNA,
removing the mistake before resuming
elongation. Determining the reasons why
RNAP pauses is critical for understanding
how gene transcription is controlled. Sin-
gle molecule experiments will be useful in
this effort because the motion of unsyn-
chronized molecules can be followed with
very high resolution, in real time.

3.5
ATP Synthase

A rotary machine, F1F0-ATP synthase,
is at the heart of energy metabolism
in plants, animals, and photosynthetic
bacteria, where its role is to replenish the
cellular store of ATP. The importance of
this job is obvious when one considers
that a human body contains 100 g of
ATP (0.25 moles), each molecule of which
gets hydrolyzed 400 times a day to power
various cellular tasks. An army of ATP
synthase enzymes performs the ∼1026

synthesis reactions required to regenerate
the spent ATP. To do so, the enzymes
tap into an electrochemical gradient, the
protonmotive force, that exists across the
inner mitochondrial membrane of animal
cells, or across the thylakoid and plasma
membranes of plants and eubacteria,
respectively.

ATP synthase consists of two separate ro-
tary motors, F0 and F1, that work together
as a motor–generator pair. Normally, F0 is
the driving motor of the pair. As protons
flow through it, down the electrochemi-
cal gradient, a portion of F0 spins like a
water wheel. The spinning wheel of F0
supplies torque that rotates a shaft within
the other motor, F1, causing it to regen-
erate ATP from ADP and phosphate. The

motor–generator pair can also operate in
reverse. In this case, ATP hydrolysis by the
F1 motor causes the shaft to rotate back-
ward, which supplies a torque that spins
the wheel of F0 and pumps protons back
up the electrochemical gradient.

F1F0-ATP synthase is comprised of
eight different types of protein subunits
(Fig. 1e). The water wheel, or ‘‘rotor’’
portion of F0 is a ring of 12 identical
subunits, c12, that spin in the plane
of the membrane relative to a ‘‘stator’’
composed of three other subunits, ab2. F1,
is a donut-shaped structure made of three
pairs of proteins, (αβ)3, plus two additional
proteins, γ and ε, which form the shaft that
fits into the center of the donut. Clockwise
(CW) rotation of the γ ε shaft (as seen
from the F0 or membrane side) causes
ATP synthesis to occur sequentially at
three catalytic sites located symmetrically
around the (αβ)3 ring. Because isolated
F1 can function in reverse, catalyzing ATP
hydrolysis and counter clockwise (CCW)
rotation of the shaft, it is often referred to as
F1-ATPase. In the full, F1F0-ATP synthase
enzyme, F1 sits directly above F0, with the
γ ε shaft of F1 making a rigid connection
to the c12 ring of F0, and with the ab2 stator
of F0 connecting to the (αβ)3 donut of F1.
Normally, spinning of c12 drives rotation of
γ ε within (αβ)3 and hence ATP synthesis.

The ring-shaped structures within F1F0-
ATP synthase provided the first clues that
rotation might be important to its function.
As for the classic mechanoenzymes, proof
of motion came when an in vitro assay
was developed, allowing the rotation to
be directly observed. F1-ATPase molecules
were attached sparsely to a surface,
and the orientations of their γ ε shafts
were marked by attaching micron-long,
fluorescent-labeled actin filaments. In the
presence of ATP, the filaments rotated
CCW, indicating shaft rotation. At very
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low concentrations of ATP, the filaments
rotated in discrete steps, dwelling at well-
defined orientations in between rapid,
120◦ reorientations. Rotation rates were
one-third of the rate of ATP hydrolysis,
implying that each 120◦ reorientation
corresponds to hydrolysis of a single
ATP. The filaments used to mark shaft
orientation also supplied a drag force
acting against the rotation. By calculating
the drag on the filaments, F1 was estimated
to deliver 40 pN nm of torque during
each 120◦ reorientation, giving 80 pN nm
of mechanical work output per ATP
hydrolysis. This is 100% of the available
chemical energy, making F1-ATPase one
of the most efficient motors known.

F1-ATPase is a relative newcomer to the
molecular motor scene, but it is quickly
becoming one of the best-understood ex-
amples of mechanochemical coupling.
A series of experiments with single F1

molecules has revealed that each 120◦
step occurs in two phases, or substeps,
that correspond to particular biochemical
transitions in the ATP synthesis reactions
occurring at each of the three catalytic
sites. Substeps were observed by marking
the shaft orientation with 40-nm gold par-
ticles (Fig. 2d), rather than the much larger
filaments used in earlier work. The small
beads resulted in a lower drag force acting
on the motor, allowing full speed rota-
tion at 160 revolutions per second (Hz)
(Table 1). Capturing the motion with a
high-speed video camera showed a sub-
step of 80 to 90◦ followed by one of 30
to 40◦, underlying each of the 120◦ steps
previously observed. Finally, simultaneous
observation of shaft orientation and bind-
ing and release of a fluorescent nucleotide
allowed these biochemical steps to be tem-
porally correlated with the substeps. ATP
binding to one of the catalytic sites (site 0)
is concurrent with the 80 to 90◦ substep,

and the remaining 30 to 40◦ substep re-
quires hydrolysis at the site that previously
bound ATP (site −1), and release of ADP
from the remaining site (−2).

It is unknown whether the events seen
during ATP hydrolysis by F1 are sim-
ply the reverse of those occurring dur-
ing synthesis, but several experiments
confirm, at least, that the γ ε shaft ro-
tates in the opposite direction during
synthesis. In one experiment, magnetic
beads attached to the shaft were used
to drive CW rotation in F1-ATPase, in
the presence of ADP and phosphate, and
a luciferin–luciferase system that emits
a photon upon reacting with ATP was
used to verify synthesis. In another ex-
periment, individual, fluorescent-labeled
F1F0-ATP synthase complexes were em-
bedded in liposomes. A pH difference
was created across the membrane by
rapid dilution, and rotation was recorded
by fluorescence resonance energy trans-
fer (FRET).

3.6
The Rotary Motor of Bacterial Flagella

Bacterial flagella are very different from the
flagella and cilia of eukaryotic cells. Flag-
ellated bacteria, such as Escherichia coli,
swim by rotating a set of four corkscrew-
shaped filaments (four, on average) that
extend from the cell surface out into the
surrounding medium. At the base of each
filament is a large protein machine that
drives filament rotation. This rotary mo-
tor, like F1F0-ATP synthase, is powered
by the protonmotive force, but it is much
larger and structurally more complex than
F1F0-ATP synthase.

Bacteria swim to find food. They control
their swimming behavior by altering the
direction of rotation of their flagellar
motors. When all four motors rotate CCW
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(as seen by an observer outside the cell),
the cell swims steadily, or ‘‘runs,’’ in
a relatively straight line parallel to its
long axis. When one or more motors
rotates CW, the cell ‘‘tumbles,’’ erratically
moving in place and reorienting itself.
The motors switch from CCW to CW
at random, so that typical swimming
involves runs that last ∼1 s, interspersed
with tumbles that last a few milliseconds.
When the bacteria senses rising nutrient
concentrations, it lengthens the runs by
increasing the probability of CCW rotation.
In this way, the cell moves, on average,
toward the food.

The core of the bacterial flagellar motor
is a stack of ring-shaped structures, 45 nm
in diameter, embedded in the multilayered
cell envelope (see Fig 1f). The rings are
composed of 20 different types of proteins,
but they are all thought to rotate together
as a single unit, the ‘‘rotor.’’ Rotation
of the stack of rings is driven by a
circular array of ≤16 ‘‘studs’’ that surround
the base of the stack, and which are
anchored to the framework of the cell
wall. Each stud is composed of two MotA
proteins (32 kDa), and one MotB protein
(34 kDa). No high-resolution structures
are available for the MotA/MotB complex,
but both proteins span the cytoplasmic
membrane, forming a transmembrane
proton channel. MotB has a proton-
acceptor site, and MotA contains a site
that interacts with the base of the rotor.
Protonation and deprotonation of MotB is
thought to cause conformational changes
in MotA, which probably binds and
unbinds from the rotor, driving rotation
and torque generation. The minimal
torque-generating unit may be composed
of two studs (i.e. four MotA subunits
plus two MotB subunits). More detailed
descriptions of the structure can be

found in review articles cited in the
bibliography.

Individual flagellar motors can be stud-
ied by attaching bacteria to a glass surface
by one flagellum. The tail wags the dog
in this tethered cell assay – with the flag-
ellum anchored, rotation of the motor
causes the whole cell body to spin. To
spin the entire cell, the motor must
overcome a large viscous drag, so it
spins relatively slowly in this assay, at
10 Hz. But it produces an impressive
4600 pN nm of torque. When mutant cells
lacking MotB are tethered, they are para-
lyzed and do not spin. Amazingly, these
paralyzed cells can be ‘‘resurrected’’ by
expression of MotB from an inducible
gene. Resurrected cells begin to rotate
within several minutes after induction
of MotB expression, and their speed in-
creases in a series of discrete jumps. Each
jump in speed represents the incorpora-
tion of one additional torque-generating
unit into the motor. As many as eight
jumps can be seen, implying that the
maximum number of torque generators
is eight.

Each torque generator is itself a pro-
cessive, high-duty ratio motor that moves
along the surface of the rotor without de-
taching. The best evidence for processivity
is that tethered cells in the resurrection ex-
periment with just one torque-generating
unit spin relatively smoothly, and do not
freely undergo rotational Brownian mo-
tion. Evidently, a single unit is sufficient
to prevent the motor from slipping, and
each unit remains attached to the rotor
during most, or all, of its mechanical
cycle. There are twice as many studs
(16) as torque-generating units (8), and
one hypothesis is that each unit is a co-
ordinated pair of studs, possibly moving
in a hand-over-hand motion like that of
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kinesin or myosin V. A single unit is ex-
pected to move stepwise over the surface
of the rotor, perhaps taking ∼26 steps
per revolution (the approximate number
of subunits composing the base of the
rotor), but such steps have not been di-
rectly observed. Dividing the maximum
torque (4600 pN) by the number of torque-
generating units (8), and by their distance
from the axis of rotation (20 nm), shows
that each unit generates considerable
force, up to 29 pN, which is comparable
to the stall force of RNAP. Their speed
of motion over the rotor surface is also
quite high. When the viscous load is mini-
mal, the motor can rotate as fast as 300 Hz
(Table 1). This translates into motion of the
torque-generators at 38 000 nm s−1 over
the rotor surface, which is >6-fold faster
than muscle myosin, and similar to the
speed of the fastest myosins (e.g. type
XI, responsible for cytoplasmic streaming
in algae).

The speed of rotation is proportional
to the protonmotive force, as shown by
wiring a cell to an external voltage source
and watching an inert marker on the
motor. To apply voltage, the cell body was
drawn halfway into a micropipette, and
the membrane permeabilized by chemical
treatment. Estimates of the proton flux
through the motor suggest that the
motor is tightly coupled. Roughly 1200
protons flow through the motor during
each complete revolution. By attaching
a variety of different-sized latex beads to
the filaments and adjusting the viscosity
of the surrounding fluid, torque-speed
relations have been measured over a wide
range of speeds. Forward rotation under
assisting torques, and backward rotation
under torques above stall (>4600 pN), has
been explored by using rotating electric
fields or optical traps to apply torque in the
tethered cell assay.

3.7
Polymers that Push and Pull

Actin filaments and microtubules are
not just static polymers. In addition
to their roles as structural cables and
girders for maintaining cell shape, and
as superhighways for mechanoenzymes
to move along, these polymers are also
dynamic machines that can produce force.
In living cells, the cytoskeletal polymers
are in a constant state of flux, and
their growth and shrinkage is harnessed
to drive many organelle and whole-cell
movements. Crawling cells have a dense
array of polymerizing actin filaments
beneath their leading edge that pushes
outward on the plasma membrane and
causes protrusion. Similarly, the bacterial
pathogen, Listeria monocytogenes is pushed
by actin polymerization. The bacteria move
in graceful arcs through the cytoplasm
of a host cell, leaving ‘‘comet tails’’ of
polymerized actin in their wake. During
mitosis, chromosomes are pushed and
pulled by dynamic microtubules whose
ends are linked to specialized sites on
the chromosomes, the kinetochores. Just
before cell division, kinetochore-attached
microtubules depolymerize, generating
tension that pulls sister chromatids apart.

Both actin and microtubule filaments
are composed of protein subunits arranged
in a regular lattice. The monomeric form
of actin, ‘‘G-actin,’’ is a roughly spheri-
cal protein, 5 nm in diameter (45 kDa).
Like a LEGO block, the surface of an
actin monomer has several sites for at-
tachment to other monomers. Each also
has a cleft that binds an ATP molecule.
Monomers assemble into a ropelike struc-
ture, ‘‘F-actin,’’ with two strands, called
protofilaments, that wind around each other
with a helical period of 72 nm. The build-
ing blocks for microtubules are made
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of tubulin, a molecule that consists of
two nearly identical 50-kDa proteins fused
tightly to form a dimer, 8 nm in length.
Each dimer has two sites that bind GTP.
The dimers assemble into a hollow, tube-
shaped structure, 25 nm in diameter, with
13 protofilaments that run parallel to the
long axis of the tube. Both types of fila-
ments have fast-growing ‘‘plus’’ ends, and
slow-growing ‘‘minus’’ ends.

Nucleotide hydrolysis supplies energy
that makes actin and tubulin polymers
very dynamic. Actin monomers in solu-
tion bind ATP, and have high affinity
for one another. After polymerization, the
ATP is hydrolyzed and phosphate is re-
leased, leaving ADP trapped in the binding
clefts of the monomers within a filament.
The ADP-containing monomers have re-
duced affinity, so hydrolysis destabilizes
the actin filament, promoting depolymer-
ization. GTP hydrolysis by tubulin has a
similar effect. Each tubulin dimer binds
two molecules of GTP, one of which is hy-
drolyzed upon incorporation of the dimer
into a microtubule filament. The GDP-
containing tubulin dimers have reduced
affinity for one another, which destabilizes
the lattice and promotes depolymeriza-
tion. Without hydrolysis, both polymers
would simply grow until equilibrium was
reached, when the subunit pool was spent.
Hydrolysis keeps the filaments out of equi-
librium, allowing coexistence of growing
and depolymerizing filaments.

3.8
Microtubule Ends and Dynamic Instability

The dynamic behavior of microtubules can
be directly observed in vitro. In the pres-
ence of GTP and pure tubulin, microtubule
growth is interrupted by periods of rapid
depolymerization. This ‘‘dynamic instabil-
ity’’ requires GTP hydrolysis. Growth rates

are normal in the presence of the nonhy-
drolyzable GTP analog, GMPCPP, but the
growth is uninterrupted. Subunit addition
and removal occurs only at the ends of
the filaments, which adopt different struc-
tures, depending on whether they are in a
state of growth or depolymerization. The
protofilaments that extend from growing
ends are straight, forming sheets that are
sometimes hundreds of subunits long. In
contrast, the protofilaments at depolymer-
izing ends become highly curved, peeling
away from the lattice. The ends of grow-
ing filaments are temporarily stabilized
by a ‘‘cap’’ of GTP-containing subunits
in which hydrolysis has not yet taken
place. The transition between growth and
depolymerization, called ‘‘catastrophe,’’ is
probably triggered when hydrolysis of the
cap occurs before more GTP-containing
subunits are added.

The curvature of protofilaments at the
ends of depolymerizing microtubules, and
the fact that the products of depolymeriza-
tion are often curved oligomers, suggests
a structural basis for the coupling of nu-
cleotide hydrolysis and polymerization.
Before hydrolysis, the GTP-containing
dimers are probably straight, fitting snugly
into the growing microtubule lattice. If
the GDP-containing subunits are naturally
curved, then they would be strained when
trapped within the lattice. In this way, en-
ergy from hydrolysis could be stored within
the lattice as mechanical strain.

3.9
Motility Assays with Cytoskeletal Filaments

Several in vitro experiments show that
polymerization of pure actin or tubulin,
without any additional proteins, can gen-
erate pushing force and do mechanical
work. Polymerizing actin filaments inside
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liposomes causes distension of the lipo-
somes, demonstrating that the growing
filaments can push outward on the lipid
bilayer. Likewise, microtubule filaments
grown inside a small chamber can push
against the chamber walls with enough
force to buckle themselves (Fig. 1e). By an-
alyzing the shapes of buckled filaments,
the maximum pushing force of a sin-
gle microtubule has been estimated at
4 pN.

These important experiments prove that
growing filaments can push against an
object, but they are incomplete models
for the polymer-driven motility that occurs
in cells. In cells, a variety of accessory
proteins provide spatial and temporal con-
trol of filament dynamics, and couple
the ends of growing and shrinking fila-
ments to other structures to apply force.
Listeria promote spatially localized actin
polymerization with a nucleation factor,
ActA. Likewise, kinetochores contain a
host of proteins that modulate micro-
tubule dynamics and maintain attachment
to microtubule ends. Understanding the
mechanisms of these accessory factors will
be key to understanding how cells harness
cytoskeletal filaments to produce motion
and force.

In vitro motility assays that reconstitute
force generation using dynamic filaments
coupled to accessory proteins provide more
realistic models for filament-based motil-
ity in cells. Shrinking microtubules can
pull against microscopic beads when the
beads are coated with proteins that main-
tain attachment to the depolymerizing
filament ends. This motion is similar to
the way chromosomes are pulled apart
before cell division, and also to the way
the mitotic spindle is positioned inside
asymmetrically dividing yeast cells. In a
reconstituted assay that closely mimics
the motion of Listeria, beads coated with

ActA protein are pushed around by actin
polymerization. The beads follow curved
trajectories and leave comet tails of poly-
merized actin in their wake, just like
the bacteria.

4
Conclusion

Motion is fundamental to life. Everyone
is familiar with the macroscopic motion
of muscle contraction. There are also
exquisite motions taking place at the
level of cells and molecules. The cells
in our immune system crawl around our
bodies and engulf invading bacteria. Cilia
in our lungs beat to remove inhaled
debris. In all these cases, the motion
is generated by tiny protein machines,
the molecular motors. Molecular motors
are ubiquitous, and the list of known
motors is growing. Besides the classic
motors, myosin, kinesin, and dynein,
and the cytoskeletal polymers, filamentous
actin and microtubules, there are also
protein machines at the heart of energy
metabolism, and reading the genetic code.
Studies of molecular motors, particularly
in vitro work with single molecules,
have revealed fascinating details about
how they convert chemical energy into
mechanical work.

While motors are arguably the most
machinelike of the biological molecules,
they are certainly not the only things
inside living cells that remind us of
man-made apparatus. The action at a
distance that occurs within an allosteric
enzyme, for example, is reminiscent
of the push rods or levers inside an
internal combustion engine. The large,
multienzyme complexes that cells use to
carry out sequences of reactions remind
us of assembly lines. However, molecular
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motors are an important special case
because the motions they produce are large
enough to be directly measured. The study
of motor proteins offers rare, direct access
to address general questions about how a
protein’s structure dictates it’s dynamics
and function.

See also Nucleic Acid and Protein
Single Molecule Detection and
Characterization.

Bibliography

Books and Reviews

Berg, H.C. (2003) The rotary motor of bacterial
flagella, Annu. Rev. Biochem. 72, 19–54.

Block, S.M. (1995) Nanometres and piconew-
tons: the macromolecular mechanics of ki-
nesin, Trends Cell Biol. 5, 169–175.

Cameron, L.A., Giardini, P.A., Soo, F.S., The-
riot, J.A. (2000) Secrets of actin-based motility
revealed by a bacterial pathogen, Nat. Rev. Mol.
Cell Biol. 1, 110–119.

Howard, J. (2001) Mechanics of Motor Proteins
and the Cytoskeleton, Sinauer Associates,
Publishers, Sunderland, MA.

Inoue, S., Salmon, E.D. (1995) Force generation
by microtubule assembly/disassembly in
mitosis and related movements, Mol. Biol. Cell
6, 1619–1640.

Salmon, E.D. (1995) VE-DIC light microscopy
and the discovery of kinesin, Trends Cell Biol.
5, 154–158.

Schliwa, M. (2003) Molecular Motors, Wiley-VCH,
Weinheim.

Schliwa, M., Woehlke, G. (2003) Molecular
motors, Nature 422, 759–765.

Spudich, J.A. (2001) The myosin swinging cross-
bridge model, Nat. Rev. Mol. Cell Biol. 2,
387–392.

Vale, R.D., Milligan, R.A. (2000) The way things
move: looking under the hood of molecular
motor proteins, Science 288, 88–95.

Yoshida, M., Muneyuki, E., Hisabori, T. (2001)
ATP synthase–a marvellous rotary engine of
the cell, Nat. Rev. Mol. Cell Biol. 2, 669–677.

Primary Literature

Asbury, C.L., Fehr, A.N., Block, S.M. (2003)
Kinesin moves by an asymmetric hand-over-
hand mechanism, Science 302, 2130–2134.

Berliner, E., Young, E.C., Anderson, K., Mah-
tani, H.K., Gelles, J. (1995) Failure of a single-
headed kinesin to track parallel to microtubule
protofilaments, Nature 373, 718–721.

Block, S.M., Berg, H.C. (1984) Successive
incorporation of force-generating units in the
bacterial rotary motor, Nature 309, 470–472.

Burgess, S.A., Walker, M.L., Sakakibara, H.,
Knight, P.J., Oiwa, K. (2003) Dynein structure
and power stroke, Nature 421, 715–718.

Case, R.B., Pierce, D.W., Hom-Booher, N.,
Hart, C.L., Vale, R.D. (1997) The directional
preference of kinesin motors is specified by an
element outside of the motor catalytic domain,
Cell 90, 959–966.

Diez, M., Zimmermann, B., Borsch, M.,
Konig, M., Schweinberger, E., Steigmiller, S.,
Reuter, R., Felekyan, S., Kudryavtsev, V.,
Seidel, C.A., Graber, P. (2004) Proton-powered
subunit rotation in single membrane-bound
F0F1-ATP synthase, Nat. Struct. Mol. Biol. 11,
135–141.

Dogterom, M., Yurke, B. (1997) Measurement
of the force-velocity relation for growing
microtubules, Science 278, 856–860.

Finer, J.T., Simmons, R.M., Spudich, J.A. (1994)
Single myosin molecule mechanics: piconew-
ton forces and nanometre steps, Nature 368,
113–119.

Hancock, W.O., Howard, J. (1998) Processivity of
the motor protein kinesin requires two heads,
J. Cell Biol. 140, 1395–1405.

Henningsen, U., Schliwa, M. (1997) Reversal in
the direction of movement of a molecular
motor, Nature 389, 93–96.

Howard, J., Hudspeth, A.J., Vale, R.D. (1989)
Movement of microtubules by single kinesin
molecules, Nature 342, 154–158.

Hua, W., Young, E.C., Fleming, M.L., Gelles, J.
(1997) Coupling of kinesin steps to ATP
hydrolysis, Nature 388, 390–393.

Ishijima, A., Kojima, H., Funatsu, T., Toku-
naga, M., Higuchi, H., Tanaka, H.,
Yanagida, T. (1998) Simultaneous observation
of individual ATPase and mechanical events by
a single myosin molecule during interaction
with actin, Cell 92, 161–171.



600 Motor Proteins

Lang, M.J., Fordyce, P.M., Block, S.M. (2003)
Combined optical trapping and single-
molecule fluorescence, J. Biol. 2, 6.

Lister, I., Schmitz, S., Walker, M., Trinick, J.,
Buss, F., Veigel, C., Kendrick-Jones, J. (2004)
A monomeric myosin VI with a large working
stroke, EMBO J. 23, 1729–1738.

Loisel, T.P., Boujemaa, R., Pantaloni, D., Car-
lier, M.F. (1999) Reconstitution of actin-based
motility of Listeria and Shigella using pure
proteins, Nature 401, 613–616.

Lombillo, V.A., Stewart, R.J., McIntosh, J.R.
(1995) Minus-end-directed motion of kinesin-
coated microspheres driven by microtubule
depolymerization, Nature 373, 161–164.

Mallik, R., Carter, B.C., Lex, S.A., King, S.J.,
Gross, S.P. (2004) Cytoplasmic dynein
functions as a gear in response to load, Nature
427, 649–652.

Mehta, A.D., Rock, R.S., Rief, M., Spudich, J.A.,
Mooseker, M.S., Cheney, R.E. (1999) Myosin-
V is a processive actin-based motor, Nature
400, 590–593.

Meyhofer, E., Howard, J. (1995) The force
generated by a single kinesin molecule against
an elastic load, Proc. Natl. Acad. Sci. U S A 92,
574–578.

Nishizaka, T., Oiwa, K., Noji, H., Kimura, S.,
Muneyuki, E., Yoshida, M., Kinosita, K. Jr.
(2004) Chemomechanical coupling in F1-
ATPase revealed by simultaneous observation
of nucleotide kinetics and rotation, Nat. Struct.
Mol. Biol. 11, 142–148.

Noji, H., Yasuda, R., Yoshida, M., Kinosita, K. Jr.
(1997) Direct observation of the rotation of
F1-ATPase, Nature 386, 299–302.

Ray, S., Meyhofer, E., Milligan, R.A., Howard, J.
(1993) Kinesin follows the microtubule’s
protofilament axis, J. Cell Biol. 121,
1083–1093.

Rice, S., Lin, A.W., Safer, D., Hart, C.L.,
Naber, N., Carragher, B.O., Cain, S.M.,
Pechatnikova, E., Wilson-Kubalek, E.M., Whit-
taker, M., Pate, E., Cooke, R., Taylor, E.W.,
Milligan, R.A., Vale, R.D. (1999) A structural
change in the kinesin motor protein that drives
motility, Nature 402, 778–784.

Ryu, W.S., Berry, R.M., Berg, H.C. (2000)
Torque-generating units of the flagellar motor
of Escherichia coli have a high duty ratio,
Nature 403, 444–447.

Sakakibara, H., Kojima, H., Sakai, Y., Kataya-
ma, E., Oiwa, K. (1999) Inner-arm dynein c

of Chlamydomonas flagella is a single-headed
processive motor, Nature 400, 586–590.

Schafer, D.A., Gelles, J., Sheetz, M.P., Lan-
dick, R. (1991) Transcription by single
molecules of RNA polymerase observed by
light microscopy, Nature 352, 444–448.

Schnitzer, M.J., Block, S.M. (1997) Kinesin
hydrolyses one ATP per 8-nm step, Nature
388, 386–390.

Shaevitz, J.W., Abbondanzieri, E.A., Landick, R.,
Block, S.M. (2003) Backtracking by single RNA
polymerase molecules observed at near-base-
pair resolution, Nature 426, 684–687.

Svoboda, K., Block, S.M. (1994) Force and
velocity measured for single kinesin
molecules, Cell 77, 773–784.

Svoboda, K., Schmidt, C.F., Schnapp, B.J.,
Block, S.M. (1993) Direct observation of
kinesin stepping by optical trapping
interferometry, Nature 365, 721–727.

Vale, R.D., Reese, T.S., Sheetz, M.P. (1985)
Identification of a novel force-generating
protein, kinesin, involved in microtubule-
based motility, Cell 42, 39–50.

Vale, R.D., Funatsu, T., Pierce, D.W., Rom-
berg, L., Harada, Y., Yanagida, T. (1996) Direct
observation of single kinesin molecules
moving along microtubules, Nature 380,
451–453.

Veigel, C., Wang, F., Bartoo, M.L., Sellers, J.R.,
Molloy, J.E. (2002) The gated gait of the
processive molecular motor, myosin V, Nat.
Cell Biol. 4, 59–65.

Yasuda, R., Noji, H., Kinosita, K. Jr., Yoshida, M.
(1998) F1-ATPase is a highly efficient
molecular motor that rotates with discrete 120
degree steps, Cell 93, 1117–1124.

Yasuda, R., Noji, H., Yoshida, M., Kinosita, K.
Jr., Itoh, H. (2001) Resolution of distinct
rotational substeps by submillisecond kinetic
analysis of F1-ATPase, Nature 410, 898–904.

Yildiz, A., Tomishige, M., Vale, R.D., Selvin, P.R.
(2004) Kinesin walks hand-over-hand, Science
303, 676–678.

Yildiz, A., Forkey, J.N., McKinney, S.A., Ha, T.,
Goldman, Y.E., Selvin, P.R. (2003) Myosin
V walks hand-over-hand: single fluorophore
imaging with 1.5-nm localization, Science 300,
2061–2065.

Yin, H., Wang, M.D., Svoboda, K., Landick, R.,
Block, S.M., Gelles, J. (1995) Transcription
against an applied force, Science 270,
1653–1657.



601

Mucosal Vaccination

W. Olszewska and Peter J. M. Openshaw
Imperial College, Paddington, London, UK

1 Introduction 603

2 Goals of Mucosal Vaccination 603

3 Benefits of Mucosal Vaccination 606
3.1 Main Features of the Common Mucosal Immune System 606
3.2 Distinctive Characteristics of Mucosal Immunity 607
3.3 Multivalent Mucosal Vaccines 608
3.4 Edible Vaccines 608
3.5 Overcoming Preexisting Immunity or Tolerance 609

4 Challenges for Mucosal Immunization 609
4.1 Mucosal Delivery Systems 609
4.1.1 Live Bacterial Vectors 609
4.1.2 Virosomes 610
4.1.3 Mucosal DNA Vaccines 611
4.2 Mucosal Adjuvants 611
4.2.1 Biodegradable Polymeric Particles 611
4.2.2 Bacterial Toxins 612
4.2.3 CpG Oligodinucleotides 613
4.2.4 Cytokines and Chemokines 613
4.2.5 Saponins 613
4.2.6 Immune Stimulating Complexes (ISCOMS) 614
4.2.7 MF59 615

5 Vaccination via the Respiratory Tract 615
5.1 Applications of Nasal Vaccination 615

6 Oral Vaccines 617

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 8
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30550-5



602 Mucosal Vaccination

7 Conclusions 617

Acknowledgment 617

Bibliography 618
Books and Reviews 618
Primary Literature 618

Keywords

Adjuvant
(Latin: adjuvere to help) substances added to vaccines to increase immune responses.

Antigen
Foreign substance recognized by immune system.

B Cells
Lymphocytes that make immunoglobulin (antibody); can also present antigens.

T Cells
Lymphocytes that require the thymus for development.

Th1 Cells
Typically make interferon (IFN)-gamma and tumor necrosis factor (TNF) and activate
macrophages to kill intracellular pathogens and switch on IgG1 production from
B cells.

Th2 Cells
Make cytokines such as IL-4, IL-5, and IL-13, which promote growth, activity, and
survival of eosinophils and switch B cells to make IgE.

Chemokines
Chemoattractive proteins made by many cell types that cause cell recruitment to
inflamed tissues.

Cytokines
Small proteins produced by T cells that act as signals to other cells of the immune
system or structural cells (e.g. IL-1, IL-3, IL-4, IL-5, IL-10, and IFN).

Lymphocytes
White blood cells that concentrate in lymph nodes, spleen, and so on.

Vaccine
A substance administered to trigger memory immune responses that protect against
disease.
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� The immune system faces a dilemma. It must tolerate benign commensal organisms
and antigens present in food and air, while rapidly mounting vigorous responses
to the plethora of pathogens that enter via mucosal surfaces. The existing mucosal
vaccines against poliomyelitis, influenza, and measles were developed on a largely
empirical basis against transient self-limiting infections that themselves induce
lifelong immunity.

In this article, we review the successes and failures of mucosal immunization
and the opportunities for exploiting developments in immunology to create new
and effective mucosal vaccines. The challenge now is to exploit new information
about immunoregulation to develop effective vaccines against more subtle agents
that circumvent lifelong immunity, recur, or persist.

1
Introduction

The mucous membranes lining the lung,
gut, and urogenital tract present unique
problems to the host defense systems.
They have specialized functions that ne-
cessitate close contact with the environ-
ment, yet most common infections enter
by these routes. Immune defenses at
mucosal surfaces therefore have to de-
fend against pathogens while being tol-
erant of nonthreatening substances in
food and inhaled air. Both innate and
acquired mechanisms of immunity are in-
volved in preventing microbial entrance
and spread. Mechanisms of acquired im-
munity combine humoral (production of
antigen-specific secretory IgA, S-IgA) and
cell-mediated immune responses (Fig. 1).

Mucosal immunization has the poten-
tial to induce protective immunity against
infectious diseases or to elicit antigen-
specific tolerance. The mucosal immune
system has to be appropriately activated to
achieve effective protection against colo-
nization and invasion by infectious agents
at mucosal surfaces. Although administra-
tion of vaccines directly to mucosal sites
has many advantages, mucosal immunity

can be also achieved by other routes of
antigen delivery. However, in this review
we focus primarily on the mucosal route
of vaccination.

Because of the low absorption effi-
ciency of mucosally delivered vaccines,
almost all current vaccines are adminis-
tered parenterally. In addition, suboptimal
immune responses are frequently induced
by mucosal immunization and the use of
mucosal adjuvants is required. As a result,
development of successful mucosal vac-
cines depends largely on improvements
to mucosal delivery systems and on the
discovery of new and effective mucosal
adjuvants (Fig 2).

2
Goals of Mucosal Vaccination

Most environmental pathogens enter the
body through the mucosal membranes of
the intestinal, respiratory, or genital tract.
Some only replicate in the mucosa, but
others use the mucosa to gain entry before
dissemination to other sites. For purely
mucosal infections (e.g. those caused by
most common cold agents and infective
diarrheal organisms), prevention of initial
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Fig. 1 Schematic representation of cells involved in immune reactions after
mucosal challenge. APC, antigen-presenting cell; M, microfold epithelial cell; T, T
cell; B, B cell; RBC, red blood cell.

colonization is an essential but difficult
aim of vaccination; when dissemination
or toxin production is essential to disease
pathogenesis, prevention of surface inva-
sion may not be necessary.

Mucosal vaccination is an attractive ad-
ministration route for mass vaccination,
as it does not require trained medical
personnel and does not involve needles
and syringes These factors affect the costs
of vaccination and the risk of transmit-
ting blood-borne infections (HIV or HepB)
making mucosal vaccine particularly at-
tractive for use in developing countries
(Table 1).

New or improved vaccines are needed
for a wide range of mucosal infec-
tions, including respiratory tract infec-
tions caused by Mycobacterium spp, My-
coplasma pneumoniae, influenza virus, rhi-
novirus, coronavirus, adenovirus, human

metapneumovirus, and respiratory syncy-
tial virus (RSV); urogenital tract infections
caused by Chlamydia, HIV, Neisseria gon-
orrhoeae, Treponema pallidum, and herpes
simplex virus (HSV); and gastrointesti-
nal infections caused by Escherichia coli,
Salmonella, Shigella spp, Helicobacter py-
lori, Vibrio cholerae, Campylobacter jejuni,
Clostridium difficile, and rotaviruses. The
challenge is to design vaccine prepara-
tions that induce neutralizing immunity
to the pathogen or their toxins, prevent-
ing their attachment to mucosal surfaces,
tissue invasion, and spread (Fig 3).

Induction of specific secretory IgA (S-
IgA) is an essential aim of mucosal
vaccination. Locally produced S-IgA is con-
sidered to be among the most important
protective humoral immune factors and
constitutes over 80% of all antibodies
produced in mucosa. In humans, S-IgA
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Tab. 1 Comparison of mucosal and parenteral delivery of vaccines.

Vaccination Mucosal Parenteral

Administration Easy, self administration Need of trained personnel
Risks Nonaccurate dosing Infection (HIV, Hepatitis B)
Antigen dose Usually high Low
Formulation Need of mucosal adjuvant Mixed with Alum
Immune responses Stimulates mucosal immunity

but may induce tolerance
Rarely induces mucosal responses

but good systemic antibody and T
cell responses

Use in human Only few vaccines Most of the vaccines

antibodies are usually dimeric whereas
serum IgA is mainly monomeric. Anti-
bodies secreted by mature plasma cells
in various compartments of the com-
mon mucosal immune system are able
to interact with invading pathogens, in-
hibit their attachment, and form im-
mune complexes with potentially harmful
molecules (immune exclusion). S-IgA may
neutralize viruses and directly participate
in antibody-dependent cell-mediated cy-
totoxicity (ADCC) in collaboration with
macrophages and lymphocytes. However,
natural killer cells and specific cytotoxic
T cells are also key defenses in prevent-
ing infection with intracellular pathogens
(Fig. 2). In testing vaccine efficacy, both an-
tibody levels and cellular immunity should
therefore be monitored.

3
Benefits of Mucosal Vaccination

3.1
Main Features of the Common Mucosal
Immune System

A key issue in mucosal immunity is the
necessity to distinguish between normal
antigens, which are not harmful, and
those that belong to dangerous pathogens.

The discrimination between hazardous
and nonhazardous antigens is determined
by activation by pattern-recognition recep-
tors (including Toll-like receptors), which
may be displayed in intestinal crypts
or in the cytoplasm of mucosal cells,
and are therefore inaccessible to non-
hazardous commensals. The anatomical
placement of pattern-recognition receptors
in inaccessible sites appears to be an im-
portant factor in allowing discrimination
between hazardous and nonhazardous
antigens.

The mucosal immune system is highly
adapted toward tolerance, the breakdown
of which can result in disease (e.g. celiac
disease). Mucosal exposure frequently
induces regulatory T cells, of which there
are several distinct types. First, Th3 cells
produce transforming growth factor beta
(TGF-beta); these are frequently induced
by repeated feeding of low doses of
antigen orally. Second, Tr1 cells are a
subset of CD4 T cells, which produce IL-
10, the production of which is promoted
by IL-15 and Type 1 interferon. Third,
CD4+ CD25+ cells are potent regulators
of autoreactivity in vivo and can also
be induced by tolerogenic oral feeding.
Fourth, CD8 T cells often have a regulatory
role in the gut, but their exact functions
have not been clearly defined. In addition,
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there is mounting evidence that gamma
delta T cells may, under some conditions,
also promote a tolerogenic state after
oral feeding. All these subsets are readily
induced by oral administration of antigen,
but induction must be avoided if mucosal
vaccination is to be successful.

3.2
Distinctive Characteristics of Mucosal
Immunity

In mammals, immune responses at mu-
cosal surfaces are provided by a defence
system known as mucosa-associated lym-
phoid tissue (MALT). It comprises an
integrated network of cells and molecules
anatomically grouped and functionally di-
vided into sites of antigen uptake and
effector function. Mucosal immune re-
sponses are triggered in specialized zones
that sample foreign material from the ep-
ithelial surface. The main inductive site
of the upper respiratory tract is in the
nasal-associated lymphoid tissue (NALT),
and in the gastrointestinal tract it is the
Peyer’s patch (PP), the appendix, and
the solitary lymphoid nodules, collectively
called the gut-associated lymphoid tissue
(GALT).

The respiratory epithelium contains four
different cell types: alveolar macrophages,
dendritic cells, M cells, and intraepithelial
lymphocytes. The latter are relatively
scarce in the respiratory tract. M cells
are associated with lymphoid structures
and differ in morphology from absorptive
cells by their short microvilli, small
cytoplasmic vesicles, and few lysosomes.
The M cells selectively absorb antigen
by endocytosis or pinocytosis and direct
it to professional APC (macrophages,
dendritic cells, B lymphocytes) or directly
process and present antigen to T cells
(Fig. 1). In the gut, specialized M cells

are thought to provide the main route by
which complex antigens gain access to the
immune system. Lymphocytes primed in
the Peyer’s patches express α4β7 integrin,
which binds to the mucosal adressin cell-
adhesion molecule 1 (MAD-CAM1), which
is expressed at high levels by the vascular
endothelium in mucosal surfaces. Gut-
derived T cells also express the chemokine
receptor CCR9, which allows them to
respond to the chemokine CCL25, which
is expressed selectively by small bowel
epithelial cells. By contrast, T cells that
are primed peripherally typically display
the α4β1 integrin and CCR4 and so
do not migrate or respond in mucosal
sites. This selective expression explains
why mucosal vaccination is often required
to protect against mucosal infections,
and why peripheral administration of
vaccine antigens is often ineffective against
mucosal infections. The establishment
and maintenance of the immune response
requires close cooperation between many
cell types. Activated T cells help B
cells to develop into plasma cells, a
process that depends on the nature of the
antigen and on the cytokines produced
by T helper cells. TGF-β, IL-10, and
IL-4 promote the switch from IgM to
IgA production from stimulated B cells.
Precursors of mucosal plasma cells derive
from lymphoepithelial structures, mature
in the regional lymph nodes, and enter
the circulation via the thoracic duct.
Then they can seed the lamina propria
of distant mucosal sites (e.g. intestines,
respiratory tract, genital tract, salivary
gland, etc.), where they differentiate.
In this way, antibodies can appear at
different mucosal sites elsewhere within
the common mucosal immune system.
Natural killer cells may be also present
in mucosal tissues and, together with
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CTLs, are important for eliminating virus-
infected cells.

There is strong evidence that various
mucosal sites of the immune system can
communicate. For instance, within 24 h of
adoptive lymphocyte transfer, mesenteric
lymph node (MLN) cells are found in re-
cipient gut, cervix and vagina, uterus, and
mammary glands. The ability of cells to
migrate between mucosal zones has been
extensively investigated. Thus, intranasal
immunization may induce specific immu-
nity in intestine, and boosted levels of IgA
have been reported in the intestine after in-
tranasal (rather than oral) administration.
In these experiments, the relatively poor
induction of gut immunity by oral admin-
istration could be due to degradation of
antigen and dilution in the contents of the
gastrointestinal tract.

Several examples show that intranasal
immunization can result in efficient im-
munity at distant mucosal sites. For
instance, intranasal administration of a
recombinant HIV envelope protein for-
mulated in CTB-associated GM1 lipid
vesicles enhances mucosal IgA antibody
responses in nasal and gut tissues. Ad-
ministration of a DNA vaccine for herpes
simplex induces antigen-specific cellular
and secretory IgA responses in the gut,
vagina, and oral cavity after intradermal,
intraperitoneal, intravaginal, intranasal, or
oral immunization. Taking advantage of
the functional integrity of the common
mucosal system, vaccines easily adminis-
trated into the nose may in the future
include those against herpes simplex virus
or HIV. For instance, recombinant ade-
novirus used to deliver antigens derived
from HSV and HIV has been demon-
strated to induce protective immunity in
mice vaginal mucosa, particularly when
cholera toxin was included in the vaccine
preparation.

3.3
Multivalent Mucosal Vaccines

Delivery systems that allow simultaneous
delivery of several antigens derived from
one or more pathogens may be used
to design a multivalent vaccine. Such a
vaccine potentially may reduce the number
of administrations needed and increase
protection in the populations studied.

For example, RSV and human parain-
fluenza represent two of the most impor-
tant viral agents of pediatric respiratory
tract disease worldwide. Studies are under
way that use recombinant bovine/human
parainfluenza virus type 3 (rB/HPIV3),
with bovine F and HN genes replaced
with their HPIV3 counterparts and ex-
pressing the major surface antigens of
respiratory syncytial virus. Both recom-
binant viruses were shown to replicate
efficiently in the respiratory tract of ham-
sters and induced serum antibody titers
similar to those induced by RSV or HPIV3
infection. Immunization of hamsters with
rB/HPIV3-G1, rB/HPIV3-F1, or a combi-
nation of both viruses resulted in high
level of resistance to challenge with RSV
or HPIV3 28 days later. Schmidt et al. de-
scribed a similar strategy for intranasal
immunization against RSV subgroups A
and B and human parainfluenza virus type
3 by using a live cDNA-derived vaccine in
monkeys.

3.4
Edible Vaccines

Transgenic plant technology allows the
production of large quantities of trans-
genic antigen from pathogenic microor-
ganisms at low cost and would have partic-
ular benefits in underresourced areas. The
first edible vaccine was obtained by insert-
ing the gene encoding hepatitis B surface
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antigen into tobacco plants, resulting in an
antigen very similar to that obtained from
recombinant yeast. Similar methods have
been used to make vaccines containing
genes of E. coli heat-labile enterotoxin B
(LT-B), rabies virus glycoprotein, F protein
of RSV, Norwalk virus capsid protein, and
V. cholerae (CT-B) in potatoes, tomatoes,
and other plants. Materials from recom-
binant plants have been shown to be
immunogenic in feeding experiments in
animals, inducing systemic and mucosal
responses, and promising clinical trials
show that specific anti-LT-B responses
can be demonstrated in humans given
transgenic potatoes expressing LT-B. The
possibility of using transgenic plants for
the production of specific immunoglob-
ulins for passive immunotherapy is also
being explored, but the commercial viabil-
ity of these technologies is unproven.

Oral administration could theoretically
induce tolerance to pathogens, resulting
in serious adverse consequences. Fear of
this effect has limited the clinical trials of
oral vaccination against hepatitis B with ed-
ible potatoes expressing hepatitis surface
antigens to preimmune individuals.

3.5
Overcoming Preexisting Immunity or
Tolerance

Immunity to vaccinia potentially limits
the utility of vaccinia vectors in people
previously immunized against smallpox.
However, the studies of Belyakov et al. sug-
gest that modified vaccinia Ankara (MVA)
expressing HIV gp160 could successfully
immunize via the mucosal route and in-
duce potent specific systemic humoral and
CTL responses in vaccinia-immune mice.
It therefore seems possible that immune
responses at mucosal sites may not be pre-
vented by prior systemic immunization

and that this mucosal naiveté may be ex-
ploited in generating immune responses
in previously vaccinated individuals.

Another challenge to immunization
against RSV and measles is the ineffi-
ciency of vaccination in the presence of
specific maternal antibody. It appears that
mucosal immunization may overcome this
difficulty. Mutwiri et al. concluded from
studying immune responses in neona-
tal lambs that enteric immunization with
a human adenovirus vector may be an
effective approach for inducing both mu-
cosal and systemic immune responses
in neonates. Similarly, in the cotton rat
model of measles mucosal vaccination
with vesicular stomatitis virus expressing
the hemagglutinin of measles virus in-
duces seroconversion in the presence of
maternal antibodies and leads to protec-
tion against measles challenge. On the
basis of experience with highly effective
live polio vaccine given at birth, it has been
proposed that mucosal immunization may
be safer and more effective than any other
route of vaccination in young children.

4
Challenges for Mucosal Immunization

4.1
Mucosal Delivery Systems

4.1.1 Live Bacterial Vectors

Commensal flora as expression vectors
Genetic manipulation of normal surface
bacteria is attractive in that no pathogen
is deployed in vaccine production and
the bacteria themselves can exhibit pro-
biotic properties. However, the risk is
that such bacteria will be tolerated and
thus no immune response will be gener-
ated. Considerable work has been done
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with Lactococcus lactis, some strains of
Lactobaccillus, Staphylococcus carnosus, and
Streptococcus gordonii. These bacteria are
noninvasive or commensal organisms in
healthy people. Internal adjuvanticity is
provided by peptidoglycan, and lactobacilli
tagged with green fluorescent protein are
actively taken up by APC after intranasal
administration, suggesting that antigens
would be processed and presented. Recom-
binant antigens that have been expressed
in commensal bacteria include the V3 do-
main of HIV-1 gp120, fusion and hemag-
glutinin from measles virus, fragment B
of diphtheria toxin, peptides from Plasmod-
ium falciparum, and epitopes from RSV.

Pathogens as expression vectors Many
bacterial pathogens naturally invade via
mucosal surfaces and induce strong mu-
cosal immunity. Attenuated Salmonella
has been extensively studied as a vec-
tor both for oral and intranasal delivery.
Interestingly, i.n. vaccination induces bet-
ter systemic and local immune responses
to inserted antigens (e.g. hepatitis B core
antigen) than oral or rectal immunization.
Insertion of antigens from Helicobacter py-
lori into Salmonella, for instance, results in
induction of specific CD4+ T cells produc-
ing IFN (interferon) and IL-10 in a mouse
model, as well as good protection after just
two i.n. doses of vaccine.

Attenuated strains of Shigella are also
promising live bacterial vectors. In animal
models, they were shown to induce specific
serum antibody responses (IgG and IgA) to
inserted antigens after i.n. immunization.

Bacille Calmette-Guérin (BCG) is the
first attenuated vaccine introduced to hu-
mans and still is the most widely used
vaccine in the world, since it is the only one
available against tuberculosis. Since BCG
induces cellular immunity and can accom-
modate foreign epitopes, it may work as

a successful vector when specific cellular
responses are needed. The safety of the
vaccine given at birth suggests its rele-
vance for immunizations is required very
early in life. Candidates would therefore
include measles and RSV vaccine. Indeed,
recombinant BCG producing measles nu-
cleoprotein provided protection against
virus challenge in intranasally immunized
infant rhesus macaques. Other exam-
ples of heterologous antigens expressed
in BCG for mucosal vaccination include
HIV, human papilloma virus, Schistosoma
haematobium, Plasmodium yoelii, and Tox-
oplasma gondi.

Recently, attenuated Bordetella pertussis
emerged as a bacterial vector for i.n. vac-
cination. Deletion of genes coding for
pertussis toxin diminished the virulence
of the bacteria but preserved their abil-
ity to colonize mucosal sites. Interestingly,
the immunogenicity to the mayor antigen,
filamentous hemagglutinin (FHA) was in-
creased, as well as that to heterologous
antigen fused to FHA. Additionally, signif-
icant protection was observed in a mouse
model of Schistosoma mansoni infection
following single i.n. immunization.

4.1.2 Virosomes
Cusi et al. investigated the efficacy of
a vaccine composed of the RSV fusion
protein associated with influenza viro-
somes (IRIV), which was administered
intranasally together with E. coli heat-labile
toxin (LT). After an intramuscular ‘‘prim-
ing’’ with influenza virus vaccine, mice
were i.n. immunized with RSV-F/IRIV +
LT or with RSV-F + LT or IRIV + LT. The
results showed that mice immunized with
RSV-F + LT developed Th2 type responses
and that virosomal delivery greatly poten-
tiated immune responses in animals. All
mice immunized with RSV-F/IRIV + LT
developed a balanced Th1/Th2 cytokine
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profile with mucosal IgA and high levels of
serum IgG. More importantly, histological
analysis of lung tissue of RSV-challenged
mice did not reveal vaccine-enhanced pul-
monary eosinophilia.

4.1.3 Mucosal DNA Vaccines
The immunogenic potential of DNA
vaccination has been extensively tested
in animal models. DNA vaccination has
many theoretical advantages, including
ease of production, stability of vaccine
preparations, and the ability to induce
both antibody and cell-mediated immune
responses. The drawbacks are that success
in animal models is poorly predictive of
outcome in human studies and that long-
term follow-up studies are necessary to
assess the risk of vaccine involvement
in autoimmune diseases or immune
disregulation.

DNA is not usually taken up in non-
degraded form from mucosal surfaces.
However, DNA immunization in mice and
chickens has been shown to induce an-
tibodies to influenza nucleoprotein and
to trigger both mucosal and systemic cel-
lular protective immune responses. In a
recent study, Sasaki et al. described im-
mune responses induced by intranasally
and intramuscularly delivered DNA encod-
ing HIV-1 proteins in mice. Both routes
produced similar levels of cell-mediated
immunity, but intranasal immunization
induced higher levels of intestinal S-
IgA than intramuscular immunization,
and the adjuvant QS21 enhanced both
intranasal and intramuscular immune
responses.

Encapsulation of DNA into micropar-
ticles prevents degradation of DNA and
enhances immunogenicity; therefore, it is
an attractive delivery system for a mucosal
DNA vaccine. Such a vaccine, designed
using rotavirus VP6 DNA encapsulated

in PLG microparticles, was shown to be
effective in inducing systemic and mu-
cosal immunity after oral administration
to mice.

4.2
Mucosal Adjuvants

Many substances are known to have ad-
juvant properties; however, the majority
are used for parenteral immunization and
only a few are suitable for the mucosal
route. Alum, the only universally licensed
adjuvant for use in humans, is not a suit-
able adjuvant for mucosal immunization.
The choice of an appropriate adjuvant for
mucosal vaccination is very important to
its success. Many mucosal adjuvants are
based on bacterial toxins and their deriva-
tives, CpG-containing DNA, and various
cytokines and chemokines. Since most
antigens are poorly immunogenic when
introduced via the mucosal route if no ad-
juvant is added, induction of tolerance is
likely.

4.2.1 Biodegradable Polymeric Particles
Micro- and nanoparticles may be used to
encapsulate vaccine antigens. Many such
polymers have the advantages of being
biodegradable and at the same time of
protecting the antigen from premature
degradation. Slow degradation of polymers
controls the release of entrapped anti-
gen; therefore, such vaccines can induce
immune responses over prolonged peri-
ods of time. Poly(D,L-lactide-co-glycolide)
(PLG) polymer is probably the most ex-
tensively studied polymer because of its
safety record in humans. The hydrolysis
of PLG polymer to release encapsulated
antigen is controlled by the polymer com-
position and its molecular weight. PLG
particles may be suitable mucosal vaccine
carriers, as shown by using fimbriae from
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B. pertussis encapsulated in PLG particles
for oral delivery to mice. The technique
was able to induce serum and mucosal
antibody responses in mice as well as to
protect against live bacterial challenges.
Baras et al. demonstrated recently the fea-
sibility of long-term in vivo release of
antigens from PLG particles. They showed
that a single nasal or oral immunization of
glutathione S-transferase from S. mansoni
in PLG microparticles could induce a long-
lasting antigen-specific antibody response
in mice, with a peak at 9 to 10 weeks after
immunization.

4.2.2 Bacterial Toxins
Bacterial toxins have been used for a
long time as adjuvants in experimental
models, and some chemically detoxified
toxins have been employed to prevent
bacterial infectious diseases (e.g. formalin
inactivation of Corynebacterium diphtheriae
or Clostridium tetani exotoxins). Although
bacterial toxins possess excellent adjuvant
properties, they have been prohibited
from wide use as adjuvants in humans
because of their high toxicity. Two bacterial
toxins have found particular attention for
application as mucosal adjuvants: cholera
toxin (CT) produced by V. cholerae and
heat-labile enterotoxin (LT) produced by
E. coli have similar structures, since
both contain subunits A and B and the
toxicity originates from the A subunit,
which catalyzes ADP-ribosylation of the
stimulatory GTP-binding proteins on the
surface of the epithelial cells and raises
the intracellular levels of cAMP. This then
leads to secretion of water and electrolytes
into the mucosal lumen. Today it is
possible to obtain detoxified derivatives
by mutagenesis of the toxin genes. With
this technology, the genes are modified in
such a way as to encode different amino
acid(s) that are no longer able to function

in enzymatic activity. Such inactivated
substances are safe and in the future could
replace toxoids in existing vaccines as well
as be used as mucosal adjuvants in new
vaccination strategies.

Several mutant toxins have already been
described; among them are mutations of
the heat-labile toxin of E. coli: LTK63,
LTR72, and LTG192. All of them have
been studied in detail for their ability to
induce systemic and local immune re-
sponses to coadministered antigen. LTR72
was the strongest adjuvant, as compared
with the fully nontoxic LTK63 mutant, and
showed only 0.6% of the enzymatic activity
of the wild-type LT. LTK63 was shown to
be 100 000-fold less toxic but 20 times less
effective than LT. Moreover, CD4+ lym-
phocytes from animals immunized with
ovalbumin together with LTR72 exhibited
very strong proliferative responses, similar
to those induced by wild type LT. LTK63
was also tested in the murine measles
model, and mucosal coimmunization with
the mutant and a synthetic peptide rep-
resenting a CTL epitope from measles
N protein was very effective in in vivo
priming of peptide-specific and measles
virus–specific CTL responses. Similarly,
the addition of LTK63 to peptide RSV vac-
cine induced strong CTL responses and
protection after intranasal administration
into a mouse. Compared with adminis-
tration of oral influenza vaccine alone,
coadministration of vaccine with LTG192
provided enhanced protection from infec-
tion in the upper and lower respiratory
tract, equivalent to and at similar doses as
that obtained with wild-type LT. The mu-
tant toxin augmented virus-specific IgG
and IgA responses in serum, lung, and
nasal washes and also the numbers of
virus-specific antibody-forming cells in
spleen, lung, and Peyer’s patches in a man-
ner comparable to that of wild-type LT.
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Studies conducted in experimental an-
imals have given promising results with
respect to immune responses developed
after intranasal vaccination by a number
of delivery systems. Cholera toxin B given
intranasally with measles virus stimulated
systemic neutralizing antibodies, and in-
tranasal immunization with a chimeric
synthetic peptide containing two T-helper
epitopes (MVF: aa 288–302) and one B-
cell epitope (MVF: aa 404–414) produced
both systemic and mucosal antibody re-
sponses that conferred protection against
encephalitis after infection with neuroad-
apted measles virus.

A novel nontoxic form of chimeric mu-
cosal adjuvant that combines the A subunit
of mutant cholera toxin E112K with the
pentameric B subunit of heat-labile en-
terotoxin from enterotoxigenic E. coli was
constructed. Nasal immunization of mice
with tetanus toxoid (TT) plus the new
adjuvant elicited significant TT-specific
immunoglobulin A responses in mucosal
compartments and induced high serum
immunoglobulin G and immunoglobulin
A anti-TT antibody responses.

The suitability of CT and LT and their
mutants in human vaccinology remains
to be determined. Several clinical trials did
not report side effects; however, at least one
influenza vaccine coadministered with LT
had to be withdrawn from study due to
several instances of facial paresis.

4.2.3 CpG Oligodinucleotides
Synthetic oligodeoxynucleotides (ODN)
that contain unmethylated CpG motifs
(CpG ODN) are also novel candidates
as adjuvants for mucosal immunization.
Initially, it was reported that these motifs
could induce in vitro production of IL-
6 and IFNγ by CD4+ T cells, IL-6
and IL-12 by B cells, and IFNγ by NK
cells. Such properties led to the use of

CpG ODNs as an adjuvant in several
experimental models and indeed, work
published so far supports the view that
Th1-type responses dominate after CpG
coadministration with an immunogen.
However, some authors indicate that these
responses are very much dependent on
the age of the primed animals, the route
of antigen delivery, or the nature of the
antigen. The potential of CpG motifs as
adjuvants for delivery via mucosal surfaces
is particularly promising, as can be judged
from several recent publications.

4.2.4 Cytokines and Chemokines
Cytokines can be used as mucosal adju-
vants, either added directly to a vaccine
preparation or encoded in DNA. Recent
advancements in cytokine applications are
summarized in Table 2. As an example,
combination of IL-1 and IL-12 or IL-18
and GM-CSF creates a potent stimulating
environment for mixed Th1/Th2 immune
responses with the effect of IFNγ , IgA,
and induction of CTL responses. IL-2 and
IL-6, coexpressed in recombinant bacteria,
significantly increase specific antibody in
serum as well as in mucosal IgA subse-
quent to i.n. inoculation in mice. Likewise,
some chemokines are being explored for
use to potentiate mucosal immunity, as
reported by Lillard et al. and Eo et al.
Particularly promising is RANTES, which
is a chemoattractant for monocytes, T
cells, and NK cells, and has strong abil-
ity to induce Th1 responses, particularly
CTLs. Moreover, nasal coadministration
of RANTES with a protein antigen was
demonstrated to augment Th1 and Th2
local and systemic immune responses.

4.2.5 Saponins
Saponins purified from the bark of the
tree Quillaja saponaria molina and their
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Tab. 2 Examples of cytokines and chemokines coadministered with mucosal vaccines.

Cytokine/ Delivery system Model Route of Effect
chemokine delivery

GM-CSF Adenovector Mouse Intranasal Increased IgG2a and IgG1, elevated
levels of IFN-γ , TNF-α, and IL-10

Plasmid DNA Mouse Rectal/
vaginal

Increased serum IgG, enhanced mucosal
and fecal IgA

IL-2 Plasmid DNA-
encapsulated
in PLG
microparticles

Mouse Oral Enhanced CTL responses

Recombinant L.
lacti

Mouse Intranasal Increased antibody titers

Liposomes s Mouse Intranasal Increased P. aeruginosa
polysaccharide-specific pulmonary
plasma cells, reduced mortality from
pneumonia

IL-4 Plasmid DNA Mouse Rectal/
vaginal

Increased antibody levels; decreased CTL
activity

IL-6 Recombinant L.
lactis

Mouse Intranasal Increased antibody titers

IL-12 Liposomes Mouse Oral Shift to IgG2a and IgG3, decreased IgE
Abs, enhanced serum IFN-γ

Plasmid DNA Mouse Rectal/
vaginal

Decreased antibody levels, enhanced
CTL activity

IL-1alpha,
IL-12, and
IL-18

Peptide Mouse Intranasal Specific anti-HIV IgA in saliva, fecal
extracts, and vagina

RANTES Peptide Mouse Intranasal Augmented Th1 and Th2 responses
IL-10 Plasmid DNA Mouse Intranasal Diminished Ag-induced delayed type

hypersensitivity, production of Th1
cytokines

CCR7 ligands Plasmid DNA Mouse Intranasal,
intragastric

CD4+ T helper cell proliferation and
CD8+ T cell-mediated CTL activity,
serum IgG

derivatives are being used experimentally
for mucosal immunization. Quil A can be
incorporated into more potent adjuvant
systems, such as ISCOMs (see below).
Onjisaponins were shown in studies of
Nagai et al. to be safe and potent adjuvants
for intranasal inoculation together with
influenza and DTP vaccines. Experiments
in mice showed that the use of adjuvant
significantly increased serum IgG and
nasal IgA as well as inhibited proliferation

of mouse-adapted influenza virus in BAL
of infected mice.

4.2.6 Immune Stimulating Complexes
(ISCOMS)
ISCOMs (immune stimulating complexes)
consist of cholesterol, phospholipids, viral
proteins, and glycosides of the adjuvant
Quil A. For several viruses, it has been
shown that the incorporation of viral
proteins into the ISCOM structure can
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dramatically enhance their immunogenic-
ity. Strong B-cell and T-cell responses are
usually observed together with induction
of CTL responses, which are normally not
evoked by nonreplicating vaccine prepara-
tions. ISCOM-based influenza vaccines are
currently being evaluated in clinical trials,
and initial studies have shown that individ-
uals immunized with ISCOM preparations
developed virus-specific CTL responses in
addition to strong antibody responses.

Intranasal delivery of inactivated in-
fluenza vaccine plus the ISCOMATRIXØ

(IMX) adjuvant was able to induce serum
hemagglutination inhibition (HAI) titers
in mice better than those obtained
with nonadjuvanted vaccine delivered
subcutaneously. Furthermore, the IMX-
adjuvanted vaccine delivered intranasally
induced mucosal IgA responses in the
lung, nasal passages, and large intestine,
together with high levels of serum IgA.

4.2.7 MF59
MF59 is an adjuvant approved for use
in humans and elicits higher antibody
titers than alum when used in combina-
tion with a variety of recombinant and
natural subunit antigens. MF59 is an oil-
in-water emulsion that contains squalene
(a metabolite of cholesterol), polysorbate
80 (a surfactant soluble in water), and
sorbitan trioleate (a surfactant soluble in
oil). Although the mechanisms respon-
sible for the adjuvant action of MF59
are not fully understood, enhancement
of humoral immune response to par-
enteral influenza vaccine has been shown
in humans, and mucosal immune re-
sponses to intranasally administered in-
fluenza vaccine were evoked in mice.
Thus, it appears that MF59 may be a
promising formulation for future mucosal
vaccines.

5
Vaccination via the Respiratory Tract

The first point of contact for inhaled
pathogens is usually the nasal mucosa.
Many infections are initiated at the
mucosal surface and so it would appear
desirable to induce neutralizing antibodies
and specific cellular responses at the
site of pathogen entry. The large, highly
vascularized surface (150 cm2) has the
potential of very efficient absorption of
delivered vaccine, and the presence of
immune cells in this area enables the
initiation of immune reactions. Nasal
epithelium absorbs principally soluble
antigens, so use of a suitable delivery
system is likely to contribute to achieving
protective responses after immunization
via the nasal route.

The technique of intranasal immuniza-
tion is very important if large doses are
administered. Some vaccine may be swal-
lowed, leading to oral delivery, or, in
anesthetized animals, a proportion of the
vaccine may reach the lung. The epithelial
deposition of antigens in the respiratory
mucosa depends on size of particles (aero-
dynamic diameter); therefore, in designing
a vaccine for delivery via the respiratory
route particle size is a critical issue.

5.1
Applications of Nasal Vaccination

Many preclinical studies have been con-
ducted on vaccines administered via the
respiratory tract. These are mostly deliv-
ered into nasal mucosa, but some trials
involving deep lung deposition have also
been described. As mentioned above, the
functional integrity of mucosal system al-
lows induction of immune responses in
sites distant from the immunization site.
It seems obvious, however, that intranasal
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immunization is particularly appropriate
for prevention of those infectious dis-
eases acquired by inhalation. Therefore,
we focus here on recent developments of
nasal vaccines against some respiratory
viral diseases.

The protective efficacy of mucosal im-
munization with purified RSV fusion
protein (F) or chimeric FG glycoprotein
was shown in animal models when the
vaccines were coadministered with CT
adjuvant. Complete protection was also
demonstrated in mice immunized with
a synthetic peptide (residues 174–187) of
the G protein mixed with CT, even though
the peptide failed to induce a detectable
level of secretory IgA. Effective mucosal
immunization against RSV was reported
after using F protein and a genetically
detoxified toxin CT-E29H or CTL peptide
from the M2 protein together with LTK63
as an adjuvant.

Recently, live, attenuated, cold-adapted
viral vaccines have been developed as al-
ternatives to inactivated vaccines. Thus, it
is possible to produce an organism that
replicates efficiently at 25 to 28 ◦C, that is,
the temperature of the nasal passage, but
not at 37 ◦C (the temperature of the lungs).
Intranasal administration of cold-adapted
vaccines usually induces good immune
responses – including local IgA responses
and secretory IgA antibodies, which can
provide protection against pathogens that
infect mucosal sites – although the mag-
nitude of the serum antibody response
depends on the extent of virus repli-
cation. Furthermore, live vaccines can
induce CTL responses or can prime
CTL responses induced during natural
infection.

Several vaccines against influenza are li-
censed for use in humans. Among them,
few are administered via the intranasal
route. The trivalent Nasalflu Berna vaccine

consists of influenza virosomes formu-
lated from inactivated influenza surface
glycoproteins, combined with lecithin and
heat-labile toxin of E. coli. This vaccine
has been reported to induce high levels of
influenza-specific hemagglutination inhi-
bition IgG and IgA in nasal mucosa and
in the saliva. In clinical trials, 85% ef-
ficacy was reported in adults and nearly
90% efficacy in children. Although no sig-
nificant adverse reactions were observed
in initial studies, 43 instances of Bell’s
palsy were encountered among the first
season’s vaccine recipients (totaling more
than 100 000 people). This resulted in
suspension of sales and the launch of
a detailed investigation of potential side
effects.

Another human trial involving influenza
vaccine compared intranasal and intra-
muscular trivalent whole virus vaccines
in elderly people, and showed that the
intranasal route was significantly more
effective in inducing mucosal IgA re-
sponse. Additionally, combined vaccina-
tion involving intramuscular inactivated
and intranasal cold-adapted influenza vac-
cines had significantly increased efficacy
in an elderly population. A different hu-
man study involving MF59-adjuvanted or
nonadjuvanted subunit influenza vaccines
indicated that in these trials immune
responses, including mucosal IgA produc-
tion, were not influenced by the presence
of adjuvant.

Interesting results were obtained from
a mouse study using a peptide mu-
cosal influenza vaccine. A retro–inverso
analog, encompassing the protective B-
cell epitope sequence from hemagglutinin
(HA) (91–108) conjugated to ovalbumin
and coadministered with cholera toxin,
produced strong systemic (serum IgG)
and mucosal (lung IgA) antibody re-
sponses that protected against intranasal
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challenge with a lethal dose of influenza
virus. The half-life of the retro–inverso
analog in the presence of lung ho-
mogenate proteases was at least 700
times greater than that of the parent L-
peptide. These results demonstrated that
peptido-mimetic analogs with high re-
sistance to proteolytic degradation are
very effective immunogens for intranasal
administration.

Existing measles vaccines have been
successful in young children when admin-
istered as an aerosol or via the intranasal
route. However, results from one study did
not support these findings and implied
that further investigations of the immu-
nization protocol were required.

6
Oral Vaccines

Oral administration of infectious non-
pathogenic agents is an ideal method
of vaccination, a principal aim being to
induce specific mucosal IgA immune
responses. An outstanding example of
a successful oral vaccine is the Sabin
polio vaccine, which induces both lo-
cal and systemic immune responses
and provides good protection against
poliovirus infection. Other current oral
vaccines include killed whole-cell B sub-
unit and live–attenuated cholera vaccines,
live–attenuated typhoid vaccine, and live
adenovirus vaccine. Oral immunization
with live–attenuated vaccine against ade-
novirus successfully eliminated frequent
epidemics at trainee camps and was in
routine use for 25 years in US army re-
cruits. Rotashield was a highly successful
live oral vaccine giving good protection
against infectious diarrhea, but was with-
drawn because of possible links with

intussusception. The decision to withdraw
vaccination resulted in the reemergence of
adenoviral infections and work is now in
progress to bring back this effective and
safe vaccine.

Oral administration of nonliving anti-
gens can induce oral tolerance to sys-
temic and local autoantigens or allergens,
thereby protecting against DTH. This ap-
proach could potentially be used to reduce
inflammatory reactions in chronic infec-
tions, autoimmune disorders, or allergies.
However, oral tolerance could hinder suc-
cessful oral vaccine development, and in
practice oral vaccines have proved difficult
to develop; therefore, relatively few have
been licensed for human use.

7
Conclusions

An important key to the development
of novel mucosal vaccines is to under-
stand how mucosal adjuvants can lead
to the induction of protective responses
(particularly T-cell immunity and local an-
tibody production), while avoiding oral
tolerance, induction of regulatory T cells,
or immunopathogenic immunity. Geneti-
cally engineered live vaccines designed to
exploit newly understood immune mecha-
nisms of tolerance and immunoregulation
offer fresh hope in the race to develop new
mucosal vaccines.

Acknowledgment

This work was supported by the
Wellcome Trust, UK (programme
grant 054797/Z/98/Z) and European
Union grant ‘Impressuvac’ (QLRT-
PL1999-01044).



618 Mucosal Vaccination

See also Autoantibodies and Au-
toimmunity; Dendritic Cells; Hu-
man and Veterinary Classical Vac-
cines against Bacterial Diseases;
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Airway Surface Liquid (ASL)
Fluid lining the apical surface of epithelial cells. ASL is depleted in the respiratory tract
of CF patients. This increases mucus viscosity and impairs cilia function, resulting in
defective mucociliary clearance of bacterial pathogens from CF airways.

Chaperones
Chaperones enable misfolded proteins to be maintained in a conformation that is
competent for folding, its subsequent release from the quality control apparatus, and
delivery to the cell surface. Certain chemical chaperones, such as phenylbutyrate, CPX,
genisteine, and glycerol can increase F508del folding yield in cell culture systems.

Cystic Fibrosis Transmembrane Conductance Regulator (CFTR)
Chloride conducting channel in apical cell membranes. Mutations in CFTR cause the
disease cystic fibrosis.

DF508 Mutation
Deletion of phenylalanine in position 508 (F508del) of the CFTR protein; the most
common mutation causing CF worldwide. The mutation results in misfolding of the
CFTR protein leading to premature intracellular degradation.

Pseudomonas aeruginosa
Most common pathogen in CF lung disease. Pseudomonas aeruginosa infection is
associated with clinical deterioration and massive endobronchial inflammation in most
patients with cystic fibrosis.

� Cystic fibrosis (CF) is the most common autosomal recessive disorder in Cau-
casians, affecting ∼1 : 2500 children, with a carrier frequency of 1 : 25. The causative
gene, named CF transmembrane conductance regulator (CFTR), encodes a chloride
channel in epithelial cells. Abnormal transport of chloride and sodium ions affects
water movement across epithelia, leading to pathophysiological consequences in
various organs including the respiratory, gastrointestinal and reproductive tract,
the pancreas, and liver. The CF phenotype is rather heterogeneous due to many
different mutations in CFTR and the influence of modifier genes. Chronic bacterial
lung infections stimulate inflammatory defense mechanisms, leading to exten-
sive tissue remodeling. The resulting emphysema and fibrosis mainly determine the
reduced life expectancy in individuals with CF. Owing to improved symptomatic
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treatment strategies, including better nutrition and antibiotic therapy, the prognosis
of CF individuals has considerably improved and many children now reach adult
life. Research is focused on the development of pharmacological drugs correcting
ion channel dysfunction, anti-inflammatory drugs and vaccines to prevent airway
infections. The causative gene replacement therapy has not yet been successfully
applied in CF patients.

1
Epidemiology and Diagnosis

1.1
Incidence and Prevalence

CF (cystic fibrosis) is the most common fa-
tal inherited disease in the Caucasian pop-
ulation, affecting about 1 : 2500 children,
with a carrier frequency of 1 : 25. Case-
finding studies resulted in incidence rates
between 1 : 7700 in Sweden and 1 : 2500 in
the United Kingdom. In the United States,
an incidence rate of ∼1 : 3500 live white
births has been estimated and, based on
registry data, the prevalence rate in the
year 2000 was 8.9 CF patients in 100 000
individuals. Similar prevalence rates have
been calculated in Germany (6.9/100 000),
Italy (6.5/100 000), and United Kingdom
(15/100 000). In other racial groups, CF is
much less frequent. Estimates from non-
Caucasian populations from the United
States give incidence rates of 1 : 14 000 for
black Americans and 1 : 11 500 for His-
panic births.

1.2
Diagnosis and Screening

CF is diagnosed on clinical symptoms
including persistent cough and diarrhea
caused by pancreatic insufficiency. The
single most useful diagnostic procedure is
the sweat test with chloride concentrations
>60 mmol L−1 in typical cases of CF.

Generally, the diagnosis is confirmed by
genotyping of the most common CFTR
mutations, which vary between different
geographic regions. Since CFTR muta-
tions have been identified in persons with
clinical conditions such as pancreatitis, in-
fertility due to congenital bilateral absence
of the vas deferens (CBAVD), allergic bron-
chopulmonary aspergillosis, disseminated
bronchiectasis, and diffuse panbronchioli-
tis, it is generally thought that genotype
alone is an insufficient basis for the diag-
nosis of CF.

Fifty percent of all CF patients in the
United States are diagnosed by the age
of 6 months and 90% by the age of
8 years. Neonatal screening has been rec-
ommended because of data revealing that
screened patients have better growth and
weight gain than controls and that early
diagnosis decreases the rate of hospital-
ization and may lead to an improved lung
function in the first 10 years of life. Neona-
tal screening programs are generally based
on a two-step approach with immune reac-
tive trypsinogen in dried blood spots and
confirmation by mutation analysis, includ-
ing multiple CFTR alleles in positive cases.
Indeed, neonatal screening has now been
established in several countries. It is im-
portant to note that clinical benefits from
neonatal screening are dependent on ade-
quate treatment, and the failure to provide
an adequate standard of care after a di-
agnosis of CF has been made is probably
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a critical factor in outcome. Furthermore,
early genetic counseling gives parents the
choice of avoiding the birth of another
child with CF.

Population screening for CF can be
carried out to identify CF carriers or
patients, whereas heterozygote screen-
ing allows carrier couples to improve
family planning. Whether CF carrier
screening reduces the number of CF
births on a population level is still
questionable. Recent guidelines recom-
mend prenatal screening for CF in the
United States.

1.3
Prognosis

Prognosis of CF has improved dramat-
ically in some but not all countries as
a result of better care and therapy and
most children now reach adult life. In the
United States, the median age has risen
from 8.4 years in 1969 to 14.3 years in
1998 and the median survival rose from
14 years in 1969 to 32.3 years in 1998.
Similar improvements in survival have
occurred in Europe but significant dif-
ferences persist because of differences in
treatment strategies, access to specialized
CF centers, and socioeconomic status. It
is generally agreed that patients treated
in a CF center with specialized med-
ical care have a better survival. Since
chronic lung disease contributes mostly
to morbidity and mortality in CF, optimal
antibiotic therapy may influence progno-
sis considerably. Patients with class IV
or V mutations associated with residual
CFTR function have better clinical out-
comes compared to those with class II
mutations (including F508del, see below).
However, for most patients, prognosis
cannot be determined on the basis of geno-
type analysis.

2
Genetics and Functions of CFTR

2.1
CFTR, Mutations, Genotype-phenotype
Relations and Modifier Genes

CF is caused by mutations in a 230-
kb gene on chromosome 7, encoding
a 1480 amino acid polypeptide named
cystic fibrosis transmembrane conductance
regulator (CFTR). Over 1200 mutations and
sequence variants have been described to
date and reported to the Cystic Fibrosis Ge-
netic Analysis Consortium. Most of these
mutations are rare and only 4 mutations
occur in a frequency of more than 1%.
CFTR mutations are grouped into five
classes: defective synthesis (I), defective
processing (II), defective regulation (III),
defective conductance (IV), and partially
defective production or processing (V).
Class I–III mutations are more common
and are associated with pancreatic insuffi-
ciency. Patients with the rarer class IV–V
mutations often are pancreatic sufficient.
The most common mutation worldwide is
a class II mutation caused by a deletion
of phenylalanine in position 508 (F508del)
of the CFTR protein, leading to misfold-
ing. Of the 43 849 CF chromosomes tested,
66% are F508del. Linking mutations to the
severity of lung disease has been unsuc-
cessful, and patients who are homozygous
for the F508del mutation exhibit a wide
spectrum in the rate of development and
severity of lung disease.

Because F508del homozygous patients
differ largely in phenotype and in chloride
conductance, it is believed that environ-
mental factors and/or genes other than
CFTR modify the development, progres-
sion, and disease severity of CF. At present,
a number of candidate genes includ-
ing genes that regulate aspects of innate
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lung defense and inflammatory cascades
have been suggested, which await confir-
mation in large CF population studies.
Modifier genes are now being identified
using single nucleotide polymorphisms in
genome-wide searches and complemented
by proteomic approaches. Modifying genes
are likely to affect many different aspects
of the CF phenotype, which therefore
remains difficult to predict from CFTR
mutation data alone.

2.2
CFTR Function and Structure

CFTR functions as a chloride channel in
apical membranes. The primary structure
of CFTR indicated that it belongs to a
family of transmembrane proteins called
ATP-binding cassette (ABC) transporters.
ABC transporters (or traffic ATPases)
form a large family of proteins respon-
sible for the translocation of a variety of
compounds across membranes of both
prokaryotes and eukaryotes. CFTR is com-
posed of five domains: two membrane-
spanning domains (MSDs), two nucleotide
binding domains (NBDs), and a regu-
latory (R) domain (Fig. 1). The F508del

mutation occurs in the DNA sequence
that codes for the NBD1. In wild-type
CFTR, an extracellular glycosylation site
is present and the NBDs and R domain
are located on the intracellular side of
the membrane.

CFTR channel activity is controlled by
the balance of kinase and phosphatase ac-
tivity within the cell and by cellular ATP
levels. Activation of a cAMP-dependent
protein kinase (PK) (such as PKA and
PKC) causes the phosphorylation of mul-
tiple serine residues within the R domain.
Once the R domain is phosphorylated,
channel gating is regulated by a cycle of
ATP binding and hydrolysis at the NBDs,
which form a head-to-tail dimer. The two
NBDs are nonequivalent in their inter-
actions with nucleotides. Whereas NBD1
acts as a site of stable nucleotide inter-
action, NBD2 constitutes a site of fast
turnover. Finally, protein phosphatases
dephosphorylate the regulatory domain
and return the channel to its quiescent
state. It has been proposed that energy
from ATP hydrolysis by the conserved
NBDs causes conformational changes in
the MSDs, which are coupled with the
opening and closing of the pore. The

Fig. 1 Schematic model of CFTR. MSD:
membrane-spanning domain, NBD:
nucleotide binding domain; R:
regulatory domain. Also indicated is a
putative nucleotide binding domain.
(From Lewis, H.A. et al. (2004)
Structure of nucleotide-binding domain
1 of the cystic fibrosis transmembrane
conductance regulator, EMBO J. 23,
282–93).
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sixth transmembrane segment seems to
play a dominant role in determining the
pore properties of CFTR. The CFTR pore
has a deep wide intracellular vestibule
but a shallow wide extracellular vestibule.
The resolution of the crystal structure of
mouse NBD1 confirms some of these no-
tions (Fig. 2). This NBD1 differs from
typical ABC domains in having added
regulatory segments, a foreshortened sub-
domain interconnection, and unusual nu-
cleotide conformation and undetectable
ATPase activity.

The complex secondary structure of
the protein suggests that CFTR possesses
other functions in addition to being a chlo-
ride channel. Amongst others, CFTR has
been described as a regulator of other
apical membrane conductance pathways
through interactions with the amiloride-
sensitive epithelial sodium channel and
the outwardly rectifying chloride channel.

Whether the activity of the epithelial
sodium channel (ENaC) is inversely related
to the activity of CFTR or whether its ac-
tivity increases with CFTR activity is not
clear at present. ENaC is also regulated by
the serum and glucocorticoid-dependent
kinase (SGK1), which is increased in
CF lung tissue because of inflamma-
tory processes. F508del CFTR has defects
in both channel gating and endoplasmic
reticulum-to-plasma membrane process-
ing. Recent data suggest that CFTR also
transports HCO3

− as well as glutathione
or regulates HCO3

− transport through ep-
ithelial cells.

2.3
CFTR Trafficking and Tissue Location

F508del is retained in the endoplasmic
reticulum (ER) because of improper fold-
ing and, therefore, will not reach the Golgi
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Fig. 2 Topology diagram of mNBD1. The F1-type ATP-binding core
subdomain is shown in gold, the ABC α-subdomain in cyan, and the
ABC ß-subdomain in green. Regions of mNBD1 that are different from
previous ABC structures are shown in gray. Circles indicate the
positions of 310 helices. (From Lewis, H.A. et al. (2004) Structure of
nucleotide-binding domain 1 of the cystic fibrosis transmembrane
conductance regulator. EMBO J., 23, 282–293) (see color plate p. xxiv).
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complex for the acquisition of complex N-
linked oligosaccharide chains, important
in the quality control pathway to pre-
vent the development of improperly folded
glycoproteins. Thus, the F508del muta-
tion is primarily a protein-folding defect
with altered protein trafficking or kine-
sis secondary to altered folding. Although
some F508del can be delivered to the
plasma membrane, channel gating is pro-
foundly defective, because PKA-dependent
phosphorylation of the R domain acti-
vates F508del CFTR to a much lesser
degree than wild-type CFTR. Like other
membrane glycoproteins, CFTR interacts
with chaperone proteins, which prevent
premature and inappropriate folding inter-
actions during biosynthesis and increase
the overall yield of correctly folded prod-
uct. In this context, hsp70, hsc70, and
calnexin have been identified. CFTR has
also been shown to form a macromolec-
ular complex in apical membranes with
the ß2 adrenergic receptor and the ezrin-
/radixin-/moesin-binding phosphoprotein
50. The assembly of the complex is regu-
lated by PKA-dependent phosphorylation
and deletion of the regulatory domain of
CFTR abolishes PKA regulation of com-
plex assembly.

In general, CFTR is found in tissues
that are clinically affected by CF although
low levels also occur elsewhere. The most
common site is in the apical membrane
of epithelial cells that line exocrine ducts
or airways, and this is consistent with
the proposed chloride channel function.
By immunohistochemistry, wild type but
not F508del CFTR was detected at the
luminal membrane of crypt colonocytes,
sweat glands, and respiratory epithelial
cells. Both B and T lymphocytes ex-
press CFTR, reveal abnormal chloride
transport, although this seems to have

little functional importance. No impor-
tant functional abnormalities have been
shown in the heart or the placenta, both
sites of CFTR expression, and the elec-
trolytes of ocular humor, breast milk, and
seminal fluid are not significantly altered
in CF.

3
Basic Defect-pathology Relations

CF leads to pathologic changes in organs
that express CFTR; therefore, secretory
cells, sinuses, lungs, pancreas, liver, and
reproductive tract are involved. The most
dramatic changes are observed in CF air-
ways where the basic defect causes mucus
retention, chronic bacterial infection, and
inflammation.

3.1
Respiratory Tract

Lung infections with Pseudomonas aerug-
inosa constitute a predominant disease
phenotype in CF patients. Infections with
Staphylococcus aureus and Haemophilus in-
fluenzae are also frequent. Several hypothe-
ses have been offered to explain the failure
of mucosal defense and the high preva-
lence of P. aeruginosa in the CF lung. It
has been proposed that P. aeruginosa binds
to CF airway epithelial cell membranes in
higher density than to respective cells from
normal individuals owing to an increased
P. aeruginosa asialo-GM1 receptor density.
The higher bacterial number would then
lead to infection in CF airways. Alterna-
tively, wild-type CFTR (but not mutated
CFTR) has also been shown to be a receptor
for P. aeruginosa, which mediates bacte-
rial cell internalization and P. aeruginosa
killing. In CF airways, therefore, P. aerugi-
nosa would not be eradicated intracellularly
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and could multiply and cause infection.
Other studies, however, reveal that both
P. aeruginosa and S. aureus are located in
the mucus layer on respiratory epithelial
cells rather than directly on cell mem-
branes and that no difference in location
and number of adhering bacteria is visi-
ble regardless of whether normal or CF
primary respiratory cells are used or in-
fected CF lung tissue is investigated for P.
aeruginosa or S. aureus adhesion. Addition-
ally, on the basis of the assumption of an
increased sodium chloride concentration
due to a defective CFTR channel on the lu-
minal side of the respiratory epithelium, it
has furthermore been suggested that salt-
sensitive cationic antimicrobial peptides
(defensins) are inactivated in the airway
surface liquid (ASL) of CF patients, which
would lead to bacterial multiplication and
subsequent infection. However, not all de-
fensins are salt sensitive and it has been
difficult to prove that the ASL in CF is
indeed hypertonic.

In contrast, most in vivo data re-
veal that the ASL from normal and
CF individuals is isotonic. This notion
has been explained by a mechanism
whereby the airway epithelium reduces
its volume in order to reach isotonicity
(Fig. 3).

Owing to defective chloride secretion of
the CF respiratory epithelial cells, sodium
and therefore also water are excessively re-
absorbed from the periciliary liquid, which
reduced the volume of the ASL from ∼20
to 6 µm. Consequently, mucus viscosity is
increased and cilia function is impaired,
which leads to a defect in mucociliary
clearance of bacterial pathogens from CF
airways. Bacteria invading the CF lung are
trapped in this viscous mucus layer on
top of respiratory epithelial cells, where
they encounter microaerophilic or anaer-
obic growth conditions due to abnormal

oxygen consumption of the CF cell. The
physical conditions in the viscous matrix
trigger a switch of S. aureus and P. aerugi-
nosa from nonmucoid to mucoid cell types,
the predominant bacterial phenotype in CF
lungs. Apparently, the size of the mucoid
bacterial microcolonies impairs phagocy-
tosis and eradication of the pathogens by
phagocytis cells and thus is thought to be
one important factor in the pathogenic-
ity of lung disease. The anaerobic viscous
environment on the respiratory epithelial
mucus layer, which is also present in
large mucus (sputum) plugs later in the
course of the infection, is the main rea-
son for the chronicity of the bacterial lung
infection and inflammation in CF lungs
(see below).

3.2
Other Organs

Water retention as a consequence of de-
fective chloride secretion and excessive
sodium absorption is also the explanation
for the pathophysiologic events in the pan-
creas of CF patients, leading to exocrine
pancreatic insufficiency in approximately
90% of CF patients. Without sufficient
fluid and HCO3

−, digestive proenzymes
are retained in pancreatic ducts and pre-
maturely activated, which ultimately leads
to tissue destruction and fibrosis. As a
consequence of increasing Langerhans cell
destruction, insulin secretion is decreased
and delayed in older CF patients, leading to
increasing prevalence of both type I and II
diabetes. The consequences of CFTR mu-
tations also lead to abnormal liver function
in at least one-third of patients and biliary
cirrhosis in less than 10% of the patients.
Ninety-eight percent of males with CF
are infertile, with aspermia secondary to
atretic or absent vasa deferentia and dilated
or absent seminal vesicles. Sexual potency
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Fig. 3 Schematic model of the pathogenic events hypothesized to lead to chronic
P. aeruginosa infection in airways of CF patients. (a) On normal airway epithelia, a thin
mucus layer (light green) resides atop the PCL (clear). The presence of the low-viscosity
PCL facilitates efficient mucociliary clearance (denoted by vector). A normal rate of
epithelial O2 consumption (QO2; left) produces no O2 gradients within this thin ASL
(denoted by red bar). (b–f) CF airway epithelia. (b) Excessive CF volume depletion
(denoted by vertical arrows) removes the PCL, mucus becomes adherent to epithelial
surfaces, and mucus transport slows/stops (bidirectional vector). The raised O2
consumption (left) associated with accelerated CF ion transport does not generate
gradients in thin films of ASL. (c) Persistent mucus hypersecretion (denoted as mucus
secretory gland/goblet cell units; dark green) with time increases the height of luminal
mucus masses/plugs. The raised CF epithelial QO2 generates steep hypoxic gradients
(blue color in bar) in thickened mucus masses. (d) P. aeruginosa bacteria deposited on
mucus surfaces penetrate actively and/or passively (due to mucus turbulence) into
hypoxic zones within the mucus masses. (e) P. aeruginosa adapts to hypoxic niches
within mucus masses with increased alginate formation and the creation of
macrocolonies. (f) Macrocolonies resist secondary defenses, including neutrophils,
setting the stage for chronic infection. The presence of increased macrocolony density
and, to a lesser extent neutrophils, render the now mucopurulent mass hypoxic (blue
bar) (From Worlitzsch, D., Tarran, R., Ulrich, M. et al(2002) Effects of reduced mucus
oxygen concentration in airway Pseudomonas infections of cystic fibrosis patients, J.
Clin. Invest. 109, 317–325) (see color plate p. xxiv).

as well as spermatogenesis are normal, and
CF males have become fathers with tech-
niques such as microscopic epididymal
sperm aspiration and intracytoplasmatic

sperm injection. Female reproductive
function is normal, although cervical mu-
cus has been reported to be dehydrated,
which may impair fertility.
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4
Immunology of Chronic Respiratory
Infections

The inability of the immune defense sys-
tem to keep the airways free of bacteria
led to speculations that the then unknown
genetic abnormality causes an immuno-
logical defect. With the knowledge that
the CF gene codes for an epithelial
ion-transport protein and data showing
essentially normal systemic immune func-
tion in CF, the immunology of CF was
then regarded no differently from the im-
munology of any other chronic infection.
However, currently, CF lung disease is
thought to result from a defect in innate
immune response that leads to chronic
lung infection (see above) and chronic in-
flammation. The question of whether the
consequences of the basic defect provoke
abnormal respiratory inflammation with-
out prior bacterial stimuli has not been
resolved as yet.

4.1
Type III Hypersensitivity Reaction

CF patients respond with the produc-
tion of antibodies to a large number
of P. aeruginosa antigens and antigens
of other microbial pathogens. Antibody
production provokes hypergammaglobu-
linaemia in infected CF patients, and
leads to immune complexes, which are
detectable in patients’ sputa, bronchial
secretions, or serum samples. Immune
complexes stimulate the major phago-
cytic cell entering the endobronchial air-
ways, the polymorphonuclear leukocytes
(neutrophils). High immune complex lev-
els (and antibody titers) correlate with
poor clinical status of the patients, sug-
gesting that neutrophil stimulation is

responsible for tissue damage or remod-
eling in CF airways. Nevertheless, some
of the antipseudomonal antibodies are
nonopsonic or even blocking phagocyto-
sis, particularly antibodies directed against
P. aeruginosa polysaccharide components.
This phenomenon has not yet been fully
explained and might be related to a sub-
sequent loss of avidity in antigen bind-
ing during the chronic course of the
infection. During this type III hypersen-
sitivity reaction, neutrophils are attracted
from the blood vessels to the site of
infection by chemoattractants, includin-
gleukotriene B4 (LTB4) and interleukin
(IL)-8.

As mentioned above, bacterial micro-
colony formation triggered by the anaero-
bic viscous environment on the respiratory
epithelial mucus layer and in the large
mucus (sputum) plugs (Fig. 4) is one
reason for the chronicity of the bacte-
rial lung infection. In addition, other
factors may be involved. The highly vis-
cous mucus may affect the motility of
neutrophils, resulting in retarded neu-
trophil transmigration of the mucus layer
overlaying the epithelial cells in CF air-
ways, which could give bacteria a temporal
advantage to form their protecting micro-
colony polysaccharide coat. Owing to the
anaerobic environment in the viscous mu-
cus, antimicrobial activity of neutrophils
related to the production of reactive oxy-
gen species is impaired and bacteria with
intrinsic or acquired resistance to antimi-
crobial peptides (defensins) may survive
phagocytosis under these circumstances.
All three conditions may be present at the
same time in infected CF mucus and lead
to chronicity of the infection characterized
by large volumes of necrotic neutrophils
and accumulation of polymerized DNA
strands that form highly viscous sputum
plugs (Fig. 4).
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Fig. 4 Mucus plugs obstructing CF
airways consisting of mostly necrotic
neutrophils and bacterial microcolonies.
By courtesy of Dr. Uschi Weber, Wangen
im Allg

..
au, Germany.

The anaerobic nature of the mucus plugs
obstructing airways of CF patients implies
that lysosomal enzymes for neutrophils
such as elastase rather than reactive oxygen
species play a major role in the patho-
physiology of endobronchial inflamma-
tion. Neutrophil elastase cleaves a variety
of substrates including the endogenous
serine proteinase inhibitors α1-proteinase
inhibitor (α1-PI) and secretory leukocyte
proteinase inhibitor (SLPI), the structural
components or airways and alveoli, elastin,
and proteins of the innate and specific im-
mune systems such as immunoglobulines,
immune complexes, complement compo-
nents, and cell surface receptors on neu-
trophils or lymphocytes. Since neutrophil-
mediated phagocytosis is dependent on
intact complement receptors (CR1, CR3),
complement components (C3b, C3bi) and
intact, opsonic antibodies, opsonophago-
cytosis is heavily impaired in plugs in the
CF lung. On the other hand, neutrophil
elastase may act as a regulatory enzyme
in chronic inflammation by lowering sig-
nal transduction between inflammatory
molecules and effector cells. Thus, the
impairment of opsonophagocytosis and
T cell function by neutrophil serine pro-
teases may have beneficial and deleterious
consequences for the host: temporal down-
regulation of inflammation on the one

hand and allowance of bacterial survival
on the other hand. Similarly, stimulation
of airway gland secretion by neutrophil
serine proteases may be seen as beneficial
and deleterious for the host. Mucus hyper-
secretion may be regarded as beneficial,
because it removes bacterial pathogens
from close contact with airway epithelial
cells into the airway lumen, and delete-
rious because airway obstruction leads to
lung function impairment.

Besides neutrophil serine proteases,
macrophage-derived metalloproteinase
and metalloproteinases from neutrophils
including neutrophil gelatinase (type IV
collagenase) may contribute to tissue re-
modeling in CF airways, particularly in
the alveoli.

Despite the wealth of information
on the neutrophil-dominated pathophys-
iology of CF lung disease, little is
known about how endobronchial infec-
tion/inflammation impacts on fibrosis
and emphysema in the alveolar space of
CF patients.

4.2
Cytokines, Growth Hormones, and Nitric
Oxide (NO)

The inflammatory system communicates
by a large repertoire of chemical
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messengers called cytokines produced
by epithelial cells, T lymphocytes and
phagocytic cells. In bronchoalveolar
lavage (BAL) samples of CF patients,
increased proinflammatory cytokine levels
including TNFα, IL-6, and IL-8 have
been measured. Persistent high cytokine
levels may have deleterious consequences.
For example, TNFα may cause cachexia
and osteoporosis, and IL-8, a chemotactic
attractant for neutrophils, may lead
to a ‘‘self-perpetuating’’ inflammatory
process. Furthermore, BAL fluids from
CF patients contain significantly less
IL-10 than BAL from normal control
individuals, suggesting an imbalance
between upregulating and downregulating
cytokines during chronic inflammation.
Besides cytokines, growth factors such
as insulinlike growth factor 1 (IGF-
1), which can be produced by many
cell types including lymphocytes and
alveolar macrophages may contribute to
lung pathology in CF patients. One of
the consequences of enhanced IGF-1
production is fibrosis.

NO originates from the biotransforma-
tion of L-arginine to L-citrulline by enzymes
called NO synthases (NOS). Although one
would expect that NO production is in-
creased in CF due to chronic lung inflam-
mation, this is not the case and NO levels
in exhalations of CF patients are low. This
phenomenon has not been completely re-
solved and attributed in part to low levels
of the inducible isoform of NOS (iNOS)
in the respiratory epithelium of CF pa-
tients and consumption of NO in airway
secretions in CF airways during inflam-
mation. Since NO has multiple functions
(e.g. bronchodilation, phagocytic killing
of bacteria, stimulation of ciliary func-
tion), low NO concentrations in airways
of CF patients may be of pathophysio-
logic relevance.

5
Causative and Symptomatic Therapy
Strategies

5.1
Gene Replacement Therapy

The ultimate curative treatment for CF
is to restore CFTR function by trans-
fecting CF cells with wild-type CFTR.
Since the initiation of the first clinical
trials for CF lung disease using recom-
binant adenovirus in the early 1990s, the
field has encountered numerous obstacles
including (1) difficulties with vector pro-
duction, (2) inefficient delivery of vector,
and (3) vector-induced inflammation. Over
30 trials on CFTR gene therapy, mainly us-
ing adenoviral vectors or liposomes have
been published and have established the
proof of principle for gene transfer to the
lung. However, efficiency is generally low.
Viral vectors have encountered the prob-
lem of host response to the vector that
either results in mucosal inflammation
or inefficiency of gene transfer on repeat
dosing. Despite these obstacles, several re-
search groups are currently involved in
preclinical and clinical studies to enhance
the efficiency and selectivity of gene deliv-
ery to the lung.

5.2
Pharmacological Treatment of CFTR

The intracellular production, trafficking or
activation of CFTR are possible targets of
therapeutic interventions. Class I muta-
tions lead to decreased production of CFTR
mRNA and gentamicin has been shown to
partially overcome this problem. The fre-
quency of the F508del allele among CF
patients and the possibility that chloride
channel activity can be restored in these
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patients suggest strategies for CF treat-
ment based on increasing the efficiency
of folding and intracellular processing of
this mutant. Loss of this amino acid de-
creases the efficiency of folding of NBF1
in vitro and appears to increase the prob-
ability that nascent CFTR chains become
committed to degradation by a pathway
that involves at least in part the ubiqui-
tin/proteosome pathway. Certain chemi-
cal chaperones, such as phenylbutyrate,
CPX, genisteine, and glycerol can increase
F508del folding yield, possibly by stabiliz-
ing an early intermediate in CFTR folding,
maintaining it in a conformation that is
competent for folding and its subsequent
release from the quality control apparatus
and delivery to the cell surface. Moreover,
4-phenylbutyric acid has also been shown
in vitro to increase production of mature
CFTR and chloride transport at the cell
surface, most likely by a mechanism in-
volving upregulation at the transcriptional
level and modulation of protein-folding
steps. Other agents enhance the activ-
ity of F508del CFTR chloride channels
at the cell surface. The best studied of
these agents is the flavonoid genistein,
which interacts directly with NBD2, to
stabilize the open-channel configuration.
Agents termed pharmacological chaperones
(e.g. MPB compounds) potentiate the ac-
tivity of mutant chloride channels present
at the cell surface and rescue the cell
surface expression of the same mutants.
High-throughput screening technology is
currently being used in the search for fur-
ther compounds that either rescue the
cell surface expression of mutant CFTR
(termed CFTR correctors) or enhance the ac-
tivity of mutant chloride channels present
at the cell surface (termed CFTR potentia-
tors). Vitamin C has been shown to regulate
CFTR-mediated Cl secretion in epithe-
lia and, therefore, represents a potential

drug in CF. Furthermore, curcumin, a Ca-
adenosine triphosphatase pump inhibitor,
corrected defective nasal potential differ-
ence in F508del CFTR mice.

Whether treatment with chaperones
will result in sufficient concentrations of
CFTR on the cell surface of epithelial
cells to improve CF related pathology is
unclear at present. Furthermore, mutated
CFTR that reaches the cell membrane
may fail to function normally. Additional
targets of CFTR pharmacotherapy include
activators of chloride secretion such as
UTP or inhibitors of sodium absorption
such as amiloride. Both drugs have a
very short half-life, limiting their efficacy,
but newer compounds with an improved
pharmacokinetic profile are being tested
in CF trials. A double-blind phase II
inhalation study of the UTP analog
INS37217 in patients with mild CF
lung disease was safe and resulted in
significantly better FEV1, FEF 25 – to
75%, and FVC in the treatment group
compared to patients receiving placebo.
INS37217 is believed to enhance the
lung’s mucosal hydration and mucociliary
clearance mechanisms by activating an
alternative ion channel that acts in the
same way as the defective ion channel in
moving salt and water to the surface of
the airways. Similarly, hypertonic saline
is mechanistically active and early trials
show beneficial results. Thus, the notion
that getting water to the surface of the
respiratory epithelium of CF patients
will correct the pathological consequences
of the basic defect becomes more and
more realistic.

5.3
Prevention of Infection

Prevention of bacterial lung infection
is regarded as the primary aim for
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CF. Epidemiological studies suggest that
transmission of P. aeruginosa and other
pathogens occurs either by direct patient-
to-patient contacts or from various envi-
ronmental bacterial reservoirs. Improved
hygienic measures and separation regimes
have therefore been implemented in sev-
eral CF centers to limit cross-infection.
Prevention of P. aeruginosa lung infec-
tion by active vaccination may also rep-
resent a suitable alternative strategy in
CF. Whereas studies using P. aeruginosa
lipopolysaccharide preparations were un-
successful, a small open vaccine trial using
a polysaccharide-exotoxin A conjugate as
antigen showed promising results. Cur-
rently, phase III multicenter vaccine trials
using a P. aeruginosa flagella vaccine and
the polysaccharide-exotoxin A conjugate
vaccine are underway in Europe.

5.4
Treatment of Infection

Improved antibiotic therapy strategies
against respiratory tract infections are
considered as the main reason for the
increased life expectancy of CF patients
that has been achieved over the last
decades. Antibiotics are administered by
the intravenous, aerosol, or oral route,
and treatment strategies include regular
courses independent of the clinical status
of the patient or restricted to episodes of
acute exacerbations. Decisions about opti-
mal antibiotic therapy regimes are difficult
to take since eradication of the bacteria is
not normally achieved. Owing to poor pen-
etration of antibiotics into the anaerobic
sputum plugs and the rapid development
of mutator strains that display increased re-
sistance against antimicrobial drugs, even
with intensive antibiotic regimens, mu-
coid P. aeruginosa cannot be eradicated.
A major improvement in the strategy to

fight pulmonary P. aeruginosa infection
in CF patients is early antibiotic therapy.
Anti-staphylococcal treatment for at least
two weeks results in an eradication rate
of ∼75% and only a low rate of patients
harbor S. aureus for more than six months
thereafter. In the early phase of P. aerug-
inosa colonization, antibiotic therapy may
avoid the shift to chronic mucoid P. aerugi-
nosa infection. The combination of inhaled
colistin with oral ciprofloxacin, inhaled
colistin or inhaled tobramycin alone has
been used to treat early P. aeruginosa col-
onization. Long-term follow-up of patients
treated with inhaled tobramycin follow-
ing initial colonization with P. aeruginosa
demonstrated that treatment not only post-
poned chronic infection but also led to
eradication of the bacteria in treated pa-
tients. This treatment regime will most
probably reduce the incidence of chronic
airway infection with P. aeruginosa in
CF patients.

5.5
Anti-inflammatory and Mucolytic Drugs

Since chronic inflammation is the cause
of tissue remodeling and destruction in
CF airways, the administration of anti-
inflammatory drugs to other treatment
arms is a logical strategy. High-dose pred-
nisone was found to reduce the decline
of lung function for the first two years in
P. aeruginosa positive patients, but serious
side effects such as growth retardation,
glucose intolerance, and cataracts were
found in treated patients. Therefore, the
risk/benefit ratio does not favor long-term
prednisone therapy in CF patients. Treat-
ment with inhaled steroids did not result
in clear benefits for pulmonary function in
CF patients. High-dose ibuprofen slowed
the lung function decline in CF patients,
but the beneficial effect was concentrated
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to a subgroup of patients aged 5 to 13 years.
Increasing antiproteinase levels in the
lung by supplementation with suitable
inhibitors has been proposed. However,
neither aerosolized recombinant human
secretory leukocyte proteinase inhibitor
(rSLPI) nor aerosolized α1-PI has been
tested in large numbers of CF patients. A
multicenter trail with a small neutrophil
elastase inhibitor, EPI-hNE4 is currently
carried out in CF patients. Recombinant
human DNase has been found to reduce
sputum viscosity, improve pulmonary
function, and reduce the number of pul-
monary exacerbation in CF patients with
moderate and mild lung disease. Lipox-
ins are anti-inflammatory lipid mediators
that modulate neutrophilic inflammation.
Furthermore, administration of a metabol-
ically stable lipoxin analog to infected
and inflamed murine lungs suppressed
neutrophilic inflammation, decreased pul-
monary bacterial burden, and attenuated
disease severity, suggesting that lipoxins
have therapeutic potential in CF.

5.6
Transplantation

Double lung or heart lung transplantation
is a therapeutic option for CF patients with
end-stage lung disease. Overall survival of
lung transplant patients is poorer com-
pared to other organ transplantation with
a three-year survival of approximately 60%
in CF patients. Generally, survival is better
for adults than for children, but individ-
ual centers have reported a survival benefit
through lung transplantation in children.

5.7
Treatment of Pancreatic Insufficiency,
Nutrition, and Liver Disease

CF patients with poor nutritional status are
more prone to chest infections and patients

with normal fat absorption have a better
pulmonary prognosis. Poor nutritional sta-
tus has been linked to worse prognosis of
CF patients, a finding that has prompted
an aggressive approach of maintaining
normal weight in CF patients. The intro-
duction of acid-resistant microspheric pan-
creatic enzyme preparations in the 1970s
has greatly improved but not normalized
the weight of CF patients, and a Euro-
pean consensus was reached on optimized
nutrition in CF. Unfortunately, both oral
caloric supplements and enteral feeding
by either nasogastric tube or gastrostomy
tube have been introduced clinically prior
to performing adequate scientific studies.
Ursodeoxycholic acid has been shown to
normalize elevated liver enzyme levels, but
its long-term effect on the evolution of liver
disease remains largely unproven. Liver
disease is a life-limiting factor in only a
few patients, but liver transplantation has
been successfully performed in individual
CF patients with advanced liver and limited
pulmonary disease.

5.8
Animal Models

The possibility to directly modify CFTR
in experimental animals by molecular
techniques allows insight into the phys-
iologic functions of CFTR and its malfunc-
tion in the course of CF. Several CFTR
mouse models have been constructed.
However, owing to differences in gland
distribution between man and mouse,
the most important trait of CF, chronic
pulmonary infection, has not been re-
produced in these animal models. One
mouse strain has recently been shown
to exhibit pathologic alterations in all or-
gans typically affected in CF, but the
pulmonary phenotype lacks chronic in-
fection and inflammation. However, on
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the basis of the hypothesis that muta-
tions in the CFTR gene result in increased
airway sodium absorption, mice were gen-
erated with airway-specific overexpression
of ENaC. Indeed, these mice revealed
ASL volume depletion, increased mu-
cus production, delayed mucus transport,
and mucus adhesion to airway surfaces.
Furthermore, defective mucus transport
caused a severe spontaneous lung dis-
ease, sharing features with CF, includ-
ing mucus obstruction, goblet cell meta-
plasia, neutrophilic inflammation, and
poorer bacterial clearance. However, the
chronic type of infection as seen in CF
patients was not observed. Other ap-
proaches to study particularly CF lung
pathophysiology are based on human tra-
cheal xenografts in immunodeficient se-
vere combined immunodeficiency (SCID)
mice and nude mice.

See also Calcium Biochemistry;
Endocrinology, Molecular; Neuron
Chemistry.
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Keywords

Aneuploidy
A cell containing other than the normal diploid number of chromosomes.

Arbitrarily primed PCR and Inter-(Simple Sequence Repeat) PCR
Sampling methods to monitor genomic damage, in which polymerase chain reaction
products are compared for tumor and corresponding normal tissue DNA. The former
method utilizes arbitrary PCR primer pairs to copy the sampled set, while the latter
method utilizes a single PCR primer to copy sequences (200–2000 bp) between
relatively closely spaced repeat sites.

Intrachromosomal Instability
A form of genomic instability in which alterations occur within individual
chromosomes, but not particularly to repeat sequences.

Microsatellite Instability
A form of genomic instability arising from defects in the DNA mismatch repair
system, leading particularly to alterations of small numbers of bases within
DNA-repeat sequences.

Spectral Karyotype (SKY)
A technique by which individual chromosomes are labeled with distinctive fluorescent
probes, enabling the direct viewing of both the number of chromosomes in a cell and
the translocations between chromosomes.

� Genomic instability is a widespread and essential feature of the common adult-
onset cancers. For solid tumors to arise, several key genes must become mutated
(to generate growth, facilitate invasion, enlist nutrient supply, evade the immune
response, avoid apoptosis, and so on) and this degree of mutation requires ab-
normally high mutation rates. To achieve such rates, genes whose normal role
is to maintain genomic integrity become mutated, leading to ongoing genomic
instability. Exogenous mutagens (carcinogens) additionally contribute to overall
genomic damage, particularly in tobacco smokers. Genomic destabilization slowly
leads to cancer as cells with mutations in genes advantageous for tumor develop-
ment become selected, expand their populations, and evolve further. A considerable
majority of human genes are involved in multicellular coordination and are not
essential for maintaining the viability and reproductive potential of individual cells;
thus, a window exists wherein an appropriate degree of genomic instability leads
to tumor progression, as somatic evolution selects cells driven by self-interest. As with
Darwinian evolution, such somatic evolution inherently leads to genomic diversity,
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seen clinically as tumor heterogeneity. Although genomic instability and the ensuing
genomic heterogeneity render therapeutic targeting difficult, measurement of the
degree and form of genomic instability has considerable potential as a clinical
prognostic tool.

1
The Need for Genomic Instability

1.1
The Conceptual Framework

Cancer. What a strange disease! For in
biology we are so used to seeing order,
stepwise differentiation and development,
and precise control. Yet, with the common
adult-onset solid tumors, we see impre-
cision, unpredictable behavior, evasion of
targeted therapies, disorganized growth,
and chaos. And death. But why is this so?
What is the nature of this disease, and why
does it not behave like other life? Or does
it, and we just need to recognize that can-
cer has more in common with the random
nature of evolutionary biology than it does
with the fine coordination of organismic
biology governed by precise processes of
molecular biology?

To comprehend these cancers, we must
first recognize the basic nature of multicel-
lular organisms such as ourselves. Going
from a unicellular organism to a mul-
ticellular organism was a huge leap in
evolutionary history. Single-celled organ-
isms have to cope with the formidable
tasks of creating and replicating genetic
information, controlling its expression,
metabolically capturing energy to synthe-
size new components, and then coordi-
nating the whole process to replicate their
entire selves. These cells have the essential
genes and systems to allow self-replication,
but their only concern about their neigh-
bors is to outcompete them. In contrast,

for complex multicellular organisms like
ourselves, with a wide variety of highly dif-
ferentiated specialized tissues, spatial and
temporal control and coordination issues
come to predominate. Over the course of
our evolutionary history, genes evolved,
which enable cells to communicate with
one another, responding to signals from
other cells in a highly specific manner,
while also enabling those same cells to re-
spond to other programs locked in during
differentiation. Our cells must cooperate,
proliferating only when and where ap-
propriate, and willingly dying when and
where appropriate; the necessary genes
to effect these behaviors evolved. Further
gene-based regulatory mechanisms arose,
which cause specific cells to adhere only
to appropriate partners, and move only in
appropriate manners.

The intricate, evolved coordination pro-
cess generating this complex cellular be-
havior is contained within the information
stored in each duplicated copy of our
genome, present in each of our hundred
trillion or so cells, and this coordination
process continues, as most of these cells
are themselves turning over, at widely
varied rates. The complexities of this coor-
dination process are far more intricate than
those fundamentally required for unicellu-
lar life, and this is manifested within our
genomes. For the unicellular eukaryote
yeast, only about 4000 genes are essen-
tial for its cellular growth and replication
(Saccharomyces Genome Database). In
contrast, humans contain approximately
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10 times as many genes; some of these
additional genes generate more complex
cellular structures and functions, but most
are utilized to coordinate multicellular
growth and organization, giving rise to
differentiated cells and tissues signaling
and responding to one another.

What happens when the quality of a cell’s
genetic information deteriorates? When
damage is severe and extensive, essential
gene functions will be lost and the cell
dies. But when genetic damage is less se-
vere, and is ongoing over a long period of
time, cancer can slowly arise. For if ge-
netic damage occurs at a rate insufficient
to kill a cell, a population of mutant cells
has time to develop, expand, and acquire
additional mutations. With most human
genes involved in multicellular coordina-
tion, it becomes substantially more likely
that a coordination gene will be lost than a
gene essential for cellular survival. If both
alleles of a gene eventually become lost
or mutated, less coordinated growth then
occurs. And these daughter cells in turn
evolve further, and expand their popula-
tions. Selection will occur again and again
for cells with greater abilities to prolifer-
ate, spread, and evade attack in the form
of host defenses or therapeutic treatments.
Different daughter cells are free to evolve
in different directions; unlike classical Dar-
winian evolution where natural selection
is stringent and competition fierce, the hu-
man body is a hospitable environment for
many of the successful diverging lineages.
This somatically evolved, genomically het-
erogeneous cell population becomes what
we see clinically presenting in the patient
as a cancer.

Human evolution occurred in spite of
this same basic problem inherent in all
multicellular organisms, namely, where
loss of genomic stability will lead to
cells evolving toward unicellular behavior

patterns, with disastrous consequences.
We therefore contain within each cell a
series of redundant safeguards necessary
to maintain the quality of our genetic in-
formation for many decades, enabling us
to survive as individuals to a point where
our progeny are fully capable of surviv-
ing and reproducing on their own. If a
single gene were sufficient to start the
process of somatic evolution eventually
leading to malignancy, then somewhere
within our large population of cells that in-
dividual gene loss would inevitably occur,
and we would never be able to survive
to adulthood. Redundant safeguards to
ensure replication fidelity and efficient
damage repair therefore exist to preserve
our genomic integrity. Additional apop-
totic safeguards destroy cells with badly
damaged genomes, reducing the proba-
bility of developing cancer to a tolerable
level. In spite of this, the disease man-
ages to eventually develop clinically in
about one-fourth of us, and is present in
nearly all the elderly at a microscopic level.
Low mutation rates acting over a long pe-
riod of time provide a powerful means
for even the most stringent safeguards to
be overcome by natural selection and cell
lineage expansion.

1.2
Multiple Forms of Genomic Damage

Unlike leukemias where a single translo-
cation can complete the two basic steps
needed to produce this malignancy, solid
tumors require several mutational events
before a normal cell becomes an uncon-
trollably proliferating invasive cancer cell;
as described above, this slowly develops
through an ongoing process of cell pop-
ulation expansion and natural selection
of advantageous mutations. To a large
degree, this arises from the mutation of
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genes whose role is for the maintenance
of genomic integrity, yielding the genomic
instability that underlies tumor progres-
sion; the continuing genomic instability
of cultured tumor cells conclusively es-
tablishes a genetic component. Extrinsic
carcinogens such as tobacco smoke can
initiate the process by mutating genes for
the preservation of genomic integrity, and
expedite the process by directly generating
numerous additional mutational events.
Genomic instability and ensuing tumor
progression thus become the combined
result of endogenous (genetic) and exoge-
nous factors.

Genome instability in cancer is seen in
multiple forms. Roughly 10% of adult-
onset solid tumors exhibit abundant single
or oligobase events seen as microsatel-
lite instability. As discussed below, this
arises from defects in DNA mismatch re-
pair during DNA replication. Since repeat
sequences are inherently more likely to
generate small replication errors because
of slipped mispairing during replication,
the phenomenon is most readily seen
in repetitive microsatellite sequences. A
small number of genes such as TGFβ-
RII contain coding repeat sequences, and
in tumors arising by microsatellite insta-
bility, mutations in such genes become
selected for. These tumors have very few
other mutations within nonrepeat cod-
ing sequences.

Genome instability in cancer is more
often seen on a larger scale, in the
form of chromosomal instability or ane-
uploidy. Entire chromosomes are miss-
ing or present in extra copies, arising
from inappropriate chromosomal segre-
gation during mitosis generating aneu-
ploidy. Translocations generating recom-
binant and/or truncated chromosomes
additionally occur, and multiple recom-
bination events can arise within a single

chromosome. Spectral karyotypic analysis
of multiple cells from a single tumor re-
veals differences between cells, as chromo-
somal instability continues during tumor
growth and genomic heterogeneity devel-
ops (Fig. 1).

Intrachromosomal instability adds a
third fundamental element to the genomic
complexity of solid tumors, in the form
of numerous insertions, deletions, inver-
sions, amplifications, and other smaller
events. The estimated number of such
events is increasing as our ability to detect
and resolve them improves, with current
rough estimates of around ten thousand
events per tumor cell. The failure to de-
tect genomic damage in the forms of
microsatellite instability or chromosomal
instability should not be taken to mean
there is no genomic instability at all in
a tumor.

Inherent advantages exist for aneuploidy
to cooperate with intrachromosomal insta-
bility during tumor progression. In order
to remove both alleles of a key regula-
tory gene through aneuploidy alone, both
copies of the chromosome will have to
be lost. But along with the gene of in-
terest, other genes essential for cellular
viability inevitably become lost, bringing
the somatic evolutionary process of tu-
mor progression to an abrupt end. On
the other hand, mechanisms, which alone
generate small events, also have problems;
the probability of hitting both alleles of
a given gene become very low as the
event size shrinks. But when a process
generating small events cooperates with a
process generating chromosomal instabil-
ity, critical genes can readily be mutated
and the normal allele lost, still without
killing the cell (Fig. 2). The evolutionary
process of tumor progression is then free
to slowly unfold.
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Colon 5

Cell carrying 92
chromosomes
with various
translocations
and derivatives

Cell carrying 84
chromosomes
with various
translocations
and derivatives

Spectral karyotypes of two cells from a single tumor

1 2 3 4 5

6 7 8 9 10 11 12

13 14 15 16 17 18

19

1 2 3

6 7 8 9 10 11 12

16 17 18

21 22 X Y

4 5

13 14 15

19 20

M M M M M

20 21 22

M M M M M M M M M M

X Y

Fig. 1 Genomic instability gives rise to genomic
heterogeneity within each tumor. Two cells from
the same tumor, colon 5, differ extensively at the
genomic level when analyzed by spectral

karyotyping. Chromosomes designated M
represent a variety of different translocations.
Image is from Bartos et al. (2004).

B. Later events: large

(Deletion)

- Detected by SKY, ordered Bac-arrays, inter-SSR PCR
- Early silent mutations revealed
- Tumors are more aggressive

- Detected by inter-(simple sequence repeat) PCR, but not by
  spectral karyotyping (SKY) or Bac-arrays
- Low probability of hitting both copies of a gene
- Tumors are relatively benign

A. Early events: small

Multiple forms of instability occur sequentially Fig. 2 Multiple forms of genomic
instability arise during tumor
progression. Inherent advantages exist
for small-event instability to cooperate
with large-event instability.
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This article focuses on genomic instabil-
ity at the genetic level, where cells acquire
permanent heritable changes. An addi-
tional level of genomic instability occurs
at the epigenetic level, where changes in
DNA methylation patterns, particularly of
CpG islands, can block the expression of
otherwise normal genes. Clinically, this is
a significant source of microsatellite in-
stability, when the mismatch repair gene
MLH1 is silenced epigenetically. Compli-
cating the study of epigenetic events in
cancer is the finding by Smiraglia and
colleagues that DNA methylation patterns
of cell lines grown in culture exhibit
major differences from the patterns of tu-
mors themselves, presumably reflecting
the silencing of genes superfluous to the
artificial culture environment.

2
When Does Genomic Instability Begin?

2.1
Onset Early in Tumor Progression

Lawrence Loeb was first to clearly point
out the need for genomic destabilization
to permit the several requisite steps to
convert a normal cell into a malignant tu-
mor cell. This became more evident upon
the seminal demonstration by Land et al.
that mutation of two cooperating onco-
genes alone was insufficient to produce
malignancy in mice, and the observations
by White, Vogelstein, and others that sev-
eral events in addition to suppressor gene
loss occurred during human colorectal tu-
mor progression. On the basis of known
normal mutation rates and the need for
more than two mutational events, somatic
evolution to malignancy had to some-
how be facilitated by decreasing genomic
stability.

However, that viewpoint is still not uni-
versally accepted. Rubin, Duesberg, and
others postulated that normal mutation
rates applied to a large, rapidly prolifer-
ating cell population, such as the stem
cells in colonic crypts, would be likely
to generate a rare cell, with exceptional
bad luck, containing all the necessary mu-
tations to produce malignancy. This cell
would then expand its population inex-
orably, generating the malignant tumor.
By this reasoning, tumors should be essen-
tially homogeneous at the genomic level,
but recent spectral karyotyping analyses of
multiple tumor cells clearly show this not
to be the case.

Verification of the Loeb model has come
from multiple directions, centering on
demonstration of extensive genomic dam-
age within tumor cells, the finding of
extensive genomic heterogeneity within
tumors, and tissue culture assays of ge-
nomic instability using tumor cell lines
showing substantially elevated gene am-
plification rates. Since genomic instability
describes an ongoing process, it is impor-
tant that these separate forms of evidence
exist. Extensive genomic damage occur-
ring in a single burst, as can be seen
clinically when induced by radiation ther-
apy or chemotherapy, does not establish
that instability exists; in contrast, true ge-
nomic instability generates progressively
accumulating genomic alterations and ge-
nomic diversity within a tumor.

Measuring genomic damage is a com-
plex task, reflecting the diversity of forms
of damage that may be present. Flow cy-
tometry measurement of DNA content
per cell provides a rough measurement
of overall aneuploidy, but karyotyping is
essential for identification of specific chro-
mosomal gains and losses. The advent of
spectral karyotyping has greatly simplified
such analyses, and while also revealing
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more complex chromosomal translocation
events. Comparative genomic hybridiza-
tion to entire metaphase chromosomes re-
veals amplifications and deletions of chro-
mosomes and chromosomal fragments,
ranging in size down to a few megabases.
These may be integrated within other chro-
mosomes, or may be existing freely in
the form of double minutes. Substantially
higher resolution is now achievable with
the development of ordered Bac-arrays,
in which chromosomal regions as small
as 150 kb may be analyzed. Finer anal-
yses down to single base size may be
achieved through genomic sampling, in
which several smaller regions distributed
throughout the genome are studied in de-
tail. Arbitrarily primed PCR (polymerase
chain reaction) utilizes multiple primers
with arbitrary sequences to amplify a small
set of broadly distributed products. Inter-
(simple sequence repeat) PCR, inter-SSR
PCR, utilizes a single primer, anchored
within repeat sequences at their 3′ ends
facing outward, to amplify those non-
repeat sequences between two repetitive
elements and generates roughly forty dif-
ferent genomic products per reaction.
Both of these techniques provide means
of readily sampling the genome to esti-
mate overall damage levels. Direct DNA
sequencing of the entire tumor genome
is not currently practical, and inevitably
becomes complicated by genomic hetero-
geneity within the tumor cell population.
But eventual comparisons of sequence
data for individual tumor cell genomes
can be expected to yield fascinating data.

Examination of premalignant colorec-
tal adenomas demonstrated that extensive
genomic damage begins early in tumor
progression. Inter-(simple sequence re-
peat) PCR analysis shows several thousand
genomic events have occurred in early ade-
nomas, a level similar to that seen in frank

carcinomas. Such results do not mean that
further genomic damage does not accu-
mulate during progression, however. In
the inter-SSR PCR analyses, DNA from
million cell specimens were used, mak-
ing later events not present in a majority
of cells of the specimen undetectable by
this method. Karyotypic analyses of early
adenomas, including spectral karyotypes,
confirm early extensive genomic damage
in the forms of aneuploidy and translo-
cations. Recent work by Pretlow and col-
leagues, utilizing arbitrarily primed PCR
indicates that certain forms of genomic in-
stability begin even prior to the adenoma
stage, and can be detected within approx-
imately one-fourth of aberrant crypt foci.
These observations are highly important
in establishing that genomic instability be-
gins early, putting it in the proper position
to facilitate the somatic evolutionary pro-
cess of tumor progression. Early reports
proposing that genomic instability might
simply represent one of the numerous
phenotypic differences between malignant
and normal cells, being a consequence
and not a cause of malignancy, are no
longer tenable.

2.2
The Leukemia Exception

Acute leukemias, some chronic leukemias,
and a few other uncommon child-
hood/adolescent cancers present excep-
tions to this model, affecting cell types
when they are particularly vulnerable to tu-
mor development. If a normally proliferat-
ing cell type in a nonlimiting environment
uncontrollably increases its proliferation
rate, or loses the ability to differentiate,
mature, and ultimately die, the population
of this cell type will expand dramatically.
To generate these tumors, the number
of mutated genes can be as few as two,
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Fig. 3 Extensive genomic heterogeneity
within a tumor underlies a considerable
part of the eventual failure of
pharmacologic therapies for the
common, genomically unstable cancers.
When therapeutic agents are first
applied, susceptible cells are destroyed.
But eventually, resistant cells are able to
repopulate and further expand the
tumor cell population. Selection of

resistant cells

Therapeutic pressure

which can be generated in a single step
by a translocation event that simultane-
ously rearranges two genes. Such tumors
arise rapidly, but due to their genomic
homogeneity they also generally respond
well to treatment; chronic myelogenous
leukemia and its response to Glivec is
the classical example of a drug targeted
to the translocation event, but childhood
acute leukemias also respond well to more
conventional therapies. This picture can
abruptly change, as such a tumor pro-
gresses through blast crisis, giving rise
to a genomically unstable heterogeneous
tumor cell population capable of evading
therapeutic interventions, and in doing so,
leukemias can come to resemble the adult-
onset solid tumors (Fig. 3).

3
The Maintenance of Genomic Integrity

3.1
DNA Damage Repair

DNA repair is a versatile process evolved
to cope with diverse types of DNA dam-
age, which naturally occur. Single base
damage elicits base excision repair, while
dinucleotide damage (as occurs with UV-
induced thymidine dimmers) utilizes nu-
cleotide excision repair. Both of these
processes exploit the genetic information

present in the undamaged DNA strand.
Larger events where breakage occurs can
exploit the genetic information present in
a sister chromatid or homologous chro-
mosome, through homologous recombi-
national repair, and still maintain full
integrity of the genetic information. While
this is feasible in a diploid cell or in a hap-
loid cell in cell cycle phase G2 using the
sister chromatid, when allelic losses have
occurred or the sister chromatid has not yet
been synthesized, the process can fail be-
cause of the absence of an intact template.
When homologous sequences have been
lost or when breakage is extensive, repairs
of multiple double-stranded DNA break-
age events can still utilize nonhomologous
end joining, but with the consequential
loss of genomic integrity at the translo-
cated repair sites. Further problems arise
if chromosomal fragments are not rein-
tegrated into whole chromosomes; either
the genetic information is lost or the small
fragment circularizes, with the risk of over-
replication and amplification.

In cancer, examples are known for de-
fects in each of these systems, as well
as germ-line defects giving rise to hered-
itary cancer syndromes. The first such
case identified was the causal relation-
ship between mismatch repair defects and
hereditary nonpolyposis colorectal cancer.
Although germ-line defects are found in
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the family cancer syndrome, with mu-
tations predominantly in hMLH1 and
hMSH2, microsatellite unstable sporadic
colon cancers (about 10% of sporadic
colon cancers) also exhibit defects in
this same system, either arising from so-
matic mutations or epigenetic silencing.
Identification of BRCA1 and BRCA2 as
the major genes behind familial breast
cancer, and the subsequent elucidation
of the roles of these genes in homolo-
gous recombinational repair, reinforced
the concept of defective repair genes un-
derlying both genomic instability and the
subsequent cancer arising after decades of
somatic evolution.

3.2
High-fidelity DNA Replication

DNA replication is the point where
genomic integrity inherently becomes
most vulnerable, and most malignancies
correspondingly arise out of the relatively
rapidly proliferating cell populations such
as those lining the gut or in the basal layer
of the skin. During replication, the three
billion base pairs of the human genome
must be copied accurately, completely,
and only once, during the few hours that
constitute S-phase. This may be occurring
in an environment contaminated with
carcinogens, reactive oxygen species, or
other agents that may damage DNA.
And once the DNA is replicated, it
must be accurately segregated to daughter
cells during mitosis. In spite of these
difficulties, and the fact that billions of
cells endure these constraints over seven
decades, most of us complete our lives
never having developed a malignancy.

How is such precision achieved? DNA
replication involves over two hundred
separate gene products, in a most intri-
cate orchestration. Aside from the highly

functional gene products themselves, two
keys are the ability to monitor the qual-
ity of the replication product, repairing
damage immediately, and the ability to
temporarily halt replication through check-
point activation, waiting to resume until
the more major damage is repaired. And
as a final safeguard, the cellular suicide
process of apoptosis is ready to eliminate
any cell with irreparable damage to its
genomic integrity.

While DNA repair draws most attention
as a foundation for genomic instability
and tumor progression, uncorrected er-
rors introduced during DNA replication
are equally serious and are known to un-
derlie some familial cancers. Mismatched
repair errors, in particular, give rise to
hereditary nonpolyposis colorectal cancers
and endometrial cancers. Errors arising
during normal DNA replication are in
general within the capability of repair sys-
tems to process, but high-level error rates
have the potential to exceed normal re-
pair capacities.

3.3
Chromosomal Segregation during Mitosis

The first known form of genomic insta-
bility in cancer was aneuploidy, ranging
from extra or missing copies of single chro-
mosomes up through tetraploid or higher
states, where entire additional copies of the
complete genome are present. These phe-
nomena arise out of inaccurate segregation
of daughter chromosomes during mitosis.
One common diagnostic hallmark of solid
tumors is the presence of multipolar mi-
toses leading to inappropriate segregation.

Centrosomal anomalies typically under-
lie such inaccurate segregation; these in
turn can be a consequence of oncogene
activation as shown by Duensing et al.
Thus, a stimulus for overproliferation can
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promote further tumor progression by
giving rise to this particular form of chro-
mosomal instability in turn leading to
the loss of suppressor or other growth
inhibitory genes, extra copies of growth-
promoting genes, and the like. Qualitative
changes in these genes, however, do not
arise out of aneuploidy; for this reason
there is a selective advantage during tumor
progression to bring intrachromosomal
instability into play. Apparent centroso-
mal abnormalities can also arise from
improper separation of sister chromatids
during mitosis, as is seen with sepa-
rate defects.

3.4
Destabilized Chromosomes: Telomeres

Chromosomal ends are capped with
unique structures, telomeres, which are
recognized as end structures, and thus
are not subjected to ligation-mediated re-
pair. Human telomeres contain eight-base
DNA-repeat sequences, totaling around
10 kb in length in young individuals.
Telomeres shorten in somatic cells as they
undergo repeated rounds of replication
as part of the normal maturation pro-
cess, since the telomerase that generates
these cap structures is only active dur-
ing embryonic development and in germ
cell generation.

When telomeres are short or absent,
chromosomes become very sticky at their
ends as repair is attempted through lig-
ation. This generates a dicentric chro-
mosome, with two centromeres. Alterna-
tively, exonuclease processing may play
a significant role in generating dicentric
chromosomes. During mitosis, dicentric
chromosomes are broken randomly as the
daughter cells separate. In turn, these
breakpoints are highly unstable, fusing
into other chromosomes or generating

small circular chromosomal structures.
This entire process is known as bridge-
breakage-fusion, and represents one means
of producing translocations and deletions.
Amplifications can also arise as circu-
lar structures overreplicate and randomly
reintegrate.

Telomere deficiency is able to promote
tumor development in mice, and human
cells with severely shortened telomeres
are associated with tumor formation.
Since telomerase is reactivated in many
tumor cells as part of the acquisition
of cellular immortality, telomere-mediated
instability is likely to play a larger role
relatively early in tumor progression.
Attempts at treating cancer by interfering
with this reactivated telomerase may be
counterproductive as genomic instability
is driven higher, although this would
relate to the relative rate of increase
in genomic instability compared to the
relative rate at which the cells then
progress to senescence.

3.5
When All Else Fails: Apoptosis. And without
it, Trouble

Maintenance of genomic integrity includes
the fail-safe mechanism of apoptosis to
cause the self-destruction of cells, which
in spite of their several DNA damage re-
pair systems and replication checkpoints,
still manage to contain significant unre-
paired or incompletely repaired damage.
Apoptosis utilizes sensors to detect DNA
damage; these particularly rely on the
ataxia telangiectasia mutated (ATM) pro-
tein family to sense broken DNA and
trigger a kinase cascade leading through
capase activation to cell destruction. An-
tiapoptotic mechanisms exist to suppress
uncalled-for suicide, utilizing in particular
the Bcl2 system. Overexpression of Bcl2
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can promote hematologic malignancies
simply by preventing proper numerical
control of specific cell populations.

For solid tumors accumulating extensive
DNA damage during their years of progres-
sion, defects in the apoptotic pathway are
widely seen and play their own crucial role.
As genomic damage accumulates, these
cells survive and progress further, instead
of altruistically eliminating themselves.

4
In the Clinic

4.1
Heterogeneous Tumor Cell Populations and
the Therapeutic Target Problem

Medical oncology has achieved notable
curative success in the treatment of
acute childhood leukemias responding to
agents targeting proliferating cells, and
excellent if not curative responses have
been achieved in a few adult tumors such
as chronic myelogenous leukemia, where
the etiologic Philadelphia Chromosome
translocation provides a specific target in
the recombined Abl kinase.

However, medical oncologists have
achieved far less success in the treatment
of adult-onset solid tumors, where death
may be delayed but cure is rarely achieved.
The same genome instability necessary for
tumor progression to occur has an addi-
tional negative consequence as genomic
diversity permeates the tumor cell popula-
tion. Genetic events frequently seen in a
tumor type are not present in all cells of
the tumor, unless the event occurred very,
very early in progression and all tumor
cells have descended from a cell with that
event. Apc evidently represents such a tar-
get for colorectal tumor progression, but
even here alternative mutations occurring
later in progression may create alternatives

to the initiating event. And targeting a to-
tally lost gene, such as with adenovirus
cytocidal to p53-negative cells, is proving
to be even more difficult than targeting a
specific alteration.

This problem can be further illustrated
with two antibody-based therapies. Her-
ceptin is used in the treatment of breast
cancer, directed against the frequently am-
plified Her2-neu homolog of the epidermal
growth factor receptor, which confers a
proliferative advantage. Therapeutic fail-
ure occurs after several months, largely
as a subpopulation of existing resistant
tumor cells become selected for and repop-
ulates the tumor (Fig. 3). Antiangiogenic
therapies have had considerable theoreti-
cal appeal, in that they are directed against
the genomically stable endothelial cells of
the tumor vasculature. Experimental stud-
ies of mouse models with two peptides
(angiostatin and endostatin) were highly
successful, but have so far yielded disap-
pointing results in human clinical trials.
This has been followed by new approaches
using monoclonal antibodies targeted at
the major angiogenic factor, vascular en-
dothelial growth factor and its receptor.
But even here therapeutic failure oc-
curs within a few months. Heterogeneous
tumor cells produce several different an-
giogenic factors, and the elimination of
one system soon selects for cells utilizing
other factors.

It now appears reasonable to conclude
that therapeutic rehabilitation of adult-
onset solid tumor cells is likely to be
an exercise in futility. And based on
results seen up to the present with
even the newest classes of tumor cell
targeted agents, the same could relate
to therapies, even combination therapies,
targeted at specifically killing the tumor
cells. For within each such tumor there
is a genomically diverse cell population,
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exploiting a variety of pathways, and with
a broad spectrum of genomic defects
in individual cells. Common events will
be present in various lineages, akin to
the branches of a tree, and various
recurring means of effecting proliferation
and evading host defenses will be selected,
but diversity and heterogeneity will almost
always be present to some extent.

So how can cancer ever be cured? We
must never forget that currently almost
half of all cancers are indeed cured, and
those successes are principally the result
of surgical resection. If the patient is phys-
ically separated from the heterogeneous
tumor cell population, the heterogeneity
arising out of tumor cell genome instabil-
ity no longer matters. Surgery, although
relatively costly and associated with its
own morbidities and mortalities, is the
most effective approach to curing cancer,
and efforts directed at improving surgical
capabilities have genuine potential. Im-
provements in diagnosis and detection
through imaging, molecular diagnostics,
and patient-friendly screening approaches,
can significantly improve the ability of the
surgeon to cure cancer patients. This, com-
bined with proven prevention strategies
directed at tobacco and other environmen-
tal factors, should not be neglected in
favor of glamorous but marginally effective
new therapies.

4.2
Genomic Instability as a Clinical Prognostic
Tool

Clinical application of genomic instability
for purposes of diagnosis and prognosis is
constrained by the limitations of assaying
a biopsy specimen in vitro, and generally at
a single point in time. Thus, what is being
measured is more accurately genomic
damage, but even from this, meaningful
clues often can be obtained. Tumors

with more extensive damage typically will
reflect more rapidly evolving populations,
when comparisons are made on a stage-
for-stage basis and patients with prior DNA
damaging therapies are excluded. Multiple
biopsies can reveal genomic heterogeneity
within the tumor cell population, which
in turn further reflect the likelihood that
cells resistant to any given therapy are
already present.

The form of genomic instability present
also has major clinical implications, in
terms of genomic diversity. Microsatel-
lite instability generates approximately
600 000 events, but since few genes con-
tain coding repetitive sequences, relatively
little damage to genetic information oc-
curs. And such tumors generally have a
good prognosis. With hematologic malig-
nancies, acute childhood diseases driven
by a single translocation provide a homoge-
neous target, and also respond to therapy.
But once aneuploidy and intrachromoso-
mal damage becomes extensive, as in blast
crisis, therapeutic outcome becomes poor.

The selection of a clinically practicable
assay methodology is not a trivial matter.
A few approaches have demonstrated their
practicability for providing genome-wide
information in a clinical setting. Spec-
tral karyotyping, in which chromosomes
are painted with specific probes, requires
short-term cell culture but reveals consid-
erable information in terms of aneuploidy
and chromosomal rearrangements. The
cost and expertise level required for this
technique presently make it of rather lim-
ited general clinical utility.

Array-based approaches comparing tu-
mor DNA with normal DNA effectively
reveal amplifications and deletions, in a
higher resolution form of comparative ge-
nomic hybridization. Such approaches can
exploit conventional expression arrays, but
with nuclear DNA copies substituting for
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cDNAs copied from mRNA. Alternatively,
specialized arrays utilizing ordered bac-
terial artificial chromosomes (Bacs) can
representatively scan the entire genome,
at a resolving power of about 150 kb.
Future improvements in resolution, ex-
ploiting single nucleotide polymorphisms,
can be anticipated. Current analyses of ar-
ray data are not yet practical for widespread
clinical application due to cost and lim-
itations in data evaluation, although this
should be surmounted in the near future.

An alternative approach is the applica-
tion of genomic sampling methodologies,
arbitrarily primed PCR and its variant,
inter-(simple sequence repeat) PCR. In
these approaches, small pieces of the
genome are amplified by PCR, and these
genomic samples prepared from tumor
DNA are compared with genomic samples
prepared from the patient’s normal tissue
DNA. An electrophoretic comparison of
the PCR products reveals what fractions of
the bands are altered, providing a quanti-
tative estimate of the degree of genomic
damage.

These methodologies have been applied
as a prognostic tool for breast cancer,
ulcerative colitis, and colorectal cancer,
along with Barrett’s esophagus. Genomic
instability quantitated by inter- (simple
sequence repeat) PCR has further been
shown to be capable of distinguishing be-
tween thyroid tumors and benign lesions,
which should be of substantial utility in
dealing with relatively common thyroid
nodules of indeterminate cytology, which
heretofore have been surgically removed
as a precautionary measure.

5
A Difficult Future

Genomic destabilization is inherent in the
process of development of the common

adult-onset cancers. This same instability
gives rise to genomic and cellular hetero-
geneity within the tumor as it presents in
the patient; such heterogeneity generates
serious problems for nonsurgical thera-
peutic approaches.

Yet, all is not hopeless. Most cancer cures
are currently achieved with surgery, and
there remains considerable room for im-
provement in this area. Promising routes
for the future include improving early
detection, particularly through the use
of proteomic technologies, in turn en-
abling more timely surgical intervention
before metastasis has occurred. Identifi-
cation of at-risk individuals with familial
cancer genes, and definition of tumor spe-
cific markers and tests, both fall in the
area of early detection. Targeting the ge-
nomically stable endothelial cells of the
tumor vasculature has its own inherent
advantages over targeting the genomically
unstable and genomically heterogeneous
tumor cell population. And basic preven-
tion measures such as eliminating tobacco
use must not be taken lightly.

The cancer problem will be solved nei-
ther quickly nor easily. But as the nature of
the disease becomes better appreciated, re-
search efforts will hopefully come to focus
more on truly productive areas.

See also Epigenetic Mechanisms in
Tumorigenesis; Intracellular Sig-
naling in Cancer; Oncology, Mole-
cular.
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Atomic Force Microscopy
Atomic force microscopy (AFM) is the key analytical tool in nanobiotechnology.
Initially developed for materials science, AFM is nowadays routinely applied to study
biomolecular conformation and also reactivity.

Biotemplating
Utilization of the topographic and electrostatic properties of biological macromolecules
as a template to grow inorganic structures by deposition of metals and metal ions.
Examples of biomolecular templates include grids and hollow cages formed by
protein-building blocks and nucleic acid–based architecture.

Directed Assembly
Organization of components mediated by molecular recognition systems. In
Nanobiotechnology, often protein and DNA fragments are used to either direct the
assembly of nanoparticles in homogeneous solution or to mediate the immobilization
of the particles on a solid substrate.

Nanoparticles
Nanometer-scaled particles from metal or semiconductor materials. The latter are often
referred to as ‘‘quantum dots’’ (QDs). Nanoparticles reveal strongly size-dependent
properties, such as the wavelength of light emission from luminescent QDs.

Supramolecular Structure
An aggregate comprised of various molecular or colloidal components held together by
noncovalent interactions, such as hydrogen bonding, Van-der-Waals or
Coulomb forces.

� Nanobiotechnology is a novel field of science, currently emerging at the intersec-
tion of materials research, nanosciences, and molecular biotechnology. This highly
interdisciplinary field is closely associated to both the physical and chemical prop-
erties of organic and inorganic nanoparticles, as well as to the various aspects
of molecular cloning, recombinant DNA and protein technology, and immunol-
ogy. Evolutionary optimized biomolecules, such as nucleic acids, proteins, and
supramolecular complexes thereof, are utilized in the fabrication of nanostructured
and mesoscopic architecture from organic and inorganic nanoparticles and vice
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versa; technical nanometer-scaled devices are used to exploit structure and reactivity
of biological systems. This chapter, in particular, is focused on a key issue of
nanobiotechnology, concerning the utilization of biomolecules to functionalize
inorganic nanoparticles.

1
Concepts

1.1
General Concept

‘‘Nanobiotechnology’’ is a novel field of
research at the crossroads of biotechnol-
ogy and nanosciences. Each of these two
disciplines themselves are cross sections
from various research fields, including
fundamental sciences such as physics,
chemistry, and biology, as well as en-
gineering and computational sciences.
Although nanobiotechnology has often
been considered as one of the key tech-
nologies for the twenty-first century, its
contents and applications are still very
much in the process of definition and
configuration. Despite the early stage of
development, an increasing number of
contributions from very diverse directions
is claiming the label ‘‘nanobiotechnol-
ogy.’’ Driven by the current hype, for
example, even the dispension of nanoliter
volumes of aqueous solutions contain-
ing biomolecules has been considered as
a topic of nanobiotechnology. We will
use a more stringent definition here:
The use of (individual) biomolecules for
technical applications involving devices
with at least two dimensions in the sub-
micrometer regime, and/or vice versa,
the use of technical nanometer-scaled
devices to exploit biological structure
and reactivity.

1.2
Topics of Nanobiotechnology

Natural evolution has led to incredibly
functional assemblages of proteins, nu-
cleic acids, and other macromolecules to
perform complicated tasks that are still
daunting for us to try to emulate. As
an example, the 20-nm ribosome par-
ticle is a most effective supramolecular
nanomachine, which spontaneously self-
assembles from its more than 50 indi-
vidual protein and nucleic acid building
blocks, thereby impressively demonstrat-
ing the power of biologically programmed
molecular recognition. Starting with the
discovery of the DNA double helix struc-
ture, biology has meanwhile grown from
a purely descriptive and phenomenologi-
cal discipline to a molecular science. In
view of the revolutionary developments
in molecular biosciences, it seems par-
ticularly challenging to fuse biotechnology
with materials science. The combination of
these two disciplines will allow us to take
advantage of the evolutionary improved bi-
ological components for generating new
smart materials, and vice versa, to apply
today’s advanced materials and physico-
chemical techniques to solve biological
problems. A first systematic and compre-
hensive survey on this novel interdisci-
plinary field has recently been published,
covering contributions from bioorganic
and bioinorganic chemistry, molecular bi-
ology, materials science, bioanalytics, and
microsystems technology (Table 1).
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Tab. 1 Research topics of nanobiotechnology.

I Interphase systems
1 Biocompatible inorganic devices
2 Microcontact-printing for biosensor

applications
3 Dip-pen nanolithography
4 Cell-nanostructure interactions
5 Networks of neuronal cells on silicon

substrates

II Protein-based nanostructures
6 S-layers
7 Nanopore technology
8 Genetic particle organization
9 Microbial nanoparticle production
10 Magnetosoms
11 Bacteriorhodopsin technology
14 Polymer-protein hybrid materials for fuel

cells
12 Biomolecular motors
13 Motor proteins and inorganic

nanostructures
14 Nanobioelectronic devices

III DNA-based nanostructures
15 DNA-protein nanostructures
16 Biotemplated mineralization
17 Mineralization in nanostructured

biocompartments
18 DNA-nanoparticle conjugates
19 DNA nanostructures for mechanics and

computing

IV Nanoanalytics
20 Quantum dot biolabeling
21 Protein-nanoparticle conjugates in

histochemistry
22 Analysis of biomolecular structure by AFM
23 Force spectroscopy
24 Biofunctionalized nanoparticles for SERS

and SPR

Owing to the broad-range topics rapidly
being developed in the area of nanobio-
technology, it is impossible to cover the
entire field, and thus this chapter rather is
focused on a key issue of nanobiotech-
nology, concerning the utilization of
biomolecules to functionalize inorganic
nanoparticles. The research of hybrid com-
ponents comprised of biomolecules and

inorganic nanoparticles is currently at-
tracting much attention because of the
broad spectrum of applications rang-
ing from life sciences to materials and
nanosciences.

1.3
Inorganic Nanoparticles Meet
Biomolecules

The motivation is based on the unique
properties of the two classes of building
blocks. Inorganic nanoparticles possess
strongly size-dependent optical, electrical,
magnetical, and electrochemical proper-
ties, while biomolecules, such as proteins
and nucleic acids, reveal perfect binding
properties and biochemical functional-
ity, optimized within billions of years
of evolution. Since they are more read-
ily available by synthetic chemical means
and are more conveniently to handle
than proteins, nucleic acids have, in
the early stages, preferentially been used
for the functionalization of nanoparti-
cles to provide highly specific binding
sites. Proteins have been employed as
well to extend the binding capabilities
of inorganic nanoparticles; however, in-
stead of to simply utilize their bind-
ing properties, a particular challenge of
nanobiotechnology concerns the combi-
nation of the intrinsic functionality of
many proteins, for instance, optic, cat-
alytic, mechanic or switching capabili-
ties, with the distinguished properties of
nanoparticles.

Inorganic nanoparticles are particularly
attractive building blocks for the genera-
tion of larger superstructures. Nanopar-
ticles can be readily prepared from var-
ious materials in large quantities by
relatively simple methods, and their di-
mensions can be controlled from one
to about several hundred nanometers,
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with a fairly narrow size distribution.
Most often, the particles are comprised
of metals, metal oxides, and semicon-
ductor materials, such as Ag2S, CdS,
CdSe, CdTe, and TiO2. Semiconductor
nanoparticles are often referred to as
‘‘quantum dots’’ (QDs). The nanoparticles
have highly interesting optical, electronic,
and catalytic properties, which are very
different from those of the correspond-
ing bulk materials and which often de-
pend strongly on the particle’s size in
a highly predictable way. Examples in-
clude the wavelength of light emission
from semiconductor nanocrystals, which
can be utilized for biolabeling or lasers
as well as for the external magnetic field
required to switch a magnetized particle,
which is highly relevant in magnetotactic
bacteria and hard disk drives. Moreover,
nanoparticles are obtainable as highly

perfect nanocrystals, useful as building
blocks for the assembly of larger two- and
three-dimensional superstructures. Such
assemblies have a huge potential as trans-
ducers in biosensing as well as in materials
and nanosciences.

Both biomolecules and nanoparticles
meet at the same length scale (Fig. 1).
Biomolecular components have typical
size dimensions in the range of about 5
to 200 nm. Owing to their intrinsic func-
tionality, they are potent building blocks
with an appropriate size to bridge the
gap between the submicrometer dimen-
sions reachable by classical top–down
engineering, for example, photolithogra-
phy and microcontact printing, and the
dimensions addressable by conventional
bottom-up approaches, such as chemi-
cal synthesis and supramolecular self-
assembly.

0.1nm 1 nm 10 nm 100 nm 1mm 10 mm 100 mm 1 mm

“bottom-up”

# Organic synthesis

# Self-assembly

“top-down”

# Photolithography

# Microcontact printing

Biomolecules

Nanoclusters

Fig. 1 A gap currently exists in the engineering of small-scale devices. While
conventional ‘‘top–down’’ processes hardly allow to fabricate structures smaller than
about 200 to 100 nm, the limits of ‘‘bottom-up’’ processes are in the range of about 2
to 5 nm. Owing to their own dimensions, biomolecules, such as proteins and nucleic
acids, and inorganic nanoparticles comprised of metal and semiconductor materials,
appear to be suited for addressing that gap. Reprinted with permission from
Niemeyer, C.M. (2001) Nanoparticles, Proteins, and Nucleic Acids: Biotechnology
Meets Materials Science, Angew. Chem. Int. Ed. 40, 4128–4158.
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2
Protein-functionalized Nanoparticles

2.1
Protein-directed Organization of Particles

Two- and three-dimensional arrays of
metal and semiconductor nanoparticles

can be fabricated by means of biomolecu-
lar recognition moieties (Fig. 2). Initially,
two sets of nanoparticles to be orga-
nized are functionalized with individual
recognition groups, which are either di-
rectly complementary to each other, or
are complementary to a molecular linker

(a)

(b)

(c)

Linker

Fig. 2 Schematic drawing of general concepts for solution–phase
coupling using biomolecular recognition elements. (a) Two sets of
nanoparticles are functionalized with an individual recognition group,
which are complementary to each other. (b) The particle-bound
recognition groups are not complementary to each other, but can be
bridged through a bispecific linker molecule. (c) A bivalent linker, which
directly recognizes the surfaces of the nanoparticles is used for
oligomerization. Reprinted with permission from Niemeyer, C.M.
(2001) Nanoparticles, Proteins, and Nucleic Acids: Biotechnology
Meets Materials Science, Angew. Chem. Int. Ed. 40, 4128–4158.
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(Fig. 2a and b respectively). Driven by the
biospecific interaction, the two particle
batches assemble to extended nanoparti-
cle networks, which, in some cases, can
grow to the size of macroscopic ma-
terials. The major motivation for this
approach is based on the unique properties
of biomolecular linkers, which promise
new applications, such as tunable and
switchable materials. In particular, the
tremendous recognition capabilities of
biomolecules, and their potential to be
addressed and manipulated through bio-
chemical procedures using designed tools,
such as enzymes, should provide the ba-
sis for entirely novel routes to rationally
construct advanced materials.

According to the generalized scheme
depicted in (Fig. 2b), one example took ad-
vantage of the specific interaction between
antibodies and low molecular weight or-
ganic compounds (haptens). The hap-
ten groups were used to cross-link gold
and silver nanoparticles, previously coated
with antibody molecules which specifi-
cally recognized either the D-biotin or the
dinitrophenyl (DNP) group. To allow for
the cross-linking of the IgG-functionalized
nanoparticles, bivalent linkers were used,
which contained two hapten groups in ter-
minal positions. Either the monospecific
or bispecific linkers were used, allowing for
the directed assembly of homo-oligomeric
or heterodimeric aggregates respectively.
However, the degree of organization was
not as high as expected, indicating that fur-
ther approaches will require more sophisti-
cated engineering of the antibody–antigen
interface. Another example of employing
protein-based recognition to organize in-
organic nanoparticles was based on the
unique interaction between the biotin-
binding protein streptavidin (STV) with
its low molecular weight ligand D-biotin.
The STV-biotin interaction was used to

organize gold colloids functionalized by
chemisorptive coupling of a disulfide-
bridged bis-biotin compound. The particle
cross-linking was achieved by the addi-
tion of STV as a linker. This process
was monitored by spectroscopy and dy-
namic light scattering (DLS), allowing
to determine that the average hydrody-
namic radius of all particles in solution
rapidly increased upon STV-directed as-
sembly. transmission electron microscopy
(TEM) images revealed networks contain-
ing on average about 20 interconnected
particles, which are separated by about
5 nm, correlating with the diameter of
an STV molecule. Recently, an artificial
peptide-based linker system was designed
to guide supramolecular organization of
gold nanoparticles.

2.2
Genetic Approaches to Particle
Organization

The power of directed evolution methodol-
ogy was recently applied to de novo generate
protein linker units, which directly recog-
nize distinct surfaces of semiconductor
materials, thereby avoiding the neces-
sity of previous chemical functionalization
(Fig. 2c). Phage-display was used to select
12-mer peptides with binding specificity
for distinct semiconductor surfaces. On
the basis of a combinatorial library of
random 12-mer peptides, comprised of
about 109 different peptides, phage clones
were selected for their specific binding
capabilities to five different single-crystal
semiconductors, GaAs(100), GaAs(111)A,
GaAs(111)B, InP(100), and Si(100). Spe-
cific peptide binding was found that is
selective for the crystal composition (for
example, binding to GaAs, but not to
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Si) and crystal face (for example, bind-
ing to GaAs(100), but not to GaAs(111).
A particular clone was even capable of
differentiating between two zinc-blende
crystal structures, GaAs and AlAs, which
have almost identical lattice constants of
5.66 Å and 5.65 Å respectively. The basis
for this selectivity, whether it is chemi-
cal, structural, or electronic, is still under
investigation. Sequence analysis of vari-
ous clones has revealed a significantly
enhanced portion of amino acids with
side chains carrying a Lewis base or
Lewis acid group, suggesting that these
are important for specific recognition of
the substrate. The peptides evolved may
be applied to the generation of bispecific
linker molecules with binding capabili-
ties for two different semiconductor or
metal surfaces (Fig. 2c), thereby paving
the way to novel bottom-up approaches
for fabricating complex nanoparticle het-
erostructures.

The genetic selection approach was also
used to fabricate highly ordered composite
materials from genetically engineered M13
bacteriophage and ZnS nanocrystals. The
bacteriophage were coupled with ZnS solu-
tion precursors and spontaneously evolved
a self-supporting hybrid film material that
was ordered at the nanoscale and at the mi-
crometer scale into approximately 70-µm
domains, which were continuous over a
centimeter length scale. Directed evolution
of bacterial surface proteins has been em-
ployed to generate proteins with specific
recognition properties for gold nanoparti-
cles. Besides opening up novel ways for
generating unconventional materials, this
work also has implications on the under-
standing of the fundamental processes of
biomineralization, in which protein com-
ponents control the formation of materials
by specifically interacting with growing
crystallites.

2.3
Nanoparticle-protein Conjugates as
Biolabels

Gold nanoparticles, functionalized with
proteins have long been used as tools
in biosciences. For instance, antibody
molecules adsorbed to 10–40-nm col-
loidal gold are routinely used in histology,
allowing for the biospecific labeling of dis-
tinguished regions of tissue samples and
subsequent TEM analysis. More advanced,
small gold clusters of 0.8 or 1.4 nm diame-
ter can be used for the site-specific labeling
of biological macromolecules. These la-
bels have a number of advantages over
colloidal probes, including better resolu-
tion, stability, and uniformity. Moreover,
their small size improves the penetration
and more quantitative labeling of antigenic
sites. The 1.4-nm particles are the smallest
size of gold clusters, which can be seen
directly in the conventional electron mi-
croscope, allowing for a spatial resolution
of about 7 nm when covalently attached to
antibody fragments. The clusters visibility
can be improved by a wet-chemical silver
enhancement step for use in electron or
light microscopy for histological purposes,
or to detect less than picogram amounts
of antigens in immunoblots. The silver
enhancement can also applied for the elec-
trical sensing of biological binding events,
for instance, via the short-circuiting of mi-
croelectrodes (Fig. 3). Gold nanoparticles
are immobilized in the gaps of micro-
electrodes via biospecific interaction such
as immunosorption of antibodies. The
colloids serve as catalytic cores for the re-
ductive deposition of a conducting layer of
silver, which short circuits the two elec-
trodes. The resulting decrease in ohmic
resistance is used as a positive signal for
the sensing of the biospecific interaction
to be detected.
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Fig. 3 Electrical sensing of biorecognition events. Receptor groups,
such as antibodies or DNA oligomers, immobilized in the gap between
two microelectrodes, are used as a capture agent to specifically bind
complementary target molecules. In a sandwich-type assay, the
captured analyte is tagged with colloidal gold through a second
biological recognition unit. Subsequent reductive deposition of silver
leads to the formation of a conducting metal layer, which shortcuts the
two electrodes. Reprinted with permission from Niemeyer, C.M. (2001)
Nanoparticles, Proteins, and Nucleic Acids: Biotechnology Meets
Materials Science, Angew. Chem. Int. Ed. 40, 4128–4158.
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Gold nanoparticles can also be applied
to enhance detection limits in surface
plasmon resonance (SPR)-based real-time
biospecific interaction analysis. The dra-
matic enhancement of SPR biosensing
using colloidal gold was initially observed
in a sandwich immunoassay in which
gold nanoparticles were coupled to a sec-
ondary antibody. The latter was used to
detect a primary antibody bound through
specific immunosorption to the antigen
immobilized on the gold sensor surface.
The immunosorptive binding of the col-
loidal gold to the sensor surface led to
a large shift in plasmon angle, a broad-
ened plasmon resonance, and an increase
in minimum reflectance, thereby allow-
ing for picomolar detection of the antigen.
Similarly, an about 1000-fold improve-
ment in sensitivity was obtained in nucleic
acid hybridization analysis, using a col-
loidal gold/oligonucleotide conjugate as
a probe.

Semiconductor nanoparticles, often re-
ferred to as quantum dots (QDs) are
powerful fluorescent probes, which can
be used for the labeling of biological com-
ponents. The QDs have several advantages
over conventional fluorescent dyes. Their
fluorescence absorption and emission is
conveniently tunable by their size and
material composition, and the emission
peaks have a narrow spectral linewidth
(Fig. 4). Typically, emission widths are
20–30 nm (full-width at half-maximum,
FWHM), which is only one-third of the
emission linewidth of a conventional or-
ganic dye. The high quantum yields often
range from 35 to 50% for CdSe/ZnS
core/shell nanoparticles. Moreover, QDs
are about 100-fold as stable against pho-
tobleaching as an organic dye, and they
often reveal a long fluorescence lifetime
of several hundreds of nanoseconds. This

allows for time-delayed fluorescence mea-
surements, which can be used to sup-
press the autofluorescence of biological
matrices. As demonstrated in numer-
ous examples, QDs are versatile tools
for biolabeling, such as immunostain-
ing and fluorescence in situ hybridiza-
tion (FISH).

2.4
Nanoparticles Modified with Functional
Proteins

In addition to simply utilizing the recogni-
tion properties of proteins, a particular
challenge of current research concerns
the coupling of the intrinsic functional-
ity of many proteins, for instance, optic,
catalytic, mechanic, or switching capabil-
ities, with the distinguished properties of
nanoparticles. Initial steps toward this end
concerned the optical interaction between
QDs and chemisorbed bovine serum
albumin and maltose-binding protein-
fluorescent dye conjugates, enabling for
the self-assembly of bioconjugates that
function as a specific chemical sensor
for saccharides. Other studies concerned
the employment of chaperonin proteins
as switchable nanocages for the specific
encapsulation and the ATP-triggered re-
lease of QDs, and the ‘‘nanowiring’’ of
enzymes with electrodes by specific incor-
poration of 1.4-nm gold nanoparticles into
the active site of glucose oxidase redox
enzymes. Moreover, mechanically active
hybrids comprised of nanostructured in-
organic components, and biomolecules
were constructed taking advantage of mo-
tor proteins. This was achieved from a
recombinant F1-ATPase, immobilized at
80-nm diameter nickel posts and cou-
pled with a nanopropeller of ca. 1000-nm
length. The ATPase molecule, which is
capable of producing about 100 pN*nm
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Fig. 4 (a) Fluorescence absorption and
emission spectra of semiconductor quantum
dots; (b) Cross section of dual-labeled mouse
fibroblasts. The actin fibers are stained red. The
nonspecific labeling of the nuclear membrane by
both the red and the green probes results in a

yellow color. Reprinted with permission from
Bruchez, Jr., M., Moronne, M., Gin, P., Weiss, S.,
Alivisatos, A.P. (1998) Semiconductor
nanocrystals as fluorescent biological labels,
Science 281, 2013–2015.

of rotary torque by hydrolysis of ATP,
rotates the propeller with a velocity of
about 5 rounds/s. These reports illus-
trate how biological systems can be tuned
by nanostructured inorganic components

and vice versa, how the properties
of inorganic particles can be extended
by biomolecular mechanisms, and thus
these studies have added new facets to
nanobiotechnology.
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3
DNA-based Nanoparticle Assemblies

DNA is a particularly powerful construc-
tion material in nanosciences. The enor-
mous specificity of Watson–Crick base
pairing allows the convenient program-
ming of artificial DNA receptor moieties.
The power of DNA as a molecular tool is
enhanced by our ability to synthesize vir-
tually any DNA sequence by automated
methods, and to amplify any DNA se-
quence from microscopic to macroscopic
quantities by PCR. Another very attractive
feature of DNA is the great mechanical
rigidity of short double helices, so that they
behave effectively like a rigid rod spacer
between two tethered functional molecu-
lar components on both ends. Moreover,
DNA displays a relatively high physico-
chemical stability, and nature provides us
with a variety of highly specific enzymes,
which allow for processing of the DNA ma-
terial with atomic precision and accuracy
on the angstrom level. No other (poly-
meric) material offers these advantages,
which are ideal for molecular construc-
tions in the range from about 5 nm up
to the micrometer scale. Consequently,
DNA has already extensively been used
for constructions on the nanometer length
scale, and recent advances indicate its ap-
plicability for fabricating nanomechanical
devices. The following sections will fo-
cus on the use of DNA as a construction
material for the fabrication of nanopartic-
ular assemblies.

3.1
DNA-directed Oligomerization of
Nanoparticles

Following the generalized scheme in
(Fig. 2b), DNA hybridization has been

used to generate repetitive nanocluster ma-
terials (Fig. 5). Two noncomplementary
oligonucleotides were coupled in sepa-
rate reactions with 13-nm gold parti-
cles via thiol adsorption. A DNA duplex
molecule containing a double-stranded re-
gion and two cohesive single-stranded
ends, which are complementary to the
particle-bound DNA, was used as a linker.
The addition of the linker to a mix-
ture of the two oligonucleotide-modified
nanoparticles led to the aggregation and
slow precipitation of a macroscopic DNA-
colloid material. This process is reversible.
Since the nanoparticles contained multiple
DNA molecules, the oligomerized aggre-
gates were three-dimensionally linked, as
judged from the TEM analysis. Images of
two-dimensional, single-layer aggregates
reveal close-packed assemblies of the col-
loids with uniform particle separations of
about 6 nm, corresponding to the length of
the DNA linker duplex. This self-assembly
can also be used for the generation of
binary networks. Owing to the speci-
ficity of Watson–Crick basepairing, only
heterodimeric ‘‘A-B’’ composites with al-
ternating particle sizes are formed (Fig. 5).
For example, two types of gold clusters of
either 40 or 5 nm diameters were assem-
bled by DNA hybridization. In the case
of an excess of one particle, satellite-like
aggregate structures were generated and
characterized by TEM. Similarly, oligonu-
cleotide functionalized CdSe/ZnS QDs
and gold nanoparticles were organized
to form binary nanoparticle networks.
TEM analysis revealed that the hybrid
metal/semiconductor assemblies exhib-
ited the A-B-structure expected, and flu-
orescence and electronic absorption spec-
troscopy indicated cooperative optical and
electronic phenomena within the network
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Fig. 5 Assembly of gold colloids using DNA hybridization. (a) Two batches of gold particles, are
derivatized with noncomplementary oligonucleotides, either via 5′- or 3′-thiol groups. The
nanoparticles are oligomerized using a single-stranded nucleic acid linker molecule. Note that
exclusively heterodimeric ‘‘A-B’’ linkages are present within network. The network formation leads to
a characteristic change in the plasmon absorption (b). The color change can be used to
macroscopically detect DNA hybridization using an assay in which DNA/Au conjugates and a sample
with potential target DNA is spotted on a hydrophobic membrane (c). Red spots indicate the absence
of fully matched DNA, while blue spots are indicative for the presence of complementary target DNA.
Data in (c) are reprinted from Storhoff, J.J., Mirkin, C. A. (1999) Programmed Materials Synthesis with
DNA. Chem. Rev. 99, 1849–1862. Copyright 1999 American Chemical Society. (See color plate p. xxvi).

materials. Recently, oligofunctional DNA-
gold nanoparticle conjugates were devel-
oped. These highly functionalized conju-
gates contained up to seven different DNA

oligonucleotide sequences, which were or-
thogonally addressable and revealed an
efficient reactivity comparable to that of the
analogous monofunctional conjugates.
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Studies of DNA-linked gold nanoparticle
assemblies concerned the influence of the
DNA spacer length on the optical and elec-
trical, as well as the melting properties of
these networks. The experiments provided
evidence that the linker length kinetically
controls the size of the aggregates, and that
the optical properties of the nanoparticle
assemblies are governed by aggregate size.
In contrast, it was found that the electrical
properties of dried nanoparticle aggregates
are not influenced by the linker length. Al-
though SAXS clearly indicated the linker
length–dependent distances between par-
ticles in solution, the networks collapse
upon drying, thereby forming bulk mate-
rials comprised of nanoparticles covered
with an insulating film of DNA. These
materials show semiconductor properties
not influenced by the linker lengths. The
strongly cooperative melting effect of the
nanoparticle networks results from two
key factors: the presence of multiple DNA
linkers between each pair of nanoparticles
and a decrease in the melting temperature
as DNA strands melt due to a concomitant
reduction in local salt concentration. This
mechanism, originating from short-range
duplex-to-duplex interactions, is indepen-
dent of DNA base sequences and should
be universal for any type of nanostruc-
tured probe that is heavily functionalized
with oligonucleotides.

3.2
Individual Nanoscaled Particle Assemblies

The oligomeric DNA-nanoparticle hybrid
materials (see Sect. 3.1) have promising
electronic and optical properties, poten-
tially useful for applications in materials
science, and also have a tremendous im-
pact on immediate diagnostic applications,
in particular, DNA microarray–based nu-
cleic acid analyses (see Sect. 3.6). To even

increase the enormous potential of the
DNA–nanoparticle compounds, it is im-
portant to overcome limitations, which
may result from the lack of stoichiometric
control during the assembly process. To
control the architecture of nanomaterials,
spatially defined arrangements of molecu-
lar devices are required. For example, to or-
ganize metal and semiconductor nanocrys-
tals into ultrasmall electronic devices, one
may consider a linear aggregate of sev-
eral individual components (Fig. 6). As
previously demonstrated for proteins (see
Sect 3.3), gold nanoclusters containing a
single nucleic acid moiety have been ra-
tionally assembled into stoichiometrically
defined nanoscale aggregates (Fig. 6b).
To this end, well-defined monoadducts
were synthesized from commercially avail-
able 1.4-nm gold clusters containing a
single reactive maleimido group and thio-
lated 18-mer oligonucleotides. Subsequent
to purification, these conjugates allowed
the rational construction of well-defined
‘‘nanocrystaline molecules’’ by DNA-
directed assembly using a single-stranded
template, which contained the comple-
mentary sequence stretches (Fig. 6b). De-
pending on the template, the DNA-
nanocluster conjugates were assembled
to generate the head-to-head and head-
to-tail homodimeric target molecules 1a
and 1b in approximately 70% purity, as de-
termined by TEM analysis. More recently,
multiple gold nanocrystal aggregates were
generated by DNA-directed assembly. The
preparations, containing up to three nan-
oclusters of different sizes organized in
multiple fashions, were characterized by
TEM. The nanocrystal molecules have a
high flexibility when the DNA backbone
is nicked (e.g. 1c), while an unnicked
double helix (e.g. 1d) significantly low-
ers the flexibility. UV/VIS absorbance
measurements indicated changes in the
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Fig. 6 (a) Schematic representation of DNA-directed assembly of
four different nanoscaled building blocks to form a
stoichiometrically and spatially defined supramolecular aggregate.
(b) Assembly of nanocrystal molecules using DNA hybridization.
Conjugates from gold particles (represented as shaded spheres)
and 3′- or 5′-thiolated oligonucleotides allowed the fabrication of
head-to-head (1a) or head-to-tail (1b) homodimers. A template
containing the complementary sequence in triplicate affects the
formation of the trimer 1c. Aggregate 1d reveals a limited flexibility
owing to the unnicked double helical backbone. Note that,
according to the scheme (A), the DNA-directed assembly has been
applied to the organization of proteins (see Fig. 7). Reprinted with
permission from Niemeyer, C.M. (2001) Nanoparticles, Proteins,
and Nucleic Acids: Biotechnology Meets Materials Science, Angew.
Chem. Int. Ed. 40, 4128–4158.

spectral properties of the nanoparticles
as a consequence of the supramolecular
organization.

3.3
DNA–protein Conjugates as Tools in
Nanofabrication

The initial demonstration of using DNA
as a framework for the precise spatial
arrangement of molecular components
was carried out with covalent conjugates
of single-stranded DNA oligomers and
the streptavidin (STV) protein. Using the

STV-DNA conjugates 2 (Fig. 7) as model
systems, a variety of essential basic studies
on the DNA-directed assembly of macro-
molecules were carried out, which have
been reviewed earlier. The covalent DNA-
STV conjugates are also convenient as ver-
satile molecular adapters in the nanofab-
rication of supramolecular assemblies.
The covalently attached oligonucleotide
moiety supplements the STV’s four na-
tive biotin-binding sites with a specific
recognition domain for a complementary
nucleic acid sequence. This bispecificity
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Fig. 7 (a) Schematic representation of DNA-directed assembly of biotinylated
gold nanoclusters using covalent DNA-STV conjugates 2 as molecular
adapters. The nanocluster-loaded STV conjugates self-assemble in the
presence of a single-stranded nucleic acid carrier molecule, containing
complementary sequence stretches, to form biometallic aggregates 3. (b) TEM
images of the biometallic aggregate 3[acf] (the letters in brackets indicate for
the protein components bound to the template) and an antibody-containing
biometallic construct 4 (c). The latter was fabricated from gold-labeled
conjugates 2 and a conjugate of 2 and a biotinylated immunoglobulin,
previously coupled in separate reactions. Note that the four gold clusters
bound to 2 cannot be optically resolved by TEM. Reprinted with permission
from Niemeyer, C.M. (2001) Nanoparticles, Proteins, and Nucleic Acids:
Biotechnology Meets Materials Science, Angew. Chem. Int. Ed. 40, 4128–4158.
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allows to use the DNA-STV conjugates as
adapters to assemble basically any biotiny-
lated compound along a nucleic acid tem-
plate. For example, the strong biotin–STV
interaction and the specific nucleic acid
hybridization capabilities of the DNA-STV
conjugates 2 were utilized to organize
gold nanoclusters (Fig. 7). To this end,
1.4-nm gold clusters containing a single
amino-substituent were derivatized with a
biotin group, and, subsequently, the biotin
moiety was used to organize the nanoclus-
ters into the tetrahedral superstructure,
defined by the biotin-binding sites of
the STV. Subsequently, the nanocluster-
loaded proteins self-assemble in the pres-
ence of a complementary single-stranded
nucleic acid carrier molecule, thereby gen-
erating novel biometallic nanostructures,
such as 3 (Fig. 7). Since the DNA-STV
conjugates can be used like a molecular
construction kit, this approach even allows
the combined assembly of inorganic and
biological components to fabricate func-
tional biometallic aggregates, such as 4,
containing an IgG molecule (Fig. 7). The
antibody can be used for targeting the
biometallic nanostructures toward certain
tissues or other surfaces. This example
demonstrates how protein–ligand inter-
action and DNA hybridization can be
used for the nanoconstruction of novel
inorganic/bioorganic hybrid systems, and
similar approaches should even allow the
fabrication of highly complex supramolec-
ular structures. It should be noted, at this
point, that Seeman and coworkers have im-
pressively demonstrated the power of DNA
in the rational construction of complex
molecular framework. For instance, they
synthesized the ‘‘truncated octahedron,’’ a
DNA polyhedron containing 24 individual
oligonucleotide arms at its vertices, which
can, in principle, be used as a framework
for the selective spatial positioning of 24

different proteins, inorganic nanoclusters,
and/or other functional molecular devices.

Even today, very little is known on the
manipulation and tailoring of oligomeric
nanoparticle networks (see Sect. 3.1), for
instance, on ways to influence the struc-
ture and topography of the DNA hybrid
materials subsequent to their formation
by self-assembly. Within the context of
basic studies on DNA-linked nanoparti-
cle networks, the oligomeric aggregates 5
(Fig. 8) generated from bioorganic strepta-
vidin (STV) particles and bis-biotinylated
dsDNA are suitable model systems to
gain insight into the properties of com-
plex particle networks. The STV func-
tions as a 5-nm model particle, which
can realize only a limited number of
interconnects to other particles within
the network. Either one, two, three, or
four biotinylated DNA fragments can
be conjugated with the STV by means
of the high affinity STV–biotin interac-
tion. This simplifies the complexity of
the supramolecular particle networks, and
thus, allows for the convenient analysis
and modeling of effects occurring from
variations, for example, in the assem-
bly and immobilization parameters. In
addition, the size of the dsDNA linker
fragments, which are typically about 30
to 170 nm in lengths, allows for conve-
nient direct observation by (atomic force
microscopy) AFM (Fig. 8). These findings
are convenient for both disciplines in-
volved: The use of the AFM allows to
gain insights into biomolecular structure
and assembly dynamics, and, in turn, the
well-defined and clearly distinguishable
DNA-STV nanostructures can be used as
soft-materials calibration standards for the
detailed study of tip convolution effects,
and the influences of measuring parame-
ters in AFM analyses.
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Fig. 8 DNA-protein 5 conjugates as model systems for DNA-interconnected
nanoparticles. The synthesis of the networks was achieved by using double-stranded
DNA (dsDNA) as spaces. The dsDNA fragments contain two binding sites attached to
the two 5′-ends of the double-stranded DNA (b = binding site). The binding sites are
either biotinyl groups allowing cross-linking of the biotin-binding protein streptavidin as
a model nanoparticle (a-c), or else the binding sites are thiol-groups allowing to connect
5-nm gold colloids (d). The assembly of the two-components not only leads to the
formation of oligomeric networks (c, d) but also individual particle aggregates are
formed, which can be isolated by electrophoretic or chromatographic methods (a, b).
The images at the bottom were obtained by AFM analysis. Reprinted with permission
from Niemeyer, C.M. (2001) Nanoparticles, Proteins, and Nucleic Acids: Biotechnology
Meets Materials Science, Angew. Chem. Int. Ed. 40, 4128 – 4158.

Mirkin et al. demonstrated that the
oligomerization of DNA-coated gold
nanoparticles, depicted in Fig. 5, can as
well be mediated by conjugates comprised
of oligonucleotides and the STV protein.
Interestingly, the most thermodynamically
stable oligomeric networks are only
formed upon heating of the kinetically
controlled adducts initially produced.
Additional topics of fundamental research
on DNA/protein–nanoparticle interaction
concern the investigation of whether and
how DNA-functionalized particles can be
manipulated by DNA-modifying enzymes.

3.4
DNA Biotemplating

The electrostatic and topographic prop-
erties of biological macromolecules and
supramolecular complexes comprised
thereof can be used for the synthesis
and assembly of organic and inorganic
components. In this ‘‘biological templat-
ing’’ approach, regular two-dimensional
lattices of bacterial cell surface pro-
teins, hollow biomolecular compartments,
such as virus particles, as well as
nanometer- and micrometer-sized nucleic
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acid components have already been ex-
ploited for the generation of nanopar-
ticles and supramolecular architecture.
Pioneering work on the DNA-templated
generation of metal and semiconductor
nanoparticle arrays was carried out by
Coffer and coworkers. They used the neg-
atively charged phosphate backbone of the
DNA double helix to accumulate Cd2+
ions, which were subsequently treated
with Na2S to form CdS nanoparticles. The
templated growth of palladium clusters
was conducted by using λ-DNA, lead-
ing to the formation of DNA-associated
1-D and 2-D arrays of well-separated 3-
to 5-nm palladium clusters, which were
dependent on the initial nucleation of
the metal clusters. This was achieved by
activating the DNA with palladium ac-
etate and subsequent reduction using a

sodium citrate/lactic acid/dimethylamine
borane solution. In the DNA-templated
fabrication of mesoscale structures from
preformed, positively charged 3-nm CdS
particles with a thiocholine modified sur-
face, the particles were found to be as-
sembled in a quasi one-dimensional dense
packing to form chainlike structures. The
electrostatic assembly of lysine-passivated
gold particles on DNA or intercalator-
modfied gold particles on DNA and polyly-
sine was also reported.

An example of DNA-biotemplating con-
cerned the use of a 16-µm λ-DNA molecule
containing two cohesive ends to bridge
the about 12- to 16-µm distance between
two gold microelectrodes, prepared by
standard photolithography (Fig. 9). Subse-
quent to functionalization of the electrodes
with individual capture oligonucleotides,
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Fig. 9 DNA-templated synthesis of a conductive silver wire. A 16-µm λ-DNA molecule was used
to bridge the gap between two gold microelectrodes. The sodium ions bound to the DNA’s
phosphate backbone were exchanged with Ag+ ions, and the latter were chemically reduced by
hydroquinone to form small silver aggregates. Further reductive deposition of silver led to the
formation of a silver nanowire. AFM images revealed the granular structure of the wire. Reprinted
with permission from Braun, E., Eichen, Y., Sivan, U., Ben-Yoseph, G. (1998) DNA-templated
assembly and electrode attachment of a conducting silver wire, Nature 391, 775–778.
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the DNA fragment was allowed to hy-
bridize. Successful interconnection of the
electrodes was confirmed by optical mi-
croscopy of the fluorescently labeled λ-
DNA. Next, the sodium ions bound to the
phosphate backbone of the λ-DNA were ex-
changed with Ag+ ions, and the latter were
chemically reduced by hydroquinone. The
small silver aggregates formed along the
DNA backbone were then used as catalysts
for further reductive deposition of silver,
eventually leading to the formation of a
silver nanowire. This micrometer-sized el-
ement with a typical width of 100 nm had
a granular morphology, as determined by
AFM (Fig. 9). Two terminal electrical mea-
surements of the silver nanowire revealed
nonlinear, history-dependent I-V curves,
possibly a result of polarization or corro-
sion of the individual 30 to 50 nm silver
grains that comprise the wires. These ex-
amples give initial impressions on how
DNA can be utilized as a template to
synthesize nanometric and mesoscopic
structures. However, the studies have em-
phasized the importance of fundamental
research on how the interaction between
DNA and the various binders, such as
metal and organic cations, influences the
structure and topology of the nucleic acid
components involved.

3.5
DNA–protein Interaction for Biotemplating

The examples of Sect. 3.4 clearly indicate
the necessity for generating more com-
plex biomolecular architecture, which can
be used for the generation of inorganic
components by means of biotemplat-
ing. An important step in this direction
was recently reported, termed biomolecular
lithography, which took advantage of the
sequence-specific binding of conjugates
comprised of ssDNA and recA protein. In

molecular lithography, the DNA–protein
complex is treated with silver ions, which
are reduced by aldehyde groups, previ-
ously generated within the dsDNA target,
thereby forming small silver grains to be
subsequently utilized for the wet chem-
ical deposition of gold. This procedure
leads to the formation of a conductive
wire, which contains an isolating gap,
precisely at the position where RecA was
bound (Fig. 10a). Therefore, in the molec-
ular lithography, the information encoded
in the DNA molecules has replaced the
masks used in conventional lithography,
while the RecA protein serves as the resist.
This approach should work with high res-
olution over a broad range of length scales
from nanometers to many micrometers.
Moreover, molecular lithography enables
the generation of branch points (three-way
junctions) within linear DNA fragments
by employing a dsDNA fragment contain-
ing a single-stranded end in the initial
RecA polymerization step (Fig. 10b). The
homologous recombination between RecA
conjugate and double-stranded DNA can
as well be utilized for the sequence-
specific positioning of molecular objects
(Fig. 10c). For this, the ssDNA used for
polymerization of the RecA monomers is
modified with molecular entities, which
are functional devices by themselves, or
else allow for subsequent binding as such.
For instance, gold nanoclusters have been
selectively positioned by this approach. Be-
cause of the broad scope of molecular
lithography, a wide variety of applications
might be foreseen.

Semisynthetic DNA–protein nanostruc-
tures have been constructed to serve as
templates for generating inorganic struc-
tures by means of metallization. To this
end, oligomeric DNA-STV conjugates 5,
(see Fig. 8), were effectively transformed
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Fig. 10 Molecular lithography. Reprinted with permission from Niemeyer
C.M. (2002) Nanotechnology: Tools for the biomolecular engineer, Science
297, 62–63. Copyright 2002 American Association for the Advancement
of Science.

into well-defined supramolecular DNA-
STV nanocircles 6 by thermal treatment
(Fig. 11). Because of their ready availability
and well-defined stoichiometry and struc-
ture, the nanocircles 6 form the basis of a
supramolecular construction kit for gener-
ating well-defined DNA-based conjugates.
For example, functionalization of 6 with
biotinylated haptens allows one to gen-
erate hapten conjugates 7, applicable as
reagents in a novel competitive immuno-
PCR (cIPCR) assay for the ultra sensitive
detection of low-molecular weight ana-
lytes. With respect to biomolecular nan-
otechnology, 5 and 6 can also be used as
soft materials topography standardization
reagents for AFM. Since the two differ-
ent biopolymers, DNA and proteins, occur
in a highly characteristic, well-defined

composition and supramolecular struc-
ture, this allows one for direct comparison
of, for instance, the deformation proper-
ties of the two biopolymers depending on
the AFM measurement modes applied.

The conjugates 5 and 6 have also been
used as building blocks for generating
complex biomolecular nanostructures. As
indicated in Fig. 12, networks 5a and
5b were generated from the covalent
oligonucleotide-STV conjugates 2a and
2b respectively, and bis-biotinylated ds-
DNA (see AFM images in Figs. 11 and
12). The single-stranded oligonucleotide
moieties can be used for further function-
alization of 5 by hybridization with com-
plementary oligonucleotide-tagged macro-
molecules. For instance, oligomers 5a
were transformed into the corresponding
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Fig. 11 Nanostructured DNA and STV
conjugates. (a) Schematic representation of the
self-assembly of oligomeric DNA-STV conjugates
5 from 5′,5′-bis-biotinylated DNA and STV. Note
that the schematic structure of 5 is simplified
since a portion of the STV molecules function as
tri- and tetravalent linker molecules between
adjacent DNA fragments (see AFM image b).
The supramolecular networks of 5 can be
disrupted by thermal treatment, leading to the
efficient formation of DNA-STV nanocircles 6

(see AFM image c). The nanocircles 6 can be
functionalized by the coupling of biotinylated
hapten groups, such as fluorescein (Fsc) to yield
nanocircle 7. For simplification, complementary
DNA strands are drawn as parallel lines. The
3′-ends are indicated by the arrow heads.
Reprinted with permission from Niemeyer, C.M.
et al. (2000) Supramolecular Nanocircles
Consisting of Streptavidin and DNA, Angew.
Chem. Int. Ed. 39, 3055–3059.

nanocircles 6a, which can hybridize with
analogous circles 6b, containing a comple-
mentary oligonucleotide sequence, to form
the nanocircle dimers 8. The AFM image
of the dimeric conjugate 8 indicates the
predicted structure (Fig. 12).

3.6
DNA-nanoparticle Conjugates at Tools in
Bioanalytics

While protein-coated gold colloids have
long been used in bioanalytical techniques,
applications of DNA-functionalized gold
particles have just been introduced a

few years ago by Mirkin and co-workers.
The DNA-directed nanoparticle aggrega-
tion depicted in Fig. 5 can be used for
simple and cheap sensors in biomedical di-
agnostics, for example, for the detection of
nucleic acids from pathogenic organisms.
Many analytical applications have already
been reported allowing for the detection
of nucleic acids in homogenous solutions.
In addition, the use of DNA-functionalized
nanoparticles in the heterogeneous nucleic
acid hybridization with capture oligonu-
cleotides attached to solid supports have
recently attracted much attention. Many
groups have reported on the DNA-directed
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Fig. 12 Construction of supramolecular DNA
and STV conjugates. (a.) Networks 5a and 5b are
generated from covalent oligonucleotide-STV
conjugates 2a and 2b respectively, containing
complementary oligonucleotides. The inset
shows a typical AFM image of 5a. (b) Oligomers
5a, b are transformed into the corresponding
nanocircles 6a, b, which hybridize with each
other to form the nanocircle dimers 8. The inset

shows a typical AFM imgage of dimer 8.
Reprinted with permission from Niemeyer, C.
M., Semisynthetic DNA-Protein Conjugates in C.
M. Niemeyer, C. A. Mirkin (Eds.):
NanoBiotechnology: Concepts, Methods, and
Applications, Wiley-VCH, Weinheim 2004,
pp. 227–243.

immobilization of gold nanoparticles to
form supramolecular surface architecture,
and this approach was also adopted to
the specific sorting of DNA-functionalized
QDs. Particles of different morphology,
rods and sticks, have also been assembled
by means of DNA hybridization. The spe-
cific nucleic acid–mediated immobiliza-
tion of gold nanoparticles can be utilized
for the topographic labeling of surface
bound DNA targets. This readily allows
for the highly sensitive scanometric detec-
tion of nucleic acids in DNA-chip analyses
by means of the gold particle promoted
reduction of silver ions (Fig. 13), allowing
for an about 100-fold increased sensitiv-
ity compared to conventional fluorescent

DNA detection. In a recent continuation,
this approach was adopted to the array-
based electronic detection of nucleic acid
analytes, using similar setup, as depicted
in Fig. 3.

The size-selective light scattering of 50-
and 100-nm diameter gold nanoparticles
has been used for the two-color labeling
of oligonucleotide arrays. An alternative
for the simultaneous determination of
multiple DNA targets, the use of Raman-
active dye-labeled gold nanoparticles, has
recently been explored. The gold nanopar-
ticles facilitate the formation of a silver
coating that acts as a surface-enhanced
Raman scattering promoter for the dye-
labeled particles that have been captured by



42 Nanobiotechnology

(a) (b)

Single
mismatch

Single
mismatch

Perfect
match

Perfect
match

DNA

DNA/gold

10

T/°C
20 30 40 50 60

Hybridized
label / %

0

100

0

100

Hybridized
label / %

AAT ATT GAT AAG GAT 3′
TTA TAA CTA TTC CTA

1)

2)

(Target DNA)

Ag+

hydroquinone
(pH 3.8)

Ag(s)
quinone

X =  A (complementary)

5′ GGA TTA TTG TTA
CCT AXT AAC AAT

G,C,T (mismatched)

Fig. 13 Scanometric detection of nucleic acids
in DNA-chip analyses. Capture oligonucleotides
immobilized on glass slides are used for specific
binding of target nucleic acids.
Oligonucleotide-functionalized gold
nanoparticles are employed as probes in
solid-phase DNA hybridization detection.
Subsequent to a silver enhancement step, the
immobilization of the colloidal gold probe is
detected by scanning the glass substrate with a
conventional flat-bed scanner. Despite its

simplicity, this technique allows for an about
100-fold increased sensitivity compared to
fluorescent DNA detection. Moreover, owing to
the extraordinary sharp melting behavior of the
immobilized DNA–nanoparticle networks (see
melting curves at the right), this method allows
for single-mismatch detection. Reprinted with
permission from Taton, T.A., Mirkin, C.A.,
Letsinger, R.L. (2000) Scanometric DNA array
detection with nanoparticle probes, Science 289,
1757–1760.

target molecules and an underlying chip in
microarray format. This approach provides
the high-sensitivity and high-selectivity
attributes of gray-scale scanometric detec-
tion, but adds multiplexing and rationing
capabilities because a very large number
of probes can be designed on the basis
of the concept of using a Raman tag as
a narrow-band spectroscopic fingerprint.
An electrochemical coding technology has
been reported for the simultaneous detec-
tion of multiple DNA targets. Three en-
coding inorganic nanocrystal tracers (ZnS,
CdS, PbS) were used to differentiate the
signals of three DNA targets in connection
to stripping-voltammetric measurements
of the heavy metal dissolution products.
These products yielded well-defined and

resolved stripping peaks at the mercury-
coated glassy-carbon electrode, thereby en-
abling femtomole detection limits. The use
of colloidal gold nanoparticles also allows
for the signal enhancement in the DNA
hybridization detection using quartz crys-
tal microbalance, angle-dependent light
scattering, and SPR (see Sect. 2.3). DNA-
functionalized CdS nanoparticles were
used for the photoelectrochemical detec-
tion of nucleic acid hybridization. To
this end, an array of QDs was assem-
bled at the surface of an electrode using
the specific hybridization of complemen-
tary DNA fragments. Upon irradiation, a
photocurrent was generated, which was
proportional to the amount of target DNA.
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DNA-tagged proteins have been immo-
bilized at DNA-coated gold nanoparticles
by specific nucleic acid hybridization. This
approach has several advantages over the
conventional methods to adsorb proteins
to colloidal gold. The biofunctionalized
nanoparticles not only retain the undis-
turbed recognition properties of the pro-
teins immobilized but they also reveal an
extraordinary stability, which even allows
for regeneration of the DNA-coated gold
particles. The bioinorganic hybrid compo-
nents were used as reagents in sandwich
immunoassays for the detection of pro-
teins using the gold particle promoted sil-
ver development. This allowed the spatially
addressable detection of fmol-amounts of
chip-immobilized antigens. By utilizing
oligonucleotide-modified gold nanoparti-
cles encoded with sequences that act as
biobarcodes, one can screen for multiple
target polyvalent proteins simultaneously
in one solution. This concept was demon-
strated with two types of detection formats,
a homogeneous assay and one based on
oligonucleotide microarrays. With such an
approach, one can prepare a large number
of barcodes from synthetically accessible
oligonucleotides. For instance, a 12-mer
sequence offers 412 possible barcodes.

4
Magnetic Nanoparticle Conjugates

4.1
Magnetic Nanoparticles in Biomedical
Sciences

Nanoparticles comprised of superparam-
agnetic materials, for example, iron oxide,
have already been developed in the early
1990s by Weissleder and coworkers. The
particles are typically 5–10 nm in diame-
ter, they possess a half-live of about 90 min

in blood, and the major potential applica-
tions are as intravenous contrast agents for
the lymphatic system, bone marrow con-
trast agent, long-half-life perfusion agent
for brain and heart, and as a magnetic moi-
ety in organ-targeted superparamagnetic
contrast agents for magnetic resonance
imaging (MRI). With respect to the latter
type of applications, in particular, attach-
ment of biomolecular recognition groups
to the surface of the inorganic nanopar-
ticles greatly enhances the specificity of
targeting. For instance, dextran coated su-
perparamagnetic iron oxide particles were
derivatized with a peptide sequence from
the HIV-tat protein to improve intracel-
lular magnetic labeling of different target
cells. The particles were internalized into
lymphocytes over 100-fold more efficiently
than nonmodified particles. Labeled cells
are highly magnetic and can be retained
on magnetic separation columns. This
method has great potential for in vivo track-
ing of magnetically labeled cells by MRI
and for recovering intracellularly labeled
cells from organs.

Paramagnetic nanoparticles are also be-
ing investigated for the treatment of can-
cer. Biocompatible dextran or silan-coated
superparamagnetic magnetite nanoparti-
cles can be incorporated into malignant
cells by endocytosis. The intracellular mag-
netic fluids are excited with AC magnetic
fields, leading to an increase in the lo-
cal temperature, thereby inducing hyper-
thermia. It has been demonstrated that
magnetic fluid hyperthermia (MFH) af-
fects mammary carcinoma cells in vitro
and in vivo.

With respect to biosensing, superpara-
magnetic iron oxide nanoparticles have
been developed that can be used as
magnetic relaxation switches to detect
molecular interactions in the reversible
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self-assembly of disperse magnetic parti-
cles into stable nanoassemblies. Monodis-
perse magnetic nanoparticles conjugated
with complementary oligonucleotide se-
quences self-assemble into stable mag-
netic nanoassemblies, resulting in a de-
crease of the spin–spin relaxation times
of neighboring water protons. When
these nanoassemblies are treated with
a DNA- cleaving agent, such as restric-
tion enzymes, the nanoparticles become
dispersed, switching the T2 of the solu-
tion back to original values. As shown
for four different types of molecular in-
teractions (DNA–DNA, protein–protein,
protein–small molecule, and enzyme reac-
tions), magnetic relaxation measurements
can be used to detect these interactions
with high efficiency and sensitivity. Since
the magnetic changes are detectable in
turbid media,, for example, whole-cell
lysates without protein purification, mag-
netic nanosensors might be used in a
variety of biological applications, such as
in homogeneous assays, miniaturized mi-
crofluidic systems, as affinity ligands for
the rapid and high-throughput magnetic
readouts of arrays, as probes for magnetic
force microscopy, and for in vivo imaging.

4.2
Magnetic Switching of Nanoparticle
Devices

Magnetic fields have also been used for
the remote electronic control of DNA
hybridization of gold nanoparticle–DNA
molecular beacon conjugates. DNA bea-
cons are ssDNA molecules, which form
an intramolecular hairpin-loop structure.
Both ends are chemically modified with a
fluorophor and a quencher dye, the latter
of which, due to close spatial proximity, ef-
fectively quenches the fluorescence. Upon
hybridization with nucleic acid targets,

containing a sequence stretch complemen-
tary to the loop region of the beacon, the
quencher is spatially removed from the flu-
orophor, leading to a strong enhancement
in fluorescence. A novel class of molecu-
lar beacons has been introduced, in which
the organic quencher dye was replaced by
a gold metal cluster. The quenching effi-
ciency was determined to be about 99.5%,
indicating that the fluorescent signal of
the beacon increases about 200-fold upon
hybridization with complementary target.
This type of gold-oligomer-dye hybrid bea-
cons allowed one to detect single base
mutations more efficiently than with con-
ventional molecular beacons. Similar gold
nanoparticle–DNA molecular beacon con-
jugates have been exploited for the remote
electronic control of DNA hybridization.
Inductive coupling of a radio frequency
magnetic field (RFMF) with a frequency
of 1 GHz to the 1.4-nm metal nanocrys-
tal, which functions as an antenna in
the DNA constructs, the local temperature
of the bound DNA is increased, thereby
inducing denaturation while leaving sur-
rounding molecules relatively unaffected.
Since inductive heating has already been
applied to the treatment of cancer cells
with magnetic field induced excitation, the
use of gold nanocrystal–DNA conjugates
should allow extension of this concept.
For instance, complex operations, such as
gene regulation, biomolecular assembly,
and enzymatic activity, of distinct portions
of nucleic acids or proteins might be con-
trolled, while the rest of the molecule and
neighboring species would remain unaf-
fected. Moreover, because the addressing
is not optical, this technology would even
be applicable in highly scattering media.

The magnetic switching of biomolec-
ular functionality has been demon-
strated in a couple of examples using
micrometer-sized superparamagnetic iron
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oxide particles was demonstrated by
Willner and colleagues. As an exam-
ple, magnetic-field-stimulated ‘‘ON’’ and
‘‘OFF’’ biochemiluminescence was ac-
complished by electrocatalyzed reduction
of naphthoquinone-functionalized mag-
netic particles in the presence of a bio-
catalytic peroxidase/luminol system. The
dual biosensing by magnetocontrolled bio-
electrocatalytic analysis of glucose and
lactate by the enzymes glucose oxidase and
lactate dehydrogenase was conducted by
using ferrocene-functionalized electrodes
and enzyme-modified iron oxide magnetic
particles. Wang et al. have demonstrated
the magnetic triggering of the electrical
DNA detection, realized through a mag-
netic collection of assemblies, formed by
specific hybridization of oligonucleotide-
gold nanoparticles with microbeads con-
taining complementary oligonucleotides.
The assemblies are subjected to silver de-
velopment using hydrochinon, and the
resulting conglomerate is positioned on
an electrode by an external magnetic field.
The chronopotentiometric hybridization
signals allowed the detection of small
amounts of target DNA. The development
of tiny nanometer-sized functionalized
magnetic particles will even increase the
scope of applications in nanobiotechnol-
ogy and biomedical diagnostics.

5
Other Applications

5.1
Transfection

It is well established to use gold particles as
carriers for the delivery of double-stranded
DNA in the so-called gene gun technol-
ogy. In this method, plasmid DNA of a
typical length of several 1000 base pairs

is adsorbed to gold or tungsten colloids,
which have a typical size of about 500 nm
to several micrometers. The DNA- or RNA-
coated particles are loaded into a gun-like
device in which a low-pressure helium
pulse delivers the particles into virtually
any target cell or tissue. As an advantage
of this technique, one does not have to
remove cells from tissue in order to trans-
form cells. The particles penetrate the cells
and release the DNA, which is diffused into
the nucleus and, for instance, incorporated
into the chromosomes of the organism.
Since its development in the mid-1980s,
the gene gun technology has led to in-
numerous examples demonstrating the
tremendous potential of this method for
‘‘biolistic’’ transfection of organisms as
well as for DNA immunization. The latter
technique, also known as DNA vaccina-
tion or genetic immunization, is a vaccine
technology that can be used to stimu-
late protective immunity against many
infectious pathogens, malignancies, and
autoimmune disorders in animal mod-
els. Plasmid DNA encoding a polypeptide
antigen is introduced into host cells, for
instance, via gene gun particle bombard-
ment, where it serves as a template for
the high-efficiency translation of its anti-
gen. This leads to an immune response,
which is mediated by the cellular and/or
humoral immune system and is specific
for the plasmid-encoded antigen.

5.2
Nanoparticles as Model Systems

Two general aspects of metal and semicon-
ductor nanoparticles make them suitable
model systems for the study of basic bio-
logical phenomena. On the one hand, their
size matches with the macromolecular
components employed in living systems.
Proteins, nucleic acid fragments and their
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supramolecular complexes, such as the nu-
cleosome, the various complexes involved
in DNA replication and transformation,
and the ribosome, have typical dimensions
in the range of 2 to 200 nm. On the other
hand, nanoparticles of inorganic materials
are the basic building blocks in biominer-
alization, a fundamental biological process
in which nature chemically generates form
by means of genetic instructions. It is thus
not surprising that the current advances
in the study of metal and semiconductor
nanoparticles has led to their considera-
tion as model systems for both, the study of
the interactions between proteins and nu-
cleic acids, and also for the understanding
of the basic principles of biomineraliza-
tion. This type of applications have been
recently reviewed elsewhere.

6
Conclusions and Perspectives

Although the chemical coupling of bio-
molecules and inorganic materials can be
achieved with a variety of methods, there
is still a great demand for mild and se-
lective coupling techniques, which allow
for the preparation of thermodynamically
stable, kinetically inert, and stoichiomet-
rically well-defined bioconjugate hybrid
nanoparticles. The first steps to using these
hybrid compounds as building blocks
for the bottom-up assembly of sophis-
ticated nanostructured architecture have
already been achieved using protein- or
nucleic acid–based recognition elements.
Directed evolution, already applied to tai-
lor protein linkers, should be applicable to
generate novel nucleic acid–based linkers.
It seems safe to predict that the tremen-
dous advances in the development of
artificial nucleic acid receptors, aptamers

selected to specifically recognize any tar-
get structure, will soon be applied to the de
novo generation of nucleic acid receptors,
capable of recognizing inorganic surfaces.
Consequently, combinations of the two
fundamental biological systems, nucleic
acids and proteins, are very promising
to synergistically cooperate and allow for
novel functions and applications. Another
crossover of biotechnology and materi-
als science concerns the utilization of
the chemical and topographical properties
of biological components for templating
the spatial assembly of organic and in-
organic components to form nanometer-
and micrometer-sized elements. Although
commercial applications are rare at current
state, the interdisciplinary work has a great
potential for generating advanced mate-
rials, which might lead to novel devices
for sensing, signal transduction, cataly-
sis, as well as for new biocompatible
materials and interfaces currently being
developed for biomedical sciences and tis-
sue engineering. In addition to long-term
perspectives, today’s nanoparticles are al-
ready used in bioanalytical applications
or as model systems to solve biologi-
cal problems.

The future development of the joint
venture of biotechnology and material
sciences will profit from the rapid current
advances of chemistry as a central science.
In addition, the current genome and
proteome research will also be beneficial
for this field, since it provides data,
which will allow us to produce even more
suitable biocomponents. This might open
the door to nanosensors, catalytic and light-
harvesting devices, ultra fast molecular
switches and transistors, supramolecular
mediators between electrical and living
systems and other bio- and optoelectronic
parts. Clearly, we are still far off from
the fabled autonomous nanomachines
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that heal wounds and perform surgery
in a living organism. However, at the
beginning of this new century, one should
remember the dramatic development total
organic synthesis has undergone from the
early 1900s to the race for ‘‘molecular
summits’’ in the late 1990s. A similar rate
of progress in supramolecular sciences
at the interface of biotechnology and
materials research promises plenty of
excitement from future developments.

See also Motor Proteins; Nucleic
Acid and Protein Single Molecule
Detection and Characterization;
Optimization of Proteins for Molec-
ular and Biomolecular Electronic
Devices.
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prokaryotischer Organismen (S-Schichten):
von der supramolekularen Zellstruktur zur
Biomimetik und Nanotechnologie, Angew.
Chem. Int. Ed. 38, 1034–1054.

Storhoff, J.J., Mirkin, C.A. (1999) Programmed
materials synthesis with DNA, Chem. Rev. 99,
1849–1862.

Willner, I., Katz, E. (2003) Magnetic control
of electrocatalytic and bioelectrocatalytic
processes, Angew. Chem. Int. Ed. 42,
4576–4588.

Primary Literature

Alivisatos, A.P., Johnsson, K.P., Peng, X., Wil-
son, T.E., Loweth, C.J., Bruchez, Jr., M.P.,
Schultz, P.G. (1996) Organization of ‘nano-
crystal molecules’ using DNA, Nature 382,
609–611.

Braun, E., Eichen, Y., Sivan, U., Ben-Yoseph, G.
(1998) DNA-templated assembly and electrode
attachment of a conducting silver wire, Nature
391, 775–778.

Brown, S. (2001) Protein-mediated particle
assembly, Nano Lett. 1, 391–394.

Bruchez, Jr., M., Moronne, M., Gin, P., Weiss,
S., Alivisatos, A.P. (1998) Semiconductor
nanocrystals as fluorescent biological labels,
Science 281, 2013–2015.

Cao, Y.C., Jin, R., Mirkin, C.A. (2002) Nanoparti-
cles with Raman spectroscopic fingerprints
for DNA and RNA detection, Science 297,
1536–1540.

Chan, W.C.W., Nie, S.M. (1998) Quantum dot
bioconjugates for ultrasensitive nonisotopic
detection, Science 281, 2016–2018.

Ciacchi, L.C., Pompe, W., De Vita, A. (2001)
Initial nucleation of platinum clusters after
reduction of K2PtCl4 in aqueous solution: a
first principles study, J. Am. Chem. Soc. 123,
7371–7380.



48 Nanobiotechnology

Coffer, J.L. (1997) Approaches for generating
mesoscale patterns of semiconductor nano-
clusters, J. Cluster Sci. 8, 159–179.

Coffer, J.L., Bigham, S.R., Pinizzotto, R.F., Yang,
H. (1992) Formation of CdS cluster using calf
thymus DNA, Nanotechnology 3, 69–76.

Connolly, S., Fitzmaurice, D. (1999) Program-
med assembly of gold nanocrystals in aqueous
solution, Adv. Mater. 11, 1202–1205.

Douglas, T., Young, M. (1998) Host-guest
encapsulation of materials by assembled virus
protein cages, Nature 393, 152–155.

Dubertret, B., Calame, M., Libchaber, A.J. (2001)
Single-mismatch detection using gold-
quenched fluorescent oligonucleotides, Nat.
Biotechnol. 19, 365–370.

Dujardin, E., Hsin, L.B., Wang, C.R.C., Mann, S.
(2001) DNA-driven self-assembly of gold
nanorods, Chem. Commun. 1264–1265.

Elghanian, R., Storhoff, J.J., Mucic, R.C., Let-
singer, R.L., Mirkin, C.A. (1997) Selective
colorimetric detection of polynucleotides
based on the distance-dependent optical
properties of gold nanoparticles, Science 277,
1078–1081.

Gao, S., Chi, L.F., Lenhert, S., Anczykowsky, B.,
Niemeyer, C.M., Adler, M., Fuchs, H. (2001)
High quality mapping of DNA-protein
complex by dynamic scanning force
microscopy, Chem. Phys. Chem. 2, 384–388.

Gerion, D., Parak, W.J., Williamson, S.C., Zan-
chet, D., Micheel, C.M., Alivisatos, A.P. (2002)
Sorting fluorescent nanocrystals with DNA, J.
Am. Chem. Soc. 124, 7070–7074.

Gurunathan, S., Klinman, D.M., Seder,
R.A. (2000) DNA vaccines: immunology,
application, and optimization, Annu. Rev.
Immunol. 18, 927–974.

Hainfeld, J.F., Furuya, F.R. (1992) A 1.4-nm
gold cluster covalently attached to antibodies
improves immunolabeling, J. Histochem.
Cytochem. 40, 177–184.

Hamad-Schifferli, K., Schwartz, J.J., Santos,
A.T., Zhang, S., Jacobson, J.M. (2002) Remote
electronic control of DNA hybridization
through inductive coupling to an attached
metal nanocrystal antenna, Nature 415,
152–155.

He, L., Musick, M.D., Nicewarner, S.R., Sali-
nas, F.G., Benkovic, S.J., Natan, M.J., Keat-
ing, C.D. (2000) Colloidal Au-enhanced sur-
face plasmon resonance for ultrasensitive
detection of DNA hybridization, J. Am. Chem.
Soc. 122, 9071–9077.

Ishii, D., Kinbara, K., Ishida, Y., Ishii, N., Okochi,
M., Yohda, M., Aida, T. (2003) Chaperonin-
mediated stabilization and ATP-triggered
release of semiconductor nanoparticles,
Nature 423, 628–632.

Jaiswal, J.K., Mattoussi, H., Mauro, J.M.,
Simon, S.M. (2003) Long-term multiple color
imaging of live cells using quantum dot bio-
conjugates, Nat. Biotechnol. 21, 47–51.

Jin, R., Wu, G., Li, Z., Mirkin, C.A., Schatz, G.C.
(2003) What controls the melting properties of
DNA-linked gold nanoparticle assemblies? J.
Am. Chem. Soc. 125, 1643–1654.

Jordan, A., Scholz, R., Wust, P., Fähling, H.
(1999) Cancer treatment with AC magnetic
field induced excitation of biocompatible
superparamagnetic nanoparticles, J. Magn.
Magn. Mater. 201, 413–419.

Josephson, L., Perez, J.M., Weissleder, R. (2001)
Magnetic nanosensors for the detection of
oligonucleotide sequences, Angew. Chem. Int.
Ed. 40, 3204–3206.

Keren, K., Krueger, M., Gilad, R., Ben-Yoseph,
G., Sivan, U., Braun, E. (2002) Sequence-
specific molecular lithography on single DNA
molecules, Science 297, 72–75.

Kumar, A., Pattarkine, M., Bhadbhade, M.,
Mandale, A.B., Ganesh, K.N., Datar, S.S.,
Dharmadhikari, C.V., Sastry, M. (2001) Linear
superclusters of colloidal gold particles by
electrostatic assembly on DNA templates, Adv.
Mater. 13, 341–344.

Lee, S.W., Mao, C., Flynn, C.E., Belcher, A.M.
(2002) Ordering of quantum dots using
genetically engineered viruses, Science 296,
892–895.

Lin, M.T., Pulkkinen, L., Uitto, J., Yoon, K.
(2000) The gene gun: current applications in
cutaneous gene therapy, Int. J. Dermatol. 39,
161–170.

Loweth, C.J., Caldwell, W.B., Peng, X., Alivisa-
tos, A.P., Schultz, P.G. (1999) DNA als Gerüst
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Keywords

Holocentric, Holokinetic
A chromosome in which kinetochore forms along the length of the chromosome.

Systemic RNAi
Non-cell-autonomous action of an interfering RNA.

� The nematode worm Caenorhabditis elegans is a major model organism for studies
in genetics, cell biology, neurobiology, and development. The use of C. elegans as
a model organism began in the 1950s. The cellular basis of the development and
neuroanatomy of C. elegans have been described in detail. Studies of C. elegans
have elucidated the genetic basis of apoptotic cell death, axon guidance, aging,
and RNA interference. The C. elegans genome is one of the smallest known for
any animal and was the first animal genome to be completely sequenced. The
number of genes in the worm genome is comparable to that of other larger
animals, suggesting that although C. elegans is small, it has comparable biological
complexity to other animals. The functions of most C. elegans genes are not known.
C. elegans is well suited to both forward and reverse genetic manipulations of the
genome. Postgenomic studies are continuing to explore the biological complexity of
C. elegans.

1
Overview of C. elegans Biology

1.1
C. elegans as a Biological
Model

For over forty years, the nematode
Caenorhabditis elegans (C. elegans) has been
used as a model for studies of animal
development and behavior. Systematic ge-
netic and anatomical analysis of C. elegans
was begun by Brenner and his group in
1965. Currently, several hundred laborato-
ries around the world use C. elegans for
studies into the basic mechanisms of ani-
mal development, physiology, cell biology,
and behavior.

Many advantages of C. elegans as a
biological model result from its small size
and cell number. Adult hermaphrodite
animals are 1-mm long, transparent, and
contain 959 somatic cells. The pattern of
cell divisions, or cell lineage, is largely
invariant between individuals. This has al-
lowed the complete C. elegans cell lineage
(zygote to adult) to be reconstructed di-
rectly from observations of development
in living animals. The anatomy of C. ele-
gans, including the synaptic connectivity of
the nervous system, has been completely
reconstructed from electron micrographs
of serial sections. C. elegans remains the
only animal for which the development
and ultrastructure have been so completely
described.



Nematode (C. elegans), Molecular Biology of 55

The reproductive biology of C. elegans is
highly suited for genetic analysis. C. elegans
reproduces sexually as a self-fertilizing
hermaphrodite, allowing populations to
be maintained without crossing. However,
crossing is essential for genetic manipu-
lations, and fortunately C. elegans males
can cross-fertilize hermaphrodites. The
generation time is short (3 days), and lab-
oratory culture requirements are relatively
simple. C. elegans stocks can be preserved
cryogenically.

The genome of C. elegans is one of the
smallest known for an animal (100 million
base pairs, Mbp) and it was the first animal
genome to be fully sequenced, in 1998.
The C. elegans genome is estimated to
contain over 21 000 genes, 40% of which
have recognizable homologs in humans.
The functions of most C. elegans genes are
not known.

Studies of C. elegans have yielded in-
sight into many areas of biology. The
pioneering analysis of C. elegans devel-
opment and programmed cell death by
Brenner, Sulston, and Horvitz, was recog-
nized by the award of the 2002 Nobel Prize
in Physiology or Medicine (see Nobel lec-
tures by Horvitz and Sulston). C. elegans
studies have also played key roles in ad-
vancing our understanding of neuronal
axon guidance, of the genetic control of
aging, and in the development of RNA
interference.

Detailed information on the biology of C.
elegans is available in two monographs: The
Nematode Caenorhabditis elegans, edited by
W.B. Wood, and C. elegans II, edited by
D. Riddle and others. These books should
be consulted for a more detailed treatment
of the topics in this article. More current
descriptions of C. elegans biology are in
preparation as an online supplement to
Wormbase. Two books of methods related
to C. elegans work have been published

(see books edited by Hope, and by Shakes
and Epstein).

1.2
Taxonomy, Evolution, and Ecology

C. elegans is a member of the phylum Ne-
matoda (roundworms). Nematodes com-
prise one of the five most successful
animal phyla in terms of number of
organisms and number of species. The ne-
matode body plan is highly conserved and
C. elegans is representative of the group.
C. elegans is a member of the order Rhab-
ditida, composed mostly of nonparasitic
terrestrial species. Phylogenetic analysis
suggests that C. elegans is closely related to
parasitic nematodes of the order Stronglyl-
ida, and thus C. elegans studies may have
particular relevance to these nematodes.

Several other species within the genus
Caenorhabditis are the subject of active
investigation. Caenorhabditis briggsae (C.
briggsae) is morphologically hard to distin-
guish from C. elegans; in the older literature
briggsae and elegans were often mistaken
for one another. Remarkably, despite their
similar morphology the C. briggsae and C.
elegans genomes are quite divergent; the
extent of divergence has been described as
being comparable to that between the hu-
man and mouse genomes. Because there
is almost no fossil record for nematodes,
and because rates of gene divergence ap-
pear to differ between animal groups, the
time of divergence of the two species is
hard to estimate.

The genomes of three additional
Caenorhabditis species are being se-
quenced (C. remanei, C. japonica, and
Caenorhabditis sp. CB5161). The compar-
ative genomic analysis of these closely
related species is expected to be a rich
resource for understanding the structure
and function of the genome. Genomic or
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EST sequencing projects are in progress
for several parasitic nematodes.

C. elegans is typically found in soil, espe-
cially in mushroom compost. C. elegans is
a cosmopolitan species; isolates have been
found throughout the temperate northern
hemisphere. The ‘‘natural’’ food of C. el-
egans is not known, but may include soil
bacteria, yeast, and other microorganisms
such as cellular slime molds. Different
wild isolates display frequent sequence
polymorphisms among themselves and
relative to the reference wild type N2. As
a result of genome sequence information,
mutations isolated in the N2 background
can usually be rapidly mapped with re-
spect to single-nucleotide polymorphisms
(SNPs) between N2 and wild isolates such
as the Hawaiian strain CB4856.

1.3
Sexual System, Life Cycle, and
Developmental Stages

C. elegans reproduces sexually. There are
two sexes, a self-fertilizing hermaphrodite
and a cross-fertilizing male. (A sexual sys-
tem involving males and hermaphrodites
is known as androdioecy.) Hermaphrodites
make sperm during larval development
and later switch to making oocytes as
adults. Hermaphrodites make about 300
sperm, so the self-progeny brood size of a
single hermaphrodite is about 300. Males
make ∼2000 sperm and so can sire many
more cross progeny.

Although androdioecy is also found in
other nematode species, including C. brig-
gsae, the more common and presumably
ancestral sexual system is gonochoristic
(male–female), as found in C. remanei and
all other members of the Caenorhabditis
genus. Hermaphrodites may be thought
of as modified females: they have a fe-
male soma and have developed a way

to modulate the sex of their gametes,
allowing self fertilization. Single-gene mu-
tations are known, that prevent formation
of sperm in hermaphrodites, essentially re-
turning them to an obligate male–female
system; C. elegans can be converted to a
variety of sex-determination systems by
genetic manipulations.

Fertilization occurs in the hermaph-
rodite uterus. Fertilized eggs are laid after
about 2 hours of development; embryo-
genesis is complete about 11 hours later
at 20 ◦C. The egg hatches into the first
larval stage (L1). Larval development takes
2 days, and consists of the four larval stages
L1 to L4. Between each larval stage the old
cuticle is shed (molting) and a new cuti-
cle is formed. The L4 molts into an adult,
which begins to lay eggs a few hours af-
terwards. From egg to egg at 20 ◦C takes
about 3.5 days.

The sequence of cell divisions in C. ele-
gans development is largely invariant from
individual to individual. This, together
with their small size and transparency,
allowed the entire cell lineage (zygote to
adult) to be reconstructed from observa-
tions of living animals. Each cell in an
animal can thus be named both accord-
ing to its lineal ancestry and according
to its differentiated fate. A comprehensive
online guide to C. elegans anatomy is at
www.wormatlas.org.

1.4
Genetics and Nomenclature

Modern C. elegans genetic analysis be-
gan with Brenner’s choice of the Bristol
strain of C. elegans as his reference wild
type, which he designated N2. Most sub-
sequent genetic work has been in the
N2 strain background or its derivatives.
Genetic drift from the original stock of
N2 has been minimized by cryogenic
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preservation of stocks. A public collection
of wild type and mutant stocks is main-
tained by the (CGC) Caenorhabditis Genet-
ics Center (http://biosci.umn.edu/CGC/
CGChomepage.htm).

All C. elegans genes are given a ‘‘gene
model’’ name by Wormbase. For ex-
ample, cosmid clone K03D10 contains
multiple genes, either experimentally con-
firmed or only predicted, and numbered
as K03D10.1, K03D10.2, and so on.
Different splice variants are indicated
by subscripts, for example, K03D10.1a,
K03D10.1b.

Subsets of genes have been assigned offi-
cial ‘‘three-letter’’ names by the Caenorhab-
ditis Genetics Center. Three-letter names
may indicate the mutant phenotype of the
gene or the nature of the predicted gene
product. Genes that were first identified by
their mutant phenotype are named after it,
for example, ‘‘dumpy’’ (dpy), ‘‘blistered’’
(bli), uncoordinated (unc), and variably
abnormal (vab). Many genes mutate to
similar (but not identical) phenotypes,
and so are put in the same general class
with different numbers (dpy-1, dpy-2, etc.).
Alternatively, some genes are identified
by their sequence similarity to a gene
in another organism. For example, kal-
1 is similar in sequence to the gene
mutated in the X-linked form of Kall-
mann syndrome.

Mutations have unique names consist-
ing of the laboratory code and a number.
For example, the first mutant to be found
in Brenner’s genetic screens (in October
1967) had a dumpy phenotype. The name
of the mutation causing the mutant pheno-
type is e1. The name of the gene affected
by this mutation is dpy-1. Thus, the full
name of the mutation is dpy-1(e1). The e
prefix indicates the laboratory in which the
mutation was isolated. The wild-type (N2)
version of a gene is written as dpy-1(+).

All C. elegans strain names have a two-
letter or three-letter lab code (e.g. MT for
the Horvitz laboratory at MIT) and a num-
ber. Each strain has a unique name to
avoid confusion. The genotype is the com-
plete listing of all the mutations in the
strain. For example, a very useful strain
has the name MT465 and bears muta-
tions on chromosomes I, II, and III. The
full genotype of MT465 is dpy-5(e61) I;
bli-2(e768) II; unc-32(e189) III. The mu-
tations e61, e768, and e189 cause dumpy,
blistered, and uncoordinated phenotypes
respectively.

C. elegans nomenclature distinguishes
the gene name, the mutant phenotype, and
the protein (or RNA) product. Genes and
mutations are written in lower-case ital-
ics (kal-1, vab-1), while phenotypes are in
Roman typeface with initial letters capital-
ized (e.g. Vab, Unc). Protein products are
written in upper-case (e.g. KAL-1, PTP-3A,
PTP-3B).

A more detailed account of C. elegans
nomenclature is available online at the
CGC web site.

2
C. elegans Genomics

2.1
Genomes and Informatics

The C. elegans genome was the first an-
imal genome to be sequenced fully. An
overview of C. elegans genomic features
was published in 1998 when most of the
sequence had been completed. The last
sequence gaps of the genome were com-
pleted in late 2002. However, analysis and
annotation of the sequence is a continu-
ing process that will occupy researchers
for many years. The genomic sequence
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information and annotations are available
online. Wormbase (www.wormbase.org) is
a public repository of genomic, genetic,
and anatomical information. The genomic
sequence can also be searched at the Uni-
versity of California Santa Cruz genome
browser (genome.ucsc.edu) and at several
other online sites. The completion of a
draft C. briggsae genome sequence in 2003
allows a global comparison with the now-
finished C. elegans genome, on which the
discussion below is based.

2.2
Protein-coding Genes and the Proteome

The C. elegans genome is estimated to con-
tain 19 775 protein-coding genes, of which
2376 display alternative splicing, resulting
in a predicted proteome of 22 151 proteins
(Wormpep release 127, July 2004). 75%
of these genes are supported by partial
or complete experimental (EST) data; the
remainder are predicted but not yet con-
firmed. Systematic projects are underway
to generate a complete set of functional
open reading frames (the ORFeome) and
to test all known C. elegans proteins in
two-hybrid interaction screens. One no-
table feature of the C. elegans proteome
is the large number (>700) of seven-pass
transmembrane receptors, many of which
are thought to function as olfactory recep-
tors. This gene family has expanded almost
twofold in C. elegans relative to C. briggsae,
for reasons unknown.

The distribution of genes within the
worm genome exhibits several nonrandom
features on various scales. In addition to
being organized into operons (see below),
genes of the same family are often locally
clustered, probably as a result of tandem
duplications in evolution. Where genes
of different families are coexpressed in
the same tissue, they also show local

clustering into groups of 2 to 5 genes.
Genes involved in reproduction show
longer-range clustering. Interestingly, the
latter clusters are not conserved in C.
briggsae, suggesting that they have recently
evolved. Finally, more conserved genes
with essential functions tend to be found
in the centers of chromosomes, whereas
more diverged genes are enriched in
chromosomal arms. Such chromosome-
wide patterns of gene distribution have not
so far been observed in other organisms.

2.3
The Noncoding RNA World

The C. elegans genome contains approx-
imately 890 noncoding (nc) RNA genes,
including approximately 600 tRNAs. Ri-
bosomal RNAs are generated from two
tandem arrays: an array of ∼100 to 150
copies of the 18S, 5.6S, and 26S genes on
chromosome I, and an array of 100 copies
of the 5S repeat (which includes the SL1
trans-spliced leader) on chromosome V.
Most other conserved ncRNAs are present
in the C. elegans genome, including snR-
NAs U1, U2, U5, and SRP. Some ncRNAs
have not yet been found; these may truly
be absent (e.g. U12 snRNAs) or may be
hard to detect computationally (e.g. telom-
erase RNAs). Mutations in U1 snRNAs
have recently been identified as informa-
tional suppressors of mutations affecting
the conserved +1G position of introns.

The C. elegans genome contains nu-
merous small noncoding RNAs, generally
known as microRNAs or miRNAs. The
first two animal miRNAs, lin-4 and let-7,
were discovered through genetic analysis
of developmental control genes known
as heterochronic genes. lin-4 and let-7
are short (22 nucleotide) RNAs processed
from longer hairpin precursors by the en-
donuclease DCR-1/Dicer. Both RNAs form
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duplex structures by complementary base
pairing with target sequences in the 3′
UTRs of other transcripts. Despite their
short sequence, let-7 orthologs have been
found in many other animals, suggest-
ing that let-7 function is conserved in
animal evolution.

From computational and experimental
data, the total number of miRNA genes
in the genome has been estimated to
be approximately 100 to 120. Almost all
C. elegans miRNAs are conserved in C.
briggsae; about 30% appear to be conserved
in insects or vertebrates. An additional
class of ‘‘tiny noncoding RNAs’’ consists
of short RNAs that do not appear to
be processed from a longer precursor.
Experimental searches for such short
RNAs have also revealed antisense RNAs
from hundreds of genes, suggesting that
gene regulation by antisense RNA may
be widespread.

2.4
Whole-genome Analyses of Gene
Expression

Several approaches have been used to
analyze global patterns of gene expression
in C. elegans. Systematic sequencing of
cDNAs has generated a database of
expressed sequence tags (ESTs). ESTs,
as well as experimentally defining gene
structures, have been used in genome-
wide in situ hybridization screens of
expression patterns (available online at
nematode.lab.nig.ac.jp).

Whole-genome DNA microarrays have
been used to profile global gene expression
patterns across developmental stages, tis-
sue types, physiological conditions, and in
different mutant backgrounds. Such gene
profiling approaches have provided critical
insights into the transcriptional programs

underlying the development of specific tis-
sues, such as the germline, of organs such
as the pharynx, and of metabolic processes.
Data from several hundred such microar-
ray experiments have been combined by
clustering algorithms to develop a ‘‘gene
expression topological map’’ that repre-
sents the correlation in gene expression
differences between different conditions.
Clusters on this gene expression map can
represent either tissues (e.g. neurally ex-
pressed genes) or biochemical processes.

2.5
Transposons and Repetitive Elements

Approximately 16% of the C. elegans
genome consists of repetitive elements.
The largest repeat family consists of ∼3000
copies of a 439-bp element, forming 1.3%
of the genome. The slightly larger size of
the C. briggsae genome (104 Mbp) is solely
due to expansion of certain repeat families.

C. elegans contains at least six families
of active transposons, designated Tc1
through Tc5, and Tc7. Tc1 and Tc3
are members of the mariner subfamily
and their mechanisms of transposition
have been studied in detail. In the
reference wild-type Bristol N2, there are
32 copies of Tc1. Although most of its Tc1
elements are intact, the N2 strain actively
represses transposition in the germline
by an RNA interference-related process.
Other wild isolates such as the so-called
Bergerac strains contain hundreds of Tc1
elements and are active for transposition.
Strains in which transposition is elevated
allow transposon-mediated mutagenesis
both in forward and reverse genetic
approaches. Nonnative elements such as
the insect transposon Mos1 can transpose
in C. elegans and have been successfully
used in transposon-tagging mutageneses.
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3
C. elegans Chromosome Structure

3.1
The Chromosomes

C. elegans has five autosomes (I-V) and
a sex chromosome (X). Hermaphrodites
have two X chromosomes and males
have one; the wild-type karyotype is
therefore 12 for hermaphrodites (XX) and
11 for males (XO). Cytologically, C. elegans
chromosomes appear as uniform rods a
few microns in length and cannot be
distinguished without the use of sequence-
specific probes. As discussed below, C.
elegans chromosomes have delocalized
centromeres; no specific DNA sequences
have yet been shown to be required for C.
elegans centromere activity.

C. elegans telomeres consist of several
kilobases of tandem repeats of the se-
quence TTAGGC, similar to those of
other organisms. These repeats are prob-
ably sufficient for telomeric function, as
the subtelomeric sequences appear to be
unique. The telomerase enzyme has not
been defined in C. elegans; some proteins
have been shown to pay roles in telomere
maintenance or replication.

Unlike mammalian chromosomes, C.
elegans chromosomes lack a defined cen-
tromere. Instead, a kinetochore assembles
uniformly along the entire length of the
chromosome during mitosis. Such chro-
mosomes are termed holocentric or holoki-
netic. Holocentric chromosomes appear to
be characteristic of nematodes, and are
also found in some insects and plants.
The holocentric nature of C. elegans chro-
mosomes probably underlies the ability
of C. elegans cells to segregate exoge-
nous extrachromosomal DNA with some
fidelity. Despite these differences, the mi-
totic kinetochore resembles that of other

eukaryotes in ultrastructure. Several com-
ponents of the C. elegans kinetochore have
been identified.

3.2
Transgenes and Extrachromosomal Arrays

C. elegans cells can propagate extrachro-
mosomal ‘‘arrays’’ of exogenous DNA
(notated as Ex, e.g. juEx600). Such arrays
are the predominant means of introduc-
ing transgenes into C. elegans. Arrays
are generated by injecting DNA into the
syncytial or cellular gonad of a parental
hermaphrodite. Arrays form in a semi-
random process in the germ cells that
give rise to the progeny of the injected
animal; a single parent can give rise to
multiple transgenic progeny, each with a
different version of the transgenic DNA.
Such arrays are replicated and transmitted
with variable fidelity in mitosis and meio-
sis. Although these observations suggest
that there is no specific sequence require-
ment for a centromere, the low fidelity of
array transmission could reflect a subtle
requirement for specific sequences for full
centromeric function. Alternatively, arrays
may be transmitted poorly because they are
much smaller than normal chromosomes.

Little is known of the structure of C. el-
egans extrachromosomal arrays – it is not
known whether arrays are linear or circular
DNAs. Southern blotting experiments sug-
gest that most stable arrays contain several
hundred copies of the injected DNA ar-
ranged in tandem repeats. However, many
copies may be nonfunctional or otherwise
rearranged, so the effective copy number
of a transgene is likely to be lower. Extra-
chromosomal arrays are usually integrated
into the genome by a random chemi-
cal or radiation mutagenesis to induce
double-strand breaks, to form integrated
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arrays (denoted Is, e.g. juIs1). An alterna-
tive transformation method that can yield
low-copy or single-copy transgenes is to in-
troduce DNA by ballistic transformation;
such DNA is integrated nonhomologously
into a chromosome. Although there have
been reports of homologous recombina-
tion in C. elegans, such events are at present
too inefficient for routine use in gene tar-
geting or replacement.

3.3
Meiosis and Recombination

Cytologically, C. elegans meiosis resem-
bles that of other organisms. The stages
of meiosis correlate with the develop-
ment of germline nuclei in the gonad
and can be readily distinguished by cy-
tology of gonadal preparations. C. elegans
chromosomes display several unusual fea-
tures in their genetic organization that
relate to the control of recombination
in meiosis. First, despite wide variation
in physical size (13.7 Mbp to 20.9 Mbp),
all chromosomes are of the same ge-
netic length (∼50 centiMorgans). This
reflects a chromosome-wide interference
process that ensures that each bivalent un-
dergoes, on average, one and only one
crossover event. Second, recombination
rates are not uniform over the chro-
mosomes. Ninety percent of crossovers
occur in the terminal one-third portion of
chromosomes: thus, genes in the center
of each chromosome appear genetically
‘‘clustered’’ whereas genes on the flank-
ing arms appear dispersed. The unequal
distribution of crossovers reflects both
cis-acting sequences (e.g. recombination
occurs preferentially in introns) and trans-
acting factors (e.g. rec-1). Third, specific
chromosomal regions are required for
homolog pairing and, consequently, for
crossovers. Each chromosome has one

end that acts as its ‘‘pairing center.’’
The existence of these regions explains
why C. elegans reciprocal translocation
chromosomes can act as crossover sup-
pressors. Instead of forming a more typical
tetravalent structure that maximizes pair-
ing using sequence identity, C. elegans
translocation heterozygotes probably form
two separate bivalents using the two pair-
ing centers.

4
The Nucleus and Gene Expression

4.1
Chromatin and Transcription

Eukaryotic chromatin is organized into
states that allow or prevent active tran-
scription. These states can be stably in-
herited through cell divisions, or can be
‘‘erased’’ by chromatin-remodeling com-
plexes. The organization of C. elegans
chromatin plays a key role in the devel-
opmental distinction between somatic and
germline tissue. The X chromosome is
modified selectively, lacking the modified
histones associated with active transcrip-
tion, and being enriched in histones
associated with silenced chromatin. The
X chromosome is generally depleted of
genes expressed in the germline. Proteins
involved in the germline-specific repres-
sion of X-linked genes are also required
for somatic repression of developmen-
tal control genes, indicating a common
mechanism in the control of these chro-
matin states.

Specification of the silenced state of
germline chromatin is an essential and
early part of germline development. Two
factors are known to play critical roles in
germline specification: the zinc finger pro-
tein PIE-1 and the perinuclear organelles
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known as P granules. PIE-1 appears to
function to protect the early germline from
the activity of a chromatin-remodeling
complex related to the vertebrate NuRD
complex. This NuRD-like complex is ac-
tive in somatic cells and is required for
determination of somatic cell fates; loss of
NuRD function transforms somatic cells
into germline-like cells.

The unequal dosage of X-linked genes
between XX and XO animals is com-
pensated for by the twofold repres-
sion of X-linked gene expression in XX
hermaphrodites. The protein complex re-
sponsible for this chromosome-specific
repression has been characterized and is
related to protein complexes required for
chromosome condensation during mitosis
and meiosis.

4.2
Splicing and mRNA Processing

Most aspects of mRNA processing in C.
elegans resemble those of other eukaryotes,
with some significant differences. First,
C. elegans introns are unusually small;
several confirmed introns are less than
40 bp in length. C. elegans introns also lack
a defined branch site or polypyrimidine
tract. These differences suggest that C.
elegans spliceosome assembly may differ
from that in yeast or vertebrates.

Second, in addition to conventional (cis)
splicing, C. elegans transcripts frequently
undergo trans-splicing, in which a ‘‘spliced
leader’’ RNA is spliced to the 5′ end of
an mRNAs. The trans-splicing reaction
resembles that of cis-splicing. The most
common leader sequence is the 22 nt
SL1 spliced leader, which is donated
from a 100 nt precursor, itself transcribed
from the 5S ribosomal RNA tandem
repeats. The SL1 leader provides the
trimethylguanosine cap. SL1 function is

essential for viability. SL1 addition is often
very close to the initiator methionine
codon, so it may have some role in
translation.

The third and most unusual aspect
of C. elegans mRNA processing is that
about 15% of genes are transcribed
in polycistronic messages from clusters
of two to eight adjacent genes known
as operons. Transcription of an operon
begins at the promoter of the 5′-most
gene. More 3′ genes are transcribed into a
polycistronic message that is processed by
conventional 3′-end formation and trans-
splicing to make monocistronic mRNAs.
Notably, 3′ messages are trans-spliced to
a second class of spliced leader, known as
SL2. SL2 leaders are made by a dispersed
family of 18 genes and, unlike SL1, show
some sequence variation.

Most operons are highly conserved be-
tween C. elegans and C. briggsae. Operons
may be present throughout the nema-
tode phylum, and may be characteristic of
animals that exhibit trans-splicing. Poly-
cistronic organization presumably facili-
tates coordinate expression of the genes in
an operon. Some operons consist of genes
with biochemically related functions, so
knowledge of the function of one gene
in an operon can sometimes give clues
about the functions of others. However, for
most operons the functional relationship
of the genes is not so clear-cut. Relative
to the genome as a whole, operons are
enriched in essential genes with functions
in gene expression, RNA metabolism, or
mitochondrial physiology.

4.3
Translation

Analysis of translation in C. elegans has
focused largely on translational control of
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gene expression. The cytoplasmic trans-
lational apparatus appears typical of eu-
karyotes; however, components of the
mitochondrial translational apparatus are
the smallest known for eukaryotes. For
example, C. elegans mitochondrial tRNAs
lack some of the normal structural fea-
tures of tRNAs. The C. elegans nuclear
genetic code is standard. C. elegans encodes
a selenocysteine tRNA that recognizes
UGA codons in certain contexts. C. el-
egans genes exhibit limited synonymous
codon bias that correlates with expression
levels. Codon bias is less pronounced in
longer genes, for unknown reasons. C. el-
egans is the only animal in which amber
suppressor mutations have been found, by
using forward genetic analysis. Over 10
genes have been identified genetically as
suppressors of amber (UAG) termination
codons; most have been shown to encode
tRNATrp genes. Amber suppressor mu-
tants are all at least semiviable, probably
reflecting redundancy among the family of
12 tRNATrp genes.

Several genes are known to be regu-
lated at the level of mRNA translation.
In all known cases, cis-acting sites in the
3′ UTR are required for proper regula-
tion of translation. In the early (4-cell)
embryo, the glp-1 mRNA is ubiquitously
expressed, yet is translated only in anterior
blastomeres. During larval development,
translation of the lin-14 mRNA is downreg-
ulated by binding of the noncoding RNA
lin-4 to a repeated sequence in the lin-14 3′
UTR. The lin-4 RNA is partly complemen-
tary to the lin-14 repeats and forms duplex
structures interrupted by bulges and loops.
Formation of such hybrid structures pre-
vents lin-14 translation, by mechanisms
that are still not well defined. The imper-
fect complementarity of lin-4 and lin-14
may be the reason why such dsRNAs

are not subjected to degradation (RNA
interference).

4.4
mRNA Surveillance and
Nonsense-mediated Decay

All eukaryotic cells possess a system
that degrades mRNAs with premature
termination codons. This process, known
as nonsense mediated decay (NMD) was
identified in C. elegans by classical genetic
analysis of a class of suppressor mutations
known as smg mutations. Mutations in
seven smg genes suppress the effects
of premature stop codon alleles in a
variety of genes. Such premature stop
codons are distinguished from normal
stop codons by their position relative to
the last exon–exon junction, and subjected
to rapid degradation. NMD may occur in
the nucleus but is thought to happen
mostly in the cytoplasm in concert with
translation.

4.5
RNA Interference

RNA interference (RNAi) is a homology-
based process by which endogenous mR-
NAs can be degraded by introduction of
homologous double-stranded RNAs (ds-
RNAs). The importance of dsRNAs as
triggers for RNAi was first revealed by work
in C. elegans. Since its discovery in 1998,
RNAi has become an essential part of the
C. elegans repertoire of methods and has
also yielded many unexpected insights into
the mechanisms of gene expression and
RNA metabolism. Double-stranded RNAs
can be introduced into the animal by a
variety of means: injection, soaking, feed-
ing, or by transgenes; each method has its
own advantages and disadvantages. Un-
der optimal conditions RNAi can reliably
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phenocopy the null phenotype of a gene;
under nonoptimal conditions RNAi may
be partly or completely ineffective in re-
ducing gene function. Certain life stages
appear to be more sensitive to RNAi than
others. Some tissues, such as the nervous
system, are refractory to RNAi; this lim-
itation is being overcome by the use of
mutant backgrounds that are more or less
generally sensitized to RNAi. Neverthe-
less, at present, the sensitivity of any one
gene to RNAi must be tested empirically
and verified independently.

The general mechanism of RNAi is
under intensive investigation in a variety
of species and will not be summarized
here. The C. elegans RNAi system is
unusual in two key aspects. First, Bristol
N2 C. elegans can ingest dsRNAs from
its bacterial food (‘‘feeding RNAi’’). The
mechanism of dsRNA uptake from food
is not yet known. This highly convenient
feature is polymorphic in C. elegans: the
Hawaiian isolate CB4856 is sensitive to
RNAi by injection, but not by feeding. It
is not yet certain whether other nematode
species, or other animals, are competent to
take up dsRNA from food. Feeding RNAi,
being highly scalable, has been critical
in allowing genome-wide screens for
gene function. Second, RNAi in C. elegans
is often systemic: dsRNAs generated
in one tissue (e.g. the intestine) can
inhibit mRNAs in a different tissue
(e.g. the germline), thereby implying the
existence of a system for transferring
dsRNA between cells. It is not known
if all tissues are equally systemic, or
whether certain tissues are more proficient
in export or import of dsRNAs. Other
animals, such as Drosophila, do not display
systemic RNAi; the effects of RNAi in
these animals are thus cell-autonomous.
Genetic screens have begun to reveal
the molecular requirements for systemic

RNAi, which include the transporter-like
protein SID-1.

One of the normal functions of the
RNA interference mechanism is to pro-
vide a surveillance system that controls
the level of transposition of endogenous
transposons. The first clue to the normal
role of RNAi came from the serendipitous
discovery that mutants with elevated levels
of transposition were also RNAi-defective.
Double-stranded RNAs corresponding to
transposon sequences could be gener-
ated by read-through of transposons from
adjacent genes, in both sense and anti-
sense directions. Some components of the
RNAi mechanism have a dual function in
the production of miRNAs such as lin-4
and let-7, which are cleaved from precur-
sor messages.

See also Nematodes, Neurobiology
and Development of.
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Keywords

Expressed Sequence Tags (ESTs)
cDNA clones that are derived from a cDNA library and partially sequenced to allow
alignment with the genomic sequence.

Green Fluorescent Protein (GFP)
A naturally fluorescent protein in the jellyfish Aequorea victoria. Heterologous
expression of the gfp gene is used extensively in many biological systems to address
questions related to cell and molecular biology.

Microarray
A technique for analyzing simultaneous changes in expression of large numbers of
genes that is based upon hybridization of fluorescently labelled mRNAs to DNA
‘‘spots,’’ each representing a gene, fixed to a solid support such as a glass slide.

MicroRNAs
Short single-stranded RNAs (∼22 nucleotides) that are able to bind imprecisely to the
3′-untranslated regions of genes expressed during development, so mediating key
temporal control of development.

Neuropeptides
Short peptides synthesized in nerve cells for use as neurotransmitters at synapses, or
as neurohormones.

RNA Interference (RNAi)
The use of double-stranded RNA to elicit posttranscriptional gene silencing. RNAi was
discovered using C. elegans and it is now widely utilized across the microbial, animal,
and plant kingdoms.

� Nematodes are ubiquitous roundworms. Many species are parasitic, causing
immense economic damage to crops and livestock. Around a third of the world’s
population suffer from nematode infections.

The free-living Caenorhabditis elegans is a powerful model for the study of ne-
matode biology, including animal development and behavior, as recognized by the
award of the Noble Prize in Physiology or Medicine (2002) to Sydney Brenner,
John Sulston, and Robert Horvitz, eminent biologists who pioneered this research
field. Caenorhabditis elegans is amenable to classical genetic analysis, allowing large
numbers of genes required for normal development and behavior to be identified
by generating mutations. A scientific landmark was accomplished in 1998 with the
publication of the entire genome of C. elegans, demonstrating that the complete
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sequencing of the much larger human genetic code was technically feasible.
The primary repository of all C. elegans physical and genetic data is Wormbase
(www.wormbase.org). The draft genome of the closely related C. briggsae has
recently been published, and efforts are ongoing to sequence the genome of the
filarial parasite Brugia malayi. These genome sequences, together with numerous
nematode expressed sequence tag (EST) projects from animal and plant parasites
(www.nematode.net and www.nematodes.org), and the integrated physical and
genetic map of the free-living marine nematode Pristionchus pacificus, will allow
a more detailed understanding of the biology of the Nematoda. Such studies will
present opportunities for the design of novel strategies for the control and therapy
of parasitic nematodes.

1
Nematodes

1.1
The Nematoda and their Body Plan

Nematodes are probably the most ubiqui-
tous phyla on earth. It is estimated that at
least 40 000 species of nematode exist, of
which about 20 000 have been described.
Approximately 30% of described species
are parasites of vertebrates, the remainder
are either plant or invertebrate parasites,
or free living. With one notable exception,
C. elegans, parasitic species are the most
heavily studied because of their economic
and medical importance.

Nematodes are pseudocoelomic animals
and their classification, historically, di-
vided them into two groups, the Phas-
midia (Secernentia), which are mainly ma-
rine, and the Aphasmidia (Adenophorea),
which are predominantly terrestrial. With
increasing genome sequence data becom-
ing available, phylogenetic analyses segre-
gate nematodes into five major clades and
hence, the earlier classification of Phas-
midia and Aphasmidia is now outdated.
Parasitism appears to have evolved inde-
pendently within each clade.

The typical nematode has a vermiform
cylindrical body, tapered at both ends, with
a pointed tail and blunt head (Fig. 1). The
body wall is covered in a collagenous cu-
ticle, comprised of scleroproteins, lipids,
and carbohydrates. The cuticle may be
smooth, or may bear a number of stria-
tions, ridges, or protuberances known as
alae and annular ridges. Beneath the cuticle
is a cellular, or syncytial hypodermis and
a layer of longitudinal muscle cells. The
muscle cells are uninucleated and each
cell sends out at least one process towards
a medial nerve. Nematode locomotion is
constrained by the lack of circular muscles
and by the rigidity of the cuticle. Many
move in a sinusoidal manner, alternately
contracting and relaxing opposed sections
of the body. The nervous system is situated
just below the hypodermis and consists of
the nerve ring (brain) which encircles the
pharynx, a complex head sensory system,
and ventral and dorsal nerve cords that
extend posterior from the nerve ring and
run through almost the entire length of
the body.

The alimentary system consists of a ter-
minal mouth leading to a buccal cavity.
The buccal cavity is lined with cuticle that
can be specialized into plates, ridges, or, in



72 Nematodes, Neurobiology and Development of

Cephalic papillae

Amphids

Ala

30 µ

Fig. 1 Scanning electronmicrograph of an adult Nematodirus battus, a trichostrongyle
intestinal parasite of ruminants. The image of the head (inset) shows the mouth
surrounded by sensory organs.

the case of some carnivorous nematodes,
teeth. The buccal cavity then leads into a
muscular pharynx, an intestine, which is
not lined with muscle, the rectum, and
finally, a ventral subterminal anus. The
gonads lie in the pseudocoelomic body
cavity, which is bounded by the hypoder-
mis and the intestine wall. The fluid filling
the pseudocoelom provides a hydrostatic
skeleton. Respiratory and circulatory or-
gans are absent from nematodes.

The life cycle of parasitic nematodes
may involve a free-living stage, or an
intermediate host, as well as the pri-
mary host. The success of these nema-
todes is due to their ability to sense
and to adapt to a new environment
by changes in their structure, physiol-
ogy, and behavior. Free-living nematodes
also monitor and respond to changes in
their surroundings, allowing them to sur-
vive shortages of food or other harsh

environmental conditions. Sense organs
are either chemosensory or mechanosen-
sory and are found predominantly in the
head region surrounding the mouth and
in structures termed amphids, which are
large paired chemosensory organs lying
laterally on either side of the mouth.
Other sense organs are found in lat-
eral positions and those present in the
posterior region of male nematodes are
involved in the control of copulation. One
group of nematodes also possess phas-
mids. These organs are also chemosensory
and make contact with the external sur-
roundings via pores on each side of the
tail.

Nematodes follow a distinct develop-
mental program: the embryo, four larval
stages, and the adult organism. The cuti-
cle is shed at the end of each larval stage.
Many free-living and insect-parasitic ne-
matodes also have a modified L3 larval
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stage, termed the dauer stage, which is an
adaptation to survive harsh conditions and
hence, permit dispersal.

The majority of nematode species con-
tain both sexes, but several, most notably,
C. elegans, are hermaphroditic, with males
arising only rarely.

1.2
The Model Organism Caenorhabditis
elegans

Caenorhabditis elegans is a protandrous
hermaphroditic nematode that inhabits
soil and feeds mainly on bacteria. In the
early 1960s, Sydney Brenner suggested
that this organism be used as a model
for metazoan development and, indeed, it
has many features that make it ideal for
the task. Its size allows it to be handled
like a standard laboratory microorganism.
The life cycle is relatively short (approx-
imately 3.5 days at 20 ◦C) and the brood
size large (>300). One sex of the species is
hermaphroditic with two X chromosomes.
Self-fertilization of the hermaphrodite al-
lows individuals homozygous for recessive
mutations to be generated from heterozy-
gotes, a characteristic of immense value
in genetic screens. The males of the
species, with a single X chromosome,
arise spontaneously in the population be-
cause of X chromosome nondisjunction,
and they are vital in genetic experiments
to permit combinations of different muta-
tions. Interestingly, recent work has shown
that some XX larvae generated by cross-
fertilization lose one X chromosome when
grown on specific metabolites. The same
does not occur with XX larvae generated
by self-fertilization, suggesting that sex-
ual reproduction increases postembryonic
developmental plasticity, allowing better
adaptation of the species to environmen-
tal changes.

At all stages of its development, C. el-
egans is transparent, allowing continuous
observation of individual cells. This advan-
tage has led to a comprehensive map of
all the developmental cell lineages in the
animal. Moreover, since the cell lineage
is almost entirely invariant in all animals,
the properties of individual cells can be
studied within the context of the whole
developmental process. An individual cell
can be ablated with a laser beam and the de-
velopmental mechanisms responsible for
that cell’s fate inferred from the conse-
quences. Despite the invariance of the
cell lineages, cell-to-cell communication
appears to play a vital role in C. elegans’
development. Interestingly, molecules im-
plicated in cell–cell communication have
been found to contain homology to con-
served vertebrate signalling molecules.

Caenorhabditis elegans responds to star-
vation and to overcrowding by diverting
second stage (L2) larvae to dauer larvae
that are quiescent and resistant to harsh
environmental conditions. In the presence
of fresh bacteria, dauer larvae develop
into fourth stage (L4) larvae and continue
development to the normal adult stage.
High levels of a C. elegans pheromone and
low levels of an Escherichia coli food sig-
nal serve as two chemosensory cues to
trigger the switch to dauer larvae. These
signals are sensed by the amphids that
comprise 12 sensory neurons, 8 of which
end with nonmotile cilia that are in con-
tact with the external environment via the
amphidial pore.

1.3
Molecular Genetics and Postgenomic
Biology of C. elegans

Classical forward genetic analysis of C.
elegans is carried out by subjecting nema-
todes to a mutagen, such as ethyl methane
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sulphonate (EMS), which induces random
mutations in the germ line. Subsequent
generations are screened for visible phe-
notypes. Using such approaches, Sydney
Brenner and colleagues identified hun-
dreds of mutants that included phenotypes
showing movement and morphology de-
fects. Genes, thereby defined through
these mutations, are placed on a genetic
map by performing genetic crosses and
by analyzing the segregation of the phe-
notype with other known markers. Genes
are molecularly cloned with reference to
the physical map. Initially, cosmids are
selected that span the desired genetic lo-
cus. The phenotype is then rescued by
microinjection of the mutant with a se-
ries of overlapping cosmids. This should
permit identification of a candidate gene
and allow functional complementation to
be carried out with a plasmid encoding
the endogenous protein, hence proving
unambiguously the genotype–phenotype
relationship. Forward genetic approaches
have defined about 10% of the predicted
C. elegans genes, and when combined with
emerging technologies, elucidation of the
biological role of the remaining genes may
be possible.

With the completion of the C. ele-
gans genome sequence, techniques were
developed to isolate mutants carrying mu-
tations in desired genes – an approach
termed reverse genetics. Chemical mutage-
nesis (EMS) is used to generate banks of
mutants that are subsequently screened
by the polymerase chain reaction (PCR) to
detect a deletion in the gene of interest.
The C. elegans gene knockout consortiums
(http://celeganskoconsortium.omrf.org
and http://shigen.lab.nig.ac.jp/c.elegans)
are utilizing such methodology to iso-
late mutants for all predicted genes.
Alternatively, the genome of C. elegans
contains a number of endogenous Tc

transposons that integrate randomly in the
genome. These Tc transposons have been
used to generate libraries of mutants that
contain a transposon insertion in any given
gene. PCR screens are again employed to
isolate a mutant in a specific gene.

Forward and reverse genetic approaches
are time consuming and the initial
method of choice to analyze gene func-
tion in C. elegans is now RNA interfer-
ence (RNAi). The double-stranded RNA
(dsRNA) can be introduced by microin-
jection, overnight soaking, or by feeding
nematodes on RNAse-deficient bacteria
induced to express the dsRNA from a
T7 promoter-based plasmid. The latter
two approaches are amenable to genome-
scale analyses. The ability of dsRNA
to spread throughout the worm body,
known as systemic RNAi, requires the
presence of the transmembrane protein
SID-1. Neuronal expressed genes appear
less susceptible to RNAi, although, mu-
tants are now available with increased
sensitivity to dsRNA. RNA interference
has transformed gene analysis and al-
lowed genome-wide screens to be car-
ried out by feeding and soaking. This
RNAi-generated phenome dataset reveals
functions for 14% of the genome, with
the most common phenotype being em-
bryonic lethality. Evolutionary conserved
genes are more likely to result in a RNAi
phenotype than genes that have evolved
more recently. RNAi appears to be ubiq-
uitous and hence, unsurprisingly, it is
now reported effective as a gene silenc-
ing mechanism in both animal and plant
parasitic nematodes. Although RNAi is ex-
tremely powerful, a thorough description
of the biological function of a gene and
its genetic pathway will still necessitate
further analyses using a gene knockout
mutant and enhancer and/or suppres-
sor screens.
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The metazoan developmental program
requires precise coordination of the tempo-
ral and tissue-specific expression of large
numbers of genes to correctly generate the
morphological structures of the body. Un-
usually, for a eukaryote, C. elegans has a
high proportion of genes that are found
in operons and, hence, are transcribed
polycistronically. Unlike prokaryotic oper-
ons, genes found within C. elegans oper-
ons are generally not functionally related.
Caenorhabditis elegans is ideally suited
for analyses of the spatio/temporal con-
trol of gene expression since germ-line
transformation with promoter–reporter
gene constructs is relatively easy. Further-
more, because C. elegans is transparent
throughout development and the entire
cell lineage has been determined, reporter
gene activity can be studied precisely in
all developmental stages. Our laboratory
(IAH) is currently involved in analyzing
large numbers of these expression patterns
(http://bgypc086.leeds.ac.uk).

Gene expression patterns are gener-
ated by fusion of the genomic region
immediately upstream of a gene (pro-
moter) to a reporter gene (lacZ or gfp).
The lacZ gene encodes the enzyme β-
galactosidase, and its sites of expression
are readily visualized with a histochemi-
cal stain that produces a blue precipitate
wherever gene product is generated. The
major advantage of using a gfp reporter
gene is that expression patterns can be
visualized in living animals. A significant
proportion of such transgenes fail to drive
reporter gene expression, which may re-
flect a higher proportion of pseudogenes
present within the genome than initially
envisaged. Analyses of the expression pat-
terns of homologous C. elegans and C.
briggsae promoters in both species show
that the upstream regulatory elements are
well conserved. Interesting differences do

however exist; the lin-48 gene of C. ele-
gans, but not C. briggsae, is expressed in
the excretory duct cell and this difference
correlates with the more posterior posi-
tion of the excretory pore in C. elegans.
Promoters from several parasitic nema-
todes have been shown to drive reporter
gene expression in C. elegans in a man-
ner that shows good spatial agreement,
though not so good temporal regulation,
with the C. elegans homolog. This may re-
flect an increased rate of evolution upon
the temporal element of nematode pro-
moter sequences.

A large library (∼190 000) of expressed
sequence tags has been generated for
C. elegans. A significant proportion of
these ESTs show no homology to se-
quences deposited in databases. A thor-
ough understanding of the biology of C.
elegans, or any other organism, will re-
quire elucidation of the biological roles
that these novel proteins, identified from
EST databases, play. In situ hybridization
studies, also using EST sequences, have
determined approximately 7000 mRNA ex-
pression patterns for C. elegans genes
(http://nematode.lab.nig.ac.jp).

Many open reading frames have been
amplified from cDNAs and cloned us-
ing bacteriophage λ-based recombination
technology (Gateway cloning). The re-
sulting library of ORFeomes permits sub-
sequent ease of manipulation into plas-
mids specialized for addressing different
biological questions. This technology has
also been used to clone PCR-amplified cD-
NAs for about 70% of predicted genes for
which there is no EST evidence, generat-
ing a set of ORF sequence tags (OSTs).
This dataset has raised the total num-
ber of experimentally confirmed genes in
C. elegans to ∼17 500 and indicated that
computer predictions for gene splicing are
∼70% accurate.
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Global changes in gene expression,
analyzed using microarray technology,
have provided a C. elegans gene ex-
pression map that clusters genes with
well-coordinated expression throughout
development (http://cmgm.stanford.edu/
∼kimlab). A recent refinement has shown
that it is possible to analyze gene expres-
sion using microarray technology in spe-
cific cells by selectively expressing green
fluorescent protein (GFP) in the desired
cells and, then, culturing these cells fol-
lowing extraction from the embryo with
fluorescence activated cell-sorting (FACS).
The identification of genes involved in pha-
ryngeal organogenesis combined microar-
ray, bioinformatic, and molecular genetic
approaches and demonstrated that a fork-
head box A transcription factor regulated
this gene network.

The developmental profiling of protein
expression is required to fully understand
the complexity of biological processes
since many events are mediated by post-
translational protein modifications and,
hence, not detectable by global gene ex-
pression analyses. To this end, technical
improvements in two-dimensional protein
gel analysis and identification by mass
spectrometry (proteomics) have allowed
C. elegans’ stage-specific and temperature-
regulated proteins to be identified.

Protein-interaction maps, utilizing yeast
two-hybrid technology, are also being
constructed as a means of understand-
ing the proteome in the context of
specific biological processes. The com-
bination of interactome and phenome
(RNAi) approaches is extremely powerful
and has allowed identification of candi-
dates involved in the response to DNA
damage, including the orthologue of a
gene frequently mutated in chronic lym-
phocytic leukemia. Other protein–protein

interactions have been studied for vul-
val development, the germ line, and the
proteasome (http://vidal.dfci.harvard.edu)
and in total, the interactome map for C.
elegans currently contains about 5500 in-
teractions.

A complete understanding of molecu-
lar interactions requires knowledge of the
three-dimensional structures of the inter-
acting proteins. To this end, a C. elegans
structural genomics initiative is underway,
with the aim of expressing and purifying
all predicted proteins and then produc-
ing high quality crystals suitable for X-ray
diffraction (http://sgce.cbse.uab.edu).

2
Nematode Neurobiology

2.1
Anatomy of the Nematode Nervous System

Many nematode researchers study nema-
tode neurobiology in order to understand
more complex neural systems and their
emergent behaviors. Other researchers are
interested in the design of antinematode
drugs, and the nervous system has been
the focus for many of these studies. Almost
all that is known about the neurobiology
of nematodes comes from work done on
C. elegans and Ascaris suum, an intestinal
parasite of pigs. As the nervous systems
of C. elegans and A. suum are well con-
served, it is likely that the results of these
studies can readily be extrapolated to many
other nematodes.

The nervous system of C. elegans has
been described completely at the cel-
lular level and contains 118 classes
of neuron comprising sensory neu-
rons, motor neurons, and interneurons
(http://www.wormatlas.org). The adult
hermaphrodite contains 302 neurons and
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56 supporting cells (socket and glial-like
sheath cells). Owing to differences in the
number of sex-specific neurons required
for mating, the adult male contains 381
neurons and 92 supporting cells. Electron
micrographs were used to determine the
position and connectivity of every neu-
ron within the animal and the resulting
‘‘wiring diagram’’ reveals that C. elegans
contains about 5000 chemical synapses,
600 gap junctions, and 2000 neuromuscu-
lar junctions. The neuronal pattern is con-
stant from animal to animal and individual
neurons have been assigned functions fol-
lowing their removal by laser ablation.

Most neuronal cell bodies are in the head
region, surrounding the pharynx, which it-
self contains 20 neurons that are physically
separated from the rest of the nervous
system by a basement membrane. The
remaining cell bodies are in the ventral,
lateral, or posterior regions of the tail.
A single process (axon) usually emanates
from the cell body, and synaptic contact
can be formed with multiple adjacent pro-
cesses (dendrites). The presynaptic region
thickens and appears electron dense by
electron microscopy, indicative of the ac-
cumulation of synaptic vesicles. Dendrites
receive multiple synaptic inputs, though
the lack of electron-dense material, in-
dicative of a postsynaptic region in other
organisms, hinders assignment. The phar-
ynx is surrounded circumferentially by
the nerve ring, the brain of the worm,
which contains most of the interneurons,
and synaptic connections. The nerve ring
receives and transmits information via pro-
cesses within the dorsal, ventral, and two
lateral nerve cords that extend along the
entire length of the body. The nerve cords
are interconnected by commissures. Neu-
rons of the head region are organized into
an anterior ganglion and five ganglia that
are posterior to the nerve ring. The tail

region contains a preanal ganglion and
four ganglia that are posterior to the anus.

Many of the sensory neurons project
processes to the amphids in the nose
tip, giving direct access to the envi-
ronment and allowing chemosensation.
A single amphid neuron is able to re-
spond to multiple chemicals, suggesting
that multiple receptors exist. Individual
chemosensory neurons appear to sense
distinct chemicals, with some overlap.
Other chemosensory neurons project into
the pseudocoelomic fluid. All chemosen-
sory cells are surrounded by a sheath cell
whose secretions are vital for chemorecep-
tion. Temperature is monitored by a ther-
mosensory amphid neuron, allowing de-
tection of very small temperature changes
(0.05 ◦C). The thermosensory neuron has
an enlarged membranous area, perhaps
indicating that thermal changes may be
detected via changes in membrane fluid-
ity. Six touch-sensory neurons are present
in the head and tail region, with processes
embedded within the hypodermis to al-
low fine response to mechanosensation.
Touch cells have specialized microtubules
with 15 protofilaments, as opposed to the
usual 11 protofilaments, which possibly
confers greater rigidity toward mechani-
cal stresses.

The motor neurons innervate body-wall,
pharyngeal, egg-laying, and defecation
muscles. In addition, the male has fur-
ther motor neurons that control mating
behavior; contact, turning, vulva location,
spicule insertion, and sperm transfer.
These behaviors require the activity of
ray sensory neurons, hook and postcloa-
cal sensilla, and spicule sensory neurons.
Body-wall and defecation neuromuscular
junctions are unique since the muscle cells
project neuronal-like processes, termed
muscle arms, to the motor neuron and
synapses are made on the muscle arm.
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The body-wall muscles receive synaptic in-
put from excitatory and inhibitory motor
neurons of the ventral and dorsal nerve
cords, allowing out-of-phase contractions
and, hence, sinusoidal movement.

Electrophysiological analyses of individ-
ual neurons allows assignment of the
physiochemical properties of a nerve cell
relative to time and activity and, hence, as-
sesses the contribution any one cell can
make to the neuronal circuit and ani-
mal behavior. Most work has been carried
out with the porcine parasite, A. suum,
since it can grow to 30 cm in length,
aiding dissection of nervous tissues and
the visualization of identified neurons for
patch-clamp recordings. The large num-
ber of C. elegans behavioral mutants is an
important resource for electrophysiology
studies, however, the small size of this
model nematode has hindered progress.
Most work has been carried out with neu-
romuscular junctions of the pharynx and a
small number of sensory and locomotory
neurons. Recent advances with primary
culture techniques for C. elegans neurons
and muscle cells and the use of fluorescent
indicators of membrane potential and cal-
cium dynamics should ensure that exciting
progress is made in this area.

2.2
Nematode Neurotransmission

Completion of the C. elegans genome-
sequencing project has revealed that the
basic machinery of neurotransmission ex-
hibits much similarity with mammals,
though genes associated with gap junc-
tions and chemosensory receptors appear
to have evolved independently. There are
numerous types of potassium channels
and several calcium and chloride channels,
but no voltage gated sodium channels. Re-
markably, about 5% of C. elegans genes

encode G protein-coupled receptors. Most
of these are designated as orphan receptors
since the ligands, and hence functions, are
unknown, though many are likely to be
chemosensory receptors.

The major neurotransmitter of excita-
tory motor neurons is acetylcholine, while
GABA (γ -aminobutyric acid) is the main
neurotransmitter of inhibitory motorneu-
rons. Acetylcholine results in cation chan-
nels becoming permeable and a number of
antinematode drugs target the cholinergic
system of nematodes. Organophospho-
rous anticholinesterases prevent inacti-
vation of acetylcholine, while the imi-
dazothiazoles, such as levamisole, acti-
vate nicotinic acetylcholine receptors at
nerve–muscle junctions. Muscle cells also
possess a muscarinic-like acetylcholine re-
ceptor, explaining why nicotinic receptors
are not essential for the survival of C.
elegans. γ -Aminobutyric acid stimulates
opening of Cl− channels, and in C. ele-
gans, the GABAergic system is associated
with three distinct behaviors. Most GABA
neurons are involved in regulating the
waves of contraction that run along the
worm’s body during locomotion. In re-
sponse to cholinergic excitatory neurons
causing muscle contraction, the GABAer-
gic neurons inhibit muscle contractions
on the opposite side of the body, initiat-
ing the characteristic sinusoidal pattern of
movement. Animals with defects in these
neurons have dorsal and ventral contrac-
tions occurring simultaneously, causing
the animal to shrink. Other GABAer-
gic neurons are involved in limiting the
motion of the head during foraging. In
contrast with the inhibitory function of
other GABAergic neurons, two excitatory
GABAergic neurons stimulate the final,
expulsive step of defecation.

Glutamate is required for pharyngeal
pumping and more recently, it has been
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associated with long-term memory in C.
elegans. Glutamate activates a Cl− channel
that is sensitive to ivermectins, a class of
extremely potent drugs that reduce mo-
tor activity in nematodes. Caenorhabditis
elegans also contains AMPA and NMDA
receptor classes that respond to glutamate.

Biogenic amines found in nematodes
include dopamine and serotonin, which
have been localized to small subsets
of neurons. Serotonin is found in the
hermaphrodite-specific neurons (HSN),
which control egg laying in C. elegans,
and is present in two neurosecretory
cells in the pharynx of C. elegans and A.
suum. Serotonin has also been implicated
in the regulation of locomotion and
carbohydrate metabolism in A. suum,
and the coordination of male copulatory
behavior in free-living nematodes.

Dopamine appears to be the major cat-
echolamine present in many nematode
species, inhibiting locomotion and egg lay-
ing in C. elegans. Octopamine antagonizes
the effect of serotonin and causes defects
in movement and reduction in egg lay-
ing, pharyngeal pumping, and defecation.
Noradrenalin has been identified in some
species of nematode, but appears to be
absent in C. elegans.

Immunocytochemistry has revealed pep-
tidergic neurons in the pharyngeal nerves
and the nerve cords, and a family of
neuropeptides with Arg-Phe-NH2 at the
C-terminus have been isolated from A.
suum, C. elegans, and Panagrellus redi-
vivus. More than 60% of A. suum neurons
are immunoreactive for Phe-Met-Arg-Phe-
NH2-related peptides (FaRPs), and a num-
ber of FaRPs have been shown to have
potent effects on the inhibitory motorneu-
rons of A. suum. Caenorhabditis elegans
genome predictions indicate that 92 genes
encode neuropeptides. This rich diversity
includes 23 flp genes that encode multiple

(∼60) FaRPs, 37 insulin-related genes, and
32 nlp (neuropeptide-like protein) genes.
Mutation of the flp-1 gene causes de-
fects in locomotion, mechanosensation,
chemosensation, and egg laying.

2.3
Behavioral Mutants of C. elegans

The cell lineage and connectivity of
all 302 neurons present in C. elegans
hermaphrodites have been described in
detail. This information, coupled with
the powerful genetics and the availabil-
ity of large numbers of behavioral mutants
affecting locomotion, sensory input, sur-
vival, and reproduction has made C. elegans
an excellent model for studying the genetic
pathways that determine the development
and functioning of the nervous system.
Such studies have made major contri-
butions to the understanding of nervous
systems of nematodes and higher organ-
isms; examples being the identification of
the first GABA transporter (unc-47), the
first glutamate transporter (eat-4), the first
odorant receptor (odr-10), and the first
member of the netrin family of axon-
guidance molecules (unc-6).

Survival encompasses such behaviors
as foraging, feeding, defecation, and
dauer larva formation. Feeding is achieved
through pharyngeal muscle contractions,
allowing a grinder in the terminal bulb
of the pharynx to break up bacteria be-
fore entry into the intestine. Laser ab-
lation has shown that three neurons
are essential for pharyngeal pumping,
and by taking recordings from dis-
sected pharyngeal muscles (electropharyn-
geograms), the M3 motor neurons were
shown to inhibit pumping by control-
ling the time of muscle relaxation in
response to the neurotransmitter gluta-
mate. The eat-4 mutant shows delayed
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pharyngeal relaxation due to a reduction
in the release of glutamate into neuronal
terminals.

Many egg-laying defective mutants have
been described, some of which fail
to synthesize serotonin in the HSN
(hermaphrodite-specific neurons) cells,
while other mutants have abnormalities in
HSN morphology and migration. Detailed
studies of egg-laying defective mutants
have led to the elucidation of the ge-
netic pathway for the development of the
HSN cells and includes the identifica-
tion of genes that control HSN migration,
axonal outgrowth, and the biosynthesis
of serotonin.

Mutations (dauer-constitutive or daf-c
and dauer-defective or daf-d) that affect the
induction of dauer larvae by pheromone
stimulation have led to the construction of
a genetic pathway controlling dauer forma-
tion. Temperature-sensitive daf-c mutants
enter the dauer stage even under favor-
able growing conditions. In contrast, daf-d
mutants block dauer formation under
strong dauer-inducing conditions. Most
of the daf-d genes are required for nor-
mal sensory cilia structure in the amphid
sensillia. Laser ablation experiments have
identified two amphid neurons that re-
press dauer formation in the absence of
pheromone and which are derepressed in
the presence of pheromone. Characteri-
zation of the protein products encoded
by daf genes has provided molecular
and biochemical understanding of the
signal transduction pathway for dauer
formation. For example, daf-1 and daf-
4 genes encode cell-surface receptors
belonging to the serine/threonine pro-
tein kinase family, and the DAF-4 re-
ceptor has been shown to bind mem-
bers of the bone morphogenetic protein
family.

Caenorhabditis elegans NPR-1 is a re-
ceptor for FaRP neuropeptides encoded
by the flp-18 and flp-21 genes and is
structurally related to the neuropeptide
Y receptor family. A single amino acid
change in NPR-1 determines whether the
animal exhibits solitary (Val215) or so-
cial (Phe215) feeding behavior. Nematodes
carrying an npr-1 gene deletion are so-
cial feeders, indicating that npr-1 functions
to suppress social feeding. Social feeding
is induced by stressful conditions (e.g.
overcrowding) activating mechano- and
chemosensory nociceptive neurons, result-
ing in the opening of a cation channel.
Social feeding is also induced by activa-
tion of a cyclic GMP-gated ion channel
present in three neurons that contact the
pseudocoelomic fluid. The activation of
NPR-1 in these neurons again leads to
suppression of social feeding behavior.
The interplay between the two neuronal
systems, therefore, results in complex
regulation of the feeding behavior of
C. elegans.

The complex mating behavior exhibited
by C. elegans males is also being ge-
netically dissected. Many mutants have
been isolated that affect male develop-
ment and, hence, the capacity to copulate.
The desire to copulate is determined
by the presence of hermaphrodites and
physiological indicators of nutritional and
reproductive status, including serotonin.
Mutation of the serotonin reuptake trans-
porter, mod-5, which functions to remove
serotonin from the synaptic cleft, reduces
mate searching. Interestingly, inhibitors
of the human serotonin reuptake trans-
porter (e.g. the antidepressant Prozac)
also decrease libido, indicating that it
may be possible to understand certain
mammalian motivational behaviors using
worm genetics.
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2.4
Caenorhabditis elegans as a
Neurodegenerative Disease Model

Since the C. elegans nervous system con-
tains the basic neuronal machinery and
its genome encodes homologs of human
neuronal disease genes, it is studied as
a model system for neurodegenerative
diseases. Dissecting genetic pathways in-
volved in neuronal disease in C. elegans
may offer new insights into the roles of cru-
cial gene products and may possibly lead to
novel strategies for neuroprotection in hu-
mans. Transgenic nematodes that model
neurodegeneration might also be screened
against chemical banks in the search
for novel pharmaceutical compounds that
may alleviate the disease symptoms.

Caenorhabditis elegans has a single gene,
apl-1, that is homologous to human
amyloid precursor protein. The nema-
tode gene lacks the neurotoxic β-amyloid
peptide fragment, and hence, modeling
Alzheimer’s disease has involved intracel-
lular expression of human β-amyloid in C.
elegans. Studies have shown that the en-
doplasmic reticulum heat shock protein,
HSP70, is protective against β-amyloid
plaque formation in this transgenic model.
Presenilins are components of the γ -
secretase complex that cleave the amyloid
precursor protein and release β-amyloid.
The C. elegans presenilin homolgue, sel-12,
cleaves members of the Notch transmem-
brane receptor family, and genetic screens
have identified candidate components of
the γ -secretase complex. Large-scale pre-
senilin inhibitor screens are underway
to induce egg-laying defective C. elegans
that phenocopy the sel-12 mutant and,
hence, provide lead compounds to combat
Alzheimer’s disease.

Polyglutamine (polyQ) disorders, such
as Huntington’s disease, are characterized

by expansion within exons of the CAG
triplet, resulting in intracellular protein
aggregation and neurodegeneration. The
N-terminal polyQ fragment of human
huntingtin protein has been expressed in
C. elegans. A genetic screen for enhancers
of neurodysfunction identified pqe-1 as a
candidate for neuroprotection, most likely
through the prevention of cellular proteins
becoming aggregated with polyQ proteins.

Caenorhabditis elegans is also being ex-
ploited as a model of other neurodegener-
ative diseases, including disorders such as
Parkinson’s disease, mucolipidosis (cup-
5), and necrotic-like neuronal cell death
(mec-4).

3
Development in C. elegans

3.1
Normal Development

Caenorhabditis elegans is the only meta-
zoan for which a developmental pro-
gram has been described completely at
the cellular level. A collection of time-
lapse movies showing various stages of
C. elegans development can be accessed
via http://www.bio.unc.edu/faculty/gold
stein/lab/movies.html. The embryonic de-
velopment of C. elegans takes place over
14 h at 20 ◦C and occurs in two dis-
tinct stages. Following fertilization in the
spermatheca, the oocyte completes meiotic
division, the gamete pronuclei are fused,
the egg shell is formed, and mitotic cell
division is initiated. A period of rapid cell
division then occurs to generate a 550-cell
ovoid with little overt differentiation. It is
during this period that the eggs are gener-
ally laid, though during adverse conditions
(e.g. starvation), the hermaphrodite can re-
tain eggs in the uterus. The second stage
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consists of differentiation and morphogen-
esis with little additional cell division. If
the eggs are still inside the uterus due to
adverse conditions, the embryos will con-
tinue to develop and hatch, resulting in the
characteristic ‘‘bag-of-worms’’ phenotype.

Caenorhabditis elegans has a largely
invariant cell lineage. The initial unequal
cell divisions generate six founder cells,
AB, C, D, E, MS, and P4. These founder
cells give rise to cell lineages that divide
synchronously and equally (daughter cells
of equal size) with characteristic division
rates. Some founder cells produce a
single tissue; E gives rise to all of
and only the intestine, whereas other
founder cells produce many different
tissue types.

Gastrulation starts 100 min after first
cleavage when the embryo consists of
28 cells. The two daughter cells of the
founder E move from the ventral surface
to the embryo interior where they will
form the intestine. The MS descendants,
which form part of the pharynx and the
myoderm, and the germ-line progenitor,
P4, follow the E lineage through the ven-
tral cleft. Gastrulation is complete after
cells of the D lineage and the descendants
of C, which generate the body-wall mus-
cle, complete their movements. Movement
of neuroblast cells within the ectoderm,
mediated by ephrin signalling events, en-
sures that the ventral cleft closes after
230 to 290 min of development. Epider-
mal cells are born about 240 min after
the first cleavage, and epidermal enclo-
sure of the embryo, a process termed
epiboly, is initiated. The dorsal epider-
mal cells intercalate (290–340 min) and
ventral epidermal enclosure becomes com-
plete (310–360 min). Epidermal enclosure
is mediated by ephrins, α- and β-catenins,
cadherins, and semaphorins.

Morphogenesis occurs due to con-
tractions of the circumferentially orien-
tated actin microfilament bundles within
the epidermis, causing cells to change
shape and the embryo to increase in
length, approximately fourfold (about
360–600 min). Muscle and nerve cells start
to differentiate and the embryo begins
to twitch. After elongation is complete,
the hypodermis secretes the cuticle (about
650 min), ensuring that the characteristic
shape of the worm is maintained.

Postembryonic growth results in an ap-
proximate fourfold increase in length, with
the cuticle being shed at the end of each
larval stage. Two members of an unusually
large family of nuclear hormone receptors
(nhr-23 and nhr-25) and a novel mem-
ber of the angiotensin-converting enzyme
family that lacks a metallopeptidase active
site (acn-1) are essential for these moults
(Fig. 2). During larval development, 32
blast cells continue to divide and the num-
ber of somatic nuclei increases from 558
to 959 in the hermaphrodite and from 560
to 1031 in the male. The final cell divisions
to occur are those of the lateral hypoder-
mis (seam cells) during the L4 larval stage.
The somatic cells generated postembry-
onically contribute mainly to the sexually
dimorphic structures such as the go-
nads, the vulva of the hermaphrodite,
and the male tail. The postembryonic cell
lineage and migrations have been com-
pletely described.

3.2
Manipulation of Development

Individual cells in a developing animal can
be destroyed by a tightly focused micro-
laser beam and the effect on development
ascertained. Such experiments support the
interpretation made from the invariant cell
lineages that C. elegans development was
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Fig. 2 Developmental expression and RNAi phenotype of C. elegans
acn-1, a novel member of the angiotensin-converting enzyme family.
Fluorescent images of transgenic C. elegans (H; head) expressing
acn-1::gfp show reporter gene activity in (a) the lateral hypodermal
seam cells (individual seam cell is highlighted with an asterisk) of a
late-stage embryo and (b) in the seam and vulva cells of an L4
hermaphrodite. (c) Scanning electronmicrograph showing the head
region of an adult C. elegans that has failed to shed cuticle during
larval moults because of acn-1 (RNAi).

largely cell autonomous; remaining cells
failed to compensate for the structures that
would have derived from the destroyed
cell(s). For example, ablation of muscle
precursors from the C or D lineages leads
to larvae with gaps in the longitudinal
bands of muscle.

However, there are several examples
of nonautonomous development. In the
developing gonad, the cells Z1.ppp and
Z4.aaa are a cell pair for which the
primary fate is to be an anchor cell and
the secondary fate is to be a ventral
uterine precursor cell. If either cell in
this pair is destroyed by laser ablation,

the remaining cell always adopts the
primary fate. This suggests that the
two cells are in ‘‘competition’’ for the
primary fate, with the ‘‘loser’’ adopting
the secondary fate. These two cells have
equivalent developmental potential and
are said to belong to an ‘‘equivalence
group’’. Further laser ablation experiments
have revealed other equivalence groups
of postembryonic development that do
not show natural variation during normal
C. elegans development. During vulva
development, Wnt and EGF signalling
events distinguish the fate of the six
cells of the ventral epidermis, which
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form an equivalence group, known as
the vulva precursor cells. The anchor cell
of the gonad then provides the primary
inductive signal (EGF-like protein LIN-3)
for vulva formation by directing P6.p to
adopt the primary fate, generating eight
great-grandprogeny that form the center
of the vulva (vulF and vulE cells). The
flanking vulva precursor cells, P5.p and
P7.p, adopt the secondary fate, forming
seven progeny (vulA, B1, B2, C, and D
cells). This is ensured as a consequence
of P6.p lateral signalling, via the LIN-12
receptor, inhibiting P5.p and P7.p and
hence, preventing these from adopting the
primary fate. An inhibitory signal from
the hypodermal syncytium, hyp-7, directs
the two daughters of P3.p, P4.p and P8.p
to adopt the tertiary fate and fuse with
the hypodermis.

Early embryonic development also de-
pends on many inductive interactions and
AB.a and AB.p cells, that generate about
two thirds of all embryonic cells, have
equivalent developmental potential. Sig-
naling from P2 to AB.p is responsible for
specifying the cell fates of the AB.p lineage.

Many genes involved in the cell lineages
of C. elegans have been identified by
mutations that affect the development of
particular structures such as the vulva. One
of the better characterized developmental
mutations in C. elegans affects lin-12. This
gene is best understood for its role in
cell fate decision of the gonadal cells,
Z1.ppp and Z4.aaa, as discussed above.
Genetic analysis of lin-12 mutants showed
that the lin-12 gene product specified
the ventral uterine precursor cell fate of
Z1.ppp or Z4.aaa. This analysis further
suggested that lin-12 function is part of
a receiving mechanism for a signal sent
out by the presumptive anchor cell that
enables expression of the secondary fate.
The lin-12 gene was isolated and found to

encode a transmembrane protein with a
sequence similarity to the Notch protein,
which is involved in cell fate decisions in
Drosophila.

Heterochronic genes coordinate the
temporal sequence of events during devel-
opment. Mutations in the heterochronic
genes cause precocious or retarded devel-
opment of specific cell lineages. Mutants
in lin-4, lin-14, lin-28, lin-29, lin-41, and lin-
57 (hbl-1) have allowed the heterochronic
gene pathway controlling the larval to adult
switch to be characterized. The lin-4 gene
is expressed during L1 stage and it en-
codes a 22 nucleotide noncoding RNA,
known as a microRNA, which represses
lin-14 and lin-28 by imprecise base-pairing
to their respective mRNAs. A second mi-
croRNA, let-7, is expressed during the L3
stage and it represses lin-41 and lin-57 (hbl-
1). It is likely that many more microRNAs
will be characterized with key functions
during development. For example, the mi-
croRNA lys-6 has recently been shown to
control neuronal patterning by repression
of cog-1 during left/right axis formation in
chemosensory neurons.

3.3
Nervous System Development

The AB cell lineage generates nearly all
the neuronal cells of C. elegans (291 out
of 302) and most (222) are formed dur-
ing embryogenesis. A further 72 develop
during the first larval stage and the fi-
nal eight hermaphrodite neurons form
during the L2 stage. Male-specific neu-
rons continue to develop during the L3
larval stage. Neurons of the same cell
type arise from different neuroblast sub-
lineages that are reiterated. Most neuronal
cells are born into their approximate fi-
nal position and pioneer axonal processes
emerge. The growth cone, present on
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the tip of the axon, is able to detect
and interpret guidance cues (netrins, slit,
ephrins, and semaphorins) secreted from
the ectodermal cells through modifications
to its cytoskeleton. There are numer-
ous axon pathfinding mutants, many of
which map to transcription factors that are
likely to regulate localized expression of
the guidance molecules. A growth cone-
independent mechanism also appears to
operate in the migration of the proximal
trajectory of the M2 motorneuron through
the muscle cells of the pharynx. This un-
usual occurrence may be a consequence of
pharyngeal development, which occurs via
morphogenesis of a primordium of undif-
ferentiated cells and without cell divisions.
The pioneer axons guide subsequent ax-
onal processes to their destinations. Nerve
cell development is complete following on-
set of neurotransmitter expression. Most
postembryonic ventral motor neurons ex-
press acetylcholine or GABA shortly after
axonal migration. In contrast, expression
of FMRF-related peptides in the VC cells,
which arise during the first larval stage,
does not occur until late in the L4 stage.

The nervous system of C. elegans exhibits
plasticity during development. During em-
bryogenesis, the GABAergic DD motor
neurons innervate the ventral muscles and
then, at late L1 stage, these rewire, losing
connections with the ventral muscles and
forming synapses with the dorsal muscles.
During dauer formation, synaptic remod-
eling of some of the amphid chemosensory
neurons also occurs. Some of the neurons
develop larger processes, while the sen-
sory endings of others retract within the
amphidial pore. Neuromuscular changes
occur during development of the adult
male. For example, GABA release from
the AVL and DVB neurons causes con-
traction of the enteric sphincter muscle

in the L4 male and relaxation of it in the
adult male.

3.4
Cell Fusion

Cell fusion is critical to C. elegans embry-
onic and postembryonic development and
in the adult hermaphrodite, 300 of the 959
somatic cell nuclei are present within large
multinucleate cells known as syncytia. Dur-
ing embryo elongation, cell fusion occurs
between most of the dorsal cells and a
number of the ventral cells to form the
hypodermal syncytia. During each larval
stage, the lateral hypodermal cells (seam
cells) divide and one daughter cell remains
in the seam, while the other daughter cell
migrates and fuses with the hypodermal
syncytia. Additional ventral epidermal cells
also fuse with the hypodermal syncytia dur-
ing larval development, with the net result
being that the hypodermis of the adult
comprises of eight syncytia (186 nuclei)
and only three unfused cells. The seam
cells also fuse during the L4-adult moult to
generate the two lateral hypodermal syncy-
tia of adults. The overall effect of all these
cell fusions is to generate a tissue, and
importantly, to also restrict the migratory
paths of the remaining nonfusing cells.

Cell fusion events are also critical during
development of the vulva. Cell fusions that
occur during the L1 and L3 larval stages
serve to affect cell fate determination of the
ventral epidermal cells and vulva precursor
cells. During the early L4 larval stage, cell
fusions occur between migrating vulva
primordial cells (precursors of the vulA
and vulC cells). At the late L4 stage,
intratoroidal cell fusions occur between
the sister cells of the remaining five
multicellular stacks to form a syncytial
ring. In the final stage, the gonadal anchor
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cell penetrates the vulva apex and fuses
with the uterus.

Additional cell fusions occur during
development of the pharynx, the excre-
tory glands, and also the male tail. Ge-
netic screens have identified EFF-1 as a
key player in embryonic and postembry-
onic epithelial cell fusions. EFF-1 is an
ectodomain protein attached to the cell sur-
face by a single transmembrane domain.
The functional basis of EFF-1 in cell fusion
is probably related to the presence of a
22–amino acid putative fusion peptide se-
quence and/or a consensus phospholipase
A2 active site within the large ectodomain.

3.5
Programmed Cell Death

During normal development of an adult
C. elegans hermaphrodite, 131 out of
1090 somatic nuclei and large numbers
of germ cells die by programmed cell
death. During his Nobel Prize studies
on the invariant cell lineage, John Sul-
ston reported that most of the somatic
programmed cell deaths occur during em-
bryogenesis (113/135). A small number of
programmed cell deaths also occur during
the L2 stage of hermaphrodite develop-
ment and in the male larval stages. Most
programmed cell deaths involve neuronal
and neuron-associated cells and hypoder-
mal cells. A few muscle cells and sisters
of the pharyngeal gland cells also undergo
programmed cell deaths. For instance, the
HSN neurons, required for egg laying,
are destroyed by programmed cell death
in males. Likewise, the CEM neurons,
the male sensory neurons used in mat-
ing, undergo programmed cell death in
hermaphrodites shortly after they arise.

Programmed cell death follows a char-
acteristic pathway that is evolutionarily

conserved. It involves a change in cell mor-
phology, disintegration of the nucleus, and
finally, engulfment of the dead cell by its
healthy neighbors. Genetic analysis of C.
elegans cell death mutants, pioneered by
the Nobel Prize studies of Robert Horvitz,
has identified a number of genes impli-
cated in programmed cell death, with ced-3
and ced-4 being the most central. Normal
developmental cell death is abolished in
mutants lacking either of these genes, re-
sulting in them having 12% more cells and
a nervous system about one third larger
than wild-type C. elegans. The ced-3 gene
encodes a cysteine protease from the cas-
pase family, while CED-4 has homology
to the mammalian apoptotic protease-
activating factor, Apaf-1.

The activity of the gene ced-9 appears
to be crucial in preventing cell death in
inappropriate cells. The CED-9 protein
is localized to the mitochondrial mem-
brane and it shows sequence homology
and functional similarity to the protein
product of the human proto-oncogene bcl-
2. Programmed cell death is suppressed
when CED-9 binds CED-4, whereas cell
death is initiated when CED-9 interacts
with EGL-1, a BH3-domain-only member
of the bcl-2 family. The latter interaction
releases CED-4, allowing it to activate the
caspase CED-3, the key executioner of pro-
grammed cell death.

A recent genetic screen has also iden-
tified the icd-1 gene as a suppressor
of programmed cell death. ICD-1 is the
β-subunit of the nascent polypeptide-
associated complex and its expression
suppresses cell death by a ced-4 mediated,
ced-3 independent pathway, demonstrat-
ing that the core programmed cell death
machinery can have distinct roles. This
study also raises the possibility that other
caspase family members may have crucial
roles during programmed cell death.
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3.6
Aging

There is huge divergence in life spans
of species within Nematoda, with many
free-living nematodes existing for weeks,
whereas parasitic species can live for years
(e.g. the filarid Loa loa may live up to
20 years). This disparity in longevity is a
consequence of genetic differences that
have evolved to reflect species ecology.
Significant life-span differences can also
be found within the same species of ne-
matode and this is, in part, likely to reflect
environmental variations. One particularly
important factor for an ectothermic organ-
ism, such as a nematode, is temperature.
For example, the C. elegans hermaphrodite
has a maximum life span of 32 days at
16 ◦C and this decreases to 11 days at
25.5 ◦C. Another major influence is the
availability of food, with significant life-
span increases observed through dietary
restriction. Recent laser ablation studies
using C. elegans have led to the identi-
fication of specific gustatory and olfactory
neurons that influence longevity. C. elegans
mutants have been isolated with altered life
span, and the dissection of genetic path-
ways of aging has begun. The daf-2/insulin
receptor pathway is central to longevity; de-
creased signalling increases life span up to
threefold. The daf-2 mutant phenotype is
suppressed by the forkhead transcription
factor daf-16. Combining transcriptome
and genome-wide RNAi analyses in daf-
2 and daf-16 mutant backgrounds has
identified target genes that modulate C. el-
egans’ life span. Additional genetic screens
have shown that C. elegans’ mitochon-
drial proteins, including components of
the energy generating electron transport
chain, regulate longevity in a daf-16 inde-
pendent manner. One unifying hypothesis
is that mutants with enhanced life spans

use an anaerobic fermentative mitochon-
drial metabolic pathway, shown to operate
in dauers, that results in a significant
reduction in damaging free-radical oxy-
gen species.
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Keywords

Biomarkers
A biological marker, or biomarker, is a phenotypic parameter (e.g. a substance,
structure, or process) that is measured and evaluated as an indicator of normal
biological processes, pathogenic processes, or pharmacologic responses to a
therapeutic intervention. In cancer research and detection, a biomarker refers to a
substance or process that is indicative of the presence of cancer in the body. It might be
either a molecule secreted by a malignancy itself, or it can be a specific response of the
body to the presence of cancer.

Cluster Analysis
A technique for grouping a collection of objects into subsets or clusters such that those
within each cluster are more closely related to one another than are objects assigned to
different clusters.

DNA Hypermethylation
An increased level of DNA methylation in a DNA sample at either an individual CpG
dinucleotide or a group of dinucleotides relative to a reference DNA sample, usually
derived from a normal tissue.

Early Detection
Detection of the disease (cancer) before it metastasizes and there are options of
preventing it.

Epigenetics
Epigenetics is the study of processes that establish metastable (i.e. somatically
heritable) states of gene expression without altering the DNA sequence. In large part,
the field of epigenetics addresses processes that affect DNA methylation and/or
chromatin structure to establish such metastable, but somatically heritable, states of
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gene expression. Thus, epigenetic phenomena can be defined as changes in the genetic
material (specifically the genomic DNA and chromatin) that alter the regulation of
gene expression in a manner that is somatically heritable (and sometimes heritable
through the germline) but that is nonmutational, that is, does not involve changes in
the DNA sequence.

Mass Spectrometry
A field that, in its biological applications, uses sophisticated analytical devices to
determine the precise molecular weights (mass) of proteins and nucleic acids, as well
as the amino acid sequence of protein molecules.

Proteomics
The characterization and quantification of proteins and protein systems. Proteomics
methods allow for the comparison of patterns of proteins isolated from bodily fluids or
cells, in normal versus diseased subjects.

SELDI-TOF
Surface-enhanced laser desorption/ionization time-of-flight (SELDI-TOF) is a method
for profiling a population of proteins in a sample according to the size and net
electrical charge of the individual proteins. The position of an individual protein in the
spectrum produced corresponds to its ‘‘time of flight’’ because the small proteins fly
faster and the large proteins fly more slowly.

Sensitivity and Specificity
Sensitivity is the true-positive test results (individuals with disease who test positive for
that disease) expressed as a percentage of all tested individuals who have that disease
(total of true positives and false negatives). When applied to cancer, sensitivity is the
chance that a person with cancer has a positive test. (http://www.nci.nih.gov/
cancerinfo/pdq/screening/overview). In the context of biomarker testing, the clinical
sensitivity of a biomarker refers to the proportion of case subjects (individuals with
confirmed disease) who test positive for the biomarker assay, Analytical Sensitivity
refers to the sensitivity of an assay that is used to detect a biomarker of disease, that is,
the ability of the assay to detect a biomarker given that it is present. Clinical Sensitivity
is a composite of the biomarker prevalence in a tumor, the efficiency of transfer of the
marker to the bodily fluid or tissue being tested, and the analytical sensitivity of
the assay.
Specificity is the true-negative results (tested individuals without disease who test
negative for that disease) expressed as a percentage of all tested individuals who do not
have that disease (total of true negatives and false positives). When applied to cancer,
specificity is the chance that a person without cancer has a negative test
(http://www.nci.nih.gov/cancerinfo/pdq/screening/overview). In the context of
biomarker testing, specificity refers to the proportion of control subjects (individuals
without disease) who test negative for the biomarker assay.



94 Neoplastic Disease Diagnosis, DNA in

Abbreviations

ABP: Activity-based Protein Profiling
APC: Adenomatous Polyposis Coli
ATM: Ataxia Telangiectasia
CAD: Computer-assisted Diagnosis
CARET: Carotene and Retinol Efficiency Trial
CEA: Carcinoma Embryonic Antigen
CyP-A: Cyclophilin A
DCC: Deleted in Colon Cancer
2DGE: Two-dimensional Gel Electrophoresis
DHPLC: Denaturing High-pressure Liquid Chromatography
Gd-DTPA: Gadolinium-diethyl-enetriamine Penta Acetic Acid
HDAC: Histone Deacetylase
HBV: Hepatitis B Virus
HCV: Hepatitis C Virus
HCC: Hepatocellular Carcinoma
ILK: Integrin-linked Kinase
IP: Imaging Probe
IRSH: Invasiveness Related Serine Hydrolase
HNPCC: Hereditary Nonpolyposis Colorectal Cancer
IP: Imaging Probe
LCM: Laser Capture Microdissection
LCMS: Liquid Chromatography Mass Spectrometry
LOH: Loss of Heterozygosity
MCA: Methyl Cytosine Amplification
MCC: Mutated in Colorectal Cancer
MALDI: Matrix-associated Laser Desorption/Ionization
MIF: Macrophage Migration Inhibitory Factor
MMP9: Matrix Metalloproteinase
MMR: Mismatch Repair
MRI: Magnetic Resonance Imaging
MS: Mass Spectrometry
MTAP: Multitarget DNA Assay Panel
N-nonyl-DGJ: N-nonyl-deoxygalactojirimycin
NSCL: Non Small Cell Lung Carcinoma
PCNA: Proliferating Cell Nuclear Antigen
PSA: Prostate Specific Antigen
PTK: Protein Tyrosine Kinase
PTM: Posttranslational Modifications
RLGS: Restriction Landmark Genomic Screening
RSR: Relative Survival Rate
RLGS: Restriction Landmark Genomic Screening
SAGE: Serial Analysis of Gene Expression



Neoplastic Disease Diagnosis, DNA in 95

SEBs: Surrogate Endpoint Biomarkers
SEER Surveillance, Epidemiology, and End Results
SELDITOF: Surface-enhanced Laser Desorption Ionization Time of Flight
SH: Serine Hydrolase
TMS: Tandem Mass Spectrometer
TSA: Trichostatin A
WECARE: Women’s Environment, Cancer and Radiation Epidemiology.

� Cancer development involves several stages: initiation, development, and progres-
sion. Biomarkers can be used to detect cancer in different stages. The desirable
property and utility of a biomarker lies in its ability to provide an early indication
of disease progression. Biomarkers should be easy to detect; measurable across
populations; and suitable for detection at an early stage, identification of high-
risk individuals, early detection of recurrence, and as an intermediate endpoint in
chemoprevention. Recent technological advances have helped develop noninvasive,
sensitive, and specific biomarkers in small clinical samples to detect preneoplasia.

1
Introduction: Current Status in Diagnostics
for Early Cancer Detection

Cancer is a heterogeneous disease in most
respects, including its cellularity, different
genetic alterations, and diverse clinical be-
haviors. Alterations in gene sequence, ex-
pression levels, and protein structure and
function have been associated with every
type of cancer. These changes can be used
to detect cancer, determine prognosis, and
monitor disease progression and therapeu-
tic response. One of the major challenges
is to identify these molecular changes and
incorporate the information into the clin-
ical setting. Perhaps a major challenge in
cancer medicine is to recognize the ‘‘black
sheep of the family’’; that is, those tumors
in the family that are clinically distinct
but blend in by histology. In breast can-
cer, for example, infiltrating breast carci-
noma appears homogeneous histologically
but heterogeneous clinically (at least five

distinct tumor subtypes were identified by
biomarker and gene expression profiling).

Several cancers originate in the epithe-
lium that lines the internal surfaces of
organs throughout the body. Although
these are readily treatable provided they
are diagnosed in preinvasive stages, early
lesions often evade detection before they
become invasive. Specifically, the nu-
clei become enlarged (from 5–10 µm to
20 µm), crowed and hyperchromatic, as
detected by histological examination. How-
ever, light-scattering microscopy now of-
fers a biopsy-free means to measure the
size distribution and chromatin content
of epithelial cell nuclei as an indicator of
preinvasive neoplasia.

Detection of mutator phenotype may
provide a snapshot of subsequent changes.
Normal mutation rates are insufficient
to account for the multiple mutations
found in different cancers. Cancers
must exhibit a mutator phenotype early
during evolution. The mutator phenotype
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hypothesis was originally postulated for
mutations in genes involved in DNA
replication (especially fidelity in DNA repli-
cation) and DNA repair. Currently, other
genes that affect chromosome segregation,
damage surveillance (e.g. checkpoint con-
trol) and cellular response (e.g. apoptosis)
are also included. The mutator phenotype
arising from mutations in genetic stabil-
ity genes can have diverse manifestations,
such as point mutations, microsatellite in-
stability, and loss of heterozygosity.

During the long time interval asso-
ciated with cancer development, cancer
cells acquire the capacity to divide, in-
vade, and metastasize. According to mu-
tator hypothesis, these phenotypes result
from mutations in genes that main-
tain gene stability in normal cells. Thus,
mutations in several genes (and whole
genome) will be affected because of mu-
tations in the genetic stability genes.
Some of the resulting mutations will ex-
hibit selective advantages, allowing the
mutated cells to expand and achieve
clonal dominance.

It has been proposed that genetic insta-
bility in human cancers can be divided
into two categories; microsatellite instabil-
ity, which is usually equated with DNA
polymerase errors, and chromosomal in-
stability, which can result from errors in
chromosome partitioning. In the case of
endometrial and colorectal cancers, most
tumors exhibit either chromosomal in-
stability or microsatellite instability, but
not both. It is emphasized here that
chromosomal instability and microsatellite
instability are well characterized as a re-
sult of facile detection by current methods,
PCR and karyotyping, respectively. Con-
versely, detection of random mutations,
particularly point mutations, is more dif-
ficult, and this has limited the search for

evidence of a mutator phenotype at the
single nucleotide level.

It remains to be determined whether
the acquisition of a mutator phenotype
underlies tumor progression and when
the enhancement in mutation rate occurs
during the life of tumors. In order for
a mutator phenotype to be necessary
for tumor progression, it would have to
occur early and result in the accumulation
of large numbers of random mutations;
the existence of multiple mutations in
cancer cells has important implications
in stratification, tumor evolution, and
treatment. A functional classification of
cancer markers is presented in Table 1.

The application of biomarkers in clinical
practice has been limited to single entity
quantitation and to small panels of tests
that identify changes in proteins, the
presence or absence of which signifies an
important event. The ongoing discovery of
new biomarkers lends to the belief that
no single marker will provide sufficient
information for detection and diagnosis.
Therefore, a multiparameter, multimarker
approach to biomarker development and
validation is needed. Efforts should be
made to take advantage of the number
of tumor samples now available in tissue
banks to identify new molecular markers
and to assess existing ones more fully. A
list of biomarkers for cancer diagnosis is
presented in Table 2.

2
Examples of Diagnostic Markers for
Preneoplasia

Two major classes of genes – oncogenes
and suppressor genes – are involved in
carcinogenesis. Oncogenes are activated
or deactivated genes whose products
normally promote cell growth. Products
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Tab. 1 Functional classification of cancer diagnostic markers.

Function Marker Tumor type

Angiogenesis Thrombospondin-1 (TSP-1), TIMP-3 Several

Apoptosis
Cell cycle p15, p16, p73, DAP kinase Acute myeloid, lymphoid

leukemias, lymphomas, lung
DNA repair BRCA1, glutathione S-transferase,

hMLH1, LKB1, methylguanine methyl
transferase (MGMT)

Breast, colon, gastric, endometrial

Invasive/metastasis
suppressor

CD-44, E-cadherin, TIMP-3 Brain, colon, renal

Oncogenes
Tumor antigen Thrombospondin-1 (TSP-1), TIMP-3 Several
Tumor suppressor APC, AR, ARF/INK4A, HIC1, p15, p16,

p73, p53, RARβ, Rb, VHL
Several

include peptide growth factors, growth fac-
tor receptors, signal transduction factors,
tyrosine kinase, and transcription regula-
tory proteins. Several oncogenes have been
mapped within the human karyotype. Tu-
mor suppressor genes normally regulate
cell growth. These genes typically produce
nuclear regulatory proteins, which interact
with other regulatory proteins to alter their
activity. The frequent involvement of a lim-
ited number of oncogenes, for example,
c-myc and ras, in a wide variety of tumor
scenarios suggests, nevertheless, that the
number of the most critical genes needed
for the transformation process may be lim-
ited. This suggests that we might be able
to develop common approaches to detect
these cancers.

Genes not related to the oncogenes or
suppressor genes have been implicated
in carcinogenesis. These advances have
fueled optimism that abnormal genes,
whether acquired or inherited, may be
used to assess the risk of cancer or to
detect existing cancer early even in its
preclinical stages. Knowledge of the bi-
ology of tumor progression, therefore,
allows us to identify specific tests useful

for early detection or screening. Molec-
ular probes, for instance, could detect
altered DNA shed into the feces (colorec-
tal cancer), into the sputum (lung cancer),
and in exfoliated cells in bladder wash-
ings (bladder cancer). Correlation of the
molecular alterations with demographic
data, risk factors, environmental exposure,
family history, and dietary history may pro-
vide important information on the etiology
of cancer.

Molecular genetic alterations could also
contribute toward the assessment of risk.
Risk assessment is the search for risk fac-
tors that provide the earliest evidence for
the risk of cancer in persons not diagnosed
with the disease. Biomarkers that are pre-
dictive of risk usually trigger more aggres-
sive interventions and surveillance. The
earliest risk factors are probably inherited
genetic defects, which are well demon-
strated in the case of colorectal cancer.
Adenomatous polyposis coli (APC) and
hereditary nonpolyposis colorectal cancer
(HNPCC) are associated with germline
mutations in the APC gene and mismatch
repair genes, respectively. Large bowel can-
cers often arising at a young age are found
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Tab. 2 Tumor types and biomarkers. This is a partial list of biomarkers that are abnormally regulated
in preneoplasia and have the potential to be used in cancer diagnostics.

Tumor type Gene

Bone Cathepsin, urokinase plasminogen activator
Breast BRCA1, BS106, BU101, CDH1, Cyclin D1, DAPK, GSTP1, Her-2/neu, p16,

mammaglobin, TIMP-3
Brain MGMT, p16, p14ARF, TIMP-3
Bladder APC, DAPK, p16
Cervical GSTP1, FHIT, MGMT, p16, RARbeta
Colon APC, BAT-26, Beta catenin, DAPK, DCC, galactin-3, hMLH1, K-ras, L-DNA,

MGMT, MCC, p16, p14ARF, TIMP-3
Esophagus APC, CDH1, GSTP1, p14ARF, p16
Glioma MGMT
Head and neck DAPK, MGMT, p16, PAI-2
Kidney APC, CDH1, DAPK1, GSTP1, MGMT, p16, p14ARF, TIMP-3
Leukemia CALC1, CDH1, DAPK1, MGMT, p15, p73
Liver AFP, APC, complement-3 fragment, DCP, GP73, GSTP1, p16
Lymphoma DAPK, MGMT, p16, p15, p73
Lung Annexin I and II, CyP-A, DAPK, E-cadherin, GSTP1, FHIT, MIF, MGMT,

p16, p14ARF, p38, RARbeta, RASSF1A, TIMP-3
Oral DCC, CADH1
Ovary Alpha heptaglobin, BRCA1, CA125, DAPK, kallikrein-6, LPA, MMP,

osteopontin, prostasin, p16
Pancreas APC, CDKN2A, GSTP1, MGMT, p16
Prostate B23, GSTP1, kallikrein-2, PSA, PSMA, p27
Stomach APC, DAPK, HMLH1, MGMT, p16
Uterus hMLH1, p16, p14ARF

Note: AFP: alpha fetoprotein; APC: adenomatous polyposis coli; CALC1: calcitonin; CDH1:
E-cathedrin; CyP-A: cyclophilin A; DAPK: death-associated protein kinase; DCC: deleted in colon
cancer; DCP: des-gamma carboxy-prothrombin; FHIT: fragile histidine triad; GP73: glycoprotein 73;
GSTP1: glutathione S-transferase P1; HMLH1: human mut L homolog; L-DNA: long DNA; LPA:
lipophosphotidic acid; MCC: mutated in colorectal cancer; MGMT: O6-methylguanine-DNA
methyltransferase; MIF: macrophage migration inhibitory factor; MMP: metalloproteinase; PAI-2:
plasminogen activator inhibitor-2; PSA: prostate-specific antigen; PSMA: prostate-specific membrane
antigen; RARbeta: retinoic acid receptor beta; RASSF1A: RAS association domain family protein 1A.

in almost 100% of individuals who inherit
APC gene mutations.

Few diagnostic markers are available
currently. Examples of such markers in-
clude prostate-specific antigen (PSA) for
prostate cancer and serum carcinoma
embryonic antigen (CEA) for colorectal
cancer. About one-third of patients with
an elevated PSA level undergo further un-
necessary medical procedures, however,
because they do not have a malignant

form of prostate cancer. New molecu-
lar markers are needed that can identify
patients who are at high risk for developing
life-threatening cancers and patients who
harbor aggressive tumors that require im-
mediate treatment. A comprehensive list
of biomarkers with potential in cancer di-
agnostics is presented in Table 2.

In colon cancer, for example, delin-
eation of various stages during tumor
progression offers a window of opportunity
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Epigenetic markers in colorectal cancer

Normal
epithelium

Early
adenoma

Intermediate
adenoma

MSI+
carcinoma

Late
adenoma Carcinoma Metastasis

Methylaion
defect

APC (ch.5q21)

K-Ras (ch.12p12)
Smad4 (ch.18q21-18tel)

p53 (ch. 17p13) Other changes

Mismatch repair defect
TGFbRII, BAX mutations

Fig. 1 Epigenetic markers in colon cancer. A
general model of colorectal cancer is presented.
A number of epigenetic markers express during
early stages of the cancer development. These

markers can be used for cancer diagnostics.
Since epigenetic changes are reversible, these
markers could be the potential therapeutic
targets also.

to intervene in the process by detecting
stage-specific molecular changes (such as
changes in gene expression and accumu-
lation of mutations) (Fig. 1). To date we
know of mutations and loss of heterozy-
gosity (LOH) which affect oncogenes such
as K-ras, and several tumor suppressor
genes including p53, MCC (mutated in
colorectal cancer), APC, and DCC (deleted
in colon cancer).

3
Application of Biomarkers in Cancer
Detection

DNA released from cells that regularly
slough into the stool can be used to
identify cancer or precancerous polyps
in the colon. A multi-target DNA assay
panel (MTAP) was developed, which
shows a remarkably higher sensitivity
and specificity than traditional fecal blood
tests. The MTAP targets point mutations
at any of 15 mutational hot spots on
K-ras, p53, and APC genes; Bat-26, a
microsatellite instability marker and L-
DNA have been identified. Using this test

a sensitivity of 91% and a specificity of
100% were observed. Thus, an assay of
altered DNA from exfoliated cells holds
promise as a stool-screening approach for
colorectal neoplasia.

Recently, Campa et al. identified two
differentially expressed proteins, macroph-
age migration inhibitory factor (MIF)
and cyclophilin A (CyP-A), in lung can-
cer specimens using matrix-assisted laser
desorption/ionization time-of-flight mass
spectrometry(MALDI-TOF MS). Cyp-A is
a member of the immunophilin family of
proteins, typically studied for their bind-
ing of various immunosuppressive drugs,
most notably cyclosporine A, and their role
in cellular signaling pathways. This is the
first demonstration of the utilization of
MALDI-TOF MS in screening lung finger-
prints and identifying novel markers.

Because of the multifactorial nature of
cancer, it is very likely that a combina-
tion of several markers will be necessary
to effectively detect and diagnose can-
cer. To look for such ‘‘fingerprints’’ of
cancer, it will require not only high-
throughput genomic or proteomic profil-
ing but also sophisticated bioinformatics
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tools for complex data analysis and pattern
recognition. Taking advantage of the re-
cent development in surface-enhanced
laser deionization/ionization (SELDI) and
of the ProteinChip technology, Petricoin’s
group was able to simultaneously analyze
the protein profiles of 169 serum samples
from patients with or without breast can-
cer. The software package ProPeak allows
evaluation of each mass peak according to
its collective contribution toward the maxi-
mal separation of cancer patients from the
noncancer controls. These two advances
led to the identification of three discrim-
inatory biomarkers that, in combination,
achieved both high sensitivity (93%) and
high specificity (91%) in detecting breast
cancer patients from the noncancer con-
trols. Using the same technology, Petri-
coin’s group has identified differentially
expressed protein profiles specific for early
stages of ovarian and prostate cancer with
very high sensitivity and specificity.

3.1
Case for Early Detection

The Surveillance, Epidemiology, and End
Results (SEER) program of the National
Cancer Institute (NCI) is an authori-
tative source of information on cancer
incidence and survival in the United
States (www.seer.cancer.gov). The SEER
program currently collects and publishes
cancer incidence and survival data from
11 population-based cancer registries and
three supplemental registries covering ap-
proximately 14% of the US population.
The SEER registries routinely collect data
on patient demographics, primary tumor
site, morphology, stage at diagnosis, first
course of treatment, and follow-up for vi-
tal status. The information collected in the
program above is very useful in biomarker
discovery and validation.

The Gail Model, developed at the NCI, is
a statistical tool to help estimate a woman’s
risk of breast cancer based on a number
of predisposing factors. A study of the
reliability of mammographic densities was
completed recently, and this characteristic
has been found to be reliable enough to be
formally included in the model.

3.1.1 Detection Leads to Better
Surveillance
We have described below, as an example,
that the ovarian cancer patients with BRCA
mutations have better survival than non-
carriers. Women who inherit mutations to
the BRCA1 or BRCA2 gene have a greater
risk of developing ovarian cancer. How-
ever, until recently, researchers could not
predict whether women with these muta-
tions would fare better, the same, or worse
than other women with ovarian cancer.
This issue was examined via the medical
records of almost 900 newly diagnosed
ovarian cancer patients with inherited
BRCA mutations and their progress was
followed for five years. On average, the
patients with BRCA mutations survived
about 20 months longer than women with-
out the mutations. This survival advantage
was not due to earlier detection, but seems
to reflect a difference in the pattern of dis-
ease in women with and without BRCA
mutations. The mechanism of this phe-
nomenon is not known. Further follow-up
in this study should reveal whether the
longer survival of BRCA mutation carriers
is a long-term phenomenon or is limited
to the first few years of the disease. Thus,
BRCA mutation has been used as a useful
biomarker in ovarian cancer studies.

In a separate multicenter study, muta-
tions in the ataxia telangiectasia (ATM)
gene was used to screen a large popu-
lation for breast cancer. Ataxia telangiec-
tasia is an autosomal recessive disorder
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characterized by a progressive cerebellar
ataxia, occulo-cutaneous telangiectasias,
immune deficiency, chromosomal insta-
bility, hypersensitivity to ionizing radia-
tion, and an increased incidence of cancer.
ATM shares significant sequence similar-
ity with a family of large serine–threonine
kinases that play a crucial role in cell-cycle
regulation. ATM functions as a protein
kinase, phosphorylating a large and grow-
ing list of substrates, including BRCA1, in
response to the presence of DNA double-
stranded breaks. Although ATM carriers
do not display any specific phenotype, they
had a significant increased risk of death
due to breast cancer. Generally, ATM car-
riers are more sensitive to the lethal effects
of the ionization radiations. To investigate
the relationship between breast cancer, ra-
diation exposure, and genetic variation in
the ATM gene, the WECARE (Women’s
Environment, Cancer and Radiation Epi-
demiology) study was conducted where
multiple centers (2100 subjects) partici-
pated. Results indicated novel mutations,
detected by denaturing high-pressure liq-
uid chromatography (DHPLC), in the
ATM gene identified both in patients
with antaxia telangiectasia and in patients
with unilateral or bilateral breast cancer.
These results point to the importance of
screening techniques with the sensitivity
to detect both missense and truncating
mutations. In addition, the importance of
standardizing the lab conditions cannot be
minimized in a multicenter study of this
nature, and in the type of quality control
assessments described in this study, which
will reduce bias and laboratory errors.

3.1.2 Early Detection Leads to Improved
Survival
An analysis of temporal trends for
esophageal cancer patients diagnosed
in 1961–1996 in Sweden showed

improvement in relative survival rates
(RSRs), but data were not available
on stage at diagnosis or on cancer-
directed treatment. In another study, the
temporal changes in RSRs by histology for
esophageal cancer patients in the United
States were reported. In the NCI’s SEER
program, data were obtained from nine
locations. Patients with esophageal cancer
as the first or only reportable cancer were
identified, excluding those ascertained
only by death certificate or autopsy. Using a
computer program that includes mortality
rates for the general US population (by
age, sex, and race), RSRs at 1, 3, and
5 years after diagnosis in 1975–1979,
1980–1984, 1985–1989, 1990–1994, and
1995–1998 were obtained for squamous
cell carcinoma and adenocarcinoma of
the esophagus (defined by ICD-O-2
morphology codes). Confidence limits on
RSRs were estimated as ± twice the SE
(p = 0.05). RSRs increased over time for
both squamous cell and adenocarcinoma,
beginning earlier than in Sweden. The
overall increases from 1975–1979 to
1995–1998 were similar for the two
histologic groups, but the larger sample
sizes for squamous cell carcinoma in
the earlier years resulted in statistical
significance for more comparisons than
for adenocarcinoma. Age-standardized
incidence rates for adenocarcinoma of
the esophagus in the SEER program
have surpassed the declining rates
for squamous cell carcinoma. For
squamous cell carcinoma patients, RSRs
were statistically, significantly higher in
1980–1984 versus 1975–1979 and in
1985–1989 versus 1980–1984 (except for
the 5-year RSR); thereafter, increases
were smaller. RSRs were slightly higher
for adenocarcinoma than for squamous
cell carcinoma, but differences were not
statistically significant.
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Another example in this area is that of
pancreatic cancer. It is known that about
10% of all cancers of pancreatic cancer are
hereditary. However, although mutations
have been found in the tumors of patients
with nonhereditary pancreatic cancers, the
major genes responsible for inherited
cases are yet to be discovered. Investigators
searched for suspicious mutations in the
BRCA2 gene of pancreatic patients who
had at least three relatives with this
disease. They discovered mutations likely
to be involved in tumor development in
17% of patients in this study. Further
research is needed to define the risk
of pancreatic cancer in patients with
these mutations better. Additional genetic
as well as environmental factors may
influence this risk.

More information is needed on a vari-
ety of topics relevant to cancer diagnostic
biomarkers. Identification of risk factors
and potential confounders for different
markers is another. Both sources and
extent of variability (intra and interindi-
vidual), which can have both genetic
and environmental sources, and labora-
tory variability, which has both random
and systematic components, are impor-
tant. Understanding the natural history
of biomarkers, analogous to the natu-
ral history of disease, will help us to
use biomarkers effectively in epidemio-
logical studies.

4
Technology Advancement in Diagnostics

The last 20 years have seen a molecu-
lar revolution influencing all aspects of
oncology: from the in vitro modeling of
genetic and epigenetic mechanisms of
oncogenesis and tumor propagation to
in vivo animal models of malignancy and

from the clinical stratification of patients
following ‘‘biomarkers’’ to the actual tar-
geting of molecular defects using drugs
specifically designed for that purpose. The
transgression of novel findings in the field
of molecular oncology can take virtually
years from bench to bedside. BRCA1 and
BRCA2, for example, were discovered in
the early eighties but their clinical im-
plication could only be achieved several
years later.

In the past few years, a number of
technologies and assays have emerged that
can be used for cancer detection. In the
following section, we have discussed those
techniques that are being used or have the
potential to be used in a clinical set up for
early cancer detection and risk assessment.
The major categories of these technologies
are genomics, epigenomics, proteomics,
gene expression profiling (RNA-based
techniques), and imaging.

Two major categories in the technology
advancement in diagnosis are:

1. Patterns Analysis as a Marker
2. Target Specific Detection.

4.1
Pattern Analysis as a Marker

Techniques to identify alterations in pro-
tein structure or function that are asso-
ciated with cancer include antibody-based
detection methods, measurement of enzy-
matic activity, two-dimensional gel anal-
ysis (2DGE), and surface-enhanced laser
desorption/ionization time-of-flight mass
spectrometry (SELDI TOF MS). By com-
bining features of systemic and local
disease markers into reference standards
for the diagnosis of new disease entities,
functional proteomics has the potential
to redefine illness. A brief description of
selected proteomic techniques and their
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implications for the molecular diagnosis
of cancer is given in the following section.

4.1.1 Surface-enhanced Laser
Desorption/Ionization Mass Spectrometry
(SELDI)
Implication of affinity MS to the iden-
tification and measurement of cancer-
associated biomarkers was achieved by
Ciphergen Biosystems, Inc. (Fremont, CA)
to develop SELDI ProteinChip MS tech-
nology. In protein analysis, SELDI has
several advantages over other existing tech-
nologies such as liquid chromatography-
MS (LC-MS), 2-D gel electrophoresis
coupled-MS (2DGE-MS), enzyme-linked
immunosorbent assay ELISA, and fluores-
cent-based binding assays for high-
throughput screening because of its versa-
tility, ease of use, speed, and cost. SELDI-
MS is rapid, reproducible, highly sensitive
(i.e. its detection limit is in the femtomolar
range), and it is readily adaptable to a diag-
nostic format. Its major limitations are the
difficulty in identifying proteins detected
in mass spectra and the limited ability to
detect most proteins in complex samples.
SELDI-TOF-MS has been utilized for dis-
covering proteomic patterns in blood and
offers a novel approach for early cancer
detection. Proteomic signatures emanate
from the cell as cancer develops, and the
emanating proteins generate biomarker
profiles that end up in the effluent blood
surrounding the cells. The concept is that
the collection of proteins flowing into the
tissue can be modified as it leaves the
tissue because of enzymatic events from
the cancer cell or the host, or proteins
could be added to the perfusing blood as
biomarkers. The serum proteome is a com-
plex of thousands of proteins and peptides
and the smaller posttranslationally modi-
fied proteins that are cleaved, glycosylated,
phosphorylated, or tagged with a lipid,

provide a wealth of diagnostic information
about the pathologic state of this tissue.

In a SELDI pattern, the cancer diagnos-
tic proteins are identified without knowing
their function. One challenge of this tech-
nology is to identify the proteins derived in
the cancer cell from those derived from the
host cell. This is a low-resolution system
that can process one drop of raw serum
on a microchip that binds proteins. A pro-
file of differentially expressed proteins is
generated. After validating the protein pat-
terns, an algorithm is developed to find
the subset of proteins that are diagnostic
of the cancer compared to the noncancer
state. The genetic algorithm takes two sets
of training data and finds the subset pat-
tern that can detect the difference between
the two training populations. That pattern
is mapped in n-dimensional space as a se-
ries of clusters and an unknown sample
can thus be compared to the cluster to de-
termine if it is a cancer or normal pattern.

SELDI analysis of serum from prostate,
ovarian, and bladder cancer patients and a
comparison with normal serum identified
distinct disease-specific protein profiling.
Results have been encouraging for iden-
tifying cancer in men with PSA levels
between 4 and 10 mg ml−1, which is a level
that has no specificity for that test. The use
of the multiparametric proteomic patterns
application method was able to identify
men who subsequently developed prostate
cancer. Results of investigations for ovar-
ian cancer showed that the algorithm could
identify patterns that were subsequently
found to be cancerous. The specificity and
sensitivity were very high in these studies.

The hope is that if cancer researchers
can shift the diagnosis of ovarian cancer
from stage III, where it currently exists, to
stage I, many lives will be saved. Moving
to a clinical testing situation will demand
a more advanced and reliable system than
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is now available. Therefore, current efforts
are being made to move from the SELDI-
TOF-MS to the QSTAR technology, which
can offer much higher resolution, quicker
response times, and assessment of a wider
molecular weight range of proteins. In
preliminary tests with the QSTAR, results
have been very encouraging.

4.1.2 Two-dimensional Gel
Electrophoresis
Two-dimensional (2-D) gel electrophoresis
is the most widely used tool for separat-
ing proteins in expression proteomics. In
2-D gel electrophoresis, proteins are sepa-
rated first in one dimension on the basis
of isoelectric point and then in a second
dimension on the basis of molecular mass.
In some cases, 2-D gel electrophoresis may
evaluate whole cell or tissue protein ex-
tracts. The pH gradient employed in the
first dimension can also vary, depending
on the application. Using very narrow,
immobilized pH gradients for the first-
dimension separation increases resolving
power and can help detect low-abundance
proteins. Radioactive or fluorescent label-
ing or silver staining offers visualization of
hundreds of proteins. Differences between
the samples can be compared and relative
quantities determined by quantifying the
ratios of spot intensities in independent
2-D gels. MALDI-TOF mass spectrometry
(MS) allows the analysis and identification
of very small amounts of protein isolated
from the gel. These advances have com-
bined to make 2-D electrophoresis a more
attractive option for the analysis of complex
protein mixtures.

4.1.3 Immunoassays
Immunoassays are the fastest-growing
technologies for the analysis of biomole-
cules and are used widely for diag-
nostic purposes. The development of a

competitive binding assay using radioiso-
topes and enzyme-labeled probes later was
a major milestone in antibody-based im-
munoassays. These developments paved
the way for an enormous expansion in
application of these technologies, particu-
larly in biomedical research and in clinical
chemistry. These assays are limited, how-
ever, to the analysis of a few thousand
assays per day, even with the adaptation
of the microtiter plate format. Further-
more, the presence of only known analytes
that can be screened for becomes a serious
bias in proteome analysis, where unknown
gene products are significant. A new tech-
nology, gene and protein microarrays, is
further advancing the ability to perform
tens of thousands of assays in parallel. The
first analytical breakthrough came with the
use of oligonucleotides and cDNA microar-
rays; however, the analysis of the proteome
requires a different approach and the de-
velopment of protein microarrays using
protein chips.

4.1.4 Protein Arrays
Protein arrays are composed of multiple
recombinant proteins that are arranged
in an orderly fashion on a small surface.
The protein and antibody arrays are mostly
miniaturized immunoassays for multiple
proteins and antibodies, respectively. They
also can be used to detect protein–protein,
protein–ligand, protein–DNA, and pro-
tein–RNA interactions, however. Their
production could be automated using ei-
ther pin-based or liquid microdispenser
robots. Protein and antibody microarrays
will be the approach of choice to close the
information gap between genomics and
proteomics in the development of new
markers for the early detection, diagno-
sis, and classification of cancer. Ordered
microarrays of proteins, protein ligands,
or antibodies directed at well-defined
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antigens are the best platform for the
high-throughput, precise analysis of quan-
titative differences between the proteomic
maps of healthy and cancer-stricken indi-
viduals. This emerging technology will be
applied to identify differences at the cel-
lular level, to compare normal cells and
cancer cells from the same organ, and
to compare body fluids such as plasma
and urine from healthy donors and cancer
patients. Advantages of this assay are its re-
producibility, scalability, and quantitation.

4.1.5 Mass Spectrometry
Direct qualitative and quantitative com-
parisons of complex protein mixtures have
been greatly facilitated by the development
of a high-throughput mass spectrometry
(MS). This method employs a chemical
group or label made in two isotopic forms:
heavy and light. These labels, isotope-
coded affinity tags, combine with all of the
cysteine residues in a protein mixture. The
heavy reagent is added to one sample and
the light reagent is added to another sam-
ple. These samples are combined, and the
resulting protein digestion and peptides
are analyzed via MS. The isotopic sub-
stitutions do not affect the behavior of the
peptides during separation. Thus, peptides
derived from the two different samples en-
ter the spectrometer at the same time. The
MS measures the relative abundance of
heavy and light peptide forms in each
sample and identifies each peptide by
generating and analyzing the peptide fin-
gerprints. In this manner, a global view of
the protein abundance in cells or tissues
in two different states of health emerges.

4.1.6 Matrix-assisted Laser Desorption/
Ionization (MALDI)-time-of-flight (TOF)
Mass Spectrometry (MS)
Matrix-assisted laser desorption/ionizati-
on (MALDI)-time-of-flight (MALDI-TOF)

uses a nitrogen laser. MALDI-TOF sam-
ples are irradiated after coating the sam-
ple with an energy-absorbing matrix.
Molecules from the surface are dissolved
and accelerated, and their TOF is mea-
sured to determine molecular weight,
mass, and electrical charge.

Liquid chromatograph (LC)–tandem
mass spectrometer (TMS), which is an
tandem mass spectrometer (MS-MS) in-
strument combined with LC to measure
molecular species disassociated from a
matrix, is utilized in determination of se-
quences of peptides.

MALDI-TOF and LC-TMS technologies
are applied to develop images from pro-
tein samples. There are several advantages
of the MALDI technologies: they are a
very high-throughput discovery tool, can
perform direct analysis of tissues, have
high-molecular specificity, can be used
for simple protocols, and result in multi-
ple images at different molecular weights.
These technologies can be used for protein
identification and in the study of PTMs.
The highest sensitivity is in the molecu-
lar weight range below 50 kDa. Although
it currently is possible to analyze proteins
up to molecular weight 30 KDa, there is a
decline in accuracy and specificity above
50 kDa. There is a requirement of fur-
ther processing for protein identification.
Images developed from these methods
can illustrate the distribution of a specific
molecular weight molecule (i.e. protein)
in a tissue slice. The range of molecular
weights using these methods is between
1000 and 100 000 m/z. The MALDI-TOF
results are very reproducible. The profiles
produced by these methods may be used
to follow the progression of a disease, but
not to classify the disease. These methods
can identify protein patterns to be used as
biomarkers or can be used to determine
the efficacy of drug therapy with biopsy
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material. A finding that may be applicable
to both areas is that different proteins exist
in different regions of a tumor.

Another improved technology, MALDI-
QSTAR (QqTOF) is used to determine
concentration of drugs in tissue. The QS-
TAR is a quadrapole TOF MS-MS machine
and can be very specific for very low con-
centrations of a protein. This technology
can help show the positive correlation be-
tween LC-MS analysis, which can take days
to analyze, and MALDI imaging, which
can be completed within minutes, in drug
analysis studies.

4.1.7 Laser Capture Microdissection
The most tedious job in proteomics is
sample preparation, as some proteins are
insoluble in a heterogeneous mixture of
cells. An important advance in sample
preparation is the development of laser
capture microdissection(LCM). Although
manual microdissection can achieve good
precision, it is time consuming, labor in-
tensive, and requires a high degree of
manual dexterity. The LCM system al-
lows one-step procurement of selected
human cell populations from a section
of complex, heterogeneous tissue. LCM
has been used successfully to obtain pure
populations of cancer cells from both
frozen and paraffin-embedded tissues,
stained or unstained, for the molecu-
lar analysis of macromolecules. LCM is
capable of isolating single cells, mak-
ing it possible to procure pure popu-
lations of neoplastic cells from lesions
less than 1 mm in diameter without en-
croaching upon adjacent nonneoplastic
cells. Using this technique, matched nor-
mal epithelium, stroma, benign, preneo-
plastic neoplasia, and cancer cells from
the same specimen have been isolated
successfully.

4.2
Target Specific Detection

Following technologies are covered under
target-specific detection.

4.2.1 Tumor Antigen Markers: Techniques
to Detect Autoantibodies
The identification of tumor antigens that
elicit an antibody-based immune response
may be useful in cancer screening and
eventually in immunotherapy. The con-
tribution of PTMs to the detection and
identification of cancer biomarkers is sig-
nificant. One approach is to rely on the
immune system to help identify pro-
teins that are synthesized by tumor cells
that may be immunogenic. It may be
possible to detect antibodies against the
proteins that can be used as biomarkers.
This is a simple approach that can be
very productive.

There are three proteins that are im-
munogenic in cancer – beta-tubulin3 in
neuroblastoma, annexin I and II in lung
cancer, and calreticulin in liver can-
cer – that have been investigated to deter-
mine whether they can be used for early
detection. For example, there appears to
be some promise for using antibodies to
annexin in the early detection of lung can-
cer. Studies on serum from patients in the
carotene and retinol efficacy trial (CARET)
indicated that 3 of 10 patients who pro-
gressed to lung cancer had antibodies to
annexin a year before diagnosis.

4.2.2 Techniques for Detecting
Glycoproteins
The global study of proteins has many
unique difficulties that set it apart from
comprehensive studies of genes and tran-
scripts. First, the behavior of proteins is
determined by the tertiary structure of
the molecule. Any assay based on protein
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binding depends on maintaining the na-
tive conformation of the protein. This lim-
its the systems that can be used to capture
protein targets in affinity-based assays.
Second, the detection of low-abundant
proteins poses a particular challenge, es-
pecially given that the dynamic ranges of
proteins in biological systems can reach
parts per million or greater. An amplifica-
tion system analogous to the polymerase
chain reaction is yet to be developed for
protein studies. Furthermore, the behavior
of proteins may or may not be governed
quantitatively. Protein regulation often is
based not on synthesis and degradation but
on reversible modifications such as acety-
lation, for example. Compounding the
difficulty is the fact that RNA splicing can
produce highly homologous splice variants
that differ in function. Nonetheless, pro-
tein science has advanced to the point that
some of these hurdles can be overcome.

Protein profiles change because of infec-
tion with viruses associated with cancer.
For example, individuals chronically in-
fected with the hepatitis B or C virus
(HBV, HCV) are at high risk for develop-
ing hepatocellular carcinoma (HCC), with
disease progression occurring relentlessly
over many years. The diagnosis of HCC
usually occurs at late stages in the disease,
when there are few effective treatment op-
tions and the prognosis is very poor. The
latency period (up to 20 years), together
with clearly identified at-risk populations,
provides opportunities for earlier detection
that will allow more timely and effective
treatment of this devastating cancer. 2DGE
was utilized to test the hypothesis that
changes in the amount of certain serum
polypeptides, or changes in their post-
translational modifications, can be used
to predict the onset of HCC. Advances
in the standardization of 2DGE, together
with automation of critical steps such as

image analysis, permit the reproducible
resolution of thousands of polypeptides
per run. Serum polypeptides from indi-
viduals at different stages on the disease
continuum are being resolved by 2DGE
to identify those that change with disease
progression. Polypeptides found by this
method can be characterized further by
MS. In addition, investigators are explor-
ing the potential for changes in the glycan
structure of certain polypeptides to serve
as a marker for disease progression.

The proteomic approach is expected to
facilitate identification of the best indica-
tors and biomarkers of the progression
of HCC. Information also may be ob-
tained about the pathobiology of the dis-
ease process. It has been demonstrated
that N-nonyl-deoxynojirimycin (N-nonyl-
DNJ), a modified glycan, contains an
antiviral activity designated to a func-
tion other than that of an impact on
glycoprocessing. This idea was tested
by experiments showing that N-nonyl-
deoxygalactojirimycin (N-nonyl-DGJ), an
alkyl derivative of galactose with no im-
pact on glycoprocessing, retains anti-HBV
activity. The data suggest that N-nonyl-
DGJ exerts its antiviral action at a point
before the virus is encapsulated and may
prevent the proper infectivity of the HBV
pregenomic RNA.

Tumor markers shed into the serum
have been sought as a means to identify
individuals at risk for developing cancer.
An alteration in the oligosaccharides as-
sociated with glycoproteins is one of the
many molecular changes that accompany
malignant transformations. The method-
ology used to assess these alterations,
however, has been hampered by several
factors, including insensitive techniques
that require large sample amounts, poor
quantitation, and the lack of accurate infor-
mation about the relative quantitation of
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all of the oligosaccharides that are present.
As a result, the systematic and thorough
structural analysis of all of the oligosaccha-
rides associated with particular proteins
from the tissues of cancer patients has not
been carried out. Since specific alterations
in oligosaccharides typically are used in
histology studies to differentiate between
cancerous and noncancerous cells, the po-
tential for oligosaccharides to serve as
biomarkers in noninvasive methodologies
remains a promising, but unexploited,
area. Attempts are being made to explore
oligosaccharide structure and disease-state
relationships using a new robust tech-
nology platform that employs fluores-
cent high-pressure liquid chromatography
(HPLC) analysis of sugars to quantitate
every oligosaccharide present (abundance
of >0.1% in the total glycan pool) in pro-
tein samples. Some of the markers that
have been identified to date, such as fu-
cosylated glycoform of alpha fetoprotein,
have altered glycosylation patterns in the
disease state.

4.2.3 Activity-based Protein Profiling
The activity-based protein profiling (ABP)
technology is utilized to directly measure
protein functions in complex proteomes.
The goal of this approach is to develop
activity-based chemical probes (ABPs). Re-
garding enzymatic activity and the role
of PTMs, there are three significant en-
zyme types that have become the fo-
cus of research in this area: proteases
(zymogens, endogenous inhibitors), ki-
nases (autoinhibitory domains), and phos-
phatases (autoinhibitory domains, endoge-
nous inhibitors).

The challenge of ABP is in identifying
active sites on specific enzymes that guide
their chemical activity and finding chem-
ical reactive groups that label and bind
the active sites in complex proteomes. The

first enzyme class targeted with this ap-
proach was the serine hydrolases (SHs), a
large and diverse enzyme family involved
in a variety of pathophysiologic processes,
including blood clotting, angiogenesis,
neural plasticity, peptide hormone pro-
cessing, T-cell immunity, reproduction,
cancer, emphysema, and plant-parasite in-
teractions.

Inhibition of SHs can be achieved by
the ABP fluorophosphonate (FP) reagents.
A study of breast and melanoma cancer
cell lines indicated that it is possible,
using cluster analysis, to characterize cell
lines based on enzymes by subcellular
distribution and tumor of origin. In this
study, one cluster each of breast and
melanoma cells was identifiable. A third
cluster formed that had one breast line, one
melanoma line, and one line of unknown
origin and shared the property of being
invasive. This suggested that cell lines
may cluster by invasive properties rather
than by tumor of origin. This indicated the
existence of a dedifferentiation phenotype.

In melanoma cell lines, sialyl acetylester-
ase (SAE) actively reacted with the ABP
and caused PTMs. Another example was
that invasiveness-related serine hydrolase
(IRSH), an integral membrane enzyme
upregulated in invasive cancer cells from
several tumor types, is upregulated in in-
vasive cancer lines independent of tumor
origin. A number of documentations in-
dicate that mRNA expression in a disease
like cancer does not correlate with protein
expression mainly because protein expres-
sion is regulated not by changes in the
level of expression but by its modifications.
Some proteins that are regulated posttrans-
lationally have a message level different
from activity level, which is indicative of
posttranslational regulation. Whether any
of the SHs upregulated in invasive cancers
is required for their aggressive properties
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is presently unknown. A global analysis
of SH activities provides proteomic infor-
mation of sufficient quantity and quality to
permit the phenotypic classification of can-
cer cells; invasive and noninvasive cancers
exhibit nearly orthogonal serine hydrolase
activity profiles; secreted and membrane
enzymes are better predictors of cancer
phenotype than are cytosolic enzymes. The
information obtained from cell-line system
will be useful in identifying markers from
tumor. It is also emphasized here that
the assays described above can be used
by any clinical laboratory for the rapid and
affordable screening of a variety of tumors.

4.3
Other Technologies

Some other technologies to detect markers
are also utilized for cancer diagnosis.

4.3.1 Genomics
DNA-based markers include mutations,
loss of heterozygosity (LOH), microsatel-
lite instability, DNA hypermethylation,
mitochondrial DNA mutations, and detec-
tion of cancer-associated viral and bacterial
DNA. Lung cancer is used as an exam-
ple here (Fig. 2). The development of lung
cancer requires repeated insults of carcino-
gens, mainly from tobacco smoke, into the
lungs over a long period of time. The car-
cinogenesis process takes a few decades
and results in the accumulation of multi-
ple molecular abnormalities in cells, which
is the basis for malignant transformation
and tumor progression. There is evidence
that genetic abnormalities occur in the
early carcinogenic process in the lungs of
chronic smokers and that certain abnor-
malities may persist for many years after
smoking cessation. Genetic and molecu-
lar alterations, such as mutations in the
p53 tumor suppressor gene and K-ras

protooncogene, promoter hypermethyla-
tion of the p16 tumor suppressor gene,
and LOH in multiple critical chromosome
regions have been identified frequently in
early stage lung cancers. Investigators are
exploring the possibility of using these
alterations as biomarkers in the early de-
tection of and in risk assessment for lung
cancer. With the completion of human
genome mapping and advances in high-
throughput technologies, the discovery of
molecular alterations in the carcinogenic
process is accelerating. A substantial effort
is now underway to conduct large-scale
cooperative discoveries and validations of
biomarkers for early cancer diagnosis. It is
anticipated that molecular marker-based
novel diagnostic strategies will be devel-
oped and merged into clinical practice to
augment current, inefficient tools for di-
agnosing patients with early stage lung
cancer. Different examples of biomarkers
used to detect a variety of cancers are dis-
cussed in Section 5.1.

4.3.2 Epigenomics
The development of a malignant phe-
notype in a given cell is accompanied
and often preceded by an accumulation
of DNA lesions. Until recently, it was
firmly believed that this change was exclu-
sively genetic, that is, affecting the actual
base pairing of the double stranded DNA
(e.g. base pair mutations, deletions, LOH,
microsatellite instability, and so on.). How-
ever, changes in the structure of the DNA
and its scaffolding proteins may, with-
out disrupting the base pairing of the
DNA, interfere with the normal physio-
logic functions of the DNA. These changes
are referred to as ‘‘epigenetic’’ and include
mechanisms like nuclear compartmental-
ization, stable feedback loops, differential
replication timing, heritable chromatin
structures such as histone acetylation and
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Progression of lung cancer

Annexin I and II
PIK3CA
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Methylation of
RARbeta, DAPK,
GSTP1, FHIT
RASSF1, MGMT

Markers located on 3q

Preneoplasia Neoplasia

Diagnostic markers in lung cancer

Fig. 2 Potential biomarkers to predict lung cancer. Epithelial carcinogenesis is thought to
be a multistep process involving sequential activation of oncogenes as well as the
inactivation of tumor suppressor genes in a clonal population of cells. These genetic
changes generate concomitant phenotypic changes in the tumor cells that promote survival
and proliferation. A number of genetic alterations in oncogenes and tumor suppressor
genes have been reported in a variety of tumor types. Because conventional histology is
unable to predict which lesions are likely to progress to cancer, the development of
molecular-based approaches to identify predictive genetic changes would greatly improve
the potential for early detection, prognostication, and intervention. In the figure, markers
expressed in different stages of tumor development are shown. As the cancer progresses,
the shape of cells changes and many cells become multinucleated.

foremost DNA methylation. Epigenetics
is the study of processes that estab-
lish metastable (i.e. somatically heritable)
states of gene expression without alter-
ing the DNA sequence. A number of
epigenetic markers can be utilized for can-
cer diagnostics. As an example, we have
presented potential epigenetics biomark-
ers in colon cancer development (Fig. 1).
In large part, the field of epigenetics ad-
dresses processes that affect DNA methy-
lation and/or chromatin structure to estab-
lish metastable, but somatically heritable,
states of gene expression. Thus, epigenetic

phenomena can be defined as changes in
the genetic material (specifically the ge-
nomic DNA and chromatin) that alter the
regulation of gene expression in a manner
that is somatically heritable (and some-
times heritable through the germline) but
is nonmutational, that is, does not involve
changes in the DNA sequence.

In the normal mammalian genome,
methylation occurs only at the cytosines
5′ to guanosines at the CpG dinucleotides.
The CpG dinucleotides have been de-
pleted progressively from the eukaryotic
genome over evolution via spontaneous
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deamination. The remaining CpGs have
a very high frequency of methylation-
facilitating chromatin arrangements to
render most of the genome late replicat-
ing and repressed for the transcription
of repeated regions. CpG islands, small
stretches of DNA, do contain the ex-
pected frequency of CpGs, however. The
methylation-protected regions generally
are located in the promoter regions. In
a normal human, up to 90% of CpGs
are methylated.

It has been suggested that the lack of
methylation might be a prerequisite for ac-
tive transcription. Only two exceptions to
this rule have been reported: fully methy-
lated CpG islands in the silenced allele
for specific imprinted autosomal genes
and multiple silenced genes on the inacti-
vated X-chromosomes of females. Another
emerging concept indicates that deacety-
lation of histone is the primary step
that results in the recruitment of methyl-
transferase to the CpG islands and in
hypermethylation of the promoter. To de-
velop cancer-prevention strategies, it will
be essential to identify factors that regu-
late the activity of deacetylation. Extensive
research is needed in this area, as targets
for chemoprevention could emerge from
such studies. Furthermore, epigenetic reg-
ulation occurs early in the development
of cancer and provides an opportunity to
develop intervention approaches that pro-
hibit further cancer development.

Concurrent aberrant methylation pat-
terns have been evaluated as tools in the
management of patients with cancer. The
predictive value, the therapeutic manip-
ulation, and the prognostic significance
of aberrantly methylated gene loci have
been tested in hematological as well as
in solid neoplasia of adults and children.
Importantly, methylation does not only
hold the potential for being ‘‘just another’’

biomarker, but also, as it can be reverted
chemically, for being a phenomenon that
holds great promise for therapeutic ex-
ploitation.

Technologies used to detect epigenetic
alterations include methylation-specific
PCR, MethyLight DNA analysis, restric-
tion landmark genomic screening (RLGS),
methyl cytosine amplification (MCA), and
immunoassays to detect histone acetyl
transferase. Nanochips with multiple epi-
genetic marker genes are also being devel-
oped in academic and private institutes.

4.3.3 RNA-based Assays
There are various ways of detecting can-
cer cells by analyzing RNA. Studies of
differential mRNA expression can be in-
formative, but mRNA levels do not always
correlate with protein levels. Proteins of-
ten are subject to proteolytic cleavage or
to posttranslational modifications, such as
phosphorylation or glycosylation. Cancer-
detection strategies that target expressed
proteins are becoming increasingly popu-
lar because proteomic approaches charac-
terize the modified or unmodified proteins
that are involved in cancer progression. It
is critical to preserve samples in appro-
priate condition – for example, extremely
low-storage temperature – for RNA analy-
sis. Such requirements make RNA-based
assays somewhat difficult to apply in clini-
cal settings.

4.3.4 Posttranslational Modifications
Posttranslational modifications (PTMs)
are an integral part of gene regulation.
PTMs of proteins, not detected through
RNA analysis, may occur at different stages
of tumor development, which is indicative
of early or late events of transformation.
During PTM, a protein is modified either
in the endoplasmic reticulum or the Golgi
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complex by undergoing phosphorylation,
acetylation, glycosylation, palmitoylation,
myristilation, ubiquitination, farensyla-
tion, methylation, or sialylation. Specific
genes are turned on or off at the onset of
initiation, development, and progression
of diseases such as cancer. PTMs have
been reported for the key steps in tumor
progression, such as cell cycle check point
and apoptosis. There is a need for research
to identify PTM markers at an early stage
of cancer development and for developing
prevention strategies.

4.3.5 Imaging
Imaging is a powerful tool for cancer
diagnosis. Mammography is currently
regarded as the most-effective method
for early detection of breast cancer.
Nevertheless, it is estimated that up
to 30% of breast lesions are missed
during the screening process. In addition,
when radiologists classify mammograms
as suspicious, and biopsies are performed
to confirm malignancy, only about 10
to 30% of mammographically identified
suspicious lesions are positive. The use of
magnetic resonance imaging (MRI) offers
a great opportunity to develop alternative
ways to diagnose breast cancer. The image
resolution is substantially higher and
true three-dimensional identification is
present. Cancers are shown to enhance
relative to other tissue following the
administration of different agents such
as gadolinium-diethyl-enetriamine penta-
acetic acid (Gd-DTPA).

The sentinel node technique is widely
employed in cases of breast cancer di-
agnosis. Different detector systems have
been used, but several problems have
occurred in clinical practice. One such
problem is the difficulty in accurately
detecting the sentinel node within the aux-
iliary soft tissue. This problem is even

more pronounced in cases of abdomi-
nal and thoracic tumors. The innovative
imaging probe (IP) allows primary tu-
mors and secondary lesions, if appro-
priately radiolabeled, to be visualized on
a monitor. The IP is a small, portable,
high-resolution gamma camera used in
radioguided surgery and can be applied
optimally for minimally invasive surgery
in breast cancer treatment. The collec-
tion of more data would improve iden-
tification techniques for carcinoma and
parenchyma, fibroadenoma, and benign
proliferative changes.

Another powerful technology is func-
tional imaging that can address as yet
unresolvable questions about cancer bi-
ology in both basic sciences and clin-
ics. Combining functional imaging with
anatomical criteria of the disease can be
beneficial in the management of cancer.
Functional CT describes the use of exist-
ing technologies and conventional contrast
agents to capture physiological parame-
ters that reflect the vasculature of tumors
and other tissues. The technique is read-
ily incorporated into routine conventional
CT examinations. In tumors, the physio-
logical parameters obtained provide an in
vivo marker of angiogenesis. In addition to
serving as a research tool, functional CT
has clinical applications in tumor diagno-
sis, staging, risk stratification, and therapy
monitoring, including the characterization
of pulmonary nodules, detection of oc-
cult hepatic metastases, grading of cerebral
glioma, and monitoring of antiangiogene-
sis drugs. Since software is available for the
development of multisided CT systems,
functional CT is poised to have a signif-
icant impact on the imaging of patients
with cancer.

Computer-assisted diagnosis (CAD) has
been applied to mammography and
chest radiography to improve diagnostic
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accuracy and has the potential to improve
the accuracy of MRI for detecting nodal
metastases in women with newly diag-
nosed breast cancer. Clinical researchers
should design future trials to incorporate
plans for collecting and analyzing molecu-
lar markers.

5
Challenges in Cancer Diagnostics:
Validation of Biomarkers

Our ability to predict the biology of pre-
malignant lesions has been limited by
controversial clinical terms, inaccurate and
subjective assessments because of the lack
of well-defined criteria for grading interex-
aminer variability, and, most importantly,
the lack of genotypic-/phenotypic-based
biomarkers. It is somewhat paradoxical
that the spectacular achievements made
in the last few years in defining molec-
ular genetic alterations in cancer have
not translated into effective strategies for
screening and early diagnosis. Methods
other than nonrandomized clinical trials
must be established to evaluate and val-
idate biomarkers for clinical application
during the early stages of investigation.
Validation of new biomarkers by tradi-
tional clinical trials will be unfeasible
owing to cost, time required for follow-up,
rapidly changing technologies, variations
in treatments, and the large number of
biomarkers expected to be discovered.

5.1
Biomarkers as Surrogate End Points

Biomarkers can also be used as surro-
gate endpoints; however, it is necessary
that the following criteria are satisfied:
(1) modulation or elimination of the risk
marker must correlate with a decrease

in cancer incidence; (2) the marker must
be modulated by chemopreventive agents;
and (3) the marker must be a determi-
nant of outcome. Risk markers are usually
used as surrogate outcomes in order to de-
tect the effect of a prevention intervention
more rapidly than waiting for the definitive
outcome. Biomarkers for colon cancer are
most likely to be found in stool specimens.

Utilization of surrogate endpoint bio-
markers (SEBs) addresses many of the
limitations seen in large chemopreven-
tion trials. However, there always has
been a question of whether the surro-
gate endpoint is a valid step along the
pathway to carcinogenesis. In this re-
gard, three types of SEBs that are being
used in chemoprevention research are:
(1) Pathologic Biomarkers are premalignan-
cies, such as colon polyps, that are known
to progress to cancer in some cases;
(2) Drug Effect Biomarkers are dynamic end-
points of a direct drug-to-target effect, such
as aspirin, which inhibits the production
of prostaglandins. (3) Biological Biomarkers
are proteins, genes, or quantitative cellular
processes that are used to predict cancer
diagnosis or risk. These can also be di-
vided into Process Biomarkers, such as those
involved in pathway-derived carcinogene-
sis or regulatory endpoints, and Screening
Biomarkers, which are derived from pro-
teomic assessment.

Another major challenge is to make di-
agnostic assays high throughput, easy to
adopt, and applicable to multiple samples.
With the advancement of knowledge in the
biomarker field, it is possible to achieve
these goals. Furthermore, the knowledge
gained in diagnostics will be useful in ap-
proaches, such as prevention, which relies
on interventions during early phases of
carcinogenesis to reduce the incidence of
invasive cancer and, ultimately, to reduce
cancer-related morbidity and mortality.



114 Neoplastic Disease Diagnosis, DNA in

5.2
Biomarker Validation

For biomarker validation, information
on quantifying biomarker endpoints is
essential. There should be strict laboratory
standards and procedures for completing
assays. Validation is very difficult unless
newer technologies are used to increase
statistical power. One newer approach
using technology is to develop pattern
recognition with quantitative computed
imaging techniques. There is a need for
reliable biomarker panels for use in large
population studies that meet the following
specifications: (1) serum is the preferred
sample for the assay; (2) the assay should
not be expensive; (3) there must be an easy
method for quality control; (4) there must
be an algorithm because proteins, which
are multiclonal, will vary among different
types of cancer.

Novel biomarkers must be validated
prior to general use. Sensitivity, specificity,
and predictive value must be determined
through the use of body fluids, paired
tumors, and surrounding tissue from a
wide variety of cancers. A large number
of samples from individuals with known
characteristics should be processed to
minimize the problems of confounding
and to avoid forged associations. Prior
to field testing, it should be established
that the biomarker is truly in the path of
pathogenesis and not simply the result
of an adaptive response. Case-control
studies on stored samples should be
employed to test biomarker efficiency.
While the emerging technologies show
great promise, care must be taken to
define and establish references or baseline
profiles from a variety of tissues (including
normal tissues) or body fluids.

Extensive animal studies may help to re-
fine human testing prior to screening. The

biomarker assay should be reproducible
to avoid mislabeling individuals as false
positives or false negatives and to provide
sufficient time before clinical diagnosis.
Sample sources such as urine and stools
for DNA make it important to evaluate
techniques and methods for extraction. A
biomarker should be tested in the popu-
lation intended for ultimate use because
tests for early detection often require a
higher specificity than do tests in clinical
diagnosis. With regard to early detection
and prevention strategies, biological sam-
ples should be screened for a cluster or
pattern of markers and for substantial ac-
curacy in performing risk assessment. The
positive predictive value of a test can be as-
sessed and labeling of individuals as either
false positives or false negatives can be
minimized by using a panel of biomarkers.

Despite extensive efforts to improve the
diagnosis and treatment of patients with
lung cancer over the past three decades,
the overall survival rate of patients with
the disease remains dismal. Because lung
cancer takes a few decades to develop, early
diagnosis of the disease or identification
of truly high-risk populations may pro-
vide an opportunity to successfully cure
or prevent the disease. Recent advances
in understanding the biological basis of
lung tumorigenesis have provided new
tools for detecting malignant cells and the
process of malignant transformation and
progression. Along with the identification
of molecular abnormalities in early lung
tumorigenesis, advanced molecular ana-
lytic technologies have emerged that may
facilitate the development of rapid and ef-
fective methods for early diagnosis and
risk assessment.

The use of functional imaging to develop
‘‘functional’’ approaches to diagnosis and
therapy needs further investigation. Many
methodologies exist for the acquisition of
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primary data on the efficacy of imaging
technologies. A form of economic cost-
effectiveness modeling called iterative
decision analysis can be used to set
research and service priorities. Cancer
clinicians need to take an increased role
in functional imaging research because
they have considerable expertise in the
development and use of treatments that
modify cell and tissue function.

Microscopic examination of tissue de-
tects a disease after it has developed and
is important in forecasting tumor behav-
ior and prognosis. Additional procedures,
however, are essential for early detection.

With regard to the use of biomarkers as
risk factors or for detecting preneoplastic
lesions, several criteria must be met as
described below:

• The variance of the detection tests and
the intra and interlaboratory variance
must be known.

• The biomarker and its assay must
provide acceptable predictive accuracy
for risk or for the presence of cancer.

• The biomarker must be differentially
expressed in normal, premalignant, and
in tumor tissue.

• The assay of the biomarker should be
simple enough to be accommodated in
clinical settings.

In cancer prevention, intervention is
achieved through the use of pharmaceuti-
cals, vitamins and minerals, or other chem-
icals that reduce cancer risk. Choosing the
targets for chemoprevention research is
of the utmost importance. There should
also be evidence of a nongenetic com-
ponent (i.e. acquired mutations) to the
carcinogenesis process in the target dis-
ease. Another important issue is the ability
to obtain tissue to study the disease, and
there must be some amount of preclinical
(e.g. mechanism-of-action, in vitro studies,

and preclinical in vivo data) evidence to
support the research.

A number of limitations exist in chemo-
prevention trials. Some studies indicate a
screen-to-accrual rate of 5 to 10%. A signif-
icant barrier in the process is the number
of participants needed to reach a cancer
endpoint to a trial. Large numbers of par-
ticipants are needed for a significant period
of time (10–20 years) if cancer is used as
an endpoint. In addition, the design of
chemoprevention trials is very complex.

6
Summary

Early cancer detection is one of the best
defenses against cancer. Emerging tech-
nological advancements in proteomics and
genomics are allowing us to extract larger
amounts of information from smaller and
smaller samplings. In the future, single-
cell analysis and nanotechnology may
allow us to study cancer heterogeneity
and the effects of complex cellular in-
teractions precisely. The early results in
microarray-based gene expression analysis
are painting a detailed portrait of cancer
that illustrates the individuality of each tu-
mor and allows familial relationships to
be recognized through the identification
of cell types sharing common expression
patterns. As proteomic and genomic tools
continue to develop, it will be essential to
integrate information from several analy-
ses into a common framework to develop
a more complete understanding of cancer
diagnostics and its implications in cancer-
risk assessment and therapeutics. Efforts
are continuing to identify new markers
that may be useful in cancer diagnosis.
Once good markers of risk are identified, it
may eventually be possible to perform risk-
based screening in which the frequency of
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screening is a function of the patient’s
risk based on the family history and other
risk factors.

See also Oncogenes.
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Keywords

Anencephaly
Exposure of the interior of the brain to the outside, with absence of the skull vault,
resulting from failure of neural tube closure in the future brain.

Closed spina bifida (or dysraphism)
Skin-covered spinal lesions in which the lowest portion of the spinal cord fails to
become separated from adjacent tissues during embryonic development, leading to
spinal cord tethering inside the vertebral canal.

Craniorachischisis
The most severe NTD in which most of the brain and the entire spinal cord remain
open, as a result of failure of the initiating event of neurulation (Closure 1).

Exencephaly
An early developmental form of anencephaly, in which the persistently open cranial
neural folds appear everted and ‘‘overgrown.’’ Later in gestation, degeneration of the
exposed neural tissue results in the ‘‘flat skull’’ appearance of anencephaly.

Hydrocephalus
Increase in cerebrospinal fluid pressure within the cavities of the brain, often
associated with spina bifida.

Myelomeningocele
Alternative term for open spina bifida. The spinal cord is open (myelo-), and the
meninges emerge from the defect in a cystic lesion (meningocele). An open spinal cord
without a covering meningeal sac is called myelocele.

Neural plate
A layer of ectodermal cells on the back of the early embryo that undergoes folding and
fusion to produce the neural tube, the precursor of the entire brain and spinal cord.

Neural tube defects
The group of birth defects comprising spina bifida, anencephaly, and craniorachischisis
that result when the neural tube fails to complete closure during embryogenesis.

Neural tube
The tubular structure formed in the early embryo by folding and fusion of the neural
plate in the dorsal midline to produce the precursor of the brain and spinal cord.
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Neuropore
A transient ‘‘holelike’’ opening in the neural tube at which neural tube closure is
undergoing completion.

Neurulation
The embryonic process by which the neural tube is formed. In higher vertebrates,
neurulation comprises primary events, characterized by neural folding, and secondary
neurulation in which the caudal neural tube forms by hollowing of a cord of cells to
create a tubular structure.

Open spina bifida (spina bifida aperta)
Exposure of the interior of the spinal cord to the outside environment. This definition
encompasses the pathological terms myelocele and myelomeningocele.

� Spina bifida is usually grouped together with the closely related conditions anen-
cephaly and craniorachischisis, to form the category of congenital malformations
known as neural tube defects (NTDs). NTDs affect approximately 1 in every 1000
pregnancies, equating to a worldwide prevalence of around 120 000 pregnancies
with NTDs per year. Hence, NTDs represent one of the commonest, most severe
birth defects in humans. The term NTDs reflects the origin of the malformations.
In normal development, the neural plate, the precursor of the brain and spinal cord
in the early embryo, undergoes folding and fusion to form the neural tube. If neural
tube closure fails in the developing spine, the result is open spina bifida (also called
myelomeningocele or myelocele; Fig. 1(a)–(d)), a defect in which the interior of the
spinal cord remains open to the outside, rather than being covered by the bony
vertebrae and skin. The exposed nervous tissue degenerates before birth so that
babies born with open spina bifida are often paralysed and lack sensation below
the level of the lesion. They may exhibit urinary and faecal incontinence, and have
associated defects such as hydrocephalus (Fig. 1(e)). If the neural tube fails to close
in the embryonic brain, the resulting birth defect is initially described as exencephaly
(Fig. 1(b)), in which the neural folds appear everted. Later in gestation, degeneration
of the neural tissue converts the defect to anencephaly, in which the interior of
the skull is exposed owing to loss of the open brain and failure of the skull roof
to develop. Fetuses with anencephaly do not survive beyond birth, and are often
stillborn or die during pregnancy. If the entire neural tube fails to close, from brain
to low spine, this is referred to as craniorachischisis (Fig. 1(f)–(h)), a uniformly lethal
condition. Closed spina bifida (also called spina bifida occulta) represents the mild
end of the NTD spectrum. The lowest part of the spinal cord fails to separate from
adjacent tissues during development, a defect that can produce weakness of the
legs or urinary incontinence. Surgical intervention may be required in order to free
the spinal cord within the vertebral canal, relieving pressure on the spinal nerve
roots.
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1
Neurulation: A Multiphase Embryonic Event

NTDs (neural tube defects) result from fail-
ure of neurulation, the embryonic event
responsible for formation of the neural
tube. Neurulation comprises a series of
coordinated cellular behavior, beginning
with differentiation of neurectoderm from

lateral ectoderm. Concomitantly, the neu-
ral plate narrows medio-laterally and
lengthens rostro-caudally by the process of
convergent extension, with neuroepithelial
and underlying mesodermal cells moving
toward the midline and intercalating along
the rostro-caudal axis. Subsequently, neu-
ral folds form at the edges of the neural
plate, which then elevate, with bending at

(a)

(e) (f) (g) (h)

(b) (c) (d)

Fig. 1 The spectrum of NTDs in humans and
mice. (a) Myelomeningocele in a human
neonate; (b) exencephaly (arrow) and open spina
bifida (arrowhead) in an E15.5 mouse embryo
homozygous for the curly tail mutation;
(c) myelocele in a human neonate; (d) open
spina bifida in an E18.5 mouse fetus. Note the
close similarity between these mouse and
human NTDs; (e) hydrocephalus, with marked
expansion of the cranial vault; (f, g)
craniorachischisis in a human fetus from
sideview (f) and back view (g). Most of the brain

and spine are open; (h) craniorachis-
chisis in an E15.5 mouse embryo homozygous
for a mutation of Celsr1. The neural tube is open
between the arrows, affecting most of the brain
and the entire spine, as in the human defect.
Parts (b, h) modified from Copp, A.J., Greene,
N.D.E., Murdoch, J.N. (2003) Nat. Rev. Genet. 4,
784–793; Part (c) from Copp, A.J. (1999)
Encyclopaedia of Life Sciences/www.els.net Nature
Publishing Group, London, UK; Part (d) from
Stiefel, D., Shibata, T., Meuli, M., Duffy, P., Copp,
A.J. (2003) J. Neurosurg. (Spine) 99, 206–213.
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Hindbrain
neuropore

Anterior
neuropore

Posterior
neuropore

Closure 2 

3

0

Closure 1

Open
spina bifida 

Anencephaly

Cranio-
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Fig. 2 Schematic summary of the successive initiation events of
mouse neurulation (Closures 1, 2, and 3), the direction of spread of
closure from the initiation sites (solid arrows), and the sites of
completion of closure (anterior, hindbrain, and posterior
neuropores). The tail bud region (red shading) is the site of
secondary neurulation, which follows immediately after closure of
the posterior neuropore. The main types of NTD that result from
failure of the different components of neurulation are indicated by
the dotted arrows. Modified from Copp, A.J., Bernfield, M. (1994)
Curr. Opin. Pediatr. 6, 624–631. (See color plate p. xxv).

precise dorso-ventral locations, until the
tips of the neural folds come into con-
tact in the dorsal midline. The apposed
neural folds adhere and then fuse, with
subsequent remodeling of the epithelia, to
create the neural tube and covering surface
ectoderm.

1.1
Rostro-caudal Sequence of Neurulation
Events

In the mouse, neural tube closure is
initiated at the hindbrain/cervical bound-
ary (Closure 1), and then proceeds
concurrently in the future brain and
spinal regions (Fig. 2). Brain closure
is initiated independently at the fore-
brain/midbrain boundary (Closure 2) and
at the extreme rostral end of the fore-
brain (Closure 3). Closure between these

initiation sites occurs simultaneously, cul-
minating in the completion of cranial
neurulation at the anterior and hind-
brain neuropores. The spread of clo-
sure caudally along the spinal axis leads
to progressive closure of the posterior
neuropore, marking the end of primary
neurulation.

While the neurulation process has been
studied most closely in the mouse, hu-
man neurulation appears quite similar.
Closures 1 and 3 certainly occur in human
embryos, whereas there is disagreement
between authors about the occurrence of
an event comparable to mouse Closure 2.
In fact, even in the mouse, Closure 2 is a
variable event, with some inbred strains ex-
hibiting the closure rather caudally, within
the midbrain, whereas other strains un-
dergo Closure 2 more rostrally, within the
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forebrain. In these latter strains, Closures
2 and 3 may be located extremely close to-
gether, making the two events difficult to
distinguish from each other. This variant
of mouse Closure 2 resembles the human
situation, where a distinct Closure 2 event
has been inconsistently observed.

2
Causation of Spina Bifida and Other NTDs

NTDs have a multifactorial aetiology, with
both genetic and environmental influences
playing an important role.

2.1
Genetic Factors

The genetic component of NTD etiology
is revealed by the dramatically increased
risk among women who have had a
previous NTD pregnancy. Compared with
the average background prevalence of
0.5 to 2 per 1000 pregnancies, the
recurrence risk rises after one affected
pregnancy to around 1 in 25 and after
two affected pregnancies to about 1
in 10. These average figures relate to
live born or therapeutically aborted NTD
cases, and may underestimate the true
recurrence rates. Significant numbers of
NTDs are lost as spontaneous abortions
early in pregnancy, suggesting that the true
incidence, and perhaps also the recurrence
rate, of NTDs may be higher than
commonly quoted. The finding that the
risk of an NTD pregnancy is also increased
in first-degree relatives of an index case,
with risk declining in second- and third-
degree relatives is further evidence of
a significant genetic component to the
etiology of NTDs.

In the mouse, NTDs occur as a result of
mutations in more than 80 different genes.
This suggests that normal functioning of

a large number of genes is necessary to
ensure normal neural tube development. It
predicts, moreover, that human NTDs are
unlikely to result from the action of just a
single gene, but ultimately may prove to be
etiologically related to many genes. Hence,
NTDs are probably heterogeneous both
morphologically, in terms of the varying
level of the body axis that is primarily
affected, and also etiologically in terms of
their precise genetic causation.

Despite the evidence for a strong ge-
netic etiology, no major causative genes
have yet been identified for human NTDs.
The strongest link is to the gene encoding
5,10-methylene tetrahydrofolate reductase
(MTHFR), an enzyme involved in intracel-
lular folate metabolism. A polymorphic,
thermolabile variant of MTHFR (caused
by the C677T mutation) has a higher
frequency among NTD cases and their
families than among normal controls in
Dutch and Irish populations. Although
a link with NTDs is more difficult to
demonstrate in other human populations,
a meta-analysis of the worldwide data
showed an overall significant association
between MTHFR and NTDs. The C677T
mutation of MTHFR appears to contribute
to the overall risk of NTDs, particularly
when combined with low vitamin B12 sta-
tus or with homozygosity for the A66G
variant of the enzyme methionine syn-
thase reductase. Hence, genetic variations
in folate metabolism may predispose to
NTDs.

Several of the genes implicated in mouse
NTDs have been examined in human NTD
cases, but to date, only rare mutations
have been identified. There are several
possible reasons for this negative finding.
First, most of the mouse NTD–causing
mutations act only in homozygous form,
while heterozygotes are usually normal.
This contrasts with human genetic disease
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where haplo-insufficiency is the common-
est cause of clinical phenotype. With a
few exceptions, such as cystic fibrosis,
homozygotes for specific genetic defects
are usually rare and contribute little to
the overall burden of genetically deter-
mined human disease. Second, many of
the mouse NTD mutants are embryonic
lethals. Given the extremely high level
of pregnancy wastage in humans, it is
probable that most disadvantaged human
embryos fail to survive to late gestation.
Third, it seems likely that gene–gene in-
teractions, rather than single-gene effects,
are most likely to play a major role in the
etiology of human NTDs.

Gene–gene interactions have been well
documented in the mouse. For example,
while the curly tail (ct) mutation and the
unrelated splotch (Sp2H) mutation each
cause spina bifida in homozygotes, mice
doubly heterozygous for both mutations
(ct/+; Sp2H/+) also have NTDs. Embryos
of genotype ct/ct; Sp2H/+ exhibit partic-
ularly severe spina bifida. Translated to
the human situation, this suggests that
NTDs may result most commonly from
the coming together in a single individual
of two or more different genetic variants,
which provides the interaction necessary
to disturb neurulation. If many genes are
required for successful neurulation, as in
the mouse, a large number of possible
combinations of genetic variants might be
capable of producing NTDs. This could
yield a ‘‘sporadic’’ occurrence of NTDs at
a relatively high frequency, as is observed
in all human populations.

2.2
Environmental Factors

Epidemiological studies point to a likely
role for nongenetic factors, as well as
genetic influences, in the etiology of

NTDs. For example, the relatively high
prevalence of defects among pregnancies
in low socioeconomic groupings has led
to the suggestion that nutritional factors
may be of significance. This idea receives
support from the finding of a preventive
effect of folic acid supplementation on the
occurrence and recurrence of NTDs.

As with the genetic aspects of NTD eti-
ology, rather few environmental factors
have been shown definitively to cause hu-
man NTDs. It is now widely accepted that
exposure to the anticonvulsant sodium
valproate during the early weeks of preg-
nancy, when the neural tube is closing,
raises the risk of spina bifida to around
1.5 to 3%, a 15- to 30-fold increase in
prevalence compared to background in-
cidence. An elevated risk of NTDs has
also been reported with carbamazepine,
another anticonvulsant. Apart from these
drug associations, the only other well-
defined environmental association relates
to the uterine milieu associated with ma-
ternal diabetes mellitus. The frequency of
NTDs (like many other birth defects) is
increased severalfold in pregnancies of di-
abetic mothers.

A variety of exogenous agents, when ap-
plied to rodent embryos, exert teratogenic
effects with the production of abnormali-
ties including NTDs. The majority of NTD-
causing agents are drugs, chemicals, or
other substances extraneous to pregnancy.
For example, administration of sodium
valproate either to the pregnant female or
to the embryo in vitro produces NTDs al-
though the principal defect produced in
rodent embryos is exencephaly, not spina
bifida as in humans. Other well-known
NTD-producing teratogens include metals
such as arsenic and cadmium, drugs in-
cluding cytochalasins and alkaloids, and
physical agents including radiation and
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hyperthermia. Apart from exogenous ter-
atogenic agents, a number of molecules
derived from metabolism cause NTDs,
particularly in the context of maternal dis-
ease condition. Elevated concentrations of
glucose and ketone bodies, as found in di-
abetes mellitus, increase the risk of NTDs,
a finding that parallels the predisposition
to NTDs in human diabetic pregnancy.
Moreover, an excess or deficiency of retinol
(vitamin A), and particularly its active
metabolite retinoic acid, are also potent
causes of NTDs. Retinoic acid is pro-
duced endogenously in the embryo and
is essential for a variety of developmen-
tal processes. An imbalance in signaling
via retinoic acid receptors leads to NTDs,
among other defects.

As with gene–gene interactions, envi-
ronmental influences on nervous system
development seem most likely to oper-
ate in the context of varying genetic
susceptibility. This idea has been partic-
ularly well illustrated by studies in which
different inbred mouse strains, each repre-
senting a unique genetic background, were
found to exhibit varying susceptibility to
cranial NTDs caused by teratogenic agents,
including valproic acid. The genes that me-
diate this strain-specific variation in NTD
predisposition are not yet known, whereas
the developmental basis of the strain varia-
tion has been traced to a polymorphism in
the precise pattern of cranial neurulation.
Inbred strains differ in the position along
the rostro-caudal axis of the developing
brain at which the Closure 2 closure event
occurs. While the majority of strains ex-
hibit Closure 2 at the midbrain/forebrain
boundary, others have this event occurring
more caudally within the midbrain (e.g.
DBA/2 strain), or more rostrally within the
forebrain (e.g. NZW strain). Experimental
studies have shown that strains with a cau-
dal Closure 2 point are relatively resistant

to exencephaly (Fig. 3), whether caused by
teratogenic or genetic influences, whereas
strains with a rostral Closure 2 point are
relatively prone to exencephaly. Hence, the
precise position of Closure 2, as dictated
by the genetic background, sets the risk
level of a strain in its interaction with ei-
ther teratogenic or genetic factors that can
cause cranial NTDs.

Teratogenic agents can also interact
directly with the single-gene effects to
modulate the frequency or severity of
NTDs. For example, the low natural
frequency of exencephaly in the curly tail
strain is elevated by the administration
of all-trans-RA although, interestingly,
the frequency of spina bifida in this
strain is actually reduced by low-dose
RA. This example demonstrates that
environmental agents can exert sharply
contrasting effects, either exacerbating
or ameliorating, upon interaction with a
genetic predisposition.

3
Developmental Mechanisms of Spina Bifida
and Other NTDs

Of the more than 80 genes demonstrated
to be necessary for successful neurulation,
only a few have been studied in sufficient
detail to reveal how the genetic require-
ment is mediated developmentally. Recent
studies have led to an improved under-
standing of two aspects of neurulation:
the initial closure event (Closure 1), whose
failure leads to the severe NTD, cranio-
rachischisis, and the progressive closure
of the spinal neural tube, which yields
spina bifida when defective. In both cases,
specific signaling pathways have been
shown to be critical for successful neuru-
lation. More diverse cellular events appear
crucial for cranial neural tube closure,
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Fig. 3 Variations in position of Closure 2, in the
future brain of different inbred mouse strains, in
relation to the risk of exencephaly and
anencephaly. Left panel shows scanning electron
micrographs of embryonic brains from the left
frontal view. Dotted lines indicate the
forebrain/midbrain (FB/MB) boundary.
Arrowheads point to the site of initiation of
Closure, which is located caudal to the FB/MB
boundary in the DBA/2 strain (a), at the FB/MB
boundary in the CD1 strain (b), and rostral to the
FB/MB boundary in the NZW strain (c). Middle
panel summarizes diagrammatically this variation
in Closure 2 morphology. Red shading indicates
open neural folds caudal to the site of Closure 2,
whereas green shading indicates the anterior
neuropore, rostral to Closure 2. Arrows indicate
direction of neural tube closure. Right panel
shows an increasing risk of exencephaly correlated
with a progressively more rostral position of
Closure 2. The reason for this correlation is that
the midbrain region, which lies at the apex of the
cranial flexure, is mechanically the least favorable
brain region for neural tube closure, and is aided
in its closure by a caudal Closure 2 position (a)
but hampered in its closure by a rostral Closure 2
position (c). Modified from Fleming, A., Copp, A.J.
(2000) Hum. Mol. Genet. 9, 575–581. (See
color plate p. xxiii).
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whose failure results in the development
of anencephaly.

3.1
Initiation of Neurulation: Role of Planar Cell
Polarity Signaling

The initial closure event (Closure 1)
occurs when the neural folds fuse at
the level of the future hindbrain/cervical
boundary (Fig. 2). If Closure 1 fails,
the embryo develops with an extensively
open neural tube, from midbrain to low
spine (craniorachischisis, Fig. 1(f)–(h)),
although the forebrain is closed, as Closure
2 occurs normally in such embryos.

Recently, the cell movements of con-
vergent extension, which occur from the
stage of gastrulation onward, have been

found to be essential for initiation of
neural tube closure. Convergent extension
requires signaling via the so-called planar
cell polarity pathway, a noncanonical Wnt
signaling pathway in which extracellular
signals are transduced via cell-surface friz-
zled receptors and intracellular proteins
of the dishevelled family (Fig. 4). Down-
stream events in this pathway include the
activation of cytoskeleton-related proteins
such as RhoA and the Jun-N-terminal ki-
nases (JNKs).

In Xenopus, misexpression of dishev-
elled, or its interacting partner protein
strabismus, prevents convergent exten-
sion, yielding embryos with an abnormally
short, broad neural plate that fails to
complete neural tube closure. This defect
in Xenopus closely resembles the NTDs
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Fig. 4 The noncanonical Wnt (planar cell
polarity) signaling pathway, which has been
implicated in the regulation of convergent
extension cell movements and initiation of
neural tube closure (Closure 1). Mutations in the
strabismus/van gogh (Vangl2), Flamingo/Celsr1,
Scrb1, and Dishevelled genes all disturb Closure 1

in the mouse embryo, leading to the severe NTD
craniorachischisis. Downstream signaling is
thought to be via Rho kinase and/or
jun-N-terminal (JNK) kinase. Modified from
Ueno, N., Greene, N.D.E. (2003) Birth Defects
Res. (Part C) 69, 318–324.

in mouse embryos homozygous for the
loop-tail, circletail, and crash mouse mu-
tants, and in embryos lacking function of
both dishevelled1 and dishevelled2 genes. In
each of the mouse mutants, the neural
plate is abnormally broad and has a non-
bending region intervening between the
neural folds, in contrast to the well-defined
median hinge point of normal embryos.
Although the neural folds elevate relatively
normally, they are located too far apart to
achieve closure (Fig. 5). Hence, convergent
extension is required to establish a neural
plate of width that is compatible with the

medial bending essential for the initiation
of closure.

The critical role of planar cell polarity
in mammalian convergent extension and
initiation of neurulation has become clear
from recent genetic findings. All of the
mouse mutants with failure of Closure 1
have proven to harbor mutations in com-
ponents of the planar cell polarity pathway:
loop-tail mice are mutant for the stra-
bismus/Vangl2 gene, circletail mice have
mutations in Scrb1, and crash mice are
mutant for Celsr1, a homologue of the
Drosophila gene flamingo. It is striking,
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Fig. 5 Initiation of neurulation (Closure 1) in the
mouse embryo, as studied by scanning electron
microscopy. (a) Whole E8.5 embryo demonstrating
the approaching neural folds approximately half way
along the body axis, indicating the incipient Closure
1 event. This event occurs at the boundary of the
hindbrain and cervical regions. (b, c) Sections
transverse to the body axis as indicated by the red
line in (a). The wild type embryo (b) shows ‘‘Mode
1’’ morphology with bending at a compact midline
hinge point, and straight lateral neural folds. The
homozygous loop-tail (Lp/Lp) embryo (c) shows a
disturbance of the midline, which is broader than
normal, without a compact bend in the neural plate.
Although the neural folds elevate, laterally, they are
not able to appose and fuse in the midline, leading
to craniorachischisis in mutant embryos. Scale bar
represents 0.25 mm (a) and 0.03 mm (b, c).
Modified from Copp, A.J., Brook, F.A., Estibeiro, J.P.,
Shum, A.S.W., Cockroft, D.L. (1990) Prog. Neurobiol.
35, 363–403; Greene, N.D.E., Gerrelli, D., Van
Straaten, H.W.M., Copp, A.J. (1998) Mech. Dev. 73,
59–72. (See color plate p. xxiv).
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therefore, that the only group of mouse
mutants that develop craniorachischisis all
affect the same signaling pathway, suggest-
ing a crucial role for the establishment of
planar cell polarity in ensuring the suc-
cessful initiation of neural tube closure.

3.2
Regulation of Neural Plate Bending:
Mechanisms of Spina Bifida

In birds and mammals, bending of the
neuroepithelium occurs at two specific
sites in the neural plate: at the ventral
midline (the median hinge point, MHP)
and at paired dorsolateral bending sites
near the junction of the neural plate and
surface ectoderm (the dorsolateral hinge
points, DLHPs). MHP bending creates
the ‘‘neural groove,’’ with a V-shaped
cross-section, while DLHP bending creates
longitudinal furrows that bring the lateral
aspects of the neural plate toward each
other in the dorsal midline.

Closure in the spinal region of the
mouse embryo involves the progressive
‘‘zippering’’ of the neural tube down the
spinal axis, until the posterior neuropore
completes its closure at the future upper
sacral level at E10. As the upper spine
is forming, at embryonic day (E) 8.5, the
closing neural folds exhibit an MHP but
no DLHPs. By early E9.5, the neural plate
begins to bend at DLHPs in addition to
the MHP and, at the lowest spinal levels
(at E10), the MHP disappears and the
neural plate bends only at DLHPs. Hence,
there is a complete switch from closure
based on midline bending to closure
dominated by dorsolateral bending during
the course of mouse spinal neurulation
(Fig. 6(a)–(d)).

Dorso-ventral molecular interactions
have been implicated in the regula-
tion of neural plate bending along the
spinal region of the mouse embryo.
A concentration-dependent influence of
Shh, originating from the notochord and
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Fig. 6 Changing morphology of neurulation as neural tube closure
progresses along the spinal region of the mouse embryo. The neural
folds elevate from an initially flat morphology (a). In the upper spine
(b), the neural plate bends only in the midline (Mode 1), at the median
hinge point (MHP; see also Fig. 5(b)). In the intermediate spinal axis
(c), both midline and dorsolateral bending are observed (Mode 2),
whereas in the low spine (d), midline bending is lost and only
dorsolateral hinge points (DLHPs) are observed (Mode 3). This
changing pattern of neurulation is regulated by dorso-ventral patterning
molecules (e). Notochordal factor(s) induce the MHP, while Shh, a
secreted notochordal factor, inhibits DLHP formation. Factor(s) from
the surface ectoderm induce DHLPs. As neurulation progresses along
the spinal axis, the strength of notochordal signaling diminishes, with
consequent loss of MHP-mediated bending and the emergence of
DLHP-mediated neural tube closure. Modified from Ybot-Gonzalez, P.,
Cogram, P., Gerrelli, D., Copp, A.J. (2002) Development 129, 2507–2517.

floor plate, patterns neuronal differenti-
ation events along the dorso-ventral axis
of the neural tube. BMPs (bone mor-
phogenetic proteins) and Wnts, from the
dorsal ectoderm, oppose Shh influence
and promote dorsal patterning events.
The MHP is induced by signals from
the notochord, as demonstrated by experi-
ments in which notochordal development

was suppressed, with prevention of MHP
formation. Shh, emanating from the no-
tochord, may participate in the induction
of the MHP, although midline bending is
not completely abolished in Shh null em-
bryos, suggesting a role for other, as yet
unknown, notochordal inductive factors.
Interestingly, although suppression of the
notochord prevents MHP formation, the
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neural tube still closes, suggesting the ex-
istence of a ‘‘default’’ mechanism of neural
tube closure that operates in the absence
of Shh influence (Fig. 6(e)).

An explanation for this observation has
come from experimental studies with
cultured mouse embryos, which show that
Shh emanating from the notochord serves
to inhibit DLHP formation in the upper
spine of normal embryos. This inhibitory
Shh influence counteracts a positive effect
of the surface ectoderm that induces
bending of the dorsal neural plate; in the
absence of surface ectoderm, DLHPs are
not formed. BMPs are possible mediators
of this ectodermal influence, although this
is speculative at present. As the wave of
spinal neurulation passes down the body
axis, the strength of Shh signaling from the
underlying notochord lessens, enabling
DLHP formation to ‘‘break through’’ at
lower spinal levels. DLHP formation in
the lower spine can be inhibited by local
release of Shh peptide, demonstrating the
negative regulation of dorsolateral bending
by Shh. In the absence of Shh, as in
notochordless embryos or in embryos
genetically null for Shh, DLHP formation
is de-inhibited and ensures closure of
the neural tube at all levels of the body
axis.

Hence, the precise pattern of bending of
the neural plate during spinal neurulation
is dictated by mutually inhibitory signals
from the notochord and surface ectoderm.
This conclusion is supported by the
finding that mutations that increase the
strength of Shh signaling (e.g. knockout
of the Patched1 gene) inhibit neural tube
closure, presumably owing to an increased
strength of Shh-mediated inhibition of
DLHP formation, which is incompatible
with the completion of closure of the
posterior neuropore.

3.3
Molecular Regulation of Cranial
Neurulation

Cranial closure is more susceptible to dis-
turbance than spinal closure in the mouse,
as evidenced by the increased occurrence
of exencephaly compared to spina bifida
among knockouts and mutants with NTD
phenotypes. Similarly, more teratogenic
agents induce mouse cranial NTDs than
spinal NTD. Studies of gene knockout
mice with cranial NTDs suggest several
cell and molecular processes that appear
crucial for the successful closure of the
cranial neural folds. These include expan-
sion of the cranial mesenchyme, function
of the actin cytoskeleton, emigration of
the cranial neural crest, and regulated bal-
ance between cell proliferation and cell
death (Fig. 7). Knockout mice in which
these events are disrupted have cranial but
not spinal NTDs, suggesting that spinal
neurulation is relatively independent of
these mechanisms.

3.3.1 Cranial Mesenchyme
As the cranial neural folds elevate, there is
a marked expansion of the cranial mes-
enchyme, with cell proliferation and a
striking increase in extracellular space.
This causes the neural folds to take on
a bulging (biconvex) appearance, partic-
ularly in the midbrain. Mice with loss
of function of the Twist or Cart1 genes
have cranial NTDs in which the principal
defect appears to be a reduction in the
proliferation and expansion of the cranial
mesenchyme. Both genes are expressed in
the mesenchyme, and chimeric analysis in
the Twist mutant demonstrates that exen-
cephaly develops only if there is a high
proportion of Twist−/− cells in the cra-
nial mesenchyme.
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Fig. 7 Summary of the cellular and morphogenetic processes that are
required for successful neural tube closure in the future brain. Cranial
neural folds in the midbrain of the mouse embryo elevate initially with a
biconvex morphology (a). Subsequently, dorsolateral bending occurs,
causing the tips of the neural folds to converge on the midline (b),
ensuring fusion and completion of cranial neurulation. Mesodermal
expansion appears to be the most important morphogenetic factor in the
initial elevation of the neural folds (a). However, the later stages of
cranial neurulation require a number of additional processes including a
functional actin cytoskeleton, successful initiation of neural crest
emigration, precisely regulated programmed cell death and continuation
of regulated neuroepithelial cell proliferation, with postponement of
neuronal differentiation until after closure is complete (b). Defects in
each of these processes are seen in one or more of the 80 gene knockout
mice with NTDs. In each case, cranial neural tube closure fails and
embryos develop exencephaly/anencephaly. Modified from Copp, A.J.,
Greene, N.D.E., Murdoch, J.N. (2003) Nat. Rev. Genet. 4, 784–793.
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3.3.2 Actin Cytoskeleton
In the second phase of cranial neural tube
closure, the edges of the biconvex neural
folds ‘‘flip around’’ and adopt a bicon-
cave morphology, approaching the dorsal
midline where fusion occurs to complete
brain closure. This second neurulation
phase is highly dependent on the actin cy-
toskeleton. Mice lacking the filamentous
actin-associated protein shroom develop
exencephaly, revealing a dependence of
cranial neurulation on the actin microfil-
aments. This finding is consistent with
in vitro studies in which rodent embryos
are treated with cytochalasins, drugs that
disassemble actin microfilaments. Cranial
neural tube closure is inhibited by cy-
tochalasins, whereas spinal neurulation
proceeds to completion in the presence of
these drugs. Hence, both genetic and non-
genetic interventions demonstrate that the
requirement for actin microfilaments is
specific to cranial neural tube closure.

3.3.3 Neural Crest Emigration
The transition from biconvex to biconcave
neural plate morphology also seems de-
pendent on the initiation of cranial neural
crest migration. In the midbrain and hind-
brain, neural crest cells detach from the
apices of the neural folds and start migra-
tion well in advance of neural tube closure,
in contrast to the spinal region where neu-
ral crest emigration follows completion
of neural tube closure. Mice overexpress-
ing the gap junction protein connexin
43 exhibit marked cranial neural crest
migration defects, and also develop exen-
cephaly. Similarly, neural crest emigration
and dorsolateral bending of the cranial
neural folds are delayed in cultured rat
embryos treated with chondroitinase ABC,
to digest preexisting chondroitin sulphate.
These findings suggest that neural crest
emigration is a prerequisite for cranial

neural tube closure, perhaps by increasing
the flexibility of the lateral neural plate.

3.3.4 Programmed Cell Death
There is growing evidence to implicate
a precise regulation of programmed cell
death (apoptosis) in cranial neurulation.
Dying cells occur within the dorsolat-
eral regions of the cranial neural plate
and at the tips of the fusing neural
folds. Moreover, studies of knockout mice
demonstrate that either an increase or de-
crease in the amount of this apoptosis is
detrimental for cranial neurulation. Exen-
cephaly develops in knockouts such as the
Apaf-1, caspase 9, and p53 genes, which
have reduced apoptotic cell death, and in
knockouts of AP-2, bcl10, and Tulp1, which
show increased apoptosis in the cranial
neural folds. The precise role played by cell
death in cranial neurulation is not clear.
Dorsolateral cell death may synergize with
neural crest cell emigration, to ‘‘loosen’’
the cranial neuroepithelium, thereby al-
lowing the conversion from a biconvex to
biconcave neural fold morphology. Addi-
tionally, apoptosis at the tips of the neural
folds may play a quite different role. Once
the apposing neural folds have contacted
and adhered, midline epithelial remod-
eling is needed to break the continuity
between neuroepithelium and surface ec-
toderm on each side, enabling the neural
tube roof and its covering ectoderm to be
formed at the midline. Inhibition of apop-
tosis using the peptide Zvad-fmk produces
spinal NTDs in the chick embryo, probably
by preventing this dorsal midline remodel-
ing. Hence, apoptosis may play a dual role
in cranial neurulation.

3.3.5 Neuronal Differentiation
The onset of neuronal differentiation oc-
curs only after neural tube closure is
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complete, during normal development,
and this temporal sequence appears es-
sential for successful cranial neurulation.
Gene knockouts such as RBP-Jκ , Hes1,
and Numb, which affect the Notch and
related signaling pathways, exhibit failure
of cranial neurulation in association with
the premature onset of neuronal differ-
entiation in the neural plate. The early
appearance of differentiating neuroepithe-
lial cells in these mutants might interfere
with neurulation by rendering the neural
plate mechanically inflexible, by interfer-
ing with the release of neural crest cells,
or by inhibiting adhesion of the neural
folds.

3.3.6 Cell Proliferation
Excessive cell proliferation has been im-
plicated in some NTD mutants, such
as mice with overexpression of Notch3,
which produces increased numbers of
neural progenitor cells in association
with exencephaly. Neuroepithelial ‘‘over-
growth’’ has been suggested in relation to
the exencephalic brains of other mutants
but, when analyzed in detail, a normal or
even lengthened cell cycle has generally
been observed in exencephalic brains. It
remains to be determined whether a dis-
turbance of cell proliferation per se is a
common cause of cranial NTDs.

4
Prevention of NTDs by Folic Acid and Other
Vitamins

Much interest was stimulated by the
finding that supplementation with folic
acid can prevent a proportion of NTDs,
estimated at around 70%, in the UK Med-
ical Research Council Vitamin Research
Group randomized clinical trial of NTD
recurrence. Folic acid prevented 40 to

85% in a nonrandomized supplementa-
tion study in China, and there were no
cases of NTD among 2394 pregnancies that
received a folic acid–containing multivita-
min supplement, compared with six out of
2310 unsupplemented pregnancies, in a
randomized controlled trial of NTD occur-
rence in Hungary. Fortification of bread
flour with folic acid in the United States
has been associated with a 19% reduction
in the prevalence of NTD. The variation in
the proportion of cases prevented by folic
acid in the various studies may relate to the
differing doses of folic acid used. Indeed,
NTD risk appears related to the log (serum
folate level) in humans. Nevertheless, re-
ports of successive NTD pregnancies in a
single family despite high-dose folate in-
take suggest that a proportion of NTD cases
may be resistant to folate, perhaps reflect-
ing heterogeneity of etiology, with some
subtypes of NTD being sensitive to folic
acid whereas others are folate resistant.

4.1
Animal Models of Folate-preventable NTDs

Supporting evidence for the existence of
folic acid–sensitive and folic acid–resis-
tant NTDs comes from studies of mouse
genetic mutant strains with NTDs. In
some mutants, NTDs can be prevented
by folic acid (e.g. splotch, crooked tail,
Cart1, Cited2). Moreover, exencephaly
has been reported in mice lacking the
folate transport protein encoded by the
gene Folbp1. This gene knockout causes
lethality around the time of neural tube
closure, hampering an assessment of
whether Folbp1 is essential for neural
tube closure. However, treatment of the
pregnant dams with folic acid rescues
survival in these mice, and a proportion
of the surviving homozygous knockouts
exhibit exencephaly later in gestation. It



Neural Tube Defects, Molecular Biology of 135

is interesting that spina bifida is not
part of the Folbp1 knockout phenotype,
even though folic acid appears to prevent
both spina bifida and anencephaly among
human NTDs. Moreover, analysis of the
folate receptors α and β have revealed no
association with the NTD phenotype in a
series of human pregnancies.

Other genes that are involved in folate
transport and metabolism have not yet
been associated with neural tube closure
defects in mice. For example, MTHFR,
which has been implicated as a risk factor
in human NTDs (see Section 4.1), does not
cause NTDs when inactivated in mice.

4.2
Folate-resistant NTDs and Inositol as an
Adjunct Therapy

While there is ample evidence from ex-
perimental studies to support a preventive
effect of folic acid on NTDs, some mouse
NTD models have proven insensitive to
folic acid therapy, for example, the curly
tail, axial defects, and ephrin-A5 mutants.
Curly tail is the best-characterized mouse
model of folate-resistant NTD, with in-
formation available on the embryonic
mechanism of neural tube closure failure.
Recently, Ghl3 was identified as a strong
candidate for the gene mutated in curly tail.
The spinal NTDs in this mutant are not
altered in frequency by administration of
folic acid, folinic acid (5-formyl tetrahydro-
folate), Pregnavite Forte F (a multivitamin
preparation active in preventing human
NTDs), or methionine. Interestingly, how-
ever, a significant reduction in frequency
of spinal NTD, with a particular reduction
in the incidence of the most severe defect
lumbosacral spina bifida, is seen after ma-
ternal administration of myo-inositol and
D-chiro-inositol. Curly tail embryos are also
at increased risk of developing exencephaly

under conditions of inositol deficiency,
compared to nonmutant embryos.

The preventive effect of inositol on spinal
NTD in curly tail mice is mediated via
intracellular signaling through the inosi-
tol phospholipid cycle, by stimulation of
protein kinase C (PKC) activity. A role
for PKC is demonstrated by the ability
of the PKC agonist, 12-O-tetradecanoyl-
phorbol-13-acetate (TPA), to substitute for
myo-inositol in preventing the NTD. On
the other hand, the broad spectrum in-
hibitor of PKC action, GF109203X, blocks
prevention both by myo-inositol and TPA.
Recent studies have identified PKCβI, γ

or ζ , but not other isoforms of PKC,
as essential for mediating the preventive
effect of inositol on NTDs. The PKCβI
isoform is required for stimulation of cell
proliferation in the hindgut endoderm of
the caudal region of curly tail embryos,
which counteracts the genetically deter-
mined cell proliferation defect, and rescues
the phenotype.

Hence, the pathway that mediates the
preventive action of myo-inositol on NTD
in the curly tail mouse is becoming
understood. The finding of inositol as an
alternative to folic acid for prevention of
mouse NTDs raises the possibility of a
novel future adjunct therapy to folic acid
for use in human pregnancy.

5
Conclusions

Spina bifida is a member of the group
of congenital malformations known as
NTDs. A combination of studies of hu-
mans and animal models is contributing
to our increasing knowledge of the etiology
of NTDs, with identification of key genetic
and nongenetic influences, and a growing
appreciation of the types of interaction that
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promote or ameliorate the risk of NTDs.
Study of mouse models is shedding light
on the developmental mechanisms that
underlie the different categories of NTDs,
with marked variations in mechanism
along the body axis. Primary prevention of
NTDs is now a reality with introduction of
folic acid, which has a preventive effect on
a proportion of NTD cases. Folate-resistant
NTDs require other strategies for preven-
tion, and inositol appears promising in
studies of one-mouse model.

See also Brain Development.
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Keywords

Axon
The long narrow part of a neuron that carries action potentials away from the cell body
and finally transmits signals to other neurons via synaptic connections. The axon
forms the presynaptic component of many synapses.

Dendrite
The part of a neuron that is a cytoplasmic extension of the cell body. Groups of
dendrites often have a main trunk, for example, the apical dendrite, and many
branches. This structure is called a dendritic tree. Dendrites form the postsynaptic
component of most synapses.

PDZ Domain
A protein–protein interaction domain named for homologous regions in Postsynaptic
protein 95, Drosophila discs-large, and zona-occludens 1.

Postsynaptic Neuron
The neuron on the receiving side of information flow across a synapse.

Postsynaptic Density
An electron dense region found immediately underneath the postsynaptic
plasma membrane.
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Presynaptic Neuron
The neuron on the transmitting side of information flow across a synapse.

Synapse
The specialized zone of contact at which one neuron communicates with another.

Synaptic Cleft
The small extracellular region between sites of signaling between neurons.

Synaptic Terminal or Bouton
The end of an axon that contains neurotransmitters stored in vesicles, which are released
when the vesicles fuse with the membrane.

� The brain consists of billions of neurons, cells that have specialized morphologies for
precise communication. This communication takes place at synapses, which can be
chemical or electrical. The focus here is chemical synapses, sites where one neuron,
the presynaptic neuron, sends chemical signals called neurotransmitters that bind
to receptors on the second, or postsynaptic, neuron. This binding then transduces
signals to the postsynaptic neuron, allowing communication to be propagated.

To understand how the brain functions and how signaling processes go awry
during pathophysiological conditions, the players in this signaling must be identified.
Recently, neurobiologists have uncovered the identities of proteins that play a major
role in initiating release of neurotransmitter from the presynaptic neuron. They
have also elucidated the role of scaffolding proteins in setting up signaling networks
in the postsynaptic neuron. Although by no means comprehensive, this article
summarizes currently accepted theories that form the basis for our understanding
of neurotransmitter-mediated neuronal signaling.

1
Parts of the Neuron

1.1
Functional Domains of the Neuron

The neuron is a polarized cell; that is,
it has specialized domains that allow for
information flow. The largest part of the
neuron is the cell body or soma. The
soma contains organelles necessary for
basic cellular function. For example, the
nucleus, responsible for gene expression,

resides in the soma. In addition, unlike
other parts of the neuron, if the soma is
damaged, the neuron cannot recover and
will die. Besides playing a role in basic
function, the soma can serve to receive
synaptic signals from other neurons.

On most neurons, there are multi-
ple branches that often derive from the
soma. These branches are known as den-
drites. The majority of synapses occur on
dendrites, which typically form the postsy-
naptic component of synapses. The extent
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of dendritic branching can be influenced
by factors such as learning, which in-
creases branching, or alcohol exposure or
disease, which often decrease the number
of dendrites. This has important physio-
logical implications. Neurons that have a
greater number of branches have more
sites for receiving information from other
neurons. In fact, in conditions such as
mental retardation or Alzheimer’s disease,
there are fewer branches on neurons in the
hippocampus and cortex, areas important
for learning and memory.

A neuron also must contain a site where
it can send signals to other neurons.
The part of a neuron that is specialized
for carrying signals long distances from
the cell body and storing and releasing
neurotransmitters from its terminals is
called the axon (Fig. 1). It is a single
extension, or neurite, from the cell body
that is much longer and thinner than the
dendrites. Like dendrites, axons may have
branches, or collaterals, which generally
occur at a distance from the soma. In
addition, when neurons are damaged,
axons may ‘‘sprout’’ or branch to form
new synapses and replace those destroyed.
Neurotransmitters are stored in vesicles
that are present in the tips of axons. These
tips swell and are called synaptic boutons
or terminals. When the neuron transmits

signals to its postsynaptic partner, the
vesicles fuse with the plasma membrane
and the neurotransmitter is dumped into
the synaptic cleft.

A majority of axons, especially those
with longer diameters, are myelinated;
that is, they are covered with a lipid and
proteinaceous sheath. The myelin serves
as an electrical insulator. There are small
areas of myelinated axons that do not have
myelin that are called Nodes of Ranvier.
The myelin and the Nodes of Ranvier
work together to increase the speed that
electrical impulses travel along axons.
Thus, heavily myelinated axons conduct
electric impulses faster than unmyelinated
axons. For example, neurons involved in
the sensation of pain have unmyelinated
axons, while neurons involved in tactile
sensations, such as vibration and two
point discrimination, are myelinated. This
results in a time delay between pain
sensation and other touch sensations
associated with a stimulus.

1.2
The Synapse

Neuronal communication occurs at the
synapse. Synapses consist of a presynaptic
component, which is the axon termi-
nal, the synaptic cleft, which is typically

Axon

Dendrites

Cell body

Fig. 1 Functional domains of a neuron.
Morphology of a single hippocampal
neuron is shown by expression of a
fluorescent protein inside of the neuron.
Dendrites, which contain sites for
receiving information, are relatively
short protrusions from the cell body, or
soma. There is a single axon that
extends from within the figure to outside
of the figure and reenters the field
shown. The axon is the longest
protrusion from the cell body. This axon
releases neurotransmitter at its end,
which is not visible in the figure.
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Fig. 2 Electron micrograph of
mammalian central nervous system
synapses. Note that axons contain small
dark circles. These are vesicles filled
with neurotransmitters. Some dendrites
are denoted as dend. Thick arrows
indicate asymmetric excitatory
synapses. Note the dark electron rich
areas just beneath the postsynaptic
membrane. These areas are
postsynaptic densities. Thin arrows
point to symmetric (GABA) synapses.
Note the absence of thick postsynaptic
densities at these synapses. Electron
micrograph is courtesy of Dr. Kristin
Harris, Synapse Web, Medical College of
Georgia, http://synapses.mcg.edu/

Dend

Dend
Dend

the small space between the two com-
municating neurons, and a postsynaptic
component, which is typically a dendrite.
As discussed above, neurotransmitter is
released into the cleft, and it binds to
receptors on the postsynaptic site. This
binding triggers a signaling cascade in
the postsynaptic neuron, which can lead
to changes in the postsynaptic neuron or
release of neurotransmitter from this post-
synaptic neuron at other synapses sending
signals to yet another neuron. Thus, de-
pending on how synapses are arranged in
the brain, signaling networks are estab-
lished that lead to physiological responses.

Electron microscopists noticed that not
all synapses are alike. There are two
main forms. Synapses are classified as
symmetric or asymmetric on the basis of
the thickness of the postsynaptic density
(Fig. 2). Inhibitory synapses (those that use
GABA or glycine as a neurotransmitter)
possess an axon terminal active zone and
a postsynaptic region that are of equal
thickness. Hence, they are symmetric
synapses. Excitatory synapses of the CNS,
the majority of which use glutamate as a
neurotransmitter, have a thicker electron-
dense region adjacent to the postsynaptic

plasma membrane, making the thickness
of the postsynaptic density greater than
that of the presynaptic density. Hence,
excitatory synapses are termed asymmetric.

2
The Presynaptic Component of a Synapse

2.1
Neurotransmitters

2.1.1 Classes of Neurotransmitters
There are two types of neurotransmitters
that can be used for neuronal commu-
nication: classical and nonclassical. There
are four main criteria by which neuro-
transmitters are judged to be classical
(Table 1). First, the neurotransmitter must
be synthesized in the neuron. Second,
the neurotransmitter must be present in
the presynaptic terminal and released in
amounts sufficient to exert an effect on the
postsynaptic cell. In general, neurotrans-
mitters are produced in the cytoplasm of
the axon terminal and are taken up into
vesicles by specific transporters. Third, the
neurotransmitter must be in a chemically
identifiable form and, when administered
exogenously, it must mimic the effects of
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Tab. 1 Criteria for classical neurotransmitters.

Criteria for classical neurotransmitters

1. The neurotransmitter must be synthesized in
the neuron.

2. The neurotransmitter must be present in the
presynaptic terminal and released in
amounts sufficient to exert an effect on the
postsynaptic cell.

3. The neurotransmitter must be in a chemically
identifiable form and, when administered
exogenously, it must mimic the effects of the
endogenous neurotransmitter.

4. There must be some type of removal from the
synaptic cleft.

the endogenous neurotransmitter. Fourth,
there must be some type of mechanism for
removal from the synaptic cleft. This re-
moval can occur in a number of ways.
Neurotransmitter can diffuse away from
the cleft, thus making it inaccessible to the
postsynaptic receptors. Alternatively, some
clefts contain specific enzymes that de-
grade the neurotransmitter. Additionally,
some neurotransmitters have a system for
reuptake into the presynaptic terminal.
Finally, glial cells and neurons have neu-
rotransmitter transporters in their plasma
membranes, which allow for the intact
neurotransmitter to be taken up by ei-
ther of these cell types. These mechanisms
allow for finite action by the neurotrans-
mitter on the postsynaptic cell.

Nonclassical neurotransmitters do not
adhere to all of the main criteria discussed
above. These neurotransmitters fall into
two general groups: peptide neurotrans-
mitters and gaseous neurotransmitters
(Tab. 2). Peptide neurotransmitters are
usually synthesized in the cell body, where
they are packaged into vesicles and trans-
ported to the axon terminal. Peptides are
usually synthesized as larger inactive pre-
cursor molecules, which are then cleaved

to produce smaller active molecules. Like
classical neurotransmitters, peptides are
released into the cleft and are inactivated
by either diffusion or enzymatic cleavage.
Gaseous neurotransmitters, also sometimes
referred to as neuromodulators, include ni-
tric oxide and carbon monoxide. These
transmitters are synthesized in the cytosol
of the postsynaptic neuron in which they
can then act on enzymes or binding pro-
teins to participate in signaling in the
postsynaptic neuron. Additionally, since
they are gases, these neurotransmitters
can diffuse across the membrane and to
the presynaptic neuron. This is sometimes
referred to as retrograde signaling.

2.1.2 The Main Classical
Neurotransmitters in the Mammalian CNS

Catecholamines The catecholamines are
derived from tyrosine and include
dopamine (DA), norepinephrine (NE or
noradrenaline), and epinephrine (E or
adrenaline) (Tab. 2). DA acts as an
inhibitory neurotransmitter in the central
nervous system (CNS). NE can acts as an
excitatory neurotransmitter when it binds
to α1 or β1 receptors and as an inhibitory
neurotransmitter when it binds to α2 or β2
receptors. Dopaminergic neurons produce
DA when tyrosine is converted to L-
DOPA by tyrosine hydroxylase (TH), which
is then converted to DA by L-aromatic
amino acid decarboxylase (L-AADC). If
dopamine-β-carboxylase (DBH) is present,
all DA is converted to NE; if DBH
is not present, the neuron produces
DA as a neurotransmitter. Similarly, if
the neuron contains phenylethanolamine
N-methyltransferase (PMNT), all NE is
converted to E. Catecholamines are cleared
from the cleft by transporters and are
degraded by enzymes, such as monoamine
oxidase (MAO).
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In the past 15 to 20 years, there has
been great interest in DA and its role
in the control of voluntary movement.
Deficiencies in DA lead to tremors and
rigidity, often manifesting as Parkinson’s
disease. There has been a major effort to
cure this disease. Patients with Parkin-
son’s disease are often given L-DOPA,
which relieves the symptoms for a short
time. However, a severe side effect often
occurs – Huntington’s disease–like symp-
toms, which are frequently due to excess
DA or L-DOPA. Alternatively, there has
been some success in both animal mod-
els and humans with gene therapy. Since
Parkinson’s disease occurs because of a
deficiency in TH, strategies have included
grafting of fetal tissue, which can differ-
entiate, express TH, and produce DA, or
of fibroblasts genetically engineered to ex-
press TH. These strategies are still being
refined.

In contrast to Parkinson’s disease, an
excess of DA is thought to contribute to
schizophrenia, which manifests as irra-
tional thought, delusions, and hallucina-
tions. However, this disease is thought
to be multifactorial. Other neurotransmit-
ters, such as glutamate and acetylcholine,
may also contribute to the pathophysiology
of this disease.

Serotonin Serotonin is produced when
tryptophan is metabolized by tryptophan
hydroxylase, yielding 5-Hydroxy L-
Tryptophan (5-HTP) (Tab. 2). 5-HTP
is then acted upon by L-AADC to
yield 5-hydroxytryptophan (5-HTT), or
serotonin. Once released into the cleft,
where it can bind to receptors on both
the pre- and postsynaptic neuron, it is
taken up by the neuron by a high-affinity
transporter, and degraded in the neuron
by MAO. Serotonin has an inhibitory effect
when it binds to 5-HT1 receptors and an

excitatory effect when it binds to 5-HT2,
5-HT3, and 5-HT4 receptors.

Serotonin is known to play an
important role in regulating mood, sleep,
and appetite. In fact, low levels of
serotonin have been linked to depression.
Pharmaceuticals used to treat depression
usually target serotonin uptake, receptors,
or degradation. They work to either
increase serotonin levels or stimulate the
serotonin receptor. Norepinephrine is also
thought to work in concert with serotonin
in regulating mood, so some of these
agents also work to block reuptake or
degradation of NE.

Acetylcholine Unlike the catecholamines
and serotonin, the excitatory neurotrans-
mitter acetylcholine (Ach) is not synthe-
sized from an amino acid. Instead, the
enzyme choline acetyltransferase actey-
lates choline using acetyl-CoA to form Ach
(Tab. 2). After Ach is released into the cleft,
it can be degraded by acetylcholinesterase
present in the cleft to produce choline and
acetic acid. The choline is then taken up
by the neuron, where it is recycled for
production of more Ach.

Ach plays a major role in movement,
learning, and memory. It is the sole
neurotransmitter found at the neuromus-
cular junction, the site of communication
between motor neurons and muscles. Fur-
thermore, excess Ach can lead to muscle
paralysis. Deficits in Ach are known to
contribute to Alzheimer’s disease. Cholin-
ergic forebrain neurons degenerate in this
disease, resulting in learning and mem-
ory deficits.

Glutamate Glutamate is the major excita-
tory neurotransmitter in the mammalian
CNS (Tab. 2). Glutamate is thought to be
synthesized via metabolic pathways, such
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as glycolysis. It is then sequestered in
synaptic vesicles through a transporter.
Furthermore, after being released into the
synaptic cleft, it is transported back into
the neuron via high affinity transporters.
In addition, glutamate can be taken up by
glia, where it is recycled.

Recently, there has been a great deal of
focus on the role of glutamate in learning
and memory. The dissociation of specific
glutamate receptors from signaling path-
ways has resulted in abnormal learning in
transgenic mice. Furthermore, mice that
overexpress certain glutamate receptors
learn faster and are considered ‘‘smarter.’’

Excess glutamate is released from presy-
naptic terminals under pathophysiological
conditions such as ischemia, anoxia, or
stroke. Overstimulation of glutamate re-
ceptors results in neuronal death. Thus,
a fine balance between understimulation
and overstimulation of glutamate recep-
tors must be maintained for normal func-
tioning of the brain.

Gamma-aminobutyric acid Gamma-ami-
nobutyric acid (GABA) is the main in-
hibitory neurotransmitter in the mam-
malian brain, and glycine is the main
inhibitory neurotransmitter in the spinal
cord. GABA is produced when α-
ketoglutarate formed in Krebs cycle is
transaminated to glutamate by the en-
zyme GABA-transaminase. Glutamate is
then converted into GABA by a reaction
catalyzed by glutamic acid decarboxylase
(GAD). Thus, immunostaining for GAD
distinguishes inhibitory neurons from ex-
citatory neurons. GABA that is released
into the synaptic cleft is taken up by both
neurons and glia via high-affinity GABA
transporters.

GABA is thought to play a role in the
regulation of anxiety. Decreased activity
of GABA is thought to lead to anxiety.

Thus, antianxiety drugs, such as Valium,
increase activity of GABA receptors. In
addition, abnormalities in neurons that
release GABA are thought to result in
epilepsy.

2.2
Mechanisms of Neurotransmitter Release

Neurotransmitter release from synaptic
vesicles is tightly regulated by calcium. It
involves recycling of vesicles via the mech-
anisms of exocytosis and endocytosis.
Specific stages of vesicle recycling include
(1) reloading, (2) attachment or docking,
(3) priming, (4) triggering/exocytosis, and
(5) recycling/endocytosis. This section will
serve as a brief overview of the process
of the synaptic vesicle–recycling pathway
(Fig. 3, Tab. 3).

2.2.1 Uptake of Neurotransmitters into
Synaptic Vesicles
The cycle begins when synaptic vesicles
take up neurotransmitter. This is accom-
plished using specialized neurotransmit-
ter transporters that use ATP as an energy
source. The interior of the vesicle is
acidic, and an electrochemical gradient re-
sults, yielding energy for neurotransmitter

Tab. 2 Classification of neurotransmitters.

Classical
neurotransmitters

Nonclassical
neurotransmitters

Catecholamines: Peptides
Dopamine Nitric oxide
Norepinephrine Carbon monoxide
Epinephrine

Serotonin
Acetylcholine
Glutamate
GABA
Glycine
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Fig. 3 Synaptic vesicle cycle. The cycle begins when synaptic
vesicles take up or are filled with neurotransmitters. The
‘‘kiss-and-run’’ model does, the vesicles refill and enter
the cycle.

uptake. Synaptic vesicles that are filled
with neurotransmitters move to the ac-
tive zone, a cytoskeletal matrix below the
presynaptic plasma membrane specialized
to transduce action potentials into neuro-
transmitter release.

2.2.2 Docking and Priming
Once at the active zone, vesicles attach to
the presynaptic plasma membrane. This
process is called docking. The vesicles
contain a protein called VAMP (also
called synaptobrevin, v-SNARE) that has
a hydrophobic carboxyl terminus that is
anchored to the membrane. VAMP forms
a complex with two proteins on the
plasma membrane, SNAP-25 and syntaxin
(also called t-SNARES). Formation of this
heterotrimeric complex, referred to as
the core complex, causes a free energy
change, which is thought to drive vesicle
attachment to the membrane.

Once attached, the vesicles undergo an
ATP-dependent process that primes them
for calcium-dependent release. Recent
studies suggest that the nsec1/Munc13
proteins mediate priming. When Munc13

is not present, no fusion-competent vesi-
cles form, and therefore neurotransmis-
sion is blocked. Munc13 has two C2
regions, which bind calcium. It is thought
that increases in diacylglycerol and cal-
cium levels in the neuron activate Munc13
by binding to it. In addition, active
zone proteins, such as RIM1, bind to
Munc13 and regulate the dynamic use of
neurotransmitters.

2.2.3 Triggering and Exocytosis
Calcium serves as a signal to trigger
neurotransmitter release. There are three
types of calcium channels in close prox-
imity to vesicle release machinery – P/Q,
N, and R – that play a role in increas-
ing intracellular calcium to 10 to 20 µM
at the active zone. Triggering occurs
within 100 to 200 µs after this level of
calcium is achieved. Furthermore, there
must be a calcium sensor at the site
of exocytosis. Recently, synaptotagmins
have been identified as candidate cal-
cium sensors. Synaptotagmin has two
C2 domains that bind calcium, and elec-
trophysiological studies have shown that
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synaptotagmin is essential for only fast,
calcium-triggered release.

Rab3A is a negative regulator of neu-
rotransmitter release. Mice lacking rab3A
release more neurotransmitters per cal-
cium signal than wildtype mice. Rab3A
resides on synaptic vesicles and binds to
rabphilin and RIM1 in a GTP-dependent
manner. Rabphilin is a soluble protein that
is recruited to synaptic vesicles by rab3A.
The mechanism by which these proteins
work together to regulate release is still
not understood.

2.2.4 Endocytosis and Vesicle Recycling
Once the vesicle is emptied of the
neurotransmitter, it is endocytosed so that
it may be refilled and reused. There are two
main theories on how synaptic vesicles are
recycled: (1) clathrin-mediated endocytosis
and (2) ‘‘kiss and run’’ endocytosis. The
role of a clathrin-mediated pathway is
generally accepted; however, it has been
proposed that a more direct pathway may
predominate under certain conditions. It
is thought that retrieval of the vesicle
occurs by rapid closure of the fusion pore
before the vesicle can collapse into the

membrane. Hence, it has been termed
‘‘kiss and run.’’ Current experiments to
test this model include the use of dyes,
such as FM 1–43 that label vesicles,
and it has been reported that dye-labeled
vesicles can recycle repeatedly before
losing their dye.

What is known about endocytosis is that
the SNARE complex (VAMP/synaptobre-
vin, SNAP-25 and syntaxin) disassembles
and that endocytosis is regulated by cal-
cium. In addition, there are reports that
strongly support the idea that clathrin
plays an important role in synaptic vesicle
endocytosis. The presence of pits coated
with clathrin has been observed in nerve
terminals. The number of these pits is in-
creased when neurons are fixed at the peak
of endocytic activity. Furthermore, AP-2
and AP180, clathrin adaptor complexes,
are concentrated in axon terminals, and
when expression of these proteins is dis-
rupted, there is an impairment in synaptic
vesicle recycling.

After endocytosis, vesicles undergo sev-
eral steps before they are available for
reloading. The empty vesicles acidify by
proton pump activity. They then move

Tab. 3 Proteins involved in synaptic vesicle recycling.

Step Proteins

Uptake of neurotransmitters Energy-dependent transporters
Docking VAMP or synaptobrevin (t-SNARE)

SNAP-25 (v-SNARE)
Syntaxin (v-SNARE)

Priming Munc13
RIM1

Triggering and exocytosis Calcium channels
Synaptotagmin
Rab3A
Rabphilin

Endocytosis Clathrin
AP-2 and AP180
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back to the interior of the nerve terminal.
The vesicles then fuse with early endo-
somes, although this step does not seem
to be essential. New vesicles bud off of the
early endosomes, and then, as described
in Sect. 2.2.1, neurotransmitters are taken
up into vesicles by active transport.

3
The Postsynaptic Component of a Synapse

3.1
The Postsynaptic Density

For the brain to function, the postsynaptic
component of a synapse must be poised
to respond to neurotransmitter released
from the presynaptic component. In order
for the postsynaptic neuron to be prepared
to receive signals, the proper proteins must
be localized to specific sites on the postsy-
naptic membrane. These sites are referred
to as postsynaptic densities (PSDs), which
are the regions of the postsynaptic mem-
brane directly opposing the presynaptic
terminal. This density may be prominent,
as in the case of asymmetric (excitatory)
synapses, or of the same thickness as the
presynaptic membrane, as in the case of
symmetric (inhibitory) synapses. Until rel-
atively recently, the proteins and structures
that compose the PSD were unknown.
Through the development of biochemical
and molecular techniques, much has been
learned about the components of PSD in
the past 15 to 20 years. Here we focus on
one class of proteins found in the PSD, the
neurotransmitter receptors.

3.2
Dendritic Spines

In a number of neurons, usually excita-
tory neurons, the dendritic tree contains

dendritic spines that protrude from the
main dendritic shaft. These spines are not
found on inhibitory neurons. Spines in-
crease the surface area by which neurons
can receive signals. Spines come in a num-
ber of shapes and sizes, and they contain
organelles, such as smooth endoplasmic
reticulum, which serves as a calcium store,
and polyribosomes, which allow local pro-
tein translation. Ten percent of the surface
area of spines is occupied by the PSD, and
this is where signaling proteins, such as
receptors and effectors, are localized. Fur-
thermore, cytoskeletal elements, such as
filamentous actin, are enriched in spines.

Recent studies suggest that dendritic
spines are highly plastic structures.
Changes in spine numbers and shape
occur in response to application of neu-
rotrophins, hormones, and glutamate
receptor agonists, such as N-methyl-D-
aspartate (NMDA). The regulation of
spine structure is thought to occur
by both activity-dependent and indepen-
dent mechanisms.

3.3
Excitatory Synapses: Glutamate Receptors

As discussed in Sect. 2.1.2, glutamate is
the major excitatory neurotransmitter, and
glutamate receptors will therefore serve as
an example of excitatory neurotransmit-
ter receptors. Postsynaptic membranes of
glutamatergic synapses must contain re-
ceptors that respond to glutamate. Like
many families of neurotransmitter recep-
tors, glutamate receptors can be classi-
fied into two main groups, ionotropic
and metabotropic. Ionotropic glutamate
receptors are ligand-gated ion channels
and include NMDA, α-amino-3-hydroxy-
5-methyl-4-isoxazolepropionate (AMPA),
kainate, and δ receptors. Metabotropic re-
ceptors are G-protein-coupled receptors of
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which a subset activates phospholipase C
and phosphoinositide turnover.

3.3.1 NMDA Receptors
NMDA receptors play a role in learning
and memory as well as during patho-
physiological states such as ischemia
or stroke. Of all of the glutamate re-
ceptors, NMDA receptors are the most
tightly associated with the PSD of ex-
citatory synapses. NMDA receptors are
linked to the cytoskeleton through inter-
actions with a scaffold of linker proteins.
The cytoplasmic termini of NMDA re-
ceptor subunits are responsible for these
interactions.

NMDA receptors are heteromeric and
are comprised of NR1 and NR2 sub-
units. There are four different NR2 sub-
units, all of which contain C-terminal
sequences of ESDV or ESEV. These se-
quences are consistent with the consensus
sequence (S/T)X(V/I/L), which bind to
protein interaction domains called PDZ
domains (named for the three proteins
PSD-95, Discs-large, and zona-occludens
1). In fact, these C-terminal consensus
sequences found in NR2 subunits me-
diate their interaction with PSD-95 (also
termed SAP-90), a 95-kDa protein highly
enriched in the PSD. PSD-95 is a mem-
ber of the membrane-associated guanylate
kinase (MAGUK) protein family. PSD-95
also binds neuronal nitric oxide syn-
thase (nNOS), linking the NMDA receptor
to nNOS, thus allowing calcium influx
through the NMDA receptor to activate
nNOS. Furthermore, PSD-95 also binds
to proteins, such as MAP1A and CRIPT,
which bind microtubules, and guanylate
kinase associated protein (GKAP), which
binds to Shank, linking the entire complex
to the actin cytoskeleton. Hence, the bind-
ing of the NMDA receptor to PSD-95 plays

a role in its signaling and anchoring to the
cytoskeleton.

It appears that the binding of NMDA
receptors to PSD-95 is not important in
mediating its localization to the PSD.
In fact, elimination of PSD-95 in mice
by knockout technology did not result
in a decrease in synaptic localization of
NMDA receptors at the PSD. However,
it could be argued that other MAGUK
proteins could be involved in NMDA
receptor localization, and recent reports
suggest that this indeed could be the
case.

The NR1 subunit also plays an important
role in the localization of the NMDA
receptors to the PSD. NR1 subunits have
alternative splice variants of their carboxyl
termini; however, a membrane proximal
segment, termed C0, is common to all
NR1 subunits. This C0 segment interacts
with α-actinin, a protein that interacts
with F-actin. Some splice variants of the
NMDA receptor also contain a C1 exon
segment in the carboxyl region that binds
to neurofilament. Finally the cytosolic
regions of both NR1 and NR2 subunits
bind spectrin, an actin-binding protein.
Thus, the NMDA receptor is tightly
associated with the PSD and cytoskeleton
via interaction with proteins that associate
with microtubules and actin.

3.3.2 AMPA Receptors
Although not as tightly associated with the
PSD, AMPA receptors are also concen-
trated at the PSD of excitatory synapses.
Many synapses contain NMDA receptors
but not AMPA receptors, especially early in
development. These synapses are termed
silent synapses because depolarization of the
membrane by AMPA receptor function is
often necessary for NMDA receptors to
become functional themselves. Electrical
activity can regulate the delivery of AMPA
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receptors to the PSD, and it is thought that
this may be an underlying mechanism for
learning and memory.

AMPA receptors are heteromers of
GluR1-4 subunits. Like NMDA receptors,
the carboxyl termini of AMPA receptors
interact with intracellular proteins, some
of which are PDZ-containing proteins.
However, most of these PDZ-containing
proteins are different than those that bind
NMDA receptors. Two multi-PDZ proteins
that interact with GluR2 and GluR3 have
been identified, ABP (for AMPA receptor
binding protein) and GRIP (for glutamate
receptor interacting protein). However, the
function of the binding of these proteins
to GluR2 and 3 is still not completely
clear. Similarly, GluR2 and 3 have been
shown to interact with the PDZ-containing
protein PICK1 (protein that interacts with
C-kinase 1), and it is thought that this
interaction plays a role in linking AMPA
receptors to protein kinase C.

Recent evidence suggests that PSD-95
plays a role in localizing AMPA receptors
to synapses. PSD-95 also binds a protein
called stargazin, and it has been shown that
the concurrent binding of AMPA receptors
and stargazin to PSD-95 is important for
the delivery of AMPA receptors to the
PSD. Thus, MAGUK proteins may play
a role in the delivery of multiple receptors,
such as NMDA and AMPA receptors, to
the synapse.

Another family of PDZ-containing pro-
teins, the LIN-10/Mint1-3 family, has been
shown to play a role in regulating sur-
face expression of AMPA receptors. The
mechanism by which this family of pro-
teins regulates receptor targeting is cur-
rently unknown.

3.3.3 Kainate and δ Receptors
Kainate receptors can be pre- or postsynap-
tic, and consist of heteromers of GluR5-7,

KA1, and KA2 subunits. Like NMDA and
AMPA receptor subunits, the GluR6 and
KA2 subunits can bind to PSD-95. GluR6
binds to the first PDZ domain of PSD-
95 and KA2 binds to the SH3 and GK
domains. PSD-95 may serve to localize
kainate receptors to the PSD; however,
this has not yet been definitively shown.
δ receptors are comprised of GluRδ sub-
units, of which GluRδ2 has been shown to
bind to the PSD-95/MAGUK family mem-
ber PSD-3/chapsyn-110. This interaction
is thought to anchor GluRδ receptors to
the PSD.

3.3.4 Metabotropic Glutamate Receptors
Metabotropic glutamate receptors are clas-
sified into three main groups: group 1
(includes mGluR1 and 5) activate phos-
pholipase C, group 2 (includes mGluR2
and 3) and group 3 (includes mGluR4, 6,
7, and 8), both of which inhibit adeny-
late cyclase. Similar to the ionotropic
glutamate receptors, mGluR targeting
is mediated by the binding of intra-
cellular carboxyl termini to intracellu-
lar partners.

mGluRs of group 1 are concentrated in
a ring around the PSD. Recent studies
have focused on the role of their binding
partners in localization and signaling. It
appears that these receptors bind to Homer
via a PPXXF motif present in the carboxyl
terminus. A subset of Homer proteins
multimerize and are thought to crosslink
group 1 mGluRs to other mGluRs or to
other proteins containing Homer bind-
ing motifs, such as the IP3 receptor. It
is thought that the binding of Homer to
mGluR1 and 5 is similar to the bind-
ing of PSD-95 to NMDA receptors in
that it scaffolds the receptor with signal-
ing proteins.

The carboxyl terminal tail of mGluR5
also contains a PDZ-binding motif. As
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such, mGluR5 has been shown to bind
to the PDZ domain of Shank. Since
Shank binds to actin, this interaction
may serve to anchor the mGluR5 to
the PSD cytoskeleton. Since Shank is
part of the NMDA receptor complex,
it may serve to aid in crosstalk be-
tween NMDA and metabotropic glutamate
receptors.

3.4
Inhibitory Synapses: GABA Receptors

The principal inhibitory receptor in the
brain is the ionotropic GABA recep-
tor, which is a class of ligand-gated
ion channels made of subunits from at
least six different types. GABA recep-
tors are primarily found at the PSD of
inhibitory synapses with a small sub-
set found in extrasynaptic locations. Like
the glutamate receptors, GABA recep-
tors rely on interaction with intracel-
lular proteins to help to anchor it at
the PSD. However, unlike NMDA and
AMPA receptors, GABA receptors inter-
act with partners via their intracellular
loops between transmembrane regions 3
and 4.

3.4.1 GABAA Receptors
Ionotropic GABAA receptors are found
throughout the mammalian CNS. Ac-
tivation of this receptor results in in-
creased chloride conductance of neuronal
membranes, which can be blocked by
bicuculline. GABAA receptors are pen-
tamers, and there are at least seven
classes of GABAA receptor subunits – α,
β, γ , δ, ε, π , and θ . The most com-
mon GABAA receptor in the mammalian
CNS consists of two copies each of
α1 and β2 subunits associated with a
γ 2 subunit. Benzodiazapines bind with
high affinity to a subset of GABAA

receptors, where they exert their seda-
tive and anticonvulsive effects. Further-
more, barbiturates interact with GABAA

receptors.
A GABAA receptor-associated protein

(GABARAP) has been identified, and
this protein binds to the intracellular
loop. GABARAP has 30% identity with a
light chain of some microtubule-associated
proteins, suggesting that GABARAP
may associate with microtubules.
Indeed, GABARAP fractionates with
microtubules. Thus, GABAA receptors are
linked to the cytoskeleton of the PSD at
inhibitory synapses.

3.4.2 GABAB Receptors
GABAB receptors are metabotropic re-
ceptors that inhibit adenylate cyclase ac-
tivity and intracellular calcium levels.
They are widely expressed throughout
the mammalian CNS. They are het-
erodimers of GABAB1 and GABAB2 sub-
units, which interact through their car-
boxyl termini. GABAB receptors are the
target of baclofen, which is used to treat
spasticity. Thus, GABAB receptors may
be a treatment for disorders such as
epilepsy.

3.4.3 GABAC Receptors
Like the GABAA receptors, GABAC re-
ceptors are ligand-gated chloride chan-
nels. However, unlike GABAA receptors,
GABAC receptors are not blocked by bicu-
culline and do not bind benzodiazepines.
GABAC receptors contain ρ subunits of
which two types (1 and 2) can be as-
sembled into homomeric or heteromeric
pentamers. These receptors play an impor-
tant inhibitory role in the retina. MAP1B
(microtubule associated protein 1B) binds
to GABAC receptors, anchoring it to the
neuronal cytoskeleton.
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4
Changes in Neuronal Morphology in
Response to Signals

4.1
Signals that Regulate Dendrite Patterning

4.1.1 Electrical Activity
Electrical activity plays a role in shaping
synaptic connections in the nervous sys-
tem during development as well as during
experience and learning. It is thought that
signals from incoming presynaptic termi-
nals activate the appropriate postsynaptic
partners, shaping the dendritic tree so that
it will have the correct mature morphology.
Recent evidence suggests that activity also
‘‘fine-tunes’’ already branched dendrites.

Blocking activity can result in decreased
dendritic growth and branching. This has
been demonstrated in the visual system
where dark-rearing results in attenuation
of the length and number of dendritic
branches in stellate and lateral geniculate
neurons. In the cerebellum, when granule
cells fail to innervate Purkinje cells, their
dendritic branches are less elaborate.
Similarly, when cultured sympathetic or
hippocampal neurons are depolarized
using KCl, dendritic branching increases.

What do these results mean physiolog-
ically? When rats are reared in enriched
environments, the dendritic arbors of corti-
cal pyramidal cells are much more complex
than those of rats reared in control environ-
ments. Furthermore, it has been shown
that in some systems, activity does not
affect dendritic arborization. Recently, a
study of the dynamics of dendrite develop-
ment in the optic tectum of frogs provided
insight into apparent conflicts regarding
whether activity is an important factor
in determining dendrite morphology. It
appears that there is a specific developmen-
tal time window (‘‘critical period’’) when

dendrite patterning can be regulated by
electrical activity. Hence, for neurons that
are plastic for a critical period during de-
velopment, activity may influence dendrite
number only during this critical period.
For neurons that remain plastic into adult-
hood, for example in the hippocampus
and cortex, activity (perhaps as a result of
environment) may continue to shape the
dendritic tree.

4.1.2 Neurotrophins
Originally, the neurotrophins (nerve
growth factor or NGF, brain-derived
growth factor or BDNF, Neurotrophin-3
or NT-3, and neurotrophin-4 or NT-4)
were studied as survival factors for neu-
rons. However, in the late 1980s, it was
found that neurotrophins could regulate
dendritic patterning in the peripheral ner-
vous system. Similarly, soon after, it was
discovered that neurotrophins could also
regulate dendrite patterning in the devel-
oping neocortex. In recent years, BDNF
has been shown to promote dendritic ar-
borization in the developing retina and
cerebellum and as a mediator of activity-
dependent synaptic plasticity.

4.1.3 Extracellular Signaling Proteins
Although little is known about signaling
molecules that play a role in dendrite
patterning, studies performed during the
past five years have led to the identifi-
cation of proteins that regulate dendrite
branching (Fig. 4). Semaphorin 3A, orig-
inally identified as a chemorepellent for
cortical axons, acts to regulate dendrite pat-
terning in these same neurons by acting
as a chemoattractant for apical dendrites.
Similarly, the ephrin family of ligands and
receptors was originally identified as an
axon guidance molecule in the visual sys-
tem. Overexpression of one of the ephrin
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Fig. 4 Signaling proteins that regulate dendrite branching and morphology.

receptors, EphA3, results in decreased
dendrite branching in the visual system.
Recent studies have shown that other pro-
teins, such as Notch, Wnt, beta-catenin,
and the cell adhesion molecule L1, also reg-
ulate dendrite growth. Like EphA3, Notch
is a receptor, and increasing amounts
of Notch result in decreased dendritic
growth. In contrast, but in parallel with
Semaphorin 3A, L1 signaling positively af-
fects dendrite number. Thus, it appears
that regulators of axonal pathfinding also
play a role in dendritic patterning (Fig. 4).

In addition to axon guidance molecules,
hormones regulate dendritic arboriza-
tion. Rats that have underactive thyroid
glands have attenuated dendrite arboriza-
tion while those with overactive thyroids
have more complex arborization in hip-
pocampal pyramidal neurons. Similarly,
thyroid hormone increases dendritic ar-
bors in neonatal rats, while estradiol

increases dendrite number, and exposure
to glucocorticoids decreases dendrite num-
ber. Thus, hormones may play an ongoing
role in determining dendrite morphology.

4.1.4 Intracellular Signaling Molecules
The study of intracellular molecules
that play a role in dendrite patterning
is a relatively new field. However, re-
cent studies indicate that intracellular
regulators of dendrite arborization in-
clude calcium/calmodulin-dependent pro-
tein kinase II (CaMKII), the small GT-
Pases, immediate early genes, cypin, and
a number of novel genes (Fig. 4). The role
of CaMKII in dendrite patterning has been
studied in Xenopus tectal neurons. CaMKII
negatively regulates dendritic growth and
is thought to be a signal that halts
growth. The role of small GTPases, in-
cluding Rho, Rac, and Cdc42, appears to
be more complex. These proteins regulate
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the actin cytoskeleton, and together, they
mediate the effects of extracellular sig-
nals. Similarly, activity increases the ex-
pression of immediate early genes, two
of which are Arc (for activity regulated
cytoskeletal-associated protein) and Narp
(for neuronal activity-regulated pentraxin).
Although there is no direct evidence that
Arc mediates dendritic remodeling, its lo-
calization in dendrites makes it a prime
candidate as an intracellular mediator.
Stronger evidence exists for a role for Narp
in dendrite patterning. Narp is induced by
electrical activity, is secreted from neurons,
and stimulates dendritic growth in cul-
tured neurons. Cypin (for cytosolic PSD-95
interactor) is another protein that is up-
regulated by electrical activity. Cypin is a
guanine deaminase that binds to tubulin
heterodimers and promotes microtubule
assembly. Cypin’s enzymatic activity may
play a role in dendrite patterning since its
overexpression results in increased den-
drite number. Moreover, knocking down
cypin protein levels results in a decrease
in dendrite number.

Genetic screens are underway to identify
genes that control dendrite morphology.
Drosophila screens have identified at least
a dozen candidates that regulate sen-
sory neuron dendrite patterning. These
include the transcription factor Prospero,
genes that regulate the cytoskeleton such
as Dcdc42, kakapo, and enabled, and
the membrane-spanning protein flamingo.
Using a strategy called transactivator trap-
ping, a calcium-responsive transactivator
called CREST was very recently identified.
CREST plays a role in dendritic pattern-
ing in the mammalian hippocampus and
cortex. Mice with disrupted expression of
CREST have deficits in calcium-dependent
dendritic growth. Thus, the field of den-
drite patterning is quickly evolving with

the identification of new players that regu-
late dendrite number and morphology.

4.2
Signals that Regulate Axons

4.2.1 Electrical Activity
The role of electrical activity on the pat-
terning of the visual system has been
well studied. Dark-rearing or visual depri-
vation during visual system development
results in a disruption of ocular domi-
nance columns in layer 4 of the cortex.
Similarly, if action potentials are blocked
during the ‘‘critical period’’ when thala-
mic axons grow into the primary visual
cortex, normal branching patterns of these
axons are disrupted. Furthermore, the neu-
rons project into areas where they normally
do not innervate. Similarly, in barn owls,
the auditory map is guided by vision,
and hence electrical activity. If the owls
are raised wearing prismatic spectacles
that displace vision, their auditory neu-
rons become tuned to sound locations
that correspond to visually displaced sites.
Thus, neuronal activity plays a major role
in guiding axons in the visual and auditory
systems (Fig. 5).

The role of electrical activity on axon
guidance has been recently studied using
cultured Xenopus spinal neurons. Brief
periods of electrical stimulation increase
netrin-1 induced attraction and converts
myelin-associated glycoprotein repulsion
to attraction. In contrast, electrical activity
does not play a major role in axon
guidance in mammalian motor neurons.
Thus, electrical activity may serve as a
modulator for axon guidance in particular
sets of neurons.

4.2.2 Extracellular Cues: Netrins
It has been long established that neuronal
migration and pathfinding is regulated
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Netrins (UNC-5)

Netrins (UNC-40/DCC)

Attraction or
collateral branching

Repulsion

Semaphorins (Plexins, neuropilins)

Semaphorin 7A (Integrins)

Cyclic nucleotides

Ephrin receptors (Abl, Arg kinases)

Ephrin ligands (Y-P and RGS)

Ephrin ligands (Jun-N terminal kinase)
Slit (Robo)
CRMP

Fig. 5 Signaling proteins involved in axon guidance. This is a very
simplified view of proteins that regulate axon attraction or repulsion.
There is still much that is not known. Y-P is tyrosine phosphorylation
and RGS is regulator of G-protein signaling. All other names are
discussed in more detail in the text.

by extracellular cues. These cues include
the netrins, semaphorins, ephrins, and
Slits (Fig. 5). Netrins were first identi-
fied as playing a role in axon guidance
in both the vertebrate and invertebrate
nervous systems. They are diffusible sub-
stances, and the same netrin that can be
attractive to some axons may be repul-
sive to others. Netrins bind to two classes
of receptors UNC-40 and UNC-5. Netrin
attraction appears to involve UNC-40 ho-
mologs (i.e. deleted in colorectal cancer,
DCC), which signal through phospholi-
pase C, mitogen-activated kinase, and the
small GTPases Cdc42 and Rac. Repulsion
appears to be mediated by UNC-5 fam-
ily members either in combination with
UNC-40 homologs (DCC) or alone. The
cytosolic regions of UNC-5 homologs con-
tain protein interaction domains, which
may regulate intracellular signaling.

In addition to providing cues for axon
pathfinding, netrins can also promote axon

outgrowth. The nuclear factor of activated
T cell (NFAT) transcription factors act
downstream of DCC. Inhibition of NFAT
activation or elimination of NFAT in mice
results in defects in axonal outgrowth.

4.2.3 Extracellular Cues: Semaphorins
Some members of the semaphorin fam-
ily are membrane-bound, and some are
secreted. In Drosophila, the invertebrate
semaphorin SemI was identified in genetic
studies of axon fasciculation. In verte-
brates, semaphorins were discovered in
assays of growth cone collapse. Sema3A is
a repulsive cue for NGF-responsive neu-
rons of the dorsal root ganglia and is
thought to prevent axons of these neurons
from invading the ventral spinal cord dur-
ing development. Plexins and neuropilins
have been identified as receptors for the
semaphorins. Neuropilins can associate
with plexins and form functional receptors
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for Semaphorin 3A. Met, a receptor tyro-
sine kinase, forms a complex with one
of the plexins (B-1), signaling through
small GTPases to alter actin dynamics,
which then results in axonal repulsion. In
contrast, a different plexin subtype (A-1)
signals through a cytosolic protein called
collapsin response mediator protein(CRMP).
Recently, it has been shown that over-
expression of CRMP results in multiple
axon formation. CRMP binds to tubulin
heterodimers and promotes microtubule
assembly, a mechanism, which may un-
derlie CRMP’s role in axon guidance
and outgrowth.

In contrast to Sema3A, the plexins,
which primarily cause axon retraction
or repulsion, semaphorin 7A (Sema7A)
has been shown to promote axon out-
growth. In fact, Sema7A does not signal
through neuropilins or plexins; it binds
to integrins instead. Its signaling is medi-
ated by mitogen-activated and focal adhe-
sion kinases.

4.2.4 Extracellular Cues: Ephrins
It is thought that complementary expres-
sion and binding of ephrin receptors in
retina to their ephrin ligands in tectal
targets mediate retinal–tectal patterning.
Unlike other axon guidance molecules,
ephrins are not secreted. Ephrins of type
A are GPI-linked and ephrins of type
B are transmembrane proteins. Ephrin
receptors for both types of ligands are
transmembrane receptors with intracellu-
lar tyrosine kinase domains. Like other
tyrosine kinase receptors, binding of Eph
ligands to their receptors results in re-
ceptor phosphorylation and dimerization.
Activation of these receptors results in
inactivation of Ras and suppression of ex-
tracellular signal-regulated kinase (ERK).
Furthermore, signaling of ephrin recep-
tors through Abelson (Abl) and related

(Arg) kinases results in axonal repulsion.
In addition, the ephrin ligands themselves
can be involved in reverse signaling. There
are three possible pathways: (1) one involv-
ing tyrosine phosphorylation, (2) one in-
volving Jun-N terminal kinase, and (3) one
involving the regulator of G-protein signal-
ing, inhibiting G-protein coupled receptor
signaling. The first and third pathways
are involved in axonal outgrowth, and
the second pathway is involved in ax-
onal repulsion (Fig. 5).

4.2.5 Extracellular Cues: Slits
Slit was originally identified in a genetic
screen in Drosophila designed to identify
proteins involved in embryonic patterning.
More recently, it has been shown that
both Drosophila and vertebrate slits are
axon repellents. Roundabout (Robo) is the
receptor that is responsible for the actions
of slit (Fig. 5). Although potential players
have been identified, genetic studies have
shown that slit signaling is complex, and
no concrete evidence exists to assign a
definitive signaling pathway for slit in
axonal repulsion. However, like the ephrin
receptor signaling, Abl may play a role
in Robo-mediated slit signaling. Enabled,
an Abl substrate, and Capulet, an adenylate
cyclase-associated protein, act downstream
of Abl. There is evidence that small
GTPases play a role in mediating slit-
promoted axon repulsion. Furthermore,
it is thought that slit can use DCC as a
receptor in its signaling.

4.2.6 Extracellular Cues: CPG15
CPG15 is an extracellular molecule that
is anchored to the plasma membrane by
a glycosyl–phosphatidylinositol linkage.
CPG15 mRNA is expressed during devel-
opment, and the protein is expressed in
areas of the brain that are developmentally
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plastic, such as in the visual system.
CPG15 mRNA is upregulated by electrical
activity and BDNF and is responsible for
regulating the growth of apposing den-
dritic and axonal arbors by decreasing rates
of branch retractions of presynaptic retinal
axons. It is still not known what protein
functions as the CPG15 receptor.

4.3
Intracellular Signaling Molecules

CRMP, discussed above as a mediator of
semaphoring signaling, causes the forma-
tion of multiple axons when overexpressed
(Fig. 5). In addition, CRMP is present at
high levels in axonal growth cones, and
thus, may play a major role in determining
neuronal morphology. Other intracellular
signaling molecules that can regulate axon
morphology include cyclic nucleotides,
which convert repulsive growth cone re-
sponses to attractive ones, and calcium,
which can regulate growth cone turning,
and hence, axonal guidance (Fig. 5). It
is clear that we are just beginning to
make headway into understanding the
mechanisms by which axonal morphology
is determined.

5
Perspectives

Our understanding of how the brain func-
tions is expanding exponentially. Recent
advances have resulted in our understand-
ing of how neurotransmitter vesicles are
recycled, how signaling complexes are tar-
geted to synaptic sites, and how neuronal
morphology is determined. New molecular
and biochemical methods will enable us to
continue to identify and clarify details and
mechanisms underlying neuronal func-
tion. This chapter is intended to build

a basic foundation in neuron chemistry
and to provide the background necessary
to understand ongoing investigations of
mechanisms that are critical for neu-
ronal signaling.
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Neuropeptide
This is a generic term for a peptide of as few as 3 to nearly 200 amino acids, produced
in specialized neurons, released from neurosecretory cells and usually acting as
a hormone.

Neurosecretion
This is the release of material (e.g. biogenic amines, peptides) from secretory granules
located in neurosecretory cells in response to internal or external stimuli.

Precursor
Neuropeptides are typically synthesized as members of a large precursor polypeptide
that is processed by specialized proteases and other enzymes resulting in production of
biologically active peptides.

Receptor
Receptors are signal transduction proteins embedded in cell membranes that bind
ligands (e.g. neuropeptides) and transmit signals from the exterior to the cytoplasm.
Neuropeptide receptors are typically associated with G-proteins that bind guanine
nucleotides and are referred to as GPCRs or G-protein coupled receptors.

� Invertebrates present enormous diversity and occupy every ecological niche. They
comprise microscopic worms and large squid, sedentary corals and migrating locusts.
The 30 invertebrate phyla include animals with the relatively simple nerve net of
the cnidarians and the complex central and peripheral nervous systems of insects
and molluscs. Common to all invertebrates, regardless of size, habit or complexity,
however, is a dependence upon neuropeptides for control of physiological processes.
This feature is shared among all animals. Activities ranging from behavior and
reproduction to energy metabolism and metamorphosis are under the control
of one or more neuropeptides. The lower invertebrates appear to rely upon few
families of neuropeptides that include large numbers of a variety of sequences,
whereas higher invertebrates have many neuropeptide families with fewer numbers
of different sequences within each family. In both cases, however, there is a complex
neuropeptide biochemistry. Mechanisms of neuropeptide synthesis, secretion,
action, and catabolism are similar to those described for vertebrates, but useful
differences exist. These differences facilitate studies of biochemical evolution and
provide unique experimental systems. It was, in fact, work on insect metamorphosis
early in the twentieth century that led to the concept of neurosecretion. Research into
invertebrate neuropeptides is as important to better understand the life processes
of animals, in general, as it is to discover environmentally responsible means to
control pests.
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1
Background

1.1
Neurosecretion

Neurosecretion is the release of sig-
nal molecules – peptides, amines, or
both – from specialized cells. The
molecules effect specific responses after
binding to receptors on the target cell.
Molecules acting at a target in close prox-
imity to the release site (e.g. from the effer-
ent end of one neuron to the afferent end
of the adjoining neuron, or at the mem-
brane of an innervated cell) are considered
neurotransmitters. If the release and target
sites are distant from one another, then the
signal molecule acts as a hormone. Neu-
ropeptide is a generic term for regulatory
peptides, as short as 3 to nearly 200 amino
acids, secreted from neural cells, which act
as neurohormones or neurotransmitters.
They are produced in specialized neurons,
stored in secretory granules and released
in response to internal or external stimuli.
Invertebrates use an enormous number
and variety of neuropeptides to control
most physiological processes.

One of the earliest demonstrations that
factors from one tissue may affect other tis-
sues not neurally connected was work by
Berthold (1849) on castration in roosters.
Baylis & Starling (1902) noted that material
secreted from the small intestine of dogs
stimulated pancreatic activity. They called
the active factor secretin and coined the
term hormone. However, neither the testes
nor the intestines are neural organs, and it
was actually research on an insect that ex-
perimentally demonstrated the merging of
neural and endocrine activities. Kopec per-
formed ligation and surgical experiments
on the larvae of the gypsy moth Lymantria
dispar, noting that the brain was required

for larval development and molting. Af-
ter further work, he concluded that the
brain must be an organ of internal secre-
tion. This was the first report that a neural
organ could also act as an endocrine or-
gan. During the same period, Banting &
Best made their landmark discovery of in-
sulin and Spiedel identified secretory cells
within the spinal kord of skates.

Secretion of hormones by neural tissues
is now a principle of neurobiology. The
idea that neural tissues also function as
endocrine tissues, however, was a point
of scientific controversy when proposed
in the early 1900s, and many decades
would pass before wide acceptance of
the neuroendocrine concept. Initial op-
position to a revolutionary idea, from
work on an invertebrate, eventually gave
way to experimental proof from scores
of laboratories, and the importance of
neuropeptides as key messengers of neu-
rosecretion was recognized.

Invertebrates comprise at least 30 phyla,
two of which, Nematoda and Arthro-
poda, include most of the different animal
species known. Neuropeptides are fre-
quently members of families of related se-
quences, which provide biological variabil-
ity, redundancy, and an enormously com-
plex picture for the investigator. A com-
plete cataloging of invertebrate neuropep-
tides and their actions is impractical and
not of particular value to an introductory
review. Rather, consideration of selected
neuropeptides and their functions in rep-
resentative phyla will be used to illustrate
the complex and pervasive action of these
molecules throughout the invertebrates.

1.2
Neuropeptides

Neuropeptides are synthesized as large
inactive precursors, preproneuropeptides,
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that are transported within the cell from
the polysome, through the rough endo-
plasmic reticulum (RER), and on to the
Golgi where processing takes place. An
N-terminal hydrophobic leader sequence
guides translocation through the RER
membrane and is removed by an endo-
proteolytic signal peptidase. The proneu-
ropeptide is transported along the ER to
vesicles within the Golgi. Packaged with
the proneuropeptide in the vesicle are pro-
cessing enzymes, including both proteases
and nonproteases, required for generation
of active neuropeptide, ready for secre-
tion. The processing of all propeptides is
similar. Active peptide sequences within
precursors are typically flanked by basic
amino acids (e.g. K and/or R), which serve
as primary cleavage signals for propeptide
convertases (or proconvertases). Procon-
vertases are members of a family of
subtilisin-like endoproteases. Those that
process neuropeptides are specifically able
to function in the acidic environment of
the neurosecretory cell vesicle. After pro-
convertase action, carboxypeptidases trim
the C-terminus. Many neuropeptides in
invertebrates are further modified at the
C-terminus, N-terminus, or both, to pro-
tect them against degradation by cellular
proteases during transport to target recep-
tors. Amidation requires a C-terminal G,
which is converted to an amide by pep-
tidylglycine α-amidating monooxygenase
(PAM). PAM is a bifunctional enzyme that
has both peptidylglycine α-hydroxylating
monooxygenase (PHM) and peptidyl-α-
hydroxyglycine α-amidating lyase (PHL)
domains. In some invertebrates, ami-
dation is done by separate PHL and
PHM enzymes. At the N-terminus, a
glutamic acid (E) residue is converted
by glutaminyl cyclase into pyroglutamic
acid (pE). Peptide processing is a gen-
erally conserved system among animals

and between different tissues, but specific
variations in enzyme complement pro-
vide flexibility in processing, depending,
for example, upon the tissue or devel-
opmental stage requirements. In lower
invertebrates, some additional processing
proteases that recognize acidic rather than
basic residue cleavage sites have been
proposed.

2
Invertebrates

2.1
Cnidarians

The most primitive of the animals to
have a nervous system are in the phylum
Cnidaria, which includes classes Hydrozoa
(Hydra), Scyphozoa and Cubozoa (jelly-
fishes), and Anthozoa (corals, anemones).
Development of the Hydrozoa and An-
thozoa is particularly well studied. The
cnidarian nervous system is a simple
nerve net lacking the arborization found
in higher invertebrates. Nevertheless, the
cnidarian nervous system and its con-
trol are biochemically quite complex. The
chemical messengers seem to be nearly all
peptides. In fact, typical neurotransmitters
such as acetylcholine, catecholamines, and
serotonin have not been found, and the
nervous system is primarily peptidergic.

The Hydra, a small freshwater polyp
known for its ability to regenerate a com-
plete organism from a few cells, can be
manipulated to produce a complete ep-
ithelial self devoid of a nervous system.
Addition of a few neuronal stem cells
results in the production of a normal, func-
tioning nervous system. This remarkable
plasticity is due to the action of regula-
tory peptides. In addition, the neurons of
cnidarians are multifunctional, serving the
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roles of sensory neurons, interneurons,
motor neurons, and secretory neurons;
roles fulfilled separately among the more
specialized neural cells of higher animals.
It may not be surprising that of all regu-
latory peptides in Hydra, 50% are believed
to be neuropeptides.

Over 800 peptides have been isolated
from Hydra through the Hydra Peptide
Project and about 260 have been se-
quenced. Although many of the peptides
are present in other organisms, many ap-
pear to be unique to Hydra. At least 60
unique neuropeptide sequences have been
reported for anemones. Most cnidarian
neuropeptides are approximately 3 to 10
residues long, amidated at the C-terminus
and blocked by pE at N-terminus. In addi-
tion, the C-terminal sequences usually in-
clude a penultimate Arg (R) residue. Thus,
groups of cnidarian neuropeptides are
known as RFamides, RNamides, RPamides,
RWamides, and so on, depending upon the
terminal residue. All the RXamides have
neuromuscular effects.

Although the RXamide structure pre-
dominates, other sequences are present.
Among them are EQPGLWamide, known
as metamorphosin A, isolated from the
anemone Anthopleura elegantissima and
Hym-355 (FPQSFLPRGamide) from Hy-
dra magnapapillata. Metamorphosin A
stimulates hydrazoan metamorphosis, and
Hym-355 stimulates neuron differentia-
tion. Analogs of vertebrate gonadotropin-
releasing peptide hormones are also
present in cnidarians. Thus, cnidarians
have numerous neuropeptides that affect
neuromuscular activity such as feeding but
also have neuropeptides involved in con-
trolling development.

Genes for many cnidarian neuropep-
tides have been cloned. One notable
feature is the high copy number of pep-
tides encoded within some genes. For

example, in the sea pansy Renilla kollikeri,
the precursor of the peptide pEGRFamide
contains 36 copies of this peptide se-
quence and up to 38 copies of peptides
have been observed in genes from A. ele-
gantissima. These are some of the highest
copy numbers reported for neuropeptides,
and suggest highly efficient production of
certain sequences. There are other cnidar-
ian neuropeptide genes that code for fewer
and for single copies of some peptides,
and genes that code for more than one
different peptide.

Another feature of cnidarian neuropep-
tide genes is that they code for cleavage
sites in precursors that are bounded by
acidic residues. This is in addition to
the typical basic and dibasic cleavage site
residues found in peptide precursors. To
accommodate these unusual acidic cleav-
age sites, additional processing enzymes
have been proposed including endopro-
teases, aminopeptidases, and a dipep-
tidyl aminopeptidase. Cnidarians appear
to require neuropeptides for all neural
transmission and for developmental sig-
naling as well. They depend upon an
efficient production system that features
large copy numbers of active sequences in
precursors and a processing pathway that
includes proteases that recognize atypical
processing sites. The relatively simple ner-
vous system of cnidarians is biochemically
highly complex. In this phylum housing
the invertebrates with the most primitive
of nervous systems, both the number of
neuropeptides and their involvement in
a variety of complex biochemical events
illustrate that primitive is not simple.

2.2
Platyhelminthes

Flatworms comprise over 13 000 species,
10 000 of which are parasitic to animals.
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The platyhelminth phylum comprises four
classes. Turbellarians are free-living and
aquatic (e.g. Planaria), Monogenea that
includes ectoparasites of fish and rep-
tiles, Trematoda including endoparasites
of vertebrates (e.g. Schistosoma), and the
Cestodes (tapeworms). Flatworms range in
size from the microscopic up to 30-m long
tapeworms, and represent the early appear-
ance of bilateral metazoans. Their nervous
systems are ladderlike, with central and
peripheral components, and unlike the
cnidaria have a rudimentary brain.

Most of the information on platy-
helminth neuropeptides has been obtained
by immunoscreening, and immunoreac-
tivity has been detected throughout the
flatworm body including sense and re-
productive organs, and alimentary tissues.
However, few neuropeptides have been
isolated and characterized. The six se-
quences available are members of two
neuropeptide families. Two neuropeptide
F sequences are analogous to the vertebrate
neuropeptide Y, have conserved proline
(P) residues in the N-terminal region of
the peptides and characteristic x-R-x-R-
y-amide C-terminal motifs. The y is a
phenylalanine (F) in flatworm NPFs and
a tyrosine (Y) in NPY.

The second family represented is the
FMRFamides (more generally known as
FaRPs for FMRFamide-related peptides).
Four flatworm sequences are characterized
from four species. YIRFamide, GYIR-
Famide, and RYIRFamide were isolated
from nonparasitic turbellarians and GNF-
FRFamide was isolated from the parasitic
cestode tapeworm Moniezia expansa. The
invertebrate homolog, neuropeptide F, was
first isolated from M. expansa and is ex-
pressed abundantly and widely within this
animal. There is no gene information
available for platyhelminth FMRFamides,
but the presence of amidated C-terminals

in all isolated sequences and precedent
from lower and higher phyla suggest that
processing should resemble the mecha-
nisms found in other animals. A gene
for M. expansa NPF has been character-
ized, it is highly expressed and codes for
a single peptide. A cDNA containing the
gene coding for PAM has been isolated
from the parasitic trematode Schistosoma
mansoni, and the expressed S. mansoni
enzyme has different kinetics from verte-
brate PAM.

2.3
Nematodes

Nematodes are unsegmented round-
worms with longitudinal nerve chords and
a nerve ring. The anatomy of the ner-
vous system is no more complex than
the platyhelminths but a greater num-
ber of distinct organs is present including
mouthparts with a pharyngeal pump to fa-
cilitate feeding, an intestine that serves as
a metabolic organ somewhat analogous to
the liver, gonads, and sexually dimorphic
features. Most nematodes are microscopic,
but some species are quite large, mea-
suring in meters. As a group, nematodes
are second only to the insects in num-
ber of species, breadth of distribution, and
amount of biomass. They occupy nearly
every ecological niche and include both
parasitic and nonparasitic species.

Parasitic nematodes infect vertebrates,
invertebrates, and plants. Their impor-
tance to medicine and agriculture has
made them subjects of extensive research
efforts to discover ways to effectively
control them. A nonparasitic free-living
nematode Caenorhabditis elegans has be-
come important as a molecular genetic
model and tool for discovery of cel-
lular mechanisms in both vertebrates
and invertebrates. In fact, the C. elegans
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genome was the first animal genome to be
completely sequenced.

The neuropeptides predominantly stud-
ied in nematodes are members of the
FaRP family of sequences. The neuro-
muscular effects of these peptides have
made them a focus of veterinary med-
ical research to discover treatments for
parasitic disease of livestock, and the dis-
covery of large numbers of FaRP genes
in C. elegans has captured the attention
of molecular biologists. Two species, then,
have predominated nematode neuropep-
tide research: Ascaris suum, an important
parasite of livestock, and the molecular
model C. elegans.

The first neuropeptide isolated from a
nematode was the FaRP KNEFIRFamide
from A. suum, and the first FaRP gene
cloned from nematodes was from C. el-
egans. To date, in fact, all neuropeptides
isolated from nematodes have been FaRPs.
These include 19 different sequences from
A. suum, 1 FaRP from another animal-
parasitic nematode, Haemonchus contortus,
5 from the free-living species Panagrellus
redivivus, and 1 from C. elegans. Nematode
FaRP genes contain coding sequences that
predict large numbers of FaRP sequences.
C. elegans has 22 FaRP-like peptide genes
(flp genes) coding for approximately 60 dif-
ferent FaRP sequences, the plant-parasitic
nematode Globodera pallida has 5 gpflp
genes coding for 14 different sequences,
and a gene cloned from A. suum (afp-1)
codes for 6 different sequences. Around 70
different FaRPs have been identified in ne-
matodes, with only a minority having been
tested physiologically, usually in a mus-
cle assay system using A. suum. All have
neuromuscular effects, but not all of the
effects are the same, leading to the hypoth-
esis that a variety of FaRP receptors exist.
This argument is supported by the large
number of unique sequences identified.

Some intriguing questions arise from a
survey of FaRP sequences in nematodes.
In C. elegans, many of the flp genes
are expressed throughout development.
Nematodes have an egg stage, four larval
stages, and adults. C. elegans flps 1 to 12
are expressed in all 6 stages but flps 8, 9,
and 13 are expressed only during the egg
and larval stages and not in the adult stage.
This suggests developmental involvement
of at least some FaRPs.

Among the many sequences identified
in nematodes, KHEYLRFamide is present
in all species examined and is the most
abundant FaRP in A. suum, H. contortus,
C. elegans and P. redivivus. In both C.
elegans and G. pallida, the genes coding
for KHEYLRFamide also code for multiple
copies of the peptide. A second FaRP
KSAYMRFamide is present in A. suum,
G. pallida, C. elegans and P. redivivus, and
the genes in C. elegans and G. pallida also
code for multiple copies of this FaRP.
The abundance of these two sequences
and their appearance in all nematodes
suggests that they have some fundamental
importance to all species.

In concert with this shared importance,
the wide variety of unique sequences ob-
served suggests some species-specific or
developmental stage-specific roles. In ad-
dition, it is interesting to note that among
the complex variety of nematode FaRPs,
only two (above), are widely shared and
most FaRPs have been identified in ei-
ther parasitic or nonparasitic species, but
not both. Examples include SADPNFLR-
Famide and SDPNFLRFamide, which are
present only in the free-living species C.
elegans and P. redivivus, and AVPGVLR-
Famide, which is exclusive to the ani-
mal – (A. suum) and plant – (G. pallida)
parasitic nematodes.

Can FaRP cocktails be used to sort nema-
tode species for phylogenetic comparison?
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Are there really a few universal FaRPs in ne-
matodes? What are their functions among
different species? Are there FaRPs asso-
ciated with parasitism? As more species
are examined, such questions may be an-
swered. Levels of specific FaRPs in C.
elegans can affect feeding and social be-
havior, and may also influence activation
of specific receptors. FaRPs, then, do not
solely affect neuromuscular activity.

Not all nematode neuropeptides are
FaRPs. Immunochemical screens using
antisera against vertebrate and inverte-
brate antigens provide circumstantial evi-
dence for numerous other neuropeptides
in nematodes. At least one report showed
that Ascaris homogenates elicit responses
in insects similar to those associated with
the insect metabolic neuropeptide adipoki-
netic hormone. More directly, a screen of
the C. elegans genome has revealed over
30 non-flp genes encoding more than 50
putative neuropeptides. Thus, nematodes
must depend upon a large number and
complex variety of neuropeptides for phys-
iological regulation, and most have yet to
be examined.

2.4
Arthropods

Studies of neuropeptides in arthropods
constitute a much more comprehensive
approach than in the lower invertebrates.
Well-defined organs with specific physio-
logical functions, a sophisticated nervous
system, and physical size of many arthro-
pods facilitate investigations with a variety
of biochemical, physiological, molecular
biological, and anatomical methods. This
is especially true in the insects, where
many families of neuropeptides have been
discovered, and where member neuropep-
tides are categorized by physiological pro-
cesses controlled as well as by sequence.

Developmental, metabolic, neuromus-
cular, behavioral, and other physiological
activities have been examined. Develop-
mental neuropeptides include the ecdy-
siotropins that control levels of steroid
hormones necessary for molting and egg
production. The allatotropins and allato-
statins regulate titers of specific fatty acids,
juvenile hormones, responsible for de-
termining developmental age. Metabolic
neuropeptides regulate lipid mobilization,
energy production, diuresis, and heart rate.
Some behavioral neuropeptides control
highly orchestrated movements required
for eclosion (adult emergence), while oth-
ers regulate the production of exquisitely
specific and potent pheromones, volatile
chemicals released by females to attract
males. Myotropic neuropeptides represent
a varied group, including FaRPs, that con-
trol locomotion, flight, egg laying, and the
other neuromuscular demands of highly
complex organisms. The literature on
these and the many other arthropod neu-
ropeptides is voluminous, and numerous
reviews are available. Here, two neuropep-
tide families are presented as examples
of the status of neuropeptide research
in insects.

Pheromones are semiochemicals re-
leased by a female to attract a mate. In
lepidopterans, the subesophageal gland
produces pheromones in response to a
neuropeptide – pheromone biosynthesis-
activating neuropeptide (PBAN). PBAN
was initially isolated from the moth He-
licoverpa zea and subsequently identified
and prepared from a number of other
species. PBANs have only been identi-
fied in moths and butterflies, although
a homolog is predicted in Drosophila.
PBANs are 33 to 34 amino acids
long, with high sequence homologies
(∼70–90%), and have an amidated C-
terminus with a FSPRLamide motif. The
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C-terminal pentapeptide was found to be
the shortest PBAN fragment to retain
pheromonotropic activity (its active core),
a discovery that stimulated research to pro-
duce novel insect control agents based
upon neuropeptides. The approach con-
sists of two fundamental strategies. First,
since pheromonotropic activity is retained
within a short peptide sequence, it is
possible to synthesize analogs of the C-
terminus, and prepare various iterations
containing different amino acid substi-
tutions. The peptides are screened for
antagonistic activity, and these lead se-
quences are used to design more potent
antagonists. Second, peptides are polar
molecules that do not readily pass through
the insect cuticle, and are also suscepti-
ble to proteolytic attack within the animal.
To address these problems, cyclic versions
of lead peptides are synthesized such that
polarity is reduced and resistance to prote-
olysis is increased. Through this approach,
antagonists have been identified and the
cuticle successfully penetrated. Improve-
ment in design and potency of the peptide
mimics, needed before practical use can
be realized, represent major challenges,
but the recent molecular cloning of the
PBAN receptor will undoubtedly be of sig-
nificant help.

A surprising feature of the PBAN
FSPRLamide C-terminus is that it is
shared among other neuropeptides with
different biological activities and in vari-
ous insect species. Myotropic neuropep-
tides called pyrokinins, isolated from cock-
roaches and locusts, stimulate muscle
contraction in the gut and oviduct. They
were also found to affect cuticle pig-
mentation in moth larvae, pupariation
in flies, and pheromone production in
moths. Reciprocal experiments demon-
strated that moth PBAN could stimu-
late muscle contractions in other insects.

Subsequent experiments have established
a pyrokinin/PBAN family in insects. Com-
mon to all the neuropeptides examined
was the FxPRLamide motif. In PBAN,
x = S, and in pyrokinin, x = T. Cloning of
the PBAN gene revealed a precursor pep-
tide containing sequences of five peptides
each containing the FxPRL structure. One
sequence was PBAN and the other four
are diapause hormone-like peptides, with
FGPRLamide at the C-terminus. Thus,
the FxPRLamide motif is associated with
developmental and myotropic, as well as
behavioral, activities. Specificity of action
probably comes from association of the en-
tire molecule with the receptor (as opposed
to the active core only) and the population
of receptors present in target cells.

Sequencing of the Drosophila melano-
gaster genome greatly expands analysis of
insect neuropeptides. As with C. elegans,
screens have been initiated to discover
neuropeptide genes and genes for neu-
ropeptide receptors. To date, 44 genes
for G-protein coupled receptors (GPCRs)
have been detected including those pre-
dicted to bind neuropeptide Y homolog,
gonadotropin-releasing hormone, allato-
statins, and a number of other recep-
tors with homologs in humans, cnidar-
ians, and other insects. The 22 neu-
ropeptide genes discovered include those
for adipokinetic hormone, ecdysiotropin,
PBAN, and FaRPs.

FaRPs in Drosophila are sorted into
three classes on the basis of amino acid
sequences: sulfakinins, myosuppressins,
and FMRFamides. All have neuromus-
cular activities, but these vary depending
upon the tissue. Single genes were cloned
for each group, only one gene for each
group was found in the genome screen,
and these had been cloned. The single
FMRFamide gene codes for a precursor
containing a total of 11 peptides with 6
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different sequences. This compares with
the multiple genes and sequences found
in the lower invertebrates (e.g. nematodes).
In molluscs, FMRFamide is also coded by a
single gene. Drosophila FMRFamide recep-
tors (GPCRs) have been cloned and charac-
terized. They express varying preferences
for the different Drosophila FMRFamides,
suggesting that additional FMRFamide re-
ceptors may also exist and offer a source
of specificity.

2.5
Molluscs

Since its discovery in the clam Macro-
callista nearly 40 years ago, FMRFamide
and related FaRPs have been described
in nearly every invertebrate examined, and
have stimulated a great deal of invertebrate
neurochemical research. Molluscs have
single genes coding for FaRPs but exhibit
a variety of FaRP production strategies.
The snail Lymnaea has a single five-exon
FaRP gene that is alternatively spliced,
resulting in 12 FaRP sequences includ-
ing FMRFamide: The bivalve Mytilus gene
codes for 16 copies of FMRFamide and
three other peptides with no alternative
splicing. In molluscs with the most com-
plex nervous systems (the cephalopods:
e.g. Loligo, squid; Sepia, cuttlefish), the
single gene codes for 14 FaRPs includ-
ing FMRFamide, and in Aplysia, a marine
snail that has become a widely used model
in neurochemical research, the FaRP gene
encodes 28 copies of FMRFamide. The
presence of a single FaRP gene in mol-
luscs, as in insects, is in sharp contrast
with the multiple gene strategy in the lower
invertebrates.

The biosynthetic machinery that results
in neuropeptide variety includes multiple
genes and multi-exon genes, alternative
gene splicing, propeptide and enzyme

sorting, and posttranslational processing.
One of the most prominent model systems
used to examine neuropeptideff biosyn-
thesis has been provided by Aplysia. The
Aplysia nervous system is more sophis-
ticated than the lower invertebrates, but
contains relatively few and large neurons
compared with vertebrates. Electrophysio-
logical studies of stereotyped behavior and
anatomical identification of the involved
neurons were accomplished and, early on,
the roles of neurochemicals including neu-
ropeptides were examined. A most critical
behavior in the gastropod molluscs is egg
laying, and all of the above experimental
approaches came to be focused on egg
laying in Aplysia.

A remarkable feature of Aplysia is that
egg laying is controlled by two clus-
ters of peptidergic neurons, so-called bag
cell clusters, each containing hundreds
of homogeneous neurons producing the
protein precursor of egg-laying hormone
(ELH). Few systems allow the study of
large numbers of homogeneous neurons
producing one common precursor, and
Aplysia became a particularly useful model
for the study of neuropeptide regulation.
The ELH gene encodes a 271 amino acid
precursor containing the sequences for
ELH, bag cell proteins (BCP) and acidic
peptide (AP). These sequences are cleaved
from the precursor and differentially pack-
aged and transported. ELH is 36, BCPs
range from 5 to 19, and AP is 27 amino
acids long. The specific function of AP is
not known, but all of the peptides act to
coordinate egg-laying behavior. The exten-
sive posttranslational processing of ELH
peptides has been thoroughly studied, and
the processing enzymes, including pro-
convertases, carboxypeptidase E, and the
alpha-amidating enzymes have been char-
acterized and their genes cloned.
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3
Discussion

Invertebrates represent an enormous com-
ponent of animal life, not only in terms of
sheer numbers and biomass but also in di-
versity and distribution. Their importance
to ecological health, and challenges to an-
imal and plant health, makes their study
of practical as well as academic impor-
tance. The examination of invertebrates
is also essential in an evolutionary sense,
as for example, in research on biochemi-
cal evolution. Throughout the invertebrate
phyla, neuropeptides control all of the
most critical physiological processes. The
simplest nervous systems are biochem-
ically complex, relying upon numerous
neuropeptides to coordinate fundamental
functions such as muscle contraction.

More complex animals use increased
varieties of different neuropeptides in a
number of families to control fundamen-
tal and specialized activities. While some
neuropeptides such as PBAN are found
only in a limited number of species, others
such as the FaRPs are universally dis-
tributed among all of the phyla. Although
processing mechanisms vary in specifics
between the lowest and highest phyla, they
are otherwise remarkably conserved and
used by all invertebrates to produce active
neuropeptides of all sizes. The enormous
diversity among invertebrates is bridged
by neuropeptides and their production.

Finally, studies of neuropeptide bio-
chemistry and molecular biology in in-
vertebrates have an effect on stud-
ies of all other animals. From the
discovery of the neuroendocrine phe-
nomenon in insects, genetic and de-
velopmental models in nematodes and
Drosophila, and the neuropeptide process-
ing contributions of Aplysia, invertebrate

neuropeptide research continues to have
far-reaching effects.
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Keywords

Copy Number Polymorphism
A hallmark of noncoding, tandemly repeated DNA sequences referring to the
observation that the copy number of an array is characteristically variable within a
population or species.

Mechanisms of Copy Number Variation
DNA turnover mechanisms such as gene amplification, deletion, and unequal crossing
over, and evolutionary processes such as genetic drift and natural selection on
array size.

Noncoding, Tandemly Repeated DNA
Localized arrays of nucleotide repeats found in eukaryote genomes and usually
classified as microsatellites (small tandem arrays of very short repeat units),
minisatellites (larger arrays of longer repeat units), and satellite DNA (very large arrays
of typically long, complex repeat units).

Selfish DNA
DNA sequences such as tandemly repeated sequences that may be responsible for
significant fitness losses in the organism but are maintained by their ability to replicate
quickly within the genome.

� Noncoding, tandemly repeated dna sequences form a substantial fraction of the
genomes of eukaryotes. In bacteria, however, large tandem arrays are not present.
Some of the variation in genome size between different eukaryotic species, which
bears little relation to differences in organismal complexity or the numbers of protein-
coding genes (the c-value paradox), appears to be due to these nongenic sequences.
This class of DNA includes satellite DNA (very highly repetitive sequences),
minisatellite DNA (moderately repetitive sequences), and microsatellite DNA (short
tandem arrays). In many cases, tandem arrays of noncoding DNA sequences seem
to be maintained solely by their ability to replicate quickly within the genome (the
selfish DNA hypothesis). Their behavior can result in mutations that cause human
genetic disorders (e.g. fragile X syndrome). Features of the organization of tandemly
repeated DNA sequences in eukaryotic genomes reflect the genetic mechanisms and
evolutionary pressures acting on selfish DNA. New data from the human genome
project provide a first glimpse on centromeric satellite DNA, a hitherto unexplored
bastion of our genomes, and allow us to test previously proposed models of the
evolution of highly repetitive sequences.
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1
The C-value Paradox

The amount of DNA in an unreplicated
haploid genome, such as that of the sperm
nucleus, is called the genome size or, al-
ternatively, C-value, because it is usually
constant in any one species. In con-
trast to this relative constancy of genome
size within species, great variation in C-
value has been found among eukaryotic
species. C-values in eukaryotes range from
2.9 × 106 base pairs (bp) to 6.9 × 1011 bp.
The most dramatic differences are ob-
served among unicellular organisms. For
example, between Saccharomyces cerevisiae
(yeast) and Amoeba dubia, variation in
genome size is roughly 80 000-fold. Within
a given taxonomic group, unicellular pro-
tists show the greatest range in genome
size (20 000-fold). In contrast, the three
amniote classes (mammals, birds, and
reptiles) vary much less (1.3- to 4-fold).
Most extensively studied eukaryote groups,
whether plant, animal, or microorganism,
show much greater variation in C-value
than the amniotes. Protozoa exhibit a
1000-fold and unicellular algae, a 3000-fold
range, whereas most classes of multicellu-
lar animals and plants show variation of
the order of 10- to 100-fold. Great varia-
tion in C-value is, therefore, the general
rule in most eukaryote groups; the relative
uniformity found in mammals, birds, and
reptiles appears to be an exception.

Given the relative constancy of genome
size within species, it is puzzling that
eukaryotes exhibit huge interspecific dif-
ferences in C-value that bear little relation
to differences in organismal complex-
ity, ploidy level, or the percentage of
coding DNA. For example, several uni-
cellular protozoans possess more DNA
than mammals; and the newt Triturus
cristatus has around six times as much

DNA as humans. This lack of correspon-
dence between genome size and genetic
information content has become known
in the literature as the C-value paradox.
The C-value paradox is particularly ap-
parent in comparisons of closely related
species, which, by definition, show similar
levels of organismal complexity. Among
protists, bony fishes, amphibia, and flow-
ering plants, many sibling species differ
greatly in their C-values. For example, the
ciliate Paramecium caudatum has about 45
times as much DNA as P. aurelia.

Since a species does not contain less
DNA than the amount required for
specifying its vital functions in inheritance,
the observed variations in genome size
must be due to DNA that is in excess to
this requirement. Eukaryotes with well-
characterized genomes show a 30-fold
variation in the number of protein-coding
genes, ranging from 2000 in the parasitic
microsporidian Encephalitozoan cuniculi
to approximately 60 000 in Oryza sativa.
Although this value is probably too low,
the variation in the number of protein-
coding genes observed so far is much
too small to account for the 80 000-
fold differences in nuclear genome size.
Likewise, the C-value paradox cannot be
explained by the interspecific variation
in gene length because the several-fold
variation in the average size of protein-
coding genes (largely caused by variation
in intron length) is also far too small
to account for the C-value differences
between species. On the other hand, the
(repetition) number of RNA-specifying
genes (e.g. ribosomal RNA genes) and
the haploid DNA content are positively
correlated; and a positive correlation also
exists between the number of regulatory
sequences (e.g. for replication) and C-
value. Since, however, RNA-specifying
genes and regulatory elements constitute
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only a minute fraction of the eukaryotic
genome, they cannot explain the great
variation in genome size. On the basis of
these observations, it has been concluded
that the interspecific differences in C-
values are largely due to nongenic DNA.
It has been estimated that the amount of
nongenic DNA per haploid genome varies
in eukaryotes from less than 1.0 × 106 bp
to more than 1.0 × 1011 bp. Nongenic
DNA per genome makes up anything
from less than 30% to almost 100% of
the genome.

Classical studies of the kinetics of DNA
reassociation showed that the eukaryote
genome can be divided roughly into four
fractions: foldback DNA (i.e. palindromic
DNA sequences), highly repetitive DNA,
middle-repetitive DNA, and single-copy
DNA. The proportion of the genome
consisting of repetitive sequences varies
widely between taxa. In yeast, the amount
of repetitive DNA is small (20%); in mam-
mals, up to 60% of the DNA is repetitive.
In plants, the amount of repetitive DNA
can exceed 80%, and higher values than
that have been registered. A large fraction
of the repetitive DNA is noncoding and
organized in tandem arrays. Thus, at least
some of the variation in C-value is due
to these noncoding, tandemly repeated
DNA sequences (transposable elements
are another major factor). The C-value
differences between species are therefore
caused by a combination of genetic and evo-
lutionary forces acting on these repetitive
sequences. Other authors have suggested
that a single major mechanism (in partic-
ular, deletion bias leading to DNA loss)
can account for the species-specific differ-
ences in genome size. However, although
the data are scarce at present, it is un-
likely that any such a mechanism alone
can explain the C-value paradox.

2
Properties of Tandem Arrays

Variation in the numbers and lengths of
tandemly repeated units occurs on many
different scales. According to these charac-
teristics, three major classes of tandemly
repeated, noncoding DNA sequences can
be distinguished: micro-, mini-, and satel-
lite DNAs.

2.1
Microsatellite Sequences

Arrays of short (2–6 bp) nucleotide re-
peats, found in every organism analyzed
so far, are called microsatellite loci; at least
30 000 are present in the human genome,
located in the euchromatin. Copy num-
bers are characteristically variable within
a population, typically with mean array
sizes on the order of 100 but with multiple
array size classes distributed around the
mean. The distribution of microsatellites
across the genomes of extensively studied
organisms (e.g. man, mouse, and rat) ap-
pears to be relatively uniform. However, a
significant deficit of (CA)n arrays (i.e. ar-
rays in which the dinucleotide is repeated
n times) has been found on the X chro-
mosomes of these species. Contrasting
evidence has been reported from several
Drosophila species. More (CA)n loci (irre-
spective of their degree of polymorphism)
have been detected on the X chromosome
of D. melanogaster than on the autosomes.
All autosomes show approximately equal
numbers except chromosome 4, which
has no detectable stretches of (CA)n. An-
other striking feature is the lack of such
repeats in the heterochromatic regions
around the centromere. The same over-
all chromosomal pattern was seen by
in situ hybridization in other Drosophila
species, including D. simulans, D. hydei,
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and D. virilis. The abundance of different
repeat types varies between species. For
example, the dinucleotide repeats (CA)n

are very frequent in mammals, but rare in
plants; and the trinucleotide repeat array
(CTG)n is overrepresented in Drosophila,
but is less frequent in other species. In gen-
eral, all types of microsatellite sequences
(from di- to hexanucleotide repeats) are
found in frequencies higher than pre-
dicted on the grounds of base composition
in noncoding genomic regions across
seven eukaryotic clades: Saccharomyces
cerevisiae, Caenorhabditis elegans, Schizosac-
charomyces pombe, Mus, Drosophila, plants
and primates.

The discovery of the causative role of
the expansion of microsatellites in several
important human diseases (e.g. the frag-
ile X syndrome of mental retardation) has
revealed an unexpected practical signifi-
cance to the studies of tandemly repeated
noncoding DNA. The mutations causing
neurological diseases such as the fragile X
syndrome and myotonic dystrophy are pre-
ceded by premutations that lead to arrays of
large size within the normal range of varia-
tion in the general population. The normal
mechanisms operating on microsatellites
(such as replication slippage; see Section 3)
may play a role in the generation of pre-
mutation alleles by increasing array sizes
by a few repeats at a time. At the onset of
the full disease stage (when the length of
the permutation alleles exceeds a certain
threshold value), however, sudden large
copy number changes occur.

2.2
Minisatellite Sequences

Minisatellite sequences are tandem ar-
rays of longer (>15 bp) repeats, generally
involving mean array lengths of 0.5 to
30 kilobase pairs (kb). They are found

in euchromatic regions of the genome
of vertebrates, fungi, and plants, and
many minisatellites are also highly variable
in array sizes. In contrast to hypervari-
able microsatellites, which are relatively
uniformly dispersed throughout mam-
malian genomes (with the exception of X
chromosome–autosome differences), the
distribution of minisatellite loci across
the genomes of some extensively studied
species appears to be uneven. Hypervari-
able minisatellites are usually located in
chromosomal regions of high recombina-
tion rates. In humans, most hypervariable
loci have been localized to subtelomeric
regions that have been found recombina-
tion proficient (particularly on metacentric
chromosomes). In mice, the distribution
of variable minisatellite loci seems to
be more uniform, but the hypervariable
minisatellites tend to be also located in
recombination prone regions.

2.3
Satellite Sequences

Repeat units for satellites can be similar
in length (2–30 bp) to micro- and min-
isatellites, or much larger (>100 bp). They
are typically organized as large (up to
108 bp) clusters in the heterochromatic re-
gions of chromosomes, near centromeres
and telomeres, or on the Y chromosome.
In plants, blocks of satellite sequences
are also found interstitially (i.e. within
euchromatic regions). Pulsed-field gel elec-
trophoresis has shown that satellites are
apparently not as variable in array size
within populations as micro- and min-
isatellites (on a per-nucleotide basis). How-
ever, substantial differences in array size
have frequently been observed between
isolated populations and closely related
species of both plants and animals. Satel-
lite DNA families that are overabundant
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in one species may be absent or in very
low amounts in a sibling species. Species-
specific satellite DNA clusters have been
found in many organisms.

Another characteristic difference be-
tween satellite and minisatellite DNAs
is the greater tendency for multimeric
repeats to be found in satellites. The forma-
tion of higher-order repeats is particularly
often seen in larger arrays (>200 kb). The
best-studied example is the alpha satel-
lite DNA family in primates. This consists
of a basic repeat unit of 171 bp that is
combined into various higher-order struc-
tures, ranging from dimers to (at least)
16-mers. The very highly repetitive satellite
sequences can account for a large propor-
tion of the DNA in the genome. Copy
numbers of satellite DNA clusters range
between 103 and 109. Arrays with shorter
repeat units tend to have higher copy num-
bers. On average, the proportion of satellite
DNA in the eukaryote genome is around
10%. Satellite DNA is virtually absent in
yeast. But other species (including mam-
mals) can possess more than 50% satellite
DNA. For example, in the kangaroo rat
Dipodomys ordii, 50 to 60% of the genome
consists of three repeated sequences:
AAG (repeated 2.4 × 109 times), TTAGGG
(2.2 × 109 times), and ACACAGCGGG
(1.2 × 109 times). The repeats within a
tandem array are not completely identical.
Interrepeat variability typically amounts to
5 to 10%. Another distinctive feature is
related to their propensity to form higher-
order structures: satellite repeats are often
composed of subunits of simple sequences
such as homopolymeric runs or short runs
of di- or trinucleotide repeats. For exam-
ple, the third satellite of the kangaroo
rat contains both a homopolymeric run
and a short stretch of dinucleotide re-
peats. Because of this simple nucleotide
composition, satellite DNAs usually form

one or more (satellite) bands in buoyant
density gradients of genomic DNA, which
are clearly distinguishable from the main
band. This property led to the discovery of
satellite DNA and to the name of this class
of DNA. Satellite DNAs that cannot be
separated from the main band by density
gradients are known as cryptic.

The inability of current technology to de-
termine a contiguous sequence for highly
repetitive tandem arrays means that we
know little about the sequence compo-
sition (such as the order of subfami-
lies) of satellite DNA clusters. However,
high-resolution mapping of a human X-
centromere border and sequencing of
selected fragments recently provided a first
glimpse into a large contiguous region
of very highly repetitive DNA sequences
of about 450 kb. This region between ex-
pressed sequences on the short arm of
the X and the chromosome-specific alpha
satellite array DXZ1 is satellite-rich. Re-
peat units of the DXZ1 array that forms
the centromeric core are nearly homoge-
neous (98–99%), but homogeneity drops
to around 70% toward the junction to
the satellite-rich region (over a stretch of
about 20 kb).

Micro-, mini-, and satellite DNAs com-
prise only a fraction of repeated, lo-
calized DNA sequences in eukaryotes.
Interspersed DNA sequences, such as
transposable elements, may also form clus-
ters of repetitive DNA in certain parts of
the genome after they have lost their ability
to move. For instance, these nonfunc-
tional transposable elements may be found
as scrambled, clustered arrays in regions
around the centromere at the boundary be-
tween heterochromatin and euchromatin.
The individual sequence elements of these
numerous arrays of moderately repeated
sequences are usually <1000 bp in length.
A cluster, which is several kilobase pairs
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long, usually contains many different types
of sequence, some of which may be re-
peated either directly or in inverted orien-
tation. Different clusters within the same
genome may share some, though not all,
sequences, but the arrangement of shared
sequences is not conserved between clus-
ters. In this way, genetic and evolutionary
mechanisms have created a considerable
diversity of different types of repetitive
DNA clusters that go beyond the three
main tandem array classes discussed here.

3
Genetic Mechanisms of Copy Number
Change

Several genetic mechanisms can affect
the dynamics of tandem arrays: gene
amplification by processes such as repli-
cation slippage and rolling circle ampli-
fication, unequal exchange, intrastrand
exchange, and mutations by base substi-
tutions (Figs. 1–3). However, the relative
importance of these DNA turnover pro-
cesses for micro-, mini-, and satellite
DNAs, and the values of the parameters
that describe them, are still uncertain.

In vitro studies suggest that strand slip-
page during DNA replication is the major
cause of the observed length polymor-
phism of microsatellites between indi-
viduals within populations (Fig. 1). This
process results in length changes of a few
bases at a time. Dinucleotide repeats show

a higher in vitro slippage rate than trinu-
cleotide motifs; and those trinucleotides
with the highest GC content have the
lowest rates. In general, the in vitro data
suggest that microsatellite arrays should
be very highly variable in natural popula-
tions. The frequencies with which changes
in array sizes occur at microsatellite loci
are as high as a few percent per generation.
These rates are much higher than normal
mutation rates (due to base substitutions),
but lower than expected from the in vitro
results. Furthermore, there appears to be
no relation between the occurrence of cer-
tain repeat types in eukaryotic genomes
and their in vitro slippage properties. For
example, (GCC)n repeats occur frequently
in genomic DNA, but their in vitro slip-
page propensity is the poorest among
all trinucleotides. These observations sug-
gest that mechanisms other than slippage

Fig. 1 Replication slippage: the newly
synthesized strand (upper strand) is
slipping in the 3′ → 5′ direction in the
tandem array (CA)3 (underlined). This
leads to the insertion of an additional CA
repeat as replication proceeds. Similarly,
if the template strand (lower strand)
slips in the 5′ → 3′ direction, a deletion
of one or a few repeat units may occur.

Slipped-strand mispairing

Insertion of CA repeat
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Fig. 2 Unequal exchange: unequal
crossing over occurring between
tandem arrays on homologous
chromosomes. The boxes represent
repeat units; heavy and light stippling
indicates that the members of a tandem
array may differ. Recombination is most
likely to occur between repeats with the
highest degree of similarity. Unequal
exchange leads to the expansion of one
array (lower one) and to the contraction
of the other one. Furthermore, it results
in more homogeneous arrays, a process
called concerted evolution.

A

C

D

B′ B′′

Fig. 3 Intrastrand deletion and rolling
circle replication: pathway (A, B′), which
includes the steps A and B′, results in a
deletion of repeat units, whereas
pathway (A, B′′, C, D) leads to an
amplification of repeats. In step A,
pairing occurs between the two heavily
stippled copies of the tandem array
shown at the top (the other repeats are
not shown). In step B′, this leads to the
deletion of the repeats that are located
between the two pairing repeat units
(except one). In step B′′, an
extrachromosomal circular plasmid is
created that carries the deleted repeats.
Most of these plasmids are lost.
However, some of them may undergo
rolling circle replication. Step C results in
the replication of all copies of this circle.
In step D, these amplified repeats are
reintegrated into the tandem array by
recombination.

must contribute to the dynamics of simple
repeats in organisms.

There is a relation between replication
slippage of microsatellite sequences and
defective DNA repair, since mutations in
DNA repair genes can cause tract instabil-
ity in yeast when errors resulting from
slippage replication remain unrepaired.
Similarly, a mutation in a gene of the same
mismatch repair system in humans can

lead to expansion of microsatellite tracts
associated with human disorders such as
colorectal cancers. These observations may
suggest that replication slippage is the pri-
mary force involved in the expansion and
contraction of microsatellite arrays, but
that most of the length changes because of
slippage are corrected by the DNA repair
system. In addition, unequal exchanges
could occur in microsatellite arrays that
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are sufficiently large (Fig. 2). Total array
size, however, appears to be an important
constraint for the occurrence of unequal
exchange. In contrast to replication slip-
page, unequal exchange is an interhelical
event, involving DNA molecules from
two different sister chromatids or ho-
mologs. This may place some constraints
on the length of the sequences under-
going unequal exchange. Large changes
in copy number, which are occasionally
observed at microsatellite loci in popula-
tion surveys (see Sect. 7), may result from
unequal exchanges.

Several processes may cause the insta-
bility of arrays of minisatellites. At some
well-studied human minisatellite loci, a
bias toward gains of a few repeats has
been found, with gains occurring pref-
erentially at one end of a tandem array.
New repeats on a given chromosome can
originate either from the same chromo-
some or from its homologue. A gene
conversion-like mechanism causing this
net increase in copy number has been
proposed. In addition, unequal exchange
could occur between tandem arrays on
sister chromatids or between arrays on
homologous chromosomes. At present,
however, there is no direct evidence for
unequal exchanges at minisatellite loci.
The frequencies with which changes in
array sizes occur at minisatellite loci are
similar to those of microsatellites and can
be as high as a few percent per genera-
tion. At extremely variable loci, mutations
to new length alleles occur at a rate high
enough to measure it by direct observation
in pedigree analysis. The apparent relative
stability in populations of small minisatel-
lite alleles provides indirect evidence that
the expansion and/or contraction of min-
isatellite arrays may occur at a frequency
dependent on array size, such that longer

arrays exhibit a higher rate of copy number
change.

The forces governing the dynamics of
satellite DNA are more difficult to un-
derstand, mainly because the large sizes
of satellite DNA clusters preclude direct
experimental analysis, and also hinder
the collection of meaningful population
data. However, new advanced mapping
techniques, in combination with genomic
sequencing, have recently revealed some
of the complexity of satellite DNA ar-
rays and also advanced our knowledge
about the mechanisms acting on these
sequences. Since replication slippage in-
volves only a short stretch of DNA at a time,
it probably plays only a minor role in the
amplification of the longer satellite repeat
units (>100 bp). Slippage may, however,
be important in the initial formation of
satellite repeats that are generally com-
posed of smaller subunits (see Sect. 2.3).
The observation of extrachromosomal cir-
cular satellite DNA suggests the possibility
that long satellite repeats may primarily be
amplified by extrachromosomal rolling cir-
cle replication, followed by reinsertion into
the genome (Fig. 3). The best evidence for
the occurrence of unequal exchange comes
from the analysis of the human DXZ1 al-
pha satellite. A large stretch of the DXZ1
satellite toward the middle of the array
consists of homogeneous repeat units, but
sequence similarity among repeats drops
relatively quickly toward the edge of the
array. Such a pattern can only be explained
by unequal crossing over, not by any other
mechanism of sequence homogenization
such as gene conversion (see Sect. 6.3).
The question of whether unequal exchange
occurs predominantly between sister chro-
matids or between homologues is, how-
ever, still open. If recombination occurs ei-
ther between arrays on sister strands or be-
tween different homologues, it is also likely
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to occur between members within a strand.
This process, called intrastrand exchange or
intrastrand deletion, is expected to result in
deletion of members on that array (Fig. 3).
In fact, the finding of extrachromosomal
DNA circles containing satellite repeats is
the best available evidence that intrastrand
exchange occurs in large tandem arrays.
Most of the extrachromosomal plasmids
carrying copies of the array may be lost.
However, some of these plasmids may
undergo rolling circle replication, which
amplifies a small section of the array be-
fore integration into the array.

4
The Selfish DNA Hypothesis

It has often been proposed that tandem-
repetitive DNA sequences are function-
ally important for the host organism.
The Responder satellite sequences of the
D. melanogaster segregation distorter sys-
tem seem to affect the fitness of their
carriers. The Responder locus in natural
populations of D. melanogaster consists of
20 to 2500 copies of a 120-bp repeat unit.
In a competition experiment involving a
mixed population of flies with 700 copies
and flies with 20 copies, it was observed
that the frequency of the flies containing
20 copies decreases with time. This may
suggest that flies with 700 copies have
a higher fitness than flies with 20 copies.
However, there is a potential problem with
this experiment in that the chromosomes
carrying 20 copies contain a large deletion
that includes a segment of DNA flanking
the Responder satellite.

There is also evidence for biological ef-
fects of heterochromatin (which is rich in
satellite sequences), such as the forma-
tion of heterochromatic genomic compart-
ments important for proper chromosomal

segregation in mitosis and meiosis. Satel-
lite DNAs appear to be major constituents
of functional centromeres, as has been
shown in Drosophila and humans. Sim-
ilarly, there appears to be an effect of
minisatellites on the expression of genes
that are located nearby. For example, the
14-bp minisatellite in the diabetes sus-
ceptibility locus IDDM2 contains high
affinity–binding sites for the transcription
factor, Pur-1 and may stimulate insulin
transcription. It has therefore been sug-
gested that this result demonstrates a pos-
sible function of the insulin minisatellite.

But these properties of minisatellite and
centromeric satellite DNA may not have
a role in the origin and maintenance of
tandemly repeated sequences: they could
simply be a response to their presence in
the genome, that is, consequences rather
than causes. That the insulin repeat is
found in much lower copy numbers in
other primates (e.g. chimpanzees) and is
absent in nonprimates seems to support
this hypothesis, although it does not com-
pletely rule out the possibility that this
repetitive structure is the result of a recent
adaptive process. The large differences in
amounts of satellite DNA sequences be-
tween closely related species (see Sect. 2.3),
and the absence of measurable fitness
effects of large deletions or duplications
of heterochromatin in Drosophila, also
suggest strongly that selection does not
actively maintain the high copy numbers
of many of these sequences.

It has therefore been proposed that in
most cases, tandemly repeated noncoding
DNA sequences are maintained solely by
their ability to replicate quickly within the
genome (the selfish DNA hypothesis). Far
from conferring benefits, their behavior
can result in a fitness loss to the host. Some
human genetic diseases are known to be
caused in this way, including mutations
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due to the amplification of microsatellite
sequences (see Sect. 2.1).

5
Evolutionary Dynamics of Tandem Arrays

Because of an obvious lack of functional
significance and technical constraints,
many aspects of the biology of tandemly
repeated, noncoding DNA sequences can-
not be explored by direct experimentation.
In this section, some basic theoretical con-
cepts that have been used to understand
the properties of this class of DNA are in-
troduced. It is shown that many features
of the organization of tandemly repeated
DNA sequences in eukaryotic genomes
may be explained on the basis of the selfish
DNA hypothesis (Sect. 4) and the genetic
mechanisms outlined in Sect. 3.

5.1
The General Model

The state of a haploid genome with respect
to a given class of tandemly repeated DNA
sequences at a particular chromosomal
location is characterized by i, the number
of repeats in the array. The state of the
population is described by the distribution
of values of i among haploid sets, such
that xi is the frequency of chromosomes
with array size i. The following factors
affect the change of this distribution over
time. Experimental evidence for these
mechanisms is discussed in Sect. 3.

Amplification: A sudden increase in ar-
ray size by one or more repeat units.
Depending on array type (see Sect. 3), it
may involve replication slippage (Fig. 1),
gene conversion-like processes, rolling cir-
cle replication of extrachromosomal repeat
units followed by reinsertion (Fig. 3), or

other, unknown, mechanisms (e.g. in
disease-related microsatellites).

Deletion: A sudden decrease in array
length by one or more units, caused
by replication slippage or intrastrand
exchange (Fig. 3).

These two processes can be included
in a model in which the probability that
an array of length j generates an array of
length i is αjPij, where αj is the probability
that a change of an array of length j occurs
per generation, and Pij is the conditional
probability of the change from j to i.
Although there is evidence that array size
affects the rate of copy number change,
assume here for simplicity that all αj are
identical.

Unequal exchange: This can occur either
between homologous chromosomes or
between sister chromatids. Only the first
category is considered here (Fig. 2). Let
γjk be the probability of an exchange
between an array of j and an array of
k copies, and Qijk be the conditional
probability that an exchange produces a
daughter chromosome with array size i
from parental chromosomes with copy
numbers j and k (0 < i < j + k). There is an
equal chance of production of a daughter
with j + k − i copies. The probability of
the production of a daughter chromosome
with i (or j + k − i) copies is then γjkQijk.
Again, for simplicity, it is assumed that all
γjk are identical (= γ ).

Natural selection: According to the selfish
DNA hypothesis, selection is usually as-
sumed to be nonexistent or very weak (i.e.
fitness declines very slightly) until array
sizes reach a relatively high value. Above a
certain threshold value �, however, fitness
is assumed to drop rapidly to zero with
increasing numbers of repeats for indi-
viduals carrying more than � copies. The
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threshold effects observed in the dynamics
of disease-related microsatellite loci (see
Sect. 2.1) seem to suggest that such abrupt
changes in fitness may occur. Base sub-
stitutions in the sequence are generally
considered to be selectively neutral.

Genetic drift: As a result of finite effective
population size Ne, the frequencies of
haploid genomes with different array
sizes are subject to multinomial sampling
during reproduction in the same way as
a conventional multiple-allele system with
allele frequencies xi.

Mutation: Mutational differences in se-
quence (occurring at rate µ) among
members of an array may affect their
probability of undergoing strand pairing
during recombinational processes. Re-
combinational steps are believed to be
important in several DNA turnover pro-
cesses that operate on tandem arrays (e.g.
unequal exchange, rolling circle replica-
tion, gene conversion-like amplification).
Mutational differences among the repeat
units also have a strong impact on the rate
of strand slippage during replication be-
cause these differences, which appear as
mismatches in strands that are reannealed
out of register, can be more easily detected
by the DNA repair system when they are
more frequent.

5.2
Copy Number Dynamics of Tandem Arrays

The qualitative behavior of this model
can best be studied by considering the
persistence times of tandem arrays. In
this approach, it is assumed that a certain
distribution of array sizes exists at a given
initial time in the population, generated
by a sudden amplification event. In the
absence of further amplifications, these
tandem arrays are lost from the population

owing to the joint action of DNA turnover
processes, genetic drift, and selection. A
discussion of unequal exchange as a typical
DNA turnover process that can affect copy
number is now given; but other processes
with similar properties can be substituted
or added, as will be shown. Natural
selection is modeled such that fitness of
an individual in the population decreases
slowly with increasing copy number and
declines rapidly to zero when copy number
is larger than a threshold value �.
This selection scheme is consistent with
the selfish DNA hypothesis. Unequal
exchange can both expand and contract a
tandem array with equal probability and
by equal amounts; hence, on average,
mean copy number does not change
from generation to generation. However,
unequal exchange, in conjunction with
genetic drift and selection, leads to a
decrease in mean copy number over time
until the population has reached a state
in which it is fixed for chromosomes with
array size 1, and unequal exchanges are no
longer possible. The average time to loss
of a tandem array is inversely proportional
to γ the frequency of unequal exchanges
per generation, if γ is sufficiently small
(4Neγ < 1); furthermore, it increases with
�, and decreases with increasing effective
population size Ne. However, if 4Neγ

exceeds 1, the expected time to loss
of a tandem array from the population
increases with increasing population size.
This behavior of the model is summarized
in Fig. 4.

Four predictions that can be compared
with the data (see Sect. 6) follow immedi-
ately from these results:

1. Longer tandem arrays persist in regions
of low rates of unequal exchanges.

2. More variable arrays are less conserved
over evolutionary time.
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Fig. 4 Persistence time of tandem arrays versus
inverse recombination rate. The mean time to loss of
tandemly repeated DNA sequences (in generations)
under the joint action of unequal exchange, genetic
drift, and selection on array size is plotted against the
inverse recombination rate in a double-logarithmic
fashion. It is assumed that amplification processes
are not operating and that the mean copy number of
the population is initially 50. The results have been
generated by computer simulations for two
population sizes, Ne = 50 (open triangles) and
Ne = 200 (solid triangles), and a maximum array size
of � = 10 000. Note the dramatic increase in
persistence time as the recombination rate
decreases. Furthermore, note that the effect of Ne on
persistence time is reversed for small and large
values of γ . Because of the logarithmic scale of the y
axis, the persistence times between the two
populations differ for both small and large values of
roughly by a factor 2. That means effective population
size, in addition to recombination rate, can have a
dramatic effect on the persistence of tandem arrays
in populations. In contrast, the effects of initial copy
number and selection (�) are less pronounced.
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3. Tandem arrays are larger and persist
longer when selective constraints on
array size are weak (i.e. larger �).

4. Tandem arrays are larger and persist
longer in populations whose effective
size Ne is small.

Predictions 1 and 4 may not be intuitively
obvious and need additional explanation.
In regions of low rates of crossing over,
arrays with high copy numbers are not fre-
quently generated by unequal exchange;
thus, selection is less effective in elim-
inating from the population individuals
whose copy numbers are too high. As a
result, mean array size decreases slowly,
which explains prediction 1. Indeed, a
detailed analysis of the model indicates
that the effect of unequal exchange on the
persistence of arrays is particularly pro-
nounced in regions of very low rates of
crossing over, suggesting that array sizes
of tandemly repeated sequences should be
much larger in regions of reduced rates

of exchange than in those of intermediate
or high rates of crossing over. Prediction
4 is a consequence of the interaction of
genetic drift and selection on array length.
In populations with small effective sizes,
random fluctuations of the frequencies
of alleles containing tandem arrays due
to genetic drift are more dramatic than
in populations with large effective sizes.
Therefore, in small populations, drift is
stronger and can overcome the effects
of selection pressure on array size. This
reduces the efficiency with which alleles
whose copy numbers are too high are re-
moved from the population by selection,
and increases the persistence times of tan-
dem arrays.

The foregoing results are not limited
to unequal exchange, which is thought
to act primarily on larger tandem arrays
such as minisatellites and satellite DNAs.
Any other mechanism that is symmetrical
with respect to copy number change can be
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substituted for unequal exchange such that
the results are essentially unchanged. For
example, replication slippage (operating
on microsatellites) and unequal exchange
would have qualitatively similar effects on
copy number dynamics.

When recurrent amplification processes
are included in the model, an equilibrium
array size will result as a balance between
amplification (leading to a net increase
in copy number) and unequal exchange,
genetic drift, and selection (causing a
decrease). A particularly interesting pre-
diction of this model that may pertain to
satellite DNA is the following: as a result
of amplification in combination with selec-
tion against high copy numbers, unequal
exchange, and genetic drift, mean array
size is high only when 4Neγ is less than
1 and is highest when selection against
arrays is weakest, as might be the case
for organisms with long developmental
times. Thus, satellite sequences should ac-
cumulate in chromosomal regions of very
low rates of unequal exchanges, and more
slowly developing species should possess
more repetitive DNA.

5.3
Sequence Homogenization

Computer simulations of the general
model for tandem arrays have explored the
relation between copy number change and
sequence variability between members
of a tandem array. In these models,
mutation was allowed to alter the sequence
of repeat copies by base substitution.
This has consequences for the probability
that copies can recombine in unequal
exchanges, and strands reanneal during
replication slippage. In other words, the
exchange rate and amplification rate were
assumed to be dependent on sequence
similarity. As suggested by experimental

evidence from several different in vivo and
in vitro systems, it was assumed that a short
stretch of perfect sequence identity rather
than long segments of overall homology
is required for a successful turnover
process to occur. The outcomes of these
simulations are remarkable:

1. Tandem arrays of repetitive sequences
can be generated de novo, starting from
a random DNA sequence.

2. Short simple repeat sequences emerged
when the sequence-dependent DNA
turnover processes occurred frequently;
in contrast, arrays with longer repeat
units (including higher-order struc-
tures such as multimeric repeats) were
generated when the rates of ampli-
fication and exchange were low. A
related phenomenon is that the basic
repeat units often exhibited an inter-
nal substructure featuring runs of ho-
mopolymeric nucleotides and/or short
stretches of di- or trinucleotide repeats.

3. A positive correlation between the
rate of unequal exchange γ and se-
quence homogeneity between repeat
units within a tandem array was ob-
served. Remarkably, however, sequence
homogeneity remained relatively high
and did not drop below a certain
threshold level until γ was reduced dra-
matically relative to the mutation rate µ.

4. Weak selective constraints (i.e. large �

values) led on average to larger repeat
units and increased the tendency to
form higher-order structures.

6
Comparison of Theory and Data

This section compares the theoretical
results from Sect. 5 with the properties
of tandem arrays.
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6.1
Microsatellites

Microsatellites have very short and homo-
geneous repeats and a very small total
array size. They are distributed in eu-
chromatic regions of the genome in a
relatively uniform manner and have been
found near and within gene regions. The
theoretical and experimental analyses sug-
gest that these properties are consistent
with high rates of DNA turnover mecha-
nisms (in particular, replication slippage)
and strong selective constraints on total
array size (small values of �). As a con-
sequence of these high turnover rates,
most microsatellite arrays are highly vari-
able within populations. Furthermore, as
expected, there appears to be an inverse
correlation between the degree of in-
traspecific variability of copy number and
interspecific conservation of microsatellite
loci, such that the more variable loci exist
only over a narrower phylogenetic range.
However, some simple repeat loci do not
follow the predictions of the proposed
model in that they show fewer interspecific
differences in copy number than expected
on the basis of the degree of intraspecific
variation. In these cases, functional expla-
nations may have to be invoked to describe
their evolutionary dynamics.

Conflicting evidence has been reported
from a number of well-studied species
with respect to the abundance of mi-
crosatellite loci on X chromosomes versus
autosomes (see Sect. 2.1). There is a sig-
nificant lack of highly polymorphic (CA)n

loci on the X chromosomes in several
species such as man, mouse, and rat;
on the other hand, in Drosophila, the to-
tal number of (CA)n microsatellites (poly-
and monomorphic ones) on the X chro-
mosome is slightly higher. This uneven
distribution in Drosophila is consistent

with the theoretical model discussed ear-
lier. Since the rate of copy number change
for Drosophila microsatellites is generally
very low and the effective population size
of the X chromosome in Drosophila is
smaller than that of the autosomes, one
should expect that the forces for removal
of repetitive DNA are weaker on the X
chromosome and that therefore more loci
persist. A smaller effective population size
increases the effect of genetic drift rela-
tive to selection and thus alleviates the
constraints imposed by selection on total
array size. As a consequence, the removal
of repetitive DNA is less efficient. Thus,
it is not necessary to invoke hypotheses
about differences in the genetic mecha-
nisms between the X chromosome and
the autosomes or functional explanations
to understand the uneven distribution of
the number of microsatellite loci. In con-
trast, the deficit of highly polymorphic
microsatellites on the X chromosome in
the three mammalian species is proba-
bly not compatible with this model. For
a population undergoing replication slip-
page (by single steps) and genetic drift, it
has been shown that the persistence time
of microsatellites does not depend on ef-
fective population size in a linear fashion.
Thus, the 30% deficit of hypervariable mi-
crosatellites is better explained by a lower
rate of replication slippage, owing to the
fact that the X chromosome is present less
often than the autosomes in the male germ
line, which is thought to be more mutation
prone in mammals.

6.2
Minisatellites

The salient properties of minisatellites
may also be explained by the proposed
model. Minisatellite loci are found in
the euchromatin. Many of them are
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highly polymorphic, though not, on a
per-nucleotide basis, as polymorphic as
microsatellites. Their repeat units are
longer, and their total array sizes are
much larger than those of microsatellites.
These properties are consistent with the
predictions of the model if smaller rates
of DNA turnover are assumed. Indeed,
the per-base-pair turnover rates that have
been estimated by direct observation in
pedigree analysis are substantially lower
than those of microsatellites. The relatively
large array sizes of minisatellites indicate
that selective constraints on total array
size are weaker than for microsatellites,
possibly because minisatellites do not
appear to be located as close to gene
regions as microsatellites.

It is unknown at present why highly
polymorphic minisatellite loci tend to
cluster in subtelomeric regions of the
human genome. However, since the ge-
netic map is extended in these portions of
chromosomes, recombinational steps may
generally occur at a higher rate in these re-
gions. Recombinational steps are involved
in processes such as gene conversion-like
amplification, unequal exchange, and in-
trastrand exchange, which are thought to
operate on minisatellites (see Sect. 2.). Ac-
cording to the proposed model, increased
rates of DNA turnover should lead to a high

degree of copy number variation and may
therefore explain the overabundance of hy-
pervariable minisatellites in these regions.

Because of a lack of exchange of flank-
ing markers, unequal exchange between
homologues is probably not the predomi-
nant mechanism of copy number change
at minisatellite loci. However, there is indi-
rect evidence for the occurrence of unequal
exchange between sister chromatids. In ac-
cordance with the predictions of the model,
it has been found for a sample of human
minisatellites with different degrees of al-
lelic variability in repeat copy number that
a significantly negative correlation exists
between copy number variability and inter-
repeat sequence variability (see Fig. 5). In
other words, the most highly polymorphic
loci (with respect to copy number varia-
tion) show the highest degree of sequence
homogeneity between repeat units. This
homogeneity in tandem arrays is difficult
to explain by events that are restricted to
certain parts of arrays, such as the gene
conversion-like amplification mechanism
mentioned in Sect. 3. Instead, long-range
forces such as unequal exchange that act
over a large distance of an array must be
invoked. Furthermore, as expected from
the theoretical analysis, minisatellites that
are highly polymorphic within species
are evolutionarily unstable. For example,
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Fig. 5 Interrepeat variability versus
allelic heterozygosity for human
minisatellite loci: allelic heterozygosity
caused by copy number variation versus
sequence variation between members of
a tandem array. The negative correlation
between allelic heterozygosity and
sequence heterogeneity is highly
significant (P < 0.01). [Reproduced
from Stephan, W., Cho, S. (1994)
Possible role of natural selection in the
formation of tandem-repetitive
noncoding DNA, Genetics 136,
333 – 341, with permission.]
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comparisons between humans, great apes,
and monkeys have shown that minisatel-
lite arrays that are highly polymorphic in
humans (e.g. minisatellite locus MS32)
are sometimes very short and relatively
monomorphic in great apes and monkeys
(3–4 repeats for MS32).

6.3
Satellites

The interpretation of the properties of
satellite DNA is the greatest challenge
for the proposed model because this data
set is relatively complex, and despite a
long history of research and some new
results (see Sect. 2.3), not as comprehen-
sive as those of micro- and minisatellites.
Satellite DNA can form short repeat units
that are similar in length to micro- and
minisatellite repeats and also very large
ones (>100 bp). In any case, their total
array sizes are much larger than those of
micro- and minisatellites. In contrast to
the two latter classes of DNAs, satellites
are located in heterochromatic regions of
chromosomes. These properties of satellite
DNA are clearly compatible with weak se-
lective constraints on array size, probably
because satellites are located in heterochro-
matin that is devoid of functional genes
(for reasons given shortly). Furthermore,
the features of satellite DNAs are com-
patible with low rates of DNA turnover
mechanisms such as unequal exchange
and rolling circle amplification that pro-
duce copy number variation and sequence
homogeneity in these tandem arrays. The
short repeat length of some satellites
may raise a caveat to this interpretation,
but computer simulations of the general
model have demonstrated that repeat unit
lengths of the simulated arrays may vary
greatly when the rate of DNA turnover is
low relative to the nucleotide substitution

rate µ. This interpretation is also consistent
with the absence of microsatellites from
heterochromatin (see Sect. 2.1). Tandem
arrays of very short repeat units that are
located in heterochromatin, often juxta-
posed to satellites with longer repeat units
(e.g. in humans and Drosophila), are much
longer than microsatellites (Sect. 2.3).

Direct evidence for low rates of DNA
turnover processes in heterochromatic re-
gions near centromeres and telomeres
has been found for meiotic recombi-
nation. Contraction of the genetic map
suggests that meiotic recombination is
strongly suppressed in regions near the
centromeric and/or telomeric heterochro-
matin in several well-studied species, in-
cluding human, Drosophila, and yeast. The
causes for this reduction are unknown,
although it may be selectively advanta-
geous for recombination to be suppressed
near centromeres. Since recombinational
steps are involved in essentially all DNA
turnover mechanisms that alter copy num-
ber of satellite arrays, it is possible that
there is a general reduction of the rates
at which these processes occur in hete-
rochromatin. As a consequence, unequal
exchange between homologues as well as
between sister chromatids, intrastrand ex-
change, and rolling circle amplification
may be less frequent than in euchromatin.
It therefore seems likely that suppression
of recombination (or, in general, of re-
combinational processes) is the primary
cause for the accumulation of satellite
sequences.

This hypothesis is consistent with the
observation that satellite sequences show a
greater tendency to higher-order structure
(multimeric repeats) than minisatellites
(Sect. 2.3). Computer simulations of the
general model suggest that higher-order
structures are preferentially found in re-
gions of low rates of unequal exchange
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and weak selective constraints on total
array size. Additional evidence that rates of
DNA turnover in satellites are low comes
from the observation that satellites, in
sharp contrast to micro- and minisatel-
lites, show little variation in copy number
within populations, relative to their large
array sizes (Sect. 2.3). However, substan-
tial differences in array size are often
observed between closely related species
of animals and plants, indicating that pro-
cesses causing expansion or contraction
of satellite arrays must occur at a signif-
icant rate on an evolutionary timescale.
Evidence that a minimal level of DNA
turnover occurs in satellite DNAs also
comes from the observation of a high
degree of sequence homogeneity in the
middle of satellite arrays and much lower
homogeneity at the edge. The simula-
tions indicate that unequal exchange is a
strong long-range homogenization force
that may operate over the entire array
length. However, rates of exchange can-
not be too low relative to the rate of
point mutations; otherwise, it would not
be possible to maintain the observed de-
gree of sequence homogeneity in satellites,
which is as high as 98 to 99% in the
core of the DXZ1 satellite of humans (see
Sect. 2.3).

In sum, the great majority of tandem
arrays of noncoding DNA studied so far
follows the predictions of the proposed
model that was based on the selfish DNA
hypothesis and included a suite of DNA
turnover processes. A purely neutral model
in which fitness of an individual is not
affected by the amount of tandemly re-
peated DNA would have accounted for
most of the properties of micro, mini,
and satellite DNA. However, some of the
observations, such as the distinctly dif-
ferent chromosomal locations of these
classes of DNA in euchromatin versus

heterochromatin and the effects of pop-
ulation size on the higher abundance of
microsatellites on X chromosomes versus
autosomes in Drosophila, cannot readily
be explained without invoking the idea of
selection acting against high copy num-
ber. Thus, it appears that tandem arrays
are subject to generally weak selective con-
straints on array size, as predicted by the
selfish DNA hypothesis.

7
Population Processes

Noncoding, tandemly repeated DNA pro-
vides population biologists with the great
opportunity to study processes such as
migration and population differentiation,
population structure, and genetic related-
ness at the molecular level. Most promi-
nent is the use of minisatellite loci as
evidence in legal proceedings, usually in
the determination of paternity or individ-
ual identification in forensic medicine.
Population genetic models of tandem
arrays generally assume that they are
nonfunctional, that is, neutral or slightly
deleterious. Base substitutions in the se-
quence are considered to be selectively
neutral, but there may be natural se-
lection against increased array size. In
other words, these models are similar
to those described in Sect. 5. Alterna-
tively, it is assumed that point muta-
tions prevent microsatellite arrays from
growing too long. This assumption is
based on the notion that the slippage
rate depends on the homogeneity of the
repeats.

The frequency distributions of length
alleles at microsatellite loci in most
populations fit a stepwise mutation model
quite well. In such a model, arrays
increase or decrease in repeat number
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by one or a few repeats, with occasional
increases by larger steps. The fit of the
population data to this model suggests
that mutational steps usually involve only
very few repeat units, as with slippage
replication. This confirms the results of the
in vitro studies of microsatellites reported
in Sect. 3.

In contrast to microsatellites, the length
distributions of minisatellite alleles do
not fit a stepwise mutation model. This
suggests that events that alter copy number
occasionally involve many repeat units, as
can happen with unequal exchange. On
the other hand, the population data are
not consistent with a model in which
every new array that appears in the
population is unique, as would be expected
if events such as unequal exchanges
with unconstrained misalignment were
frequent. For satellite DNAs, only a very
limited amount of population data is
available at present; therefore, no efforts
have been made thus far to analyze
the length distributions of satellite alleles
within populations.

See also Fragile Sites; Fragile X-
linked Mental Retardation; Gene
Distribution in the Human
Genome; Genetic Analysis of
Populations.
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Keywords

Adult Stem Cells
Undifferentiated multipotent (able to give rise to a subset of cell lineages) cells capable,
at the single cell level, of proliferation, self-renewal, and the production of
differentiating daughter cells.

Animal Cloning
Production of genetically identical progeny from a founder; different techniques can be
used (e.g. embryo disaggregation, embryo splitting, or nuclear transfer).

Cloning Efficiency
Proportion of all cloned embryos transferred into surrogate mothers that develop into
viable offspring.

Cytoplast
An oocyte, zygote, or 2-cell blastomere whose nuclear DNA was removed or destroyed.

Embryonic Stem (ES) Cells
Immortal pluripotent (able to give rise to all cell types of the embryo proper) cells
derived from placing inner cell mass blastomeres into in vitro culture.
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Epigenetic
Changes in gene activity that do not entail changes in DNA sequence. These changes
are stably maintained through DNA replication and include covalent modifications of
DNA and DNA-binding proteins.

Mitochondrial Heteroplasmy
Presence of more than just the maternally inherited types of mitochondria within a cell.

Nuclear Reprogramming
The process of returning a differentiated nucleus to a totipotent stage.

Nuclear Transfer (NT)
Procedure in which the complete chromatin content from one cell (e.g. somatic donor)
is moved to another (e.g. recipient oocyte), either by microinjection or
membrane fusion.

Reproductive Cloning
Cloning of progeny from diploid cells; in humans, banned in most countries.

Serial Nuclear Transfer
Procedure in which the product of the first NT step is allowed to cleave and form
pronuclei which are then each transferred into another enucleated recipient cell
(usually a zygote or a 2-cell blastomere). The second NT step capitalizes on the better
developmental potential of correctly fertilized zygotic cytoplasm.

Tetraploid Embryo Complementation
An indirect two-step cloning procedure, whereby cloned blastocysts, derived from
nuclear transfer, are used to generate ES cells for injection into tetraploid host
blastocysts. The cloned ES cells form the entire embryo proper, whereas the
complementing tetraploid host cells form the placenta.

Telomere
Structures that ‘‘cap’’ the ends of mammalian chromosomes and prevent repair
mechanisms that would result in end-to-end chromosomal fusions. In the absence of
the telomerase enzyme, they progressively shorten as a consequence of cell division.

Therapeutic Cloning
Deriving stem cells from embryos created with somatic cells of a human patient in
order to produce immunologically compatible replacement cells for the same patient.

Xenotransplantation
Transplantation of tissues or organs between different species.
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� Nuclear transfer (NT), also called nuclear replacement, or nuclear transplantation is
the method of choice for animal cloning. NT is a complex technique, which involves
the removal/destruction of the nuclear DNA from an oocyte or zygote (enucleation),
and replacing it with nuclear material from an embryonic or somatic cell. The newly
introduced DNA interacts with the recipient cytoplasmic environment, and following
complex and little known changes in the nuclear DNA, in some cases, will develop
into adult fertile animals. Nuclear transfer is an important procedure as it allows
addressing fundamental questions on epigenetic ‘‘reprogramming.’’ As a practical
tool, it can be used for agricultural and medical applications, especially combined
with transgenic and embryonic stem cell technologies.

1
Introduction and Brief Historical Overview

The word ‘‘cloning’’ comes from the Greek
‘‘κλoν,’’ meaning twig. Indeed, many
plants and simple organisms can rou-
tinely reproduce asexually. In vertebrates,
however, initial cloning experiments were
not aimed to study reproduction, but to
understand the differentiation process of
the genetic material during development.
The basic idea was not new, historic ex-
periments in the 1930s by Spemann on
salamanders paved the way for later studies
to explore functional changes in the nu-
clear genome during differentiation. These
pioneering experiments in Amphibia re-
vealed many basic mechanisms, which
are similar in mammals. Despite the fact
that currently most of the attention is be-
ing paid to the mammalian systems, the
progress could not have been achieved
without the lessons that were learnt in
frog experiments.

Starting in the 1950s, with two frog
species, Rana pipiens and Xenopus laevis,
it was shown that embryonic cell nuclei
transplanted into enucleated eggs reac-
quire a totipotent status and can develop
into normal adults. Experiments using dif-
ferentiated cells taken from adults were

less successful, and only supported devel-
opment to the swimming tadpole stage.
Nevertheless, these studies proved that
the donor cells retained all genetic in-
formation to form heart, muscle, brain,
and all the other cell types in a tadpole,
demonstrating that the genome is entirely
preserved throughout cell differentiation
and growth. Studies in amphibians and
then in mammals revealed that the po-
tential of the nucleus to direct embryonic
development decreases progressively with
the developmental stage of the donor cell.

In mammals, the first experiments in the
1980s using embryo-derived blastomeres
and sophisticated micromanipulation sys-
tems resulted in the birth of numerous
animals. This created a new commercial
interest in multiplying high-value farm
animals through cloning. Owing to the
results in amphibians, researchers were
initially discouraged to use adult donor
cells for cloning. This radically changed
with the birth of a lamb (‘‘Dolly,’’ in 1996)
cloned from an adult donor’s mammary
gland cell, showing that even such differen-
tiated somatic cells maintain a remarkable
flexibility, and this opened new possibili-
ties to ‘‘copy’’ existing individuals. Success
of producing embryos and progeny in
various laboratory, farm and endangered
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species followed, and, in 2004, good qual-
ity human embryos were obtained from
adult somatic cells.

The possibility of ‘‘xeroxing’’ existing in-
dividuals captured the imagination of the
media and the public. In the true sense of
the meaning the new individuals are not
‘‘genetically identical clones’’ as cytoplas-
mic contributions in each may vary and
some of the genetic processes, for exam-
ple, random X chromosome inactivation
patterns in female mammalian ‘‘clones’’
would differ (see details in Sect. 2.3.).
Furthermore, the absence of any chro-
mosomal rearrangements would have to
be demonstrated. The procedures involve
numerous, technically demanding steps

(Fig. 1, see details in 2.1–2.11), and these
are far from efficient. In mammals, only
a small fraction (1–10%, depending on
the species) of blastocysts derived from so-
matic donor nuclei develop to term, and
even fewer reach adulthood.

True ‘‘clones’’ can be produced by
methods other than NT as well: splitting
embryos into two to four pieces can result
in identical twins, triplets, or quadruplets;
however, high number of identical animals
cannot be obtained by this method.
In mouse, from embryonic stem (ES)
cells, identical genetically progeny can
be obtained when diploid ES cells are
mixed with tetraploid embryos. In that
case, the diploid cells form the fetus

Cell donor/cloned
animal

Cell culture

Enucleation
Fusion Activation

Embryo culture

Fig. 1 Main steps of mammalian cloning by nuclear transfer. (adapted from
Oback, B., Wells, D. N. (2003). Cloning Stem Cells 5, 243–256).
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Nuclear transfer Tetraploid chimera complementation

(a) (c)
(i)

(j)

(h)

(m)

(n)(o)
4n(l)(k)

(d)

(e)

(f)

(g) (g)

(r)

(p)

(q)

(b)

somatic cells

+DNA +DNA

ES cells

Cloned progeny

Fig. 2 Methods to produce clonal populations of mice (potentially carrying targeted
genetic modifications by the first progeny generation); (a) flushed recipient oocyte
(b) enucleation (c) nuclear DNA donor cells (d) gene addition, potentially gene targeting
and selection of transgenic somatic cells (e) reconstructed and activated embryo (f) in
vitro embryo culture (g) embryo transfer into pseudo-pregnant recipient (h) in vivo
blastocyst washing (i) ES cell line establishment (j) gene addition, potentially gene
targeting and selection of transgenic ES cells (k) ES cells can be used for nuclear transfer
(l) ES cell cluster (m) two-cell stage in vivo embryo (n) fusion of the two blastomeres
(o) tetraploid embryo created (p) diploid–tetraploid chimera embryo (q) in vitro embryo
culture (r) cloned progeny.

and the tetraploid cells almost exclusively
contribute to the placenta formation. This
method is applied in mouse genetic
manipulations (Fig. 2), and the outcome
is similar to that of the nuclear transfer
procedures. The present chapter will focus
exclusively on the NT methods.

In the biomedical field, therapeutic
cloning combined with the recent progress
in human ES cell technology might offer
new treatments for various diseases. Xeno-
transplantation in human medicine using
pig organs would rely on cloning technol-
ogy as well, increasing the research efforts
in this species. The potential for cloning

in agricultural applications is substantial,
and cloned cattle were sold in several
countries for breeding and production pur-
poses. In some countries (e.g. Japan), these
animals can enter the food chains, al-
though in most other countries concerns
about the safety of such animals might
result in lengthy investigations before ap-
plications. Endangered breed and species
preservation might also include cloning
technology among the supporting tech-
nologies. Transgenic research also profited
from the NT technology via the generation
of transgenic and knockout farm and lab-
oratory animals from somatic cells. The
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future of the nuclear transfer technology
depends on a major increase in efficiency,
reliability, and safety of the technology.

This chapter discusses in detail the most
relevant elements of the NT technology,
including the state-of-the-art methodology,
the limiting factors, ethical aspects, and the
future of cloning.

2
Key Elements and Critical Aspects of the
Technology

2.1
Nuclear Reprogramming and Epigenetics

The success of cloning adult animals from
differentiated somatic cells has unequivo-
cally disproved the idea that mammalian
somatic cell differentiation is irreversible
and terminally differentiated cells can no
longer transdifferentiate into another cell
type or become totipotent again.

The process of returning a differen-
tiated somatic nucleus to a totipotent
stage is termed nuclear reprogramming.
Genes inactivated because of cell differ-
entiation are subjected to reactivation, al-
lowing the reconstructed, cloned embryos
to support development and generation
of all tissue types in the cloned indi-
vidual. The inactivation of genes during
cell differentiation is believed to involve
epigenetic modifications of chromatin.
Epigenetics is defined as nuclear inheri-
tance, which is not based on differences
in DNA sequences. It involves differen-
tial DNA methylation, posttranslational
modifications of DNA-binding proteins
(e.g. histone acetylation and methyla-
tion), and placement of chromatin-binding
proteins (e.g multimeric complexes of
polycomb- and trithorax-group proteins) to
keep chromatin in an active or repressed

configuration. These epigenetic signals are
stably transmitted during cell division, but
are reset in each generation in the gonads
during fetal development. Most epige-
netic signals are not inheritable from one
generation to the next, but are stably main-
tained within the generation (with some
exceptions of transgenerational epigenetic
inheritance). In the following section, two
of the best-studied epigenetic mechanisms
are discussed.

2.1.1 DNA Methylation
In the mammalian genome, the cytosine
residue (C) 5′ to a guanine residue (G) can
be methylated by DNA methyl transferases
and becomes mCpG (p = phosphate). The
methylation pattern of DNA is maintained
during cell replication (Fig. 3) by the pri-
mary DNA methyl transferase, Dnmt1,
which is responsible for the transferring of
the methyl group to the semi-methylated,
newly replicated DNA (Fig. 3a). DNA ele-
ments that contain clusters of CpGs and
have a range longer than 500 bp are called
CpG islands. CpG islands are present in
the promoter regions of most housekeep-
ing genes and in imprinted genes, and
are often associated with active transcrip-
tion. DNA methylation plays a critical
role in transcriptional repression, dur-
ing tissue differentiation, allelic specific
expression of imprinted genes, and si-
lencing of parasitic retrotransposons. In
natural reproduction, DNA methylation
undergoes major changes during early
development. Shortly after fertilization, a
rapid loss of methylation occurs in the
DNA of the paternal origin (sperm DNA),
which occurs in the absence of transcrip-
tion or DNA replication and is thus termed
active demethylation. Thereafter, stepwise
decreases in DNA methylation occur in the
early embryos until the morula stage, as a
result of the absence of functional Dnmt1.
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DNA replication

(a) (b)

Dnmt 1

Fig. 3 Schematic illustrations of DNA methylation maintenance and passive
demethylation. During DNA replication, the newly synthesized strand (thin line) of
DNA will be methylated (ovals) by DNA methyl transferase, DNMT1, in the
hemimethylated DNA according to the template of the mother strand (thick line,
a). In the absence of functional DNMT1, the newly synthesized DNA strand will
remain unmethylated (b). In the next cycle of DNA replication, half of the DNA will
be completely unmethylated.

This renders the newly replicated DNA
strand devoid of methylation, and the over-
all level of DNA methylation declines. This
replication-dependent demethylation is re-
ferred to as passive demethylation (Fig. 3b).

In natural reproduction, relatively low
levels of DNA methylation exist in the male
and female gametes, which are further
demethylated during early embryo devel-
opment. With nuclear transplantation, the
somatic nucleus carries the specific epige-
netic modifications of its tissue type, which
must be erased during nuclear reprogram-
ming. Failure to erase and reestablish
epigenetic marks will lead to a lack of
embryo totipotency and affect further dif-
ferentiation and development. Therefore,
the levels of epigenetic modification exist-
ing in donor cells may affect their repro-
grammability following NT. A discrepancy
in reprogrammability has been observed

in different cell types, which results in
altered in vitro and in vivo development
of cloned embryos. Furthermore, treating
donor cells with pharmacological agents
to remove some epigenetic marks prior to
NT may improve the ability of the donor
cells to be fully reprogrammed by the re-
cipient karyoplast.

In bovine and other species, embryos
cloned from somatic cells showed abnor-
mally higher levels of DNA methylation
than control embryos. In these studies,
however, either the repetitive regions of
the genome or the global methylation
of the entire embryo were studied. The
global methylation of cloned embryos also
is mainly reflective of the methylation
levels of the repetitive regions of the
DNA. In naturally reproduced animals,
repetitive regions of the DNA are nor-
mally hypermethylated, and it is unclear
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whether hypermethylated repetitive DNA
causes abnormal development of cloned
embryos. The DNA methylation levels of
specific imprinted genes, however, were
found hypomethylated in cloned sheep
and cloned mouse embryos. In contrast
to DNA hypermethylation of cloned em-
bryos, reduced genome-wide DNA methy-
lation levels were found in aborted bovine
cloned fetuses, implying that survivability
of cloned cattle may be closely related to
global methylation losses.

In summary, both global and gene-
specific DNA hypermethylation and/or hy-
pomethylation have been associated with
cloned embryos and aborted cloned fe-
tuses, suggesting that the reprogramming
of epigenetic marks is aberrant using the
current NT technology.

2.1.2 Histone Acetylation
Closely associated with DNA methyla-
tion is acetylation of nucleosomal histone
molecules. Specifically, histone H4, H3,
and H2B can be acetylated at numer-
ous lysine residues especially, at lysine
8, 18, and 20, respectively. Acetylated hi-
stones in chromatin are also associated
with increased gene expression. Evidence
suggests that a threshold level of histone
acetylation is required to unfold higher-
order chromatin structures and facilitate
gene transcription. In amphibians, failure
of histone deacetylation results in block in
embryonic development. In mouse, hy-
peracetylation is associated with strong
zygotic genome activity.

There are two main epigenetic phenom-
ena that are relatively well characterized.
Both involve DNA methylation and histone
acetylation changes. They are genomic im-
printing and X chromosome inactivation
(XCI, in females only; see further details
below). Both have been active areas of

study in somatically cloned animals be-
cause somatic cloning bypasses the natural
process of parental specific erasure and
reestablishment of epigenetic signals (oc-
curs in the gonads). Cloning thus provides
an excellent model to investigate whether
and how erasure and reestablishment of
epigenetic marks occur. Clones of the
same donor provide unique experimental
materials in that they are genetically iden-
tical, yet epigenetically different, at least
so far as imprinted and X-linked genes
are concerned. This animal model pro-
vides insights into epigenetic regulation
that cannot be studied by models from nat-
ural reproduction, thus revealing unique
features of epigenetics not possibly shown
previously. A thorough understanding of
epigenetic reprogramming in cloned an-
imals will also improve the young and
promising technology of cloning by reveal-
ing the ideal conditions for a complete
reprogramming of the somatic nucleus.

2.1.3 Imprinting and Imprinted Genes in
Cloned Animals
Earlier transplantation experiments in the
mouse have established that both the ma-
ternal and paternal genomes are essential
for normal embryonic development. The
distinct maternal and paternal contribu-
tions are mediated by genetic imprinting,
an epigenetic mechanism by which the
monoallelic expression of these genes is
dependent on whether they are inherited
from the mother or the father. Most im-
printed genes are involved in fetal growth
regulation. To date, more than 40 im-
printed genes have been identified, and
they code for proteins as well as conserved
untranslated RNAs. Examples are insulin-
like growth factor 2 (IGF2), a paternally
expressed fetal specific mitogen, and H19,
a maternally expressed untranslated RNA
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believed to be important in the regulation
of IGF2 imprinting.

Disturbance of normal imprinting (bial-
lelic expression of imprinted genes) as
seen in human patients with uniparental
disomy (chromosomes or chromosomal
regions derived from one parent) can
result in severe developmental abnor-
malities. In mice, experimentally cre-
ated disruptions in several imprinted
genes/chromosomal regions result in em-
bryonic or fetal lethality.

Expression of imprinted genes has been
examined in a number of studies in cloned
mouse embryos as well as cloned calves or
mice. Cloned animals often show signs of
imprinting disruptions/disturbance. Var-
ious degrees of abnormal levels of ex-
pression of several imprinted genes in
fetuses and placentas have been observed
in ES cell–cloned mice. However, when
stem cells are used for nuclear transfer,
it is possible that the widespread dys-
regulation of imprinted genes in these
clones may have resulted from the use
of stem cells whose DNA is almost to-
tally demethylated. In mice cloned from
somatic cells, it was found that the ex-
pression pattern of imprinted genes in the
donor cells were faithfully transmitted to
cloned animals. The levels of expression
of imprinted genes, however, were abnor-
mal. Others found striking disruptions in
total transcript abundance, allele-specific
expression of five imprinted genes exam-
ined compared to in vivo produced em-
bryos. Only about 4% of cloned embryos
recapitulated a blastocyst mode of expres-
sion for all five genes studied. Cloned
embryos also exhibited extensive loss of
allele-specific DNA methylation at the im-
printing control regions of the H19 and
Snrpn genes.

Since many of the developmental de-
fects in cloned animals (see details below)

are analogous to experimentally created
imprinting disruptions in mice and nat-
urally occurring imprinting diseases in
humans, this suggests that imprinting
disruptions are being introduced by nu-
clear transfer. Indeed, it was reported that
the majority of deceased cloned full-term
calves have disruption of imprinting of
H19 (biallelic expression). In cloned fe-
tuses derived from donor cells of a bovine
interspecies hybrid (Bos gaurus X B. tau-
rus), however, normal allelic expression of
Igf2 and Gtl2 (Gene trap locus 2) in Day
40 bovine cloned fetuses and placentas
was observed. Because cloned mice from
genetically heterozygous F1 mice survive
better than those cloned from inbred mice,
it is possible that this may also be true in
the bovine and that the normal imprint-
ing patterns found in this case might have
reflected those from surviving clones of
highly heterozygous background.

Expression abnormality of imprinted
genes may be due to incomplete and
aberrant reprogramming of epigenetic
marks already existing in the donor cells.

2.2
Epigenetic Differences between Donor Cells

The first step in cloning and a major
source of experimental variation is choos-
ing a nuclear donor. On the basis of the
donor cell epigenetic status, there are two
broad categories of cloning: embryonic
cloning, encompassing blastomeres, ES,
and germ cells as donors, and somatic
cloning, using somatic cells of varying dif-
ferentiation status from fetal, newborn, or
adult sources. Normally, epigenetic dif-
ferences are very stable. Differentiated
cells do not easily switch from one cell
fate to another. It requires radical exper-
imental manipulations, such as NT, to
force them to change their cellular identity
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and differentiation status. The success of
cloning decreases as donor cells differen-
tiate, thus embryonic cloning is generally
much more efficient than somatic cloning.
The following section describes, in order
of increasing differentiation, the range of
donor cell types that have been used for NT,
and evaluates their usefulness for cloning.

2.2.1 Embryonic Cloning

Blastomeres After fertilization, the zy-
gote cleaves into progressively smaller
nucleated cells, called blastomeres. In
mammals, individual blastomeres are
phenotypically equivalent and totipotent
(able to give rise to all embryonic and

extraembryonic cell types), at least up to the
8-cell stage. Thereafter, the reduced size of
the resulting embryo makes it technically
difficult to assess their full developmental
potential. Blastomeres were the first cells
to be used in cloning amphibians. Simi-
larly, all initial successes in mammalian
cloning were achieved with nuclei from
early-cleavage-stage embryos (8–16 cells)
of sheep and cattle. Following NT, there is a
progressive restriction in the developmen-
tal potency from the 1-cell stage onward,
which is reflected in decreasing rates of
cloned embryo development after NT of
2-, 4-, and 8-cell blastomeres into enucle-
ated metaphase II (MII)–arrested oocytes,
zygotes, or 2-cell blastomeres as recipients
(Fig. 4). Cloning efficiencies with such
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Fig. 4 Cloning efficiency declines with increasing donor cell differentiation in both frogs and
mice. (a) Tadpoles advance from heartbeat to swimming to feeding stages before
metamorphosis into adults. (b) Neural progenitors and immature neurons were isolated from
the embryonic and mature neurons from the adult cerebral cortex, respectively.
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early-cleavage-stage donor cells are much
higher than with somatic cells. For exam-
ple, metaphase-arrested 4-cell-stage donor
nuclei are one order of magnitude more
efficient in generating live mouse clones
than metaphase-arrested fetal fibroblasts
(43% vs 3%), using the same serial NT
(see below) technique. Morula formation
(8-cell stage in mouse, 32-cell stage in
cattle/sheep) marks the beginning of cellu-
lar differentiation during preimplantation
development, eventually leading to the
foundation of the trophectoderm and in-
ner cell mass (ICM) lineages from the
outer and inner cells of the morula respec-
tively. Donor cells derived from such later
preimplantation stage embryos result in
progressively lower cloning success. How-
ever, compared to somatic cells, bovine
morula blastomeres still are about six-
fold more efficient (28% vs 5%). Fresh
ICM cells were first successfully used in
sheep and cattle, soon followed by cloning
from short-term bovine ICM cultures. In
mouse, successful cloning from ICM and
trophectoderm cells required serial NT and
revealed no differences in cloning efficien-
cies between these two cell types (11%
vs 8%). Although abnormal phenotypes
are still observed with blastomere cloning
(e.g. oversized fetuses and higher perina-
tal loss), the incidence and severity are
greatly reduced. The high success rates
with blastomere donors is likely due to
blastomeres retaining an epigenotype that
is more compatible with early embryonic
development.

Embryonic stem cells ES cells are im-
mortal pluripotent (able to give rise to all
cell types of the embryo proper) cells de-
rived from placing ICM blastomeres into
in vitro culture. It is still unclear if ICM
cells are homogeneously pluripotent, and
if ES cells derive from a definable and

functionally identical pluripotent ICM cell
or subpopulation of cells that exists within
the blastocyst prior to ES cell isolation
and culture. Bona fide ES cells, defined
as being capable of generating germ line
chimaeras, are only available from a few
mouse strains, and all attempts to de-
rive such ES cells from livestock embryos
have failed so far. However, long-term
‘‘ES-like cell’’ cultures in farm animal
species show extensive in vitro differen-
tiation ability or demonstrate somatic cell
chimerism. Some of these cells resemble
murine ES cells in both morphology and
antigen profile and remain pluripotent in
culture after 150 passages. Cloning effi-
ciencies with murine ES cells are similarly
remarkable as with blastomeres (10–20%
vs 1–3% with fibroblasts, Sertoli, or cu-
mulus cells) and probably for the same
reasons. Like the ICM blastomeres they are
derived from, ES cells retain an epigeno-
type that is more compatible with early
embryonic development and does not need
extensive reprogramming. Candidate gene
expression profiling shows that all ES
cell–derived blastocysts faithfully express
key embryonic genes such as the transcrip-
tion factor Oct4 and related sequences that
are present in the pluripotent cells of the
early embryo, whereas 38% of cumulus-
cloned blastocysts fail to reactivate these
genes.

The major problem with ES cell donors
compared to blastomeres is their extreme
epigenetic instability in long-term culture.
DNA-methylation patterns and expression
of imprinted genes vary widely between
ES cell lines, between subclones of a given
ES cell line, and even between individual
cells of a given ES subclone after in
vitro culture. Mice cloned from either
single cells (via NT) or several cells (via
tetraploid embryo complementation, see
Fig. 2) of a particular ES subclone show
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substantial variation in gene expression.
This can be explained by epigenetic
changes among daughter cells derived
from the original single-cell clone. It
makes it difficult to distinguish whether
the observed widespread dysregulation of
imprinted genes in ES cell–derived cloned
mice is due to reprogramming errors or
solely due to preexisting epigenomic errors
in the ES donor cells.

Primordial germ cells In mammals, the
germ cell precursors – the primordial
germ cells (PGCs) – can be identified for
the first time in the gastrulating em-
bryo. PGCs have characteristic epigenomic
modifications that distinguish them from
all other cells. These include extensive
genome-wide demethylation, leading to
erasure of allele-specific methylation of im-
printed loci and reactivation of the silent
X chromosome. PGCs are probably the
only mammalian cells where both parental
genomes are functionally equivalent. The
absence of imprints results in either bial-
lelic expression or repression of specific
imprinted genes. Contrary to previous
expectations, cloning from imprint-free
PGCs did not generate viable offspring, but
resulted in developmental arrest at early
postimplantation stages and abnormal pla-
cental development. This phenotype was
consistent with a complete lack of gene
dosage regulation for imprinted genes.
Cloned embryos derived from meiotically
arrested nongrowing female germ cells
displayed similar dysregulation of gene ex-
pression and did not progress beyond the
8-cell stage. In frogs, PGC nuclear donors
can support development to metamorpho-
sis stages, consistent with the notion that
global demethylation, imprinting, or inac-
tivation of sex chromosomes is not evident
in amphibian species.

Embryonic germ cells When PGCs are
cultured in vitro, they transform into im-
mortal pluripotent embryonic germ cells
(EGCs). Their developmental potential is
so similar to ES cells that their differ-
ent origin is sometimes ignored and both
are collectively referred to as ES cells,
even though they differ in their expres-
sion of some imprinted genes. Bona fide
EGCs are only available for mouse and
humans, and no EGCs capable of gen-
erating germ line chimaeras have been
reported from livestock animals. Previ-
ous studies have shown that they share a
similar epigenotype with the PGCs they
are derived from and undergo compa-
rable epigenetic changes. Consequently,
imprint-free EGCs are likely to result in the
same problems previously encountered
with cloning from PGCs. The epigenetic
stability of EGCs compared to ES cells has
not been thoroughly investigated and will
depend on their DNA-methylation status
at the time of isolation.

2.2.2 Somatic Cloning
The first four decades of NT experiments
were dominated by the idea that cloning
success depended on the donor cell be-
ing somehow embryonic in nature. This
notion was supported by data from am-
phibian cloning, where NT with adult cells
had only given limited success and never
resulted in adult frogs cloned from adult
somatic donor cells. However, previous
preconceptions changed radically with the
first successful cloning of sheep from an
established embryonic cell line in 1995.
This cell line was derived from culturing
differentiated embryonic disk cells over
several passages and did not resemble any
of the previously described ES cell–like
lines. This success suggested that cloning
from more differentiated, even adult, so-
matic cells might be imminent. In 1996,
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the birth of Dolly, cloned from a mam-
mary gland cell, proved this prediction
to be correct and triggered a renais-
sance of adult somatic nuclear transfer.
Since then, numerous studies compar-
ing various differentiated somatic donor
cells types have been undertaken in frog,
mouse, and cattle. As with embryonic
blastomeres, the ability of somatic nu-
clei to promote normal development after
NT decreases as donor cell differentia-
tion increases.

Adult stem cells The mechanisms gov-
erning the segregation into a germ line
and a soma line are commonly associated
with restriction of cell potency in somatic
cells, but this may not be universally true.
Adult stem cells are defined as undiffer-
entiated multipotent (able to give rise to
a subset of cell lineages) cells capable,
at the single cell level, of proliferation,
self-renewal, and the production of differ-
entiating daughter cells. They have been
described for the adult bone marrow, ner-
vous system, skin, muscle, and intestine
where they are thought to be responsible
for regenerating damage and maintain-
ing homeostasis. Some adult stem cells
may even be capable of differentiating
across tissue lineage boundaries; however,
studies proposing such apparent ‘‘lineage
plasticity’’ remain controversial. Owing to
the lack of exclusive phenotypic markers,
adult stem cells are much more difficult to
isolate and purify than ES cells; however, it
is only a question of time until their appli-
cability for cloning will be explored. Future
NT experiments may also help to better de-
fine the epigenomic status of adult stem
cells.

Progenitor cells Stem cells produce pro-
genitor or precursor cells as a lineage

progresses down its differentiation path-
way. Progenitors are operationally defined
as transiently proliferating oligopotent
(able to give rise to a restricted subset
of cell lineages) or unipotent (able to con-
tribute only one mature cell type) cells that
have passed the critical transition point of
commitment to one or multiple lineages.
Freshly isolated neural progenitors from
the ventricular side of the cerebral cortex
of mouse fetuses have resulted in consid-
erably higher cloning efficiencies than any
other somatic cell type in this species, (12%
vs 2% with putative embryonic neurons
and commonly used fibroblasts or cumu-
lus cells), indicating that these cells may be
more amenable to epigenetic reprogram-
ming than their differentiated progeny.

Terminally differentiated cells In animals,
more than 200 distinct cell types are plainly
distinguishable by morphology, and more
will probably be discovered when better
molecular markers become available. Less
than 10% of these have been tested
as nuclear donors and many repeatedly
failed to generate viable offspring. In frog,
live offspring surviving into adulthood
were obtained only with larval intestinal
epithelial cells. In mouse, live offspring
were obtained after NT with fibroblasts
from various different tissues (skin, liver,
muscle, and gonads), Sertoli, and cumulus
cells. Most cell types repeatedly failed
to develop after implantation, including
macrophages, spleen, and brain cells. In
cattle, live offspring were obtained from
follicular and oviduct epithelial, mammary
gland, skin, liver and muscle fibroblasts,
and blood leukocytes.

One problem in somatic cloning is
the lack of accurate donor cell identi-
fication. Presently, the most commonly
used somatic cells are of the morphologi-
cally defined ‘‘fibroblast-like’’ phenotype.



Nuclear Transfer for Cloning Animals 217

Fibroblasts are dispersed in connective
tissues throughout the body and are capa-
ble of extensive proliferation, tissue repair,
and differentiation into a variety of other
connective tissue cells. None of several
molecular fibroblast markers, such as vi-
mentin and FSP1, have been proven highly
specific. Reliable molecular markers to
distinguish between immature and ma-
ture fibroblasts or fibroblast lineages are
rare. Lung fibroblasts, for example, fall
into at least two subpopulations that differ
in growth rate, morphology, and antigen
expression. Clearly, cell lines isolated from
whole fetuses and loosely termed fibrob-
lasts on the basis of morphology are a
population of mixed lineages. Leukocytes,
cumulus, and Sertoli cells are better de-
fined in terms of their origin, distinct
morphology, and surface marker expres-
sion. The best-defined donor cells to date
are genetically marked mature B and
T lymphocytes and olfactory neurons in
mouse. Fertile adult mice were derived
from both these donor cell types, demon-
strating unequivocally that the nuclei of
terminally differentiated cells can be repro-
grammed to a totipotent state. However,
in both cases, cloning success required
an indirect two-step procedure, whereby
somatic cell NT first generates cloned blas-
tocysts, from which ES cells are derived for
injection into tetraploid host blastocysts in
a subsequent round of cloning (tetraploid
complementation). In this approach, the
embryo is derived entirely from the ES
cells, whereas the placenta is derived from
the tetraploid host cells. The standard ap-
proach of directly transferring NT embryos
into recipient females repeatedly failed,
suggesting that cloning from terminally
differentiated cells might be extremely
inefficient.

Differentiated cells can remain mitot-
ically active or postmitotic. There is no

obvious correlation between natural exit
from the cell cycle and cloning compe-
tence. For example, fibroblast and imma-
ture Sertoli cells are highly proliferative,
whereas cumulus cells are a naturally qui-
escent subpopulation of ovarian granulosa
cells. Cloning efficiencies for both cell
types are similar.

For any given somatic cell type, the
best source of cells for NT is still
a matter of debate. For example, skin
fibroblasts have been isolated from fetal,
newborn, or adult sources with either
no difference in cloning efficiencies or
fetal sources achieving higher efficiencies
than adult ones (13% vs 5%). For some
agricultural applications, such as cloning
of progeny-tested bulls, the source of donor
cells will usually be restricted to easily
accessible adult tissue. For transgenic
applications, where the cells undergo time-
consuming selection steps and extensive
propagation in vitro, it may be beneficial
to use cells from fetuses or calves since
they have a longer proliferative life span
before reaching replicative senescence.
Cells after long-term culture or near the
end of their replicative life span do not
result in significantly reduced cloning
efficiencies compared to fresh or short-
term culture cells.

2.3
Genetic Differences between Donor Cells

Genomic non-equivalence Viable nuclear
clones provide the most complete experi-
mental evidence for genomic equivalence,
that is, the concept that the DNA in every
somatic cell nucleus of an individual is
identical and contains all the information
for the development of a new organism.
Only in a few cases does cell specialization
involve detectable loss of genetic material.
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In mammals, red blood cells are an ex-
treme example as they lose their entire
nucleus. B and T lymphocytes eliminate
a portion of their genome during dif-
ferentiation; despite this, following NT,
they can develop into blastocysts and term
pregnancy. It is not known whether the
very low frequency of further development
from such cells is related to their genetic
rearrangements.

Gene damage For cloning to work, the
donor genome must probably be intact.
It is assumed that in amphibians chro-
mosomal abnormalities resulting from
incomplete replication after NT account
for all cases of early embryo losses. The
same problem arises when donor cells
have not completed DNA replication be-
fore NT. Continuous cell lines often show
karyotypic alterations, in particular, for
negative cell cycle regulators, and embryos
reconstructed with spontaneously immor-
talized bovine mammary gland cells failed
to develop to blastocysts, even though 86%
showed a normal diploid karyotype. NT
embryos derived from granulosa cells with
high levels of aneusomy produce signif-
icantly more embryos with karyotypic er-
rors than those from fibroblasts with fewer
chromosomal anomalies or IVF-controls
embryos. Evidently, such donor-derived
chromosomal anomalies can substantially
affect cloning success, emphasizing the
need for rigorous prescreening of donor
cells before NT. Higher aneuploidy has
also been observed in cloned blastocysts
derived from karyotypically normal gran-
ulosa cells, indicating that they can be
introduced by the NT procedure itself.

Each nuclear gene is inevitably subject
to a small risk of spontaneous mutation
at an estimated rate of about 10−6

mutations per gene per cell division.
Therefore, in the absence of mutagens,

the chances of mutating both copies of
an essential gene in vivo are extremely
small. Theoretically, cells from some
tissues may be more prone to suffer
from DNA damage. Skin, for example, is
more susceptible to UV-induced damage;
however, ear skin fibroblasts from a
17-year old bull have been successfully
used in cloning. Likewise, there is no
evidence that accumulating mutations
during aging and/or time in vitro affect
cloning efficiencies. Cells after long-term
culture or near the end of their replicative
life span did not have significantly reduced
cloning efficiencies compared to short-
term culture cells.

The mutation rate in mitochondria is 10
to 20 times greater than that in nuclear
DNA with some components mutating
up to a 100 times more rapidly, and this
may contribute to potential problems with
mitochondrial heteroplasmy.

Mitochondrial heteroplasmy During nor-
mal development, genetic material outside
the nucleus could in principle be inherited
through both the cytoplasm of the recipi-
ent oocyte and the sperm. Mitochondrial
DNA (mtDNA) in mammals, however, is
exclusively maternal in origin. The sperm
contributes up to 100 functional mito-
chondria at fertilization, which is less
than 0.1% of the total number present in
the egg cytoplasm. All paternal mitochon-
dria are selectively destroyed during early
cleavage stages. Destruction depends on
the ubiquitination of sperm mitochondrial
membrane proteins during spermatoge-
nesis. This posttranslational modification
marks them for subsequent proteolysis by
the lysosomal machinery of the developing
embryo. The exact evolutionary and devel-
opmental advantages of this elimination
process are unknown.
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Depending on NT method and donor
cell type, a variable number of foreign mi-
tochondria is initially introduced into the
oocyte during cloning. Strictly speaking,
cloned animals are therefore only genetic
duplicates of the donor nuclear genome
used for NT. At later stages some, but
not all, cloned animals show low levels of
mitochondrial heteroplasmy, that is, the
presence of more than one type of mtDNA
within a cell.

In principle, this observed heteroplasmy
could result in pathologies if either the
introduced mtDNA carries deleterious
mutations or if the presence of intact for-
eign mtDNA per se somehow interferes
with cell survival due to incompatibility
between nuclear and different mitochon-
drial genomes.

In humans, more than 100-point muta-
tions and numerous large-scale deletions
have been associated with various diseases
that frequently manifest themselves in tis-
sues with high metabolic demands, such as
brain and muscle. This clinical phenotype
is inconsistent with the major phenotypes
observed in clones. Conclusive evidence
that the presence of intact foreign mtDNA
alone is sufficient to impair development
is also lacking. Even the assumption that
most organisms are homoplasmic may be
overestimated. Natural heteroplasmy oc-
curs, indicating that the tolerance to multi-
ple mitochondrial genotypes is higher than
previously thought. Consequently, cross-
subspecies and species cloning has proven
to be a viable approach in cattle, sheep, and
some Felidae. In conclusion, the link be-
tween heteroplasmy and cloned-offspring
syndrome remains largely speculative.

Intriguingly, some incompatibility prob-
lems can even arise in homoplasmic
animals. Nucleocytoplasmic hybrids be-
tween different mouse strains have shown

alterations in the adult phenotype. Strik-
ingly, these changes are transmittable
through the germ line. Mismatches in
the complex interactions between recipi-
ent mitochondrial genes and their com-
plementary partner genes in the donor
genome may account for the observed phe-
notype. These experiments emphasize the
need for matching genetic background be-
tween donor cell and recipient oocyte in
cloning experiments.

Genetic background Among cloned mam-
mals so far, only mice offer the advantage
of a defined genetic background. There
are many inbred strains available and F1-
crosses can readily be obtained. The high-
est cloning efficiencies were achieved with
oocytes and donor cells of hybrid mice. So-
matic nuclei from inbred mice (except the
129/Sv strain) seldom supported postim-
plantation development. Both postimplan-
tation and postnatal viability improved
dramatically when F1 ES cells, instead
of inbred or out-crossed ES donors, were
used. Remarkably, all mice derived from
ES cells of several inbred strains died
at birth from respiratory failure. Hybrid
mouse embryos also perform much better
in culture than inbred strains. The ben-
eficial effect of hybrid vigor or heterosis
is a well-known phenomenon in animal
breeding. F1-animals are maximally het-
erozygous for all genetic loci, especially
when they come from two inbred strains.
Similarly, hybrid recipient oocytes have
an advantage over homozygous oocytes in
supporting in vitro development of cloned
embryos, at least in certain culture media.

Telomeres Telomeres are protective
structures (copies of a hexamer repeat
sequence (5′TTAGGG3′ in human) and
associated proteins) that ‘‘cap’’ the ends
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of mammalian chromosomes and prevent
repair mechanisms that would result
in end-to-end chromosomal fusions. In
the absence of telomerase (the primary
enzyme that is capable of adding telomeric
DNA to the end of chromosome)
activity, they progressively shorten as a
consequence of cell division. Telomere
shortening correlates with cellular aging
of human fibroblasts in vitro, and may play
a role in the induction of replicative cell
division arrest in the G1 phase of cultured
human cells, a state known as senescence.
Some cells isolated from older individuals
have a shorter replicative life span in
culture and shorter telomeric DNA, which
has been taken as evidence for a role of
telomere shortening in vivo. However, the
correlation between telomere length and
aging is dependent on cell type, species,
and culture conditions. Mouse cells
have comparably long telomeres (≈60 kb),
show telomerase activity in many tissues,
and reach replicative senescence well
before detectable telomere erosion (after
15–30 doublings in culture). Humans
have shorter telomeres (≈12 kb), no
telomerase activity in most tissues, and
therefore telomere shortening may limit
the longevity of human cells in culture. In
cattle, average telomere length (≈20 kb)
was shown to decrease with age and time
in culture for both fibroblasts and very late
passages of ES-like cells. Bovine ES-like
cells show higher telomerase activity than
fibroblasts, and, for both cell types, early
passages show higher telomerase activity
compared to late passage cells. More
importantly, it has not been convincingly
demonstrated whether cellular senescence
occurs in vivo and whether such a
process would then have anything to
do with organismal aging. If this was
the case, cloning from adult cells could
result in offspring with shorter telomeres,

premature onset of aging, and a reduced
life span.

The dynamics of telomerase activity
during early embryo development was
extensively studied in cattle. Telomerase
activity is found upregulated at the blas-
tocyst stage in nuclear transfer systems
similar to that of in vitro fertilized embryos.
The upregulating of telomerase activity
at the blastocyst stage may contribute to
telomere length restoration in embryo de-
velopment after nuclear transfer and could
explain the normal telomere length found
in some cloned animals, including cattle
and mice.

In contrast, Dolly, the sheep, had shorter
telomeres and calves cloned from a 10-year
old bull had similar or even shorter telom-
eres than the donor animal, apparently
depending on the cell type investigated.
The latter report also describes an ‘‘adult’’
phenotype (e.g. wrinkled skin, thick bones,
and rough hairs) of the cloned male calves,
in contrast to clones from a 17-year old bull,
which appeared phenotypically normal.

Donor cell effect on telomere length was
described in cattle, using nuclei of donor
cells derived from muscle, oviduct, mam-
mary gland, and ear skin. All three types
(normal, shorter, longer) of telomeres were
found when different donor cell types were
compared. Clones from muscle or ear skin
cell origin had longer telomeres than the
donor animal, but were within the nor-
mal range of same age controls. Clones
from oviduct and mammary epithelia cell
origin had telomeres that were shorter
than those of controls, while clones de-
rived from embryonic cell origins have
telomeres longer than those of their age-
matched controls. The time cells spend in
culture might affect the process: senescent
cultured bovine fibroblasts with shortened
telomeres were used as nuclear donors in a
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Lazarus-type experiment, whereby the res-
urrected donor cells, after NT, displayed
even longer telomeres than age-matched
controls and increased proliferative life
span in culture. Similarly, in sheep, it
has been shown that NT did extend the
telomeres from donor nuclei derived from
late-passage cells that are near senescent
(maybe by repair mechanisms triggered);
however, in fetuses generated from early
passage donor cells, telomeres were not
significantly different in length to those in
the donor cells.

One difficulty in interpreting the con-
flicting data is the significant telomere
length variation among and within indi-
vidual cloned and control animals. Ideally,
telomerase activity and telomere length
should be compared between donor cells
and cloned cells of the same type and
age and cultured under exactly the same
conditions. In summary, telomerase reac-
tivation and telomere length adjustment
can be accomplished after NT; however,
potential effects on overall longevity of
cloned animals still need to be determined
in long-term studies.

X chromosome inactivation In mammals,
males have one, while females have two
copies of the X chromosomes. This creates
a situation in which there is an unequal
gene dosage among males and females.
During evolution, this was solved by a
process termed X chromosome inactivation
(XCI), the random transcriptional silenc-
ing of one of the two X chromosomes in
somatic cells of females during early de-
velopment. XCI occurs by the process of
epigenetic modification, the inactivated X
chromosome is hypermethylated in DNA
and hypoacetylated on histones. Proper
XCI is essential to embryonic develop-
ment. Inactivation of both X chromosomes
in mouse embryos leads to embryonic

lethality, and having more than one active
X chromosome is deleterious to extraem-
bryonic development and also causes early
embryonic death in mice.

X chromosome inactivation occurs at
late blastocyst stage in mice. Before fer-
tilization, the egg carries an active X
chromosome that is of maternal origin
(Xm

a ), while the sperm carries an inactive
X of paternal origin (Xp

i ). At the formation
of the female zygote, both X chromosomes
become active (Xm

a Xp
a ). This state of ac-

tivation persists through early blastocyst
stage. During late blastocyst stage, the
expression of the X-inactivation specific
transcript (Xist) gene from one of the two
X chromosomes, in a random fashion in
the inner cell mass, leads to its inactivation
(Xi). In extraembryonic tissues, however,
the paternal X chromosome is preferen-
tially inactivated in the mouse, resulting in
imprinted XCI. Once established, the in-
active state of a particular X chromosome
is epigenetically inherited throughout all
subsequent cell divisions.

In somatic cloning through nuclear
transfer, the cloned zygotes receive one
active (Xa) and one inactive (Xi) X chromo-
some from the donor cells (Fig. 5). This
state of X inactivation is different from
that in naturally fertilized female zygotes,
in which both X are active. During nuclear
reprogramming, it is unclear whether the
inactivated X is reactivated or the pattern
of XCI in the donor cell is maintained
in the cloned animals. The first study
of XCI reprogramming in cloned ani-
mals reported that epigenetic marks on
the somatic X chromosomes in mice were
completely erased and then appropriately
reestablished by the nuclear reprogram-
ming process, leading to normal random
XCI in the cloned embryos. Using fe-
male donor cells with genetically marked
X chromosomes, it was demonstrated in
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Fig. 5 Question of reprogramming of X chromosome inactivation in cloned embryos. During
nuclear transfer, a somatic cell with preexisting active and inactive X chromosomes is transferred
into an enucleated oocyte. After nuclear reprogramming, which is still largely a black box, it is
unclear whether the inactivated X will become reactivated to result in two active X as in the
naturally fertilized zygote, or the pattern of XCI of the somatic donor cell will be maintained in the
cloned animal.

cloned mouse embryos that X chromo-
somes are initially reactivated in most or
all blastocyst cells, and, subsequently, ei-
ther randomly inactivated in the embryo
proper or nonrandomly inactivated in the
trophectoderm. The Xi in extraembryonic
tissues was not always the paternal one (as
during normal embryogenesis), but was
determined by the status of X inactivation
in the somatic donors, suggesting some
functional equivalence between the im-
printed paternal or maternal X and the
inactive or active somatic X, respectively.
Thus, the process of X inactivation was
recapitulated at least in the few surviving
blastocysts, female fetuses, and offspring.

In cattle studies on XCI by following
the allele-specific expression of the X-
linked housekeeping gene monoamine
oxidase type A (MAOA), it was found that,
as in the mouse, XCI in cattle somatic
cells is also random and in placenta
is paternally imprinted. In cloned calves

that died shortly after birth, however,
expression of both alleles of the MaoA
gene was observed, suggesting aberrant
XCI. Furthermore, inactivation of both
alleles of several X-linked genes was also
observed in organs of several deceased
clones. Interestingly, the transducin (beta)
like 1 (TBL1), a gene known to escape
XCI in humans and mice, was expressed
in all organs of these clones. Consistent
with observations of aberrant XCI in
internal organs, random XCI in the
placenta of all deceased clones examined
was found. Placental abnormalities have
been reported in both live and deceased
cloned calves.

The aberrant XCI in bovine clones may
have resulted from incomplete erasure of
the epigenetic marks on the X chromo-
somes of the somatic donor cells during
nuclear reprogramming, which in turn
may lead to only partial reactivation of the
Xi or to abnormal methylation patterns of
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the Xist gene in one or both X chromo-
somes prior to XCI. Upon differentiation,
those epigenetic marks already present on
the X chromosomes of the cloned embryo
may interfere with the ones further im-
posed during XCI in clone development,
ultimately leading to the observed aber-
rant expression patterns of X-linked genes.
The interesting finding that TBL1, a gene
that escapes XCI, was properly expressed
in all clones may indicate that regions
of the X chromosomes not subjected to
XCI, thus not epigenetically modified, are
less affected by events involved in nuclear
reprogramming. In summary, reprogram-
ming of the inactivated X chromosome in
cloned female animals appears to be differ-
ent in different species. In any case, faulty
reactivation and subsequent nonrandom
inactivation would not be a problem for
male cells and those 50% of somatic female
donor cells with a paternal Xi. Studies com-
paring the cloning competence of male
and female somatic donors found no sig-
nificant differences using male and female
tail-tip fibroblasts, thus demonstrating that
abnormal XCI is not the main limiting
factor of NT.

2.4
Choice of Nuclear Donor Cell Cycle Stage

2.4.1 The Donor Cell Cycle
The cell division cycle has four distinct
phases: G1, S, G2, and M. Following
mitosis, the daughter cells enter G1,
during which the cells increase in size
and respond to extracellular growth factors
that regulate the synthesis of G1 cyclins.
The accumulation of active complexes
between G1 cyclins and cyclin dependent
kinases (CDKs) results in progression
past the restriction point (R-point) of
the cell cycle. As cells transit the R-
point and the later phase of G1, they

are committed to undergo another round
of DNA replication in S-phase. This
is followed by accumulation of active
complexes between mitotic cyclins and
their respective CDKs to pass another
checkpoint in G2 before cells enter mitosis,
whereby the replicated DNA is segregated
equally to the two daughter cells. This
canonical cell cycle can be adjusted to meet
special developmental requirements, as in
the rapid cycles of cleavage blastomeres
with very short gap phases, and the relative
importance of different checkpoints may
be altered.

In principle, cell cycle coordination be-
tween the nuclear donor cell and the
enucleated recipient cell (cytoplast) can
increase cloning efficiency for two rea-
sons: (1) by maintaining normal chro-
mosome constitution (ploidy) in the
reconstructed NT embryo and (2) by pro-
moting epigenetic reprogramming of the
donor genome.

2.4.2 Cell Cycle Coordination to Maintain
Normal Ploidy
There is ample evidence for the impor-
tance of donor-recipient cell cycle coor-
dination to maintain normal ploidy. The
ability of donor nuclei to maintain normal
ploidy depends on the activity of cyclin B
and Cdk 1 (formerly p34cdc2) complexes
(M-Cdk, formerly maturation promoting
factor or MPF) in the cytoplast. In its ac-
tive form, M-Cdk induces nuclear envelope
breakdown, chromosome condensation,
and assembly of a microtubule spindle.
Metaphase II-(MII) arrested oocytes main-
tain a high M-Cdk activity that is stabilized
by a calcium sensitive cytostatic factor
(CSF). After activation, an increase in
intracellular calcium inactivates CSF, en-
abling ubiquitin-dependant degradation of
cyclin B through the anaphase-promoting
complex which destroys M-Cdk activity.
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Therefore, two types of cytoplast may be
used for NT: either nonactivated (high M-
Cdk) or activated (low M-Cdk).

NT into non-activated cytoplasts When an
interphase donor nucleus is introduced
into a nonactivated cytoplast, the high
M-Cdk activity induces or maintains nu-
clear envelope disassembly, chromosome
condensation, and spindle formation. Fol-
lowing activation, the nuclear envelope re-
forms around the donor chromatin, which
then undergoes a round of DNA synthesis
regardless of its previous cell cycle stage.
From these general events, three situa-
tions can be distinguished, depending on
the state of nuclear contents (e.g. amount
of DNA) and cytoplasmic contents (e.g. cell
cycle regulatory factors, organelles) of the
donor cell:

1. G0/G1-phase donor nuclei G0 and G1

are often grouped together as G0/G1,
although these phases are operationally
defined differently. G0 cells are thought
to exit the cell division cycle and enter
transient or permanent quiescence,
whereas G1 is the intermediate stage
between M- and S-phase in growing
cells. However, cells in both phases
contain the same amount of chromatin
(2N), and their chromosomes are not
ready to segregate. As the DNA has not
yet replicated, the genome must remain
within the reconstructed embryo to
stay diploid. Moreover, the organelles
(e.g. nuclear envelope, endoplasmic
reticulum, and Golgi apparatus) are in
their intact interphase configuration;
the centriole has not replicated; and
M-Cdk is stably inactivated.
Following NT, the donor chromatids
prematurely condense and each at-
taches, apparently randomly, to a single

pole of a newly formed spindle ap-
paratus. After activation, nonhomolo-
gous chromosomes segregate and form
multiple pseudopronuclei. In mouse,
actin-depolymerizing drugs, such as cy-
tochalasin B, are required to prevent
cytokinesis and expulsion of a pseu-
dopolar body containing chromatin,
which would otherwise lead to nonvi-
able aneuploid embryos. Expulsion of a
pseudopolar body is related to the time
interval between nucleus introduction
and activation. When activation occurs
within 5 to 30 min of reconstruction, no
polar bodies are extruded and a single
diploid nucleus results. However, when
activation occurs at least 1 to 3 h later,
the majority of NT embryos extrude a
polar body. The claims that rabbit and
livestock NT embryos do not undergo
pseudopolar body extrusion may in part
be related to the NT methodologies used
in these studies, including the time in-
terval between fusion and activation,
and/or possible differences in spindle
formation between species.
Presumptive G0 cells are obtained by
depletion of essential mitogens and
growth factors in the culture medium
either through serum deprivation or
culture to confluency. G1 cells are
obtained by different methods; for
example, mitotic selection or drug-
induced G1-phase arrest. Both G0 and
defined G1 cells have resulted in viable
cloned animals.

2. G2/M-phase donor nuclei In the case
of G2/M-phase cells, the donor chro-
mosomes are duplicated (4N), sister
chromatid cohesion is established to en-
able equal segregation; the chromatin
is condensed, transcriptionally inactive,
and ready to segregate. Moreover, M-
phase cells have grown to their maximal
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size, the nuclear envelope, endoplas-
mic reticulum, and Golgi apparatus are
dissociated; the centriole has replicated
and the mitotic spindle formed; and
M-Cdk activity is highest. This is es-
sentially the cell cycle status of the
MII oocyte before enucleation and NT.
The use of donor cells in M-phase may
therefore be maximally compatible with
MII cytoplasts.
Following NT, the double-stranded con-
densed chromatids align regularly on
a spindle resembling a metaphase
plate. Sister chromatids attach to op-
posite poles of the spindle and seg-
regate orderly after activation in the
absence of cytochalasin B. This is
followed by expulsion of a pseudopo-
lar body, removing the extra set of
chromatin and resulting in a single,
presumably diploid, pseudopronucleus
in most reconstructed embryos. This
phenomenon may not occur in early G2

or if the sister chromatids fail to prop-
erly align on a spindle (if insufficient
time is allowed between reconstruction
and activation) or if there is uneven or
random segregation. If segregation or
expulsion does not occur, then follow-
ing nuclear envelope reformation, DNA
rereplication will compromise ploidy in
the NT embryo.
Mitotic somatic donor nuclei cells
have been reported to result in viable
cloned mice and calves, respectively.
G2-phase somatic donors resulted in
viable offspring in mouse, but not in
cattle, probably due to difficulties of
reliably synchronizing cell in G2.

3. S-phase donor nuclei Depending upon
the degree of replication, S-phase nu-
clei possess anything between 2 to 4N
amounts of DNA, and the chromo-
somes are not yet ready to segregate.

Following NT in a high M-Cdk environ-
ment, the chromatin of S-phase nuclei
typically has a fragmented appearance
and high incidence of chromosomal ab-
normalities. Following activation, the
nucleus rereplicates its DNA, resulting
in incorrect ploidy and developmen-
tal failure.

NT into activated cytoplasts In contrast
to the situation above, interphase nuclei
transferred to cytoplasts with basal levels
of M-Cdk activity, following a sufficient
interval after activation, do not undergo
nuclear envelope breakdown, and it is
the donor nucleus that controls DNA
replication in accordance with its own cell
cycle stage at the time of transfer. Thus,
nuclei in G1 or S-phase may initiate or
continue replication, respectively, while
those in G2 are not induced to enter
another round of DNA synthesis. Such
preactivated cytoplasts have been termed
universal recipients and are capable of
coordinating the development of donor
cells at any interphase stage of the cell
cycle, at least in terms of maintaining
normal ploidy. This has been especially
important for cloning preimplantation-
stage embryos, where most blastomeres
are in S-phase (80–90%), and are therefore
only compatible with transfer to cytoplasts
low in M-Cdk. However, somatic cells
transferred into cytoplasm low in MPF
may not be optimal for reprogramming
and embryo development.

2.4.3 Cell Cycle Coordination to Promote
Reprogramming
In summary, somatic donor cells in
presumptive G0/G1 and G2/M-phase can
result in offspring upon transfer into
non-activated cytoplasts, whereas S-phase
donors cannot. The question remains,
however, whether any of the cell cycle



226 Nuclear Transfer for Cloning Animals

stages compatible with ploidy is superior
for epigenetic reprogramming and overall
cloning efficiency.

NT into non-activated cytoplasts The first
reports describing the production of
cloned mammals from differentiated cul-
tured cells claimed that their success was
due to the use of serum-starved cells
(presumptive G0-cells). Intriguingly, the
failure of earlier studies to generate fertile
cloned adults following NT with quies-
cent cells, for example, nondividing ker-
atinocytes and intestinal epithelium cells
in Xenopus, terminally differentiated ery-
throcytes in Rana, Day 15.5 male mouse
fetal germ cells, and bovine cumulus cells
may have been due to other limiting facets
of the NT techniques. Shortly after the
initial successful reports with quiescent
cells, it became obvious that randomly
picked donor cells from nonserum-starved
cultures (presumptive G1-cells) were also
successfully reprogrammed and resulted
in viable offspring following NT in cat-
tle and mice. However, in both cases, the
exact stage of the donor cell cycle at the
time of NT remained unproven. Later stud-
ies directly compared better-defined cell
populations (e.g. mitotically selected G1-
with serum-starved or confluent donors)
to address the question whether there is
an optimal donor cell cycle stage. From
these studies, it appears that there is little
difference between G2/M and G0/G1, par-
ticularly with mice. It is less clear as to the
efficiency of G2/M-phases in livestock, and
it is only a suggestion that G0 is superior
to G1 in cattle.

NT into activated cytoplasts Preactivated
cytoplasts with low M-Cdk result in very
poor embryo development after NT with

somatic cells in either G0/G1- or S-
phase. It appears that nuclear envelope
breakdown may be required in order to
allow chromatin remodeling and expose
the chromatin to licensing factors enabling
initiation of DNA synthesis following NT.
Preactivated telophase II cytoplasts have
been successfully used with G0/G1-donor
cells in goats, but these recipients may still
contain enough residual M-Cdk activity to
disassemble the nuclear envelope.

2.5
Selection and Enucleation of Recipient
Oocytes

The oocyte cytoplasm contains factors that
reprogramme the donor cell genome after
NT. Since these factors have not yet been
molecularly identified, intact oocytes are
still needed for NT, and phenotypic selec-
tion of oocytes with high reprogramming
potential is currently not possible. Com-
paring oocytes of different developmental
stages and maturation treatments for their
utility during NT has defined a subpop-
ulation of recipient oocytes that currently
works best for somatic NT procedures.
This subpopulation consists of mature
nonactivated MII-arrested oocytes derived
from developmentally competent follicles
of slaughtered adult animals. Metaphase I
(MI) oocytes, which are also high in M-Cdk
activity, have proven equally suitable recip-
ients as MII, at least for NT experiments
in frogs. In pigs, however, MI oocytes re-
sult in lower in vitro development rates,
suggesting that high M-Cdk is necessary,
but not sufficient for nuclear reprogram-
ming. MI and MII oocytes can be sourced
from prepubertal or adult animals and
both types have supported development of
cloned embryos into offspring. The matu-
ration from MI to MII oocytes can occur in
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vivo or in vitro and both in vivo and in vitro
matured oocytes have been successfully
used for cloning. Further direct compara-
tive studies are needed to fully evaluate the
influence of oocyte source and maturation
method on cloning efficiency. As outlined
above, for somatic donor cells, preactivated
MII oocytes result in poorer development
than nonactivated oocytes, presumably be-
cause maintenance of an intact donor
nuclear envelope in a low M-Cdk environ-
ment does not allow efficient chromatin
remodeling to occur. However, low M-CdK
oocytes are suitable for blastomere cloning
where most donors are in S-phase. Ag-
ing of oocytes lowers M-Cdk level, which
has been shown to be beneficial in blas-
tomer cloning. Fertilized oocytes (zygotes)
and early-cleavage-stage embryos (2-cell
blastomeres) have also been successfully
used for early mammalian cloning exper-
iments with embryonic, but not somatic,
donor cells.

Oocyte availability often fluctuates and
might limit the optimal use of cloning
facilities. Cryopreserved stored oocytes
have been used successfully for somatic
cell NT in bovine.

Prior to NT, the genetic material of
the recipient cell has to be removed or
destroyed. This process is known as enu-
cleation, irrespective of whether the genetic
material is surrounded by a nuclear enve-
lope or not, and the resulting enucleated
recipient is called a cytoplast. Efficient enu-
cleation should completely inactivate the
recipient genome without compromising
viability and reprogramming potential of
the cytoplast. In newts and in frogs of
the genus Rana, enucleation is done by
lifting the egg pronucleus and surround-
ing cytoplasm out off the egg with a
needle (‘‘Porter’s technique,’’ 1939). The
strength and elasticity of the extracel-
lular matrix surrounding Xenopus eggs

prevents using this method in this frog
species. Instead, short exposure (less than
1 min) of the egg to ultraviolet (UV) ir-
radiation inactivates the egg pronucleus,
apparently without otherwise damaging
the egg. In mammals, UV irradiation for
similar time intervals, alone or in combi-
nation with the bisbenzimide DNA stain
Hoechst 33342, compromises both oocyte
membrane and intracellular components
and is therefore not used for enucleation.
Instead, a capillary glass needle is usually
used to gently aspirate the chromosomes
and some surrounding cytoplasm (the
so-called karyoplast) without penetrating
the plasma membrane (Fig. 6). In young
MII oocytes, the chromosomes are typi-
cally, but not always, located underneath
the first polar body. However, in aging
MII oocytes, for example, after prolonged
in vitro maturation, the polar body gets
frequently displaced from its original po-
sition, making enucleation more difficult.
Therefore, enucleation solely relying on
the polar body as an indirect morpho-
logical landmark is less accurate than
directly visualizing the chromosomes. Vi-
sualization can be done either by vari-
ous transmitted light contrast methods,
such as differential interference contrast
after Normarski (DIC), Hoffmann modu-
lation contrast (HMC), or polarized light
(Pol-Scope), in species with transparent
cytoplasm (e.g. mouse and rat) or by epi-
fluorescence microscopy after staining the
DNA with fluorochromes in species with
opaque cytoplasm (e.g. cattle, sheep, and
pig). Enucleation accuracy with such meth-
ods is close to 100%. The short-term
exposure to transmitted or fluorescent
light has no obvious detrimental effect on
cloned embryo viability and survival. A
slightly more invasive method than using
a glass needle for aspiration is to man-
ually cut the whole oocyte in half and
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Fig. 6 Enucleation of bovine oocytes.
DNA of the recipient egg is stained with
a fluorescent dye (shown in blue) and
mechanically removed with a fine glass
needle. The plasma membrane is not
penetrated during the procedure.
Scale bar = 40 µm. (See color plate
p. xxvii).

then UV-selecting and discarding those
halves that contain the maternal chro-
mosomes. Oocyte bisection does not use
expensive micromanipulation equipment;
however, it requires fusion of two half-
cytoplasts in order to restore the original
cytoplasmic volume, thereby wasting 50%
of the original oocyte starting material.

Furthermore, such cytoplasts contain two
different genotypes of mitochondrial DNA,
increasing the incidence of mitochondrial
heteroplasmy.

An alternative method that avoids
extensive micromanipulation or fluores-
cent light exposure is chemically as-
sisted enucleation. This method has
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been tried for more than a decade and
aims to induce partial or full expulsion
of the chromosomes in a pseudopolar
body by using various combinations of
microtubule-depolymerizing and oocyte-
activating drugs. The main potential ad-
vantages are simplicity, ease of operation,
and high throughput; however, so far it
has only worked satisfactorily for mouse
metaphase I oocytes. Irrespective of which
enucleation method is employed, the qual-
ity and quantity of cytoplasmic compo-
nents that are inevitably removed during
the process may be critical. Depending on
the method and skills of the operator, me-
chanical enucleation using a glass needle
removes between 2 to 30% of oocytoplasm,
containing not only the recipient DNA
but also chromatin-associated proteins, the
metaphase spindle complex, and its adja-
cent plasma membrane domain. The exact
molecular composition of the karyoplast
needs to be determined in order to bet-
ter appreciate the potential developmental
consequences of enucleation.

2.6
Nuclear Transfer Method

The step of introducing the donor cell
DNA into the recipient cell is called
nuclear transfer (NT), even though it is
commonly not isolated nuclei that are
transferred, but whole cells. The difference
is probably not critical and both bona fide
NT (by microinjection) and various whole-
cell NT approaches (by fusion) have been
successfully used.

2.6.1 Nuclear Injection
Intracellular injection of mechanically iso-
lated nuclei was the first, and for many
years the only, method of NT. It was
part of the original amphibian cloning
procedure by Briggs and King and was

only adopted for mammalian NT in the
1990s, first in cattle and later in mice.
For microinjection, the donor cell mem-
brane is mechanically ruptured within
the glass injection pipette and then in-
jected within a few minutes of isolation.
The amount of coinjected donor cytoplas-
mic components (cytoplasm, organelles)
and culture medium is small compared
to electrical fusion approaches. On the
other hand, direct injection is techni-
cally more demanding and may require
specialized equipment, such as a piezo-
driven injection unit (a device that allows
rapid movement over short distances), to
minimize oocyte lysis during the proce-
dure. Owing to these technical restrictions,
NT of large donor cells (such as blas-
tomeres, fibroblasts, or mitotically arrested
donor cells) is typically done using fu-
sion methods.

2.6.2 Fusion
Fusion methods are easier to master and
by far the most widespread method of
NT. Fusion was first achieved by exploit-
ing the naturally fusiogenic properties of
inactivated Sendai virus and later by us-
ing electrical pulses. In both cases, the
plasma membranes of cytoplast and donor
cell are brought in close proximity and
fusion of the lipid bilayers is triggered
either by catalytic viral fusion proteins
or electrical pulses. In contrast to direct
injection, during fusion, all cytoplasmic
and plasma membrane contents of the
donor cell, including organelles, centro-
some, and cytosolic factors are introduced
into the cytoplast. The consequences of
this are not clear. Given that most oocytes
are about 5- to 10-fold larger in diam-
eter than the typical somatic donor, the
donor contents get diluted by 1 to 2 or-
ders of magnitude in the oocyte plasma
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membrane and 2 to 3 orders of mag-
nitude in the oocytoplasm, potentially
minimizing their impact on subsequent
development. Direct comparisons between
piezo-actuated nuclear injection and elec-
trical fusion in cattle found no significant
differences in calving rates between the
two methods.

Other variations of the injection/fusion
methods have been explored, including
injection of intact cells (rather than iso-
lated nuclei) and fusion of transiently
permeabilized cells containing artificially
condensed chromatin; none of these ap-
proaches have resulted in significantly
increased cloning efficiency.

2.7
Artificial Activation

Cloning subverts the sperm-mediated fer-
tilization step that would normally lead
to physiological activation of the oocyte.
Since mammalian donor cells are un-
able to activate the recipient cytoplast,
various artificial activation protocols have
been employed that are meant to mim-
ick the sperm-induced cellular events that
typically occur during oocyte activation.
These events include triggering of the
inositol-1,4,5-trisphosphate signal trans-
duction cascade that leads to characteristic
transient intracellular calcium oscillations,
initiation of the cortical granule reaction,
degradation of M-Cdk, and formation of a
new diploid embryo called a zygote.

There are a variety of agents that acti-
vate mammalian oocytes and the choice
of which one to use for cloning has been
largely empirical. Most current activation
protocols work by sequentially administer-
ing an artificial stimulus (e.g. electric cur-
rent, calcium ionophore, ethanol) followed
by chemicals that are known to suppress

M-Cdk reformation or activity (blockers
of translation or broad-spectrum protein
kinase-inhibitors, respectively). Compara-
tive studies have so far not found any
significant differences in cloning efficiency
between different oocyte-activating agents.
However, the origin, frequency, and ampli-
tude of calcium oscillations are definitively
altered in artificially activated eggs. Only a
single calcium rise is induced by either an
electric pulse or calcium ionophore, and,
although this is sufficient to trigger cor-
tical granule exocytosis and resumption
of meiosis, repeated calcium oscillations
may be more physiological and beneficial
for later development. Likewise, downreg-
ulation of the inositol-1,4,5-trisphosphate
receptor does not occur following in vitro
oocyte activation. In addition, paternal
messenger RNAs and early-sperm-derived
transcripts might also be important in
early embryonic development and are not
delivered to the oocyte during NT. For
these reasons, a zygote should theoret-
ically make a much better recipient in
terms of being properly fertilized; however,
as noted under Sect. 2.4, it is not suit-
able for reprogramming somatic donors.
One way around this dilemma is to use
the zygote as a second recipient dur-
ing serial NT. In this technique, the
NT reconstruct is first allowed to form
pronuclei and cleave before the pronu-
cleus of each blastomere from the 2-cell
NT embryo is microsurgically removed
and transferred into an enucleated zy-
gote during a second NT step. This way,
the initial reprogramming occurs in the
MII cytoplast, while the second NT step
capitalizes on the better developmental po-
tential of zygotic cytoplasm. The beneficial
effect of serial NT has been demon-
strated for cloning of mice and pigs. In
summary, artificial activation and fertiliza-
tion are functionally nonequivalent, and
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one might expect different developmen-
tal consequences as a result of different
activation protocols.

2.8
In Vitro Culture of Cloned Embryos

In particular in large mammals (e.g. cat-
tle, horses, sheep), the transfer of early-
cleavage-stage embryos into oviducts is
technically more difficult and recipient
animals are expensive. Therefore, cloned
mammalian embryos are seldom trans-
ferred into recipient animals at the one-cell
stage, but cultured in vitro for various pe-
riods of time, usually until reaching the
blastocyst stage. In livestock, initial em-
bryo culture in ligated sheep oviducts has
now been virtually replaced by more de-
fined culture methods using sequential
media, where components change in ac-
cordance to the needs of the embryo, based
on synthetic oviduct fluid (SOF). Studies
in mice have shown that tailoring embryo
culture medium to the requirements of
the donor cell can also significantly im-
prove development. Such refined in vitro
culture systems allow selecting for NT re-
constructs that are competent to complete
preimplantation development and achieve
blastocyst rates that are comparable to IVF
embryos. However, this is unfortunately
not a good predictor of later postimplan-
tation survival after embryo transfer as
most cloned embryos fail to develop into
viable offspring.

2.9
Transfer of Cloned Embryos

In order to develop into viable cloned
offspring, cloned embryos are transferred
into appropriate surrogate mothers of the
same or a closely related species. As
noted under Sect. 2.8, most mammalian

embryos are transferred into the uterus of
recipient animals at the blastocyst stage, in
particular, in large animals, where the high
embryo wastage during preimplantation
development would otherwise result in
considerably increased cost for recipients.
The number of embryos transferred varies
between species. In ruminants, 1 to
4 embryos have been transferred in
the past, but the trend is now toward
single transfers. Since survival rates are
comparable, this results in a 50 to 75% cost
reduction. In pigs, pregnancy initiation
requires a critical minimum signal from
four embryos to the mother; consequently,
the number of transferred embryo is much
higher (>100). To minimize adverse in
vitro conditions, some researchers have
reduced the culture time to a minimum
and transferred one-cell stage embryos
into the surrogate oviduct. Goats and
rabbits are similar to pigs in that respect,
with 8 to 12 and 7 to 10 embryos at the 1-
to-2-cell and 4-to-6-cell stage, respectively,
transferred into oviducts. Transfer of
early-cleavage-stage embryo circumvents
potential in vitro culture artifacts. On the
other hand, it does not allow using culture
media tailored for the metabolic demands
of the donor cell – a potential disadvantage,
if the cloned embryos still exhibit somatic
cell–like features.

Cryopreservation of cloned embryos
would be beneficial to match the avail-
ability of transferable embryos and that
of the recipients. Micromanipulated and
in vitro cultured embryos are much more
sensitive than flushed embryos; however,
using advanced vitrification methods, cry-
opreservation of cloned bovine and sheep
preimplantation-stage embryos has been
successful. Pregnancy rates are reduced
after such procedures, and further studies
are needed prior to routine applications.
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2.10
Pregnancy Monitoring and Progeny
Production

After embryo transfer into appropriate
foster mothers, pregnancy establishment
and development throughout gestation are
routinely monitored. A failure of the pla-
centa to develop and function correctly is a
common feature amongst somatic clones
and has been documented for cattle, sheep,
and mouse, but so far not for goat and pigs,
indicating that species-specific problems
with clones exist. Of particular concern
are the losses in the second two-thirds
of gestation; especially the occurrence of
hydrops in cattle. Hydrops leads to acute
excessive fluid accumulation in the allan-
toic (hydroalloantois), or rarely amniotic
(hydroamnion), sac. It naturally occurs
only in 0.02% of bovine pregnancies. Fol-
lowing artificial insemination or IVF, the
incidence raises from 0.1% to up to 5%,
respectively. In cloned cattle, however, up
to 25% of pregnant cows at midgestation
develop clinical hydrops. Cases are typ-
ically severe enough to kill the calves,
and, in order to reduce the risk to the
recipient cow, the standard practice is to
terminate the pregnancy. Clones also often
display parturition difficulties due to in-
creased gestation period and birth weight
and increased perinatal mortality due to
respiratory distress is common in cattle,
sheep, and mouse. To overcome prob-
lems owing to high birth weight, many
clones are not delivered naturally, but by
cesarean section.

2.11
Adult Clone Phenotypes and
Transgenerational Effects

Somatic cell nuclear transfer is char-
acterized by a series of developmental

abnormalities collectively referred to as
the cloning-syndrome. The cloning syn-
drome is defined as a predictable pattern
of symptoms that occur together and
characterize abnormalities caused by the
cloning process. This encompasses higher
rates of pregnancy loss, prolonged ges-
tation, higher birth weight, higher rates
of peri- and postnatal mortality, and
specific adult phenotypes. Only about
two-thirds of clones delivered at term
survive at least until weaning. It has
been claimed that at least these long-
term survivors can be physiologically nor-
mal and apparently healthy, displaying
normal behavior, growth rates, repro-
duction, and productivity. Equally, there
are reports of various abnormal clone-
associated phenotypes, including higher
annual mortality rates in cattle, reduced
maximal life span and obesity in mice,
and compromised immune function in
both species. The incidence of these
anomalies varies according to the species,
genotype, donor cell status, or specific
aspects of the NT and culture proto-
cols used, and it is not clear which of
them could be eliminated by technical
improvements.

Cloned offspring, produced by mating
males and females cloned from the same
cell line (namely, from male XY and
phenotypically female XO ES cells), are
normal and lack any obvious deleteri-
ous recessive genetic or epigenetic traits.
This clearly implies that abnormal clone
phenotypes are epigenetic in nature and
can be corrected during gametogenesis.
However, detailed molecular studies are
required to exclude the possibility of sub-
tle genetic alterations and to confirm
whether all epigenetic modifications in
clone-derived gametes are indeed restored
to normal.
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3
Applications of Nuclear Transfer in
Different Species

Optimal conditions for NT vary among
species. Comparative studies on repro-
gramming and organization of cellular
elements and gene activation revealed
factors potentially responsible for high
variability in success rates among differ-
ent species. Apart from species-specific
aspects of nuclear reprogramming, in gen-
eral good success is achieved in species
where the level of general knowledge on
embryology, especially on in vitro embryo
production is advanced. The main goals
and importance of basic research and prac-
tical applications varies among species as
well. Nuclear transfer is succeeding in sev-
eral new species every year, and the current
status described in this section is likely to
evolve rapidly.

3.1
Amphibians, Fish, and Birds

Experiments on R. pipiens and X. laevis
frog species were the first to demonstrate
the feasibility of cloning vertebrates, using
different enucleation methods and various
origin of nuclear material. Many of
the mammalian experiments are simply
verifying the existence of mechanisms first
discovered in amphibians. However, there
are several major differences in amphibian
NT compared to that in mammals. The
primary reason for developmental failure
after NT may differ between amphibians
and mammals. In Amphibia, the primary
loss in somatic cell NT is during the
first few cleavages as the majority of
NT embryos with transplanted nuclei
from differentiated or adult cells fail to
divide, or undergo only a few irregular
cleavages. In contrast, in mammals, the

developmental loss tends to be greater
after the initial cleavages. The explanation
of this discrepancy might be found in
the differences of the timing of the first
cell cycle and the lack of imprinting in
the amphibians.

In Amphibia, it is believed that nuclei
from slow-dividing somatic cells cannot
complete their chromosome replication in
time (about 6 h needed) for the first cleav-
age of a recipient egg, which takes place
according to the time schedule of the egg
(at 1.5 h for the first cleavage in Xenopus).
When the transplanted nuclei are start-
ing mitosis with incompletely replicated
chromosomes, chromosomal damage oc-
curs and the defective embryos cannot
survive. This might be the reason why
failure in very early cleavages is the main
source of losses in amphibians. When nu-
clei from differentiated or adult cells are
used, a substantial proportion of NT em-
bryos cleave abnormally and die as partial
blastulae. However, when a second NT is
performed (serial NT) with morphologi-
cally normal cells of partial blastulae into
new enucleated eggs, many of the NT em-
bryos develop relatively well in Xenopus,
sometimes reaching the normal tadpole
stage. These serial NT-derived tadpoles
show the developmental potential of the
original transplanted somatic cell nucleus,
even though this potential was not realized
by the first series of NT. The best expla-
nation for this improvement in serial NT
success might be due to the fact that in
some cases the transplanted nucleus fails
to complete chromosome segregation and
the whole replicating transplanted nucleus
moves into one of the first two daughter
blastomeres. These blastomeres can com-
plete the replication of its chromosomes
before undergoing mitosis during the next
cell cleavage and therefore the resulting
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partial blastulae contain some normal blas-
tomeres. Given a second chance during
serial NT, these cells develop further nor-
mally. Besides serial NT, these normal
looking cells from partial blastulae can be
grafted to host embryos and demonstrate a
wide range of developmental potential, in-
cluding differentiation to normal muscle,
notochord, epidermal, and other cells.

For reasons that are still not clear, nu-
clear transfer success declines rapidly with
increasing donor age in Rana, and nuclear
transplant development is much more suc-
cessful in Xenopus. Despite decrease in
success rates with differentiation, in some
cases even nuclei of fully differentiated
cells (intestinal epithelium of feeding lar-
vae) were able to develop into normal,
sexually mature males and females, thus
establishing the principle that cell differen-
tiation does not depend on losses or stable
inactivation of genes. However, no such
progeny have been obtained from donor
cells of an adult frog, a major difference
compared to mammals.

The connection between amphibian
and mammalian experimental systems
remains strong. Nuclei of differentiated
adult cells of mice (thymocytes) and
humans (white blood cells) can be to some
extent reprogrammed by Xenopus oocytes,
including the induction of pluripotency
stem cell marker gene Oct4 in the
mammalian nuclei after injection into
the oocyte nucleus. As amphibian oocytes
contain molecules and conditions that
can at least partially reprogram nuclei of
adult mammalian cells, the large Xenopus
oocytes, which have 4000 times the protein
content of a mammalian egg and can
be collected in big quantity (one female
contains about 25 000 oocytes), provide
a formidable tool for further research.
Nuclear transfer has been achieved in

other Amphibians, such as axolotl and
Pleurodeles, as well.

Fish nuclear transfer has been achieved
with transfer of embryonic cells into
nonenucleated (generating triploid sterile
progeny) or X-ray enucleated (generating
cloned fertile progeny) unfertilized eggs
in medaka (Oryzias latipes), and, to some
extent, with embryonic and somatic cells
in loach, cyprinidae, and, recently, in
zebrafish, as well. The methods might
open new possibilities for transgenic (TG)
fish production and species preservation.

Attempts in birds for NT are intense,
as it would present a potential method to
produce TG chicken and other birds for
medical and agricultural purposes, but the
technical difficulties have so far prevented
birth of cloned chicks.

3.2
Laboratory Animals: Mouse, Rat, and Rabbit

In mammals, there is a much longer
time between the time of fertilization
and the first cleavage division, therefore
it is unlikely that incomplete chromosome
replication is a problem like in Amphibia.
However, mammals have imprinted genes
not present in Amphibia, and their
incomplete reprogramming can be a main
reason for the high prevelance of later-
stage losses, as discussed in details above.
The presence of the placenta is another
major difference, and in cloned mammals
abnormal gene-expression patterns often
reside prevalently in the placenta, rather
than in the fetus itself. Placental cell lines
often undergo DNA endoreplication or are
multinucleated. Expression of placental
genes in the adult could be deleterious,
therefore they are strongly repressed in
the genome. This repression is often not
properly reversed during NT.
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Other main differences of mammalian
NT compared to Amphibia are due to
the technical steps applied. In mammals,
nuclear donors are often cultured cells,
which raises the possibility of introduc-
ing noncontrolled epigenetic and genetic
alterations. Mammalian NT enucleation
removes maternal spindle proteins, which
might be required to maintain ploidy
through the initial cleavages. Failure to
rupture the cell membrane of an injected
donor cell might result in lack of cleav-
age, although recent studies have shown
success with entire cells as well.

Mouse NT, despite many technical dif-
ficulties, is relatively well established in
several laboratories around the world. A
special aspect of mouse NT is the use of
ES cell lines capable of generating germ
line chimeras, which are not available in
any other species. Several new technolo-
gies and molecular biological events are
studied preferentially in mice, but the
practical production of TG animals in this
species is not likely to be dominated by the
NT procedures in the near future, as the
existing microinjection and ES cell tech-
nology–based methods work efficiently.

Rat NT is one of the biggest technological
challenges, partially due to the high
sensitivity of rat oocytes to spontaneous
parthenogenetic activation. Recently, rat
NT succeeded as well, using chemicals that
block preactivation before NT. Use of TG
rats in the pharmaceutical testing of new
drugs might be one of the main activities in
the future, and NT might represent a viable
method to produce stable knockout and
knockin animals in this important species.

Rabbit NT has been successful in pro-
ducing progeny with fresh cumulus cells,
but not with cultured cells. In this species,
the first birth of progeny was partially
due to a change in the ‘‘asynchrony’’ be-
tween the embryo recipient female’s cycle

and the NT-derived embryo age during
embryo transfer, thus demonstrating the
importance of species-specific technolog-
ical adjustments. Rabbits are particularly
important due to the possibility of using
them as ‘‘mammary gland bioreactors’’
for secretion of TG proteins in the milk.
Several TG human disease models could
be developed in rabbit, which are not
available in mouse, owing to anatomical
and physiological differences (e.g. cys-
tic fibrosis, atherosclerosis). Furthermore,
placenta structure of the rabbit resembles
that of the human, providing a chance for
model studies on human reproduction.

3.3
Farm Animals: Sheep, Cattle, Goat, Pig, and
Horses

Success rates of somatic cell NT are the
highest in sheep and cattle, partially due to
the high technological level of supporting
embryo technologies.

Sheep was the first large animal species,
where NT resulted in progeny from
differentiated cells. Soon after, TG sheep
carrying human blood factor genes have
been generated via NT. Furthermore, the
first gene-targeted animals other than
mouse have been produced in this species.
Sheep cloning efforts are continuing and
are aimed at creating new TG animals
for pharmaceutical protein production (in
their milk or blood) or as models for
human diseases (Fig. 7).

Cattle NT is the most efficient among
all species studied and in vitro methods
are used extensively. Recipient oocytes
are usually collected from slaughterhouse
ovaries and matured in vitro, thus reduc-
ing the expenses of the cloned embryo
production. Embryos are cultured in vitro
until blastocyst stage and then one or two
embryos are transferred. In some cases,
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Fig. 7 Lambs cloned by nuclear
transfer with skin fibroblasts from a
single founder individual of
disease-resistant genotype. Producing
identical copies of animals with such
special genotypes is highly desirable for
both basic research and commercial
applications.

Fig. 8 Cloned bulls derived from adult
skin fibroblasts of an elite crossbred
steer. Clones from progeny-tested sires
can transmit their elite genetics either
through natural mating or increased
semen production for artificial
insemination. Cloning could be
extremely useful in multiplying small
numbers of genetically superior
crossbred animals to maximize the
benefits of both heterosis and greater
uniformity within the clonal family.

around 25% of produced embryos go to
term (Fig. 8). Animals have been produced
from several cell types, including samples
from steaks. Cryopreserved NT embryos
have also been suitable for progeny pro-
duction. There are potential applications
of bovine NT in dairy, beef, and pharma-
ceutical industry. In dairy herds, cloned
cows would greatly enhance progeny test-
ing efficiency, and thus genetic progress.
Also, rare or high-value animals, especially
elite cows, can be reproduced this way.
Even top genetic combinations achieved
in F1 generation could be repeatable this
way. In beef herds, cloned elite bulls or
steers could be used instead of artificial
insemination to distribute top genetics.
Cloned bovine are allowed to enter the
food chain in Japan, and are expected to be
allowed in the US market in the near fu-
ture. Furthermore, NT-produced cattle are
tested for production of TG human pro-
teins (including IgG antibodies) in their
milk or blood.

Goat cloning has been successful, and
herds of cloned TG goats have been
established for human pharmaceutical
protein production. There are also TG an-
imals multiplied by NT, producing spider
silk proteins, a source for a potentially
high importance technical material in
their milk. The use of in vitro matured
oocytes has been successful in this species
as well.

Porcine nuclear transfer progressed
more slowly due to the difficulties with
in vitro technologies and pregnancy es-
tablishment in this species. By now, the
technology has been successful in many
aspects, including production of progeny
from slaughterhouse produced recipient
oocytes and use of efficient activation
methods and gene-targeted somatic cells.
In order to establish pregnancies, often
a very large number of embryos is trans-
ferred (over 100/recipient). The main focus
of the porcine nuclear transfer was the
production of TG animals suitable as
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organ donors for humans (xenotransplan-
tation). Despite the promising progress
with the pig NT technology, many of the
research projects have been aborted due
to concerns of the presence of endoge-
nous retroviruses in the porcine genome.
Human disease models are also expected
to be developed in this species, some-
times remarkably similar to humans in
its physiology. In the long term, pig
industry might profit from cloning top
hogs, and distributing them to produc-
ers. A flattened pyramid in production
systems and a greater flexibility of an-
swering changing demands of the market
could be achieved with NT. An impor-
tant issue in these cases might be an
increased demand for good management
in order to avoid inbreeding due to the
NT procedures.

In horses, numerous technological dif-
ficulties slowed down the first cloning
attempts until recent success in Italy with
adult somatic cells as nuclear donors. In-
terestingly, the embryo transfer recipient
in that case was the nucleus donor as
well, thus it gave birth to her own clone.
Strict breeding regulations might reduce
the practical applications in this species,
especially in thoroughbreds. Furthermore,
mule cloning has been successful, gener-
ating progeny from genetically nonfertile
individuals in the United States. In the
future, these animals might be used for
mule racing competitions.

3.4
Endangered Species and Companion
Animals

Endangered species preservation uses
many reproductive techniques less ex-
pensive and much more efficient than
present NT methods. However, in certain

cases, NT offers advantages, such as cre-
ation of potential gene banks from any
somatic tissues, including skin samples.
Especially in field conditions, it would
be relatively easy and noninvasive to ob-
tain skin or hair samples, while gametes
or embryos can be obtained only with
much more difficulties. It would be es-
pecially beneficial in frog, fish, and bird
species, where long-term preservation of
female gametes and embryos has never
been achieved.

In mammals, efforts to clone pandas,
tigers, and other flagstaff species are
gaining much attention. Saving the last
remaining individual of an endangered
bovine breed in New Zealand has been
successful. Interspecies nuclear transfer
would provide a major advantage by com-
bining the availability of large number of
bovine or other common species oocytes
with that of somatic cells from a rare
species. Experiments with bovine oocytes
as recipients and donor cells from sev-
eral species, including rats, sheep, pigs,
monkeys, and humans resulted in fur-
ther embryo development. However, so
far only NT using donor cells and recip-
ient oocytes from closely related species
from the same genus (gaur or banteng
and bovine; mouflon, argali (wild-sheep)
and domestic sheep; African wildcat and
domestic cat) resulted in pregnancies or
progeny. Some of these animals died
shortly after birth, potentially due to in-
competence between the new nuclear
material and the recipient oocyte mito-
chondria. A good demonstration of the
potential of NT in species preservation
is the case of a cloned African wildcat
male, which was successful in breeding
with wildcat females. Despite the male
being heteroplasmic for wildcat and cat
mitochondria, owing to the selective in-
heritance from only females the next
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generation progeny contained only wildcat
specific mitochondria.

Cloning efforts of extinct species, in-
cluding Tasmanian tiger and mammoths
have been started with much media at-
tention, although owing to lack of good
quality donor DNA and closely related re-
cipient cytoplasts, the chances of success
are very remote.

In companion animals, cat cloning has
been successful. Commercial services for
tissue collection, banking, and NT for
recreating dead favorite pets are offered
in several countries. Experimentation on
creating TG nonallergenic cats via NT is
also ongoing. In dog, no cloned progeny
has been produced so far, despite intensive
research efforts.

3.5
Humans and Nonhuman Primates

In humans, nuclear transfer has two po-
tential applications. Both are using NT as
starting steps, but the goals and final out-
comes are profoundly different. Human
‘‘reproductive cloning’’ (i.e. production of
a baby from a single individual’s diploid
cells) has been proposed and reported by
some, but has never been confirmed sci-
entifically. Adverse reaction of the public
and the scientific community resulted in a
strict ban of such attempts in most coun-
tries of the world.

The other approach is the ‘‘therapeutic
cloning’’ (i.e. derivation of stem cells from
embryos created with somatic cells of the
patients), which would offer a chance to
produce immunologically acceptable cells
from and for patients. Therapeutic cloning
is accepted and supported in many coun-
tries, although it is also often criticized
and affected by the adverse reactions to-
ward ‘‘reproductive cloning.’’ Success in

producing cloned human embryos fol-
lowed by isolation of embryonic stem
cells has been reported from South Korea,
although the characterization and thera-
peutic potential of these cells needs further
verification. Recent attempts on transfer of
human somatic cells into enucleated an-
imal oocytes (bovine and rabbit) resulted
in further embryonic development; how-
ever, isolation of stable ES cell lines from
the ‘‘hybrid’’ human-rabbit embryos was
not successful. Earlier experiments on in-
troduction of mitochondrial DNA from
chimpanzee, pygmy chimpanzee, and go-
rilla into mitochondrial DNA-less cells
were capable of restoring oxidative phos-
phorylation, while mitochondrial DNA
from orangutan, lemur, and other mon-
keys failed to do so, thus demonstrating the
importance of genetic compatibility for nu-
clear–mitochondrial interactions and the
potential difficulties of NT between dis-
tant species.

In nonhuman primates, nuclear trans-
fer would be useful in producing identical
animals for research purposes, thus reduc-
ing the number of individuals required to
obtain reliable data on treatment effects.
Furthermore, rare animals with heritable
diseases (retinitis pigmentosa, congeni-
tal hypothyroidism) could be multiplied
with NT and used for developing thera-
pies. Considering the high value of oocyte
donor females and limited resources in
these species, cloning attempts are rather
expensive and are progressing slowly. De-
spite success in producing in vitro NT
blastocysts with embryonic blastomeres,
ES cells, and somatic cells, so far only those
from embryonic blastomeres resulted in
progeny. There are reports on producing
identical ‘‘cloned’’ twins with the embryo
splitting method, which is very different
from the NT techniques. Efforts continue
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to produce cloned offspring from ES and
somatic cells.

3.6
Ethical and Animal Welfare Aspects of
Nuclear Transfer Research

Birth of ‘‘Dolly,’’ the first adult cell-
derived sheep, initiated an intense debate
on the potential of human cloning. The
technical feasibility and potential impact
of human reproductive cloning have often
been misrepresented and exaggerated in
the media and by some interest groups.
From a technical point of view, the
present state of the art in all species
studied shows a low success rate and
often serious health problems in the
first generation of NT-derived animals.
There is no scientific reason to believe
that this would be different in humans,
therefore, at present, there is no guarantee
of producing only healthy babies by NT.
Any human experimentation aimed to
produce a progeny would be irresponsible
and unethical at this stage. Despite this,
several medical doctors and religious sects
reported pregnancies and even birth of
‘‘healthy cloned babies.’’ None of these
reports have been scientifically confirmed,
and they are most probably manipulations
of the truth rather than nuclear materials.
The public and legislative reactions have
been very intense and mostly uniform,
and have resulted in a total ban of human
reproductive cloning in most countries of
the world.

On the other hand, human therapeutic
cloning has divided society much more
and become a very complex issue; beyond
the scientific arguments, the legal and soci-
etal acceptance of the technology in various
countries is strongly affected by differences
in culture, religion, and political standing.
The spectrum of opinions varies from total

refusal of the method (for example, by sev-
eral religious groups, together with other
forms of research involving destruction of
human preimplantation stage embryos) to
the strong urging of speeding up further
research (for example, from some patient’s
interest groups, hoping for new cell thera-
peutic treatments in the future). Evolution
of the societal and ethical judgment of ther-
apeutic cloning is very fast and strongly
connected to that of human embryonic
stem cell research and its progress toward
potential applications. South Korean sci-
entists reported success in producing such
embryos, and license for such experiments
has been given to a research team in the
United Kingdom in 2004, in accordance
with a parliamentary legislative decisions
from 2001.

One of the main ethical problems is
related to the use of human oocytes for the
generation of a human preimplantation
stage embryo and then its destruction in
order to isolate the embryonic stem cells.
Legislation varies in different countries
on the use of oocytes and embryos for
research purposes. Often, one of the main
distinctions is whether the oocytes and
embryos have been produced specifically
for research purposes, or are surplus
ones from fertility treatments donated
for research. The ‘‘Oviedo convention’’
ratified by many European countries
forbids the first version and also any
financial or other compensations for
the donors of the biological materials.
Regulation on experiments using human
cells transferred into animal oocytes is
not clear in most countries, neither is
the status of such embryos clear from a
legal point of view. As it was described
in the endangered species section, it is
not proven yet, whether embryos from two
remotely related species would be able to
develop into progeny, therefore it is not
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clear whether theoretically these embryos
could become human beings or not.

Society can resolve the ethical issues
through open discussion and consensus
reaching. Scientifically, there is also hope
for resolving the ethically sensitive issues.
In the future, research efforts aimed
for the understanding of the nuclear
reprogramming process will hopefully
result in ‘‘oocyte-free’’ systems, which
would be able to reprogram somatic
cells into a ‘‘embryonic stem cell-like’’
status, thus would provide cells for therapy
without the sacrifice of any human oocytes
or embryos. Another solution would be
the generation of ES or other kind of
stem cells (most probably by genetic
engineering), which are immunologically
tolerated by any of the recipient patients
during therapy. Until that stage, however,
further studies and debates on therapeutic
cloning can be expected.

Animal welfare of the NT animals is a
complex issue. Beyond the usual measures
to assure the well-being of experimental
animals, the low efficiency of NT due to
losses during pregnancy and after birth
represents a welfare challenge. Improving
the efficiency by reducing such losses
would be very important, and technological
changes must be evaluated in the light of
the health status of the fetuses, recipient
females, and progeny. In case of serious
abnormalities during pregnancy or after
birth, long-term suffering must be avoided
by terminating the pregnancy or by
humanly killing the suffering animals.
There is a general hope that the successful
outcome of some of the NT projects
ultimately would result in reduction of the
number of experimental animals needed.
Furthermore, welfare issues are only
associated with the NT-produced founder
generation as subsequent generations
derived from naturally mating cloned

animals seem to be free of epigenetic
errors and appear healthy.

The public attitude toward acceptance of
NT-derived farm animals in the food chain,
or cloning and genetic modification of
companion animals in order to reproduce
lost ‘‘friends’’ or to obtain nonallergenic
cats varies and is likely to result in
public debates in the future. Improving
the information level of the public must be
taken seriously by researchers, as frequent
misinformation by media has led to many
misbeliefs. An example for misleading
information is the cause for the death
of ‘‘Dolly,’’ the cloned sheep who was
put down due to an infectious pulmonary
disease in 2003, not related to deadly
NT side effects (only slight arthritis was
detected postmortem), as often portrayed
by the media.

4
Future Perspectives of Nuclear Transfer

Nuclear transfer is a fast developing tech-
nique, far from being optimized. Evolution
in efficiency and applicability in new
species is expected. However, it is not clear
how much of technical development can be
achieved by simply improving the present
protocols. Revolutionary changes in our
understanding of the reprogramming of
the nuclear material, organization of chro-
matin, and epigenetic changes might be
needed to have a proper control of the
procedures, thus avoiding epigenetic aber-
rations in progeny.

Basic research in nuclear reprogram-
ming will continue, especially due to
connections to the ES research field. Prac-
tical application of NT in the near future
is expected in the agriculture for enhanced
food production and propagation of supe-
rior breeding stock; in medicine by using
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animals as novel disease models, bioreac-
tors, and organ donors produced by the
combination of transgenesis/homologous
recombination in somatic cell lines and
NT; and in therapeutic cloning of human
embryos. Methods with much improved
efficiency would provide a good tool for
endangered species preservation efforts
as well. In case of industrial utiliza-
tion, the importance of avoiding inbreed-
ing with advanced breeding management
will increase.

5
Concluding Remarks

The NT field is still in its infancy, con-
cerning the complexity of the procedures
involved and its low efficiency. Its initial ef-
fect by breaking the dogma of ‘‘irreversible
cell determination’’ was very important,
and affected the further development of
stem cell and other research fields. After
the production of Dolly, many scientists
working on gene expression and chro-
matin structure got interested in using
nuclear transfer as a research tool in
studying epigenetic reprogramming, and
now the underlying molecular mecha-
nisms and contributing factors are getting
revealed in several animal models.

The present fascination of the public
shows how much the possibility of repli-
cating existing individuals captured the
imagination of many people; however, the
true importance of NT will be decided only
as time goes by, and by the continuing
efforts of the scientific community.
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Keywords

Markov Process
A mathematical model of infrequent changes of (discrete) states over time, in which
future events occur by chance and depend only on the current state, and not on the
history of how that state was reached. In molecular phylogenetics, the states of the
process are the possible nucleotides or amino acids present at a given time and
position in a sequence and state changes represent mutations in sequences.

Maximum Likelihood
The likelihood of a hypothesis is equal to the probability of observing the data if that
hypothesis were correct. The statistical method of maximum likelihood chooses
amongst hypotheses by selecting the one which maximizes the likelihood; that is,
which renders the data the most plausible.

Phylogenetic Inferences
The statistical methodology based on the study of phylogenies and processes of
evolution by the analysis of DNA or amino acid sequence data.

Phylogenetic Tree
The hierarchical relationships among organisms arising through evolution. The tree
comprises a set of nodes linked together by branches. Terminal nodes typically
represent known sequences from extant organisms. Internal nodes represent ancestral
divergences into two (or more) genetically isolated groups; each internal node is
attached to one branch representing evolution from its ancestor, and two (or more)
branches representing its descendants. The lengths of the branches in the tree can
represent the evolutionary distances that separate the nodes; the tree topology is the
information on the order of relationships, without consideration of the branch lengths.

� Bioinformatics is the application of computer technology to the management and
use of molecular biology and genetic information. It is based on computer science
and statistics; the current focus is on probabilistic models to analyze biological
sequences at the genome level and other ‘‘omics’’ levels (e.g. transcriptomics
and proteomics data). The major challenge in bioinformatics is the accurate pre-
diction and modelling of the genomewide RNA:DNA, RNA:RNA, protein:DNA,
protein:RNA, and protein:protein interaction patterns in the entire range of cellular
and extracellular environments. This achievement would lead to the solution of the
principles of genome-structure organization, the identification of the transcription
initiation and termination and the RNA splicing pattern of any primary transcript
in any tissue and the precise prediction of the folding pathway of any protein,
the formation of quaternary and quinary (intermolecular) structures, and the design
of effective drugs. Here, we summarize the state of the art and the potential of
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sequence analysis. Since a single review cannot describe the ever-broadening subject
that is genome analysis, we proceed by discussing methods for genome composition
analysis, gene- and transcription-site identification, and analysis of repeats, and
conclude with speculation on the future course of bioinformatics analyses.

1
Principles of Genome Sequence Analysis

Genome studies have become central to
a wide range of biological areas. The
term genome derives from Gene + Ome.
A gene is an ordered sequence of nu-
cleotides located in a particular position
on a particular chromosome that encodes
specific functional products (i.e. protein
or RNA molecules). It contains upstream
regulatory regions. The suffix ‘‘Ome’’ is,
according to Merriam-Webster dictionary,
from the Latin word for ‘‘mass’’. The
genome, therefore, represents the whole
genetic information content of an or-
ganism. Genome analysis involves the
description of the general rules that allow
an organism to utilize and combine the
different types of information present in
the genomic sequence, within its physio-
logical and environmental contexts. There
is no unique criterion for describing the
genome of even the simplest organism.
The situation can be well represented
by the analogy from engineering draft-
ing where blueprints of some complicated
machinery are usually replaced with an
exploded view of the same, with each
component shown from many different
angles or in holographic view. Similarly,
location and abundance of coding regions,
transcription signals, and repeats, are usu-
ally represented in the form of several
color-coded wheels. Values that are more
than plus or minus three standard devi-
ations from average are shown as very

dark lines in the diagram. Genome se-
quences have been investigated on the
basis of several characteristics, for ex-
ample, linguistics, percentage of shared
homologous genes, and patterns associ-
ated with physicochemical properties of
sequences, such as base stacking energy,
propeller twist and curvature, and ge-
nomic features such as ancient repeats,
gene family composition, and metabolic
pathways. An important first step is to
identify large regions with remarkably dif-
ferent sequence composition. These may
result from lateral gene transfer in bacteria
or from the existence of isochores (defined
in Sect. 2) in higher vertebrate genomes.
This analysis is generally termed genome
segmentation.

2
Genome Segmentation Analysis

Genome segmentation methods are usu-
ally based on the assessment of the sta-
tistical significance of over- and underrep-
resented oligomers in complete genomes.
The analysis of the bias of oligomers re-
quires a model of how sequences are
generated and the statistical distribution
of the oligomer. The simplest composition
analysis is the counting of guanines and
cytosines. The G + C content is an interest-
ing statistical property of a genome since
there are large differences both within and
between genomes. In bacteria, genomic
islands with different G + C content with
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respect to the neighboring regions are gen-
erally the result of lateral gene transfer
and recombination events. In pathogenic
strains, some of the G + C islands carry vir-
ulence genes that code for toxins, adhesins,
invasins, or other virulence factors.

Vertebrate genomes are made up of
long DNA segments, the isochores, which
are homogeneous in GC content and
differ in gene content. For example, the
human genome can be subdivided into
five families, L1, L2, H1, H2, and H3,
which are characterized by increasing GC
levels and gene concentrations; the two
GC-poor families (L1 and L2) represent
30 and 33% of the genome, respectively,
and three GC-rich families (H1, H2, and
H3) represent 24, 7.5, and 4 to 5% of the
genome, respectively. Gene concentration
reaches up to a 20-fold higher level in
H3 than in L1 isochores. The isochore
organization of the avian genome contains
an additional GC-richest H4 isochore
family. It is known that isochores are
mainly present in genomes of warm-
blooded vertebrates, while only very few
cold-blooded vertebrates have isochore-
like genomes Since a 10 ◦C increase in
in vitro temperature corresponds to a
5.7-fold increase in the rate of cytosine
deamination, Fryxell and Zuckerkandl
proposed that the deamination of methyl-
cytosine and cytosine might be the cause
of GC isochores.

In order to detect GC-patterns, se-
quences are usually coded as C, G = 1;
A, T = −1. A G + C profile is analyzed us-
ing a sliding window of fixed size, usually
10 to 50 kb, and by computing the chi-
square statistics of the G + C content of
each window with respect to the average
value of the whole genome. The average
difference in G + C content between two
adjacent windows gives an estimate of the

composition’s heterogeneity. The localiza-
tion accuracy of this method is of the order
of the length of the window: if the window
is small, its G + C content is subject to
strong fluctuations, whereas if the window
is large, it may conceal the heterogeneity.

Nekrutenko and Li have developed a
compositional heterogeneity index, Hgc, to
quantify and compare the compositional
differences within and between genome
sequences. The authors considered a
sequence that can be divided into n
windows of length L and calculated the
genomic average GC%, GCav, and the
GC content of each window, (e.g. GC1,
GC2, . . . ,GCn). Then, they computed the
average GC-content difference between
two adjacent windows, as given in Eq. (1).

Hgc =

1

n

n∑

i=2

|GCi − GCi−1|
√

GCav(1 − GCav)

L

(1)

where the term at the denominator
represents the standard error, s.e.; the s.e.
reaches the maximum value at GCav = 0.5.
Note that, if the window is small, its GC
content is subject to strong fluctuations,
whereas if the window is large, it may
conceal heterogeneity.

An oligomer appears with an unexpected
frequency in a sequence if the number
of its occurrences is significantly differ-
ent from an estimator of the expected
count under the considered model. Kar-
lin and coworkers have shown that the
relative frequencies of dinucleotides from
DNA segments within a genome are more
similar than sequences from different or-
ganisms and that related organisms have
similar dinucleotide patterns. Local analy-
sis of dinucleotide relative abundances has
been used to detect gene-transfer events. A
common assessment of dinucleotide bias
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is through the odds ratio ρxy = fxy/fxfy,
where fx denotes the frequency of the
nucleotide X and fxy is the frequency of
the dinucleotide xy. In order to accommo-
date double-stranded DNA, the sequence
is concatenated with its inverted comple-
mentary sequence. A measure of differ-
ence between two genome sequences A
and B (from different organisms or from
different regions of the same genome) is
the absolute difference of the dinucleotide
relative abundance, which is calculated as
given in Eq. (2)

δ(A, B) = 1

16

∑

xy

|ρxy(A) − ρxy(B)| (2)

where the sum extends over all dinu-
cleotides xy. Dinucleotide-odds ratio val-
ues reflect the chemistry of dinucleotide
stacking energies and the species-specific
properties of DNA modification, replica-
tion, and repair mechanisms. Because of
the hydrophobic forces, the stacking en-
ergy of the base pairs on top of one another
is the most important property contribut-
ing to DNA-helix stability. Trinucleotides
are correlated to dinucleotide abundances
and, in order to factor out all the lower-
order biases, the odd ratio is computed, as
given in Eq. (3)

ρ = fxyz fx fy fz
fxy fyz fxnz

(3)

where fxyz is the frequency of the trin-
ucleotide xyz and n is A,C,T, or G.
Trinucleotide frequencies also reflect the
codon-usage bias. The codon-usage bias
can be used to predict gene-expression
levels in prokaryotic and low eukary-
otic genomes: genes that deviate strongly
in codon usage from the average gene
but that are sufficiently similar to ribo-
somal protein genes and to translation
and transcription processing factors. Let

suppose that ‘‘g1’’ is a gene with aver-
age codon frequencies, a(x, y, z), for the
codon triplets (x, y, z) normalized so that
�(xyz)=ag1(x, y, z) = 1, where the sum ex-
tends over all codons (x, y, z) translated
to amino acid a; the codon-usage bias of
the gene ‘‘g2’’ relative to the gene ‘‘g1’’ is
calculated by the formula given in Eq. (4).

C

(
g2

g1

)
=

∑

a

pa(g1)




∑

((x,y,z)=a)

|g2(x, y, z)

− g1(x, y, z)|


 (4)

where pa(g1) are the average amino acid
frequencies of the gene g1.

The standard methodology for longer
words uses Markov chains to obtain a
theoretical expectation for the count of
an oligomer. The order k of the Markov
chain model means that the probability
that a base occurs at a given position in
the sequence depends on the k previous
bases. The choice of the order of the
Markov model depends on sequence
length because of the data requirements in
estimation. There are two kinds of statistics
to compare the theoretical expectation with
the real observed count. For common
oligomers, a Gaussian approximation is
appropriate and the statistic is simply the
z-score. For rare oligomers, a compound
Poisson approximation is generally used.
More specialized methods, which are used
in gene prediction, implement hidden
Markov models (HMM).

A discrete Markov process is a mathe-
matical model of infrequent changes of
discrete states over time, where future
events occur by chance and depend only
on the current state, and not on the his-
tory of how the state was reached. A hidden
Markov model is a finite sequence of states;
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the Markov property assures that the next
state to occupy depends only on the cur-
rent state. Each state is associated with
a probability distribution and transitions
among the states are governed by a set
of probabilities called transition probabili-
ties. In a particular state, an outcome or
observation can be generated according
to the associated probability distribution.
It is only the outcome, not the state,
that is visible to an external observer,
and therefore, states are ‘‘hidden’’ to the
outside; hence the name hidden Markov
Model. The states might correspond to
columns of a DNA multiple alignment
or to positions in the three-dimensional
structure of a protein. HMM methods
have a very rich theoretical structure and
use simple modular objects that can be
added in various architectures to describe
complex models. Churchill proposed an
early HMM for genome segmentation. The
model consists of two (hidden) states (AT-
rich and GC-rich regions), the transition
probabilities between these states and the
probability distributions of the four bases
for each state. Nicolas and collaborators
have proposed a new statistical segmen-
tation method based on a hidden Markov
model and have estimated parameters us-
ing maximum likelihood. Their model has
several hidden states, and it enables differ-
ent compositional classes to be separated,
for example, noncoding RNAs, coding re-
gions for each DNA strand (+,−), highly
expressed coding regions, genes coding
for hydrophobic proteins, and intergenic
regions. Their approach is not based on
sliding windows, and it enables different
genome compositional classes to be sep-
arated without prior knowledge of their
content, size, and localization.

An effective method for detecting spe-
cialized islands is based on wavelet analy-
sis, which is similar to Fourier analysis. In

short, a wavelet is an oscillation that decays
quickly. A Fourier transform decomposes
a function into a sum of sine and cosine
functions with different frequencies. The
result of a Fourier transform is a series
of amplitudes of sines and cosines that
sum up to the original function. Instead,
wavelet methods use functions that are re-
lated to fractals in that the same shapes
repeat at different orders of magnitude.
The basic idea of wavelets is to decompose
a signal, for example, a G + C profile, into
several groups of coefficients, each group
containing information about features of
the G + C profile at a certain scale of se-
quence length. Coefficients at coarse scales
capture gross and global features, for ex-
ample, clusters of genes or single genes
with different G + C content. Coefficients
at fine scales contain the local details (few
nucleotides) of the profile. Therefore, the
original plot can be replaced by a more reg-
ular one generated using the coefficients
at coarse scales.

3
Detecting Genes

The most important step in the analysis of
a new genome is the identification of all
its genes. It is important to understand
the difference between prokaryotic and
eukaryotic genes. In both cases, it is a
unit of heredity; however, in eukaryotes
this unit may include both the protein-
coding region and RNA-coding region of
a DNA sequence. In prokaryotes, a gene
refers only to the protein-coding region
because multiple genes may be expressed
from a single RNA molecule (an operon).
In some cases, a dozen human genes can
span the same length of an entire bacterial
chromosome. There are approximately
30 000 genes in the human genome, but it
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is important to realize that there may be
as many as 300 000 gene products. These
are the result of alternative splicing and
posttranslational modification.

The standard methodology for gene
identification is to find a similar sequence
from another organism. This can be done
using the BLAST and FASTA families
of programs to search all the entries
in sequence databases. Since prokaryotic
genomes tend to be gene-rich with fre-
quent overlaps, an open problem is the
improvement of the accuracy of gene start
and termination prediction. ‘‘Glimmer’’
and the ‘‘GeneMark’’ family of programs
are the most widely used tools for mi-
crobial gene prediction. Structural RNA
genes can be detected using QRNA. All
these programs are based on HMMs.

Once a putative gene has been identified,
its function can be investigated using the
COG database, which contains clusters of
orthologous groups of proteins, or a path-
way database, for example, Ecocyc, which
describes biochemical pathways, reactions,
and enzymes in Escherichia coli. Additional
functional information is given by the anal-
ysis of cotranscribed genes, that is, genes
organized into an operon structure. Al-
though operons can be located through
the analysis of their boundaries, that is,
promoters on the 5′ end, and terminators
on the 3′ end, such approaches can only be
effective for organisms whose promoters
and terminators are well known. An alter-
native method finds gene clusters where
gene order and orientation is conserved
in two or more genomes and estimates
the likelihood that such conserved gene
sets form operons. The sensitivity of this
method is 30 to 50% for the E. coli genome.
Note that, although positive selection for
operons would result in similarly ordered
sets of genes across phylogenetically dis-
tant genomes, the conservation of gene

order between evolutionarily similar or-
ganisms may simply reflect the common
ancestry of the species.

3.1
Analysis of Duplicated Genes

Genes exist predominantly as families with
related structures and functions. In partic-
ular, eukaryotic genomes contain a large
number of duplicated fragments. There
are different extents of duplication: a small
part of a gene, a module, an exon, a cod-
ing region, a full gene, a cluster, part
of a chromosome, or a full chromosome.
Whole genome duplications are widely be-
lieved to have played an important role
in the evolution of the yeast, plant, and
vertebrate genomes. The human genome
contains roughly the same number of
gene families as insects and nematodes,
although we have more abundant gene va-
riety in each family. The probability of gene
preservation increases with the number of
independent subfunctions in the regula-
tory regions (transcription sites) and in
the coding regions (alternative splicing of
exons) because of the greater number of
ways in which gene duplicates can evolve.
The recombination, loss, acquisition, shuf-
fling, and duplication of regulatory sites
and exons will increase rather than de-
crease the probability of duplicate gene
fixation because each gene can now per-
form a function the other gene cannot, for
example, the two genes being expressed in
different tissues or developmental stages.
The probability of fixation by differential
subfunctionalization approaches zero in
large populations because the long time
to fixation magnifies the chances that
secondary mutations will completely inca-
pacitate one copy before joint preservation
is complete. Therefore, it is more impor-
tant in high eukaryotes than in bacteria
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and low eukaryotes where neofunctionali-
sation, that is, that completely new genes
arise, is a more frequent event.

3.2
Phylogenetic Methods for Orthologous
Genes

Phylogenetic methodology allows one to
recognize and exploit the statistical depen-
dencies among duplicated genes. For ex-
ample, there are cases in which gene func-
tions are inferred from pairwise sequence
similarities to genes whose functions have
themselves been inferred from pairwise
sequence similarities. Since paralogous
genes (those believed to have arisen by
gene duplication within a species) may
not have the same function, the phy-
logenetic relationships among sequences
allows each species to contribute its own
quantity to all estimates. The most sta-
tistically robust approach is to consider
the phylogenetic inference problem in
a likelihood framework and to use ac-
curate models of evolution. Maximum
likelihood estimation chooses the hypoth-
esis that maximizes the likelihood of the
data, that is, which renders the data the
most plausible. In phylogeny, the model
of evolution relates the hypotheses, that
is, the tree topologies, to the data, that is
the sequences. The maximum likelihood
method allows one to estimate evolu-
tionary parameters, such as heterogeneity
of rates of evolution among sites and
among lineages, transition/transversion
and nonsynonymous (amino acid chang-
ing; dN)/synonymous (silent; dS) substitu-
tions ratios; therefore, important biological
questions can be addressed and tested. A
great attraction of the likelihood approach
is the ability to perform robust statis-
tical hypothesis. Therefore, when more
than two genome sequences are available,

it is better to use phylogenetic methods
than simple sequence pairwise compar-
isons and it is also better to use maximum
likelihood than other methods. Phylo-
genetic methods also make appropriate
corrections for multiple hits. In pairwise
comparisons of sequences, the multiple-
hit corrections differ for each pair because
the evolutionary separation of two human
sequences is not the same as the evolu-
tionary separation of human and mouse
or mouse and rat. Moreover, contiguous
regions might have different evolutionary
separations.

Gu has developed a quantitative measure
for testing the function divergence within
a gene family. The method is based on
measuring the decrease in mutation-rate
correlation between gene clusters of a
gene family; the HMM procedure allows
one to identify the amino acid residues
responsible for the functional divergence.

Tandemly duplicated genes are known
to be subject to gene-conversion events
that homogenize their sequences. There
are several methods for testing gene
conversion among duplicated genes and
repeats. Most of these methods are de-
rived from the test proposed by Sawyer.
This test allows one to detect identical seg-
ments of DNA between clustered genes
that may indicate gene-conversion events.
Sawyer’s gene-conversion test, when ap-
plied to pairs of sequences, measures the
sum of the squared total lengths (SSL) of
these fragments. If gene conversion has
been operating, fragment lengths would
be more varied and SSL would be larger
than if variant sites were distributed at ran-
dom along the sequence. Therefore, the
same number of variant sites is then ran-
domly permuted along the sequence many
times and the SSL for each replication
calculated and compared to the observed
value.
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4
Detecting Regulatory Regions

Even though every cell in an organism con-
tains the same genetic material, each cell
does not express the same set of genes.
Therefore, one of the major problems fac-
ing genomic research today is to determine
which genes are differentially expressed
and under what conditions and how the
expression of those genes is regulated.
The first step in determining differen-
tial gene expression is the binding of
sequence-specific DNA-binding proteins
(i.e. transcription factors) to regulatory re-
gions of the genes, that is, transcription
factor binding sites (TFBSs). Therefore,
identification of the regulatory elements
is necessary for understanding mecha-
nisms of cellular processes. A significant
number of prokaryotic genes and DNA-
binding sites are involved in regulatory
responses to factors such as growth ar-
rest, cell density, nutrient starvation, and
stress. These responses may form part of
a complex regulatory network designed
to match cellular physiology with opti-
mal growth and/or survival. Regulatory
networks are also important in switch-
ing on virulence genes in human, animal,
and plant pathogens. In eukaryotes, the
regulation of gene expression is highly
complex and often occurs through the co-
ordinated action of multiple transcription
factors. This combinatorial regulation has
several advantages; it controls gene expres-
sion in response to a variety of signals from
the environment and allows the use of a
limited number of transcription factors
to create many combinations of regula-
tors. DNA-binding sites are shorter than
genes and lack the sharp delimitations
of start and termination signals. Genes
coding for DNA-binding proteins are usu-
ally less conserved than genes coding

for structural proteins. Moreover, regula-
tory proteins work in modules. Rajewsky
and collaborators have demonstrated an
inverse correlation between the rate of
evolution of transcription factors and the
number of genes that they regulate. There-
fore, it may be easier to dissect a large gene
network than a small one.

Information-theory-based methods have
been successful in identifying bacterial
regulatory sites. It is known that spe-
cific hydrogen bonds and van der Waals
interactions allow a protein to discrimi-
nate, that is, to extract a certain amount
of information from a DNA-binding site.
From information theory, we know that
one bit is the amount of information re-
quired to distinguish between two equally
likely choices: if a protein picks one of the
four bases, then it makes a two-bit choice,
that is, the first choice is between purine
and pyrimidine. Several authors have pro-
posed a likelihood quantity to estimate the
amount of information in multiple aligned
sequences containing a binding site; they
also derived an approximation for p-values
and variance. Theory predicts that, because
of mutations, the information content at a
binding site is kept from being larger than
is needed for the regulatory function and
that the sequence pattern of a binding site
is related to the number of genomewide
occurrences and to the size of the genome.
These methods have the problem of many
false positives and an important limitation:
they assume that each site interacts with
a single protein independently. Additional
information on regulatory sites may come
from structural studies, for example, bac-
terial promoters have been found to be
curved and rigid.

Although there is now a detailed un-
derstanding of regulatory mechanisms
in unicellular organisms, such as bacte-
ria and budding and fission yeast, the
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extension of such results to multicellular
organisms and, in particular, to the human
genome presents considerable difficulties.
In single-celled organisms, most regula-
tory elements are located within 200 to
500 bp of the 5′ end of open reading frames
(ORFs). In multicellular organisms, how-
ever, regulatory elements may be found
upstream or downstream of the gene, as
well as in introns, and may be spread over
tens or even hundreds of kilobases. Exper-
imental evidence suggests that regulatory
elements are more probable within a few
thousand base pairs 5′ of the transcription
start site, but current algorithms are able
to locate only some of these regions.

The challenge is to allow biologists
to automatically (1) retrieve genes and
intergenic regions; (2) identify putative
regulatory regions; (3) score sequences
for known TFBSs; (4) identify candi-
date motifs for unknown binding sites;
and (5) detect those statistically overrep-
resented sites that are characteristic for
a gene set. In this context, the diffi-
culty for bioinformatics is twofold. First,
the approximate localization of regulatory
sequences in large anonymous DNA se-
quences is required. Once those regions
are located, the second task is the identifi-
cation of individual transcriptional control
elements and the correlation of a subset of
such elements with transcriptional func-
tions. The sequence motifs of individual
cis-elements are usually too short and de-
generate for confident detection. In most
cases, the requirements for organization
of cis-elements within these clusters are
poorly understood.

How many sites do we expect to find
in a genome? Cawley et al. have mapped
the binding sites in vivo for three DNA-
binding transcription factors, Sp1, cMyc,
and p53, in a microarray incorporating
sequences of human chromosomes 21

and 22. This mapping reveals an un-
expectedly large number of TFBS, with
a minimal estimate of 12 000 for Sp1,
25 000 for cMyc, and 1600 for p53 when
extrapolated to the full genome. Only
22% of these TFBS regions are located
at the 5′ termini of protein-coding genes,
while 36% lie within or immediately 3′
to well-characterized genes and are signif-
icantly correlated with noncoding RNAs.
Most methods for identifying regulatory
sites rely upon the assumption that the
nucleotides of binding sites exert indepen-
dent effects on binding affinity. Bulyk et al.
determined the effects of many possible
sequence variations in binding affinities
of mutants versus wild-type transcription
factor bound to microarrays containing all
possible central 3-bp triplet-binding sites.
They found that the nucleotides of TFBSs
cannot be treated independently. In higher
organisms, it is more likely that multi-
ple transcription factors bind to the same
transcription control region, and to un-
derstand the regulatory content of eukary-
otic genomes, it is necessary to consider
the co-occurrence and spatial relation-
ships of individual binding sites. Several
works suggest that positional information,
especially the relative spacing between
transcription-factor binding sites, may rep-
resent a common organizing principle
of transcription control regions. Chiang
et al. used the genome sequences of four
yeast species of the genus Saccharomyces
to identify sequences potentially involved
in multifactorial control of gene expres-
sion. They found 989 pairs of hexameric
sequences that are jointly conserved in
transcription regulatory regions and that
also exhibited nonrandom relative spacing.
The incorporation of word pairs to de-
fine sequence features yields more specific
predictions of average expression profiles
and more informative regression models
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for genome-wide expression data than on
considering sequence conservation alone.
King et al. introduced a nonparametric
representation of TFBSs that can model
arbitrary dependencies between positions.
As two parameters are varied, this repre-
sentation smoothly interpolates between
the empirical distribution of binding sites
and the standard position-specific scoring
matrix (PSSM).

TFBSs detection involves the search of
DNA patterns that are overrepresented in
the upstream region of a set of coregulated
genes. Several computational algorithms
have been developed to this end. These
methods fall into three broad classes:

1. The word-enumeration approach com-
pares the frequency counts of sub-
strings in the upstream region to some
reference set.

2. The probability-based models update a
position-specific probability matrix, us-
ing local multiple alignment searches.
In this approach, the model parame-
ters are estimated using Expectation-
maximization (EM) or Gibbs sam-
pling methods.

3. Methods using microarray data.

The major limitation of type-1 methods
is that it represents cis-elements using de-
generate consensus sequences rather than
the more general position specific scoring
matrices. An undesirable feature of many
methods is the use of arbitrary thresh-
old parameters, such as a window size
within which the cis-elements must occur.
Then, the choice of a DNA background
model that adequately reflects the proper-
ties of natural DNA is more problematic
to construct. There are usually three tech-
niques: an independent mononucleotide
model estimated from the query sequence,
a higher-order Markov model estimated
from genomic DNA, and a locally varying

mononucleotide model estimated from a
sliding window within the query sequence.

Djordjevic and collaborators classified
potential binding sites by means of
the estimate of sequence-specific binding
energy of a given transcription factor.
The method also estimates the chemical
potential of the factor that defines the
threshold of binding. This results in a
significant improvement in the number of
expected false positives, particularly in the
ubiquitous case of low-specificity factors.

Comparative genomics seems more
promising than single species analysis. In
particular, owing to the high similarity
of both biology and sequence between
human and mouse, the mouse genome
is receiving considerable attention as a
tool for cross-species comparisons. This
strong similarity, however, has raised
doubts regarding the general usefulness
of human–mouse sequence comparison
for distinguishing functionally conserved
features against a background of recently
evolved sequence.

Loots et al. have developed a computa-
tional tool, rVista, that combines clustering
of predicted TFBSs and the analysis of in-
terspecies sequence conservation to maxi-
mize the identification of functional sites.
They analyzed the distribution of several
TFBSs across 1 Mb of the well-annotated
cytokine gene cluster (Hs5q31; Mm11), fo-
cusing on the distribution of all binding
sites specific for the transcription factors
AP-1, NFAT, and GATA-3. The exploita-
tion of the orthologous human–mouse
dataset resulted in the elimination of
>95% of the approximately 58 000 binding
sites predicted on analysis of the human
sequence alone, whereas it identified 88%
of the experimentally verified binding sites
in this region.

Although comparative genomics of
regions (e.g. phylogenetic footprinting)
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across different species is a very promising
approach, it has been unclear as to which
species are most useful and how many
genomes are sufficient for comparison.
There is the belief that the compari-
son of just three well-chosen species that
have similar physiology, genome size, and
whose phylogenetic distances are neither
too small nor too large, may allow to cor-
rectly identify most of TFBSs. Margulies
et al. have identified sequences that are
conserved across several multiple species,
‘‘Multispecies Conserved Sequences’’, and
have found that approximately 70% bases
reside within regions. They used the Bayes
block aligner, which focuses on align-
ing highly conserved, ungapped blocks
in which regulatory elements are most
likely to reside. The alignment algorithm
first produces data represented by a two-
dimensional histogram reporting the prob-
ability that each pair of nucleotides from
two subject sequences are located within
a conserved block. The recursive sampling
algorithm yields a representative sample
of alignments that can be used to calculate
the probability that any given base in the
first sequence aligns with a specific base
in the second sequence. To bias the output
towards alignments with short blocks of
high similarity, they used the PAM1 simi-
larity matrix, that is, a substitution matrix
based on the assumption of only one ac-
cepted mutation per 100 bp. In this matrix,
the probability of a transition is three times
that of a transversion.

Several methods for searching for spe-
cific regulatory sites using Markov and
hidden Markov models, Bayesian cluster-
ing, and Machine learning have been pro-
posed. Qin et al. have developed a Gibbs
sampling-based Bayesian motif clustering
(BMC) algorithm that show fewer errors
than hierarchical and K-means cluster-
ing methods.

It is important to mention another
important component of the identifica-
tion of TFBSs: databases of TFBSs and
TFs. TRANSFAC is a database about
eukaryotic transcription regulating DNA
sequence elements and the transcription
factors binding to and acting through
them. Database of transcriptional start
sites (DBTSS) was originally constructed
on the basis of a collection of exper-
imentally determined TFBSs of human
genes and now covers several species. The
positions of single nucleotide polymor-
phisms (SNPs) in dbSNP were displayed
on the upstream regions of contained hu-
man genes. The CORG – ‘‘Comparative
regulatory genomics’’ – database contains
conserved blocks from the upstream re-
gions of orthologous genes. These blocks
were computed on the basis of statistically
significant local suboptimal alignments of
15 kb regions upstream of the translation
start sites of a large number of pairs, 10 793
at April 2004, of orthologous genes. The
resulting conserved blocks were annotated
with expressed sequence tags (ESTs) that
are good indicators for putative exons.

The use of both sequence and gene-
expression information is producing im-
portant results. Bussemaker et al. have
considered both yeast sequences and ex-
pression data and have outputs of sta-
tistically significant motifs: the regions
upstream of genes contribute additively
to the log-expression level of a gene.
Recently, Conlon et al. have proposed a
very interesting approach. They have first
identified a number of sequence patterns
upstream the yeast genes using Mdscan
and have then tested for candidate tran-
scription sites. Their algorithm is based
on fitting a linear regression with gene
expression as response and a score based
on transcription-site candidates as covari-
ates: Yg = α + βmSmg+εg , where Yg is the
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log2 expression value of the gene g, Smg

measures how well the upstream sequence
of a gene g matches a motif m, in terms
of both degree matching and number
of sites, and εg is the gene-specific er-
ror term. The baseline expression α and
the regression coefficient βm are estimated
from the data. Then, they performed step-
wise regression starting with a model
with intercept-only and adding/removing
motifs at each step. The candidate mo-
tifs with a significant p-value (say for
example, 0.01) for the simple linear re-
gression coefficient βm are retained and
used by the stepwise regression proce-
dure to fit a multiple regression model:
Yg = α + ∑M

m=1 βmSmg + εg . Again, this
stepwise regression begins with only the
intercept term and at each step, adds the
motif that gives the largest reduction in
residual error. After adding each new tran-
scription site, the model is checked to
remove the ones whose effects have been
sufficiently explained by the last added.
Hopefully, this class of methods may be
used to charting the regulatory circuits of
all eukaryotic biochemical and signalling
pathways and explaining how specific mu-
tations serve to reprogram the ‘‘integrated
circuit of the cell’’ so as to manifest cancer
and other diseases.

5
Periodicities and Repeats

The studies of mechanical and structural
properties of chromosomes through di-
and trinucleotide models of properties,
such as propeller twist, stacking energy,
and curvature have shown that all bacterial
chromosomes sequenced so far present
a periodical pattern. Worning and collab-
orators have recently combined Fourier
analysis, correlation, and noise reduction

techniques to increase the signal to noise
ratio and, therefore, detect weak periodical
patterns in bacterial chromosomes. They
found a periodicity of 11 bp in eubacterial
genomes, while it is of 10 bp for archeal;
for comparison, Saccharomyces cerevisiae
has a dominant period of 10.2 bp. Mix-
tures of 10 and 11 bp periodicities provide
evidence of lateral gene transfer between
Archea and Thermotoga maritima. Audit
and collaborators used wavelets to analyze
bending properties of sequences and pro-
vided evidence for nucleosome patterns in
human chromosomes.

The transitions from prokaryotes to uni-
cellular eukaryotes and to multicellular
eukaryotes are associated with an increase
in genome size, in the organism’s body
size and a reduction in population size
and density. The changes include grad-
ual increases in gene number, resulting
from the retention of duplicate genes, and
more abrupt increases in the size and
number of introns, low-complexity words,
and mobile genetic elements. Simple re-
peats are rather rare in bacteria and in low
eukaryotes and very abundant in high ver-
tebrate genomes. Bacteria and human are
at the two extremes, showing orders-of-
magnitude difference in genome, body,
and population size. The spreading of
repeats across a genome occurred as non-
adaptive when the organism size increased
and the population size decreased. The se-
lection process became less effective in
determining genome size, allowing for
nonadaptive processes, and more effective
in controlling the phenotypic complexity.
In vertebrates, if repeats are inserted in
the regulatory or coding regions of genes,
there is a high chance that metabolic or
genetic redundancy will buffer the effect.

Repeats tend to have a GC and dinu-
cleotide composition somewhat different
from that of the DNA into which they
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are inserted. Although the classification
has become rather fictitious, for sake
of simplicity, we can make a distinc-
tion between single-few copies, middle-,
and highly repetitive DNA. Repeats in
few copies are usually orthologous genes
that may contain hidden repeats trans-
lated in the form of runs of amino acids
and retroviruses inserted in the genome.
For example, the human genome contains
more than 50 copies of chemokine recep-
tors that have high sequence similarity.
Short-repetitive DNA may be placed in the
highly and middle-repetitive categories.
The first is formed by tandemly clustered
‘‘satellite’’ DNA of variable-length motifs
(5–100 bp) and is present in large islands
of up to 100 megabases and may constitute
up to 40% of the genome. The middle-
repetitive category can be either short
islands of tandemly repeated microsatel-
lites/minisatellites (‘‘CA repeats,’’ tri- and
tetranucleotide repeats) or mobile genetic
elements. Mobile elements include DNA
transposons, short interspersed elements
(SINEs) and long interspersed elements
(LINEs), and processed pseudogenes.

Why should we be interested in repeti-
tive DNA? Tandem repeats with 1 to 3 base
motifs can differ in repeat number among
individuals; therefore, they are used in
population genetics and for the identifi-
cation of individuals and forensic testing.
It is known that trinucleotide repeats are
involved in human neurodegenerative dis-
eases (e.g. fragile X and Huntington’s
disease). DNA repeats increase DNA re-
combination events and have the potential
to destroy (by insertion mutagenesis), to
create (by generating functional retropseu-
dogenes), and to empower (by giving old
genes new promoters or regulatory sig-
nals). Moreover, the instability of short
tandemly repeated DNA has been associ-
ated to cancer.

Particularly abundant in vertebrate
genomes are strings of As and Ts
that have several peculiar properties
not shared by strings of Gs and Cs.
In vitro studies have shown that such
poly(A) and poly(T) sequences cannot be
readily wound around the nucleosome,
and this is most likely because these kinds
of homopolymeric tracts have a straight
and rigid structure.

The published sequence of the human
genome, though yet incomplete, demon-
strates that coding sequences comprise
less than 5% of it, whereas repeating
sequences account for at least 50% of
the genome and probably even more.
Many of the repeats can be found in
mature mRNA and total cellular RNA.
RNAs containing repetitive elements in-
clude Alu-containing mRNAs that amount
to 5% of all known mRNAs.

Recently, bioinformatics has shown a
link between microsatellite DNA and mo-
bile elements. All mobile elements such
as SINEs, LINEs, and processed pseudo-
genes contain A-rich regions of different
lengths. In particular, the Alu elements,
present exclusively in the primates, are
the most abundant repeat elements in
terms of copy number (1 090 000) and ac-
count for more than 10% of the human
genome. They are typically 300 nucleotides
in length and are predominantly present in
the noncoding regions. Higher Alu densi-
ties were observed in chromosomes with a
greater number of genes and vice versa.
Alus have a dimeric structure and are
ancestrally derived from the gene speci-
fying 7SL RNA, an abundant cytoplasmic
component of the signal recognition par-
ticle that mediates the translocation of
secreted proteins across the endoplasmic
reticulum. SINEs amplify using an RNA
polymerase III-derived transcript as tem-
plate, in a process termed retroposition. The
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mobility is facilitated by a variable-length
stretch of an A-rich region at the 3′ end of
genomic SINE elements. Although each of
the million plus Alu elements present in
the human genome have poly(A) stretches,
only a few are able to retropose. Therefore,
the mere presence of an A stretch is not
sufficient to confer on an Alu element the
ability to retropose efficiently. The length
of the A stretch seems to correlate posi-
tively with the mobility of the Alu.

6
Bioinformatics Analysis of Protein
Modifications

Prediction and annotation of protein mod-
ifications (PMs) is a challenging bioinfor-
matics research area because PMs have
been shown to be important features for
determining protein function and, since
they are often involved in signalling,
for systems/organismal biological stud-
ies. Main bioinformatics applications on
PMs focus on prediction of the site of
modifications and on database resources.
Many PMs occur at specific, yet vari-
able, motifs in the target proteins and
most prediction methods use machine-
learning techniques, such as support
machines, artificial neural networks and
HMM. Examples of prediction tools are:
Ser, Thr, and Tyr phosphorylation sites
in eukaryotic proteins (NetPhos), tyrosine
sulphation sites (for example, Sulfinator),
type O-glycosylation sites in mammalian
proteins (NetOGlyc), GlcNAc-O, protein
sorting signals (PSORT), mitochondrial
and plastid targeting sequences (MITO-
PROT, Predotar, ChloroP), O-beta-GlcNAc
attachment sites in eukaryotic protein
sequences (YinOYang), and GPI Modifi-
cation Site Prediction (big-PI Predictor,

DGPI). The tendency is towards organism-
specific tools, for example, glycosylation
sites in Dictyostelium discoideum (DictyO-
Glyc) and protease cleavage sites in picor-
naviral proteins (NetPicoRNA). The field
is also moving toward prediction methods
specific for a class of proteins, for example,
specific kinase-specific phosphorylation-
site prediction, caspase and propeptide
cleavage sites, and tyrosine sulfation sites.
Future challenges in prediction will focus
on understanding the structural features
of PM sites: modifying enzymes must rec-
ognize the native three-dimensional struc-
ture around an acceptor site, and therefore,
structural motifs may be more conserved
than sequence motifs. Further develop-
ments will be focussed on databases and on
proteomics and mass spectrometry tech-
niques. Another important target will be
understanding variation in PMs associated
with diseases and developmental states; for
example, it is known that glycosylation of
some proteins varies in alcoholism. What
we mean is that we can predict only that
a site can be modified but not how likely
a modified site can turn into a nonmod-
ified one during a disease or during the
developmental stages.

7
Genome Feature Classification: Gene
Ontology

The overload of genome data represents
a tremendous challenge for organizing
and transforming results into knowledge.
The Gene Ontology (GO) Consortium was
formed in 1998 to provide consistent an-
notation of genes and gene products,
and thus aid cross-species comparisons.
It started as collaboration between yeast,
fruit fly, worm, and mouse databases, but
has since evolved to include many other
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projects. The GO consortium’s aim is to
develop and share structured vocabularies
that can be used for cross-species anno-
tation of gene products. Currently, the
GO consortium provides ontologies for
three independent biological domains: bi-
ological process, cellular component, and
molecular function.

1. Biological process refers to a biological
objective to which the gene or gene
product contributes. Some examples of
biological process terms are ‘‘protein
biosynthesis,’’ ‘‘meiosis,’’ and ‘‘glucose
metabolism.’’

2. Cellular component refers to the part
of the cell where the gene product
is contained. Examples include such
terms as ‘‘ribosome,’’ ‘‘proteasome,’’
and ‘‘mitochondrial inner membrane.’’

3. Molecular function is defined as the
biochemical activity of a gene product.
Some examples of molecular function
terms are ‘‘enzyme,’’ ‘‘transporter,’’ and
‘‘heat shock protein.’’

All three ontologies are accessible at
http://www.geneontology.org/. The GO
Consortium also hosts annotation projects
for several model organisms, including fis-
sion and budding yeasts. Gene ontology
terms and relationships have been rep-
resented in the form of directed acyclic
graphs (DAG). Compared with a hierar-
chical tree, DAG has the advantage of
allowing a more specific child term to
have several parent terms. There are two
types of child-to-parent relationships: ‘‘is
a’’ and ‘‘part of.’’ The ‘‘is a’’ relation-
ship is used when a child represents a
type of parent term, for example, cytosolic
ribosome is a ribosome. The ‘‘part of’’ re-
lationship is used when a child term is a
component of the parent term, for exam-
ple, cytosolic ribosome is part of cytosol.
The one-to-many relationships between a

gene product and ontology categories re-
flect the fact that a gene product may have
several functions, may participate in dif-
ferent processes, and may interact with
various proteins.

8
Limitations of Sequence Analysis

The genome is only a source of infor-
mation. In order to function, it must
be expressed. Differences between organ-
isms are more related to gene expression
and protein abundances than to DNA se-
quence. For example, chimp DNA is 98.7%
identical with human DNA. If just the
genes are compared, the similarity in-
creases to 99.2%. Gene-expression levels
in blood and liver of the human and
chimp are quite similar but very differ-
ent in the brain tissues. At the same
time, many physiological variables show
rhythmic changes along a time period, for
example, a day, a week, a month, and
a year, and it is also known that sev-
eral acute diseases, such as renal colic
attacks and cardiovascular diseases show a
rhythmic variability as well. Therefore, fu-
ture efforts will be focussed on integrating
sequence data with gene expression and
proteomics analysis.

See also Mass Spectrometry, High
Speed DNA Fragment Sizing.
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Keywords

DNA

Proteins

Single Molecule Biochemistry
Studies on reactions of individual molecules with each other.

Single Molecule Biophysics
Testing and handling individual molecules by spectroscopy and by nanomechanical
tools.

Techniques for Single Molecule Studies
Highly sensitive techniques for handling single molecules, such as atomic force
microscope tips and optical tweezers, and techniques to observe single molecules, such
as optical tweezers.

� Single molecule research is progressing from pure single molecule detection (SMD),
for example, by scanning microscopy or by high-resolution spectroscopy, toward
true single molecule chemistry, biochemistry, or molecular biology. The last few
years have seen a shift from small chromophores to (biological) macromolecules.
Individual protein molecules vary in structural detail and thus may have different
functional properties, even if they are, in bulk, assumed to represent the same
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protein. The molecule with the most pronounced individuality, however, is DNA.
Theoretically, one would need oligonucleotides only 17 bp in length to assign an own
sequence to each human individual. The human genome has a length of 3 billion
base pairs. Such an essentially infinite variability can only be studied on a single
molecule basis.

Therefore, the present review article tries to give an overview on techniques for
studying biophysics and biochemistry of proteins (in Sect. 3) and DNA (in Sect. 4)
without aiming to be comprehensive. In most cases, recent examples of work from
representative author groups are given. Patch clamp studies, for which Erwin Neher
and Bert Sakmann won the 1991 Nobel prize, will not be treated in the present
overview since this field would justify a separate review.

1
Single Molecule Research: A New Era of
Molecular Cell Biology and Molecular
Medicine

1.1
Books and Journal Issues on Single
Molecules

It is certainly just a coincidence that the
dawn of a new millennium is also the dawn
of a new chemistry and biochemistry. The
ultimate limits in sensitivity have been
achieved. Single molecule chemistry and
biochemistry are now a reality. The end
of the last millennium has witnessed
the development of techniques, which
allowed detection of single molecules in
a solution or at the surface of, for example,
a microscope slide. By the end of 2002,
in addition to a number of reviews, a
few special issues of regular journals
and two books on single molecules were
available in literature. The first years of
the new millennium now witness the
development and use of techniques to
directly measure and even modify physical
properties of individual molecules and to
directly observe reactions of such single
molecules.

1.2
Early Seminal Work and Some Recent
Reviews

Surprisingly, one of the first, if not the
first, single molecule experiments was not
on small chromophores but on an en-
zyme, and it even measured reactions: It
was the study on a single β-galactosidase
molecule held in a microdroplet. Later,
individual molecules could be manipu-
lated with the tips of scanning tunnel
or force microscopes. These techniques
did not yet allow spectroscopy, since
they were monochromic. Color, and thus
spectroscopy, in the sense as it is typically
used by the analytical chemist was not yet
widely used. This problem was alleviated
with the advent of the near-field scanning
optical microscope and then it was real-
ized that conventional light microscopy
was also suitable for single molecule re-
search. Then it became possible to use
wavelengths of an individual molecule
known from bulk analytical or physical
chemistry. The 1990s were then the decade
of high-resolution single-molecule spec-
troscopy, pushed forward particularly by
the groups of Orrit, Basche, and Mo-
erner. This development has been recently
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described in several reviews. One result of
such studies showed that individual small
molecules behave as predicted from bulk
experiments. A different situation was ex-
pected for biomolecules: since theoretical
knowledge on protein structures had pre-
dicted that all individual enzymes of a
species would differ slightly but distinctly
from each other, it was no surprise that
they revealed different reaction rates. A re-
view on work of the type just described is
essentially a precursor of the present pa-
per and a few paragraphs from there are
reproduced here. A review on its uses in
cell biology has been provided by Sako,
one with emphasis on single biomolec-
ular motors is available from Ishii, and
an overview of single molecule enzyme
kinetics has been given by Xie.

2
Techniques for Detection and Preparation

Conventional fluorescence microscopy is
surprisingly suitable for single molecule
research. However, most of the other
techniques required had to be specifically
developed or adapted to this task. Section 2
gives a glimpse of a number of these
techniques. Some of the descriptions may
be somewhat oversimplified or describe
only special cases of applications. There-
fore, in order to fully understand these
techniques in detail, the reader is referred
to the specific literature.

2.1
Conventional Far-Field Microscopy: Spatial
Resolution is not Required but Temporal
Resolution is High

One of the biggest surprises in sin-
gle molecule research was certainly

the finding that normal – though high-
quality – fluorescence microscopes could
be used for single molecule analysis. Sin-
gle molecule detection was thought to
contradict the Abbe criterion, which states
that the resolution of a conventional far-
field microscope is not better than 50%
of the wavelength of the light used for il-
lumination (0.5 µm for green light). This
was too pessimistic since resolution was
mixed up with reproducibility of localiza-
tion. When the molecules were prepared
with sufficiently small concentration onto
a surface, they had an average distance
of several micrometers from each other:
they had no longer to be spatially resolved
but had just to be visualized. Visualiza-
tion of individual molecules is possible
down to sizes of a few nanometers. The
price one has to pay is that the molecules
appear too large, but for many applica-
tions, this drawback is acceptable. The
conventional fluorescence microscope has
two significant advantages, for example,
compared to the high-resolution near-
field techniques described in Sect. 2.6. It
is fast, that is, dynamics of molecules
and reactions becomes experimentally ac-
cessible and preparation techniques can
be easily adapted from bulk analytical
methods. Even the imaging by lifetimes,
not by intensity, of single molecules is
possible.

2.2
Some Remarks on Dyes and Detectors

This may be one reason why conventional
far-field microscopy has got its chance
in single molecule analysis. Here, light
is the carrier of information and com-
parably gentle interactions can be used
to study individual molecules. A disad-
vantage is that only molecules with a
significant intrinsic fluorescence yield or
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nonfluorescing molecules after extrinsic
labeling with a fluorescence dye can be in-
vestigated. Among biomolecules, NADH,
flavines, and, in the ultraviolet, proteins
occurring in biological cells can be stud-
ied directly. For nonfluorescing biological
macromolecules, a large number of extrin-
sic fluorescing dyes, that is, dyes that have
somehow to be attached to the macro-
molecule of interest are available. Many
of them are known not to or only mod-
erately to modify the macromolecule’s
function. Detecting single molecules by
a fluorescence microscope is not so much
a problem of the number of emitted pho-
tons. Since a molecule can, in principle,
emit a light quantum every 10 ns, up
to 100 million quanta might be expected
from a single molecule. Two problems
hamper this process. First, a dye molecule
will decay after a few hundred up to a mil-
lion cycles of excitation and emission into
nonfluorescing derivative. Second, at dilu-
tions required for single molecule analysis,
more than 99.99% of the photons are
not absorbed, but may be scattered. In
principle, such noninformative scattered
exciting light can be separated from the
informative fluorescence light by optical
filters. Since the latter are not ideal, a
small fraction of exciting light reaches
the detector, which should only detect
fluorescence from the molecule under
study. Part of these problems may be over-
come by replacing classical fluorescence
dyes by nanocrystals or quantum dots.
These are nanometer-sized clusters of, for
example, zinc sulfide–capped cadmium
selenide. Their absorption and emission
behavior is solely determined by their size:
small clusters are blue, larger ones are red.
The advantage of these quantum dots is
their very good absorption and emission
behavior, which alleviates to some extent

the problem just described. A disadvantage
is their bulkiness.

When a fluorescence microscope is
equipped with a standard TV-CCD cam-
era, one can obtain 25 images per second.
This corresponds to a temporal resolu-
tion of 40 ms. Special cameras are much
faster; millisecond resolution is easily
available when one is willing to go a
step beyond standard CCD recording. For
low-level light, as in single molecule re-
search, cooled CCD cameras integrating
over several image frames can be used,
but then the temporal resolution is de-
creased correspondingly. When extreme
sensitivities at high temporal resolution
are required, single photon-counting cam-
eras are available. These are, in principle,
arrays of microphoto multipliers, often
with 250 × 250 pixel elements. In almost
all cases, the reduced (as compared to stan-
dard CCD cameras with 700 × 500 pixels)
image size is completely sufficient, since
single molecule observation requires only
parts of a full visual field in a light micro-
scope. Color information can be added by
using a true color camera. Usually, they do
not have the sensitivity described above.
More efficient is the use of optical filters:
fast-switching filter wheels and computer
programs for exactly overlaying the differ-
ent colors that are available on the market.

2.3
FRET: Foerster/Fluorescence Resonance
Energy Transfer

FRET (fluorescence resonance energy
transfer) can increase the resolution be-
yond the diffraction limit of conventional
microscopy. Here, a pair of fluorescent
molecules is used to measure distances
of the order of 10 nm. One molecule of
this pair, the donor, absorbs light and
usually reemits it as fluorescence at a
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somewhat larger wavelength. If, however,
the second molecule, the acceptor – with
an absorption maximum close to the
emission maximum of the donor – comes
closer to the donor than the ‘‘Foerster’’ dis-
tance, the absorbed energy in the donor is
transmitted to the acceptor, which finally
emits light at an even larger (more red)
wavelength. Thus, a red shift heralds the
mutual approaching of the donor/acceptor
pair to a distance closer than the Fo-
erster distance, which, for example, is
approximately 10 nm for the dye pair
Cy3/Cy5. Since typical diameters of pro-
teins are between 5 and 15 nm, FRET
experiments with this donor/acceptor pair
can be used to test whether a protein
molecule is folded or denatured, that is, to
study protein folding on a single molecule
basis. Cy3/Cy5 or other donor/acceptor
pairs can also be used to study pro-
tein–protein or protein–DNA interactions
as well as RNA folding on a single molecule
basis.

2.4
TIRF: Total Internal Reflection
Fluorescence-excitation

It is quite obvious that ideal prepara-
tions for single molecule studies should
be very pure. Unfortunately, one often
obtains more impurities than molecules
of interest. There are, however, tech-
niques available, which allow to focus
the view only on the wanted molecules:
one of them is total internal reflection.
Light falling from the glass side at a
very flat angle onto a glass–water in-
terface does not leave the glass but is
reflected. However, when a molecule is
located directly on top of the glass, the
molecule can be excited to fluoresce.
Molecules and impurities at a distance

of more than a wavelength are not af-
fected. Thus, it is possible to study single
molecules in a thin layer above a micro-
scope slide without illuminating all the
impurity molecules in the solution. Con-
ventional fluorescence microscopy and
TIRF total internal reflection fluores-
cence microscopy in single molecule re-
search have been compared by Paige
et al.

2.5
FCS: Fluorescence Correlation Spectroscopy

While TIRF confines the view into a thin
two-dimensional space, FCS, fluorescence
correlation spectroscopy illuminates a
diffraction-limited three-dimensional vol-
ume of interest just by focusing a laser
into a solution containing the highly
diluted molecules to be studied. FCS re-
quires extreme dilution of the molecules
and simultaneously extreme miniaturiza-
tion of the observation volume to less
than a femtoliter. Basically, in such ex-
periments, the velocity of a molecule
migrating through the tiny observation
volume is measured. One detects a sin-
gle molecule in a given volume, and after
a preset time of waiting, one looks if
it is still there. Slow particles will be
found several times, fast particles will be
found only two or three times. Mathemat-
ically, this is described by the correlation
function

G(t) = Sum over I(t) ∗ I(t + T),

where T is the waiting time.

G(t) is related to the speed of the
molecule that can be used to calculate the
diffusion constant of the molecule. The
latter can be used to estimate the molecular
weight. Such experiments are often used
to measure the binding of two individual
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molecules. This is possible when the two
binding partners differ by at least a factor of
8–10 in size, for example, the binding of an
antigen to an antibody or the hybridization
of a small DNA or RNA oligonucleotide to a
long DNA or RNA molecule. Binding sites
of single glucocorticoid molecules on cell
membranes have been studied by Maier.
In such experiments, the smaller binding
partner is made fluorescent. One can see
the small partner as a fast diffusing object
and the complex of a small with a large
partner as a slow object. The correlation
analysis does not only allow to obtain the
absolute migrating velocities but also the
ratio of free to bound molecules, that is,
the binding constants according to the
mass action law. The aforementioned size
ratio of 8–10 is sometimes a drawback of
FCS. This has, however, been overcome
by two color techniques, occasionally even
combined with FRET.

2.6
Near-Field Microscopy (Scanning
Tunneling Microscopy, SNOM, AFM)

Extremely high resolution can be achieved
with near-field techniques. All the near-
field microscopes work according to a
common basic principle: A sort of ultra
fine stylus scans an object line by line and
subsequently assembles an image from
the data it has obtained. This data as-
sembly takes some time and therefore the
temporal resolution of these microscopes
is limited to seconds or below seconds
(see, however, Sect. 3.5). In turn, the spa-
tial resolution is better than with any other
tool available to the analytical chemist or
biochemist. The reason for this is that the
stylus comes very close to the object under
observation. It is the same principle as the
stethoscope of a medical doctor: For exam-
ple, acoustic waves of a beating heart with

wavelengths of meters can be exploited
to localize the heart with an accuracy of
centimetres. Therefore, the optical version
of the near-field microscopes, the SNOM
(scanning near-field optical microscope)
has also been also called optical stethoscope.
It has a typical spatial resolution of 60 to
80 nm and can be used as a highly local-
ized spectroscope. The second near-field
microscope used in the analysis of single
biomolecules is the atomic force micro-
scope, AFM. Here, a mixture of van der
Waals, electrostatic, and other forces are
used to detect the molecule. Since these
are all short-range forces, one has to get
closer to the molecule under observation
and the spatial resolution with the AFM is
better than with the SNOM, for ideal (hard)
objects in the subnanometer range. Even
the combination of an AFM with a con-
focal laser scanning microscope is avail-
able. The near-field microscope with the
best resolution is the scanning tunneling
microscope, (STM), which, under favor-
able conditions, can detect submolecular
structures. It needs electrically conduct-
ing objects and is therefore not generally
suitable for single biomolecule studies.
Interestingly, the most successful use of
near-field microscopes is meanwhile not
imaging, but manipulation. The tip of an
atomic force microscope is used as an
extremely fine manipulator for handling
individual molecules and for measuring
forces in macromolecules such as pro-
teins, RNA, and DNA while stretching
the latter. If one exerts such a force on
molecules bound to each other, force-
extension curves can be obtained, which
show a break at some specific force. This
force, however, is not sharply defined. In
fact, one obtains a probability curve with
a most probable force of a few hundred
piconewtons and a full width at half max-
imum of 50–100 pN. AFM tips can now
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be prepared with an individual atom as the
active tip. Sections 3.2, 3.3, and 4.3 give a
detailed account of AFM tip experiments
with biomolecules.

2.7
Manipulation with Nanometer Accuracy
Laser Micromanipulation for Handling of
Individual Macromolecules

The tip of an AFM is best suited to
apply and to measure forces from a few
hundred piconewtons up to a nanonewton
(for comparison: millions of such AFM
tips would be required to lift 100 mg
at the surface of the earth. If gentler
handling or sensitive force measurement
is required, optical tweezers are the tools
of choice. Optical tweezers are made of
a continuous (often infrared) laser of
moderate power, which is focused into a
microscope to the theoretical (diffraction)
limit. Light pressure and gradient forces
push and pull microscopic objects in the
focus of the laser. By moving the focus,
these objects can be moved along complex
trajectories. Since only forces exerted by
light are acting, no sticking of individual
molecules to microtools such as AFM
tips or disruption by the latter occurs.
As with AFM tips, mechanical properties
of biomolecules can be measured with
optical tweezers. Optical tweezers are also
used as stylus, similarly as in the near-
field microscopy, to detect force landscapes
on the surfaces of soft objects such as
cells. This technique has been dubbed
‘‘Photonic Force Microscopy.’’

3
Proteins

For some biological macromolecules, the
individual differences are not only just

interesting for reasons of basic research.
Such differences may be important for
health and disease. For example, the
malfunction of an enzyme may cause
irregularities. Such a malfunction may
develop by a sort of evolution and may
only gradually turn into a true disease
form. Early detection of such changes on
the single molecule basis will probably
allow early diagnostics and thus, may help
prevent the outbreak of a disease.

3.1
Spectroscopy on Single Biomolecules

An obvious step toward single molecule
research is just to increase the sensitiv-
ity down to the single molecule limit,
even with Raman spectroscopy when sur-
face enhancement is used. One protein
molecule of particular interest is the green
fluorescent protein GFP, since it’s mRNA
can be fused with the mRNA of another
protein. After in vitro translation, the com-
bined protein often preserves the function
of the fused protein, but is now fluorescing
and its action, for example, inside a living
cell, can be studied. Therefore, the spectral
properties of GFP are of special interest
and have been studied correspondingly
on a single molecule basis. An interest-
ing class of proteins are light harvesting
molecules that convert the energy of light
into chemical energy. Complex energy con-
version processes have now been under-
stood on a single molecule basis. The most
straightforward study of macromolecular
structure is possible if these molecules
change their spectroscopic behavior as a
function of conformation. Such a molecule
is the (nonbiological) MEH-PPV, a conju-
gated phenylene-vinylene polymer.Huser
et al. could demonstrate that single MEH-
PPV molecules have a conformational
memory when cast from toluene, but not
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when cast from chloroform, where they
behave as multichromophore systems. Un-
fortunately, biomolecules do not reveal
such an intrinsic structure–spectrum re-
lationship and here dye molecules have
to be attached for folding studies. FRET
(see Sect. 2.3) may be the technique of
choice. While a number of proteins, such
as crystalline from the eye lens, spon-
taneously fold into their correct three-
dimensional structure, many others need
the support from partner proteins called
chaperones. GroES and GroEL are such
proteins, and their interaction is essen-
tial for protein folding in the bacteria
Escherichia coli. Using Cy3 and Cy5 as
FRET partners, Taguchi et al. could show
that both molecules bind with kinetic
constants known from bulk experiments.
However, only the single molecule experi-
ments could reveal that the two molecules
remain in contact for approximately 3 s.
This is the time a target protein has left in
order to fold into its correct structure.

3.2
Force Spectroscopy on Selectin, Titin, and
von Willebrandt Factor

An even more detailed insight into in-
dividual macromolecules is possible with
force spectroscopy. Here, the tip of an
atomic force microscope is used as a nano-
mechanical tool. One end of the molecule
is attached to a surface, the other end to
the AFM tip. Then the tip bound end is
pulled and the tip bound end is pulled
and the force that is required to pull
the molecule apart is measured. Also, the
force acting between two molecules can
be studied. This technique has been ap-
plied to many molecules; one among them
is DNA, which will be discussed later.
One example is P-selectin-ligand binding,
a molecule pair that mediates adhesive

interactions in immune recognition and
also in metastasis of several cancer types.
Forces up to 175 pN, that is, one-fifth of a
covalent bond, can act. The rate constant
for unbinding may vary from 0.2 s−1 to
2.8 s−1. Such a pronounced difference ex-
plains different adhesion behavior of the
cells that use P-selectin. A molecule with
similar function is fibronectin. Its mechan-
ical properties are critical to the elasticity
of the extracellular matrix and connective
tissue. Oberhauser et al. have found an ex-
treme extensibility of this molecule. The
molecule has a hierarchical force profile,
indicating that it has different building
blocks with different mechanical stability,
particularly its FNIII region.

The von Willebrandt factor is a pro-
tein involved in many aspects of protein
clotting in blood. Occasionally, it comes
in ultralarge aggregates (ULVWF), par-
ticularly in catastrophic microangiopathic
disorders. Using optical tweezers, Arya
et al. could show that specific conforma-
tions, and not so much the size of the
aggregates, is critical for the interaction of
ULVWF with platelets – cells that mediate
the generation of thrombi in blood.

Titin, a tandem array of fibronectin
and a sort of immunoglobulin, is an-
choring the motor protein myosin of
muscle to elements of the skeleton. If
a muscle is slightly overstretched, titin
dampens the forces and reversibly un-
folds. Only after strong over–stretching,
the muscle is hurt. Owing to this im-
portance, titin is among the molecules
best investigated by single molecule force
spectroscopy. Just to mention one work,
Grama et al. have labelled titin with the
fluorescing rhodamine, which, owing to
self quenching when two rhodamines are
approaching each other, act similarly as
the donor/acceptor pairs described ear-
lier. Surprisingly, chemical denaturation
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of titin leaves the titin molecule intact, per-
haps since acidified muscles need to keep
their mechanical stability.

3.3
Single Molecule Immunology: Antibodies
and Antigens

A particularly interesting field is single
molecule immunology. The binding of an
antibody to its antigen is a crucial step
in the response of the immune system to
infection. Therefore, knowledge on bind-
ing constants and forces between antigen
and a given antibody gives information
on the efficiency of the immune response
of this antibody. Several techniques have
so far been used to study this process.
In a methodical work, Tetin et al. have
shown that the equilibrium dissociation
constant of an antibody against the test
antigen digoxin yields the same value if
fluorescence polarization or FCS is used,
that is, both techniques are suited to de-
termine such constants. A disadvantage
of these techniques is that they are per-
formed in solution, while typical antigen
antibody reactions occur at surfaces. Such
surface studies were performed by Seeger
et al. and Li et al. With tapping mode
atomic force microscopy, they monitored
the binding constant of two different anti-
gen/antibody pairs at near physiological
conditions in molecular monolayer con-
sisting of the antibodies. The binding
constants were essentially determined by
counting the ratio of antibodies with and
without the bound antigen. This technique
is obviously also suited to evaluate antibody
microarrays. Since the Y-shaped antibody
molecule has two binding sites for an anti-
gen, it is interesting to know whether both
act independently or cooperate. This ques-
tion has been tackled by using an AFM
simultaneously as a microscope and a tool

to measure forces. The unbinding force
for an antibody against serum albumin
has been measured as 244 ± 22 pN and an
action of both binding sites independent of
each other has been detected. The binding
to individually addressed antibodies has
been measured by Ros et al.

An interesting technical approach has
been presented by Jermutus et al. The au-
thors coexpressed and cotranslated single-
chain antibody Fc fragments with riboso-
mal mRNA, that is, they displayed them
on these large molecules. Then they could
study the antigen binding on a single
molecule basis using FCS and determine
kinetic constants of that process with
good statistics.

3.4
Molecular Motors

Molecular motors are molecules generally
converting chemical energy into motion.
Some small organic molecules are known
to act as motors. They will not be discussed
here. (Bio-) molecular motors govern pro-
cesses characteristic of the life of cells and
organisms, such as generation of motion
in eukaryotic cells, cell division, cell move-
ment, segregation of genetic material, or
positioning of organelles. Owing to their
fundamental function biomolecular mo-
tors are used as therapeutic targets (e.g.
taxol treatment in cancer chemotherapy.)
Linear motors move along filamentous
macromolecules or macromolecule as-
semblies, which act as a kind of track.
Prominent examples are kinesins and
dyneins, which belong to motor families
with more than one hundred members
generating motion along microtubules by
hydrolyzing ATP as a fuel. Another mo-
tor is myosin in its numerous variants,
well known for generating motion along
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actin microfilaments and thus, contribut-
ing critically to muscle contraction.

The motor proteins kinesin, dynein, and
myosin consist of an elongated stalklike
tail and one or two globular heads binding
ATP as well as microtubules respectively to
the actin microfilaments. Upon ATP con-
sumption, they undergo conformational
transitions connected with walking along
the filamentous tracks. Thereby, the angle
between the tail and the head is changed
causing, if bound, a stroke driving the
head forward in relation to the track. After
such a stroke, the head is released, swings
back to its ‘‘starting’’ position, binds to
a new site on the track, and is loaded
by the new ATP. The process is ready
for repetition. In principle, most of the
related questions to motor function and
regulation can be answered by bulk exper-
iments comprising some or many motor
molecules. For example, the force gener-
ated by a muscle filament can be measured
macroscopically. The number of myosin
molecules involved in this process can be
determined and allows to calculate force
generation per myosin molecule. But one
problem arises immediately: The duty ra-
tio, that is, the ratio of the active period
of the motor to the whole molecular cy-
cle. It represents the fraction of molecules
of a collective, which is involved in force
generation at any given instant. Depend-
ing on the model used, the duty ratio can
be estimated in the range between 5 and
90% – resulting in a factor of 20 in uncer-
tainty. Therefore, it is essential to measure
these mechano–chemical processes on a
single molecule basis. One way to measure
single molecule mechanics is to use fine
glass microtools, contributing, however, to
inherent problems such as adhesion and
perturbation of the tiny forces involved.
Optical tweezers are a second tool for

single molecule motility research, allow-
ing evaluation of both techniques against
each other. Owing to the high interest in
these questions, a large number of single
molecule experiments have been described
in early literature by the groups of Block,
Molloy, Schliwa, Sheetz, Simmons, Spu-
dich, Warshaw, and Yanagida.

More recently, Nishiyama et al. studied
the chemo-mechanical coupling of forward
and backward stepping of kinesin. They
formulated a model where the driving
force for motion along the microtubule is
Brownian motion and where the energy is
primarily used to decrease entropy, that is,
by giving this motion a direction. In similar
experiments, Gross et al. have investigated
dynein and the related molecule dynactin,
which can move bidirectionally along
microtubules. The authors postulated that
dynactin enables dynein to participate
efficiently in this bidirectional transport.
Rock et al. reported that Myosin VI is a
highly processive motor with very large
step size. The maximum step size reported
so far is 35 nm for higher plant myosin
XI. Baker et al. provided the basis for
understanding the ATP reaction, which
provides the energy under minimal load.
They found that the dissociation of one
phosphate group is more closely related
to the generation of motion than could
be demonstrated before. The work of
Peterman et al. put forth the idea that
single molecule studies may be related
to the multimolecule interaction in real
life in kinesin. These authors compared
the relative orientations of monomeric
and dimeric kinesin and showed that
both kinesin molecules have to bind with
similar orientation in order to reveal
optimal activity. Among others, such
investigations predict that biomolecular
motors are active to transport artificial
loads, which can be regulated and tuned
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under cell free conditions and that they are
able to work in predetermined directions.

As for technical motors, rotatory molec-
ular motors also exist. F1 ATPase is a
representative member of this class of
molecular motors and converts chemical
energy of ATP into rotation. Interestingly,
it can also perform the task in reverse:
when rotation is induced by exerting force
on the molecule, it converts the low-energy
ADP into high-energy ATP, that is, it con-
verts mechanical into chemical energy.
In a typical experiment, a fluorescence-
labeled actin filament is bound to one
of the subunits of the F1 ATPase. The
ATPase is fixed to a surface. The actin
filament can be easily observed by fluo-
rescence microscopy and manipulated by
micromechanical tools or optical tweez-
ers. If left free and supplied with ATP, the
ATPase rotates. This can be observed by ro-
tation of the actin filament. A study of this
type is, for example, that of Kato-Yamada.

3.5
Visualizing the Action of Individual Dynein
and Myosin V Molecules in Real Time

Probably the most exciting recent develop-
ment in single molecule research results
from the possibility to obtain movies from
working individual molecules. This does
not mean the somewhat indirect visualisa-
tion of molecule action as described in the

previous section. Meanwhile, it is possible
to have a direct look on the dynamics of
individual biomolecular motors. Burgess
et al. have organized a temporal series of
electron microscopic snapshots of dynein c
molecules into a sequence of events, which
allows to reveal how dynein generates mo-
tion along microtubules. They could show,
that the stalklike tail performs structural
changes, which may be required to gen-
erate motion. Even more exciting are the
results of Ando et al.; using a homemade
atomic force microscope with a temporal
resolution of 80 ms, that is, half the fre-
quency of commercial TV video. These
studies with myosin V directly reveal that
the stalk of the myosin molecule is very
flexible and that there are changes in
lengths of this arm, indicating, similarly
as the dynein data, that structural changes
of this part of the molecule, and not so
much changes in the relative orientation
of the heads of these molecules, generate
motion. Thus, the mechanisms developed
in the more indirect experiments described
in Sect. 3.4 may need some modification
in order to allow for these recent obser-
vations. Figure 1 shows the sequence of
events for the myosin.

3.6
Single Molecule Enzyme Kinetics

From conventional biochemistry (en-
zyme concentrations 10−9 mol ml−1 or

Fig. 1 Time series of myosin molecules in
action (reproduced from Ando 2003). The
motion of the Y-shaped myosin molecule is
shown in steps of 80 ms. The molecule performs
two types of motion: it slightly rotates as a whole

and it’s stalk changes length. These changes in
shape are not completely consistent with the
models derived from more conventional
experiments and require that the latter should be
modified accordingly.
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1013 –1014 enzyme molecules), the step
to the single molecule range involves an
increase in sensitivity of at least 13 to 14
orders of magnitude. In recent years, en-
zyme kinetics has been developed down to
the single molecule level. The conforma-
tional dynamics and cleaving mechanisms
of enzymes have been directly observed
at surfaces. The group of Xie has used the
natural fluorescence of cholesterol oxidase,
which is fluorescent in its oxidized form.
As the reaction proceeds the enzyme oscil-
lates between the oxidized and reduced
states, that is, it blinks. Each blinking
corresponds to one enzymatic turnover,
which was followed with time. Also, fluc-
tuation of reaction rates of one cholesterol
oxidase molecule was observed. Earlier,
Dovichi and coworkers had used a simi-
lar approach to confine single molecules
of alkaline phosphatase and to measure
the reaction products completely inside a
capillary. A clinically interesting enzyme
is lactate dehydrogenase (LDH), since it is
used in the diagnostics of heart attacks.
Xue and Yeung studied this reaction at
selected substrate concentrations in a cap-
illary tube equipped with a LIF detector
and found different activities for individual
molecules. As an alternative, the ‘‘droplet
in substrate’’ technique, where the reac-
tion proceeds at the surface of a highly
viscous droplet containing a few LDH
molecules, which was previously injected
into a substrate solution allowed very
detailed studies on this reaction. The con-
version of nonfluorescing NAD+ into fluo-
rescing NADH by individual molecules of
LDH has been observed by this approach.
Quantized reaction rates have been found.
The rates were multiple integers of a basic
reaction rate. This was interpreted as the
reaction catalyzed by one, two, and so on,
up to six enzyme molecules.

3.7
Single Protein Molecules in Viruses and in
Living Cells

Single molecule research reaches even
deeper into cell biology and thus life. A
number of groups have been successful
in imaging individual molecules on the
surface of cells and even inside cells.
An important step in such studies was
the development of techniques to study
the diffusion of individual molecules
and the understanding of the influence
of nearby surfaces close to diffusing
molecules. The insertion of dye molecules
into model membranes has been reported
by Milhiet. Protein molecules, which
usually reside in the cell membrane,
have been incorporated into artificial
membranes and their behavior could be
studied there. Sub-wavelength resolution
colocalization of individual dye molecules
was reported by Heilemann. Also, on
living cells the binding strength of single
fibrinogen-integrin molecule pairs have
been measured by allowing cells to get
into contact and then measuring the
acting forces. With optical tweezers, the
binding strength was measured to range
from 60 to 100 pN. Since the cells used
in these studies, platelets, play a pivotal
role in blood clotting, such information
is of importance for understanding the
basic features of the generation of heart
attacks and may possibly give hints for
strategies for the prevention of these
catastrophic events.

Smith et al. have shown how the Phi 29
portal motor protein packs the 6.6 µm long
double-stranded DNA molecule, which
contains the genome of this virus against
a force of more than 50 pN into the pro-
tein capsid of this virus. A corresponding
theory on these processes is also avail-
able. But even the infection of individual
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cells by individual adeno-associated virus
particles has been directly observed by
fluorescence microscopy. Comparing the
reaction paths and speeds of many indi-
vidual virus particles from the surface of
the target cells into the nucleus it could be
shown that there are preferential reaction
paths and that the average infection time
is approximately 12 min, however, with a
large deviation among individual virus par-
ticles. Also, with the aim to study how the
mono-cellular slime mold Dictyostelium
discoideum reacts to chemotactic attraction,
the binding of c-AMP molecules to differ-
ent sites on the surface of these cells has
been studied. The probability of individual
association and dissociation events was
greater for receptors at the anterior end of
the cell, that is, the side into which the cells
migrate. Particularly exciting is the possi-
bility of ‘‘harvest’’ molecules, which are
just passing a pore between cell nucleus
and cytoplasm using an AFM tip. This has
been accomplished by Oberleithner et al.
with eggs from the frog Xenopus laevis.
The motion of β-galactosidase molecules
through 3T3 fibroblasts has been reported
by Kues. This working group has also
shown how to observe the motion of
single molecules perpendicularly to the
observation plane (the z-direction) of a mi-
croscope, a very important technique to
observe single molecule signaling in a cell
from its surface through the nuclear mem-
brane into the cell nucleus or vice versa.

4
RNA and DNA: Highly Individual Molecules

4.1
Individual DNA Molecules as Construction
Material and Electric Wires

Molecules have electric properties such
as a resistance. For example, for single

octanethiol molecules, a resistance of
900 ± 50 megohms was determined on
the basis of more than 1000 individual
molecules. Such properties are particularly
interesting for DNA, of which a num-
ber of physical properties are known. This
has led to the suggestion to use DNA as
mechanical construction elements. Csaki
et al. have shown how highly address-
able single DNA molecules can be used
as building blocks to construct molecular
nanostructures. Two DNA molecules in-
teract (hybridize), when their sequences
are complementary. For example, if a
DNA molecule has a sequence GAATCT
at its end, it may bind to a sequence CT-
TAGA of a second DNA molecule. If two
such molecules are brought into a spe-
cific geometric configuration, for example,
with the tip of an AFM or with optical
tweezers, complex nanostructures can be
constructed with very high accuracy. The
binding sequence with six DNA bases
used in the example above has a length
of only 1.8 nm, since the distance from
‘‘letter’’ to letter’’ of DNA is only 0.3 nm
(3 Angstrom). Usually, in literature it is
assumed that DNA can be directly used
as an electric nanowire, since earlier ex-
periments have found electric conductivity
of DNA. This concept is, however, chal-
lenged by a paper of Gomez-Navarro et al.
These authors have carried out two exper-
iments: they have measured the charge
transfer from an electrode to the single
DNA molecule and they have measured
the dielectric response, when the molecule
has no contact to any electrodes at its two
ends. The authors found high resistivity of
DNA, comparable to mica, glass, or other
electric insulators. DNA can even be used
to generate motion. Such a nanomechani-
cal device has been presented by Mao et al.
Since the two structural variants of DNA,
the B and the Z form, have different length
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and are differently thick, the induction of a
B-Z transition by changing the salt concen-
tration may be used to induce motion in
such a DNA construction network. Knots
have been tied with DNA molecules and
DNA molecules have been suggested to be
used as molecular tweezers. Even when
nanostructures are constructed from ma-
terials such as carbon nanotubes, single
DNA molecules may be helpful as stabiliz-
ers of the structures.

4.2
Stretching and Folding RNA, DNA, and
Chromatin

The step from the use of DNA as con-
struction material to single molecule DNA
biophysics is not large. While the B-Z tran-
sition described in the previous section can
be induced physico-chemically, structural
transitions in DNA can also be induced by
exerting forces. In physiological environ-
ment, that is, at salt concentrations around
150 mM, DNA tends to collapse into a glob-
ular structure. With forces of the order of
10 to 20 pN, the DNA molecule can be
extended into the normal structure with a
length of about 0.3 nm per base pair. At
forces between 20 and 60 pN, the DNA
molecule is reversibly overstretched up to
the 1.7 fold of its ‘‘natural’’ length and is
occasionally termed S-DNA. Above 60 pN,
irreversible overstretching will occur. Sim-
ilar effects are seen with double-stranded
RNA. Using the tip of an AFM, Bonin et al.
have investigated its flexibility. They have
found a conformational change similar to
the DNA B-S transition, but overstretching
is possible up to a factor of two.

The folding of single-stranded RNA
is different and comparable rather to
protein folding. Indeed, some single-
stranded RNA molecules fold into struc-
tures with enzymatic activity (ribozymes).

Using single molecule FRET, Russell et al.
have shown that folding occurs in deep
valleys of the folding landscape, that is,
along very stable pathways. Interestingly,
the temporal sequence of folding is very
critical. If long-range contacts are made
at the right time, they stabilize a struc-
ture, otherwise they may destabilize it.
With similar techniques, Onoa et al. could
show that the Tetrahymena thermophilia
ribozyme has eight different folding barri-
ers. Forces of 10 to 30 pN are required to
overcome these barriers.

Similar techniques are used to study the
stability of nucleosomes and of chromatin,
the structures in which DNA is usually
present in living cells. When a piece of
chromatin consisting of DNA is wound
around, the nucleosomes are stretched,
in a first step 76 bp are released at
low stretching force. When the force is
increased, additional 80 bp are released in
two stages. In a reverse experiment, Leuba
et al. studied the assembly of nucleosomes
and chromatin. They found a strong
inhibition of assembly at forces as low as
10 pN, indicating that DNA needs its full
flexibility to wrap around the nucleosomes.

4.3
DNA Melting and Zipping: Separating and
Joining the Two Strands

A considerable wealth of information on
the double-stranded DNA duplex can be
obtained by pulling apart the two strands.
To achieve that, one end of the molecule
is attached to a surface. Of the other end,
one strand is also fixed to some point while
the second strand is attached to an AFM
tip or a bead that may be manipulated by
magnetic or optical tweezers. Force can
then be used to separate the two strands of
DNA. Stretched unwound DNA denatures
locally even at comparably low forces of
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2 pN. However, for complete separation
of short double helices, 17–40 pN are re-
quired to overcome the energy barrier for
rupture of 9–13 kcal mol−1. Unzipping
(or melting) can also be induced by high
temperature. In combination with pulling
the molecule, such a melting can be
actively induced, and the DNA denatura-
tion–renaturation kinetics can be studied.
The T4 gene 32 protein gp32 specifically
binds to single-stranded, that is, molten
DNA. With single molecule force spec-
troscopy, it was shown that, surprisingly,
gp32 does not reduce, as expected, the
melting temperature, but affects the ki-
netics of this process. Danilowicz et al.
found multiple metastable intermediates
when lambda phage DNA molecules were
unzipped. Unzipping changes pace in
a sequence-dependent manner. Not only
unzipping has been observed on a sin-
gle molecule basis. Also, the rejoining
of individual DNA strands can be ob-
served on a single molecule basis. A single
nanopore, made of alpha hemolysin, is
required. By this approach, the binding
of an octanucleotide to its complemen-
tary DNA strand has been observed with
techniques derived from patch clamping.
In spite of the complex environment,
kinetics and binding constants for du-
plex formation were comparable to those
of bulk experiments. This is an exam-
ple, where single molecule experiments
do not provide essentially new informa-
tion, but confirm that bulk experiments
provide useful data to understand the sin-
gle molecule process.

4.4
Replication, Transcription DNA Repair and
DNA Mapping

In Sects. 4.1 to 4.3, biophysical studies
were reported. The step to biochemistry or

molecular biology is represented by single
molecule studies on enzymes working on
DNA, particularly polymerases, enzymes
involved in DNA replication and repair.
A second sort of enzymes, endonucleases,
will be discussed separately in Sect. 4.6.
Occasionally, it is single molecule research
that detects the true inherent complexity
of polymerases, the enzyme class that syn-
thesizes RNA from the DNA blueprint.
Individual molecules of RNA polymerase
reveal a surprisingly uniform kinetics, in
contrast to some predictions derived from
protein folding theories, from which sig-
nificant differences were forecasted on
the basis of structural heterogeneity. Ob-
viously, evolution has selected, from the
variety of possible structures, only those
that reveal optimal function. Such a poly-
merase does not polymerize the RNA
continuously, but pausing can be detected.
When the template DNA molecule is
stretched, this pausing can be modified
and thus, studied in more detail. In a sim-
ilar way, it has been shown that the rate
of DNA replication slows down when the
DNA molecule is stretched with a force
of up to 20 pN. Above this force, replica-
tion completely ceases. In order to observe
reactions combed DNA can also be used,
that is, DNA stretched on the surface of
a microscope slide. Topisomerases, that
is, enzymes that are involved in the un-
winding of DNA have been studied on
a single molecule basis by Strick et al.
and Dekker et al., nucleotide excision re-
pair by Segers–Nolten. The question of
how enzyme molecules find DNA and
keep contact during catalysis is of major
importance for maintenance and replica-
tion of the genome. The binding domain
of Tc3 transposase, for example, when
stained with the fluorescence dye tetram-
ethyl rhodamine (TMR) fluctuates between
a fluorescent and a quenched form, when
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bound to DNA Daniel et al. Also, a so
far unsolved or at least heavily disputed
question asks for the mechanism of en-
zymes at work. Jiao et al. have detected, by
time lapse atomic force microscopy, two
modes of target recognition between the
tumor suppressor protein p53 and a DNA
fragment containing a recognition site for
this protein: direct binding and initial
nonspecific binding with subsequent one-
dimensional diffusion of the protein along
the DNA to the specific site. Even more
important, polymerases or nucleases work
on long DNA molecules, repeating a cat-
alytic step many times. Polymerases have
to add nucleotides step-by-step, nucleases
have to remove or cut them. The question
is then, for how many steps an enzyme
molecule repeats this task, that is, how
long does it stay attached to the individual
DNA molecule. This has been discussed
under the aspect of processivity. A num-
ber of these questions have been solved
with ingenious interpretations of bulk ex-
periments, but the final answer can only
be obtained by direct observation of sin-
gle molecule reactions. Harada et al. have
shown in real time how a RNA polymerase
molecule proceeds along a stretched DNA
molecule for approximately 1 µm. In these
studies, the DNA molecule remained un-
stained and the enzyme molecule was
fluorescence labeled, so that one could ob-
serve a fluorescent spot running along an
invisible linear track. In a similar study,
however, with restriction endonucleases,
the opposite strategy was employed: The
DNA molecule was fluorescence labeled
and the action of the enzymes was ob-
served by the cuts they induced. Since, the
cuts in Fig. 2 are temporarilly consecutive,
(see time at the bottom of each figure) one
can conclude that one enzyme molecule
remains attached for several micrometers
and induces sequentially all visible cuts.

4.5
Single Molecule DNA Sequencing

Probably, one of the most exciting potential
applications of single molecule research
is the sequencing of DNA. The idea was
fostered by the early success to observe the
enzymatic degradation of the molecule.
Unfortunately, full single DNA molecule
sequencing, after a decade of research and
even after human genome sequencing
has been completed, has not lived up
to its promises. The principle idea is
straightforward: Using an exonuclease,
which digests DNA from one of its end
base by base, a flow of single nucleotides
through a detection volume is generated.
By identification of the sequence of
the single individual DNA bases flowing
through this volume, the sequence of
the DNA macromolecule, held in position
by optical tweezers or an AFM tip, can
be determined. Two problems have so
far hampered this approach. As for all
other optical detection techniques in single
molecule research, fluorescence is needed.
Unfortunately, at room temperature, DNA
bases reveal a notoriously low fluorescence
yield, four to five orders of magnitude
lower than typical fluorescence dyes that
have an yield of some ten percent. A few
attempts to work in the cold at nitrogen
or even helium temperatures have so far
not been successful, since the digestion-
enzyme reaction has to be performed at
room temperature while detection has
to be performed in the cold, and the
sharp change of temperature has so far
not yet been managed. The alternative,
to attach sequence-specific fluorescence
dyes, is exceedingly more difficult than
in the examples described above, since
for DNA sequencing, each DNA base
has to be labeled and the overall yield
of labeling has to be 99.9% in order to
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Fig. 2 Cutting of a single ‘‘lambda phage’’ DNA
molecule, which is held by optical tweezers, into
a sequence-specific pattern, The DNA molecule
is stretched by hydrodynamic flow, otherwise it
would collapse into a globular structure. The Eco
R1 molecule attaches with highest probability
‘‘downstream,’’ which can be explained by a
geometric shadow effect. Then it searches for it’s
first recognition sequence and cuts. It remains

on the molecule and continues to search until all
five restriction sites are consecutively cut. Cases
in which the enzyme molecule binds not
absolutely downstream, and cases in which the
enzyme molecule falls off with the DNA
fragment are also observed but represent the
minority of events.

be competitive with conventional DNA
sequencing. The labeling reaction has to
be template directed, that is, to be a sort of
DNA amplification. Once such a reaction
is required, one can, however, easily
amplify the single DNA molecule a million
times and they perform conventional
sequencing. The latter strategy indeed
has been successful and is occasionally
referred to as single molecule DNA

sequencing. The original approach of
direct sequencing, however, has remained
just a concept.

4.6
DNA Analysis by Mapping and Restriction
Fragment Sizing

In the mapping of individual DNA
molecules, megabase-sized DNA mole-
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cules are stretched and attached to the
surface of a microscope slide and short
kilobase-sized fluorescent DNA molecules
are bound (hybridized) in a sequence-
specific manner to the long target DNA.
Such a mapping can also be combined
with two-photon imaging. One will
find a fingerprint-like sequence-dependent
pattern of fluorescence spots. For the
preparation of a large number of target
molecules, molecular DNA combing has
been developed, a technique in which
many DNA molecules are stretched and
paralleled by the receding meniscus of
an evaporating microdroplet. Combed
DNA can be used for mapping of a
large number of parallel molecules. These
authors could quantify the number of
single gene copies on genomic DNA. A
fluid flow technique, similar to the one
described in the preceding section, has
been used to characterize DNA fragments
after application of ionizing radiation. The
fragments are flowing away and can be
quantified in a distant observation volume

as fluorescent bursts. Anazawa et al.
have presented a study on electrophoretic
quantification of single DNA molecules,
and Foquet et al. have performed
fragment sizing in submicrometer sized
fluidic channels. Fragment sizing can,
however, also be used to get sequence
information and thus to characterize
individual DNA molecules. As in
sequencing, the individual DNA molecule
is held in position by optical tweezers
and is stretched hydrodynamically or
electrostatically. Then the molecule is
cut into different fragments by sequence-
specific restriction endonucleases, quite
similar as it is done in bulk DNA typing
to solve, for example, criminal cases or
to perform paternity tests. The fragments
have sizes that reflect the sequence of the
individual DNA molecule.

Probably, the most detailed study uses
nonspecifically labeled DNA and is a con-
tinuation of the basic study on sliding and
hopping described in Sect. 4.4. Figure 3
shows, for DNA from the bacteriophage
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Fig. 3 Determination of the size of the
restriction fragments: The fluorescence of the
fragment is set in relation to the fluorescence of
the whole molecule and then multiplied with the
length of the latter, 48, 502 bp(red). The green

columns are the values expected theoretically on
the basis of the sequence of the molecule and
the recognition sequences of the two enzyme
molecules used, Eco R1 (left) and Sma 1 (right)
(See color plate p. xxv).
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Lambda, the sizes of the DNA fragments
detected by this approach (green columns)
as compared to the sizes expected from
the sequence. The accuracy of individual
fragment sizes is lower but comparable to
those from conventional bulk experiments
using 10–15 orders of magnitude more
molecules. Individual DNA molecules can
be safely characterized.

A particularly original strategy for DNA
restriction uses unzipping of the double-
stranded DNA molecule. If the two strands
of a double-stranded DNA molecule are
pulled apart with AFM tips, force is
needed. At positions where restriction
endonuclease molecules are bound to
their recognition site on the respective
DNA molecule, the force required abruptly
increases and then decreases. This pattern
of force peaks can be used to assemble
a restriction pattern with an accuracy of
approximately 25 bp.

5
Summary and Outlook

Single molecule techniques are now fully
developed and used in the study of biologi-
cal macromolecules. Since biomolecules
have their own individuality, single
molecule research is more than just a
tremendous increase in sensitivity of 10
orders of magnitude. It opens the door to
study the full width of variability in the
living world.
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Schmidt, T., Schütz, G.J., Baumgartner, W.,
Gruber, H.J., Schindler, H. (1996) Imaging of
single molecule diffusion, Proc. Natl. Acad. Sci.
U.S.A. 93, 2926–2929.

Schuster, J., Cichos, F., Wrachtrup, J., von
Borszyskowski, C. (2000) Diffusion of single
molecules close to surfaces, Single Mol. 1,
299–305.

Seeger, S. (1998) Single molecule fluorescence:
high performance molecular diagnosis and
screening, Bioforum 4, 179–185.

Segers-Nolten, G.M.J., Wyman, C., Wijgers, N.,
Vermeulen, W., Lenferink, A.T.M., Hoeijmak-
ers, J.H.G., Greve, J., Otto, C. (2002) Scanning
confocal microscopy for single molecule anal-
ysis of nucleotide excision repair complexes,
Nucleic Acids Res. 30(21), 4720–4727.

Seisenberger, G., Ried, M.U., Endreß, T., Bün-
ing, H., Hallek, M., Bräuchle, C. (2001) Real-
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Autosampler
Automatically takes sample from the PCR plate, places the sample in the injector valve,
and injects the sample into the mobile phase flowing to the column.

Chromatography
Literally ‘‘color writing,’’ a term describing a separation technique that occurs on the
basis of the difference of interaction of sample components with two phases: a
stationary phase or a column and liquid mobile phase or eluent, sometimes called
HPLC or high performance liquid chromatography.

Column
Typically a tube of sorts that contains the stationary phase or column packing of a
chromatographic system, usually consisting of nonporous, polymer-based particles
chemically bonded with a C18 chemical functional group.

Detector
One of the basic components of a DNA chromatographic system; responsible for
providing the presence and amount of separated sample components as they pass
through the flow cell.

Eluent
Another term for the mobile phase used to carry out a separation.

Gradient Elution
An HPLC procedure where the composition of the mobile phase increases in strength
during the separation; a typical example is where the mobile phase starts out as water
with a low concentration of acetonitrile and more acetonitrile is added continuously as
the separation proceeds – increasing the amount of acetonitrile in the eluent makes it
stronger, and sample bands leave the column sooner.

Fluorescence Detector
Device using excitation light to induce fluorescence of tagged nucleic acids as they
elute from the column; advanced fluorescence detectors may excite and detect up to
four different tags simultaneously.
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Ion Pair Chromatography
A chromatographic method in which the sample ions are ‘‘paired’’ with the opposite
charged agents, thus forming a neutral ion pair and allowing the sample to be retained
on a nonpolar, reverse phase column.

Mass Spectrometry Detector
A chromatographic detector in which sample components are ionized and resolved on
the basis of their mass to charge (m/z) ratio because of their behavior in electric and
magnetic fields.

UV Detector
The most popular form of detector used in DNA chromatography based on the absorption
of UV light by the nucleic acid fragments typically allows operation at any wavelength
from 190 nm to near 380 nm, with the most popular setting at 260 nm (or 254 nm) for
single wavelength detectors.

� DNA chromatography is the high performance, automatic separation, and
purification of nucleic acids by liquid chromatography. It is an analytical technique
not widely understood nor widely used by the molecular biologist, but has
tremendous power.

The needs in molecular biology science are changing rapidly. In order to
understand and ultimately control the molecular basis of life, complex experiments
must be designed and large numbers of samples must be analyzed. Stated differently,
the molecular biologist must become more analytical. New analytical tools must be
implemented, and analytical information must be generated and studied.

Because of the inherent analytical nature, DNA chromatography has the potential
to become one of the leading analytical tools used by the molecular biologist.
Fortunately, the technology and methods have been designed so that it is not
necessary for a molecular biologist to become an analytical chemist in order to
perform the work. However, it is necessary to understand some of the concepts
that are the basis of the technology and to understand where and how it can be
implemented. It is the intent of the authors that this article should help molecular
biologists how to use DNA chromatography effectively in their research.

1
General Overview

1.1
Historical Review and General Applications

The knowledge base of molecular biology
has been built upon the use of analytical

tools. The success of any particular tool
depends on how well it can perform
its analytical function – for example, is
the tool and method accurate, fast, and
reproducible, and does it perform the
task that is needed? One of the mainstay
tools used in molecular biology is the
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separation, quantification, and purification
of nucleic acids.

Chromatography or high performance
liquid chromatography (HPLC) is a col-
umn technique where samples are in-
troduced to one end of the column and
are separated as they are carried through
the column by a fluid (the eluent) be-
ing pumped through it. The separation
is monitored with a detector, and sepa-
rated materials are collected if desired. A
special variation of the chromatographic
method is DNA chromatography, where
large quantities of nucleic acid fragments
can be introduced, separated, detected,
purified, and collected through computer-
controlled instrumentation. The collected
DNA may be used for downstream pro-
cessing techniques such as cloning, PCR,
or sequencing.

With the introduction of high perfor-
mance columns, modern DNA chromatog-
raphy separations were achieved. This
technology has been applied to a wide vari-
ety of applications, including quantitative
PCR product analysis, cloning purifica-
tion, RNA analysis and purification, viral
diagnostics, short tandem repeat analy-
sis, population analysis, primer extension,
pooling of genomes to determine allele
frequency, and many other applications.

Early nucleic acid separations have
been described by J. Thompson in re-
view articles. The fundamental technology
leading to modern DNA chromatography
was first described by Guenther Bonn,
Christian Huber, and Peter Oefner in
1993. They showed a new nonporous,

alkylated polymer column that provided
rapid, high-resolution separations of both
double-stranded and single-stranded DNA
and were performed usually in less than
10 min, and, in many cases, single base
pair resolution was achieved. Figure 1
shows an example of a separation of
double-stranded DNA.

Ion pairing, reverse phase chromatog-
raphy is the basis for most DNA chro-
matography technology and applications.
An alkylammonium salt is added to the
eluent, and this forms neutral ion pairs
when a DNA sample is introduced into
the HPLC instrument. An eluent gradi-
ent of an acetonitrile solvent separates
the DNA fragments with the smaller frag-
ments coming off the column first and
then larger fragments eluting off the col-
umn and traveling through the detector.

Bonn and coworkers showed that the
DNA separations were performed gener-
ally according to the size of the fragment,
just as they do in gel electrophoresis. For
double-stranded DNA, the particular se-
quence does not contribute to the retention
of the fragment. Figure 2, taken from their
work, demonstrates this with a plot of re-
tention time versus fragment size for a
number of different fragments. Various
plasmids were digested with a number of
different enzymes so that a mixture of
DNA fragments was generated. Since the
sequences of the plasmids are known, the
effect of DNA sequence on their elution
time can be shown. In the plot, all of the
retention times of the various fragments
fall on a line drawn through the data. This

Fig. 2 The capacity factors of various plasmid digest fragments are plotted according to size. The
fragments have different sequences, but are separated according to their size using a DNASep

column 50 × 4.6 mm. Eluent and Gradient: A: 0.1 M TEAA; B: 0.1 M TEAA, 25% acetonitrile, 0 to
100% B in 30 min., 1.0 mL/min flow rate, UV detection at 254 nm (data from Huber, C.G., Oefner,
P.J., Bonn, G.K. (1993) Rapid analysis of biopolymers on modified non-porous polystryrene-
divinylbenzene particles, Chromatographia 37, 653–658.)
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shows that the retention of DNA is depen-
dent on fragment size, and is independent
of fragment sequence. However, the selec-
tivity of the separation of single-stranded
DNA is based on both size and fragment
sequence (i.e. some size reversals can oc-
cur in the separations).

A key development of modern DNA
chromatography was performed by Gjerde,
Haefele, and Togami, where they showed
the detrimental effect of metal contam-
ination and other contamination on the
performance of the DNA separations.
Without this development, reproducible
and predictable separations of DNA could
not have been performed and a com-
mercial column could not have been
developed. Furthermore, it was shown
that a variety of polymer-based and silica-
based columns could be used for DNA
separations as long as they had good
transport kinetics for the large nucleic
acid biomolecules (i.e. the column packing
should not trap the large biomolecules),
and, most importantly, were free of metal
contaminants or could be cleaned with an
(chelating) additive in the eluent. Require-
ments of the column and system to be
free of contamination are more critical for
double-stranded DNA separation than for
single-stranded DNA separations.

In 1996, Oefner and Underhill extended
DNA chromatography with the invention
of denaturing HPLC. By controlling the
column temperature of DNA chromatog-
raphy column, they demonstrated that
DNA chromatography possessed unique
properties, enabling the separation of
double-stranded DNA based on its relative
degree of helicity. Heteroduplex DNA has
a lower melting point than homoduplex
DNA. This technique is called denatur-
ing high performance liquid chromatogra-
phy (DHPLC). In short, they developed
a method of DNA chromatography that

is analogous to denaturing gradient gel
electrophoresis (DGGE).

Many of the newest RNA and DNA
applications of DNA chromatography have
been performed by David Hornby and
coworkers, and are described in Sect. 2
of this article.

In addition to these application develop-
ments, there have also been developments
in separation media for DNA chromatogra-
phy. Investigators have recently developed
columns that are not made from packed
beads (as in standard columns), but are
rather made of a single polymer struc-
ture that extends the entire length of
the column – thus giving them their com-
mon moniker of ‘‘monolith columns.’’
The polymer structure possesses so-called
‘‘through-pores’’ that allow sample eluent
to pass through, which are analogous to the
spaces between the beads in a standard col-
umn. For the separation of biopolymers,
Horvath and coworkers applied this type
of polymeric column for the separation
of proteins, while Huber and coworkers
have shown these types of columns to pro-
vide excellent separation of nucleic acids
for mass spectrometric detection. These
columns have also been referred to in the
section on DHPLC.

1.2
General Principles

1.2.1 Overall System
This section discusses the principles of
DNA chromatography. While instrumen-
tation is important, the key to the separa-
tion process is the chemistry that occurs
within the column (the stationary phase)
and eluent (the mobile phase).

DNA chromatography employs the
following:

1. An efficient column with as high a
resolving power as possible.
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2. An eluting solvent or eluent that
provides reasonable separation of the
mixture.

3. A column/eluent system that attains
equilibrium quickly so that peak broad-
ening due to slow chromatography
kinetic interaction rates is eliminated
or minimized.

4. Elution conditions such that retention
times are in a convenient range –
neither too short nor too long.

One major difference between chro-
matography and electrophoresis is the
use of gradient elution in chromatogra-
phy. The content of the fluid (eluent) that
is pumped through the column can be
changed in real time as the separation is
proceeding. This is called a gradient process,
whereby the ‘‘strength’’ or ‘‘eluting power’’
of the eluent is increased as the separation
is developed. Small fragments are eluted
first and then the organic solvent is in-
creased and larger and larger fragments
are eluted. The time required for the entire
separation depends on the ‘‘eluting pro-
gram’’ that is employed. A rapid increase
in the stronger eluent will elute the frag-
ments faster. However, if a rapid program
is used, a separation with a lower reso-
lution of peaks could result. Conversely,
a slow gradient process will produce the
highest resolving conditions and greatest
separation of peaks. However, this carries
the penalty of a longer separation time.
If the DNA chromatographic system is
well designed and a high-efficiency col-
umn is used, then rapid gradients will
produce suitable and useful separations.
Conversely, electrophoresis must rely on
the conditions selected for the entire sep-
aration. The resolving conditions are not
changed once the run is initiated; thus,
whatever conditions were first selected
must be used for the entire process.

Another advantage of DNA chromatog-
raphy is the ability to detect the DNA
fragment without fluorescence detection.
Tags need not be used and the frag-
ments may be detected directly at the
subnanogram level by UV automatic de-
tection. Of course, fluorescence detection
could also be used provided fluorescent
tags are added to the DNA in the PCR
amplification. Alternatively, a fluorescent
tag can be added as an intercalating dye.
Use of this detection method decreases the
amount of DNA that can be detected by a
factor of 10 to 100 (or even 1000 in some
reported cases).

Figure 3 shows a block diagram of the
general components of a DNA chromatog-
raphy instrument. The components are as
follows: a supply of eluents or buffers (also
called the mobile phase), an eluent degasser
to remove dissolved oxygen, carbon diox-
ide and nitrogen from the fluid, a high
pressure pump (with pressure indicator)
to deliver the eluent or mobile phase, an
autosampler, including syringe and sam-
ple valve, for introducing sample into the
eluent stream and onto the column, a col-
umn (also called the stationary phase) to
separate the sample mixture into the in-
dividual components, an oven to contain
the column and control the temperature
of the nucleic acids, a detector to measure
the peaks or bands of the nucleic acid frag-
ments as they elute from the column, an
optional fragment collector to collect any
particular fragment of interest, and a data
system for collecting and organizing the
chromatograms. A computer controls the
instrument through software that is used
to develop and implement analytical meth-
ods for each set of samples. The software
guides the user to calibrate the instrument
and to develop the appropriate and opti-
mum methods, depending on the analysis
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Fig. 3 Block diagram of a DNA Chromatograph.

being performed and whether fragments
are to be collected.

Unlike electrophoresis gels that are
used only once, the chromatographic col-
umn is used for several hundred or
even thousands of injections before it is
replaced. The eluent is pumped contin-
uously through the column. Periodically,
samples are injected and separated. A par-
ticular mix of eluent strength is used
for each separation depending on the
sample type (fragment sizes) and the de-
sired separation.

The columns are packed with beads that
provide the basis for the separations. Most
column packings are beads approximately
2 µm in diameter, functionalized with a
hydrophobic, neutral C18 alkyl group or
they are functionalized with quaternary
ammonium groups, which serve as the
sites for an anion exchange process.
A popular trademark name for this
material is called DNASep column and is
supplied by Transgenomic, Inc., Omaha,
NE. Another older type of column material

is an anion exchanger available from
a number of manufacturers, including
Dionex, Inc. Sunnyvale, CA, and Tosoh
Corporation of Japan. Although most of
the recent work has been performed with
neutral reverse phase materials, anion
exchange is still used, especially for the
separation of short, single-stranded DNA.

1.2.2 Column Protection
Column protection not only extends the
useful life of the separation column,
but proper protection of the separation
column can also result in more reliable
analytical results over the lifetime of
the column. Dirty columns can show
broad and, sometimes, even split peaks.
The most common protection is the
use of in-line filters located directly in
front of the separation column. Material
that would normally be trapped and
would contaminate the separation column
instead gets trapped by the filter. In-line
filters are quite inexpensive and should
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be changed frequently – at least every 2 to
3 weeks and sometimes much more often.

Another method to protect the system
from metal contamination is to add small
amounts (i.e. 0.1 mM) of tetrasodium
EDTA to the mobile phase. This can be
done without significant changes to the
chromatography; however, this can affect
removal of the solvent in nucleic acid
material collected from the column to be
used in further processing.

1.2.3 Use of the Column Oven
and Temperature Modes of DNA
Chromatography
The oven controls the temperature of the
fluid entering the separation column. This
includes not only the eluent but also the
sample that is injected into the system.
Temperature of the fluid can be thought
of as an additional reagent used in the
separation and analysis of nucleic acids.
This is best described in the three modes
of operation of analysis: nondenaturing
mode, partially denaturing mode, and fully
denaturing mode.

Nondenaturing mode The breaking of hy-
drogen bonds of double-stranded DNA
through increasing the temperature is
called melting. The temperature at which
this occurs depends on the strength of
the hydrogen bonding and the environ-
ment around the DNA. Higher salt and
buffer content will raise the melting tem-
perature. Also, DNA adsorbed onto a solid
surface, such as column packing material,
will require higher temperature to melt
the DNA. Conversely, the presence of an
organic solvent such as acetonitrile will
lower the melting temperature. The effect
is increased with increasing concentra-
tions of the solvent. In the nondenaturing
mode, high enough temperature is chosen

to lower eluent viscosity (and therefore col-
umn back pressure), but not so high that
denaturing occurs. The normal tempera-
ture of operation is 50 ◦C.

Partially denaturing mode The use of par-
tially denaturing mode is discussed in the
section on DHPLC. Mutations are detected
through a heteroduplex detection process.
Under this mode, differences in melting of
double-stranded DNA are detected because
increased melting decreases the retention
time of the fragment. The temperature
is chosen depending on the sequence
and the melting of the fragment being
analyzed. Typically, oven temperatures be-
tween 54 and 72 ◦C are used. The method
has been called a difference-detecting en-
gine because it detects the presence of a
heteroduplex regardless of the sequence
being studied.

Fully denaturing mode Single-stranded
DNA and RNA may contain secondary
structure due to complementary se-
quences within its own fragment. If por-
tions of sequences are complementary, the
fragments may fold back on themselves
through the formation of intramolecular
hydrogen bonds, giving several different
possible structures for the same fragment.
The presence of these secondary structures
is uncertain and nonreproducible and will
lead to peak broadening if they occur. In-
creasing the temperature can break up the
hydrogen bonding and therefore reduce
some or perhaps most of the secondary
structure. An example of this behavior
is the separation of an RNA ladder at
40 and 75 ◦C, where the chromatographic
peaks of the RNA become sharper and
more uniform with increasing oven tem-
perature because of the reduction of RNA
secondary structure.
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1.2.4 Detection
One of the great strengths of DNA chro-
matography over capillary and slab gel
electrophoresis is that UV detection can
be used without any previous modifica-
tion of the nucleic acid. No tagging is
necessary for separation and purification
of nucleic acids. Still, fluorescence has its
strengths, and, for general R&D purposes,
many researchers use UV and fluores-
cence detectors simultaneously. They are
connected in series with UV detection first,
followed by fluorescence detection. How-
ever, if only one detector were available for
an instrument, the general UV detector
would be the detector of choice.

Coupling to ESI-MS provides informa-
tion about the size of the DNA fragment
and allows a confident identification and
characterization.

2
New Applications of DNA Chromatography

2.1
Analysis Using Enzymatic Site-specific
Cleavage

Contemporary molecular biology has
emerged through the integration of ge-
netics, biochemistry, chemistry, and bio-
physics, and centers on the metabolism
of nucleic acids. In experimental terms,
the development of our understanding of
nucleic acid synthesis, degradation, modi-
fication, and expression has relied heavily
upon nucleic acid separation, isolation,
and detection methods. By far, the most
widely used method for nucleic acid sep-
aration is gel electrophoresis. However,
gel electrophoresis presents problems of
quantification and is difficult to use in a
preparative mode.

One of the fundamental steps in the
analysis and characterization of genomic

DNA and in molecular cloning is the enzy-
matic, site-specific cleavage and detection
of DNA using restriction endonucleases.
Type II restriction endonucleases cleave
DNA at specific sites that are usually
palindromic and typically recognize be-
tween 4 and 8 bp. With careful choice
of the eluent, DNA chromatography can
be used to separate fragments generated
from such reactions that are up to 1000 bp
in length. An example of the use of DNA
chromatography in the preparative separa-
tion of restriction fragments for molecular
cloning has been described by Matin and
Hornby. When the linear ‘‘chromosome’’
of bacteriophage φX174 is hydrolyzed to
completion by HaeIII, a series of DNA
fragments are produced ranging in size
from 72 to 1353 bp. Separation of these
fragments by DNA chromatography un-
der nondenaturing conditions yields the
chromatogram shown in Fig. 4.

Clearly, in view of the ease with
which chromatograms can be analyzed
quantitatively, DNA chromatography can
be made in the analysis of the kinetic
and chemical mechanisms of restriction
enzymes and nucleases in general. This
experimental approach has been widely
used in the study of mechanistic diversity
amongst restriction endonucleases, but
has until now relied on electrophoretic
separation and the use of tritiated plasmid
DNA to provide accurate quantitative data;
such experiments are greatly facilitated by
DNA chromatography.

2.2
DNA Methylation Analysis

Following biological replication, DNA
may become modified by methylation,
extended by the action of telomerase,
damaged by alkylation, interrupted by re-
combination, or mutated by erroneous
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Fig. 4 Size-based separation of bacteriophage φX174 DNA following
restriction digestion with HaeIII (the numbers above the peaks
indicate fragment sizes in base pairs).

repair. This intrinsic plasticity of the
genome contributes to the phenotype of
a given cell or tissue and paves the way
for evolutionary change. Therefore, there
has been substantial interest shown in the
molecular processes that lead to these and
other DNA modifications. For example,
the phenomenon of genomic imprinting
and some aspects of developmental gene
regulation are intimately associated with
region-specific cytosine methylation.

Single nucleotide methods have recently
been introduced in order to identify those
specific cytosines that undergo methy-
lation and demethylation in vivo. Such
methods are generally based on the dif-
ferential susceptibility of methylated and
unmethylated cytosines to sodium bisul-
fite (Bis) mediated deamination. Following
differential deamination, those bases that
were originally methylated remain as Cs,
and those that were unmethylated become
Us. In the final stage of analysis, which typ-
ically involves PCR amplification, methy-
lated C:G base pairs are retained in the
PCR product, while unmethylated C:G
base pairs are converted to T:A, and nu-
cleotide sequence analysis provides a facile
method of distinguishing the two.

Although deamination of cytosine pro-
ceeds at a significantly greater rate than

deamination of the corresponding methy-
lated form, the reproducibility of the
method is often unsatisfactory and ‘‘sta-
tistical’’ (i.e. the same fragment must
be analyzed more than once to establish
a consensus). Still, with proper controls
bisulfite sequencing has become the ac-
cepted approach to the robust analysis of
the methylation status of a given genomic
segment. DNA chromatography can pro-
vide a rapid means of evaluating the
outcome of a deamination reaction. Thus,
the deamination of a specific cytosine
in the oligodeoxynucleotide homoduplex
containing the sequence GAATTC (an
EcoRI restriction site) can be assessed by
the outcome of an EcoRI restriction en-
donuclease reaction as a function of the
rate of a bisulfite deamination reaction. If
bisulfite deamination is 100% successful,
there will be no cleavage of the site since
the sequence GAATTU is not a substrate
for the enzyme; incomplete deamination
is manifested by the appearance of two
short duplices. Figure 5 shows the suc-
cessful outcome of a bisulfite-mediated
deamination reaction together with those
species expected if deamination is in-
complete. This quality control experiment,
which is much easier to quantify by chro-
matography than electrophoresis, can lead
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Fig. 5 Indirect monitoring of bisulfite (Bis)-mediated deamination of
cytosine containing DNA duplices. An oligodeoxynucleotide duplex
containing a unique, asymmetrically positioned EcoRI restriction site
(GAATTC), was digested with an excess of EcoRI before (labeled CG) and
after (CG after Bis) bisulfite deamination. As a control, a duplex, in which the
EcoRI site was mutated to GAATTT (labeled TG) to mimic deamination, was
also subjected to denaturing DNA chromatography. By linking restriction
endonuclease susceptibility to deamination, this set of DNA duplices can be
used to evaluate the outcome of any deamination reaction in a quality
control manner. The deaminated strand is clearly distinguished from the
cleaved species.

to a significant improvement in the re-
producibility of bisulfite reactions when
carried out in parallel with deamination
reactions on PCR products. This can be
important given that the variation in ge-
nomic DNA preparations and in the quality
of the bisulfite reagents militate against
reproducibility. DNA chromatography in
conjunction with bisulfite deamination is
well suited to the investigation of DNA
methylation. Indeed, recent applications
of DNA chromatography for the analysis
of genomic DNA methylation have been
reported that offer an alternative to con-
ventional nucleotide sequencing.

2.3
Phosphorylation Analysis

DNA chromatography represents a generic
platform for many aspects of nucleic
acid enzymology as exemplified below
by assays polynucleotide kinase. How-
ever, this approach is not confined to
this reaction. Indeed, the ability to per-
form a variety of nonradioactive assays
with throughput times of 10 min per
sample in conjunction with in-line data
analysis software represents a new di-
rection for DNA chromatography. For
example, polynucleotide kinase catalyzes
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the transfer of a phosphate group from
ATP to the 5′-OH of DNA, RNA, and
nucleoside 3′-monophosphates. The en-
zymatic phosphorylation of 3′ hydroxyl
groups of synthetic oligodeoxynucleotides
has widespread application in experimen-
tal molecular biology. For example, the la-
beling of oligodeoxynucleotides as probes
for identification of target sequences by
hybridization is a key technique in molec-
ular cloning. The addition of 32P-labeled
phosphate groups to oligodeoxynucleotide
sequences using polynucleotide kinase is
a common method for creating these
labeled probes. Assessment of the pro-
portion of probe that has been labeled
and separation of the labeled probe from
the unlabeled substrate duplex (or sin-
gle strand) is normally not undertaken
owing to the difficulty of carrying out
such procedures.

This subtle ionic difference between
phosphorylated and unphosphorylated

DNA is readily resolved by DNA chro-
matography when the nucleic acid frag-
ment is less than 50 bases in length.
This can be demonstrated by separat-
ing the product from the substrate in
a reaction containing an unphosphory-
lated oligodeoxynucleotide and polynu-
cleotide kinase. Figure 6 shows the effects
of phosphorylation of a single-stranded
oligodeoxynucleotide upon retention time
following DNA chromatography. Phos-
phorylation of the oligodeoxynucleotide
reduces the retention time of the modi-
fied DNA, owing to the addition of the
polar phosphate group, which diminishes
the net hydrophobicity of the DNA. These
data are readily corroborated by mass spec-
trometry. This particular application of
DNA chromatography demonstrates not
only the utility in molecular biology but
also presents, for the first time, a rapid as-
say method for exploring the biochemical
properties of polynucleotide kinases.
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Fig. 6 The use of DNA chromatography in the resolution of differentially
phosphorylated oligodeoxynucleotides under denaturing conditions. The
difference in polarity between the two species is clearly sufficient to resolve
the strands, which may be up to 50 to 100 nucleotides in length.
Confirmation of the products was obtained by mass spectrometry, which is
a powerful complementary technique to DNA chromatography since the
eluted material is ideal for mass spectrometry.
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2.4
Footprinting

The regulation of expression and the
introduction of structural modifications to
the genome rely on proteins that bind
to specific DNA sequences or structures.
The understanding of how such proteins
recognize their binding sites in the midst
of a plethora of similar sequences in the
genome is an important step to understand
such processes at the molecular level.
Over 30 years ago, Galas and Schmitz
introduced an elegant method called
footprinting to determine the contacts
between a specific DNA duplex and
a protein.

Standard footprinting reactions involve
the binding of a protein to radioactively la-
beled DNA, containing the sequence that
the protein recognizes. This complex is
then digested either enzymatically using
DNase I or chemically using hydroxyl rad-
icals. The regions of the DNA molecule
covered by the bound protein are pro-
tected from digestion while the rest of
the DNA backbone undergoes cleavage.
The products of the reaction are then sep-
arated using electrophoresis; the extent of
digestion can then be quantified by further
analysis of the gel. A blank region on the
autoradiograph is called the footprint and
this corresponds to the site of the protein
binding to the DNA.

Modifications to the standard footprint-
ing reaction that allow the reaction prod-
ucts to be analyzed by DNA chromatogra-
phy include the use of fluorescently labeled
DNA. One of the strands of the duplex
contains a 5′-fluorescent group introduced
during the synthesis of the DNA. This facil-
itates the analysis of the cleavage products
with the aid of a fluorescence detector
at the appropriate wavelength(s). Analy-
sis of the footprinting products is rapid

with run-times of approximately 30 min
for each sample. Direct quantification of
the cleavage products is performed using
peak evaluation software. The analysis of
a protein–DNA interaction using hydroxyl
radical footprinting is exemplified here by
the interaction between the RuvA compo-
nent of the bacterial resolvasome and a
synthetic four-stranded Holliday junction.

Before discussing footprinting data, it
is necessary to consider the choice of ion
pair reagent and the methodology associ-
ated with ‘‘phasing’’ the footprint; that is,
relating the chromatogram obtained in the
presence of the protein to the nucleotide
sequence of the DNA duplex. The use
of tetrabutylammonium bromide (as the
ion-pairing reagent) with DNA chromatog-
raphy is essential for the (almost or near)
size-dependent separation of fluorescently
labeled DNA. This regime removes the
influence of the hydrophobic fluorescent
group and any residual sequence-specific
effects. The sequencing reactions per-
formed involve an express protocol for
the generation of a ‘‘GA ladder’’. This
method does not provide complete se-
quence information; instead, it produces
cleavage at every G and A residue within
the oligodeoxynucleotide strand. However,
the Maxam–Gilbert sequencing protocol
for complete sequence identification may
also be performed, as the chemistries are
very similar. Simultaneous nucleotide se-
quencing is required to allow complete
identification and phasing of all the peaks
in the footprinting reaction. The foot-
printing reaction can generate over 40
chromatographic peaks, and it is impor-
tant to correctly identify each peak (which
can often be difficult in the presence of
an injection and salt peaks at the start
of a chromatogram). Overlaying the GA
sequence ladder allows complete charac-
terization of the footprinting reaction once
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the sequence of the GA ladder has been
determined. Some small peaks arise in the
sequencing reaction due to small amounts
of cleavage at TA residues; however, these
anomalous products can be minimized by
optimizing the reaction conditions.

The Holliday junction and Holliday
junction-RuvA complexes that had been
subjected to hydroxyl radical cleavage were
analyzed under denaturing conditions at
75 ◦C using DNA chromatography (Fig. 7).
The chromatogram of the hydroxyl radical
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Fig. 7 The comparative analysis of a DNA four-way junction in (a) the absence
of the bacterial recombination protein RuvA, (b) in the presence of the protein,
and (c) a corresponding Maxam–Gilbert G + A reaction. This experiment shows
that hydroxyl radical cleavage is inhibited by the presence of the RuvA protein
(solid line underneath chromatogram c, which is an indirect measure of the
specific bases that are in contact with the protein).
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cleavage products from the Holliday junc-
tion in the presence of RuvA compares
sharply with the cleavage products gener-
ated in the absence of the protein (compare
Figs. 7a and 7b). Using peak analysis
software, the direct quantification of the
cleavage products can be achieved by deter-
mining the areas under the peaks in each
chromatogram. This technique also facil-
itates the identification of the individual
peaks by alignment with fragments from a
GA sequencing ladder (see Fig. 7c). Previ-
ous DNase I footprinting experiments have
shown that RuvA binds to the Holliday
junction, producing a symmetrical foot-
print, extending approximately 13 bases on
either side of the crossover point. Hydroxyl
radical footprinting analysis of the RuvA-
Holliday junction complex using this novel
fluorescent-based analysis determined a
more precise footprint, covering approx-
imately 9 to 10 bases either side of the
crossover point. The results from the hy-
droxyl radical footprinting experiment is
in excellent agreement with crystal struc-
tures of the RuvA-Holliday junction, which
show a tetrameric RuvA extending over 8
bases of the crossover point of the Holli-
day junction.

3
Denaturing High Performance Liquid
Chromatography (DHPLC)

Denaturing HPLC, or what is often
referred to as DHPLC, is the single
most published-upon application of DNA
chromatography. Its growth in popularity
is superbly documented within reviews
dedicated to the topic of DHPLC as a
whole. DHPLC has been used for the
analysis of hundreds, if not thousands,
of different genes within the human and
other genomes for their mutations.

The reason DHPLC has become so pop-
ular is because of the questions it answers.
In short, DHPLC is capable of indicating
whether a genetic sequence up to 1 kb in
length carries any sequence alteration rel-
ative to some reference sequence. There
are a number of reasons for gaining this
type of information, such as the discovery
of anonymous common sequence vari-
ants for performing genetic association
studies, discovery of potential common
functional variants within polygenes, or
screening for detection of disease-causing
mutations within inherited disorders. As
demonstrated by the review articles cited
above, all of these areas have contributed
to the substantial growth in DHPLC’s pop-
ularity and general acceptance.

This section on DHPLC begins by de-
scribing the basis of the technique’s func-
tion and operation. This is followed by
more detailed descriptions of the factors
that must be attended to for successful
DHPLC analyses (such as DNA melting
behaviors and optimization of PCR condi-
tions). A review is given of the milestones
within the development of DHPLC, as well
as introducing recent developments and
special techniques within DHPLC.

3.1
The Basis of DHPLC

DHPLC is based on the detection of het-
eroduplex DNA in the presence of homod-
uplex DNA. A pair of primers is designed
to generate a PCR product that is typi-
cally less than 1 kb in length, which spans
the sequence region of interest. Individu-
als who are, for instance, heterozygous for
a single nucleotide polymorphism (SNP)
have a 1 : 1 ratio of wild-type and mutant
DNA. Heating the PCR product to 95 ◦C
and cooling slowly hybridizes the material
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to form a mixture of heteroduplex and ho-
moduplex species (Fig. 8). In cases where
the individual possesses a mutation in both
alleles, (a homozygous mutation), known
wild-type PCR product is mixed with the
sample PCR material and then the mixture
is hybridized to form the heteroduplex and
homoduplex species.

The heteroduplex contains a physical
‘‘bubble’’ of the two strands at the mutation
site caused by a disruption in the hydro-
gen bonding at the site of the mismatch.
The fundamental process governing the
separation of heteroduplexes from ho-
moduplexes in DHPLC is an increase in
a heteroduplex fragment’s overall single-
strandedness or an increase in polarity of
the fragment, resulting in reduced adsorp-
tion on the separation medium’s surface. A
larger proportion of the hydrophilic ‘‘core’’
of the DNA double helix is available for hy-
drogen bonding to the aqueous component
of the eluent. The heteroduplex more eas-
ily desorbs from the column bead surface
and is solvated by the eluent (as compared
to its less single-stranded, homoduplex
counterpart). At elevated temperature, this
mismatch bubble becomes enlarged rela-
tive to the corresponding homoduplex. If
the temperature is increased too much, all
duplex species will completely melt into
single strands and will not be separated
from each other. Under ideal conditions

(choice of primers, column temperature,
fragment characteristics, etc.), four peaks
will be detected – two each for each du-
plex (Fig. 9). More likely, only two or three
peaks (either partially or fully resolved) will
be detected, thus indicating the presence
of a mutation.

3.2
DHPLC and Its Practice

3.2.1 DNA Melting Fundamentals
Successful practice of DHPLC lies in
understanding and exploiting of DNA
melting processes. DNA melting is a coop-
erative process. An often-invoked analogy
for the description of DNA denaturation is
a line of interconnected, buoyant pontoons
floating on the surface of a body of water.
If one of the pontoons is forced below the
water’s surface, then the others will also be
forced below the surface as a result of their
being interconnected. In other words, the
buoyant bodies are ‘‘cooperatively’’ float-
ing or submerged. In most cases, DNA de-
naturation occurs in much the same way. If
the hydrogen bonding of two base pairs in
the DNA double helix is disrupted as the
result of any particular process (e.g. the
presence of heat, chemical denaturants,
mismatched base pairs, or combinations
of any of these forces), the bases surround-
ing them are correspondingly disrupted

Wild type Mutant Heteroduplices Homoduplices

A T G C A C G T A T G C
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Cool

+

Fig. 8 Two heteroduplex species and two homoduplex species are
formed when a mutation is present.
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Fig. 9 Under ideal conditions, DHPLC will produce a four-peak pattern: two for
each heteroduplex complex and two for each homoduplex. Usually, hetero-
duplices will not be completely resolved, and only a two- or three-peak pattern
will be observed.

and the segment of DNA denatures as a
whole. In other words, the DNA denatures
‘‘cooperatively.’’ The segment in which co-
operative melting occurs is referred to as a
domain and is typically anywhere from 50
to 300 bases in length. Domains that are
rich in G – C nucleotide hydrogen bonding
melt at higher temperatures than domains
that are rich in A – T hydrogen bonding.
The detailed processes that govern the for-
mation of domains, as well as the chemical
processes involved in their melting, have
been described in detail elsewhere.

As discussed, a normal (homoduplex)
fragment is composed of domains that
melt cooperatively at different temper-
atures. The mismatch within the het-
eroduplex will also act in a domain
manner by depressing the melting tem-
perature of the entire domain in which
it resides and not just the sequence in
direct contact with the mismatch site.
Under the correct analytical separation
conditions, the mismatch-containing do-
main within the heteroduplex will be
considerably more denatured than its ho-
moduplex counterpart. As stated above,
this increase in single-strandedness for

the heteroduplex means that its ability
to remain on the surface of the resin
is significantly reduced relative to the
homoduplex. In other words, the desta-
bilizing effect of the base mismatch is
effectively exaggerated or ‘‘amplified’’ as
a result of cooperative domain melting
behavior. Collectively, this gives rise to sep-
aration patterns (chromatograms) that are
largely more complex (either have more
peaks or at least has a much broader peak)
in cases where a mutation is present, com-
pared to when a mutation is not present.

It is possible to select the DHPLC
column oven temperatures without con-
sidering the effects of cooperative domain
melting behaviors. If a homoduplex frag-
ment peak’s chromatographic retention
time is plotted as a function of the column
oven temperature, one will often observe
a well-defined sigmoidal plot. The frag-
ment may have more than one domain
due to the different slopes of the inflec-
tion of the melt curve. However, a plot
of this type usually shows a single curve
extending over the melt region. The user
may choose a run temperature indicated
by the midpoint or multiple temperatures,
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depending on the length and shape of
the curve.

DNA melting predictions DHPLC tem-
peratures can be selected by modeling the
fragment’s melting behavior in advance.
The ability to predict a fragment’s melting
behavior ab initio has more than one bene-
fit associated with it. For one, it is possible
to predict a single set of analytical condi-
tions for mutation detection. In a highly
ambitious study that involved DHPLC
mutation analysis of many hundreds of dif-
ferent fragment sequences, investigators
determined that a single DHPLC analysis
temperature provided 87% mutation de-
tection sensitivity, with no attention being
given to multidomain melting behaviors
or PCR product design whatsoever.

The second benefit associated with
melting prediction is that it provides the
means necessary for obtaining virtually
100% mutation detection sensitivity. As
noted above, a multidomain fragment can
result in less reliable determination of
temperature, since more than one melting
domain can result in a bias to the predicted
‘‘optimum temperature.’’ However, with a
priori knowledge of more than one melting
domain, it is possible to avoid improper
selection of the analysis temperature.
Shown in Fig. 10 are two plots for a
particular sequence 300 bp long. The first
plot shows ‘‘Helical fraction (%)’’ as a
function of ‘‘Temperature.’’ The second
plot shows the melting ‘‘Temperature’’ as
a function of base position, and is well
known to practitioners of DGGE as a ‘‘melt
map.’’
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Fig. 10 Correlation of predicted thermal titration data (shown at the top of
figure) and melt map features (shown at the bottom of the figure).
Predictions performed with WAVEMaker software, Transgenomic,
Omaha, NE.



314 Nucleic Acid Chromatography

These algorithms have been optimized
to predict melting behavior in solution
states different from those commonly ap-
plied in DHPLC. For the purposes of
DHPLC, these predictive algorithms must
be adapted to reflect the presence of ace-
tonitrile (an organic solvent) and triethy-
lammonium acetate (a salt and ion-pairing
reagent) in the separation environment
(a nonpolar surface), since both of these
components have significant effects on
fragment melting behavior. An organic
solvent will decrease the fragment melting
temperature, a salt will increase tempera-
ture, and in the presence of a ion-pairing
reagent, a nonpolar surface will increase
the temperature. The extents to which
these components influence fragment
melting have been described in detail.
DHPLC algorithms of this nature are avail-
able commercially through WAVEMaker

software (Transgenomic, Inc.) or via the
Internet (http://www.insertion.stanford.
edu/melt.html). Once these operations are
performed, it is possible to accurately pre-
dict the analytical conditions required for
complete DHPLC analyses: the analytical
separation gradients are generated, and the
analytical temperature is predicted in the
manner described above. This general pre-
dictive approach to DHPLC analyses has
been validated on numerous occasions.
In summary, it has been shown that this
approach can detect anywhere from 87%
of mutations (single temperature selection
with no fragment or PCR optimization
whatsoever) to 100% of mutations (one or
more temperatures selected with fragment
optimization).

PCR optimization Temperature predic-
tion alone will not always provide con-
ditions that are fully optimized for the
detection of every possible mutation. This
is particularly the case when attempting to

detect mutations located in high-melting
domains within a fragment. This situation
is addressed through PCR primer opti-
mization. In the context of DHPLC, what
is meant by PCR primer optimization is
the selection of primer sequences that give
rise to fragments whose melting charac-
teristics are propitious with respect to the
detection of mutations within a particu-
lar sequence. Of course, any primers that
are optimized for DHPLC must also be
appropriate for PCR amplification.

These points are well illustrated in the
example shown in Fig. 11. These are melt
maps for the same mutation, but with
different primers selected. It is clear from
map #1 that the mutation resides in a low-
melting domain, and that the vast majority
of the fragment (roughly 75%) is unmelted
at the temperature that corresponds to the
domain that possesses the mutation. In
map #2, the mutation also resides in a low-
melting domain, but a smaller proportion
of the fragment (roughly 40%) is unmelted
at the temperature that corresponds to the
domain that possesses the mutation. In
map #3, this proportion is reduced even
further (roughly 15%). Important to note
here is that the fragment size is identical
in each case, and all that varies is the
proportion of unmelted fragment at the
mutation domain’s melting temperature.

Figure 12 shows the consequence of
these differences. The separation shown
in Fig. 12(a) is not only sufficient for
baseline resolution of the heteroduplices
from the homoduplices but also for the
separation of these duplices from one
another. In Fig. 12(b), the resolution is
clearly diminished, but still allows for
highly reliable detection of the mutation.
In Fig. 12(c), the heteroduplex is barely
resolved from the homoduplex. There
still is enough resolution for detection
of the mutation, especially when using
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Fig. 11 Melt maps for the same p53 mutation with different primer locations
selected relative to the mutation location (Gjerde, D.T., Taylor, P.D.,
Haefele, R.M. (2001) Mutation Detection Method, U.S. Patent 6,287,822 with
permission).
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Fig. 12 (a) DHPLC chromatogram of fragment 1 of Fig. 4.5.
(Gjerde, D.T., Taylor, P.D., Haefele, R.M. (2001) Mutation Detection
Method, U.S. Patent 6,287,822 with permission). (b) DHPLC
chromatogram of fragment 2 of Fig. 4.5. (from Gjerde, D.T.,
Taylor, P.D., Haefele, R.M. (2001) Mutation Detection Method, U.S.
Patent 6,287,822 with permission). (c) DHPLC chromatogram of
fragment 3 of Fig. 4.5. (from Gjerde, D.T., Taylor, P.D., Haefele, R.M.
(2001) Mutation Detection Method, U.S. Patent 6,287,822 with
permission).

computer analysis, the detection is clearly
more difficult.

In all three cases, the mutation is sit-
uated in a low-melting domain, which is
why it is successfully detected in all three

cases. However, our degree of analytical
confidence is always greatest when the
resolution for any given mutation is at
its maximum. Therefore, maximization of
detection confidence is achieved through
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Fig. 12 (Continued)

proper primer optimization strategies that
situate a sequence region for scanning
in a low-melting domain with a high
proportion of unmelted sequence adja-
cent to it, which is demonstrated here and
elsewhere. The needs for the level of con-
fidence must always be balanced against
the detection productivity of the procedure.
In other words, maintaining the absolute
highest level of confidence at all times
may necessitate analyzing numerous over-
lapping fragments for the presence of
mutations, whereas fewer fragments can
be scanned when the confidence level need
not be at the absolute highest levels.

Even in cases where the confidence
level can be relaxed, there are still
circumstances where primer optimization
does not yield conditions that allow reliable
mutation detection. This is frequently
the case when the region being scanned

is in a high-melting domain, and no
amount of primer optimization can render
this domain more amenable to mutation
detection (or, the scanned region is in
a high-melting domain, and it is not
possible to move the primer locations).
A common means of overcoming this
situation is the addition of a nontemplate
GC-clamp to one of the primers used
for amplification, which has been shown
to work successfully in DHPLC. By
doing so, one creates an additional high-
melting domain adjacent to the region
being analyzed for mutations. This general
approach has been applied for over a
decade in the context of DGGE, and
is largely compulsory for the successful
application of that technique.

However, in DHPLC, GC-clamps need
only be applied in extreme circumstances
such as those described above.
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The detection of mutations by DHPLC
requires the chromatographic separation
of heteroduplices from homoduplices. The
mutant sequence present in the template is
carried through the PCR amplification pro-
cess, the heteroduplices are subsequently
formed through standard hybridization
protocols, and the separation is com-
menced. While this is a generally straight-
forward procedure, one must always be
on guard for the potential introduction of
confounding artifacts brought about by the
analytical procedure itself. One part of the
DHPLC analytical technique where arti-
facts may be introduced is within the PCR
process itself. PCR-induced mutations or
amplification errors of sample can make
detection of the sample mutations difficult
or even impossible.

Differences in PCR fidelity, and how
they present themselves in the DHPLC
signal profiles, are shown in Fig. 13.
For a given set of amplification condi-
tions with a homozygous template, it is
clear that the nonproofreading AmpliTaq

polymerase results in a significantly

higher relative amount of background
heteroduplices, whereas the proofreading
Pfu and PfuTurbo provide significantly
reduced levels of this background. It
is clear from these examples that the
AmpliTaq-derived signal could lead to
misclassification of the sample being an-
alyzed, whereas this is less likely for
the higher fidelity results. Properly opti-
mized amplifications can minimize the
risk of misclassification with nonproof-
reading enzymes, while proofreading en-
zymes will always minimize the risk posed
by the presence of background heterodu-
plices. The need for the lowest possible
levels of background heteroduplices is
most pronounced when attempting to de-
tect mutant sequences at concentrations
significantly lower than the 50% found in
germline mutation detection situations.

3.2.5 Other DHPLC Recommendations
There is a strong need within DHPLC
to have a system that is substantially
free of any extraneous metal contamina-
tion. Any free transition metals in the
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Fig. 13 Background heteroduplex signals generated as a result of
PCR infidelities. The background signal is reduced upon
application of a high-fidelity PCR polymerase.
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system (such as iron) can compromise
the analysis by interfering with efficient
and precise interaction of the DNA frag-
ment with the column material. While this
has been observed for nondenaturing, size-
based separation of DNA fragments with
DNA chromatography, it is even more
pronounced within DHPLC. Straightfor-
ward procedures are available for ensuring
that metal contamination is eliminated,
along with addressing other frequently
asked questions (FAQs) regarding success-
ful performance of DHPLC analyses.

3.3
Review of DHPLC Development

The first peer-reviewed publications that
made use of DHPLC were in 1996.
While these reports did not provide any
significant information regarding DHPLC
operation or optimization of its conditions,
the power of the technique was clearly
demonstrated by the speed and ease by
which the analyses were performed for the
PCR products generated.

The lack of detail regarding DHPLC was
addressed in a number of publications in
late 1996 and 1997. One paper dealt with
the issue of DHPLC technique validation,
while another paper mentions the critical
issues surrounding fragment melting and
their effects on heteroduplex retention by
minimizing the stabilizing effects of G–C-
rich regions.

With these beginnings for DHPLC, 1998
was a watershed year for the development
of the technique as a whole. There
was continued characterization of the
technique through validation studies. In
addition, there begins to be a much
more detailed treatment of fragment
melting behaviors with the publication
and description of an internet-accessible

algorithm that allows for prediction of
DHPLC analysis temperature.

This work on elucidating the role
of the various DHPLC analytical con-
ditions continued in 1999. One paper
gave a detailed description of melting
processes and temperature predictions,
and the principles behind this approach
were applied to the analysis of BRCA1
and BRCA2 genes. Other publications
in this same year made important em-
pirical observations on the relationship
between overall fragment melting pat-
terns and the ability to detect mutations
within DHPLC.

This enhanced understanding of DH-
PLC fundamentals and phenomena has
led to the general acceptance of the tech-
nique, which is exemplified by the many
publications that apply DHPLC as a mat-
ter of course to the analysis of many
genes in many different contexts. This
general degree of acceptance within the
peer-reviewed literature began in 1999
and has continued to the present day.
It is beyond the scope of this chapter
to provide a complete listing of these
publications.

The last two years have seen the ex-
tension of DHPLC’s capabilities in new
directions. One area is that of determin-
ing minority allele populations, which
is relevant in various contexts (such as
in detection of mutations within cancer
cells present in a normal sequence ‘‘back-
ground’’). The optimization of DHPLC
conditions for this type of analysis has been
described recently, as well as using DH-
PLC for the purification, collection, and
subsequent amplification of mutant se-
quence that cannot even be detected within
standard schemes.

There have also been developments
in the nature of the chromatographic
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separation media. The use of mono-
lithic capillary column materials (as op-
posed to packed particles) has shown
to be effective at improving separation
performance and miniaturizing analy-
ses. Furthermore, this DHPLC format
has been used for performing multi-
plexed/‘‘capillary array’’ separations, as
well as being an effective separation means
for interfacing to mass spectrometry. De-
velopments within monolithic capillary
columns for DHPLC have also been re-
viewed recently.

4
RNA Chromatography

4.1
RNA Structure

RNA molecules are central to the expres-
sion of genetic information in all living
organisms. The product of transcription,
messenger RNA (mRNA), carries the ge-
netic instructions for decoding genetic
information to the ribosome where protein
synthesis takes place. In addition to these
classical roles in cell biology, RNA is
emerging as a key regulator of gene ex-
pression and has been shown to be capable
of catalyzing a range of chemical reactions
both in vivo and in vitro.

In contrast to double helical DNA,
RNA molecules are much more struc-
turally diverse. X-ray crystallography and
multidimensional NMR have revealed the
globular nature of a number of small bio-
logical RNA species, and it is likely that
most mRNA molecules are even more
complex in structure.

Our relatively slow accumulation of bio-
chemical knowledge of RNA is largely a
consequence of the inadequate methodolo-
gies available for its isolation, stabilization,

purification, and characterization relative
to RNA’s biological partner, DNA. In-
deed, while chemical synthesis of 100-mer
oligodeoxynucleotides is routine, the syn-
thesis of 30-mer oligoribonucleotides is
still something of a synthetic challenge.

Our knowledge of RNA structure and
function is largely extrapolated from struc-
ture and function studies on transfer RNA.
However, with the development of high-
yield enzymatic methods for the synthesis
of RNA through the combination of gene
cloning and in vitro transcription, the abil-
ity to carry out more rigorous biochemical
and biophysical investigations of RNA is
now becoming possible, and the need
for both analytical and preparative chro-
matographic methods for RNA analysis
are pressing.

One important aspect of translating hu-
man genomics into human physiology
will involve the global analysis of whole
cell populations of mRNA in disease
and health, and the modulation of these
populations during both natural physio-
logical transitions and in response to drug
administration. This aspect of RNA popu-
lation biology is largely being addressed
by microarraying technology and to a
lesser degree by various RTPCR (reverse
transcriptase polymerase chain reaction)
approaches, including differential mes-
sage display and serial analysis of gene
expression. These forms of analysis of
cellular transcriptomes typically produce
high volumes of data and treat all RNAs
as equivalent molecular species (similar in
principle to two-dimensional SDSPAGE
of proteins in proteome biology). The
majority of DNA-DNA hybridization ex-
periments can be considered as uniform
Watson-Crick duplexes. The relationship
between the function and structure of RNA
lies somewhere between DNA and pro-
teins. Therefore, hybridization-dependent
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transcriptome approaches provide only a
preliminary, and therefore limited, insight
into the population biology of RNA at the
cellular and tissue levels.

Here we present an overview of progress
in adapting methods originally developed
for the chromatography of DNA for
the separation, stabilization, and analysis
of RNA; this will be referred to as
RNA chromatography. In the absence
of an all embracing physical explanation
for the separation of RNA species by
RNA chromatography, we shall cautiously
assume that the mechanism of separation
is very similar under most conditions to
that observed for DNA, but we shall add
the caveat that there may well be different
physical principles responsible for similar
experimental outcomes.

RNA is a polymer of nucleotide units,
which comprise of mainly pyrimidine
(cytosine and uracil) and purine (adenine
and guanine) bases, the sugar D-ribose
and phosphoric acid. The nucleotides in
RNA, as in DNA, are combined through
phosphodiester linkages between the 5′
hydroxyl of one sugar and the 3′ hydroxyl
of another. These polymer chains are not
typically found as paired duplexes, but
rather as complex forms that comprise
paired segments and loops, which are
often stabilized by metal ions. The most
familiar structural element in an RNA
molecule is probably the stem loop,
in which a noncomplementary segment
separates two complementary stretches of
nucleotides. The resulting structure that
often folds is a Watson–Crick-like duplex
(the stem) closed off by an unpaired
segment (the loop). Such stem loop
modules are used routinely to display
predicted secondary structures of complex
RNA molecules: perhaps the most famous
of which is the classical cloverleaf structure
of tRNAs.

The conformation of the duplex seg-
ments (stems) in RNA is confined to the
A form, owing to the steric consequences
of the presence of a 2′ hydroxyl group on
ribose ring (DNA, which is predominantly
a B-form duplex in vivo, has a hydrogen
atom at this position) and differences in
sugar pucker. As an added structural con-
sequence of the presence of the 2′ hydroxyl
group, RNA can participate in an extended
repertoire of intra- and intermolecular hy-
drogen bonding interactions.

One structural element that demon-
strates the clear difference between RNA
and DNA is the RNA pseudo knot,
in which an antiparallel complemen-
tary duplex arises when the comple-
mentary sequences are separated by a
sufficient length of chain. The structure
takes the form of a handwritten letter,
L, the upper and lower complementary
strands being linked by a pair of 3′ and
5′ loops.

This structural diversity, characteristic of
biological RNA, therefore has significant
consequences for the physical properties
of these molecules when attempting to
rationalize the chromatographic behav-
ior of RNA. Chromatographic separation
of RNA, using the same protocols as
used in DNA chromatography will there-
fore be a function of parameters that
include molecular weight (chain length),
surface chemistry, and localized single-
and double-stranded character. It is there-
fore likely that unless a given population
of RNA molecules is completely free from
secondary and tertiary interactions, by
thorough thermal denaturation, for ex-
ample, they will behave anomalously dur-
ing chromatography compared to duplex
DNA. These issues are addressed below
after considering some practical aspects of
RNA extraction and stabilization.
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4.2
Biological Extraction of RNA

RNA is typically extracted from cells un-
der strongly denaturing conditions since
cells (and hands) contain ribonuclease en-
zymes, all of which will tend to disturb
the original population of RNA species
isolated from the cell after an unavoid-
able delay. All ribonucleases have a pair
of histidine side chains in the active site
that drive catalytic hydrolysis. These en-
zymes generally catalyze hydrolysis of the
phosphodiester linkage by deploying suit-
ably ionized histidine residues. Two types
of strategies are generally used to over-
come the deleterious effects of RNases
during RNA preparation: addition of gen-
eral protein denaturants such as urea and
guanidine hydrochloride, or by addition
of irreversible chemical modification (spe-
cific for ionized histidine side chains)
agents such as diethyl pyrocarbonate. The
key to the successful isolation of high
quality RNA in good yield, however, re-
mains largely a function of experimen-
tal experience.

When RNA from cell extraction is elec-
trophoresed in agarose, the most abundant
species are the two major rRNAs that
are referred to as 16S and 23S in Es-
cherichia coli (corresponding to 1542 and
2904 nucleotides, respectively) or 18S and
28S in most eukaryotes (corresponding
to 1874 and 4718 nucleotides, respec-
tively). The other major RNA molecules
include a species-specific tRNA popula-
tion comprising around 100 molecular
species of 60 to 90 nucleotides in length,
a 5S (120 nucleotides) rRNA species (5.8S,
158 nucleotides in mammals) and a small
number of spliceosomal RNAs. In con-
trast, the population of mRNA molecules
(the cellular transcriptome) is extremely
diverse, ranging from several hundred

to tens of thousands of nucleotides in
length. Moreover, given that there appears
to be around 40 000 separate genes in the
human genome, with the potential for ex-
pression of a similar number of mRNAs
in any given cell, the population of cel-
lular mRNAs is clearly the most complex
of the RNA classes. The protein products
derived through translation of the tran-
scriptome determine cellular phenotype. It
is a result of this large complex population
of mRNA molecules that a characteristic
background smear is observed underlying
the two dominant ribosomal species, when
the products of an RNA extraction are
submitted to agarose gel electrophoresis
and then viewed using ethidium bromide
fluorescence.

Given the complexity of the RNA popula-
tion from even the simplest of organisms,
it is critical that measures be taken to
preserve that population prior to sepa-
ration (or indeed any form of analysis).
Since the solvent used to displace DNA
during DNA chromatography and, as we
shall see, RNA chromatography is ace-
tonitrile, the integrity of RNA must be
preserved in relatively high concentrations
of the solvent and at elevated temperatures
(75 ◦C). That this is the case was estab-
lished by simply demonstrating that an
RNA species exposed to a high concentra-
tion of acetonitrile retained its biological
activity. Interestingly, when the effect of
acetonitrile upon the activity of a typi-
cal ribonuclease enzyme was investigated
at a range of solvent concentrations and
temperatures, a marked effect upon the
stability of the enzyme was observed.
Thus, at 60 ◦C in 20% acetonitrile bovine,
RNase is reversibly unfolded, whilst at
60% acetonitrile at the same tempera-
ture, the enzyme is unfolded, but in an
irreversible manner. This observation sug-
gests that RNA stabilization, or rather
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elimination of the deleterious effects of
contaminating RNases, will be afforded by
the standard conditions employed in RNA
chromatography.

In addition to the role of acetonitrile
as a solvent in promoting RNA stability
through RNase inactivation, the chromato-
graphic separation of RNA isolated from
tissues (as discussed below), eliminates
RNase (as exemplified by bovine RNase)
at low acetonitrile concentrations. Thus,
as a consequence of the chromatography,
RNase may be eliminated at least from the
larger, more complex RNA species recov-
ered from a biological extract.

4.3
Size-based RNA Separation

Figure 14 shows the application of RNA
chromatography to effect the separation
of a spectrum of RNA size standards
that are commonly used in agarose gel
electrophoresis. It appears at first glance
that under similar denaturing condi-
tions employed for the separation of

single-stranded DNA, the RNA species
are recovered in a size-dependent manner.
However, as discussed earlier, the denatu-
ration of double-stranded DNA (or indeed
the chromatography of single-stranded
DNA species) can produce anomalous re-
tention times data. The additional peak in
the chromatogram shown in the figure is a
451 nt RNA species that forms part of the
human telomerase enzyme. The telom-
erase RNA elutes between the RNA size
standards of 200 and 500 nt, somewhat
earlier than would be ideally expected and
with an asymmetrical appearance.

If one attempts to reconcile the chro-
matographic behavior of RNA (under these
experimental conditions), with its struc-
ture and chemistry, there are a number
of immediate inconsistencies. Size-based
separation of double-stranded DNA is
made possible by the structural unifor-
mity and the shielded bases of the DNA
double helix. Thus, the suppression of nu-
cleotide sequence-specific hydrophobicity
is achieved by forming an ion pair with
the phosphate group and an ion-pairing

Human telomerase
RNA

200  nt 500  nt

Time [min]

10 20

Fig. 14 Analytical separation of RNA size standards by RNA
chromatography. The 451-nucleotide human telomerase transcript
elutes between the 200- and 500-nt species as indicated.
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reagent to establish the dominance of
the tetraethyl moiety. The hydrophobic
nature of the resulting molecule is respon-
sible for the principal analyte–stationary
phase interaction. Ion pairs of single-
stranded DNA do not shield the more polar
bases so separations of these molecules
are not only strictly size dependent but
are also based on polarity of the sin-
gle strand.

Another example of the effect of the
single-strand nature of a nucleic acid
molecule on its retention in DNA chro-
matography is shown by the separation
of homoduplex from heteroduplex DNA
species. The increased single-strand char-
acter of a heteroduplex leads to a more
polar molecule, which, in turn, reduces
the retention time for the heterodu-
plex. This difference in retention time
can be optimized by the manipulation
of the temperature of the chromatogra-
phy run.

Any DNA duplex can be considered as
a negatively charged cylinder with a peri-
odic distribution of hydrophobic patches.
In some exceptional circumstances, as
discussed above, polarity suppression is
inadequate and this can prove useful, for
example, in the enhanced retention of
T-rich DNA following a bisulfite deami-
nation and PCR in the analysis of DNA
methylation. In the case of the separation
of RNA species at elevated temperatures,
it is instructive to note that electrophore-
sis of RNA under denaturing conditions
(i.e. in the presence of urea or formamide
gels) may not abolish all secondary and
tertiary intramolecular interactions. There-
fore, while some RNAs will be predomi-
nantly double stranded, some will be partly
folded, and others still will be unfolded.
In other words, it is impossible to pre-
dict what influence will be exerted by
temperature and solvent parameters over

the chromatographic behavior of complex
RNA populations. Moreover, even solu-
tions of single molecular species should
not be assumed to be conformationally ho-
mogeneous. In the language of biological
NMR spectroscopy, each RNA molecule
will exhibit an ensemble of conformations
defined by temperature, solvent chem-
istry, ionic strength and, in particular, the
presence or absence of divalent cations.
Ultimately, any given RNA species like
a polypeptide chain will adopt its lowest
free energy state(s), a process that is ther-
modynamically driven by the nucleotide
sequence of that particular molecule.

Therefore, in considering the mecha-
nism of size-based separation, a structure-
specific factor must be considered. In
addition, owing to the single-stranded
nature of most RNA species (notwith-
standing the formation of intramolecular
double strands), there will be an unpre-
dictable diversity in form in a biological
RNA sample, making it very difficult to
elaborate any rules for RNA chromatog-
raphy. In fact, the separation of RNA in
a size-based manner has much in com-
mon with gel filtration chromatography,
perhaps in an analogous way that one
can compare DNA chromatography in the
size-based mode with SDS PAGE in the
separation of polypeptides.

In the simplest description, there will
be two modes of chromatography taking
place when RNA is separated at, say, 75 ◦C.
One of these components is equivalent
to a denaturing mode (akin to the
chromatography of single-stranded DNA)
DNA chromatography, and the second
will be a specialized form of hydrophobic
interaction chromatography as the ion-
pairing reagent produces a constellation
of hydrophobic patches over the surface
of folded and partially folded, complex
RNA forms.
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4.4
Separation of Cellular RNA Species

When a total RNA preparation is subjected
to RNA chromatography, the resulting
chromatogram is typified by that shown
in Fig. 15. There are several distinctive
features within the profile (obtained in
this case at 75 ◦C) that are found in most
biological preparations of this kind. The
earliest eluting species include the pop-
ulation of tRNAs (and probably includes
small nuclear RNAs), the middle section
of the profile is dominated by the rRNA
species, and finally underlying the entire
chromatogram is a population of mR-
NAs centered on the later retention times.
Corroboration of the above has been ob-
tained in the case of the tRNA fraction by
comparison with commercial tRNA prepa-
rations, for mRNA by RTPCR (see below)
and for rRNA, by selectively enriching the
polyadenylated mRNA population. Indeed,
it is relatively easy to determine the re-
tention time of any RNA species (from an
organism whose genome sequence is avail-
able) by RTPCR, followed by nucleotide
sequencing of the amplified product.

4.5
Separation of Messenger RNA from
Ribosomal RNA

The expression of cellular phenotype is a
direct result of the protein complement of
a cell. The latter is, in turn, closely, but
not inextricably, linked to the population
of mRNA molecules produced by selec-
tive transcription of the genome in a given
cell type. For this reason, there has been
considerable interest in evaluating, both in
a qualitative and quantitative manner, the
products of transcription. The initial ex-
periments in this field were gene specific,
but more recently methods have been in-
troduced that facilitate population-based
experiments that often utilize microar-
ray technology.

One of the key experimental procedures
that forms the prelude to both of the above
experiments is the systematic removal
of rRNA from the mRNA (polyadeny-
lated) fraction. Typically, the polyadeny-
lated fraction is sequestered via an oligoT
chromatography column or batch resin,
the rRNA and tRNAs (together with the
nonpolyadenylated mRNAs) are discarded
and, after a suitable washing protocol, the
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Fig. 15 RNA chromatography of a total cellular extract of RNA from
tobacco plants. The large, broad peak eluting between 12 and 15 min is
primarily rRNA together with mRNA.
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mRNA fraction is concentrated and stored
for subsequent experimentation. This pro-
cedure also forms the first step in the
synthesis of cDNA from tissue samples
and for the generation of template in a
typical RTPCR experiment.

As can be seen in Fig. 16, the out-
come of a typical mRNA purification can
be readily followed by RNA chromatog-
raphy. The process serves primarily to
enrich for mRNA (or rather to deplete the
rRNA) than to completely remove the ex-
cess rRNA. Indeed, at least two rounds
of enrichment are usually required in
order to remove the bulk of the non-
polyadenylated RNA. In this particular
experiment, RNA chromatography is used
in an analytical mode for the evaluation
of polyA mRNA purification. It is pos-
sible to apply the same principle in a
preparative mode in order to produce a
series of fractions that may facilitate the
selective synthesis of cDNA populations
for the production of size selected DNA
libraries. In addition, one of the major
drawbacks of polyA mRNA isolation is
that some mRNAs are not polyadenylated
and therefore will be excluded from any

subsequent analysis. The use of RNA
chromatography in a preparative mode
therefore offers the potential for isolat-
ing at least a fraction of those mRNA
species that do not co-elute with rRNA.
This is clearly an important area for devel-
opment, since the analysis of cell specific
RNA populations in disease is becom-
ing increasingly important in molecu-
lar medicine.

4.6
Analysis of Transfer RNA

Each cell contains a population (usually
referred to as a pool) of tRNAs that meet
the requirements of that particular cell’s
(or in the case of bacteria, that organism’s)
protein synthesis machinery. The range
of sizes of tRNA molecules is particularly
narrow, compared with mRNA, between
around 60 and 100 nt, and a given cell typ-
ically contains around 100 species. While
this molecular weight range is ideal for
RNA chromatography, the close similarity
of molecular sizes represents a problem
for resolving individual components in a
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Fig. 16 Two cycles of polyA enrichment leads to the removal of the
major contaminating rRNA species. The upper curve shows the RNA
remaining (polyadenylated) after one round of enrichment on an oligo-dT
resin and the lower curve after a second round.
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typical cellular pool. This is readily seen
in Fig. 17, where the total pool of tRNAs
from E. coli has been subjected to RNA
chromatography. Nevertheless, it is clearly
possible to analyze fluctuations in tRNA
pools by RNA chromatography when used
in conjunction with a downstream proce-
dure such as RTPCR.

It is also apparent that conforma-
tional differences between identical RNA
molecules can be detected by RNA chro-
matography. In Fig. 18, the conformation
of a single tRNA has been perturbed by
changing the ionic composition and the
temperature of the sample: the different
elution profiles are a clear demonstration
of the susceptibility of RNA chromatog-
raphy to the conformation of the RNA
molecule(s) under investigation. There-
fore, there is a need to conduct a detailed
systematic study of the temperature and
solvent influences on the chromatography
of complex RNA molecules: the tRNA pop-
ulation represents an ideal test bed for the

development of a robust theoretical base
for RNA chromatography.

4.7
Chromatography and Analysis of Synthetic
Oligoribonucleotides

One of the major contributors to the
rapid rate of progress in contemporary
molecular biology has been the develop-
ment of automated synthetic methods for
the production of oligodeoxynucleotides.
These relatively short (typically between
15–100 nt in length) oligomers are used in
the PCR, numerous blotting procedures,
transcription factor biochemistry, and, in
some situations, have been shown to pos-
sess catalytic activity. The development of
complementary protocols for RNA synthe-
sis have been slower to emerge owing
to problems arising through the pres-
ence of the additional 2′ hydroxyl group.
Nevertheless, routine synthesis of 20- to
30-mer oligoribonucleotides is now possi-
ble. Such oligomers, as with DNA, have
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Fig. 17 RNA chromatography of the entire pool of tRNAs purified from
E. coli. By coupling separation with RTPCR, it is possible to identify and
quantify the individual tRNAs.
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Fig. 18 Separation of the conformational species arising from
preequilibration of an individual tRNA with Mg2+. By systemati-
cally varying the buffer composition and temperature, RNA
chromatography provides an insight into RNA conformation.

great value in experimental molecular bi-
ology, and are of particular importance in
the study of catalysis mediated by RNA.
Using the hairpin ribozyme as an exam-
ple, RNA chromatography has been used
as a general analytical tool in the study
of the biochemical and conformational
properties of synthetic RNA.

RNA is susceptible to acid–base hydrol-
ysis, which provides a convenient means
of optimizing conditions for the sepa-
ration of oligoribonucleotides at single
nucleotide resolution. The chromatogram
shown in Fig. 19 is a 21 nucleotide syn-
thetic oligoribonucleotides fluorescently
labeled at its 5′ end, after exposure to 0.1 M
sodium bicarbonate (pH 9 at 95 ◦C) for
30 min. The column was developed using
acetonitrile (as described in the figure leg-
end) and tetrabutylammonium bromide
as the ion-pairing agent. The high res-
olution of the smaller cleavage products
is apparent.

Base-catalyzed hydrolysis of RNA typi-
cally yields two products: a 2′phosphate
moiety and a 2′-3′-cyclic phosphate in-
termediate, which undergoes further nu-
cleophilic attack to yield the 3′-phosphate
product. The 2′-3′-cyclic intermediate can
be seen using 20% denaturing poly-
acrylamide sequencing gels (albeit with
some with difficulty). However, with RNA
chromatography, these two products are
readily identified.

The information encoded by a typical
genome is initially transcribed into mRNA
and is subsequently translated into func-
tional proteins, as discussed earlier. How-
ever, RNA also has the ability to catalyze bi-
ological reactions. This catalytic function is
dependent on the three-dimensional shape
of the RNA molecule. One technique that
has been employed to obtain RNA struc-
tural information is ‘‘RNA footprinting.’’
This method provides information on sol-
vent accessibility within RNA molecules
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Fig. 19 The products of acid–base hydrolysis of a fluorescently end-labeled
oligoribonucleotides. The 2′-3′-cyclic phosphate intermediate is indicated.

and can therefore be used to analyze sec-
ondary and tertiary interactions of small
RNA structures. To differentiate between
the internal and external regions of the
folded RNA molecules, the solvent acces-
sibility of the C5′- and also the generally
quoted C4′-position of the ribose moiety
can be monitored by the addition of an
Fe (II)-EDTA complex together with hy-
drogen peroxide to the RNA in solution.
The hydroxyl radicals generated primarily
attack the C5′/C4′-position of the sugar, re-
sulting in cleavage of the phosphodiester
bond. The cleavage products can then be
directly analyzed to identify those sites that
show altered solvent accessibility.

Modifications to the standard footprint-
ing reaction that allow the reaction prod-
ucts to be analyzed by RNA chromatogra-
phy include the use of fluorescently labeled
RNA. This allows the fluorescence-based
detection of the cleavage products. The
use of tetrabutylammonium bromide as
the ion-pairing reagent is essential for the
size-dependent separation of fluorescently
labeled DNA. This regime particularly re-
moves the influence of the hydrophobic
fluorescent group and sequence-specific

effects. Analysis of the footprinting prod-
ucts is rapid with run-times of approxi-
mately 30 min for each sample, with direct
quantification of the cleavage products us-
ing proprietary software.

See also Denaturation of DNA; Foot-
printing Methods to Examine the
Structure and Dynamics of Nucleic
Acids; Footprinting Methods to Ex-
amine the Structure and Dynamics
of Proteins; Genomic Imprinting,
Molecular Genetics of.
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Dissociation Temperature
The temperature at which two strands of a hybrid are 50% dissociated after a
specified time.

Hybrid
A partially or completely double-stranded (duplex) nucleic acid formed by interaction of
two single-stranded nucleic acids, either DNA or RNA. Reassociation or renaturation may
be used to describe hybridization of completely complementary DNA or RNA strands.

Melting Temperature
The temperature at which 50% of the base pairs of a polynucleotide:polynucleotide
hybrid or 50% of the strands of oligonucleotide:polynucleotide or oligonu-
cleotide:oligonucleotide hybrids have dissociated.

Polymerase Chain Reaction (PCR)
A method for geometric amplification of nucleic acids employing two sequence-specific
oligonucleotides complementary to the DNA strands and a DNA polymerase. Each cycle
includes a denaturation step, a hybridization (annealing) step, and a polymerization step.

Strand Separation Temperature
The temperature at which the two strands of a polynucleotide duplex are dissociated.

� Hybridization is the formation of partially or completely double-stranded (duplex)
nucleic acid (DNA:DNA, DNA:RNA, or RNA:RNA) by sequence-specific interaction
of two complementary single-stranded nucleic acids. Reassociation or renaturation
are often used to describe hybridization between completely complementary DNA
or RNA strands. Solution hybridization is an integral part of the polymerase chain
reaction. Hybridization is often carried out using a labeled probe in an attempt to
detect the existence and quantity of complementary sequence in a complex nucleic
acid mixture. The target is often immobilized, as in Southern and other blotting
techniques. This chapter deals with the physical chemical aspects of hybridization,
in particular, thermodynamics and kinetics. Melting temperatures, hybridization
rates, and dissociation rates and temperatures are interrelated. Details are provided
for calculation of these useful properties and examples of calculations are provided.

1
Introduction

DNA:DNA, DNA:RNA, and RNA:RNA
hybrid duplexes are the products of

hybridization reactions between comple-
mentary single-stranded molecules. Reas-
sociation or renaturation are often used
to describe hybrid formation between
completely complementary DNA or RNA



Nucleic Acid Hybrids, Formation and Structure of 335

strands. The reverse reaction is called
strand separation or dissociation. The
structural differences between deoxyribose
and ribose in DNA and RNA strands
are reflected in different forms of the
antiparallel double helices and in quan-
titative differences in hybrid stability and
the rate of hybrid formation. Neverthe-
less, they are qualitatively the same,
and the basic concepts will be treated
together.

2
Stability of DNA:DNA, DNA:RNA, and
RNA:RNA Hybrids

2.1
Melting and Dissociation Temperatures
Defined

The four different temperatures defined
below are associated with nucleic acid
melting:

1. t∞m , the melting temperature of a
polynucleotide duplex, such as a long
DNA molecule.

2. tss, the strand separation temperature
of a polynucleotide duplex, also called
the denaturation temperature in PCR.

3. tm, the melting temperature where
at least one strand of the duplex is
an oligonucleotide. The definition of
oligonucleotide is somewhat arbitrary.
Oligonucleotides of length 80 are of-
fered for sale. For the purposes of this
chapter, oligonucleotides will be de-
fined by their melting behavior, where
the dissociation occurs without the for-
mation of stable intermediates.

4. td, the dissociation temperature for
an oligonucleotide bound to a polynu-
cleotide on a solid support, such as
a blot.

Lower case t implies ◦C, whereas upper
case T implies K (T = t + 273.16).

2.2
Stability of Polynucleotide Duplexes
(DNA:DNA, DNA:RNA, and RNA:RNA)

Figure 1 illustrates the definitions of t∞m
and tss for polynucleotide melting. t∞m
is the temperature where the fraction of

Fig. 1 Polynucleotide denaturation.
fss = fraction single-stranded
(nucleotides); t = temperature;
t∞m = melting temperature (fss = 0.5) for
polynucleotides; tss = strand separation
temperature. Steps in denaturation. (1) A
duplex begins to denature reversibly at
one end. End denaturation continues
and internal loops are formed. At t∞m , the
number of nucleotides in denatured ends
and loops equals the number of
nucleotides remaining base-paired.
(2) Reversible denaturation continues
until the strands are held together by the
highest melting region. At tss, irreversible
denaturation occurs. Superimposed on
corresponding melting temperature
profile (fss vs t) indicating t∞m and tss.

1.0 fss

tm

Time

Denaturation – long duplex

tss

0.8

0.6

0.4

0.2
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single-stranded base pairs, fss, is 0.5, lead-
ing to molecules containing alternating
duplex and denatured (loops or ends) re-
gions. For natural nucleic acids, these
loops may occur in the same places in
many molecules, reflecting regions of
lower melting temperature due to com-
positional heterogeneity. Because the re-
action is intramolecular and equilibrium
is rapidly achieved, t∞m is independent
of polynucleotide concentration and time,
depending only on the composition of
the polynucleotide duplex and the com-
position of the solvent. Strand separation
occurs a few degrees above t∞m , at tss, and
is not a rapidly reversible reaction. The
denaturation temperature in PCR must be
greater than tss.

For polynucleotides of length L contain-
ing only G:C and A:T or A:U base pairs,
t∞m ( ◦C) may be determined from the em-
pirical equation

t∞m = A∗ + 16.6 log10

[
[SALT]

1.0 + 0.7[SALT]

]

+ B∗ · (% G + C) − 500

L

where [SALT] = [Na+] + [K+] + [Tris+] +
4[Mg++]0.5. A∗ is 81.5, 67, or 78 ◦C and
B∗ is 0.41, 0.8, or 0.78 ◦C/(% G + C)
for DNA:DNA, DNA:RNA and RNA:RNA
hybrids, respectively. For example, t∞m
for a 50% G + C DNA:DNA hybrid
of length 250 in 0.05 M KCl, 0.002 M
MgCl2 ([SALT] = 0.23) is given by t∞m =
81.5–11.7 + 0.41 × 50 − 2 = 88.3 ◦C.
DNA:RNA hybrids adopt the A confor-
mation of RNA:RNA hybrids rather than
the B conformation of DNA:DNA hybrids
but are always much less stable than
RNA:RNA hybrids. However, DNA:RNA
hybrids may be more or less stable
than DNA:DNA hybrids, depending on
% G + C. For example, in 1 M NaCl, t∞m

values for long DNA:RNA hybrids versus
DNA:DNA duplexes are 103.2 ◦C versus
98.2 ◦C at 50% G + C and 87.2 ◦C versus
90.0 ◦C at 30% G + C.

Use of different solvents may affect A∗
and/or B∗, and hence t∞m , with differ-
ent effects for different polynucleotides.
For example, A∗ for DNA:DNA melt-
ing decreases 0.25 ◦C/% glycerol, 0.4 ◦C/%
ethylene glycol, and 0.63 ◦C/% formamide.
The effect of formamide on A∗ is much
less for DNA:RNA hybrids than for DNA
duplexes, facilitating R-loop formation,
where single-stranded RNA may displace
a homologous DNA strand in a DNA
duplex. In another example, base com-
position may be eliminated as a variable
for DNA:DNA hybrids (B∗ = 0) at 3.2 M
Me4NCl (t∞m = 94 ◦C) or 2.4 M Et4NCl
(t∞m = 63 ◦C) or 5.6 M betaine. Because be-
taine, unlike the quaternary ammonium
compounds, is a zwitterion and does not
neutralize the charge on DNA, the melt-
ing temperature may be varied from 75 ◦C
down to 45 ◦C by varying KCl from 1 M to
0.01 M.

Introduction of modified bases also may
affect A∗ and/or B∗. Any substitution will
affect either AT (or AU) or GC base pairs.
If no charge change is introduced, the
resulting change in t∞m may be expressed
as a change in A∗, �A∗, where

�A∗ = S(% G + C) f M
AT for A or

T (U) modifications or

�A∗ = S(% G + C) f M
GC for G or

C modifications,

where f M
AT and f M

GC are the fractional substi-
tution of the modified base and S is char-
acteristic of the nature of the substitution.
For example, for 5-methyldeoxycytosine
substitution for cytosine in duplex DNA,
which may also occur in nature, S = 0.12.
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Thus, for 100% substitution (f M
GC = 1) in

a 50% G + C DNA, t∞m is increased by
6 ◦C.

Formation of imperfectly matched hy-
brids also affects A∗, t∞m being reduced
approximately 1 ◦C for each percent mis-
matching. tss is proportionally reduced.
Stringency in washing immobilized tar-
gets such as filters or blots (Southern,
northern, slot) containing polynucleotide
probes, a measure of selective dissocia-
tion of imperfectly matched hybrids, is
increased as the temperature approaches
t∞m in the wash solvent.

2.3
Stability of Oligonucleotide:Oligonucleotide
and Polynucleotide:Oligonucleotide
Duplexes

Figure. 2 illustrates the definition of tm
for the all-or-none melting of complemen-
tary oligonucleotides, with no denatured
(frayed) ends or internal loops. tm is the
temperature at which the fraction of sin-
gle strands, and hence single-stranded
base pairs, fss, is 0.5. tm is not td, the
dissociation temperature important for
washing of filters. td is discussed below
in Sect. 4.

Because oligonucleotide melting is com-
pletely reversible, tm, unlike t∞m , depends

on oligonucleotide concentration as well
as on nucleotide and solvent composi-
tion. Thus, for the same oligonucleotide
in the same solvent, tm determined spec-
trophotometrically at high concentration,
tm relevant for PCR priming at lower con-
centration, and tm for filter hybridization at
even lower concentration will be different.
In a spectrophotometric determination of
tm, one oligonucleotide at molar strand
concentration C1 is often hybridized to
a second complementary oligonucleotide
at the same concentration. The molar
concentration of the single-stranded frac-
tion of the first oligonucleotide at tm
is C1/2, which is equal to C in the
calculations below. In the more com-
mon experiment, an oligonucleotide probe
or primer is present at an excess con-
centration C1 for saturation binding to
a complementary region on a polynu-
cleotide. The molar concentration, C, of
the single-stranded oligonucleotide at tm
is C1.

tm for hybridization of excess oligonu-
cleotide probe to a polynucleotide target is
given by

tm =
[

T◦ · �H◦

�H◦ − �G◦ + R · T◦ ln [C]

]

+ 16.6 log10
[SALT]

1.0 + 0.7[SALT]
− 269.3

Fig. 2 Oligonucleotide denaturation.
fss = fraction single-stranded
(nucleotides and strands);
t = temperature; tm = melting
temperature (fss = 0.5) for
oligonucleotides. Steps in reversible
denaturation with an all-or-none
mechanism. At tm, half of the duplexes
have dissociated into single strands.
Superimposed on corresponding
melting temperature profile (fss vs t)
indicating tm.

1.0 fss

tm

Time

0.8

0.6

0.4

0.2

Denaturation – oligonucleotides



338 Nucleic Acid Hybrids, Formation and Structure of

where enthalpy �H◦ =
�nn(Nnn�H◦

nn) + �H◦
e + �H◦

i

and free energy �G◦ =
�nn(Nnn�G◦

nn) + �G◦
e + �G◦

i

and T◦ = 298.2◦K and R

= 0.00199 kcal/mol◦K

The first term in the tm equation is
Tm (K) in 1 M NaCl, the reference sol-
vent. T is the reference temperature for
the thermodynamic data tabulated be-
low. The symbols i, nn, and e indicate
contributions from initiation of base-pair
formation, nearest-neighbors base pairs
(stacking interactions), and other vari-
ables such as dangling ends, respectively.
The use of nearest-neighbor thermody-
namic functions is necessary because
oligonucleotides with the same % G + C
often have significantly different melting
temperatures. Complete nearest-neighbor
data sets are available for DNA:DNA,
RNA:RNA, and DNA:RNA and chimeric
RNA–DNA strands. The calculations be-
low are illustrated for DNA:DNA, using
as an example the parameters from Sug-
imoto et al. Several alternative parameter
sets summarized in Owczarzy et al. give
similar results. For the DNA:DNA nearest-
neighbor values in the table below, �H◦

i =
0.6 and �G◦

i = 3.3 kcal mol−1 and

AA AT TA CA GT CT GA CG GC GG
or TT TG AC AG TC CC

−�H◦
nn 8.0 5.6 6.6 8.2 9.4 6.6 8.8 11.8 10.5 10.9

−�G◦
nn 1.47 1.07 1.11 1.94 1.80 1.71 1.79 3.15 2.63 2.43

For example, consider excess 1 µM (GGA-
TAACG) binding to (CGTTATCC) at 1 M

NaCl:

−�H◦ = 10.9 + 8.8 + 5.6 + 6.6 + 8.0

+ 9.4 + 11.8 − 0.6

= 60.5 kcal/mol

−�G◦ = 2.43 + 1.79 + 1.07 + 1.11

+ 1.47 + 1.8 + 3.15 − 3.3

= 9.54 kcal/mol

R · T◦ ln [C] = −8.2 kcal/mol

tm = 32◦C[in agreement

with experiment]

Figure 3 depicts various measurements
of the shape of all-or-none oligonucleotide
melting curves (shown at the right). The
measurement of the width of the melting
curve, �T, based on the slope at the
midpoint, is illustrated in the top panel.

�T = ϕRT2
m

�H◦

The value of ϕ is 4 if the oligonu-
cleotide is present in excess. Thus, for the
8-mer above, Tm = 273.16 + 32 = 305 K.
�T = 12.5 ◦C. Thus, even several degrees
above tm, there is a significant fraction of
hybrid. In PCR, extension by DNA poly-
merase may be initiated above tm because
extended products no longer dissociate,
allowing all templates to be initiated even-
tually. When the complementary sequence

is present at the same concentration (e.g.
in a spectrophotometer), the melting curve
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f ss

dfss/dt

tm

k2 kr

tm

Time

Oligonucleotide melting

All-or-none reaction

Time

1.0

0.8

0.6

0.4

0.2

Transition widths and derivatives

Fig. 3 Analysis of melting curves. fss = fraction single-stranded;
t = temperature; tm = melting temperature (fss = 0.5) for
oligonucleotides; k2 = second-order hybridization (reassociation,
renaturation) rate constant; kr = reverse first-order dissociation rate
constant. Top: Melting temperature profile (fss ‘vs’ t) indicating tm. The
profile slope at the midpoint is used to create a straight line. The difference
in t between the intercepts (noted by arrows) of this line at fss = 0 and
fss = 1 is the transition width (dotted line). Right: Depiction of all-or-none
oligonucleotide melting. Bottom: Derivative curve of dfss/dt versus t also
indicating tm. The difference in t between the points where fss = 0.5 is the
width at half-height of the derivative curve (dotted line).

is not completely symmetric about the
melting temperature, and ϕ is increased
to 6. The measurement of the width at
half-height, � T1/2, for a derivative plot is
illustrated in the bottom panel of Fig. 3.

�T1/2 = −ϕRT2
m

�H◦

The value of ϕ is 3.5 if the oligonucleotide
is present in excess and 5.22 if the
complementary sequence is present at the
same concentration.

Because the nearest-neighbor thermody-
namic functions have not been determined

for most modified bases, the best available
treatment is to calculate tm in the absence
of the modified bases (N/oligonucleotide)
and to correct the result as follows:

�tm = −810000
NS

�H◦

For example, substitution of 5-methylde-
oxycytidine of deoxycytidine (S = 0.12) at
three positions (N = 3) in the oligonu-
cleotide example above (GGATAACG;
�H◦ = −60 500 cal mol−1) gives �tm =
5 ◦C. An interesting modified base is 3-
nitropyrrole, which interacts weakly but
specifically with all four normal bases in
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Positive

Stacking interaction

Negative Branch migration

Mismatch

Bulge

G

T

A
Dangling end(s)

Hybridization – for example, long duplex Fig. 4 Other contributions to the
thermodynamics of oligonucleotide
hybridization. Depictions of positive
contributions. Top: Binding of an
oligonucleotide adjacent to a duplex
generates an additional stacking
interaction (arrow). Bottom: Binding of
an oligonucleotide to a longer strand
generates 3′ and/or 5′ dangling ends.
Depictions of negative contributions.
Top: A GT base pair is used to illustrate a
mismatch. Bottom: An inserted A in one
of two complementary strands is used to
indicate a bulge defect. Branch
migration: The binding of two
oligonucleotides with overlapping
sequences to a complementary template
generates a mixture of structures in
which base-pairing by one and/or the
other of the overlapping sequences
interconvert by branch migration.

such a way that its inclusion in an oligonu-
cleotide of length L leads to a melting
temperature characteristic of an oligonu-
cleotide of length L − 1 but with a melting
temperature almost independent of which
base is pairing with the modified base.
Oligonucleotides containing such a uni-
versal nucleotide have proven to be more
useful than degenerate oligonucleotides
for library screening and cloning by PCR
when the genome comprising the library
has not been sequenced.

Figure 4 illustrates other variables that
may contribute to the thermodynamics
of melting. There are two possible con-
tributions that increase tm, although the
corrections are not large except for very
short oligonucleotides. Very short oligonu-
cleotides, 8 to 10 in length, have been used
for array hybridization and as components
of stacked primers for primer extension
sequencing. Binding of an oligonucleotide
adjacent to a duplex generates one addi-
tional nearest-neighbor (stacking) interac-
tion, making an L-mer behave like an L +
1-mer. The revised tm may be calculated

by adding the new nearest-neighbor con-
tribution to the thermodynamic functions.
Binding of an oligonucleotide to a longer
strand generates 3′ and/or 5′ dangling
ends. Their effect on tm is strongly depen-
dent on the orientation and sequence of the
dangling end. Nevertheless, an estimated
average contribution per dangling end may
be taken to be �H◦

e = −5.0 kcal mol−1

and �G◦
e = −1.0 kcal mol−1, raising tm

for a 20-, 15- or 10-mer with one dan-
gling end by an average 1, 1.5 or 3.0 ◦C,
respectively. Filter hybridization typically
involves two dangling ends. During the
exponential amplification phase of PCR,
one dangling end is formed upon primer-
template binding, although PCR primers
are typically too long for the dangling end
to have a large effect.

Figure 4 depicts potential branch migra-
tion resulting from overlap (length O) of
an oligonucleotide (length L) with a du-
plex. The total number of nearest-neighbor
interactions is L − O, including the addi-
tional stacking interaction at the junction.
The branch destabilizes the structure to
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the extent of adding 0.8 kcal mol−1 to the
free energy, lowering tm for a 20-, 15- or
10-mer by an average 2.0, 2.6 or 3.6 ◦C,
respectively. If the oligonucleotide overlap
sequence is the same as the sequence in
the adjacent duplex, branch migration can
occur between all O possible structures.
The branch migration stabilizes the struc-
ture to the extent of subtracting RTmln(O)
from the free energy, canceling the desta-
bilization introduced by the branch when
the overlap, O, is about 4.

Figure 4 also illustrates variables that
may contribute negatively to the thermody-
namics of melting, including bulge defects
and mismatches. Discrimination against
these defects is a measure of the specificity
of hybridization. A bulge defect may be es-
timated by calculating the thermodynamic
functions without the bulge nucleotide and
adding 2800 cal mol−1 to the free energy,
lowering tm for a 20-, 15-, or 10-mer by an
average 7.0, 9.0, or 12 ◦C respectively. Mis-
matches may be approximated as follows.
First calculate the thermodynamic param-
eters as if the mismatch had no effect.
For example, if a GG mismatch occurs be-
tween G and G, one strand will contain
GGG, with two GG stacking interactions
and the other strand will contain CGC,
with a CG and a GC stacking interaction.
The entropy and free-energy contributions
may be calculated by adding these four
nearest-neighbor contributions and divid-
ing the total by 2. Second, correct the
thermodynamic functions depending on
whether one of the mismatched bases is
(1) a dG, (2) a dC, or (3) neither a dG or a
dC. The enthalpies are corrected by adding
6700, 8700, or 9500 cal mol−1, respec-
tively. The free energies are corrected by
adding 2900, 3700, and 4000 cal mol−1, re-
spectively. These corrections suggest that
destabilization due to a mispair is of the or-
der of the loss of two stacking interactions

but with half the change in the temperature
coefficient, although mismatches involv-
ing G residues are relatively more stable.
A special case is a mismatch occurring at
the end of an oligonucleotide, where only
one stacking interaction can be lost. For in-
ternal mismatches, the average reduction
in tm for a 20-, 15-, or 10-mer would be 5, 8,
or 12 ◦C respectively, if the mismatch con-
tains a G, and 7, 10, or 16 ◦C respectively,
if the mismatch contains a C, and 7, 10,
or 17 ◦C respectively, if the mismatch con-
tains neither a G or a C. These calculations
are consistent with a decrease in t∞m for
polynucleotides of 1 ◦C/% mismatching.

3
Formation of DNA:DNA, DNA:RNA, and
RNA:RNA Hybrids

3.1
Hybridization with Polynucleotides

Figure 5 illustrates a temperature pro-
file for carrying out a denaturation and
hybridization (renaturation, reassociation)
reaction with polynucleotides. Denatura-
tion requires a temperature above tss,
the strand separation temperature. The
hybridization reaction is initiated (time
t = 0) by lowering the temperature to tr,
a hybridization (renaturation) temperature
below t∞m , the polynucleotide melting tem-
perature. Denaturation and renaturation
of DNA also may be achieved by increas-
ing the pH to approximately 13 followed
by neutralization at tr. The steps in the
hybridization reaction are (1) a reversible
nucleation step, in which the first 1 (or 2)
correct base pairs are formed and (2) an
irreversible zippering reaction, in which
the subsequent base pairs are formed. Al-
though duplexes containing fewer than 10
to 20 bp are usually unstable at tr, the
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Temp

tm

tr

k2

tss

Time

0

(i) (ii)
+

Hybridization – for example, long duplex

∞

Fig. 5 Temperature profile for denaturation and hybridization as a
function of time. t = temperature; t = time; tss = strand separation
temperature; t∞m = polynucleotide melting temperature;
tr = hybridization (renaturation, reassociation) temperature;
k2 = hybridization (renaturation, reassociation) rate constant.
Denaturation occurs above tss. Hybridization is initiated (t = 0) and
continued at tr. Hybridization reaction steps: (1) nucleation; (2) zippering.

f ss

t1/2 tt3/4(1°) t3/4(2°)

1.0

0.0

fss

1.0

0.0
0 Log (Cot1/2) Log (Cot )

t > tm t = tr (2°)

(1°)

Hybridization reaction progress

∞

Fig. 6 Hybridization reaction measurements. fss = fraction of potential duplex
remaining single-stranded; t∞m = polynucleotide melting temperature;
tr = hybridization (renaturation, reassociation) temperature; Co = total nucleotide
concentration; t = time; t1/2 = reaction half-time; t3/4 = time to complete 3/4 of
the reaction. Left panel: Reaction begins (t = 0) when t is decreased from t > t∞m to
t = tr. A second-order reaction (2◦; dotted line) takes place if the complementary
strands are present at equal concentration. A pseudo-first-order reaction (1◦; solid
line) takes place if one strand is present in excess over its complementary strand.
Right panel: Cot plot of a second-order reaction.

rate-determining step is the formation of
the second (or third) base pair. The overall
hybridization reaction is characterized by
the second-order rate constant, k2.

Time course plots for the same hy-
bridization reaction are illustrated in
Fig. 6, including a Cot plot for a
second-order reaction. Logarithmic Cot
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plots permit simultaneous display of re-
actions differing by orders of magnitude
in half-time. Many reactions involve a
labeled probe hybridizing to a comple-
mentary sequence in a complex target.
If the concentrations of complementary
probe and target sequences are unequal,
the reactant in excess is termed the driver.
A second-order reaction takes place if
the complementary strands are present at
equal concentration (e.g. DNA renatura-
tion) or if the driver is double stranded
and capable of reassociation. A pseudo-
first-order reaction takes place if the driver
is single stranded (e.g. mRNA) or cannot
reassociate (e.g. immobilized on a solid
support for a Southern blot). For all
hybridization reactions, fss is the frac-
tion of potential duplex remaining single
stranded.

The concentration term used for polynu-
cleotide hybridization is molar nucleotide
concentration, Co, and not strand con-
centration, C. For example, at 1 µg mL−1

double-stranded DNA, Co = 3 µM. If one
reactant is in excess, Co is the driver

concentration. When immobilized DNA
is the driver, which is rarely the case, Co
is difficult to determine, being a measure
of available target concentration. Further-
more, because a dilute probe would be
used with the immobilized driver target,
stirring may be necessary to maintain ho-
mogeneity.

Reciprocal rate plots are illustrated
in Fig. 7 for the same pseudo-first-
order and second-order reactions as de-
picted in the left panel of Fig. 6. These
plots are described by the equations
below.

Second Order: Half-time (seconds):

1

fss
= k2

Co

2
t + 1 t1/2 = 2

k2Co

Pseudo-First Order: Half-time:

fss = e−k2 Cot t1/2 = ln 2

k2Co

For the second-order reaction, a plot of
1/fss versus t gives a slope equal to k2Co/2.
For the first-order reaction, a plot of ln
(1/fss) versus t gives a slope equal to k2Co.

0.0 1.0

2.0

3.0

4.0

0

In(2)

Slope = k2 Co Slope = k2 Co  /2

2 In(2)

3 In(2)

− In f ss 1/fss

t1/2 t3/4

t
0 t1/2 t3/4

t

Hybridization rate plots

Fig. 7 Hybridization rate plots. fss = fraction of potential duplex remaining single-stranded;
t = time; t1/2 = reaction half-time; t3/4 = time to complete 3/4 of the reaction. Left panel: Plot
of − ln fss versus t for the pseudo-first-order reaction depicted in figure 6, left panel (solid line).
Right panel: Reciprocal plot of 1/fss versus t for the second-order reaction depicted in figure 6,
left panel (dotted line).
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The second-order rate constant, k2 in
M−1 sec−1, is given by

k2 = k′
N
√

Ls

N

where Ls is the length of the shortest strand
participating in duplex formation, N is the
complexity or the total number of base
pairs present in nonrepeating sequences
and k′

N is the nucleation rate constant. The
interpretations of N and L are illustrated in
Fig. 8. The dependence of k2 on the square
root of L rather than on L suggests that

nucleation sites become less available as
the length of the single strands increases,
consistent with an excluded volume effect.

The effects of temperature and salt on
k′

N are illustrated in Fig. 9. The rate of
hybridization reactions, and hence k′

N,
is zero at t∞m . k2 increases to a broad
maximum at about 25 ◦C below t∞m . At
lower temperatures, hybridization rates
fall off slowly for homopolymers but
precipitously for natural nucleic acids
because of intramolecular base- pairing
and consequent decreased availability of

Complexity (N ) N

L

13

26

13

26

A B C D E F G H I J K L M

A B C D E F G H I J K L M

A B C D E F G H I J K L M

A B C D E F G H I J K L M

A B C D E F G H I J K L M

N O P Q R S T U V W X Y Z

N O P Q R S T U V W X Y Z

N O P Q R S T U V W X Y Z

Length (L)

Hybridization rate variables

Fig. 8 Hybridization rate variables of the reactants. N = complexity, the
number of nucleotide pairs of unique DNA; L = length, the average number
of nucleotides in DNA single strands. Top panel depicts differences in N at
constant L. Bottom panel depicts differences in L at constant N.

tr = tm  − 25° C tm

k2 Temperature

Nucleation rate variables

100

30

10

3

1 0.3 0.1 .03

Salt (M)

k2 (% max.)

∞ ∞

Fig. 9 Hybridization rate variables of the solvent. k2 = hybridization (renaturation,
reassociation) rate constant; t∞m = polynucleotide melting temperature; tr = hybridization
(renaturation, reassociation) temperature. Homopolymers: dotted line; natural nucleic acids:
solid line. Left panel: k2 versus tr. k2 is 0 at t∞m . k2 is maximum around t∞m − 25 ◦C. Right
panel: k2 versus salt (effective monovalent cation concentration).
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nucleation sites. At optimal temperatures,
k′

N for DNA:RNA hybrid formation is 20
to 50% slower than DNA:DNA hybrid
formation, depending on the degree
of RNA secondary structure. RNA:RNA
hybridization rates are similarly reduced.

Although mismatched base pairs have a
significant effect on melting temperature,
mismatching of up to 10% of the bases has
little effect on hybridization rates.

k′
N also depends on solvent viscosity and

ionic strength. In solvents with glycerol,
ethylene glycol, or formamide, k′

N is re-
duced because of increased solvent (micro-
scopic) viscosity compared to 1.0 M NaCl
at 70 ◦C. On the other hand, polymers,
which increase the macroscopic viscosity,
do not reduce hybridization rates. In fact,
hybridization rates may be accelerated by
use of dextran sulfate, which has the effect
of concentrating the reactants. Another
method for acceleration of hybridization is
to concentrate the reactants at the interface
of a phenol–water emulsion.

The dependence of k′
N on salt concentra-

tion is given by

k′
N = {4.35 log10 [SALT] + 3.5} × 105

for 0.2 ≤ [SALT] ≤ 4.0

k′
N = {4.35 log10(1 + 34[SALT]3)} × 105

for [SALT] < 0.2.

Thus, in typical hybridization buffers
approximating 1 M NaCl, k′

N = 3.5 ×
105 M−1 sec−1.

Consider, as an example, the hybridiza-
tion of a nick-translated 4-kb probe (N =
4000) to a blot. The probe would be
the driver. Assume that the nick trans-
lation broke the single strands to 625
nucleotides (L1/2 = 25). Then, in 1 M
NaCl at 70 ◦C, k2 = 2.2 × 103 M−1 sec−1.
If the denatured probe is used at
10 ng mL−1 (Co = 30 nM), t1/2 = 2/k2

∼= Co = 2/{2.2 × 103 × 3 × 10−8} = 3 ×
104s = 8.5 h. The half-times for hybridiza-
tion may vary over many orders of mag-
nitude depending linearly on the concen-
tration and inversely on the complexity of
the driver. For example, at 100 µg mL−1,
t1/2 for the same nick-translated probe
would be 3 s, whereas t1/2 would be about
40 s, 1 h, and 30 days for λ (N = 48 000),
E. coli (N = 4 000 000), and human DNA
(N = 3 000 000 000) respectively.

3.2
Hybridization with Oligonucleotides

Hybridization with oligonucleotides usu-
ally takes place far below t∞m (at or
below tm), so the decrease in k2 near
t∞m is not a factor, and the tempera-
ture dependence of k2 for oligonucleotides
is small unless the target has interfer-
ing secondary structure. Oligonucleotide
hybridization has the same salt depen-
dence as polynucleotide hybridization. In
fact, oligonucleotide hybridization may be
described by the same equations. For
oligonucleotide–polynucleotide reactions,
the oligonucleotide is usually the driver
leading to a pseudo-first-order reaction
characterized by a rate constant with
N = L of the oligonucleotide. Oligonu-
cleotide probe reactions are very fast. For
example,

k2 = k′
N√
L

= 7 · 104 M−1 sec−1 for a

25-mer in 1 M NaCl at t∞m − 25 ◦C.

k2 is reduced only 1.2-fold for every 10 ◦C
decrease in hybridization temperature.
At 1 nM (Co = 25 nM), t1/2 = ln 2/(7 ×
104 × 25 × 10−9) = 396 s or 6.6 min. Note
that t1/2 increases proportional to the
degeneracy of mixed oligonucleotide
probes or primers.



346 Nucleic Acid Hybrids, Formation and Structure of

In other examples, t1/2 for a 1 µM primer
in PCR buffer (k′

N = 7 × 104 M−1 sec−1)

is 3 s and, in 1 M NaCl at tm for 1 µM
GGATAACG, the oligonucleotide used
in previous thermodynamic calculations,
t1/2 = 1.3 s.

4
Oligonucleotide Dissociation

Figure 10 illustrates oligonucleotide reac-
tions on solid supports. Capture reactions
are simply hybridization reactions. How-
ever, when hybridized oligonucleotides on
solid supports are washed to eliminate un-
hybridized oligonucleotides, both tm and
the rate characterized by k2 decrease as C
decreases, and the hybrid stability depends
entirely on the dissociation rate constant,
kr. In Sect. 2.3, we determined the en-
thalpy of melting, −�H◦, and tm, which
is a measure of the equilibrium constant
for oligonucleotide hybridization, or the
ratio of the hybridization and dissociation
rate constants. In Sects 3.1 and 3.2, we de-
termined k2, which has a small activation
energy. With this information, we may de-
termine kr. The activation energy for kr, Ea,
is approximately 4.0 kcal mol−1 added to
−�H◦. td is the dissociation temperature,

which may defined as the temperature at
which 50% of correctly matched hybrid
is released in a specified length of time,
twash. Because td depends on time and
not on concentration, unlike t1/2 for hy-
bridization and tm, td is the same whether
using unique or degenerate probes. It is
td may be estimated for extended wash-
ing of 14- to 20-mers as 2 ◦C for each
dA:dT pair plus 4 ◦C for each dG:dC
base pair. td may be calculated using the
following:

td = Tm

{1 + R · Tm · [ln (twash/t1/2)/Ea]}
− 273.2

For example, for 1 µM GGATAACG with
no dangling ends in 1 M NaCl, Ea =
−�H + 4000 = 64 500 cal mol−1, Tm =
305 K (Sec. 2.3), and t1/2 =1.3 s (Sect. 3.2).
td = 10 ◦C for 50% probe released with
1 h (3600 s washing. As another example,
td = 48 ◦C for 6 h of washing for the
arbitrary 16-mer GATCGTACCAAGGTTC
with 2 dangling ends, in agreement
with the 2 ◦C for each dA:dT pair plus
4 ◦C for each dG:dC base-pair rule.
These calculations depend on all the
elements of the physical chemistry of
hybridization.

Capture
Reactions on solid supports

Wash

k2

k−1

k−1

Fig. 10 Reactions on solid supports: hybridization (capture) and dissociation
(washing). k2 = second-order hybridization (reassociation, renaturation) rate
constant; kr = reverse first-order dissociation rate constant. Left: Capture of a
polynucleotide by an oligonucleotide tethered to a solid support. Below the melting
temperature, the hybridization rate is faster than the dissociation rate. Right:
Dissociation of captured product. No hybridization occurs if unreacted
polynucleotide is washed away. The reaction is governed by kr.
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See also Denaturation of DNA.
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Bacteriophage Therapy
The use of bacteriophages for controlling/eliminating unwanted bacteria.

Capsid of a Bacteriophage
Protein shell with a cavity in which a bacteriophage genome is packaged during
formation of a mature bacteriophage particle.

Concatemer
Linear polymer of a bacteriophage’s double-stranded DNA genome.

Connector (Portal Ring)
Ring of (usually) 12 subunits through which a DNA molecule enters a capsid during
DNA packaging.

DNA Packaging Motor
Terminase-containing, ATP-fueled complex that drives a DNA molecule into a
bacteriophage capsid.

Lytic Bacteriophage
A bacteriophage that causes lysis of its host.

Lysogenic Bacteriophage
A bacteriophage that coinhabits its host.

Nanometry
Measurement of nanometer-sized movements.

Prophage
A bacteriophage genome that replicates with a host cell.

Procapsid
The bacteriophage capsid immediately after it is assembled and before it begins to
package a DNA molecule.

Sodium Dodecylsulfate Polyacrylamide Gel Electrophoresis (SDSPAGE)
Gel electrophoresis of proteins whose surface charge density has been homogenized by
boiling in sodium dodecylsulfate.

Tail of a Bacteriophage
External projection of a bacteriophage capsid that attaches the bacteriophage to
host cells.

Terminase
A multimeric protein complex that forms at least an ATPase of a DNA
packaging motor.
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Transcription
The process of transferring information from a DNA genome to RNA.

Translation
The process of using information encoded in RNA sequence to synthesize a
specific protein.

� Bacteriophages are viruses whose hosts are bacteria. Bacteriophages are the
most numerous and genomically diverse form of life in the environment.
Many bacteriophage genes have either (1) no detectable homology to any other
bacteriophage/cellular gene or (2) homology to extremely diverged bacteriophage
genes of presumably similar function. When infecting a host bacterial cell, a double-
stranded DNA bacteriophage produces proteins that package progeny DNA genomes
in a protein container (capsid) that protects its genome when the bacteriophage is
outside of a cell. The energy requirement for DNA packaging is approximately
0.5 kcal mol−1 of packaged nucleotide pair. The capsid and accessory proteins join
to form an ATP-fueled motor that drives the DNA molecule into a cavity in the
capsid. The motor packages the DNA molecule via end-first motion through a
portal ring also called the connector. An accessory protein/ATPase is at least the
spark plug of the motor. Bacteriophage DNA packaging motors are investigated as
a prototype for understanding other biological motors. Testing for feedback control
of the motor is an important current objective. Investigations of both bacteriophage
DNA packaging and bacteriophage capsid assembly have produced in vitro systems
that are complex. One strategy for analysis of such complex systems is observation
at the level of single events (single-particle analysis). Single-particle analysis has
already revealed surprising cooperativity among DNA packaging events and has also
revealed a comparatively strong motor capable of generating about 40 to 70 pN of
force while intermittently hesitating. Bacteriophage DNA packaging systems are
useful for further developing procedures for single-particle analysis of complex
biochemical systems.

1
Biology of Bacteriophages: DNA
Packaging

Bacteria (and Archaea) are single cells
without a nucleus that can live indepen-
dently. Bacteria are found almost every-
where, even in environments of extreme
high and low temperature. Bacteria have

parasites that are smaller than cells. These
parasites typically consist of a protein shell
(capsid) that has an internal cavity in which
a nucleic acid molecule is packaged. Al-
though both RNA-containing and single-
stranded DNA-containing bacteriophages
have been isolated, the nucleic acid is
usually (96% of current isolates) a double-
stranded DNA molecule. These subcellular
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Fig. 1 Infection of a host cell (only partially shown) by a single particle of
bacteriophage T7.

parasites are called bacteriophages. The
capsid of a double-stranded DNA bacte-
riophage has an external projection (tail)
that has fibers for attachment of the bac-
teriophage particle to a host cell. After
attachment, a double-stranded DNA bac-
teriophage injects its DNA genome into
the host cell. This process is illustrated in
Fig. 1.

After the DNA genome is injected, it
sometimes initiates production of progeny
bacteriophages, typically over 100 per cell.
The progeny bacteriophages are released
when the cell bursts (lyses). This process
is called lytic infection. Alternatively, the
injected genome can become part of the
cell’s genome (prophage), sometimes by
physically incorporating itself into a bac-
terial chromosome. In this latter case, the
state of the bacteriophage chromosome is
called lysogenic because of the capacity to
reinitiate a lytic cycle at a later time. This
latter life cycle is called temperate. Thus,
bacteriophages can either destroy bacte-
rial cells (lytic bacteriophage) or coinhabit

bacterial cells (lysogenic bacteriophage).
Lysogenic bacteriophages sometimes ac-
quire exogenous genes and transfer them
to the host genome. Investigators can
make deliberate use of both lytic and gene-
transferring functions.

A lytic infection produces progeny
double-stranded DNA bacteriophages via
the following route: (1) A nucleic acid-free
capsid (procapsid) is assembled. (2) Then,
the procapsid binds a DNA molecule.
(3) Next, the procapsid draws the DNA
molecule into its internal cavity through a
12-fold symmetric ring called a connector.
This process is called DNA packaging. The
driving force for DNA packaging is derived
from a noncapsid accessory protein that
attaches to the connector. This protein
is the larger of two accessory proteins
that are not initially part of the capsid,
but attach to it for DNA packaging. The
larger accessory protein (also called the
large terminase subunit) is an ATPase that
cleaves ATP to produce energy that is used
to package the bacteriophage genome.
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Fig. 2 The bacteriophage φ29 DNA packaging
motor. (a) The entire φ29 procapsid that has
initiated DNA packaging by binding a DNA
molecule. (b) A magnified view of the
DNA-binding region of the same procapsid with
connector, terminase subunits, DNA molecule,

and also a packaging RNA molecule (pRNA) that
is part of the motor. (c) The same as the view of
(b), but after the DNA molecule has started to
enter the internal cavity of the capsid. The pRNA
molecule has thus far been unique to
bacteriophage φ29.

Typically, six large terminase molecules
are present during DNA packaging. The
process of DNA packaging is shown
schematically in Fig. 2 for bacteriophage
φ29. The capsid with accessory proteins
is called the DNA packaging motor. DNA
packaging motors are studied not only
to understand bacteriophages but also to
understand biological motors in general.

1.1
Microbe Hunting

Bacteriophages originate in the environ-
ment. So far, all double-stranded DNA bac-
teriophages have packaged their genome
via a procapsid with an ATPase/large ter-
minase subunit that formed at least the
‘‘spark plug’’ of the DNA packaging mo-
tor. The large terminase proteins from
widely different bacteriophage genomes
have either no or barely detectable se-
quence similarity. However, biochemi-
cal similarities among the characterized
large terminases are explained with the

assumption of descent from a single an-
cestral gene, followed by divergence. Thus,
comparison at the level of secondary and
tertiary structure is potentially useful for
analysis of both the biochemical mecha-
nisms and the evolution of DNA packaging
genes. To fill the evolutionary tree of bac-
teriophage genes, a more comprehensive
collection of bacteriophages is sought. This
collection will also be useful for the practi-
cal purposes of (1) bacteriophage therapy,
the use of bacteriophages for control-
ling/eliminating unwanted bacteria, and
(2) bacterial transduction, the use of bac-
teriophages to introduce new properties
to bacteria.

No doubt, researchers have much to do
before they obtain a representative sample
of environmental bacteriophages. Environ-
mental water typically has 10s of billions of
bacteriophages particles per liter and soil
typically has 100s of billions of bacterio-
phages particles per pound. The number
of strains is typically smaller, but is still
considered very large, especially since very



356 Nucleic Acid Packaging of DNA Viruses

few (none in some cases) of these bac-
teriophages are currently cultured. To
compound this lack of knowledge, less
than 1% of all strains of visible bacte-
ria have been cultured. Thus, the art of
microbe hunting is becoming important
again, as it was 100–150 years ago. In
the previous era of microbe hunts, suc-
cess in culture was usually associated with
success in identifying a component of bac-
terial nutrition. Perhaps, success in today’s
microbe culturing-based hunts will be as-
sociated with success in identifying other
details of microbial life, for example, the
need for either a solid surface or another
niche in which a microbe is competitive.
Some of the current hunts are performed
by polymerase chain reaction amplifica-
tion of environmental DNA, that is, with-
out culturing the bacteriophage. Similarly,
some hunts are performed by shotgun
cloning/sequencing of environmental bac-
teriophage DNA, again without culturing.

1.2
Bacteriophage Genomics, Proteomics, and
Informatics

In the 1960s–1980s, researchers investi-
gated both bacteriophage genome organi-
zation and bacteriophage gene functions
either by (1) mutating and mapping the
various bacteriophage genes, or (2) by
observing the biochemical changes that oc-
curred during infection. The biochemical
changes include production of messenger
RNA and proteins, for example. Some-
times these two strategies were combined.
For example, the various genes were de-
liberately given mutations that produced
premature polypeptide chain termination
when a mutant bacteriophage was grown
in a nonpermissive host. The protein en-
coded by a mutated gene was deduced

by observing which protein was short-
ened. The length of any given protein
was determined by electrophoretic frac-
tionation through a polyacrylamide gel,
after homogenizing the electrical surface
charge density of all proteins by boil-
ing them in sodium dodecylsulfate(SDS)
(SDS polyacrylamide gel electrophoresis,
or SDSPAGE).

These early investigations of genetics
and biochemistry identified the signals for
both starting and stopping the production
of both messenger RNA (transcription)
and messenger RNA-encoded proteins
(translation). Most sequenced bacterio-
phages are now initially characterized by
computer-based recognition of these fea-
tures. The current state of the art is that
excellent predictions are made for large
proteins and for major transcriptional start
sites. Predictions for small proteins are
often unreliable.

The expanded informatics also recog-
nizes homology among the coding se-
quences of genes of both bacteriophages
and prophages. Detection of conserved
protein sequences is a means for deter-
mining whether a protein of significant
function is, in fact, made. A steady stream
of new bacteriophage gene sequences is
helping the finding of additional genes.
Nonetheless, about half of all prospec-
tive bacteriophage genes have no de-
tected relative.

Furthermore, studies of homology have
found extreme divergence among bacte-
riophages in the sequence of a gene for
any given function. The gene for the large
terminase subunit is an example. Evidence
for lateral DNA transfer among bacterio-
phages has been found. The lateral transfer
occurs for DNA segments that vary in
span from a partial gene to a module that
comprises several genes. The result is mo-
saicism in the pedigrees of bacteriophage
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genomes. The implied common gene pool
is accessed by multiple bacteriophages that
do not have a known common host.

The variability and plasticity of any given
bacteriophage gene is a potential sub-
ject for informatics-based correlation of
biochemical characteristics with structural
characteristics. For example, the informat-
ics has identified a P-loop ATPase site near
the N-terminus of the large terminase sub-
unit of all studied double-stranded DNA
bacteriophages. Genetic interference with
the integrity of the P-loop causes either
loss or slowing of DNA packaging activity
for at least two bacteriophages (λ and T3).
Thus, the assumption is made that this
ATPase is the site of the ”spark plug”of
the DNA packaging motor. Furthermore,
we expect differences among the large
terminases because (1) the terminase is in-
volved in the initiation of DNA packaging
and (2) differences exist in the DNA sub-
strate for packaging. Some substrates are
DNA circles; some are linear polymers of
the mature genome, and, therefore, longer
than the mature genome (called a concate-
mer); others (including bacteriophage φ29
DNA) are mature, linear genomes with
the smaller terminase protein covalently
joined to the 5′ ends. Cleavage is part
of initiation in the case of both circular
and concatemeric genomes. Comparative
informatics will hopefully show how the
large terminase adapts to a change in DNA
substrate for packaging.

Today, the DNA sequence of a newly
isolated bacteriophage is determined di-
rectly by use of a combination of shotgun
cloning/sequencing and direct sequenc-
ing of the bacteriophage DNA. The pro-
teins produced by the bacteriophage can
now be analyzed by a combination of
SDSPAGE and mass spectroscopy. This
technology is expected to reduce un-
certainty about which prospective genes

are actually expressed. Additionally, the
occurrence of posttranslational changes,
such as protein fusion and cleavage, will
be directly analyzed when this type of
protein analysis is combined with the
DNA sequence.

2
Physical Chemistry of DNA Packaging

2.1
Energy of Compaction

While some investigators focus on bac-
teriophage biology, others focus on the
physical chemistry. In fact, a primary rea-
son for use of bacteriophages as a model
system is the opportunity for interdisci-
plinary investigation. In the case of DNA
packaging, one can calculate the energy
needed to compact the DNA to the density
found in the capsids of bacteriophages.
This density is uniform ±15% among
the various bacteriophages. The density
of DNA packaging is measured primarily
by use of low angle x-ray scattering, but
also by use of buoyant density centrifuga-
tion in media that minimally dehydrate a
packaged DNA molecule. These two mea-
surements agree that the DNA double helix
occupies about one half the volume of the
cavity in which the DNA is packaged.

Given this number, theoreticians calcu-
late the energy per mole of nucleotide pair
needed for (1) overcoming electrostatic re-
pulsion among negatively charged DNA
segments, and (2) bending the double helix
against elastic forces that originate in both
electrostatic repulsion and base stacking.
The packaging-associated entropic change
makes a negligible contribution to the
free energy of DNA compaction. Over-
coming the electrostatic repulsion is the
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primary energetic requirement for pack-
aging. Experimentally, expulsion of the
packaged DNA (without disassembly of
the capsid) releases heat that is another
indication of the free energy of packag-
ing because the entropy of packaging is
negligible. Experiment and theory agree
on approximately 0.5 kcal mol−1 of pack-
aged nucleotide pair. Both theory and
experiment also agree that circular coiling
of packaged DNA is the most probable
conformation. However, neither theory
nor experiment conclusively discriminates
between unidirectional coiling (as with
thread on a spool) and bidirectional coil-
ing (as rope is sometimes stored on the
deck of a ship). Bidirectional coiling would
produce kinks. A drawing of the packaged
DNA of bacteriophage T7 within its cap-
sid is in Fig. 1. This drawing is based on
cryoelectron microscopy of T7.

A third measure of the energy of DNA
compaction was achieved by integration
of the force times the distance interval

of a DNA molecule during its packaging.
But, how does one measure the force,
especially when the force is expected to
increase as more DNA becomes packaged?
An answer has recently been provided
via the development of procedures for
(1) attaching to a large latex sphere both
a capsid that is packaging a DNA molecule
and the capsid-distal end of the DNA
molecule (see Fig. 3a), (2) holding the
capsid-distal sphere in an optical trap
of known force constant, (3) holding the
capsid-bound sphere in a pipette and
(4) monitoring with better than 10-nm
precision the position of the capsid-distal
sphere during DNA packaging (Fig. 3a).
This type of measurement is sometimes
called nanometry.

As the DNA molecule is packaged,
the capsid-distal latex sphere moves in
the optical trap (Fig. 3b). As the capsid-
distal latex sphere moves, the optically
derived force on the sphere increases
until the packaging is completely stalled.

DNA

Optical trap

Micropipet

Microsphere

Viral capsid

(a) (b)

Fig. 3 Nanometry of a DNA molecule while it is being packaged in a
bacteriophage capsid. (a) The DNA packaging motor after the DNA
molecule begins to enter the capsid during nanometry. (b) The same DNA
packaging motor after further DNA entry in the conditions of nanometry.
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The relationship of force to packaging
rate is measured. The stall force for
bacteriophage φ29 DNA packaging motors
varies between 40 and 70 pN. This stall
force is larger than the stall forces for RNA
polymerase and various eukaryotic motors
that have been (partially) reconstructed
in vitro. To obtain the force present
throughout packaging, the packaging is
allowed to proceed by feedback regulating
the position of the pipet in Fig. 3 so that
the optical trap exerts constant force. As
DNA enters the capsid, the packaging
rate is used to measure the force being
used to raise the potential energy of the
packaged portion of the DNA molecule.
That is to say, this measurement supplies
the force needed to calculate the energy
of DNA compaction. This energy was
0.56 kcal mol−1 of nucleotide pair, in
agreement with both the theory and the
experiment described above.

The above agreement on the energy
of compaction was found among three
totally different strategies. This type of
agreement is difficult to achieve unless
all three strategies are basically produc-
ing accurate results. This conclusion is
especially important for the nanometry be-
cause nanometry is a comparatively new
discipline with not all potential sources of
distortion well understood. Effects of the
high density of surfaces are potentially im-
portant. But, the above data indicate that
this does not change the measurements.
In any case, the inside of a cell is very sur-
face intense. So, perturbation by surfaces,
if found, is not necessarily to be regarded
to be an unproductive distortion (artifact).

2.2
DNA Packaging Motors

By analogy with the information needed to
understand macroscopic motors (internal

combustion engine, for example), the
information needed to understand DNA
packaging motors is the following: (1) a
complete list of relevant variables that
describe the motor’s state (position of
valves, current in spark plugs, and so on, in
the case of an internal combustion engine)
and (2) a description of how each of these
variables changes as a function of time. In
the case of a biological motor, one faces the
following major problem: One normally
works with an ensemble of motors. The
ensemble is difficult, if not impossible,
to synchronize. In any case, the motors
are small enough so that thermal motion
causes any synchrony to be lost.

One solution to the synchrony prob-
lem is to measure the time-dependence
of state variables of a single motor. For
example, the nanometry of the previous
section has also yielded a plot of length
of DNA packaged as a function of time.
That is a beginning, but only a beginning
because only one state variable (length
of DNA packaged) is measured. Nonethe-
less, the nanometry yields the interesting
observation that the rate of DNA packag-
ing has the following two deviations from
constancy as a function of time: (1) The
rate smoothed for small fluctuations pro-
gressively decreases as a function of time.
(2) The rate has a repeated small fluctua-
tion that consists of a pause. That is, the
rate sometimes becomes zero. The fre-
quency of pauses increases dramatically as
more DNA is packaged.

The first observation raises the question
of whether the rate also undergoes a
time-dependent decrease inside of an
infected cell (in vivo) or, perhaps, in an
in vitro system that accurately mimics the
in vivo system. After all, the biology of
survival leads to the conclusion that, if
anything, the rate should increase once
the DNA packaging motor has committed
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to packaging a genome. Proposing an
increase in the rate is equivalent to
proposing feedback control for the DNA
packaging motor, on the basis of the
energetics discussed above. Complexity
introduced by feedback control is the key
differentiating factor between a process
that is called physical and a process that is
called biological. In the case of the motors
of higher organisms (the motor that moves
muscle, for example), the question of
feedback control cannot be asked with
current in vitro systems because these
systems have been stripped of most of
the components that they have in vivo. In
the case of DNA packaging motors, this
question has not yet been answered.

The observation of pauses raises the
question of whether the pauses are part
of the function of the motor or, alterna-
tively, a trivial product of overcoming the
resistance to packaging. The answer to this
question is also not known. To further in-
vestigate the DNA packaging motor, more
state variables must be measured in real
time at the single-motor level while the mo-
tor is running. The best strategy appears
to be the use of single-motor fluorescence
microscopy, perhaps in conjunction with
the nanometry of Fig. 3. Fluorescence mi-
croscopy has the capacity to observe either
a single DNA molecule or its capsid (or
both) during packaging. Importantly, flu-
orescence microscopy has the capacity, in
theory, to measure several state variables
simultaneously.

3
In vitro DNA Packaging: Complex System
Biochemistry

The importance of the fidelity of in vitro
systems is illustrated by examples from
studies of the initiation of DNA packaging.

Initiation of DNA packaging has not been
discussed above because of its complexity
and variability among bacteriophages. The
first example is the finding that in vivo
initiation requires transcription in the
case of the related bacteriophages, T3
and T7. However, a purified T3 in vitro
system has absolutely no dependence on
transcription! Nonetheless, a much less
purified in vitro system was developed and
this latter system did have dependence
on transcription. The added complexity
of transcription presumably occurs as an
adaptation to improve packaging success
through control of packaging.

A second example is the finding in
a very unpurified in vitro system that
bacteriophage T7 DNA packaging initia-
tion is cooperative among several capsids.
This observation is not totally surpris-
ing because the capsids are packaging
genomes that are all on a single DNA
concatemer. However, purified in vitro
systems have lost their specificity for con-
catemers and, therefore, would not have
revealed the cooperativity. The use of an
unpurified in vitro system, therefore, has
some major advantages. Furthermore, the
unpurified in vitro T7 system has the
technical advantages that in this system
(1) fluorescence microscopy can be used
to observe both single DNA molecules and
single bacteriophage capsids and (2) the
system either reduces or eliminates photo-
bleaching; photobleaching is potentially a
major problem.

The point is well made in this case that
the long-range interest of understanding
biology does not coincide with the short-
range interest of having neat in vitro
systems. The long-term eventually arrives,
though sometimes suddenly and after
a long period of wondering where it
is. Progress is not necessarily colinear
with time.
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See also Bacterial Growth and Di-
vision; Electron Microscopy in Cell
Biology; Nucleic Acid Packaging of
RNA Viruses.
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deoxyribonucleic acid (RNA or DNA). These molecules can exist in single- or
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double-stranded form. Any of these four possible molecules can serve as a virus
genome.

Virus Genome Packaging
The event in which the viral nucleic acid is placed inside the protective viral coat.

� Viruses are obligate intracellular parasites composed of virus-specific nucleic acid and
a protective coat. During virus assembly, the critical stage is the specific recognition of
the viral genome with the maturing virus capsid leading to encapsidation (packaging)
of the genome to the protective capsid. The formed and released viral particle is
metastable, being primed to deliver the genome upon interaction with a new host
cell. Viruses with an RNA genome either condense their nucleic acid concomitantly
with the capsid assembly or produce empty capsids (procapsids), which translocate
the viral genome into the particle in reaction requiring chemical energy in a form
of NTPs. RNA viruses can have one to twelve genome segments. It is obvious that
very delegate mechanisms have evolved to assure specific packaging of the entire
genome either to a single or several particles.

1
Background

Viruses are intracellular parasites that
are fully dependent on the metabolic
apparatus of the cell. The viral genome has
the information for its multiplication in the
cell as well as for directing the synthesis
of structural components of the virion.
The virus genome can be either DNA
or RNA, double-stranded (ds) or single-
stranded (ss). The nucleic acid interacts
with the viral structural proteins to form a
nucleic acid–protein complex. This event
is referred to as nucleic acid packaging
or encapsidation, and the formed protein
coat protecting the nucleic acid is the virus
capsid. The capsid can be organized either
helically or icosahedrally. In the helical
nucleocapsid, an elongated rod-shaped
structure, the coat proteins form a helix
around the genome. The icosahedral
capsid is a spherical shell-like structure
enclosing the condensed viral genome

(Fig. 1). In some viruses, a membrane
additionally surrounds these structures, or
is located underneath the capsid.

Double-stranded nucleic acids are an-
tiparallel molecules. In the case of RNA,
the strand that can serve as the mes-
senger in protein synthesis is known as
the (+) strand and the complementary
strand as the (−) strand. There are RNA
viruses that have either (+), (−), or dsRNA
as their genome. The genome can be a
single RNA molecule or segmented. The
genome segments can reside in a single
capsid or in different capsids (multipar-
tite). The (+)-strand RNA genomes, upon
introduction to the cell, can serve directly
as messengers, whereas the (−) strand and
dsRNA genomes must be transcribed to
(+) strands in the cell. This (+) strand syn-
thesis is carried out by virion-associated
polymerases, either directly or via a DNA
intermediate (retroviruses).

One of the key events during virion as-
sembly is the encapsidation (packaging) of
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the viral genome into a protein capsid. On
the basis of the great variety of genome
strategies in RNA viruses, there evidently
must also exist variations in the mech-
anisms used for RNA packaging. It is
obvious that only very specific interactions
between the RNA and the capsid protein(s)
can produce the distinct detection of the
viral RNA molecules in the cell and their
subsequent packaging. The formation of
a functionally metastable virion structure,
owing to its responses to stimuli during the
virus entry, results in virion disassembly
and genome activation. Our understand-
ing of the RNA packaging events relies
mostly on a few model systems, but in-
formation from a great variety of viruses
is rapidly accumulating. This article de-
scribes various examples of RNA virus
systems about which more detailed pack-
aging information is available.

2
Tobacco Mosaic Virus (TMV), the Classic
Case

Tobacco Mosaic Virus (TMV) is a rod-
shaped virus composed of a (+)-sense
ssRNA molecule (6395 nucleotides) as-
sociated with some 2130 identical capsid
protein molecules forming a helical struc-
ture (Fig. 1a). As long ago as 1955, an
in vitro reconstitution of infectious virus
particles from purified RNA and disso-
ciated coat proteins was achieved. This

Fig. 1 Principal structural
arrangements of virus capsids: (a) A
helical capsid, with the coat proteins
organized helically around the viral RNA
(e.g. tobacco mosaic virus), (b) An
icosahedral capsid in which the coat
proteins (A, B, C) form a spherical
structure enclosing a condensed viral
RNA molecule (e.g. a plant (+)-strand
RNA virus).

Protein
  subunit

RNA

(a)

(b)

self-assembly reaction of purified com-
ponents allowed a detailed study of the
packaging mechanism.

The nucleation of the TMV particle starts
from the interaction between the genomic
RNA and the coat-protein aggregate (the
so-called 20S particle or disk). The disk
is a two-layer cylindrical structure, each
layer composed of a ring of 17 coat-
protein molecules. An internal region of
the RNA called the origin of assembly (OAS),
located in the region between nucleotides
5443 and 5518, forms a bulged stem-loop
structure that binds round the first turn
of the disk. This leads to the melting of
the base-paired stem and causes the disk
to dislocate into a short helix (the ‘‘lock-
washer’’ form) entrapping the RNA. The
helix elongation continues towards both
directions of the RNA molecule. The 5′
direction encapsidation is rapid, whereas
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the 3′ direction encapsidation is slow.
Furthermore in the 5′ directed reaction,
RNA passes through the lumen of the
growing rod as it is incorporated into
the virion, and predominantly uses the
disk subassembly of protein subunits as
building blocks. The 3′ direction reaction
uses smaller aggregates or single protein
subunits. The assembly process is greatly
dependent on the pH and ionic conditions,
as is the disassembly upon infection. The
genome length determines the length of
the virion.

3
Small, Icosahedral, Positive-strand RNA
Viruses

Small (+)-strand RNA viruses have been
found infecting bacteria, plants, and ani-
mals. These viruses are among the sim-
plest replication systems. High-resolution
structural data, which are available for a
number of such viruses, have greatly ad-
vanced our understanding of the assembly

Fig. 2 The bacteriophage R17 coat
protein–binding site just upstream of
the replicase gene in the R17 genome;
the arrow indicates the starting point of
the replicase gene.

of these small viruses. The overall struc-
tural principles are surprisingly similar
in ssRNA viruses infecting plants and
animals (Fig. 1b), whereas a different ar-
rangement is found in the corresponding
bacterial viruses. In spite of the structural
similarities of the capsids, the condensed
RNA molecule inside the capsid can be
organized differently. It can be either
randomly organized (so that it does not
contribute significantly to the diffraction
pattern obtained from virus crystals) or
parts of the RNA can be associated with
the capsid proteins in a symmetric fashion
(making part of the nucleic acid visible in
the X-ray-derived electron density map).

Bacteriophage assembly initiation of
ssRNA is probably the best under-
stood among small, icosahedral (+)-strand
viruses. These viruses (MS2, R17, etc.)
have one coat protein that exists as a dimer.
Initially, coat proteins bind specifically
to an asymmetric RNA hairpin loop 21-
nucleotides long (Fig. 2), which is located
in the translation initiation region of the
replicase gene. All unpaired nucleotides
are necessary. There are two A residues in
the loop that are base-specific. There is also
an unpaired A in the stem which cannot be
changed without loss of activity. The paired
stem nucleotides, however, do not show
any base specificity (compare also to yeast
virus L-A packaging signal in Sect. 4.2:
Fig. 5). Later in the infection, when the
coat-protein concentration in the cell in-
creases, the binding of the coat protein to
this RNA loop leads to translational repres-
sion of the replicase synthesis and is most
probably also responsible for the initia-
tion of the genome packaging. The initial
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binding stimulates the binding of addi-
tional coat-protein dimers to nonspecific
sequences, resulting in a highly cooper-
ative assembly of coat proteins, forming
a shell that simultaneously encloses the
viral RNA.

An intact ssRNA bacteriophage capsid
also contains a single copy of a maturase
protein, which is necessary for infection.
It has been shown to bind RNA, but
capsid proteins can specifically package
virus-specific RNA without this protein. In
the model represented by ssRNA bacterio-
phages, the RNA genome is condensed to
the capsid simultaneously with the pro-
tein shell assembly. Both picornaviruses
as well as certain plant viruses (e.g. south-
ern bean mosaic virus, tomato bushy stunt
virus, turnip crinkle virus) assemble via
discrete intermediate units.

In the turnip crinkle virus assembly
model, three coat-protein dimers bind
to a specific viral RNA sequence. The
N-termini of these proteins are located
around the threefold symmetry axis. Ad-
ditional dimers are then added to this
structure. A preformed capsid-packaging
model is not yet, however, completely ruled
out. Anyway, the packaging is very specific
for the (+)-sense genomic RNA. The pack-
aging signal is a 28 nt bulged hairpin loop
in the 3′ end of the coat protein coding
region, and the size of the packaged RNA
is critical for stable assembly of the virions.
The picornavirus genomes also contain a
5’-terminal covalently linked protein, but it
is not the specificity factor for packaging.

Ordered ssRNA has been observed in
the crystal structure of bean pod mottle
virus, a comovirus. Some 20% of the RNA
is icosahedrally oriented with no sequence
specificity. Whether this RNA–capsid pro-
tein interaction has implications for RNA
packaging remains to be seen. These
viruses, however, can form stable empty

capsids, indicating that correct capsid
protein–protein interactions take place
without the genomic RNA. On the other
hand, a nodavirus (flock house virus) cap-
sid has been shown to bind portions of the
genomic ssRNA in a dsRNA form. About
10 bases in the dsRNA form bind to the
coat proteins at the icosahedral twofold
axes. The dsRNA is in the A form and
is formed from the secondary structures
of nonunique sequences. This RNA is
an integral part of the capsid quaternary
structure, thereby suggesting capsid con-
densation around the RNA. This model is
also supported by the absence of reports
of empty precursor particles in nodavirus-
infected cells.

4
Double-stranded RNA Viruses

Since cellular polymerases are not capa-
ble of operating on dsRNA templates, all
dsRNA viruses have a virion-associated,
RNA-dependent RNA polymerase. Al-
though in many cases dsRNA viruses have
segmented genomes, many fungal viruses
have only a single genome segment. The
viruses with segmented genomes, in addi-
tion to having the specificity for selecting
viral RNA for packaging, must have a
mechanism ensuring that one copy of each
genome segment is included in the virion.
Depending on the virus, the number of
segments can vary from 1 to 12. Here we
concentrate on two dsRNA virus systems
(φ6 and L-A), where in vitro assembly ex-
periments have shed light on the RNA
encapsidation reaction.

4.1
Bacteriophage φ6

Pseudomonas syringae virus φ6 is the
type organism of the Cystoviridae family
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of dsRNA bacteriophages. Like other
members of the family, it has three ge-
nomic segments that are named according
to their sizes (large, L, 6374 bp; medium,
M, 4063 bp; and small, S, 2948 bp). These
are packaged into a dodecahedral poly-
merase complex particle made of four
viral proteins, which are encoded by the
genome segment L. Protein P1 is the ma-
jor component of the capsid, and forms
the structural framework for the particle.
It is responsible for the initial binding
and recognition of the genomic (+)-strand
ssRNAs. P2 is an RNA-dependent RNA
polymerase and resides inside the parti-
cle at -fivefold symmetry positions. P4 is
a nonspecific NTPase forming hexameric,
ring-like structures that are located at the
particle surface around the fivefold sym-
metry axes. It provides the energy for the
genome packaging and acts also as a he-
licase. P7 is a small particle stabilizing
protein and is needed for stable ssRNA
packaging. An additional layer of protein
P8 surrounds the polymerase complex par-
ticle, forming the nucleocapsid (NC). The
nucleocapsid resides in a virus-specific
membrane envelope.

Packaging of φ6 ssRNA has been studied
by using an in vitro packaging assay.
Empty polymerase complex particles (PCs)
can be produced in Escherichia coli cells
from a plasmid containing a cDNA copy
of the L-segment. Purified particles can
package, replicate and transcribe the viral
RNA segments. The purified NC shell
protein P8 can be assembled onto the
dsRNA-filled particles, thus making them
infectious to spheroplasts of P. syringae
and leading to the production of infectious
complete viruses.

The virus enters the cell via mem-
brane fusion and endocytosis-type events,
and loses the structural layers sequen-
tially. In the cytoplasm, NC is activated

by the removal of the protein P8 layer.
This activation leads to the production
of (+)-strand transcripts from all ge-
nomic segments (l+, m+, and s+). The
L-segment-encoded polymerase complex
proteins are synthesized early in infection
and self-assemble to empty dodecahe-
dral particles. The synthesized (+)-strands
serve also as precursor genomic strands,
which are packaged to these polymerase
complex particles. The packaging is spe-
cific for φ6 RNA and the packaging sites
determine this specificity. These packag-
ing signals extend for some 210 to 280
noncoding nucleotides from the 5′ end
of each segment (Fig. 3). The 18 first
5′ nucleotides are conserved in all seg-
ments. In each segment, there is also
a 10–12-nucleotide-long homologous se-
quence within the first 100 nucleotides
from the terminus. This sequence forms
a hairpin structure with a very stable
tetraloop UACG. This is thought to be a
φ6−specific signal in the packaging sites.
In segment s+, there is an extra copy of
this tetraloop. Otherwise, the secondary
structures of the packaging sites are very
different, although some similar single-
stranded regions between s+ and m+, and
m+ and l+ segments can be observed.

Packaging of φ6 RNA is sequential. The
polymerase complex recognizes the three
ssRNA genomic precursor molecules in a
segment-specific manner and translocates
the RNA molecules into the interior of
the particle so that the s+ segment is
packaged first, followed by m+ and then
l+. The next step in the virus life cycle is the
synthesis of the (−)-strands, which occurs
inside the polymerase complex particle
using the (+)-strands as the templates.
The (−)-strand synthesis is coupled to
the packaging in such a way that it does
not occur before the packaging of l+
segment has started. The particles with
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synthesized dsRNA genomes move to (+)-
strand synthesis mode.

The polymerase complex particle has to
go through considerable conformational
changes during packaging and particle
maturation. The empty particle is smaller
and more angular than the dsRNA-filled
particle. Estimations of the inside volumes
of different particles show that the particle
has to expand during ssRNA packaging
in order to have enough space for all the
three segments. This could explain the
sequential packaging: different segment-
specific high-affinity binding sites are
exposed on the particle surface upon
particle expansion.

Energy for the packaging is provided by
the NTP hydrolysis carried out by the P4
hexamers. One of these hexamers, how-
ever, is chemically distinct, being attached
to the particle in a more stable manner.
Mutant or detergent-treated particles con-
taining reduced amounts of P4 (equivalent
to occupancy of one vertex only) have
shown to be efficient in RNA packaging
and (−)-strand synthesis, but the (+)-
strand synthesis in these particles is com-
pletely abolished. It can be concluded that
the P4 hexamers are needed both in RNA
packaging and (+)-strand synthesis, and
the vertex used for packaging cannot be
used in (+)-strand synthesis (mRNA exit).

Figure 4 depicts the NC activation,
procapsid packaging, and NC maturation.
It remains to be seen whether members
of the reovirus family follow this general
scheme for their RNA packaging. It
is intriguing to address the specific

Fig. 3 Secondary structures of the
packaging regions of bacteriophage φ6
(+)-strand genomic segments based on
chemical and enzymatic probing and
phylogenetic comparisons. Conserved
secondary structure elements are
highlighted in black.

l segment

m segment

s segment

RNA–protein interactions leading to the
highly selective packaging of all the viral
genomic RNA segments.

4.2
Yeast Virus L-A

Yeast dsRNA virus L-A is a degenerate
virus, as are all viruses residing in fungi.
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Fig. 4 Bacteriophage φ6 packaging and
replication model. (a) Protein and RNA
components of the nucleocapsid,
(b) nucleocapsid activation by the removal of P8
shell, (c) transcription of (+)-strand genome
segments, (d) assembly of empty polymerase

complexes coded by the large genome segment,
(e–g) sequential packaging of the genome
segments through the packaging vertex,
(h) initiation of (-)-strand synthesis,
(i) (+)-strand synthesis, and (j) inhibition of
(+)-strand synthesis by the assembly of P8 shell.

They exist intracellularly only, and no ex-
ternal virus particles have been observed.
L-A is a parasite of Saccharomyces cerevisiae.
The L-A system also supports the replica-
tion of several satellite dsRNAs in addition
the viral genome. The L-A genome is a 4.6-
kb long, single dsRNA molecule, whereas
all the satellite dsRNAs are smaller. The
satellites code for a secreted toxic protein
and for immunity to that toxin.

The L-A genome codes for the major
capsid protein (Gag) and for a fusion
protein that has a Gag as its N-terminal
and an RNA polymerase domain as its C-
terminal portion (Gag–Pol). The Gag-Pol
fusion protein is formed by a −1 ribo-
somal frameshift event. The frameshift-
ing efficiency controls the formation of
the Gag–Pol protein. In vitro, ∼1.8% of
the Gag transcripts are read to produce
Gag–Pol fusion protein. The ratio of Gag
to Gag–Pol production is very close to that
estimated from the isolated virus particles;

120 Gag proteins, 2 Gag–Pol proteins (and
one RNA molecule).

At about 400 nucleotides from the 3′ end
of the (+)-strand, there resides a 24-base
stem-loop structure with a five-nucleotide
stem and an A bulged at the 5′ side of
the stem. This structure and ten 5′ adja-
cent bases form the RNA packaging site
(Fig. 5). The RNA packaging site binds to
the Pol domain of the Gag–Pol fusion
protein. The stem structure, but not the
sequence of the stem, is necessary for the
binding. The loop sequence, as well as the
bulged A residue, however, are critical for
the binding.

The packaging model involves the for-
mation of an initiation complex where
two Gag–Pol proteins dimerize and bind
one (+)-strand RNA molecule. The Gag
domain of the fusion protein primes the as-
sembly of additional Gag proteins to form
an icosahedral shell, condensing the RNA
inside (Fig. 6). The possibility of packaging
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Fig. 5 Packaging signal of the L-A virus and that of its satellite RNA
M1. The structures are very similar and the loop sequences nearly
identical. (Figure kindly provided by Dr. Reed B. Wickner, U.S.
National Institutes of Health.)

gag–pol

gag–pol

pol domain
binds (+)
ssRNA

gag domain
primes gag
polymerization

(+) ssRNA

gag

dimerizes

Fig. 6 RNA-packaging model of the L-A family of dsRNA viruses. (Figure kindly
provided by Dr. Reed B. Wickner, U.S. National Institutes of Health.)

of a preformed capsid is, however, not
completely ruled out.

Following packaging, the (−)-strand
synthesis takes place inside the particle.
The particle size is designed to give
room for a single L-A dsRNA genome.
If, however, the particle packages a short
satellite RNA using a mechanism and a
mode of signaling similar to those for the
L-A genome, the RNA synthesis produces
progeny RNA molecules that stay inside
the particle as long as the RNA mass
is equal to that of the L-A genome.
This system results in particles with
multiple dsRNA segments, the number
depending on the size of the packaged
molecule.

5
RNA Packaging Signaling in Animal Viruses

5.1
Sindbis Virus

Sindbis virus, a togavirus, has icosahedral
symmetry. The assembly of the virion
requires two steps. First, the genomic (+)-
strand ssRNA interacts with the capsid pro-
tein leading to the formation of the nucle-
ocapsid. Second, the nucleocapsid specif-
ically interacts with the viral membrane
proteins, which are translocated to the
plasma membrane. This event results
in the release (budding) of viruses. The
genomic RNA is used to translate the
nonstructural proteins from the 5′ portion
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of the molecule. Structural proteins are
translated from a subgenomic RNA (iden-
tical to one-third of the 3′ end of the
genomic RNA). Only the genomic RNA,
and not the subgenomic fragment, is
packaged. The packaging signal is located
at a 132-nucleotide region (between nu-
cleotides 945 and 1076 in the Sindbis
virus genome).

The binding site with predicted strong
secondary structure lies within the cod-
ing region of a nonstructural protein
nsP1. The binding of this region to the
capsid protein is supposed to trigger
protein–protein interactions between the
capsid proteins leading to the nucleocap-
sid formation. The crystal structure of
the Sindbis virus capsid protein reveals
a dimer. However, monomeric capsid pro-
tein binds RNA. The RNA binding site is
some 30-amino acids long around amino
acid 100 of the protein, which is about 246-
amino acids long. The binding site is lo-
cated between two domains of this protein.
The N-terminal domain is largely unstruc-
tured (flexible) and basic, a good candidate
for an RNA interacting protein. The other
domain forms the capsid structure.

5.2
Mouse Hepatitis Virus

Mouse hepatitis virus, a coronavirus, is
an enveloped virus with a helical cap-
sid. The genome is a positive-sense ss-
RNA molecule. Also, in this case there
are subgenomic RNA species in addition
to the genome-length species. Only the
genome-length RNA is packaged. Deletion
mapping has located the packaging sig-
nal to a 190-nucleotide internal sequence
close to the 3′ end of gene 1. There are
indications of a stem-loop RNA structure
in this region. The nucleocapsid protein N
has been shown to bind all viral mRNAs,

whereas a transmembrane viral envelope
protein M binds specifically to the packag-
ing signal. This is the first known example
of an RNA virus in which interaction be-
tween a viral envelope protein and RNA
packaging signal determines the selective
RNA packaging into viral particles.

5.3
Influenza Virus

The influenza virus, an orthomyxovirus,
has eight different ssRNA genome seg-
ments of negative polarity, which are
associated with four polypeptides form-
ing a ribonucleoprotein core. This core
exhibits RNA-dependent RNA polymerase
activity and is enclosed into the viral enve-
lope. Of the terminal untranslated 3′ and
5′ nucleotides of the genomic RNAs, about
15 are involved in forming a circle via a
panhandle structure. Some 20 nucleotides
at the termini of the segments are suffi-
cient signals for transcription, replication,
and packaging of the RNAs into the virus
particles. It is assumed that the packaging
of the genomic segments is not accurate,
but more than eight segments are pack-
aged. This somewhat random packaging
leads to different assortments of genomic
segments among the viral particles. Thus,
with only a few particles having complete
sets of genomic segments, specific infec-
tivity should be low, as in fact has been
observed. However, a more specific pack-
aging system has not been ruled out.

5.4
Hepadnaviruses

In both the hepadna- and retroviruses,
the packaged nucleic acid is positive-sense
RNA, but the virus particle contains an
RNA-dependent DNA polymerase (reverse
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transcriptase), which converts the pack-
aged RNA to DNA form.

Hepadnaviruses are small, enveloped
icosahedral particles. Upon infection, the
nucleocapsid is transported to the host cell
nucleus. The 3.2-kb genome is converted
into a covalently closed circular molecule,
which is transcribed to a genome-Iength
RNA molecule, as well as to two subge-
nomic RNAs. Only the genome-length
(+)-strand RNA is encapsidated to the
nucleocapsid along with the reverse tran-
scriptase. At this stage, the packaged RNA
molecule acts as a template for the synthe-
sis of the complementary (−)-DNA strand,
which is further synthesized to a partially
duplex DNA molecule. The nucleocapsid
acquires the virus-specific envelope from
the endoplasmic reticulum, after which
the viral particle is removed from the cell
by the vesicular transport pathway.

The genome-length RNA in the hepad-
navirus contains a region designated as
‘‘ε’’. It is a sequence about 90-nucleotides
long, located near the 5′ end of the
molecule, and it is necessary and suffi-
cient for genome packaging. The same
signal is also found at the 3′ end of the
genome but does not have packaging ac-
tivity at this position. The ε sequence
forms a hairpin loop, which also binds
the reverse transcriptase and is the ini-
tiation site for the reverse transcription.
Even though the packaging is coupled
to reverse transcription, these two events
are independent. Nonfunctional reverse
transcriptase does not prevent packaging.
However, if there are no reverse transcrip-
tase proteins available, only empty capsids
are formed. The capsid (core) protein has
a basic C-terminus that might have non-
specific nucleic acid binding functions. It
is not, however, clear how ε, reverse tran-
scriptase, and the capsid proteins interact
to initiate the encapsidation reaction. An

interesting feature in hepadnavirus pack-
aging is a cis preference. When wild-type
genomes are used to complement re-
verse transcriptase mutants, the progeny
genomes packaged are preferentially of
wild-type origin.

5.5
Human Immunodeficiency Virus

Human immunodeficiency virus (HIV) is
an enveloped polyhedral retrovirus with a
(+)-strand 9.2 kb RNA genome. As in other
retroviruses, the viral particle contains two
copies of the genomic RNA molecule.
Upon entry into the host cell, the retroviral
RNA genome is converted into a DNA
molecule by the virion-associated reverse
transcriptase. After the virus particle has
entered the nucleus, the viral genome
integrates with the host genome. The
integrated provirus is transcribed by the
cellular RNA polymerase II, producing
full-length genome transcripts. These are
spliced to subgenomic RNAs encoding
viral regulatory proteins including Rev.
Later in the infection, the accumulation of
Rev and its binding to the Rev-responsive
element (RRE) located at the 3′ end of
the Env gene stabilizes these RNAs and
splicing is avoided or limited. Rev contains
a leucine-rich nuclear export signal, and
together with cellular and possibly viral
chaperone proteins the unspliced viral
RNA genomes are exported from the
nucleus to the cytoplasm.

Retroviral genomes code for polyprotein
precursors (Gag, Pol, and Env). The virus
capsid obtains the envelope by budding
through the plasma membrane. The
reverse transcriptase (Pol) is synthesized
as a Gag–Pol fusion protein by a ribosomal
frame shifting (see also Sect. 4.2 on yeast
virus L-A). The Gag region produces
the virion capsid proteins. After virus
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SL2

SL3

SL4

SL1

Fig. 7 Secondary structure model of
the major packaging signal in human
immunodeficiency virus 1. Stem loop 1
(SL1), putative dimerization initiation
site. SL2, major splice donor. SL3,
principal packaging determinant.
Gag-initiation codon shown with gray
background.

maturation, the reverse transcriptase is
activated by a proteolytic cleavage, which
leads to the binding of the reverse
transcriptase to the RNA. It is assumed that
the packaging of the reverse transcriptase
is based on the Gag (capsid) domain of the
fusion protein.

The packaging of retroviral RNA is
highly specific, since only full-length RNAs
are packaged. As in hepadnaviruses, the
retrovirus RNA contains a packaging sig-
nal (ψ) near the 5′ end of the genomic
RNA. Figure 7 shows the secondary struc-
ture model of this packaging region in
HIV-1. Stem loop 3 contains the major
packaging signal motif with the GGAG-
terminal loop. This sequence has been
shown to bind the zinc finger motif of
the nucleocapsid (NC) region of the Gag
polyprotein. Deletions in the NC zinc fin-
gers will disrupt packaging; deletion of the
stem loop 3 leads to only partial packaging
defects, since the GGNG motif appears
multiple times in lentiviral packaging re-
gions. Stem loop 1 contains the dimer
initiation site (DIS) with terminal palin-
dromic loop (GCGCGC), which is able
to interact with the sister genomic RNA.
Stem loop 2 contains the splice donor site
and has relatively little effect on packaging.

There are also accessory packaging signals
outside the major packaging region.

In HIV-2, the major packaging signal
is in a region 5′ to the splice donor,
and the packaging region is found in
all RNA species. HIV-1 can also package
HIV-2 RNA, but captures both spliced
and unspliced RNA with equal efficiency.
HIV-2 seems to package RNA in cis,
cotranslationally, compensating for the
presence of the packaging site in all
RNA species, whereas HIV-1 is capable
of picking up RNA in trans.

The hepadna- and retrovirus genomes
with the RNA packaging sites indicated
are depicted in Fig. 8.

6
Perspectives

Virus RNA packaging is a highly selective
event, in which almost exclusively viral
RNA is encapsidated. The selectivity is ob-
tained by means of specific RNA–capsid
protein interactions. These interactions
may also have translational regulatory
effects. There is a vast amount of infor-
mation about DNA–protein interactions,
but our understanding of RNA–protein
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Fig. 8 Genome organizations of human immunodeficiency virus 1 (HIV-1) and human
hepatitis B virus (HBV). The ‘‘Pac arrow’’ indicates localization of the encapsidation
signals.

interactions is still relatively limited.
Surely RNA viruses will be in the forefront
in helping us to elucidate the interactions
between the two most active cellular com-
ponents, RNA and protein.

The development of recombinant DNA
technologies (including reverse transcrip-
tion) and the understanding of the pack-
aging signaling in many virus systems
have opened the opportunity to pack-
age not only the viral RNA but also
heterologous RNA into viruses. These
advances are of crucial importance in
helping us to understand the packaging
mechanisms.

It is presumed that RNA viruses will play
an important role in the fast-developing
field of RNA biology, including gene si-
lencing. The ability to package and amplify
desired RNA segments, either single- or
double-stranded, is an asset that will cer-
tainly be utilized.

See also Bacterial Growth and Di-
vision; Electron Microscopy in Cell
Biology; Nucleic Acid Packaging of
DNA Viruses.
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Base Excision Repair
DNA repair process that removes simple, monofunctional base lesions in DNA.

DNA Damage
Damage to any of the components of DNA: bases, sugar, and phosphate.
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DNA Repair
Enzymatic processes that survey and repair damage to DNA.

Nucleotide Excision Repair
DNA repair process that removes bulky DNA base lesions.

Abbreviations

NER nucleotide excision repair
BER base excision repair
MMR mismatch repair
UV ultraviolet
8-oxoG 8-hydroxyguanine
Adduct DNA damage, chemical association with a DNA base
Lesion DNA damage
Glycosylase enzyme that cleaves the glycosylic bond between the DNA base and the

sugar-phosphate backbone of DNA
ROS reactive oxygen species
pol β DNA polymerase β

CS Cockaynes syndrome
WS Werner syndrome
TCR transcription coupled repair
GGR general genome repair
mtDNA mitochondrial DNA

� All living organisms are constantly exposed to exterior agents and endogenous
sources that interact with the macromolecules and cause substantive damage. This
damage affects the function of all cellular macromolecules, including proteins, RNA,
and DNA, and the damage accumulates over the life span of individuals. While RNA
and proteins can be resynthesized, the genetic material, DNA, is the master molecule
of life and it needs to be maintained intact for normal cellular functions to take place
and to avoid death and disease. Thus, cellular steps have evolved to remove this
damage from DNA. These processes are called DNA repair, and they involve a series
of enzymatic processes that detect the damage and remove it. There are a number
of DNA repair pathways and there are molecular interactions between them, and
the DNA repair processes in general also connect with a number of other cellular
processes. In this chapter, I will discuss the nature of the damage to the DNA and
the various DNA repair processes that exist in higher cells. Examples will be given
where specific protein functions are discussed in more detail, and references will be
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provided so that the reader can seek other sources for more detail. A lack of DNA
repair capacity can lead to cancers and to a number of other specific disorders,
and some of these will be discussed. In particular, there is a connection between
defective DNA repair and both the incidence of cancer and the aging process.

1
Introduction

DNA is the master molecule that serves
as the blueprint for the formation of all
proteins and enzymes in every organism.
The proteins then generate all the other
substances in our cells. Thus, it is essential
for reproduction, growth, maintenance,
and for sustaining normal living that the
DNA remains intact so that the genetic
code can be read correctly. The stability
and quality of the DNA is a prerequisite
for normal cellular functions and there is
good evidence that damage to the DNA can
lead to cellular dysfunction, cancer and
other diseases, cell death, and aging. A
major theory holds that much of the aging
phenotype (changes that can be observed)
is caused by the gradual accumulation
of DNA damage over a life span. DNA
damage occurs at a high frequency because
of metabolic processes and environmental
factors such as various exposures to
chemicals and radiations and the intake of
food and drugs. The prevention or repair
of DNA damage is thus a major concern
in biology and medicine.

Cells contain an elaborate defense sys-
tem against damage to DNA. There are
processes that prevent the formation of
the damage and there are processes that re-
move the DNA damage once it has formed.
This latter system is called DNA repair, and
it involves a multitude of specific proteins
that can be subdivided into a set of differ-
ent molecular pathways. These molecular

processes interact with each other and
also have strong interactions with other
cellular processes. For example, DNA re-
pair pathways are directly linked to the
transcription machinery. The DNA is con-
stantly scanned and surveyed, and as soon
as a DNA lesion is detected, the repair en-
zymes are directed to it so that it can get
repaired. In recent years, we have gained
much new insight into these DNA repair
processes and how they interact with other
processes, and this has lead to new un-
derstanding about disease processes and
new ideas about therapeutic intervention
against major diseases.

1.1
DNA Damage

The long, thin DNA molecules contain
three components: nitrogen-rich bases,
sugar groups, and phosphate groups.
This basic structure is shown in Fig. 1.
The composition of the four types of
bases adenine, guanine, cytosine, and
thymidine make up the genetic code.
Damage to DNA can occur to any one
of its components. The bases are the
most reactive components and there
is far more knowledge about changes
to these than about changes to the
sugar or phosphate components of DNA.
Also, many chemicals or carcinogens will
form adducts (lesions) with new chemical
groups being attached to existing DNA
bases. Figure 1 shows sites where DNA
damage can be inflicted in DNA.
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Fig. 1 Basic DNA structure and the types of damage that can be found in DNA.

1.2
DNA Base Modifications after Exogenous
or Endogenous Exposures

Living organisms are constantly exposed
to stress from environmental agents and
from endogenous metabolic processes.
For example, irradiation from various
sources can directly damage bases in DNA.
Ultraviolet irradiation from exposure to
sunlight creates certain DNA lesions
called photoproducts, shown in Fig. 2.
Irradiation from γ -ray sources such as X-
rays creates a large number of different
kinds of lesions in DNA, including base
modifications, sites with a loss of a base

and breaks in the DNA strand. Since
DNA contains two strands running in
parallel but opposite directions, breaks
can be either single stranded or double
stranded. A large number of components
of our food intake can directly damage the
DNA. These include various carcinogens
and chemicals that cause DNA damage,
either by direct reactions with DNA or via
metabolic modifications of the compounds
that then make them reactive with DNA.
For example, aromatic amines are found
in variety of foods and are known to
cause DNA damage and to be highly
mutagenic. A number of poisons work
by attacking the DNA and damaging it.
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Fig. 2 Specific DNA lesions and some of the pathways that repair them.

An example of this is the poisonous gas
nitrogen mustard that causes modification
of DNA bases and which can also cross-
link DNA bases on opposite DNA strands
to generate so-called interstrand cross-
links. The interstrand cross-links cause
serious havoc in the cell by blocking the
progression of polymerases that replicate
or transcribe the DNA.

Some of the common lesions induced
in the genomic DNA by different DNA
damaging agents are shown in Fig. 2. This
Figure also shows the various DNA repair
processes that deal with the different le-
sions and this will be discussed later. UV
irradiation generates two major types of
lesions in DNA, the so-called photoprod-
ucts cyclobutane pyrimidine dimers and
6-4 photoproducts, while many DNA dam-
aging agents induce a broad spectrum of le-
sions. The DNA repair pathway, nucleotide
excision repair (NER), to be discussed later,
removes the bulky and helix-distorting
DNA adducts induced in the genomic

DNA by physical and chemical agents.
Chemotherapeutic agents often generate
lesions varying from simple methylation
of bases to complex bulky monoadducts
and DNA-protein cross-links. Cisplatin is
a classic therapeutic agent against cancers,
and the most frequent lesion formed by
this compound is the intrastrand adduct
between adjacent purines (GG or AG). The
major lesions induced by monofunctional
alkylating agents such as methylmethane-
sulfonate include N-7-alkylguanine, O6-
alkylguanine, N-3-alkyladenine and O4-
alkylthymidine. Phosphotriesters can be
formed by alkylation of phosphodiesters
by alkylating agents. 4-Nitroquinoline 1-
oxide (4-NQO) is a chemical carcinogen
that forms several different types of DNA
base lesions. Bleomycin, an antitumor
drug, intercalates into DNA and gener-
ates free radicals resulting in single and
double strand breaks, see Fig. 2. Acety-
laminofluorene, a potent procarcinogen,
is metabolically activated in vivo to form
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N-hydroxy-2-acetylaminofluorene (N-OH-
AAF). The aforementioned few examples
illustrate the complexity of different DNA
lesions that have to be dealt with to
maintain the integrity of genomic DNA.
Examples of some different categories of
lesions are shown in Fig. 2. Some of these
are more bulky than others and therefore
affect the DNA structure more. Lesions
can be categorized according to the degree
of distortion that they afflict in the DNA,
and this distortion appears to be important
in the selection of the DNA repair pathway
that is then chosen to remove the lesion.

Many different DNA base changes have
been observed following oxidative stress,
and these lesions are widely considered as
instigators of the development of cancer,
aging, and neurological degradation. After
exposure to oxidative reagents or to oxida-
tive stress, the resulting reactive oxygen
species (ROS) attack proteins, lipids, and
DNA. Since proteins and lipids are read-
ily degraded and resynthesized, the most
significant consequence of oxidative stress
is thought to be the DNA modifications,
which can become permanent via the for-
mation of mutations and other types of
genomic instability. The endogenous at-
tack on DNA by ROS species generates
a low steady-state level of DNA adducts
that have been detected in DNA from
human cells. Over 100 different oxida-
tive base modifications in DNA have been
measured in human cells, Fig. 3. The best
known and most widely studied oxidative
DNA base lesion is 8-hydroxyguanosine
(8-oxoG), Fig. 3.

Oxidative DNA damage is thought to
contribute to carcinogenesis and studies
have shown that it accumulates in cancer-
ous tissue. Notably, the cumulative risk of
cancer increases dramatically with age in
humans, and cancer can, in general terms,
be regarded as a degenerative disease of

old age. There is evidence for the accu-
mulation of oxidative DNA damage with
age, and if 8-oxoG remains in DNA, it
can cause permanent alterations in the ge-
netic code (mutations) as shown in Fig. 4.
During replication, an adenine base is of-
ten mistakenly inserted into the opposite
DNA strand by the DNA polymerase. In
the next round of replication, the DNA
polymerase now inserts a thymidine base
opposite to the adenine. The result after
two rounds of replication is the formation
of a permanent mutation in DNA.

1.3
Detection of DNA Damage

DNA can be extracted from human cells or
tissues and then analyzed chemically for its
components. There are various methods
to detect DNA modifications, including
chemical analyses and chromatographical
measurements of DNA. One issue, hotly
debated, is the choice of method to purify
DNA from cells or tissues. Many of the
available extraction procedures introduce
new DNA damage during the process of
purification.

A number of enzymatic methods have
been used to detect DNA damage. Here,
specific enzymes or antibodies detect cer-
tain kinds of DNA base modifications
and/or adducts formed in DNA. These
enzymes become molecular ‘‘probes’’ for
the damage and this can be a very sensitive
approach. Furthermore, radioactive label-
ing procedures can be used as a simple
and easy way to measure several modifi-
cations in DNA. In recent years, there has
been a great deal of interest in detecting
the oxidative DNA base modifications un-
der various physiological conditions. Some
of the methods used are shown in Fig. 5.
This Figure shows some approaches for
available analyses. High-pressure liquid
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Fig. 4 8-oxoG lesions in DNA can cause the formation of lasting changes (mutations)
in DNA.

Detection of oxidative DNA
damage 

•  HPLC w. EC
   – 8 oxoguanosine 

•  Gas Chromatography with MS
    – Detects many lesions, require much DNA 

•  LC/MSMS
   – More sensitive

•  Enzymatic
   – OGG1 and fpg enzymes cleave at certain
   base lesions 

•  Postlabeling
   – Some lesions are unidentified

Fig. 5 Some methods used to detect
oxidative DNA base lesions. HPLC w.
EC, high-pressure liquid
chromatography with electrochemical
detection. OGG1 (oxoguanine
glycosylase) and fpg (fapy glycosylase)
are glycosylases that detect base lesions
in DNA. MS, mass spectrometry;
LC/MSMS, liquid chromatography with
mass spectrometry.

chromatography (HPLC) has been a use-
ful way to detect the lesion 8-oxoG with
a high level of sensitivity. More recently,
mass spectrometry combined with liquid
chromatography (LC/MS) has been used
to detect this lesion with even higher sensi-
tivity. Oxidative lesions other than 8-oxoG
can be detected with gas chromatography
or enzymatic probing, Fig. 5.

1.4
Consequences of DNA Damage

Figure 6 shows some of the cellular con-
sequences of DNA damage. As mentioned

above, DNA damage can be induced by
external and internal sources. UV irradia-
tion or ionizing irradiations are examples
of exogenous sources of stress. Reactive
oxygen species generated by the oxidative
phosphorylation that occurs in mitochon-
dria and thus via the cellular metabolism
are examples of endogenous stress. Mu-
tations in DNA can occur via replication
of the damaged DNA whereby they be-
come ‘‘fixed.’’ Lesion bypass or replication
errors (as illustrated in Fig 4) can give
rise to other forms of genomic instability,
both microscopically and macroscopically.
A lesion in DNA can block transcription
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Fig. 6 Some consequences of DNA damage. Lesions in DNA can instigate a
number of DNA related transactions, discussed in the text, that ultimately
lead to genomic instability and other features of cancer and aging.

(conversion of DNA to RNA). It may trun-
cate the transcript, or it may cause errors
in the transcription. Alternatively, the DNA
damage may induce new transcripts, and
a number of genes have been shown to
be inducible after various forms of cellular
stress. These changes in transcription pat-
terns that are caused by DNA damage may
be part of the etiology of the malignant
phenotype, as many changes in transcrip-
tion have been reported in cancers. The
modification of transcription caused by
DNA damage may also underlie many of
the changes associated with aging, where
reductions, or in some cases increases, in
transcriptional activity are well established.
Lesions in DNA can also lead to the activa-
tion of the p53 tumor suppressor pathway
leading to cell cycle arrest or apoptosis,

or they can cause direct strand breaks in
DNA, which again appear to be signals for
several important enzymes and pathways.

It is estimated that there are several
thousand DNA alterations in each cell
in our organism per day caused by the
endogenous and exogenous stresses, and
were it not for an efficient DNA repair
process, our genetic material would be
destroyed by these processes over a normal
human lifetime.

1.5
DNA Repair

Mammalian cells can make use of a
variety of DNA repair pathways, and a
schematic overview of these is listed in
Fig. 7. Most studies over the years have
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Fig. 7 Some of the major pathways of DNA repair in mammalian systems such as humans. These
pathways can operate independently but are also interactive.

been based on the assumption that the
DNA repair pathways listed were confined
to the removal of specific lesions within
certain categories. This is illustrated in
Fig 2. For example, NER is the system that
removes bulky lesions in DNA, such as
pyrimidine dimers, cisplatin adducts, and
other lesions that dramatically change the
DNA structure. In contrast, base excision
repair (BER) is the process responsible for
the removal of simple lesions in DNA,
exemplified by alkylation lesions such as
methyl guanines that are considered to
afflict only small structural changes in
DNA and which may not represent major
blocks to transcription and replication.
This concept has changed somewhat in
recent years as it has become evident
that many of the DNA repair pathways
listed in Figs. 2 and 7 are overlapping and
share protein components. Thus, although
it is useful to think of repair pathways
as confined to the removal of different
categories of DNA adducts, that distinction
is becoming less certain.

It would be much too ambitious to re-
view all the processes listed in Fig. 7. Two
of the most predominant pathways are

NER and BER, and these will be dis-
cussed in more detail. Mismatch repair
(MMR) can protect against certain adducts
in DNA and errors in DNA replication.
Defects in the MMR system are closely
associated with certain types of human
cancers, and this pathway will also be
briefly discussed. Recombinational DNA
repair is a major pathway that removes
certain complex lesions in DNA, for exam-
ple DNA interstrand cross-links, shown
in Fig. 2. This pathway of DNA repair
and also direct reversal are not further
described in the following. Examples of
direct reversal of damage are the func-
tions of the repair enzymes photolyase
(repairs UV-induced pyrimidine dimmers)
and methyl guanine methyl transferase
(removes certain alkylation damage in
DNA). The direct reversal processes are
one-step repair that occur under certain,
limited circumstances.

In general terms, the DNA repair process
consists of a number of steps that act
in concert to accomplish the complete
repair of a DNA damage. This is shown
in Fig. 8. The first step is the recognition
of the DNA lesion, and this is carried
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Fig. 8 The general steps in the major DNA repair pathways, and some of the proteins and steps
involved in base excision repair (BER) and nucleotide excision repair (NER).

out by proteins that constantly survey
the DNA for any unwanted modifications.
The next step is called incision, and here
enzymes cut into the DNA to remove the
damaged DNA base. This step is complex
and involves many proteins. When the
damaged base has been removed, there
is a step of resynthesis, where new DNA
is generated in order to replace that
which was removed in the incision step.
This is accomplished by proteins called
DNA polymerases, and there are several
kinds of these in each mammalian cell.
Since the DNA damage was in one
strand of DNA, the other strand has the
information required to copy itself. After
the DNA synthesis, there is a ligation
process in which the gaps in the DNA
are sealed and a new intact double helix
is formed.

1.1.1 Base Excision Repair (BER)
Base excision repair of oxidative DNA
damage is initiated by DNA glycosylases,
a class of enzymes that recognize and
remove damaged bases from DNA by
hydrolytic cleavage of the base-sugar
bond leaving an abasic site (apurinic
or apyrimidinic (AP site)). The process
is shown in Fig. 8, where some of the
proteins involved are indicated. Several
DNA glycosylases that recognize and
process oxidation products of purines
and pyrimidines have been identified in
human cells. The human homolog of
the bacterial endonuclease III (hNTH1)
glycosylase has been cloned and purified
to homogeneity. Two human glycosylase
genes, hOGG1 and hOGG2, have been
cloned. The gene products recognize and
process 8-oxoG in DNA. The glycosylases
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primarily cut the glycosylic bond between
the DNA base and the sugar, but many
of these proteins also have an associated
AP lyase activity, which then cleaves
the DNA backbone and creates a nick
in the DNA. There are also special
enzymes, AP endonucleases, which cleave
the DNA at abasic sites; the specifics
of the cleavage depends upon the exact
nature of the abasic site in the DNA.
This results in a single-nucleotide gap
that is then filled by a DNA polymerase
using the intact DNA strand as a template,
and the replaced gap is then sealed
by DNA ligase. In mammalian cells,
DNA polymerase β (pol β) is the major
DNA polymerase involved in the single-
nucleotide excision patch repair pathway.
It was recently demonstrated that DNA pol
β has an intrinsic AP lyase activity (cuts the
DNA backbone like the AP endonuclease)
that removes 5′-sugar-phosphate by β-
elimination, and then pol β fills the
single-nucleotide gap.

An alternative pathway, long patch BER,
has been reported. In addition to a DNA
glycosylase and AP endonuclease, this
pathway involves the following proteins:
flap endonuclease (FEN1), proliferating
cell nuclear antigen (PCNA), DNA poly-
merase δ, and DNA ligase. Neither of these
enzymes can remove a 5′ sugar phosphate
and generate a one nucleotide gap. In-
stead, DNA polymerase first adds several
nucleotides to the 3′ end of the nick and
exposes the 5′ sugar phosphate as part
of a single-stranded flap structure. This
flap structure is recognized and excised
by FEN1 and the DNA is finally ligated
by DNA ligase. This process, shown in
Fig. 8, is called long patch BER, and this
type of DNA repair results in a 2 to 7 nu-
cleotide – long newly incorporated DNA
repair patch. Currently, there is much re-
search activity in the BER area.

1.1.2 Nucleotide Excision Repair (NER)
Most of the understanding of this pathway
has come through the study of the human
disorder xeroderma pigmentosum (XP).
There are seven genetically different types
of this disease, designated A to G. XP
proteins are designated according to the
cell line in which they are mutated,
for example, the XPA protein is the
one that is mutated in XPA cells. The
individuals afflicted with this condition
suffer from high incidences of skin and
internal cancers, hyper pigmentation, and
premature aging. Cells from XP patients
cannot incise their DNA at a site of a UV-
induced pyrimidine dimmer photoproduct
and are thus deficient in the incision
process of NER. The enzymatic steps
involved in NER are recognition of the
lesion, incision of the DNA, excision of
the damaged DNA template, resynthesis
of new DNA based on the intact template,
and ligation of the newly formed DNA
repair patch into the reconstructed double
helix. These steps and some of the
proteins involved are listed in Fig. 8.
The recognition step involves the XPC
and XPA proteins as well as replication
protein A (RPA). The incision involves
the structure-specific endonucleases XPF-
ERRC1 and XPG as well as the basic
transcription factor TFIIH that contains
the repair proteins XPD and XPB among
its nine components. Interestingly, this
represents a direct link between the DNA
repair process and transcription since
the TFIIH protein complex participates
in both processes. The DNA incision
process is a combination of DNA repair
and transcription and illustrates the tight
linkage between these processes. After
incision, there is excision of the DNA
strand containing the lesions, and then
there is resynthesis performed by DNA
polymerases followed by ligation, which
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is performed by ligases. A number of
recent reviews have discussed NER in
much more detail.

1.1.3 Genomic Heterogeneity of NER
A major advance in the study of DNA repair
has been the insight that NER and pos-
sibly other repair pathways operate with
considerable heterogeneity over the mam-
malian genome. The NER pathway can
thus be subdivided into different pathways
relating to the functional and structural or-
ganization of the genome. Only about 1%
of the genome is transcriptionally active,
and a repair pathway entitled transcription-
coupled repair (TCR) operates here. The
remainder of the genome, the 99% that
is inactive, has a separate pathway, gen-
eral genome repair (GGR). Much work
has been dedicated to the further delin-
eation and clarification of these pathways.
In the human premature aging syndrome,
Cockayne syndrome (CS), TCR is deficient.
CS is a rare and severe clinical condition
in which the patients appear much older
than their chronological age. It is a human
premature aging disorder since many of
the clinical signs and symptoms are those
that we see in aging process in normal
individuals.

1.6
Mismatch Repair

Unrepaired and misrepaired bases in DNA
can arise by replication errors, sponta-
neous or induced base modifications, and
during recombination. As for most of the
other DNA repair pathways, the major un-
derstanding of this function comes from
work in bacteria. Here, a process exists
that recognizes the level of methylation in
DNA to direct itself to the correct strand
that needs repair. The proteins involved
are called MutS, MutH, and MutL, and

a hairpin structure is formed in DNA,
which is then resolved by a DNA heli-
case that unwinds this structure. After that
process, single-stranded DNA ends are de-
graded by an exonuclease, and then there
is resynthesis of the DNA strand followed
by ligation. Mispairings frequently tran-
spire during DNA replication because of
the limited fidelity of the DNA replica-
tive machinery, and an incorrect base is
incorporated. In human cells, a number
of mismatches and aberrant DNA struc-
tures are recognized by a protein complex
called MutSα, a dimer formation of the two
proteins, MSH2 and MSH6. Another so-
called heterodimer is the protein complex
MutSβ, which also recognizes aberrant
DNA structures and certain mismatches
between DNA bases. The precise process
as to how this pathway operates in higher
organisms is not yet understood. Impor-
tantly, defects in the MMR pathway are
associated with colon cancer and also with
other types of cancer.

1.7
Mitochondrial DNA Repair in Mammalian
Cells

Mitochondria are the energy stations in-
side the cells. Here, oxidative phosphory-
lation occurs, generating ATP. In this pro-
cess, ROS are formed at high frequencies,
and the mitochondrial DNA (mtDNA) is
directly exposed. The mitochondrial DNA
does not have a recognized chromatin
structure and is thus particularly exposed
to oxidative DNA base lesion formation.

There are about 1000 mitochondria per
mammalian cell. Each mitochondrion has
4–5 DNA plasmids, each about 16-kb
long. This means that about 2% of our
total DNA is in the mitochondria. All
mtDNA is transcribed whereas only about
1% of the nuclear DNA is transcribed,
and thus, the mtDNA makes up a large
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fraction of the total transcribed DNA in a
mammalian cell.

MtDNA does not code for any DNA dam-
age processing enzymes. It only carries the
genes coding for the oxidative phosphory-
lation proteins and some tRNA’s. Thus, all
repair enzymes functioning in the mito-
chondria need to be transported into them.
It was shown more than 20 years ago that
mitochondria do not repair UV-induced
pyrimidine dimers, and this observation
provided the basis for the notion that there
is no DNA repair capacity in mtDNA. Since
then, there have been many observations
indicating the presence of BER in mito-
chondria. BER enzymes have been iden-
tified and characterized and studies have
shown that a number of simple monofunc-
tional alkylating agents and oxidative DNA
base lesions are efficiently removed from
mtDNA. Other repair processes have also
been detected. An important question re-
maining is whether mitochondria possess
any capabilities to repair bulky lesions via
the NER pathway.

Knowledge about mitochondrial DNA
repair is limited since it has been very
difficult to study this type of DNA repair.
Experimental techniques and methods
to study mtDNA repair have not been
nearly as well developed as those for the
study of nuclear DNA repair. Whereas
in vitro DNA repair studies have been
performed with great success in nuclear
or whole cell extracts from cells, this
kind of biochemical approach has only
very recently become available for mtDNA.
Recent advances suggest that mtDNA
repair can now be studied using more
sophisticated biochemical analysis, and
this should provide great advances in the
near future.

Oxidative phosphorylation in mitochon-
dria results in the production of ROS.

Several other processes contribute signifi-
cantly to the pool of ROS. They include per-
oxisomal metabolism, enzymatic synthesis
of nitric oxide, metabolism of phagocytic
leukocytes, heat, ultraviolet light, various
drugs such as those used in the treat-
ment of HIV, ionizing radiation, and redox
cycling compounds. Hydrogen peroxide,
singlet oxygen, and hydroxyl radicals are
among the ROS produced. The interac-
tions between ROS and mtDNA result
in oxidation of specific mtDNA bases.
The most common oxidation products
of mtDNA include 8-oxoG and thymine
glycols (TG), and these base modifica-
tions have been detected in human cells.
In addition, deamination of cytosine and
incorporation of dUTP results in the for-
mation of uracil in mtDNA. If unrepaired,
this uracil can cause GC-AT transition mu-
tations. Thus, insufficient mtDNA repair
may result in mitochondrial dysfunction
and thereby cause degenerative diseases,
loss of energy formation, and patho-
physiological processes leading to aging
and cancer.

1.8
Age Related Changes in DNA Repair

There has been a great deal of interest
in the question of whether DNA repair
declines with age. Investigators have
looked at many conditions of premature
and normal aging and many different
types of assays have been used. In general,
there seems to be a growing consensus
that DNA repair declines slightly with age.
One study reported a 1% decline in DNA
repair capacity per year with advancing
age in individuals. Attempts to correlate
DNA repair capacity of different organisms
with maximum life span have been made.
Hart and Setlow demonstrated a linear
correlation between the logarithm of life
span and the DNA repair capacity in
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cells from different mammalian species,
suggesting that higher DNA repair activity
is associated with longer life span.

1.9
Diseases with Defective DNA Repair

Several human diseases are associated
with defects in DNA repair. This clearly
establishes DNA repair as an important
function for avoiding human diseases and
it suggests that therapies that enhance
DNA repair may prevent disease, and
thus there is great opportunity in the
possibilities that lie in modulating DNA
repair processes in humans. As mentioned
earlier, the diseases of xeroderma pigmen-
tosum are associated with a distinct defect
in the DNA repair pathway of NER. The
patients suffering from these conditions
have high incidences of cancers, illus-
trating a link between defects in DNA
repair and cancer. Another group of dis-
orders that have defects in DNA repair
are characterized by premature aging, that
is, that the patients appear much older
than their chronological age. These dis-
eases include Cockayne syndrome, Werner
syndrome, and other forms of progeria.
Some diseases are characterized by a pre-
ponderance of genomic instability, likely
also linked to DNA repair defects. These
include Bloom syndrome, ataxia telangiec-
tasia, and Nijmegen breakage syndrome.
All of the above conditions are rare and
this strengthens the notion that DNA re-
pair is an essential process and if severely
defective, life cannot be sustained.

1.10
Perspectives

DNA repair is a complex and fascinating
process and it is very interactive with other
DNA metabolic processes. It is tightly
linked to the transcription process via the

basal transcription factor TFIIH, which
participates in both processes. It is also
tightly linked with DNA replication and
with a number of signal transduction
pathways. An age-associated decline in
DNA repair could explain why older
individuals suffer from age-associated
diseases and become highly susceptible
to cancer. Increased insight into the
mechanisms of DNA repair may also
lead to therapeutic interventions in the
future, for example by enhancing the DNA
repair activity.

See also Genomic Responses to Ox-
idative Stress; Ionizing Radiation
Damage to DNA.
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RNAP Mutant (in TS)
RNA polymerase mutants that rNTPs and 3′-dNTPs incorporate uniformly and
efficiently.

MALDI-TOF-MS Sequencing
Mass spectroscopy of chain-terminated nucleotide molecules with MALDI-TOF-MS.

TS
Transcriptional Sequencing.

� Transcriptional Sequencing (TS) is a novel DNA sequencing method based on
the chain termination method using RNA Polymerase (RNAP). Transcriptional se-
quencing differs considerably from conventional cycle sequencing methods using
DNA Polymerases (DNAPs) with 2′-deoxyribonucleotide triphosphates (2′-dNTPs)
and 2′, 3′-dideoxyribonucleotide triphosphates (2′,3′-ddNTPs). The TS method em-
ploys a modified T7, T3, or SP6 RNAP with ribonucleotide triphosphates (rNTPs)
and 3′-deoxyribonucleotide triphosphates (3′-dNTPs) as substrates and terminators,
respectively, and the T7, T3, or SP6 promoter sequence is used as initiation site in-
stead of the primer sequence. The characteristics of RNAP allow TS to be conducted
under conditions that are substantially different from conventional cycle sequencing
using DNAP. In TS, the reaction is performed isothermally (at 37 ◦C) and is stable
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with high processivity. Transcriptional sequencing can be applied to various amounts
of double-stranded DNA template because RNAP produces a large number of
transcribed RNA molecules and the quantity of product is limited by the quantity
of substrate rather than that of the template. Furthermore, in direct sequencing
using TS, PCR products do not need to be purified before the sequencing reaction
because RNAP requires neither 2′-dNTPs nor single-stranded PCR primers, but
polymerization is primed using specific double-stranded promoters and rNTPs.
This characteristic feature ensures that even highly GC-rich DNA templates can be
sequenced effectively. Transcriptional sequencing is also applicable to MALDI-TOF-
MS DNA sequencing owing to the stability of the RNA polymer against fragmentation
caused by laser ablation. Thus, TS differs considerably from conventional cycle
sequencing methods using thermostable DNA polymerases, but should complement
such methods in numerous practical applications.

1
Introduction

There are two major families of en-
zymes responsible for polymerization
of nucleic acids in vivo; DNA poly-
merases (DNAPs), which are responsible
for DNA replication, and RNA poly-
merases (RNAPs), which are responsible
for transcription. DNA polymerases pro-
duce double-stranded DNA (dsDNA) using
a single-stranded DNA (ssDNA) template
and consume deoxyribonucleotide triphos-
phates (dNTPs) as substrate. On the
other hand, RNAPs produce RNA strands
from a dsDNA template and consume
ribonucleotide triphosphates (rNTPs) as
substrate. Most modern sequencing kits
utilize the Sanger method with DNAP
and 2′,3′-dideoxyribonucleotide triphos-
phate (2′,3′-ddNTP) terminators bound to a
dye, and in conjunction with development
of DNAP mutants, such as mutated Taq
DNAP (Thermosequenase, FS Taq etc.),
and energy transfer dye, sequencing ac-
curacy has been improved substantially
and large amounts of data have been
produced.

In principle, RNAPs can be also applied
to the chain termination method, using
3′-deoxyribonucleotide triphosphates (3′-
dNTPs) as terminators. Axelrod V.D. and
Kramer F.R. reported the first trial of the
chain termination method using T7 RNAP
in 1985, but the technique was not devel-
oped further. On the other hand, cycle
sequencing based on Taq DNAP has been
widely used for sequencing kits. The rea-
sons why sequencing with RNA and RNAP
is not widely used are likely related to
concerns regarding the instability and the
strong secondary structure of RNA chain
termination molecules, which would in-
terfere with sequencing reaction and elec-
trophoresis. However, in reality, both the
reaction and subsequent electrophoresis
are relatively simple to perform. Further-
more, transcriptional sequencing (TS) has
numerous advantages over conventional
cycle sequencing owing to the charac-
teristic features of RNAP, such as the
ability to sequence GC-rich regions that
usually appear as sequencing gaps with
DNAP-based sequencing kits, applicabil-
ity to MALDI-TOF-MS (Matrix-assisted
laser desorption/ionization time-of-flight
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mass spectrometry) mass spectrometry for
sequencing, which gives better stability of
chain termination products than DNAP-
based sequencing, and because there is no
need for either large amounts of template
molecules or purification of templates for
direct sequencing.

Here, we describe the history, devel-
opment, and characteristic features of
‘‘Transcriptional Sequencing’’ based on
chain termination methods using modi-
fied RNAP.

2
Components of Transcriptional Sequencing

2.1
Principle

Transcriptional sequencing is a DNA se-
quencing method that uses RNAP. This
method is based on the chain termination
method, and uses rNTPs as substrate and
3′-dNTPs as terminators. Figure 1 shows

a schematic comparison of conventional
cycle sequencing and TS. With cycle se-
quencing, programmed repetitive changes
in the reaction temperature are employed.
One set of programmed temperature
changes is called a cycle, and there are
typically three steps in one cycle; anneal-
ing, elongation, and denaturation. DNA
oligo-primers are allowed to anneal dur-
ing the first step, DNAPs then incorporate
2′-deoxyribonucleotide triphosphates (2′-
dNTPs) to elongate the primers until 2′,
3′-dNTPs are incorporated or until the
reaction terminates spontaneously, and fi-
nally, the Sanger reaction products and
primers are dissociated from template dur-
ing the denaturation step. In contrast,
there is only one step for the TS method;
transcription (at 37 ◦C). Transcription is
initiated from the promoter (T7, T3, or
SP6) on dsDNA and transcripts elon-
gate until RNAPs incorporate 3′-dNTPs
or until the reaction terminates sponta-
neously. Reaction products are released

(a)  Cycle sequencing method

DNA polymerase

Template

ProductPrimer

(b)  Transcriptional sequencing method

RNA polymerase

Template

Product
Promoter

Fig. 1 Schematic comparison of TS and cycle sequencing methods. (a) Cycle
sequencing method. Black line indicates template (ssDNA). Blue line indicates primer,
which is elongated by DNAP to give the reaction product (red line). Elongation of
product terminates either spontaneously or when DNAP incorporates a terminator (2′,
3′-deoxyribonucleotide triphosphate). (b) TS method. Black line indicates template
(dsDNA). Gray zone indicates promoter region, which is the starting point of the
transcript (red line). Elongation of product terminates either spontaneously or when
RNAP incorporates a terminator (3′-deoxyribonucleic triphosphate). (See color plate
p. xxiv).
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when RNAP separates from the template.
RNA molecules in the reaction mixture
are separated by length and are detected
by fluorescence or mass spectrometry.

2.2
Enzymes

Because of the low efficiency and nonuni-
form incorporation of substrates used by
wild-type RNAP, mutants were designed in
order to achieve accurate DNA sequences.
We designed such mutants by carefully
referring to the 3D structure of DNAP.

2.2.1 Enzymological Strategies for
Development of Novel Mutant Polymerases
for Sequencing
Cycle sequencing systems based on Taq
DNAP have been developed in order to
improve the readable length and accuracy
of sequencing. In developing a mutant
enzyme, information regarding the 3-D
structure of DNAP is very useful. In par-
ticular, the common structure for DNAP
indicates the amino acid residues that
could be substituted to confer desirable
properties on the polymerase. For cycle se-
quencing, mutant Taq DNAPs, such as
Thermosequenase, FS Taq DNAP, and
Therminator DNAP, have been developed
to allow incorporation of fluorescence-
labeled 2′,3′-ddNTP substrates efficiently
and uniformly.

RNA Polymerases play a fundamental
role in the transcription process in bacte-
riophages. In particular, T3, T7, and SP6
phages synthesize phage-encoded RNAPs
after infecting the host cell. These RNAPs
recognize their own phage-specific pro-
moter sequences that are not encoded in
the host genome sequence. The specificity
and high processivity of these polymerases
have led to the development of plasmid
vectors that allow transcription of cloned
DNA fragments downstream of the phage

promoter. In addition, phage RNAPs al-
ways initiate transcription at a single and
fixed position within the promoter region,
and thus, these transcripts have a common
5′ end. This property of RNAPs allows
us to apply this type of enzyme to chain
termination DNA sequencing. The first
trial to produce sequence data using the
chain termination reaction with T7 RNAP
was reported in 1985 (Axelrod V.D. and
Kramer F.R.). The pattern obtained with
T7 RNAP using internal radio-labeled nu-
cleotide was quite similar to the analogous
ladder pattern with various intensity bands
using Klenow fragments. However, the in-
tensity of the T7 RNAP ladders was much
less uniform than that of the T7 DNAP.
This property is undesirable for accurate
sequencing and is clearly due to the strong
preference of RNAP to incorporate natu-
ral nucleotides and terminators. Develop-
ment of the T7 RNAP mutant that incorpo-
rates natural ribonucleotide substrates and
terminators in an equal ratio was essential
in order to establish TS for practical use.

For the above reasons, we planned a se-
ries of mutations to develop a T7 RNAP
mutant. According to mutant character-
ization and three-dimensional structure
analysis, the catalytic domain of T7 RNAP
is separated into the T7 promoter binding
region (674–752 aa), Mg2+ binding sites
(Asp537, Asp812), and essential regions
for polymerase activity (motif A, motif B,
motif C). When we began developing the
mutant RNAP for TS, two mutants were
found to recognize the 2′ or 3′ hydroxy
groups in nucleotide substrates of RNAP
and DNAP (Taq polymerase), respectively.
One of these is T7 RNAP Y639F. Tyr639
is located in the active site and has been
reported to be the discrimination site for
2′-OH groups in T7 RNAP. The Y639F
mutant retains both DNAP and RNAP
activities and is unable to discriminate
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between rNTPs and 2′-dNTPs. This mu-
tant analysis suggests that the hydroxyl
group in the tyrosine residue binds the
2′-site of dNTPs (hydrogen atom) within
the pocket of RNAP in order to incor-
porate the 2′-dNTP substrates. Therefore,
to develop a novel mutant that incorpo-
rates the 3′-dNTP, the amino acid that
recognizes the 3′-OH of rNTPs should
be mutated to a hydroxyl group. Muta-
tion from phenylalanine to tyrosine or vice
versa improves affinity for the 2′-OH group
of 2′-dNTPs in the Y639F mutant and for
the 3′-OH group of 2′,3′-ddNTPs in Taq
polymerase or Thermosequenase, as de-
scribed in the reverse compensation theory
of 2′- and 3′-OH groups proposed by Tabor
and Richardson.

The other mutant is T7 RNAP M635A.
Originally, Met635 of T7 RNAP was
thought to be the interaction site for the
3′-OH group, suggested both by homol-
ogy analysis with Klenow fragments and
by mutation analysis, where affinity for
rNTPs decreased when Met635 was sub-
stituted with Arg635. However, there has
been no direct proof that the M635A
recognizes the 3′-OH group any more
efficiently than Y639F. Thus, an RNAP

mutant that incorporates 3′-dNTPs effi-
ciently has not yet been reported, and we
subsequently began developing an RNAP
mutant for TS, designated transcriptional
sequenase (TSase).

On the basis of the above information,
we initially looked for a phenylalanine
residue located in the nucleotide-binding
pocket. To design the TSase mutant, we
paid particular attention to the 3D struc-
ture of T7 RNAP in order to identify the
catalytic domain for nucleotide binding.

In the catalytic domain, we identified
Phe644, Phe646, Phe667, Phe782, Phe773,
and Phe882 and we conducted site-directed
mutagenesis in order to change Phe644,
Phe646, Phe667, Phe782, and Phe773
to Tyr. All mutant RNAPs were ex-
pressed in Escherichia coli, and purified,
and their catalytic activities for incorpo-
ration of 3′-dNTP were analyzed. The
3′-dNTP incorporation activity of F644Y
and F677Y were 100-fold greater than
that of wild-type polymerase. Figure 2
shows the sequence alignment of the
mutation sites of T7 RNAP mutants
in comparison with E.coli polymerase,
Taq, and T7 DNAP. The pocket for nu-
cleotide substrates of RNAP is formed

E.coli 752 EQRRSAKAINFGLIYGMSAFGLARQLNIPRKEAQKYMDLYFERYPG 797
702Taq 657 LMRRAAKTINFGVLYGMSAHRLSQELAIPYEEAQAFIERYFQSFPK

T7 DNAP

T7 RNAP

516 PTRDNAKTFIYGFLYGAGDEKIGQIVGAGKERGKELKKKFLENTPA 561

625 VTRSVTKRSVMTLAYGSKEFGFRQQVLEDTIQPAIDSGKGLMFTQP 670

Helix Y Loop LoopHelix Z

Motif B

644 667

Fig. 2 Mutation sites of the T7 RNAP mutant at regions including motif B, and a
comparison with several DNAPs. Sequences were taken from E. coli DNA
polymerase I, Taq DNAP, T7 DNAP, and T7 RNAP. Strictly conserved positions in all
polymerases are boxed, and the residues responsible for discriminating between 2′-
and 3′-OH groups are indicated by white letters. The upper bar indicates motif B as
one of the highly conserved regions, the lower bars and the dotted line indicate the
helix and loop structure of T7 RNAP. The T7 RNAP mutants shown in this figure
were designated F644Y and F667Y.
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by the HelixY–loop–HelixZ–loop region.
Phe644 and Phe667, which access the
3′-OH of nucleotide substrates in the
polymerase domain, are located in this
region.

We have designed T3 RNA polymerase
mutants according to the above princi-
ples. In T3 RNA polymerase, Phe645
and Phe668 are located in this He-
lixY–loop–HelixZ–loop region, and the
mutants F645Y and F668Y were found to
incorporate 3′-dNTP much more rapidly
than the wild-type polymerase.

Following the construction of the above
mutants, Nippon Gene Tech. Co, Ltd.
developed newly mutated RNAPs in order
to improve the fidelity and efficiency of
transcription. The features of the newly
constructed mutants resulted in high S/N
signals and were suitable for capillary-
based DNA sequencers.

2.2.2 Promoter Recognition and Binding
of T7 RNA Polymerase to DNA Template
Promoter sequences for T7 RNAP and
related phage RNAPs consist of a 23-bp
consensus sequence that extends from
−17 to +6.

−17 −10 −5 +1 +5

anti-sense strand TAATACGACTCACTATAGGGAA
sense strand ATTATGCTGAGTGATATCCCTT

This promoter sequence is similar to the
truncated promoters for bacterial RNAP,
having an upstream binding region of
a TATA box element closer to the site
of initiation. The phage promoter con-
sists of two functional regions. One is the
RNAP binding region located upstream
from position −6 and the other is the
initiation region for transcription located
downstream from position −6. The roles
of these two domains were demonstrated

by experiments in which mutations at
the binding domain decreased the affin-
ity of the polymerase for the promoter,
but had little effect on the initiation rate.
Conversely, mutations in the initiation re-
gion had a significant effect on the kcat
(Catalysis constant or turnover number)
of the initiation rate. Mutations in this
region vary the degree of abortive initi-
ation, and thus, product yield decreases
considerably. After polymerase binds to
the promoter, both strands of DNA tem-
plate are dissociated for the initiation of
transcription.

2.2.3 Initiation
At the initiation of RNA synthesis by
all RNAPs, an abortive transcription cy-
cle usually proceeds before the elon-
gation stage begins. RNAP can engage
in multiple rounds of abortive initia-
tion in which short RNA products are
continuously synthesized and released.
The frequency of this abortive initia-
tion, the length of the RNA produced,
and the efficiency with which the poly-
merase enters a stable elongation stage
depends on numerous factors. During
all stages of transcription, there exists
a competition between incorporation of
successive nucleotides (elongation) and
dissociation of the RNAP–DNA–RNA
complex.

2.2.4 Termination
The mechanism of T7 RNA polymerase
termination has been less studied than
the mechanism of transcription initiation.
T7 RNAP does not terminate efficiently at
the thr attenuator, which terminates E. coli
polymerase with about 90% efficiency; T7
RNAP terminates at about 40% efficiency.
Even at the T7-Tf terminator, termination
efficiency is 66%. The most efficient
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known terminator is the 7-bp sequence
in the PTH (human prepro-parathyroid
hormone) gene, which has an efficiency of
above 90%.

2.2.5 Slippage
Transcriptional slippage, particularly in the
TS procedure, is a phenomenon in which
extra U residues are incorporated during
the elongation. The slippage of TS fre-
quently occurs in A or T homopolymeric
regions, and particularly when there are
continuous A or T regions of approxi-
mately 10 bp. Once slippage occurs, the
sequencing pattern clearly becomes erro-
neous. The slippage described above is an
intrinsic characteristic of wild-type RNAPs
derived from the evolutional process. With
regard to TS, such a characteristic is a dis-
advantage when sequencing the A or T
homopolymeric sequences that preferen-
tially appear in noncoding regions.

2.3
Composition and Methods for DNA
Sequencing by TS

There are several available reagents that
can be used to obtain accurate sequences
with mutated RNAP. Here, we discuss
those reagents briefly.

2.3.1 Mutant T7 RNA Polymerases
TS has a threshold for the enzymatic
units of T7 RNAP necessary for numerous
initiation cycles, some of which continue
on to transcription. In order to increase
the commercial viability of TS kits, the
required amount of enzyme should be
produced at low cost and at high purity.
In this sense, the F644Y mutant is ideal
when compared to F667Y because F644Y
can be produced at high yield and with
high purification efficiency.

2.3.2 Polyamine
In various in vitro enzyme reactions,
polyamines such as spermine and spermi-
dine have been widely used as counterions
for nucleic acids. They have also been
shown to stimulate RNA transcription
by DNA-dependent RNAPs from phages.
Therefore, we have attempted to opti-
mize sequencing conditions by screening a
variety of polyamines for increases in tran-
scription rate, and have found that both
spermidine and 1,8-diamino octane exhib-
ited significant improvements in RNAP
transcriptional activity.

2.3.3 Pyrophosphatase
Incorporation of each rNTP (or 2′-dNTP)
into the polynucleotide chain by RNAP
or DNAP releases an inorganic pyrophos-
phate (PPi) molecule. Inorganic pyrophos-
phate molecule degrades polynucleotide
products by attacking the 3′-terminal in-
ternucleotide linkage. This phenomenon
is called pyrophosphorolysis and it generates
NTPs or dNTPs. This phenomenon is the
reversal of polymerization. The enzyme in-
organic pyrophosphatase (PPase) cleaves
inhibitory pyrophosphate into monophos-
phate, which has less ‘‘pyrophosphoroly-
sis’’ activity. Therefore, addition of PPase
is necessary to ensure accurate sequence
data, and it produces patterns with higher,
sharper, and more uniform peaks (Fig. 3).
The effects of PPase in improving the elec-
tropherogram can also be seen in chain
termination using DNAP.

2.3.4 GMP as an Initiator and Modified
NTPs as Substrates
Electropherograms are distorted by mobil-
ity shifts due to the secondary structure
of chain termination products, particu-
larly those of G–C stretches. To overcome
this problem, we used the nucleotide
analogs rITP or 7-deaza-GTP in place of
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PPase
(–)

PPase
(+)

Fig. 3 Effect of PPase addition on
transcriptional sequencing with F644Y T7 RNAP
and four fluorescent-labeled terminators.
Sequencing was carried out with unpurified
human TSH-b cDNA PCR products as a template

in the absence (−) or presence (+) of PPase.
Arrows in both spectra are equivalent and
indicate bases that are sensitive to
pyrophosphorolysis.

rGTP. These nucleotide analogs proved
to be very successful for accurate se-
quencing. Although these analogs can be
substituted for GTP during chain elonga-
tion, they cannot be substituted for GTP
during the initiation steps of transcrip-
tion. Consequently, the use of rITP or
7-deaza-GTP would reduce the efficiency
of transcription initiation. This problem
can be overcome by addition of GMP to
the reaction mixture. GMP is then incor-
porated first by RNAP, and then initiation
efficiency increases dramatically.

2.3.5 DNA Templates
There are numerous widely used plas-
mid vectors that contain the corresponding
T7, T3, or SP6 promoters. The most
recent commercially available cloning vec-
tors contain two different phage promoters

flanking a multiple cloning site at both
ends. Usually, one of phage promoters is
the T7 RNAP promoter. In general, by
digesting the template with a restriction
enzyme that cleaves distal to the phage
promoter on the other side, a run-off tran-
script of a defined size can be synthesized.
These polymerases have been shown to be
active on linear templates. However, super-
coiled templates with slightly less activity
of RNAP than linear templates can be also
used in order to save the labor associated
with preparation of linear templates.

Template preparation requires highly
pure DNA that is free of ribonucleases.
All RNase must be removed before us-
ing prepared DNA as a template for TS,
and thus, most preparation protocols in-
clude an RNase treatment. In addition,
T7 promoter-containing cloned or PCR-
generated DNA can be used as a template.
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Templates generated by polymerase chain
reaction (PCR) having a promoter-tagged
primer along with the sequence of inter-
est allow production of RNA fragments
for sequencing.

3
Remarkable Properties of Transcriptional
Sequencing

3.1
Isothermal and Rapid Reaction

Because the transcription is an isothermal
process, TS occurs at a constant tempera-
ture (37 ◦C) and does not require a thermal
circler. Furthermore, the strong processiv-
ity of RNAP enables the reaction time to
be greatly reduced. For standard reactions,
the reaction time is 1 h, which is half that
of standard cycle sequencing reactions.

3.2
Wide Dynamic Range

One of the most advantageous properties
of TS is that it requires smaller amounts
of DNA template when compared to con-
ventional cycle sequencing. The amount
of chain termination product is limited by
the amount of template DNA in DNAP-
dependent sequencing but by the amount
of substrate in TS. In cycle sequencing,
the chain termination products compete
with primers for annealing with limited
amounts of template, and the templates
primarily anneal with the reaction prod-
ucts rather than the primer because of
their size. In order to avoid this prob-
lem and increase reaction product, a large
amount of primer might be added to
reaction mixture. However, in those sit-
uations, misannealing of primer would
frequently occur and the electropherogram

pattern would be disordered. Therefore,
number of molecules of sequence prod-
uct cannot greatly exceed the number of
molecules of template DNA. On the other
hand, RNAP initiates transcription from
a double-stranded promoter site, and one
template DNA molecule can produce a
large number of TS products. The TS reac-
tion is terminated by the exhaustion of sub-
strates. For this reason, for small amounts
of template, better sequence quality has
been obtained with TS rather than with cy-
cle sequencing. In the current TS protocol,
10 ng of plasmid DNA can produce a high
quality of electropherogram, while no sig-
nal can be detected using the conventional
single dye terminator method.

3.3
Readability of GC-rich Templates

A remarkable feature of TS is that GC-
rich templates can be easily sequenced.
Usually, GC-rich templates are difficult
to sequence by cycle sequencing methods
because single-stranded DNA molecules
with high GC contents tend to form sec-
ondary structures, such as stem loops, and,
because DNAP uses ssDNA as a tem-
plate, secondary structures of template
DNA have a serious effect on elonga-
tion, resulting in sudden termination of
polymerization. Such termination causes
sudden stops in the sequence signals on
electropherograms. On the other hand, ds-
DNA, whose secondary structure is less
affected than that of ssDNA, is used as
template in TS. In Fig. 4, the upper elec-
tropherogram (a) is the pattern for conven-
tional cycle sequencing. The peak pattern
is weakened and terminated in the middle
of electrophoresis, where the content of
GC is high. The lower electropherogram
(Fig. 4b) is that produced for TS. No such
effect is observed in this electropherogram,
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Fig. 4 Comparison of electropherograms
(a) Electropherogram using a Big Dye
Terminator ver 1 kit. Peaks suddenly disappear
at the point indicated by the arrow.
(b) Electropherogram using TS (CUGA 7
sequencing kit) Arrow indicates the termination

point shown in (a), and peaks continue beyond
this point. Shibata K., et al., Practical application
of transcriptional sequencing for GC-rich
templates, J. of Struct. Funct. Genomics., 2003,
4(1), p. 35, by permission of Kluwer academic
publishers.

thus, clearly demonstrating the applicabil-
ity of TS to GC-rich regions.

This property is partly due to the ori-
gins of RNAP. Originally, RNAP evolved
to initiate gene transcription from the
5′ site, where GC is preferentially lo-
cated. GC-rich sequences, such as CpG
Islands, were used for transcriptional
control in the evolutional history of
vertebrate genes. Therefore, it is very

reasonable that GC-rich regions are more
easily sequenced by TS than by cycle
sequencing.

4
Detection of Transcriptional Sequencing
Products

TS based on RI labeling was reported
in 1985. Following these early reports,
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however, none of the attempts to produce
a clear TS pattern were successful until
the four-colored fluorescence terminator
appeared in 1995.

4.1
BODIPY-labeled Terminators for Auto
Sequencers

Nippon Gene Tech. Co, Ltd. has developed
fluorescent-labeled terminators using four
colored BODIPY fluorescent dyes. The
synthetic terminators are a set of four fluo-
rescent BODIPY-dye terminators. The four
BODIPY dyes BODIPY FL, BODIPY R6G,
BODIPY 564/570, and BODIPY 581/591
are bound with spacers to 7-deaza-3′-GTP,
7-deaza-3′-ATP, 3′-UTP, and 3′-CTP, re-
spectively. The dye set and enzymes (T7
or T3 RNAP mutant) are now packaged
together in one kit called the CUGA se-
quencing kit, which is compatible with
almost all sequencers currently in use.
Chain termination RNA products can
be detected in the same way as DNA
ladders using conventional DNA sequenc-
ing kits, and the ladder pattern can be
analyzed using the manufacturer-supplied
basecaller.

4.2
Rhodamine-labeled Terminators for DNA
Sequencing

Wako Pure Chemical Industries, Ltd. has
synthesized fluorescent-labeled termina-
tors. The synthetic terminators are a set
of four fluorescent rhodamine-dye termi-
nators. The four rhodamine dyes TMR,
R6G, ROX, and R110 are bound with spac-
ers to 3′-UTP, 3′-ATP, 3′-CTP, and 3′-GTP,
respectively.

4.3
3′-dNTP Terminators for Mass
Spectroscopy

Matrix-assisted laser desorption/ioniza-
tion time-of-flight mass spectrometry has
developed into a rapid, accurate, and sen-
sitive method for the mass analysis of
high molecular weight synthetic and bi-
ological polymers, including nucleotide
acid molecules. This method enables rapid
DNA sequencing using the chain termina-
tion method. This method is advantageous
because it does not require separation ma-
trices or fluorescent dyes, in contrast to
conventional separation methods based on
electrophoresis. However, despite these
advantages, MALDI-TOF-MS cannot re-
place conventional electrophoresis, partic-
ularly for de novo sequencing, because of
its short read length (less than 100 bp).
This limitation is due to salt contamination
and fragmentation of the polynucleotide by
laser ionization.

Fragmentation occurs at the phosphodi-
ester bond. In one hypothesis of DNA frag-
mentation, protonation of the nucleobase
during the MALDI process is induced.
The N-glycoside linkage at 1′-carbon be-
comes unstable, which is followed by
base loss and cleavage of phosphodiester
backbone. It has been shown that electron-
withdrawing groups such as 2′-hydroxyl or
2′-fluoro groups stabilize the N-glycosidic
bond, impede fragmentation, and thus, ex-
tend the accessible mass range. Because of
the higher electron-withdrawing proper-
ties at the 2′-site of RNA, fragmentation
of RNA polynucleotides is expected to
reduce considerably. This property is ad-
vantageous for TS using MALDI-TOF-MS.
In fact, TS using modified SP6 RNAP has
been reported (Fig. 5), thus demonstrating
the enormous potential for TS to apply
MALDI-TOF-MS sequencing.
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Fig. 5 Products of RNA chain termination analyzed by MALDI-TOF-MS. A nicked
form of phage SP6 RNAP was used for chain termination reaction. MALDI-TOF-MS
of reaction product allowed DNA sequence determination of 56 bases. Kwon Y,
et al., DNA sequencing and genotyping by transcriptional synthesis of
chain-terminated RNA ladders and MALDI-TOF mass spectrometry, Nucleic Acids
Res., 2001, 29(3), e11, by permission of Oxford University Press.

5
Standard Protocol for Template
Preparation, Reaction, and Electrophoresis

5.1
Template Preparation, Reaction, and
Purification

RNase should be excluded in order to
obtain high-quality sequences. For this
reason, additional treatment is required
when compared to conventional DNA se-
quencing methods. The procedure below
is a rigid protocol for preparing DNA tem-
plates for TS.

1. Extract plasmid using standard alka-
line lysis method.

2. Dissolve in 50 µL of TE (10 mM Tris-
HCl (pH 8.0) and 1 mM EDTA).

3. Add 1 µL of RNase A solution
(1 µg/µL) and store at room temper-
ature for 30 min.

4. Add an equal volume of PEG solution
(13% polyethylene glycol 6000 and
1.6 M NaCl), mix well, and then leave
on ice for 20 min.

5. Centrifuge at 15 000 rpm for 20 min
at 4 ◦C.

6. After removing the supernatant, rinse
with 70% ethanol solution.

7. Dissolve pellets in 100 µL of TE and ex-
tract with phenol, phenol : chloroform,
and then chloroform.

8. Add 200 µL of ethanol to the extracted
solutions and leave tubes on ice
for 20 min.

9. Centrifuge at 15 000 rpm for 20 min
at 4 ◦C.

10. Dry for 10 min at room temperature.
11. Dissolve in 50 µL of TE.

Note: The RNase solutions supplied with
commercially available plasmid prepara-
tion kits (ex. Qiaprep plasmid preparation
kit from Qiagen Inc.) are not suitable for
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preparation of plasmid DNA as a template
for TS analysis.

For high-thoughtput sequencing, tem-
plate preparation without RNase treatment
is possible. Using the CUGA kit, the re-
action protocol is as described below.

1. Mix 4 µL of RNase-free plasmid DNA
and 4 µl of 5x reaction buffer, 1 µL of
8 mM MnCl2, 2 µL of NTP/Terminator
mixture, and 8 µl of ddH2O.

2. Add 1 µL of enzyme solution.
3. Add 1 µL of template.
4. Mix gently and incubate at 37 ◦C for

60 min.
5. Purify by EtOH precipitation.

5.2
Direct Sequencing without Purification

The most useful application of TS is direct
sequencing. Direct sequencing is a method
that allows PCR products to be sequenced
directly after amplification from genomic
DNA, BAC, plasmid DNA, or other DNA
sources. In conventional dye terminator
sequencing methods, PCR primers and
2′-dNTP substrates have to be removed
in order to prevent mispriming and to
preserve the ratio between the four 2′-
dNTPs in subsequent chain termination
reaction steps. On the other hand, in TS,
PCR products amplified with T7 and T3
promoter-tagged primers do not need to
be removed prior to sequencing because
RNAP can recognize neither the single-
stranded primers nor 2′-dNTPs. Therefore,
PCR-direct sequencing can be achieved
by addition of RNAP and appropriate
reagents, without any purification steps
after PCR amplification.

5.3
Electrophoresis

Although the RNase-free condition is
theoretically essential, it seems that special

treatment of the separation matrix and
electrophoresis buffer to remove RNase
are not required for TS. Sample loading
on the gel slots and electrophoresis can
be conducted in the same manner as for
conventional DNA sequencing.

6
Future Applications of TS

6.1
Modification of Substrate

Numerous modified NTPs are incorpo-
rated by wild-type T7 RNAP. In particular,
the Sp isomer of the [α-S]NTPs [nucleo-
side 5′-O-(1-thio-triphosphate)] is a good
substrate for T7 RNAP. The Sp isomer
contains a sulfur atom bound to the phos-
phate in the phosphodiester bond, and this
sulfur atom is located on the side opposite
the 2′-site of the sugar. This substrate set
might make TS develop into a reaction sys-
tem with higher performance. Moreover,
if novel T7 mutants that incorporate the
Sp isomer of the [α-S]NTPs at higher rates
than normal NTPs could be designed, re-
action speed and sensitivity would increase
to levels above those in the current system.

6.2
Modification of Dye

Current TS dye sets for auto sequencers
employ ‘‘single’’ dyes. The energy transfer
mechanism has been used for dyes bind-
ing to terminators in cycle sequencing.
These dyes have achieved better signal
to noise ratios, resulting in more accu-
rate and longer sequences. This technology
has helped to realize the current genome
projects (human, mouse, etc.) by substan-
tially expanding the sequencing capacity
because of its remarkable properties, for
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example, readability of GC-rich regions.
Energy transfer dyes for use with TS
and substrate analogs will appear in the
near future.

6.3
Chemical Modification of Substrate for
Mass Spectroscopy

Reduction of fragmentation is impor-
tant for yielding longer sequences with
MALDI- TOF-MS. Chemical modifications
of the nucleoside or backbone are able to
reduce attacks to the N-glycosidic bond and
block cleavage of the phosphodiester bond.
Our group examined various nucleotide
analogs for MALDI-TOF-MS. Fluorine at
the 2′-position of ribose or 2′-arabino-
ribose highly reduces fragmentation, and
moreover, backbone modification would
be effective in blocking backbone cleavage.
We investigated the effects of such changes
using riboses, as shown in Fig. 6. S-RNA
is a phosphorotioate oligonucleotide that
is known to be a biostabilized nucleotide
backbone owing to its nuclease resistance.
We chemically synthesized 10, 20, and

30 mer oligos and used two types of matrix,
3-hydroxypicolinic acid (3-HPA) and trihy-
droxyacetophenone (THAP), in our exper-
iments. The mass spectra of those oligos
are shown in Fig. 7. These spectra suggest
that phosphorothioate oligonucleotides are
more resistant to signal drop-off than
other native or chemical-modified ribonu-
cleotides. The sulfur in the backbone is
believed to prevent cleavage of the oligonu-
cleotides.

6.4
Lab on a Chip

Because of miniaturization technologies,
such as lithography, it may be possible to
conduct experimental procedures on small
chips. With this type of technology, once
all of the samples are subjected to separa-
tion, the samples could not be recovered
from a chip. Two basic conditions are pre-
ferred for such enzymatic reaction systems
using lab-on-chip technology. One is that
the reaction is isothermal, and the other
is that the samples cannot be subjected to
separation or purification steps, such as
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Fig. 6 Native RNA and modified RNAs used for
experiments against fragmentation. (a) native
RNA, (b) 2′-fluoro-RNA, (c) 2′-arabino-RNA,
(d) S-RNA. RNA and S-RNA were purchased
from GENSET OLIGOS (Kyoto, Japan).
2′-fluoro-RNA and 2′-arabino-RNA were
purchased by TriLink BioTechnologies (San
Diego, CA). Sequence of RNA and S-RNA oligos

are d(GAUCUCAGCU),
d(GAUCUCAGCUCUAAUGCGGU),
d(GAUCUCAGCUCUAAUGCGGUUCGAUAA-
AUC) and d(GAUCUCAGCUCUAAUGCGGUUC-
GAUAAAUCCACUGUGAUA). Sequences of
2′-fluoro- and 2′-arabino-RNA were d(C)n
(n = 10, 20, or 30, respectively).
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Fig. 7 UV-MALDI mass spectra of prepared oligos using 3-HPA
(3-hydroxypicolinic acid) or THAP (trihydroxyacetophenone) matrixes.

centrifugation, ethanol precipitation, and
phenol extraction. Thus, samples should
be ready for sequencing in a detection
system, such as fluorescence detection or
mass spectrometry. TS meets these criteria
perfectly, and we are hopeful that TS can

be applied to lab-on-chip sequencing in the
$1000 genome project.

Finally, as explained in this article, the
principles of the chain termination are
the same in both TS and cycle sequenc-
ing; however, the characteristic properties
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differ substantially, but are complemen-
tary, between these two systems. This is
primarily due to the enzymatic properties
of DNAP and RNAP that developed dur-
ing the evolutional process. Practical TS
systems have been recently developed, and
there are numerous possible applications
in a wide variety of fields for these sys-
tems. We hope that this article aids in the
understanding of TS and that further ap-
plications will be developed on the basis of
TS methodology.
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Keywords

Melting Temperature
The temperature at which nucleic acid double strands dissociate into single strands.
The melting temperature is determined by properties of the oligonucleotide such as
sequence or chemical modifications.

Oligodeoxynucleotide
An oligonucleotide consisting of 2′-deoxynucleotide moieties.

Oligoribonucleotide
An oligonucleotide consisting of 2′-hydroxynucleotide moieties.

Phosphoamidite
The building block for automated chemical synthesis of oligonucleotides.

Phosphodiester Linkage
The phosphate linkage connecting to nucleoside moieties within an oligo or
polynucleotide.

Protection group
Groups that protect functional groups such as amino or hydroxyl groups against
unwanted side reactions during the course of synthesis.
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� Oligonucleotides are important tools in biochemistry and in molecular and cellular
biology. Moreover, oligonucleotides such as antisense oligonucleotides or small
interfering RNAs hold promise as therapeutic agents to combat human disease.
The main prerequisite for the wide use of oligonucleotides was the development
of efficient and robust synthesis protocols, which allow for the production of
oligonucleotides at a wide range of synthesis scales with very affordable costs.
Furthermore, the chemical synthesis permits the site-specific introduction of
chemical modifications such as phosphate, sugar or base derivatives, which affect
the chemical and biological properties of oligonucleotides. Oligonucleotides are
used in molecular biology for sequence detection and determination as well as in
cell biology and molecular medicine for functional genomics, target validation, and
drug development. This review describes recent advancements of oligonucleotide
synthesis and discusses several common applications of oligonucleotides.

1
Introduction

Nucleotides can form homopolymers and
heteropolymers with chain lengths rang-
ing from as short as a dinucleotide
or only a few nucleotides to extremely
long chains that approach the length
of long viral genomes or even whole
genomes or chromosomes of lower and
higher organisms. Depending on their
sugar chemistry, nucleotides may form
either ribonucleic acids (RNA), deoxyri-
bonucleic acids (DNA) or they may be
chemically modified. Oligomeric nucleic
acids, that is, oligonucleotides, are of
particular relevance and importance as
tools and drugs in molecular biology
and biomedicine. Oligonucleotides have
been the subject of an extremely large
variety of chemical modifications that
are meant to confer favorable biochem-
ical and biological properties. Improv-
ing their chemistry and adapting the
chemistry to the specific requirements
for their use is crucial to successful
application.

The fields of research and development
and the range of purposes for which
oligonucleotides are used are extremely
wide. Conversely, basic considerations and
principles regarding the synthesis and
the use of oligonucleotides are limited.
Thus, it seems to be appropriate to de-
scribe fundamental issues of the synthesis
and chemical characteristics of oligonu-
cleotides and, subsequently, to introduce
into the fields of their application in molec-
ular medicine and related disciplines.

2
Oligonucleotide Synthesis

Oligonucleotides are commonly prepared
by automated chemical synthesis on a solid
support. For that, the nucleotide building
block must contain a reactive phosphorus,
allowing the formation of a 3′-5′ phos-
phodiester linkage. The phosphoamidite
chemistry is currently the method of choice
for the chemical synthesis of oligonu-
cleotides. The phosphoamidite group con-
tains such a reactive phosphorus linked
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Fig. 1 Biological and chemical
nucleotide monomers.
(a), 2′-deoxynucleoside triphosphate as
a substrate for DNA polymerases;
(b), 2′-deoxynucleoside phosphoamidite
as a building block for chemical
oligonucleotide synthesis.

to the 3′-oxygen of the sugar moiety.
This contrasts with the natural building
blocks of nucleic acid synthesis, the nu-
cleoside triphosphates, which carry the
linkage-forming phosphorus on the sugar
5′-oxygen (Fig. 1). Consequently, chemical
oligonucleotide synthesis proceeds in a 3′
to 5′ direction, whereas the biologic nucleic
acid synthesis proceeds in the opposite di-
rection. Other functional groups such as
hydroxyl groups of the sugar and amino
groups of the bases and also the phospho-
amidate group itself need to be protected
to exclude possible side reactions. Many
companies offer oligodeoxynucleotide syn-
thesis for very affordable prices. Olig-
oribonucleotide synthesis is considerably
more expensive owing to more demanding
synthesis protocols. The usual synthesis
scales range from 10 nmol to 15 µmol
corresponding to 50 µg to 10 mg of an
oligonucleotide of 20 nucleotides in length.
Oligonucleotide lengths of more than 100
nucleotides can be synthesized on a nu-
cleic acid synthesizer.

An important feature of automated syn-
thesis is the possible site-specific intro-
duction of chemical modifications of the
bases or the sugar-phosphate backbone. In
conclusion, oligonucleotides can be syn-
thesized for many different applications

ranging from physicochemical over bio-
logical to medical applications.

2.1
Oligodeoxynucleotide Synthesis

The starting point of the synthesis is
a protected nucleoside linked via its 3′-
oxygen to a solid support (Fig. 2). Nowa-
days, nucleoside phosphoamidite chem-
istry is routinely used for this synthesis.
The corresponding building blocks are
shown in Fig. 2. The synthesis cycle con-
sists of four steps: (1) Deprotection of
the 5′-hydroxyl group, (2) coupling of nu-
cleotide phosphoamidite to the 5′-hydroxyl
group, (3) capping of unreacted 5′-hydroxyl
groups, and (4) oxidation of the phospho-
rus. During the first step, the deprotection
step, the DMT protection group of the
2′-deoxyribose 5′-oxygen is cleaved off to
yield a free hydroxyl group. This hydroxyl
group forms during the coupling step a
linkage with the phosphoamidite group
of the next building block, yielding a
phosphite triester. The coupling step is
with more than 98% of the 5′-hydroxyl
groups reacting very efficient. However,
there is always a small fraction of unre-
acted nucleosides. Since these may react
during the following cycle with the next
building block, leading to oligonucleotides
with internal deletions, such unreacted
groups are capped by acetylation. As a
result, one obtains only prematurely termi-
nated oligonucleotides but never oligonu-
cleotides with internal deletions, which
would be difficult to separate from the
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Fig. 2 Oligonucleotide synthesis scheme. The cycle for oligodeoxynucleotide synthesis is
depicted. Step 1 initiates the synthesis with a nucleoside attached to a solid support and is not
part of the repeating elongation cycles. B, base; white rectangle, 5′-protecting group; black
rectangle, capping group; triangle, base protecting group; white circle, β-Cyanoethyl group,
gray circle, amidite group. Oligoribonucleotide synthesis proceeds similarly with different
building blocks containing an additional 2′-protecting group.

full-length oligonucleotide. Next, the phos-
phite linkage is oxidized to a phosphate
linkage still carrying a protecting group
at one nonbridging oxygen. The cycle is
now completed; the oligonucleotide on the
support is elongated by one nucleotide.
After addition of the last building block,
the oligonucleotide is cleaved from the
solid support, and the base and phosphate
protecting groups are removed. Oligonu-
cleotides routinely contain a 5′-hydroxyl
group. If a 5′-phosphate group is required,
this can be introduced on the support
as the final coupling step. Full-length
oligonucleotides are then separated from
prematurely terminated ones by either

HPLC or denaturing polyacrylamide gel
electrophoresis.

2.2
Oligoribonucleotide Synthesis

Like their oligodeoxynucleotide counter-
parts, oligoribonucleotides are synthesized
using a phosphoamidite approach. The ne-
cessity of protecting the 2′-hydroxyl group
of the ribose moiety results in a more de-
manding synthesis of the building blocks
and also in a more complicated deprotec-
tion of the final oligonucleotide.

The conventional protection strategy
consists of an acid-labile dimethoxytrityl
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(DMT) group protecting the 5′-oxygen,
and a silyl group blocking the 2′-
oxygen of the ribose such as the tert-
butyldimethylsilyl (TBDMS) or, more

recently, the triisopropylsilyloxymethyl
(TOM) group (Fig. 3). The TBDMS group
is stable under acidic conditions and fairly
stable under alkaline conditions necessary
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Fig. 3 Nucleoside phosphoamidite building blocks.
(a) Oligodeoxyribonucleotide building block containing a 5′-Dimethoxytrityl
(DMT) protecting group and a phosphoamidite protected with a β-cyanoethyl
group. (b) Oligoribonucleotide building block containing an additional
2′-O-triisopropylsilyloxymethyl (TOM) protecting group. (c) Alternative
oligoribonucleotide building block containing a
2′-O-bis(2-acetoxyethoxy)methyl (ACE) protecting group, a
5′-O-Bis(trimethylsiloxy)cyclo-dodecyloxysilyl ether (DOD) protecting group for
adenosine and cytidine (cyclooctyl for guanosine and uridine) and a
phosphoamidite protected with methoxy group.
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for the deprotection of the base functions
and the phosphate linkages. However, a
small fraction of the silyl groups may
also be removed, resulting in strand cleav-
age of the oligoribonucleotide. For that
reason, yields of full-length oligoribonu-
cleotides often did not match those for
oligodeoxyribonucleotides. The recent re-
placement of the TBDMS group by the
TOM protecting group results in higher
coupling yields; in combination with a
modified deprotection protocol, this ap-
proach achieves full-length oligoribonu-
cleotide yields comparable to oligodeoxyri-
bonucleotide synthesis.

Alternatively, the 5′-oxygen can be pro-
tected by a silyl group, which can be
easily removed during the synthesis cy-
cle. In this case, an ACE group blocks
the 2′-oxygen, which is stable under alka-
line conditions (Fig. 3). After finishing the
synthesis, cleaving the oligoribonucleotide
from the solid support and deprotecting
bases and phosphate linkages, the ACE
group is cleaved off under mild acidic con-
ditions. Like the previous TOM approach,
this strategy achieves oligoribonucleotide
yields approaching those for oligodeoxy-
nucleotides.

Alternatively, oligoribonucleotides may
be synthesized enzymatically by an in
vitro transcription approach using DNA-
dependent RNA polymerases from bacte-
riophages such as SP6, T3 or T7. This
is still the method of choice for the
synthesis of longer oligoribonucleotides.
One limitation of this approach is the
rather restricted set of modified nu-
cleoside triphosphates accepted as sub-
strates for the RNA polymerases. In
addition, it is very demanding and of-
ten impossible to introduce site specif-
ically modifications into an oligoribo-
nucleotide.

3
Chemically Modified Oligonucleotides

3.1
Modifications of the Phosphate Linkage

The phosphate linkage is the point of attack
for all nucleases. Therefore, particularly
for antisense oligonucleotide applications,
this linkage is a common target for
stabilizing modifications.

3.1.1 Phosphorothioate Linkages
The most frequent phosphate modification
is the replacement of a nonbridging oxy-
gen by sulfur, yielding a phosphorothioate
linkage (Fig. 4). This substitution creates
a new chiral center in the oligonucleotide.
Depending on the replaced oxygen, the
phosphorothioate diester has either an Rp
or an Sp configuration. Phosphorothioates
are introduced during solid-phase synthe-
sis by oxidizing the phosphite linkage
with either molecular sulfur or a sulfur-
transferring agent. Thus, for phosphoroth-
ioate oligonucleotide synthesis, the same
phosphoamidite building blocks can be
used as for the synthesis of unmodified
oligonucleotides. Since the oxidation is
not stereo selective, the resulting phos-
phorothioate oligonucleotide represents a
diastereomeric mixture. In oligodeoxynu-
cleotides, phosphorothioate groups allow
for the site-specific attachment of re-
porter groups such as cross-linking agents
of fluorescent dyes. Terminal phospho-
rothioates can be also introduced dur-
ing chemical synthesis or afterwards by
enzymatic manipulation of the purified
oligonucleotide. Like internal phospho-
rothioate linkages, terminal phosphoroth-
ioate groups can be used for attaching
dyes to the oligonucleotide. In addition,
they permit coupling of oligonucleotides
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to bromoacetyl agarose, for example, affin-
ity purification of nucleic acid–binding
proteins.

The phosphorothioate linkage is much
less susceptible to nuclease-mediated de-
gradation. Like unmodified oligodeoxynu-
cleotides, phosphorothioate oligodeoxynu-
cleotides induce RNase H-mediated degra-
dation of complementary RNA sequences.
These benefits are accompanied by some
disadvantageous properties. One ma-
jor disadvantage is a decreased affinity
of phosphorothioate oligonucleotides for
complementary sequences compared to
their unmodified counterparts. Moreover,
phosphorothioate oligonucleotides exhibit
a strong unspecific binding to many pro-
teins. In spite of these problems, phospho-
rothioate oligonucleotides are currently
still the most popular antisense oligonu-
cleotides.

3.1.2 Methylphosphonate Linkages
Substitution of one nonbridging oxygen
by a methyl group yields a methylphos-
phonate linkage (Fig. 4). As in the case
of phosphorothioate linkages, this replace-
ment introduces an additional chiral center
into the oligonucleotide backbone. To syn-
thesize methylphosphonate oligodeoxynu-
cleotides, special phosphoamidite building
blocks already carrying the methyl group
linked to the phosphorus are necessary.
Like their phosphorothioate counterparts,
methylphosphonate linkages reduce the
affinity of an oligodeoxynucleotide to
its complementary strand and increase
its resistance against nucleases. How-
ever, methylphosphonate oligodeoxynu-
cleotides are not as ‘‘sticky’’ as phospho-
rothioate oligonucleotides to proteins, and
they do not support RNA degradation by
RNase H.
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3.1.3 Phosphoamidate Linkages
Phosphoamidate linkages, which should
not be mixed up with the phospho-
amidite building block, are characterized
by nitrogen replacing either the bridging
3′- or the 5′-oxygen of the correspond-
ing sugar part (Fig. 4). Despite their low
chemical stability under acidic conditions,
the 3′-N-phosphoamidates are particu-
larly interesting for antisense approaches.
These linkages are completely resistant
against nucleases. Furthermore, in con-
trast to phosphorothioate or methylphos-
phonates, introduction of phosphoamidate
linkages significantly increases the affinity
to complementary nucleic acid strands.
Like methylphosphonates, phosphoami-
date oligonucleotides have a much lower
tendency than phosphorothioate oligonu-
cleotides to bind to proteins and do
not induce degradation of complementary
RNA strands by RNase H.

3.1.4 3′-3′ Linkages
Exonucleases degrade oligonucleotides
from the 5′- or 3′-terminus. Their substrate

is the 5′-3′-phosphodiester linkage. Intro-
duction of a terminal 3′-3′-phosphodiester
linkage confers resistance toward ex-
onuclease action (Fig. 4). For instance,
hammerhead ribozymes containing a
3′-terminal 3′-3′-phosphodiester linkage
are efficiently protected against a 3′-
exonuclease activity present in blood
serum.

3.2
Sugar Modifications

3.2.1 2′-Methoxy Oligonucleotides
Methylation of the ribose 2′-oxygen
is a naturally occurring modification
found in rRNAs, tRNAs, and in the
cap structure of mRNAs and snRNAs.
This modification not only confers re-
sistance to 2′-OH-dependent ribonucle-
ases but also decreases the suscepti-
bility toward other nucleases (Fig. 5).
Since 2′-methoxyribose adopts a simi-
lar conformation as the unmodified ri-
bose, 2′-methoxyoligonucleotides do not
induce RNase H-mediated RNA degrada-
tion. However, 2′-methoxyoligonucleotide-
RNA duplexes exhibit a higher thermal
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stability than oligodeoxynucleotide-RNA
duplexes. 2′-Methoxyoligonucleotides are
used for the isolation or depletion of RNA-
binding proteins in cell lysates and for
antisense applications. During the last
decade, many other alkyl residues such as
the methoxyethyl group or the allyl group
have been introduced at the 2′-position to
stabilize oligonucleotides against nuclease
attack without compromising their affinity
toward complementary RNA sequences.

3.2.2 2′-Fluoro and 2′-Amino
Oligonucleotides
Introduction of fluorine or an amino
group at the 2′-position yields 2′-fluoro
or 2′-aminooligonucleotides, respectively
(Fig. 5). Like the 2′-methoxy group, these
modifications impart resistance toward
2′OH-dependent RNases such as RNase A.
However, the affinity of oligonucleotides
toward complementary RNA decreases
in the order 2′-fluoro > 2′-OH (ribo) =
2′-methoxy > 2′-deoxy > 2′-amino and is
paralleled by the tendency of the sugar to
adopt a 3′-endo conformation. Like phos-
phorothioate linkages, 2′-amino groups
can be used to introduce a reporter group
into the sugar-phosphate backbone.

3.2.3 Morpholino Oligonucleotides
The following two examples describe
modifications that replace the complete
oligonucleotide sugar-phosphate backbone
by new structures. The morpholino
oligonucleotide contains hexameric mor-
pholino rings and phosphodiamidate link-
ages (Fig. 5). The morpholino ring carries
the base and replaces therefore the sugar
moiety in conventional oligonucleotides.
In contrast to the latter, the morpholino
backbone is neutrally charged and has a
lower tendency for protein binding. Such
oligonucleotides are very resistant against

nucleases and form duplexes with RNA of
similar stability as oligodeoxynucleotides.
Since such morpholino oligonucleotide-
RNA duplexes are no substrate for RNase
H, morpholino antisense oligonucleotides
do not induce the degradation of their
target RNA but block efficiently the initi-
ation of translation when targeted against
the translational start site. For that reason,
morpholino antisense oligonucleotides are
widely used to examine gene function in
developmental model organisms such as
zebra fish or Xenopus.

3.2.4 Peptide Nucleic Acids
The most radical backbone modification
is its complete replacement by a peptide
backbone (Fig. 5). Such peptide nucleic
acids (PNAs) contain a neutral backbone
and exhibit a very high affinity toward
complementary nucleic acid sequences.
They are completely resistant against both
nuclease and proteinase-mediated decay
but are less soluble in aqueous solvents
than ‘‘normal’’ oligonucleotides. Unlike
most other types of oligonucleotides, PNAs
can invade into double-stranded DNA
and may have the potential to modulate
gene expression by interfering with the
transcriptional process.

3.3
Base Modifications

In contrast to most modifications of the
sugar-phosphate backbone, base modifi-
cations hardly affect the stability of an
oligonucleotide. Instead, they often al-
low structure-function analyses by either
substituting a functional group or by intro-
ducing new functions such as fluorescent
labels or cross-linking groups. We discuss
here only a small selection of base modifi-
cations amenable for automated synthesis
(Fig. 6).
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3.3.1 Pyrimidine Modifications
A prominent site for the introduction
of modifications is the 5-position of the
pyrimidine ring. Since this position is
not involved in the formation of Wat-
son–Crick base pairs, even quite bulky
modifications can be introduced without
significantly affecting the thermal stabil-
ity of a nucleic acid double strand. A
naturally occurring modified base is 5-
methyl cytosine (Fig. 6). Oligonucleotides
containing unmethylated CG motifs may
stimulate immune responses, thereby neg-
atively affecting the specificity of an
antisense or an aptameric oligodeoxynu-
cleotide. Replacement of the unmethylated
cytosine by 5-methyl cytosine suppresses
this immunostimulation and is thus fre-
quently used to study such a possible
mode of action. Photoaffinity labels such
as 5-bromo or 5-iodo uridines can be
used to crosslink an oligonucleotide to
DNA- or RNA-binding proteins upon UV

irradiation. In addition, cellular uptake
and intracellular distribution of 5-bromo
deoxyuridine-containing oligonucleotides
can be examined with commercially avail-
able antibodies. Another 5-modification
of the pyrimidine ring being of rele-
vance for antisense oligonucleotides is
the propinyl group. Compared to un-
modified ones, oligodeoxynucleotides con-
taining 5-propinyl cytidines and uridines
show a higher affinity toward complemen-
tary RNA.

To investigate the interaction of bases
with metal ions such as magnesium ions,
oxygens may be replaced by sulfur. Such
a replacement converts a ‘‘hard’’ center
preferentially coordinating to magnesium
ions to a ‘‘soft’’ center binding to cal-
cium or cadmium but not to magnesium
ions. For instance, 4-thio uridine has been
applied to examine potential magnesium
binding sites in the catalytic core region of
the hammerhead ribozyme. Moreover, like
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5-bromo uridine, 4-thio uridine is a pho-
toactivatable cross linker to both nucleic
acids and therewith interacting proteins.

3.3.2 Purine Modifications
Inosine is generated in the cell by
deamination of adenosine by enzymatic
adenosine deaminase activities. Inosine
is frequently found in the +1 position
of the tRNA anticodon loop where it
can base-pair with uridine, cytosine, and
adenosine. For this reason, it is used
for the synthesis of primers containing
degenerate base positions. Such primer
can bind to DNA or RNA strands with
incomplete sequence information or to
a family of related sequences without a
mismatch ‘‘penalty’’ reducing the thermal
stability of such duplexes. Together with
other modified purines such as 2,6-
diamino purine or purine itself, it has been
used to study protein–DNA interactions
or ribozyme catalysis. The application
of the fluorescent purine analogue 2-
amino purine permitted the study of
conformational changes associated with
hammerhead ribozyme catalysis.

3.4
Nonnucleotidic Modifications

Automated oligonucleotide synthesis al-
lows the introduction of nonnucleotidic
modifications. In particular, alkyl chain
groups such as the C3 or C6 chain in com-
bination with terminal amino or sulfhydryl
groups are frequently attached to the 5′- or
3′-terminus by solid-phase chemistry. Af-
ter finishing the synthesis, the terminal
functional group can be used to intro-
duce further modifications or to attach
the oligonucleotide to a matrix for affin-
ity purification of, for instance, nucleic
acid–binding protein complexes. In addi-
tion, carrier peptides such as antennapedia

or tat peptides can be linked to the oligonu-
cleotide via its sulfhydryl group. The
resulting peptide–oligonucleotide conju-
gates show a significantly enhanced up-
take and activity in cell culture when
compared to the nonconjugated oligonu-
cleotide alone.

Single-stranded loops are a preferred
point of attack for nucleases. Replacement
of such susceptible loops by an internal
hexaethylene glycol linker may increase
the stability of oligonucleotides hairpins
in body fluids and in cell culture. For
the hammerhead ribozyme, it has been
shown that the replacement of its loop
by such a linker hardly affected its
catalytic efficiency.

3.5
Fluorescent Oligonucleotides

An important class of nonnucleotidic
modifications consists of fluorochromes
such as fluorescein or rhodamine dyes.
Dependent on the type of phosphoamidite
used, such fluorochromes can be internally
as well as 5′-terminally attached. For
3′-labeled oligonucleotides, synthesis is
performed on a solid support with the
fluorescent dye already attached to it.

Fluorescently labeled oligonucleotides
are used to study cellular oligonucleotide
uptake and their intracellular distribution.
Further applications are in DNA sequenc-
ing as fluorescent primers and in the
analysis of intra- and intermolecular in-
teractions by, for instance, fluorescence
correlation spectroscopy. Combination of
two different fluorochromes, of which the
emitted light from the first dye excites the
second dye, are applied in fluorescence res-
onance energy transfer studies. The same
principle is used for real-time polymerase
chain reaction (PCR), where the forma-
tion of a PCR product is followed on-line
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by Fluorescence resonance energy transfer
(FRET) analysis using fluorescently la-
beled oligodeoxynucleotide probes.

4
Applications and Perspectives

4.1
General Considerations

The application of single-stranded oligonu-
cleotides in molecular biology is tightly
related to the base-specific recognition of
complementary nucleic acids usually via
Watson–Crick base pairing. This means,
whenever a sequence-specific detection
or interaction between the oligomeric
probe, tool, or drug and a nucleotide se-
quence of interest can be formed, this
recognition step provides the signal of
interest, confers specificity and selectiv-
ity, or is crucial for efficacy in biological
systems. More recently, it became clear
that also double-stranded RNA, including
siRNA, may recognize its target RNA in
a highly sequence-specific fashion, sug-
gesting a step that involves nucleotide
sequence recognition as well. Oligonu-
cleotides represent a highly sensitive tool
to qualitatively and quantitatively detect
and to monitor nucleic acids in many
kinds of experimental setup and en-
vironment. This includes, for example,
solutions and buffers as well as struc-
tured biological material, including fixed
cells and tissue slices. In the latter sys-
tems, fluorescently or radioactively labeled
oligonucleotides are being used also for
imaging purposes and to define the lo-
calization of specific nucleic acids within
tissues, cells, subcellular structures, and
compartments.

In the following, a number of such appli-
cations in molecular biology, cell biology,

and molecular medicine will be described.
In principle, the entity ‘oligonucleotide’
is the same in many fields of application
in terms of length, chemistry, and bio-
chemical function. However, the range of
concepts and strategies in which oligonu-
cleotides represent a key tool is extremely
wide (Fig. 7). Here, selected key method-
ologies out of the large set of currently
established protocols that include the use
of oligonucleotides will be described in or-
der to explain their role as a tool and drug
in molecular biology.

With regard to the field of therapeutic
approaches on the molecular level and the
level of correction of gene expression, sev-
eral classes of oligonucleotides are being
used as lead compounds and as drugs in
current molecular medicine. Among the
potentially therapeutic oligonucleotides
suited to suppress pathological and aber-
rant gene expression are groups such as
antisense oligonucleotides, ribozymes, or
double-stranded RNA as well as those in-
ducing biological responses that are of
therapeutic benefit in man, such as CpG-
immunostimulatory oligonucleotides, de-
coys, or aptamers. To illustrate the role
of oligonucleotides as drugs, some promi-
nent groups will be discussed in chapter 5.

4.2
Applications in vitro and in Cell Culture

For most purposes, in biochemical re-
actions and for most experimental pro-
tocols commonly used in solution, in
vitro oligonucleotides are unmodified. This
means they can be obtained with little
expense. However, a number of chem-
ical modifications that improve the bio-
chemical and biological characteristics
of oligonucleotides can also be obtained
from commercial suppliers at appropriate
expense.
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4.2.1 Primer
In a number of extremely important
and fundamental methods frequently
applied in almost all fields of cur-
rent biochemical, biological, and med-
ical research, oligonucleotides serve as
sequence-specific primers for enzymatic
reactions in vitro. Such primes recognize
their template in a sequence-specific man-
ner, which confers ‘‘specificity’’ (Fig. 8).
For example, oligonucleotides are com-
monly used as primers for directed re-
verse transcription of RNA into cDNA
as an alternative to the unspecific oligo
(dT)-primed synthesis of cDNA, or for
the extension of the primer along a
given template, which sheds light on

position-specific characteristics of the sub-
strate strands.

It is important to note that the binding
efficiency of this step including sequence-
selectivity is crucially influenced by the
biochemical conditions of the reaction
such as temperature, ionic conditions, and
stoichiometry. A subsequent or combined
enzymatic reaction usually in the use of a
polymerase or domains thereof produces
the signal that is used for detection or
quantification of the templates that had
been present in the original sample.

Primer extension reactions are also
commonly used in the structural probing
of RNA. In such analyses, structured RNA
is modified and cleaved first in a sequence-
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Fig. 8 Interactions between primers and their DNA or RNA
templates. Key steps include the denaturation of the template and
the binding of a primer to its template via base–base recognition
followed by an enzymatic extension.

or structure-specific way followed by a
primer extension reaction that terminates
at the positions of cleavage.

Finally, and almost with an historical
perspective to Sanger’s work, it is worth
noting that primers are crucial to the enzy-
matic sequence determination of DNA and
RNA. Even though this kind of sequence
determination is almost completely auto-
mated, oligomers as primers are still in
highly frequent use.

PCR The polymerase chain reaction
(PCR) makes use of two primers that direct

their elongation by DNA polymerase in op-
posite directions such that their elongated
products form two complementary single
strands. They may pair to form a double-
strand and increase the quantity of specific
DNA double strands. However, the enzy-
matically synthesized double strands may
also be denatured such that the primers
present in excess in the reaction mixture
can bind and form a new template for
polymerase activity and the production of
new duplexes.

At present, there are a number of
academic and commercial computer
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algorithms available that are held to de-
sign appropriate primers for PCR. Such
programs are usually based on thermo-
dynamic parameters and include compo-
nents that align selected primer sequences
with relevant sequence spaces and non-
target sequences in order to avoid the
amplification of irrelevant products that
give rise to false signals and results.

In situ PCR Usually, a typical PCR reac-
tion is carried out in solution in tubes that
can be heated and cooled to specific tem-
peratures in many repetitive cycles. Such
reactions can also be performed in cham-
bers that contain fixed cells or tissues that
harbor the nucleic acid of interest, which
may serve as templates for PCR reactions
in situ. The necessary nucleotide triphos-
phates, buffer components, and enzymes
are all able to access their ‘‘fixed’’ tem-
plates inside ‘‘fixed cells’’. By incorporat-
ing chemically modified nucleotides that
can be recognized, for example, by antibod-
ies (e.g. BrdU-directed antibodies in case
of incorporation of bromodeoxyuridine,
BrdU) or other high-affinity molecules,
the in situ PCR reaction products can
be visualized and monitored. This tech-
nique is clearly a qualitative method and
requires minimal amounts of template nu-
cleic acids to be detected. For example, in
case of the detection of viral nucleic acids
in infected cells and tissues, this method is
very helpful to investigate the time course
and subcellular localization of genomic
and subgenomic viral nucleic acids.

4.3
Probes

In order to detect nucleic acids of inter-
est, one usually exploits the specificity
of Watson–Crick hydrogen bonding be-
tween two complementary strands. The

strand to be detected can be recognized
by a complementary oligonucleotide that
contains a detectable label, for example,
a radioisotope, a fluorescent moiety, or
a substituent, which can be labeled sub-
sequent to double-strand formation such
as biotin or BrdU. Probes of oligomeric
length offer certain advantages and dis-
advantages. The possibility to chemically
synthesize oligonucleotides provides some
of the most obvious advantages. Probes can
be chemically modified such that they have
improved properties, including increased
binding stability (e.g. PNA, 2′-alkyl deriva-
tives), increased resistance to nucleases
usually present in biological environments
(e.g. α-anomeric DNA, 2′-fluoro, 2′-alkyl),
or improved discrimination between per-
fectly matching substrate strands and not
perfectly matching strands.

In order to image nucleic acids and cer-
tain nucleotide sequence segments within
chromosomal DNA, chemically modified
and fluorescently labeled oligomeric nu-
cleic acids are important. For example,
2′-O-allyl-modified riboprobes carrying a
fluorescent label had been successfully
used to determine the subcellular local-
ization of small RNAs by image analysis of
cells fixed in situ. And probably even more
importantly, fluorescently labeled probes
can be used for ‘‘fluorescence in situ hy-
bridization’’ (FISH), a method routinely
used to detect chromosomal aberrations
in a diagnostic fashion.

4.4
Tools: Gene Function Analysis – Gene
Validation

Oligomeric nucleic acids comprise a large
set of functionally distinct subgroups
of oligonucleotides. Prominent classes
of oligomeric tools and drugs used
in molecular biology include (i) short
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double-stranded RNA most commonly
termed ‘‘siRNA’’, micro RNA or
‘‘miRNA’’, (ii) antisense oligonucleotides,
(iii) triple helix-forming oligonucleotides,
(iv) catalytic RNA and catalytic DNA
(DNAzymes), (v) immunostimulatory
CpG-oligonucleotides, and (vi) aptamers.
It seems to turn out that other subgroups
of potential oligomeric drugs such as
spiegelmers, intramers, or aptazymes are
not equally established yet.

Predominantly antisense oligonucleo-
tides, siRNA, and ribozymes are well
suited to suppress the expression of
specific genes in target cells and tissues of
interest, thereby giving rise to knockdown
and even knockout phenotypes of treated
cells with respect to the expression of
the target gene. This represents a crucial
step in complex approaches to study the
biological function of unknown genes,
probably one of the major bottlenecks
of research in the postgenome area.
However, knowledge on the biological
role of genes identified in genomewide
mapping of genetic information is also
crucial to the identification of new drug
targets and the search for new drugs.

5
Applications in vivo and in Man (‘‘Drugs’’)

5.1
Suppression of Pathological Gene
Expression

A number of nucleic acid inhibitors are
capable of suppressing gene expression
at the posttranscriptional level in mam-
malian cells, including antisense nucleic
acids, siRNA, and catalytic RNA. Those nu-
cleic acids can be subdivided into at least
two categories according to their mode
of synthesis and delivery: oligomeric and

usually synthetic ones on the one hand and
long-chain molecules usually expressed
endogenously after transfer of recombi-
nant genes into target cells on the other
hand. In the latter case, viral or nonviral
vectors systems have to be used to deliver
the therapeutic gene of interest into target
cells in vivo. This mode of the application
of recombinant genes encoding antisense
RNA, siRNA, or ribozymes has to be as-
signed to the field of gene therapy. Recent
drawbacks in this field of biomedical ex-
perimental therapy in man revealed the
complexity of this kind of therapeutic con-
cepts. Conversely, chemically synthesized
oligonucleotides can be regarded as quasi-
classical drugs for which there are clear
schemes to test their toxicity and relevant
pharmacological characteristics before de-
livering to patients along established lines.
Thus, it is not surprising that in the field
of antisense nucleic acids, by far the most
clinical studies are being conducted in the
use of antisense oligonucleotides.

5.2
Antisense Oligonucleotides

In general, the most frequently used
chemistry for almost all classes of oligonu-
cleotides that are used as a drug in
clinical studies in man, in particular,
antisense oligonucleotides, is the phos-
phorothioate chemistry. Even though this
sort of first-generation chemistry has been
substantially improved in terms of bio-
chemical and biological parameters in vitro
by second- and third-generation chemistry,
it remains by far the most frequently
used chemistry in the most advanced
clinical studies. Accumulated experience
from more than one decade of in vivo
studies in the use of phosphorothioate-
modified oligonucleotides revealed that
side effects are mild and usually typical
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for the sulfur modifications rather than
specific sequences used. For this reason,
it seems that this kind of chemistry will
also be used for in vivo application in the
near future.

In the beginning of clinical studies
in the use of antisense oligonucleotides
more than one decade ago, one usually
addressed severe diseases such as, for ex-
ample, cancer, chronic inflammation, or
infection by highly pathogenic viruses.
Most of such clinical trials were not suc-
cessful and were terminated. If one can
learn from those failures, then proba-
bly two major messages are important to
note: Firstly, in technical terms it seems
to be disadvantageous to deliver oligonu-
cleotides systemically in vivo. This means
that relatively high absolute doses have to
be applied in order to achieve the nec-
essary minimal concentrations at the site
or tissue of action. This is expensive and
for most cell types and tissues also in-
efficient. Secondly, if one aims to apply
antisense oligonucleotides for therapeutic
purposes, that is, to suppress the expres-
sion of a specific gene that is assumed
to play a crucial role for the development
of a specific disease, the pathomechanism
has to be known. In case of cancer and
other complex diseases, this is often not
sufficiently the case. Choosing an inappro-
priate target or not all necessary targets
that are related to the pathomechanism
underlying a certain disease retrospec-
tively often explains the lack of clinical
success.

To avoid technical problems such as
those mentioned above, one increasingly
changes the way of the delivery of thera-
peutic oligonucleotides. For example, ef-
ficient body distribution and pharmacoki-
netics can be achieved by delivering for-
mulated antisense oligonucleotides to the

skin of patients from which the oligonu-
cleotides are taken up and distributed sys-
temically. Alternatively, local and topical
application of antisense oligonucleotides
represents a promising mode of delivery
since amounts of the drug are minimal,
and local concentrations are high.

In perspective to the near and midterm
future, it is reasonable to assume that an-
tisense oligonucleotides will remain the
major class of inhibitors for drug devel-
opment. In particular, some of the ‘‘sec-
ond generation’’ chemistries of oligonu-
cleotides showed very promising activity
in cell culture and animal models, indi-
cating the competitive characteristics of
antisense drugs versus other classes of
oligomeric nucleic acid drugs such as
catalytic RNA and DNA and even double-
stranded RNA.

5.3
Ribozymes

Initially, that is, more than 10 years ago,
the concept of using ribozymes as tools
to specifically recognize and hydrolyze
a given target RNA and, hence, to
suppress the expression of a specific
gene was considered as highly elegant
and promising. It turned out, however,
that a number of criteria were not in
favor of the clinical application of this
class of potential drugs, including the
costs of production and purification, the
somewhat moderate biological activity
in vivo when compared with antisense
oligonucleotides, and more promising
alternative concepts to deliver ribozymes
almost in the field of somatic gene
therapy. For example, the endogenous
expression of ribozymes after transfer
of recombinant genes expressing specific
ribozymes cassettes in relevant tissues and
cells seems to be promising.
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5.4
Small RNAs – siRNA

Currently small RNAs that are formed by
two short strands such as conventional
siRNA or just a single RNA molecule form-
ing ‘‘hairpin siRNA’’, snRNA, snoRNA,
or miRNA represent the most promising
class of potential oligonucleotide drugs. In
principle, those RNAs can be synthesized
by chemical means as well as endoge-
nously by intracellular expression from
appropriate templates to be delivered to
target cells. In contrast to the application
of chemically synthesized catalytic RNA
meanwhile, a number of elegant concepts
for the endogenous expression have been
shown to be effective and to give rise to
substantial biological effects.

On a more general level, one has to
note that the specificity of such RNA
compounds is still under question as the
literature describes side effects such as
induction of interferon or cosuppression
of nontargeted genes controversially.

5.5
CpG-Immunostimulatory Oligonucleotides

Oligonucleotides harboring a 5′-CG-3′ din-
ucleotide termed CpG motif can exert
immunostimulatory effects on subsets of
immune cells in mammals, which are
thought to support and even induce pro-
cesses that are of therapeutic benefit in
case of certain diseases such as cancer.
It is attractive to assume that the concen-
tration of CpG-carrying oligonucleotides
necessary to induce significant biological
effects in vivo is relatively low. Side ef-
fects seem to be negligible at those applied
concentrations, and clinical studies in the
use of CpG-immunostimulatory oligonu-
cleotides are promising.

A number of other classes of oligomeric
tools and drugs are known. For those,
‘‘proof of principle’’ has been shown in
vitro or in cell culture; however, it seems
that most of them do not play a major
role in clinical drug development, which is
the major field of interest in biomedicine
and molecular medicine. Those classes
include the above-mentioned aptamers, in-
tramers, as well as the nuclease-resistant
spiegelmers that are also developed as
aptamer-like molecules. Further, within
the context of diagnostic medicine, it is
warranted to mention the imaging of
proliferating tissues in man using radiola-
beled pharmaceuticals (PET). The attempt
to use oligonucleotides in PET is meant
to provide a highly sequence-specific step
in order to distinguish between malignant
and nonmalignant cells.

6
Prospects

Oligonucleotides as drugs and tools in
molecular medicine look back to approx-
imately 25 years of research and devel-
opment. The field of antisense nucleic
acids and catalytic RNA has pioneered the
application of oligonucleotides as pharma-
ceuticals. Later, CpG-immunostimulatory
oligonucleotides have added to the clinical
development of oligonucleotides. In the
late 1990s, however, the field of oligomeric
nucleic acids seemed to become less dy-
namic until the discovery of small double-
and single-stranded RNAs that exert high
biological activity and to represent a pow-
erful class of regulators on the level of
gene expression. With the characteriza-
tion of siRNA and the various groups of
small noncoding RNAs preferentially, olig-
oribonucleotides (RNA) moved into the
focus of biomedical research, and it is not
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difficult to predict that the field of ‘‘oligonu-
cleotides’’ will have a great benefit and
support by those recent findings.

See also Gene Targeting.
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Oncogene
Broadly defined, an oncogene may be considered a cellular or viral gene whose
product in altered form and/or greater amount can cause malignant transformation.
Oncogenes function in a dominant manner because they can transform cells despite
expression of their normal counterparts. The classical oncogenes are more strictly
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defined by functional analysis, that is, a gene that when introduced into a cell, typically
NIH3T3 cells, can transform the cell with some attributes of malignancy. More recently,
it has been shown that a combination of oncogenes (e.g. RAS family and MYC family)
are required to induce one or more characteristics of neoplastic transformation when
introduced into ‘‘truly normal’’ cells, such as primary mouse embryo fibroblasts (MEFs).

Oncoproteins
Oncoproteins are the protein products encoded by oncogenes.

Proto-oncogene
Proto-oncogenes are normal cellular genes that can be converted to active oncogenes.

Tumor suppressor gene
Tumor suppressors are those genes that encode for proteins that prevent normal cells
from becoming cancer cells, and when their functions are lost, contribute to the genesis
of cancer.

� Oncogenes are cellular or viral genes whose products in altered form and/or
greater amount can cause malignant transformation. The hallmarks of cancer
cells include loss of control of cell growth and proliferation, loss of control of
cell survival and apoptosis, metastasis, and gain of immortality. Oncoproteins, the
protein products encoded by oncogenes, could disrupt the normal regulation of
these processes at many levels in cell signaling and gene expression. Oncogenes
could be divided into these major categories: growth factors and extracellular
mitogenic signals, cell surface receptors, proteins associated with inner surface of
the plasma membrane, cytoplasmic proteins in various signaling pathways, proteins
associated with mitochondria, nuclear proteins, and transcription factors. Instead
of being caused by a single gene, malignant transformation from a normal cell to
cancer cell is the end-point phenomenon resulting from accumulated genetic and
epigenetic alterations. The appropriate combinations or order of altered oncogenes
and tumor suppressors are required for different stages of tumor progression.
Clinically, oncogenes are important diagnosis biomarkers and therapy targets
for cancer.

1
Introduction

Cancer cells arise as a result of a
process known as malignant transforma-
tion. Over the course of a normal cell’s
life span, it might acquire multiple genetic

and epigenetic changes. Some of these
changes are directly related to malig-
nant transformation, while most are not.
However, in the rare cell in which the com-
bination of changes and environmental
conditions are just right, that once nor-
mal cell can become cancerous, displaying
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phenotypic characteristics, which include
loss of control of cell growth and pro-
liferation, loss of control of cell survival
and apoptosis, and metastasis (Fig. 1). In
the human body, a variety of different
kinds of cells constitute different tissues
and organs, and these cells are main-
tained at homeostasis and restricted at
the proper positions of the tissues or or-
gans. The human genome is composed
of about 2.9 billion nucleotide base pairs
and about 30 000 to 40 000 protein en-
coding gene loci, cells of a particular cell
type display a certain profile of expressed
genes to fulfill their physiological func-
tions as well as to regulate cell growth,
proliferation, senescence, and apoptosis.
Oncogenes and tumorsuppressor genes
encode for two families of proteins that,
when aberrantly expressed, are thought
to contribute greatly to cancer. Tumori-
genesis is a complex multistep process,
including tumor initiation, tumor progres-
sion to form tumor mass (escape of many
constraints), and metastasis. In addition to
the conversion of a normal cell to tumor
cell, changes in substratum, angiogene-
sis, escape from immune surveillance,
metastatic spread, and seeding and sur-
vival in the secondary tumor sites are
all critical steps for tumor cells to es-
cape the normal regulations and become

malignant. In this review, we will focus on
the oncogenic genes in the cellular trans-
formation process. First we will discuss
oncogenes and molecular mechanism of
cancer, followed by a description of the
biochemical properties and cellular func-
tions of several well-studied oncogenes.
Then we will discuss identification of onco-
genes, followed by the clinical implication
of oncogenes in cancer diagnosis, progno-
sis, and therapy.

2
Oncogenes and Molecular Mechanism of
Cancer

2.1
Historical Perspective of Oncogenes

Malignant transformation from a nor-
mal cell to cancer cell is the end-point
phenomenon resulting from accumulated
genetic and epigenetic alterations in the
cell. The belief that genetic damage might
be responsible for cancer arose from a vari-
ety of sources: the recognition of hereditary
predisposition to cancer, the presence of
damaged chromosomes in at least some
cancer cells, the connection between sus-
ceptibility to cancer and impaired ability
of cells to repair damaged DNA, and

Fig. 1 Malignant transformation from a normal cell to become cancer cells and formation of tumor
mass. In normal tissue or organ, any particular cell type is maintained in the range of a certain
number to maintain tissue homeostasis. A normal cell becomes a cancer cell when the cell contains
dysfunctional oncogene(s), tumor suppressor gene(s), and those involved in telomere maintenance.
Cancer cells display phenotypes of loss of control in cell growth and proliferation, loss of control in
cell survival, or loss of control of cell senescence, and gain of immortality. Senescent cells or cells
with gene mutation(s) are monitored by the cellular intrinsic checking programs and also by the body
systemic immune surveillance mechanisms, and will be cleared in most cases by these mechanisms.
Only under the circumstances that the cancer cell escapes these surveillance mechanisms will the cell
continue to proliferate to form tumor mass (primary tumor) in the body. This could be a very long
process, sometimes in decades. With time, other genetic mutations accumulate in the cancer cells
and some of them gain the potential for metastasis.
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evidence that relates the mutagenic poten-
tial of substance to their carcinogenicity.
Nowadays we know that the vast majority
of human cancers are caused by genetic
or epigenetic changes in the genome of
the cancer cells and only a very small
fraction of cancer cases, such as cervical
and liver, may be attributed to viral infec-
tion. However, the work on retroviruses
in the earlier days of cancer research did
open the door for the discovery of onco-
genes. The first identified oncogene, Src,
discovered in 1976 by the Nobel Laureate
Harold Vamus and J. Michael Bishop, is
the archetype of those viral oncogenes. It
had been known since 1909 that Rous sar-
coma virus (RSV) infection of chicken cells
lead to tumors, but the v-Src gene as the
cause of the malignant transformation was

not identified until the 1970s. Studies by
Varmus and Bishop further demonstrated
that the Src gene was originally a cellular
gene instead of a viral gene, but was picked
up and integrated into the viral genome
by an ancestor of the RSV (Fig. 2). Nor-
mal cellular genes that can be converted
to active oncogenes are therefore referred
to as proto-oncogenes. Other such viral
oncogenes include MYC (avian myelocy-
tomatosis virus), RAS (rat sarcoma virus),
ERBB1 (avian erythroblastosis virus), ABL
(Abelson murine leukemia virus), as well
as others.

In addition to virus-mediated proto-
oncogene activation, many other mech-
anisms have been identified in cancer
cells that can lead to activation of proto-
oncogenes. At the genetic level, each gene
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Fig. 2 The c-SRC proto-oncogene and the v-SRC oncogene. The cellular
proto-oncogene c-SRC was picked up and integrated into the RSV genome as
v-SRC (a), which encodes the v-SRC oncoprotein responsible for the
malignant transformation of RSV (b).
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has to be transcribed at the appropriate
level within a certain time frame, and
then translated into a functioning protein.
Normally, the proto-oncogenes are latent
or strictly regulated to perform their nor-
mal physiological functions in the cell life.
The mechanisms involved in abnormal ac-
tivation of proto-oncogenes include the
following: virus-mediated, chromosome
translocation, gene amplification, small
deletions or insertions, point mutations,
and aberrant gene expression caused by
epigenetic alterations such as DNA methy-
lation and histone deacetylation. In some
cases, the activity of oncoproteins may
be increased by other proteins regulating
their stability or degradation. An exam-
ple is that HSP 90 (heat-shock protein
90) may increase the stability of sev-
eral oncoproteins such as HER-2, AKT,
and KIT.

While many genes might be found al-
tered in cancer cells and most of them are
not related to malignancy, the alterations
in oncogenes and tumor suppressor genes
are most directly responsible for malignant
transformation. The number of oncogenes
and tumor suppressors identified to date is
controversial and is dependent on the rigor
of the definition. The classical oncogenes
are usually defined by functional analysis,
that is, an oncogene is a gene that when in-
troduced into the cell can transform the cell
with some attributes of malignancy. With
the better understanding of the molecular
mechanism of tumorigenesis, we know
that the effect of a particular oncogene
is dependent on the cellular context. In
most cases of tumors, alterations in other
oncogenes or tumor suppressor genes are
required for a particular oncogene to exert
its role in tumor pathogenesis. Therefore,
an oncogene will be defined as a cellular or
viral gene in its wild type or mutant form

that can induce one or more character-
istics of neoplastic transformation when
introduced, either alone or in combina-
tion with another gene, into an appropriate
cell type. Oncogenes function in a domi-
nant manner because they transform cells
despite expression of their normal coun-
terparts. However, there are examples in
which inherited mutations in oncogenes
such as KIT, RET, and MET can predis-
pose to cancer. In broad terms, tumor
suppressors are those genes that encode
for proteins that prevent normal cells from
becoming cancer cells, and the loss of
their functions contributes to the genesis
of cancer.

2.2
Molecular Mechanisms of Cancer

There are two major features of cancer
cells: one is the loss of control of cell
growth and proliferation, resulting in loss
of homeostasis and formation of tumor
mass and the other is metastasis for tumor
cells to migrate away from their normal
location and invade into another tissue
or organ. To maintain tissue homeosta-
sis, a normal cell is strictly regulated for
cell differentiation, cell growth and prolif-
eration, cell survival and apoptosis, and
cell senescence. Deregulation of proto-
oncogenes and tumor suppressor genes
might contribute to tumorigenesis by dis-
rupting one or more of these processes
(Fig. 1). In the process of tumorigene-
sis, cancer cells can acquire metastatic
potential, that is, they migrate into the
blood or lymphatic circulatory systems,
circulate in the peripheral blood and ar-
rest in a distant organ, extravasate from
the vessels, dwell in the distant organ
and form tumor masses. Oncogenes may
promote metastasis by enhancing can-
cer cell motility and invasion, and by
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promoting cancer cell survival and inhibit-
ing apoptosis under adverse conditions
in the process of metastasis. Changes
in the environment such as extracellu-
lar matrix and angiogenesis are involved
in the formation of primary tumors as
well as the metastases; oncogenes are
also involved directly or indirectly in these
processes.

Cell growth and proliferation are reg-
ulated through cell cycles, and onco-
genes could be derived from those proto-
oncogenes that promote cell cycle pro-
gression or those that release the in-
hibitory functions of the negative regu-
latory molecules of cell cycle. The cell
cycle for somatic cell division can be di-
vided into four phases: the G1 gap phase
for preparation of DNA synthesis, the S-
phase for DNA replication, the G2 gap
phase for preparation of mitosis, and the
M-phase for separation of daughter chro-
mosomes and completion of one cell cycle.
The key proteins involved in cell cycle
progression are highly conserved among
different cell types in higher eukaryocytes,
these include cyclins, CDKs (cyclin de-
pendent kinases), CKIs (CDK inhibitors),
RB (retinoblastoma protein), and the tran-
scription factor E2F (E1A-inducible factor)
(Fig. 3). CDKs are the engine proteins driv-
ing cell cycle progression, with CDKs-4,
-6, and -2 working in G1-phase, CDK2
working in S-phase, and CDK1 (CDC2) in
G2- and M-phases. Activation of the CDKs
is positively regulated by cyclin binding,
and synthesis of cyclins is strictly regu-
lated during different phases of the cell
cycle. G0 and G1 phases are the inter-
face for the interaction between cell cycle
machinery and the extracellular signals,
including both mitogenic and inhibitory
signals, cues from extracellular matrix,
and cell–cell interactions. D-type cyclins
are very unstable proteins with very short

half-life, and their production is controlled
at transcriptional level and regulated by
mitogenic signaling. For example, cyclin
D1 promoter contains binding sites for
AP1, ER-E2/X, SRE, E2F4, E2F1, SP1,
CRE, MAPK-c-ETS2-ETS. Synthesis of D-
type cyclins awakes quiescent cells (G0)
to enter the G1-phase of the cell cycle. In
late G1-phase of the cell cycle, there is a
restriction point and continued mitogenic
stimuli are required for the cycling cells to
pass this point (Fig. 3). Once beyond this
point, cell cycle progression becomes au-
tonomous and cell cycle will be completed
to give two daughter cells unless stalled by
the checkpoint mechanisms. The main tar-
get of CDKs is the retinoblastoma protein
encoded by tumor suppressor gene RB.
In quiescent (G0) cells, RB is hypophos-
phorylated and binds to E2F. The activated
CDK4/6 then phosphorylates RB, result-
ing in dissociation of E2Fs from RB. E2Fs
are transcription factors and their target
genes include those essential for DNA
synthesis in S-phase as well as cyclins
(D, E, and A). Cyclins D and E activate
CDK4/6 and CDK2 respectively, which fur-
ther promote G1-phase progression to pass
the Restriction point. Cyclin A activates
CDK2 to promote S-phase progression,
and G2- and M-phases are promoted by
cyclin B/CDK1 and cyclin A/CDK1 respec-
tively. Cyclin E/CDK2 peaks at the G1 –S
transition, and is thought to help the cell
transverse the restriction point. Cyclin E
is rapidly degraded in S-phase, and cy-
clin A binds to CDK2 in S-phase for S–M
phase transition.

Derangement of cell survival and apop-
tosis is another important feature con-
tributing to tumor mass formation and
tumor progression. Damaged or senes-
cent cells and cells receiving death signals
from the environment must be cleared to
maintain the normal function and normal
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Fig. 3 Cell cycle and the key regulatory molecules. In somatic mitotic cell division, one cell
produces two daughter cells after each cell cycle. Most of the differentiated cells in the body
are in quiescent state (G0), and they enter the cell cycle under the stimulation of mitogenic
signals such as growth factors. The cell cycle is driven by the CDKs with different CDKs
acting in different phases of the cell cycle, and CDKs are activated by cyclins. The target
genes of E2F and the target genes regulated by cell signaling cascades initiated by the
mitogenic signals are required for the progression in G1-phase. Once beyond the R-point
(restriction point) in late G1-phase, cell cycle progression becomes autonomous, and no
further mitogenic signals are required. E2F is negatively regulated by RB, and RB can be
inactivated by CDK-mediated phosphorylation.

life span of a cell, and various onco-
genes are known to block the execution
of cell death pathways and/or activate
the cell survival pathways to promote tu-
morigenicity (Fig. 1). There are two major
pathways for the initiation of apoptosis,
one is initiated from the death recep-
tors (such as FAS and TNF receptors) on
the plasma membrane and is largely in-
dependent of mitochondria; the other is

mitochondria-mediated apoptotic pathway
initiated by environmental stress signals or
by DNA damage signals from the nucleus
(Fig. 4). Under certain circumstances, mi-
tochondria might also be involved in
death receptor–mediated apoptotic path-
way. Caspase-8 is the initiator caspase
activated by death receptor, while caspase-9
is the initiator caspase activated by cy-
tochrome C released from mitochondria.
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Fig. 4 Regulation of cell apoptosis. There are two major cellular apoptotic
pathways, one is initiated from the cell surface in response to activation of the cell
surface death receptor(s), and the other is mediated by dysfunctional mitochondria
as a response to stress stimulations or nuclear chromatin DNA damage. In both
pathways, caspases are involved, and the effector caspases for both pathways are
caspases-3, -6, and -7. Many cytoplasmic and nuclear proteins are the substrates of
the effector caspases, and cleavage of these substrates leads to apoptosis with cell
membrane blebbing, cell shrinkage, nuclear chromatin DNA fragmentation, and
so on.

The two pathways merge at the effector
caspases-3, -6, and -7. Protein cleavage by
effector caspases eventually leads to apop-
tosis, including cell membrane blebbing,
chromosome DNA fragmentation, and
cell shrinkage. In mitochondria-mediated
apoptotic pathway, the BCL-2 (B-cell
lymphoma/leukemia-2) family members

play the critical role as gatekeeper in
regulating the release of cytochrome C,
SMAC (the second mitochondria-derived
activator of caspase), and HTRA2 (high-
temperature requirement factor). Cy-
tochrome C together with APAF-1 bind
to caspase-9 to form apoptosome, lead-
ing to activation of caspase-9, and SMAC
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and HTRA2 bind IAPs and release their
inhibition on effector caspases.

In the progression of tumorigenicity,
cancer cells also acquire cell immortal-
ity. For differentiated somatic cells, the
number or times a cell can proliferate
is extremely limited because the length
of telomere becomes shorter after each
cell division, and eventually the telomere
will become too short to permit further
cell division. For cancer cells to continue
to proliferate and form tumor mass or
metastasis, some mechanism has to be
adapted to overcome telomere shortening
during each cell cycle. The mechanisms
involved in telomere maintenance could
be mediated either by increased telom-
erase activity, or by a process referred to as
alternative lengthening of telomeres (ALT).

2.3
Models of Molecular Oncogenesis: the
Two-hit Hypothesis and Multistep
Tumorigenesis

One of the earliest models regarding
molecular oncogenesis is the ‘‘two-hit hy-
pothesis’’ proposed by Knudson on the
basis of their studies of hereditary cancer.
According to this model, for a cell carry-
ing a germline mutation in one allele of
tumor suppressor gene (the first hit) to
become a cancer cell, the cell needs to ac-
quire a second hit (somatic mutation in the
remaining wild-type allele). This hypothe-
sis led to the cloning of the first tumor
suppressor gene, RB. Today we have a
much better understanding of tumorigen-
esis; however, the two-hit hypothesis is still
valid, although it is continually modified to
reflect new knowledge. For example, it is
clear that multiple genetic and epigenetic
alterations must take place to cause a cell
to become cancerous. Therefore, we can
think in broader terms and consider the

activation of an oncogene as the first hit,
and the loss of tumor suppressor activity
as the second hit, or vice versa. In addition
to oncogenes and tumor suppressor genes,
the telomere maintenance mechanism is
required for the formation of tumor mass
and might represent a distinct kind of hit
on oncogenes.

As indicated above, tumorigenesis is
a very complicated process consisting of
multiple steps, including tumor initia-
tion, tumor progression, and metastasis.
The hit on different oncogenes or tumor
suppressor genes might be required at dif-
ferent steps as exemplified in colon cancer
(Fig. 5). The initiation and early stage of tu-
mor progression is very slow, sometimes it
takes years or decades for a malignant cell
to form noticeable tumor mass (i.e. 1 cm
diameter, or 1000 million cells). One major
reason is that not all cells with active onco-
gene(s) will become cancerous, and not all
cancer cells will escape the various surveil-
lance mechanisms within the cell and in
the body and survive to form tumor mass.
In most carcinomas, cancer is not a disease
caused by a single gene. It is more like a
syndrome; within the cancer cells, the ap-
propriate combinations or order of altered
genes are required for different stages of
tumor progression (Fig. 5), and, within the
body, the immune surveillance needs to
be either defective or compromised. For
example, loss of APC (adenomatous poly-
posis coli) gene function is required for
tumor initiation, while mutation of RAS
alone or p53 alone is not sufficient for tu-
mor initiation, although both are required
for tumor progression. For most, if not
all, important cellular processes, the cell is
regulated by the balance between positive
and negative regulatory mechanisms at
multiple levels. Therefore, the same kind
of hit might occur at different steps of
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Fig. 5 Model of tumorigenesis: multistep
carcinogenesis and the two-hit hypothesis. Colon
cancer progression is a multistep process,
involved with tumor initiation, tumor
progression, and metastasis. The K-RAS
oncogene and several tumor suppressor genes

including APC and p53 are involved in different
stages of tumor progression. In tumor
progression and metastasis, increased
telomerase activity is involved in the
maintenance of telomeres of the cancer cells.

tumorigenesis. For oncogenic transforma-
tion, the right combination of two or more
oncogenes, such as RAS and MYC, might
be considered as one kind of hit at differ-
ent levels. In addition to RAS, telomerase
activity is also a requirement for tumor pro-
gression and metastasis in colon cancer.
While telomerase activity is not detectable
in normal colon tissue, telomerase activ-
ity is low in polyps or adenomas and high
to moderate in carcinomas and metastasis.
For tumor suppressor genes, the serial loss
of tumor suppressor genes APC and p53
in hereditary colon cancer might be con-
sidered as another kind of hit at different
stages of tumorigenesis. A similar situa-
tion is also found in lung cancer, that is,
multiple oncogenes and tumor suppressor
genes are involved. Finally, the kind of hit
in some cases might function as a differ-
ent hit in other circumstances, and some
genes might be involved in more than one
kind of hit. For example, MYC could act as
either an oncogene to promote cell prolif-
eration or a tumor suppressor to sense cells
to apoptosis, depending on the particular
circumstances, and the tumor suppres-
sor gene p53 might also be involved in

telomere maintenance (an event consid-
ered as oncogenic).

2.4
Major Categories of Oncogenes

Oncogenes can be classified into dif-
ferent categories based on different cri-
teria. According to their origin, onco-
genes could be divided into viral onco-
genes and cellular oncogenes. Onco-
genic viruses fall into two categories,
the DNA viruses and retroviruses. As
described above (see Sec. 2.1), retroviral
oncogenes were originally derived from
cellular proto-oncogenes. The oncogenic
DNA viral oncogenes include Simian
virus 40 (SV40) large T-antigen, poly-
omavirus middle T- and large T- anti-
gens, papillomavirus E6 and E7 proteins,
adenoviruses E1A and E1B proteins, her-
pesviruses such as Epstein Barr virus
(EBV) LMP1 and other viral proteins,
hepatitis B virus (HBV) X gene-encoded
protein.

Cellular oncogenes can be further di-
vided into different categories based
on their subcellular locations, protein
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structures, and their functions in cellular
physiological processes. In this review,
we will integrate these criteria and di-
vide the oncogenes into these major
categories: (1) Oncogenes in cell cycle
progression and cell division; (2) growth
factors and extracellular mitogenic sig-
nals; (3) oncogenic cell surface receptors;
those include receptor tyrosine kinases
such as mitogenic growth factor receptors,
as well as non-tyrosine kinase recep-
tors such as G-protein-coupled seven-
transmembrane receptors and receptors

for cytokines; (4) membrane-associated
nonreceptor tyrosine kinases, adaptor pro-
teins, and phospholipases; (5) oncogenes
in cytoplasmic signal transduction path-
ways, including RAS-RAF-MEK-MAPK
pathway, the PI3K-AKT pathway, guanine
nucleotide–binding proteins (G-proteins),
PKC (Protein kinase C) and protein serine-
threonine kinases, BCL-2 family mem-
bers and the antiapoptotic regulation;
(6) transcription factors and nuclear onco-
genes. A list of putative oncogenes is
summarized in Table 1 (Table 1).

Tab. 1 List of oncogenes.

Cell cycle progression
Cyclins D-type cyclins
CDKs CDK4
CDK activators CAK, CDC25A, CDC25B
E2F
Telomere Maintenance HTRT
DNA viral oncogene SV40 large T, polyomavirus middle T and large T, papillomavirus

E6 and E7 genes, adenoviruses E1A and E1B genes

Growth factors and extracellular mitogenic signals
PDGFs SIS/PDGFβ

FGFs FGF-3/INT-2, FGF4/HST, FGF-5, FGF-6
WNT WNT-1, WNT-2, WNT-3
EGFs EGF, TGF-α
Cytokines IL-2, IL-3, GM-CSF, CSF-1

Cell surface receptors
Growth factor receptors

EGF receptor family EGFR, ERBB2 (HER-2/neu)
FGF receptor family
PDGF receptor family PDGFα and β receptors, KIT, CSF-1 receptor
Insulin receptor family IGF-IR
MET/HGF receptor family MET, RON, c-SEA
Neurotrophin receptor family TRKA, TRKB, TRKC
VEGF receptor family

Non-tyrosine kinase receptors
Cytokine receptors Receptors for IL-2, IL-3, GM-CSF, and erythropoietin
G-protein-coupled 7-TMR MAS, thyrotropin receptor, serotonin 1c receptor

Plasma membrane–associated nonreceptor oncogenes
Tyrosine kinases

SRC family SRC, YES, FGR, LCK, LYN/SYN, FYN, HCK, BLK, YRK, LCK/TKI
ABL family ABL, ARG, ABL/BCR
FES family FES, FER
JAK family JAK1, JAK2, TYK2

(continued overleaf )
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Tab. 1 (Continued)

ITK family ITK, BPK, TEC
SYK family SYK, ZAP
CSK family CSK/CYL, CTK,
Others FAK, BRK, FPS/FES/FER/TYK3, TKF

Adaptor proteins GRB2, SHC, CRK, NCK
Phospholipases PLC-γ

Oncogenes in cytoplasmic signal transduction
RAS-RAF-MAPK pathway RAS family H-RAS, K-RAS, N-RAS, R-RAS

RAF family RAF-1, A-RAF, B-RAF
MAPKs ERK1, ERK2

PI3K-AKT pathway PI3Ks PI3K/p85α, PI3K/p110α

AKT family AKT1, AKT2
G-protein pathway

Heterotrimeric G-proteins Gαi2, Gα12, Gα13, Gαz, Gαq, Gs
GEFs SDC25, OST2
Phospholipases PLC-β, PLC-α
RAS family See above
RHO/RAC binding proteins BCR, VAV, DBL, ET2, NET1, TIAM1,

TIM
JAK-STAT pathway

JAK family See above
STAT family STAT3, STAT5

Other protein serine-threonine kinases
PKC family PKC-ε, PKC-β1, PKC-γ , PKC-ζ

Anti-apoptotic oncogenes
Bcl-2 family BCL-2, BCL-XL,
IAP family cIAP1, cIAP2, XIAP, survivin, LGALS3

Chaperone proteins HSP90

Nuclear transcription factors
FOS family c-FOS, FOS-B, FRA-1, FRA-2
JUN family c-JUN, JUN-B, JUN-D
MYC family c-MYC, N-MYC, L-MYC
REL/NFκB family NFκB1, NFκB2, REL, RELA, RELB
Steroid hormone receptors ER
Homeodomain-containing oncogenes HOXA9, HOX2.4, HOX7.1, HOX11,
ETS family ETS, ELK-1
Others MYB (MBM2), β-catenin

2.5
Mechanisms of Oncogene Perturbation

2.5.1 Viral Oncogenes
Retroviral oncogenes are derived from cel-
lular proto-oncogenes and their activation
and function are similar to their cellu-
lar oncogene counterparts in the infected
host cells. Viral infection will express the
viral oncogenes in the host cell, leading

to transformation. DNA viral oncogenes,
including SV40 large T-antigen, poly-
omavirus middle and large T-antigens,
papillomaviruses E6 and E7 proteins, ade-
noviruses E1A and E1B proteins, and EBV
LMP1, promote tumorigenesis primarily
by acting on RB and p53 tumor suppres-
sors to suppress their surveillance role in
cell cycle progression. Some viral oncopro-
teins may also activate signaling proteins
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at the inner surface by protein–protein in-
teraction as exemplified by association of
T-antigen with SRC, SHC, and insulin-like
growth factor (IGF-IR) and papillomavirus
E5 oncoprotein association and activation
of platelet-derived growth factor (PDGF)
receptor and c-SRC. The HBV X gene-
encoded protein may stimulate host-cell
transcription to promote cell proliferation,
leading to tumorigenicity.

2.5.2 Cellular Oncogene Activation by
Viral Integration
Some viruses do not encode viral onco-
genes, but they can integrate into the
host-cell genome and alter cellular onco-
gene(s) and tumor suppressor gene(s) at
or around the insertion site. These viruses
include avian leucosis virus (ALV) and
mouse mammary tumor virus (MMTV).
The first example is the activation of c-MYC
in Bursal lymphomas by ALV insertion.

2.5.3 Chromosome Translocation
There are 22 pairs of euchromosomes and
two sex chromosomes in human somatic
cells, and human proto-oncogenes have
been identified in all of these chromo-
somes. In many carcinomas, cancer cells
have abnormal karyotypes, such as translo-
cations, duplications, deletions, and loss
of chromosomes. Chromosomal transloca-
tions can put proto-oncogenes under con-
trol of the promoter/enhancer of another
gene, or create recombinant, truncated,
or deleted proto-oncogenes. In some of
these circumstances, the proto-oncogenes
can be activated. Examples include ABL
activation on the Philadelphia chromosome
in chronic myelogenous leukemia (CML),
c-MYC translocation in Burkitt’s lym-
phomas and plasmacytomas, and BCL-2
activation by chromosome translocation
(t14 : 18) in follicular B-cell lymphomas.

Other proto-oncogenes activated by chro-
mosomal translocation include BCL-6,
HOS11, LYL-1, RHOM-1, RHOM-2, TAL-
1, and TAL-2.

2.5.4 Gene Amplification
Normally, all the genes on the euchromo-
somes and the X-chromosome in female
have two copies in somatic cells. The ge-
nomic sequences of some genes may be
amplified from two copies to 5–500 copies
or even higher, typically generating more
mRNA transcripts and higher protein lev-
els of the oncogene, resulting in elevated
activity of the oncogene. Examples include
the amplification of N-MYC in neuroblas-
tomas and ERBB-2 in breast cancer and
many other cancer types.

2.5.5 Genetic Sequence Mutation
Simple genetic sequence mutation is
also a major mechanism involved in
the activation of many oncogenes. The
mutation could be point mutation or
deletion of a fragment of the gene.

2.5.6 Aberrant Gene Expression
Some genes may be expressed in some
tissues for normal physiological processes
or expressed during embryogenesis, but
may be oncogenic when aberrantly ex-
pressed in the cells of a different tis-
sue that normally do not express these
genes. Aberrant expression is usually
caused by epigenetic alteration(s) in the
gene locus, such as demethylation of
CpG islands in some genes, and chro-
matin hyperacytylation in the regulatory
sequences.

2.5.7 Alterations Not at the Genetic Levels
The oncogenic activity of a gene may also
be elevated by the regulation of other gene
products, these include the stability of the
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mRNA transcript, mRNA export from the
nucleus to the cytoplasm, translation ini-
tiation and processing efficiency, protein
stability and degradation, and downregula-
tion of negative regulator(s) of a particular
oncogene. For example, AKT can be sta-
bilized by the chaperone protein HSP90,
and AKT activity is elevated in cancer cells
that have null mutation of its negative
regulatory protein PTEN.

3
Biochemical Properties and Cellular
Functions of Oncogenes

Normally, any cell type within an or-
gan or tissue has to be maintained at a
certain number (homeostasis). Whether
a normal cell is to proliferate is usu-
ally regulated by the integrated mitogenic
and inhibitory signals in the surrounding

microenvironment (Fig. 6). Most of the
extracellular signals trigger the signaling
cascades through their receptors on cell
surface, these include mitogenic (e.g. EGF
(Epidermal Growth Factor)) or inhibitory
(e.g. TGF-β) growth factors, cytokines, lig-
ands for seven-transmembrane (7-TMR)
receptors (e.g. some hormones such as
bombesin). Signaling cascades can also
be initiated from the cell surface by
cell–cell interaction and cell-extracellular
matrix (ECM) interaction. The execution
of the integrated extracellular signals is
carried out by the cell-signaling cascades
and the newly synthesized gene prod-
ucts within the cell. Within the cells,
the signaling pathways are very compli-
cated, and there exist cross-regulations
among different pathways at multitude
levels that form a circuit network (Fig. 7).
The alterations caused by these signaling
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Fig. 6 Regulation of cell division by signals in the microenvironment. The impacts of
extracellular signals such as growth factors (a) and growth inhibitory factors (b) on cell
division are executed by the intracellular signaling, regulating protein activity and gene
expression.
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Fig. 7 The intracellular signaling circuit. Except
steroid hormones such as estrogen, almost all
extracellular signals are sensed by the cell surface
receptors, which transmit the signals through
the signal transduction cascades within the cell.
Different signals or the same signals at different
intensity may trigger common as well as distinct
signaling pathways, leading to protein synthesis
or activation. However, cross-regulations at

many points of these different pathways exist,
and many key regulatory molecules are shared
among different pathways. The cell phenotype is
regulated by the integrated signaling circuit in
response to the complete signals in the
environment. (Reproduced from Itanahan, D.,
Weinberg, R. A. (2000) The Hallmarks of Cancer,
Cell 100, 57–70. With permission of Cell Press).

molecules include qualitative and/or quan-
titative changes in proteins involved in cell
signaling and the eventual outcome of cell
phenotype. The qualitative changes could
be mediated through protein phosphoryla-
tion by protein kinases (tyrosine and ser-
ine/threonine kinases) and dephosphory-
lation by phosphatases, as well as by other
posttranslational modifications. The quan-
titative changes are mainly regulated at the
transcriptional level mediated by the acti-
vation of transcriptional factors in the nu-
cleus, but it can also be mediated through
protein stability and degradation. In cancer

cells, alteration(s) of an oncogene or sev-
eral synergistic oncogenes could potentiate
cells to proliferate without the requirement
of normal surrounding signals.

3.1
Oncogenes Promoting Cell Cycle
Progression and Cell Division

3.1.1 Oncogenes Derived from Cell Cycle
Machinery
As described above (see Sec. 2.2), cyclins,
CDKs, and E2F in the cell cycle ma-
chinery are positive regulatory proteins
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for cell proliferation, and thus are can-
didate oncogenes. Of the cyclins, the
D-type cyclins have been identified ac-
tivated in cancers. Activation of CDK4
mediated by amplification or mutation
(e.g. mutant CDK4 lacking the INK4
binding site) has been identified in
tumors.

While CDKs are activated by cyclins,
the activities of CDKs are also nega-
tively regulated by the CKIs, including
the INK4 (p16INKA, p15INKB, p18INKC, and
p19INKD) that inhibit CyclinD/CDK4/6
and CIP/KIP (p21WAF1/CIP1, p27KIP1, and
p57KIP2) that inhibit all CDKs. The CKIs
function as one of the cellular intrinsic
surveillance mechanisms to make sure
that the accurate genetic information is
transmitted to the daughter cells. CKIs

are regulated by growth-inhibitory fac-
tors, such as TGF-β, and by growth-arrest
signals, such as DNA damage. When
bound to inhibitory proteins such as
INK4 (p16INKA, p15INKB, p18INKC, and
p19INKD) and CIP/KIP (p21WAF1/CIP1,
p27KIP1, and p57KIP2), inactive CDK4
is phosphorylated at Tyr16 and Tyr17

by WEE1/MIK1/MYT1 and unphospho-
rylated at Thr172 (probably by p24KAP)
(Fig. 8). Cyclins will compete with INK4
and CIP/KIP to bind to CDK, resulting in
CDK phosphorylation at Thr172 by CAK
(cyclin activated kinase) and dephospho-
rylation at Tyr16 and Tyr17 by CDC25
phosphatase, resulting in activation of
CDKs. Therefore, CAK and CDC25 could
serve as proto-oncogenes to promote cell
proliferation.

Mitogenic signaling RSK

CDC25 CAK
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Cyclin

Cyclin
RB

RB p53 MDM2

Viral oncoproteins
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G1/S G2/M
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Y16 Y17
T172 T172
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Fig. 8 Oncogenic proteins promoting cell cycle progression and cell
division. Cellular oncoproteins E2F, cyclins, and CDKs promote cell cycle
progression, and CDK activation is regulated by CDC25 and CAK. Viral
oncoproteins may promote cell proliferation through inhibiting the negative
regulatory proteins RB and p53.
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3.1.2 Oncoproteins Leading to Loss of
Control of Cell Cycle Checkpoints
Loss of chromosome integrity and accu-
mulated genetic mutations caused by DNA
damage are frequent phenomena found in
cancer cells. In normal conditions, these
cells cannot go through the cell cycle, in-
stead the cells will either be arrested until
the damaged DNA is fixed or the apoptotic
pathway will be triggered in these cells. In
addition to RB and CKIs, p53 is another
principal regulatory molecule for the cell
cycle checkpoints. Propagation of harmful
genetic mutations and loss of chromosome
integrity in cancer cells could be attributed
to the defective function of these nega-
tive regulatory molecules, or to the gain
of functions of oncogenes that suppress
the function of these negative regulatory
molecules. Examples of such oncogenes
include MDM2 (mouse double minute 2)
and some viral oncogenes (Fig. 8).

Under normal circumstances, p53 func-
tion is principally regulated at protein level
through protein stability and degradation.
MDM2 is a target gene of p53, MDM2
binds directly to p53, repressing its tran-
scriptional activity and targeting p53 for
ubiquitination and degradation. MDM2 in
return is negatively regulated by p19/ARF.
In response to DNA damage, p53 is upreg-
ulated through DNA-dependent protein
kinase and ATM (ataxia telangiectasia mu-
tated gene). The function of p53 in cell
cycle arrest and apoptosis may be me-
diated by both transcription-dependent
and -independent mechanisms. The tar-
get genes of p53 include p21WAF1/CIP1,
GADD45 gene (growth arrest and DNA
damage-inducible genes), BAX, FAS, DR5,
and IGFBP3. p21WAF1/CIP1 is involved
in both G1/S and G2/M arrest by in-
hibiting CDKs to block cycle progression;
p21WAF1/CIP1 also binds to proliferating
cell nuclear antigen (PCNA) to inhibit

DNA replication. GADD45 expression is
associated with G1 and G2/M arrest, and
it also binds to PCNA to stimulate dam-
aged DNA repair. p53 also can suppress
the expression of some genes without p53-
binding site; these include RELA, IL-6,
CYCLIN A, and PCNA. MDM2 is a ubiq-
uitin E3 ligase found highly expressed
in many cancer types; its overexpression
leads to degradation of p53 and thus
suppresses the tumor suppressor func-
tions of p53 in cell cycle arrest, apoptosis,
and transcription activation of p53 tar-
get genes.

Many DNA viral oncogenic proteins pro-
mote tumorigenesis by inactivating the
RB and p53 tumor suppressor genes.
Viral oncoproteins interacting with and
inactivating RB include adenoviral E1A,
HPV E7, and SV40 large T-Ag. Viral
oncoproteins interacting with p53 in-
clude HPV E6 (leading to p53 degra-
dation by ubiquitin-dependent proteoly-
sis), adenoviral E1B (repressing the tran-
scriptional activity of p53), and SV40
T-Ag.

3.2
Growth Factors and Extracellular Mitogenic
Signals

Growth factors are polypeptides that regu-
late cellular processes by binding to their
specific receptors on target cells and trigger
the intracellular signaling cascades by acti-
vating the receptors. Oncogenes derived
from growth factors include those that
are mitogens involved in cell proliferation.
Unlike endocrine hormones, growth fac-
tors usually act on cells locally. The three
types of growth factor action are autocrine,
paracrine, and juxtacrine (Fig. 9). In au-
tocrine regulation, the growth factor and
its corresponding receptor are produced in
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the same cell, so that the growth factor can
act on the cell from where it is produced.
In paracrine regulation, growth factors are
released from cells and act on cells in
their immediate vicinity. An example of
paracrine regulation is the regulation of
KGF (keratinocyte growth factor) and KGF
receptor; KGF receptor is expressed only
in epithelial cells, activation of KGF recep-
tor is regulated by the binding of its ligand
KGF, which is produced by mesenchymal
cells. Usually, extracellular matrix is in-
volved in restraining the dissemination of
the growth factors, and sometimes some
matrix component is actively involved in
the interaction between the growth factor
and its receptor. A good example is the in-
volvement of heparin in the interaction of
FGFs (fibroblast growth factors) and FGF
receptors (FGFRs). Juxtacrine regulation is
a special type of paracrine action, in which
growth factor is either a transmembrane
protein or tightly restrained to the surface
of the cell membrane, and cell–cell contact
is required for the growth factor to exert
its action.

3.2.1 PDGF (Platelet-derived Growth
Factor) and the SIS Oncogene
PDGF contains two subunits, the A
subunit and the B subunit, either in
homodimer or heterodimer. The B subunit
of PDGF is encoded by the SIS oncogene,
originally found in simian sarcoma virus.
While PDGF AA homodimer activates
only the receptor for PDGFα, PDGF
BB homodimer and AB heterodimer
activate both PDGFR-α and PDGFRβ.
Both PDGF AA and PDGF BB were
shown having oncogenic activity when
analyzed by in vitro experiments. PDGF
and PDGF receptor may form autocrine
regulation in sarcomas, lung carcinomas,
astrocytomas, and acute myelogenous
leukemia (AML).

3.2.2 FGFs (Fibroblast Growth Factors)
The FGF family comprises at lease
nine members. Among the FGF family
members, FGF-3/INT-2, FGF-4/HST/K-
FGF, FGF-5, and FGF-6 have been iden-
tified as oncogenes. FGFs and their cor-
responding receptors can form autocrine
regulation and may be involved in many
cancer types, including colorectal, breast,
ovarian, lung, and prostate carcinomas.

3.2.3 The WNT Gene Family
At least 10 members have been iden-
tified in the WNT family, and WNT-1,
-2, -3, and -5 can be activated as onco-
genes. The receptors for WNT are seven-
transmembrane FZD (frizzled) proteins.
The WNT-initiated signaling also releases
the oncogenic function of β-catenin, as
the loss of APC gene in colon cancer
(Fig. 7). Deranged WNT signaling have
been observed in colorectal, breast, gastric,
cervical, and lung carcinomas.

3.2.4 EGF (Epidermal Growth Factor) and
TGF-α
EGF and TGF-α (transforming growth
factor-α) are ligands for EGF receptor
(EGFR). Other EGF family members
include heregulins. Expression of EGF
and TGF-α are found in several can-
cer types, including breast and colorec-
tal carcinomas.

3.2.5 Hematopoietic Growth Factors
More than 20 different hematopoietic
growth factors have been identified, and
at least 4 of them can function as
oncogenes, including IL-2 (interleukin-2),
IL-3, GM-CSF (granulocyte-macrophage
colony stimulating factor), and colony
stimulatory factor 1 (macrophage colony
stimulating factor).
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3.3
Oncogenes Derived from Cell Surface
Receptors

3.3.1 Growth Factor Receptors
Growth factor receptors are RTKs (receptor
tyrosine kinases) comprising an extracellu-
lar domain, the transmembrane domain,
and the cytoplasmic portion composed
of the juxtamembrane domain, the ki-
nase domain, and the C-terminal region
(Fig. 9). The extracellular domain is the
site for specific ligand binding; the cy-
toplasmic domain has intrinsic kinase
activity and binding sites for proximal
signaling proteins. Upon ligand binding
to the extracellular domain, monomeric
RTKs dimerize as homo- or heterodimers
and the tyrosine residues become au-
tophosphorylated. The phosphorylated ty-
rosines provide docking sites for many
SH2-domain-containing proteins, and the
amino acid residues flanking the phospho-
rylated tyrosine residue may determine the
specificity of binding. SH2-containing pro-
teins could be protein kinases (SRC, ABL,
PI3K/p85, PLC-γ ), or adapter proteins
without kinase activity (e.g. GRB2, CRK,
SHC, NCK) (see Sec. 3.3.3). The major
signaling pathways triggered by different
RTKs are quite similar, including RAS-
RAF-MEK-MAPK and PI3K-AKT pathways
(see Sec. 3.4), and how different growth
factors and their receptors are fine-tuned
to achieve the specificity in signaling and
cellular responses are still under intense
investigation.

3.3.1.1 Epidermal growth factor receptor
family The EGF receptor belongs to
the ERBB family of four closely related
cell membrane receptors: EGFR (HER1
or ERBB1), ERBB2 (HER2/neu), ERBB3
(HER3), and ERBB4 (HER4). EGFR and
HER-2/neu are involved in many aspects

of almost all cancer types, including lung,
colorectal, prostate, breast, and ovarian
cancer. These receptors are transmem-
brane glycoproteins that consist of an
extracellular ligand binding domain, a
transmembrane domain, and an intracel-
lular domain with tyrosine kinase activity
for signal transduction. Activation of ERFR
occurs when a ligand, such as EGF, TGF-α,
or amphiregulin, binds to its extracellular
domain. This causes the receptor to dimer-
ize with either another EGFR monomer or
with another member of the ERBB family.
Following receptor dimerization, activa-
tion of the intrinsic protein tyrosine kinase
activity and tyrosine autophosphorylation
occur. These events lead to the recruit-
ment and phosphorylation of several in-
tracellular substrates, leading to mitogenic
signaling and other cellular activities. Re-
ceptors that lack kinase function, because
of mutations at the ATP binding sites, do
not display a full range of biochemical
responses following ligand binding; this
demonstrates that receptor tyrosine kinase
activity is required in cellular signaling. A
major signaling route of the ERBB fam-
ily appears to be the RAS-RAF-MEK-ERK
pathway. Another important pathway in
ERBB receptor signaling is the one consti-
tuted by phosphatidylinositol 3-kinase and
the downstream protein kinase AKT. Af-
ter its activation, AKT transduces signals
that regulate multiple biological processes
including apoptosis, gene expression, and
cellular proliferation. AKT is likely to send
survival (antiapoptotic) signals by phos-
phorylating multiple targets, including the
BCL-2 family member BAD (a proapop-
totic factor), the cell-death pathway enzyme
caspase-9, Forkhead transcription factors,
and IκB kinase α. AKT also plays a promi-
nent role in the regulation of cell cycle
progression. Thus, EGFR signaling can
lead to a variety of downstream reactions,
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which are subject to complex regulatory
mechanisms.

3.3.1.1.A. EGFR and cancer EGFR sig-
naling impacts on many aspects of tumor
biology. Activation of the EGFR has been
shown to enhance processes responsible
for tumor growth and progression, in-
cluding the promotion of proliferation,
angiogenesis, invasion/metastasis, and in-
hibition of apoptosis. The expression of
EGFR in tumors has been correlated with
disease progression, poor survival, poor re-
sponse to therapy, and the development of
resistance to cytotoxic agents. High levels
of EGFR have been observed in a vari-
ety of tumors, including prostate, breast,
gastric, colorectal, and ovarian. However,

mechanisms other than EGFR expression
might affect EGFR signaling. For exam-
ple, genomic rearrangements in the EGFR
can cause expression of modified recep-
tors. One frequently occurring truncated
form, EGFRvIII has previously been de-
scribed by Wong and colleagues and is
the result of a 267 amino acid in-frame
deletion in the extracytoplasmic domain
with the generation of a novel glycine at
the fusion junction (Fig. 10). It has been
shown that this altered receptor is present
in a variety of cancers, including breast,
lung, and ovarian carcinomas. The fact
that this receptor is frequently found in
tumors, but not present in normal tissue,
makes it an attractive candidate for various
antitumor strategies.
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3.3.1.1.B. HER-2/neu and cancer HER-
2/neu has intrinsic kinase activity, and
no ligand has been found for HER-2/neu.
Overexpression of wild-type HER-2/neu or
somatic mutations at the transmembrane
(TM) region are believed to enhance and
maintain the receptor dimerization. HER-
2/neu can interact with other members
of EGFR family, including EGFR, HER-3,
and HER-4 to form heterodimer. Activated
HER-2/neu can interact with many cel-
lular signaling proteins, including GRB2,
SHC, PLC-γ , c-SRC. GRB2 binding re-
cruits SOS to the plasma membrane and
activates the RAS-RAF-MEK-MAPK path-
way (see Sec. 3.4). PI3K-AKT pathway is
also activated by HER-2/neu, although it
does not contain the p85/PI3K binding
site, and, maybe, it is mediated through
heterodimerization with HER-3.

HER-2/neu is overexpressed in many
different types of human cancers, includ-
ing breast, ovarian, lung, gastric, and oral
cancers. Amplification of HER-2/neu or
overexpression of HER-2/neu has been
identified in about 20 to 30% of breast,
ovarian, and gastric cancers. HER-2/neu
is also frequently expressed in NSCLC
(nonsmall cell lung cancer). Increased
HER-2/neu expression can enhance the
metastatic potential of human cancer cells,
and repression of HER-2/neu suppresses
the malignant phenotypes of HER-2/neu-
overexpressing cancer cells.

3.3.1.2 Fibroblast growth factor receptor
family Four members have been iden-
tified in the FGFR family. FGFRs are
expressed by most cancer cells, and ac-
tivation of FGFRs by mutation has been
identified in several cancer types, in-
cluding melanoma, bladder, and cervical
carcinomas. Proteins binding to the cyto-
plasmic region of FGFRs include FRS2,
GRB2/SOS, PLC-γ , CRK, and SRC. FRS2

is critical for FGFR-initiated activation of
MAPKs and phosphatidylinositol-3 (PI-3)
kinase activation in cell proliferation.

3.3.1.3 Platelet-derived growth factor re-
ceptor family The PDGF receptor family
includes PDGF α and β receptors, stem
cell factor receptor (KIT), macrophage-
colony stimulating factor-1 receptor, and
FLT3. Autocrine activation of PDGF re-
ceptor has been identified in many cancer
types, including lung, gastric, prostate,
glioblastoma, and astrocytomas. Activation
of PDGF receptor are involved in various
cellular responses, including cell growth,
proliferation, and cell migration. The
proximal proteins interacting with PDGF
receptor and transmitting the signaling
cascades include PI3K, CRK, PLC-γ , and
SRC. Interaction of PDGF receptor with
SRC, integrin and FAK (focal adhesion
kinase) might be involved in lamellipo-
dia formation and cell migration. STAT-1,
-3, and -6 can be activated by PDGF recep-
tor, independent of SRC activation. Protein
tyrosine phosphatases (PTP) that are po-
tentially associated with PDGF receptor
and involved in downregulation of PDGF
receptor include PTP-PEST, SHP-2, PTP-
1B, low M(r) PTP.

KIT, a 145-kD transmembrane glyco-
protein, is the receptor tyrosine kinase
encoded by the c-KIT proto-oncogene and
is the normal cellular homolog of the vi-
ral oncoprotein v-Kit. These kinases have
an extracellular domain containing five
immunoglobulinlike domains, a single
transmembrane domain, and a cytoplas-
mic domain with a split kinase domain
and hydrophilic kinase insert sequence.
The juxtamembrane and kinase domains
of these receptors are strongly conserved.
c-KIT is normally expressed by hematopoi-
etic progenitor cells, mast cells, germ
cells, interstitial cells of Cajal, and also by
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certain human tumors. Normal function
of the c-Kit gene product, as demon-
strated in mouse models, is essential for
hematopoiesis, melanogenesis, gametoge-
nesis, development of ICC (interstitial
cell of Cajal), and mast cell growth and
differentiation.

Two general mechanisms of c-KIT in-
volvement in the development or main-
tenance of the malignant phenotype have
been described. First is the acquisition
of c-KIT mutations resulting in ligand-
independent activation. Second is tumor
cell expression of KIT with autocrine
and/or paracrine stimulation of the recep-
tor by its cognate ligand, steel factor (STL).
c-KIT activating mutations have been de-
scribed in the conserved juxtamembrane
domain, extracellular domain, and in the
kinase domain. Structural alterations of
the juxtamembrane domain may be a
common pathway for activation of type
III receptor tyrosine kinases as simi-
lar mutations have been described for
FLK2/FLT3 and PDGFR. Gastrointestinal
stromal tumors (GISTs) are the most com-
mon mesenchymal malignancies of the GI

tract and these tumors are characterized
by the presence of constitutively activated
KIT. The majority possesses gain of func-
tion mutations in c-KIT (Fig. 11), while
a smaller percentage have a mutation in
PDGFR.

KIT oncogenic activation results in
autophosphorylation of critical tyrosine
residues, which are ‘‘docking’’ sites for
various signaling intermediates. These sig-
naling intermediates are phosphorylated
by the activated KIT proteins or by each
other, and they transmit the KIT oncogenic
signal to downstream targets. Various
KIT oncoproteins differ in their structure
and in their activation of specific down-
stream signaling pathways, depending on
the mutation. KIT-mediated phosphoryla-
tion of signaling proteins such as AKT,
STATs (Signal transducers and activators
of transcription), MAPK, and JNK can
influence proliferation, apoptosis, differ-
entiation and/or cell adhesion, which may
contribute to the malignancy of GIST.
These key signaling proteins, and others
downstream of KIT, have variable bio-
logical effects, depending on the cellular

KIT PDGFRa

Fig. 11 Structure of KIT and PDGFR and the frequency of mutations observed in
sporadic and familial gastrointestinal stromal tumors (GISTs).
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context. For example, RAS and MAPK ac-
tivation is a key transforming event in
some cancers, but many tyrosine kinase
oncoproteins, including BCR-ABL, do not
require this pathway.

3.3.1.4 Insulin receptor family The insu-
lin-like growth factor (IGF) family, includ-
ing insulin, IGF-I, and IGF-II, and their
receptors and binding proteins (IGFBP)
are involved in various normal cellular
functions in development and in the body.
Aberrant expressions of those proteins
were found in many cancer types and they
play an important role in tumorigenesis.
IGF-I receptor (IGF-IR) is the principal re-
ceptor for IGF-I and IGF-II, IGF-II also
binds to the isoform A of insulin recep-
tor (IR-A) with high affinity. IGF-IR and
its ligands are frequently overexpressed
in many cancer types, including breast,
colorectal, gastric, lung, ovarian, prostate,
and pancreatic carcinomas. IGF-IR and
its ligands IGF-I or IGF-II form an au-
tocrine regulation, and the effects of IGF-I
and IGF-II are regulated by IGF-binding
proteins (IGFBPs) and IGFs may act syn-
ergistically with other mitogenic growth
factors and steroids

Activation of IGF-IR may promote tu-
mor progression by promoting cell growth
and proliferation, inhibiting apoptosis,
and inducing angiogenesis. Activation of
IGF-IR may also promote metastasis by
enhancing cell motility and regulating
cell–cell and cell–matrix adhesion. The
impact of IGF-IR on these processes has
been assessed by evaluating the activation
of several signaling pathways and the ex-
pression of many genes involved in these
processes. Among the genes upregulated
in response to activation of IGF-IR are
vascular endothelial growth factor (VEGF)
and COX-2. Activation of IGF-IR leads to

the activation of several signaling path-
ways, including PI3K-AKT pathway and
the RAS-RAF-MAPK pathway.

3.3.1.5 MET/HGF receptor family The
MET family consists of three related pro-
teins: MET, RON, and c-SEA. HGF/SF
(Hepatocyte growth factor/scatter factor)
is the ligand for MET, and many cell
types, including epithelial cells, are reg-
ulated by HGF-MET interaction. Under
physiological conditions, HGF is produced
by mesenchymal cells and HGF-MET can
form a paracrine loop regulation. Un-
like most other RTKs, MET exists as
a disulfide-linked heterodimer originated
from the same precursor protein through
proteolytic cleavage. The C-terminal end
of MET has a multiple substrate dock-
ing site for the binding of adapter pro-
teins, including GRB2, SHC, CRK/CRKL,
GAB1. In addition to ligand-dependent ac-
tivation, MET can also be transactivated
(HGF-independent) by other membrane
receptors, such as adhesive receptors (e.g.
integrins and CD44), RON, and EGFR.

Increased MET expression has been
found in many types of carcinomas,
and dysregulation of MET is related to
metastatic ability of tumor cells. The
mechanisms of MET dysregulation in-
clude the following: (1) wt-MET and HGF-
dependent: wt-MET is activated by HGF
through autocrine or paracrine regulation;
(2) HGF-independent MET activation that
are caused by overexpression of wild type
or mutant MET, gene rearrangement (e.g.
TPR-MET), abnormal MET processing,
defects of negative regulators, and trun-
cation. TPR-MET encompasses the TPR
leucine zipper domain and the MET cyto-
plasmic kinase domain, which results in
constitutive activation of MET because of
leucine zipper domain interactions.
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3.3.1.6 Neurotrophin receptor family
The TRK (tropomyosin receptor kinase,
including TRKA, TRKB, and TRKC)
family are receptors for neurotrophins,
including nerve growth factor (NGF),
brain-derived neurotrophic factor (BDNF),
neurotrophin-3 (NT-3), and neurotrophin-
4 (NT-4), and are normally expressed in
neurons. While activation of TRK by neu-
rotrophins is involved in tumors of both
neuronal origin such as neuroblastoma
and medulloblastoma and nonneuronal
origin such as prostate and pancreatic can-
cer, TRK is constitutively activated in many
nonneuronal cancer types caused by chro-
mosome translocation. The TRK (TRKA)
proto-oncogene encodes a 140-kDa pro-
tein composed of 790 amino acid residues.
In colon cancer, the TRK oncogene is
composed of sequences from nonmuscle
tropomyosin gene and the TRK proto-
oncogene (encoding amino acid residues
392–790). The nonmuscle tropomyosin
sequence may contribute to the activation
of TRK by allowing its kinase domain to
fold into a constitutively active configu-
ration. Proto-oncogene TRK can also be
activated by genetic rearrangement with
other genes, such as with the riboso-
mal large subunit protein L7a to form
TRK-2H oncogene in breast carcinoma,
with the TPR to form TRK-T1 onco-
gene in papillary thyroid carcinomas, and
with the ETV6 to form the ETV6-NTRK3
oncogene in human secretory breast car-
cinoma and several other cancer types.
Activation of TRK may contribute to tu-
morigenesis by promoting cell prolifera-
tion and suppression of apoptosis, and
these impacts are carried out by the ac-
tivation of multiple signaling pathways,
including PI3K-AKT pathway, RAS-RAF-
MEK-MAPK pathway, and activation of
PLC-γ .

3.3.2 Cell Surface Receptors without
Tyrosine Kinase Activity
Some cell surface receptors do not have
intrinsic kinase activity, but they may be
oncogenic by activating the downstream
targets to initiate the signaling cascades
or induce expression of oncogenes. These
include the cytokine receptors (e.g. recep-
tors for IL-2, IL-3, and GM-CSF, receptor
for erythropoietin) and the G-protein-
coupled seven-transmembrane receptors
(MAS, Thyrotropin receptor, Serotonin
1c receptor).

3.3.3 Membrane-associated Nonreceptor
Oncogenes

3.3.3.1 Membrane-associated nonreceptor
tyrosine kinases Some protein tyrosine
kinases are not cell surface receptors, but
they are associated with the inner surface
of the plasma membrane. They are asso-
ciated with the membrane by posttransla-
tional modification such as myristilation
in which myristic acid is added to the 2nd
amino acid residue glycine after Met is
removed, thus facilitating their interaction
with cell surface receptors. These protein
kinases also constitute a large group of
oncogenes, including members of SRC
and ABL subfamilies (see Table 1). The
SRC subfamily includes SRC, YES, FGR,
FYN, HCK, BLK, YRK, LCK (TKL), and
LYN/SYN. The ABL subfamily includes
ABL and ARG. ABL contains a SH3 do-
main at its N-terminus, followed by a
SH2 domain, the kinase domain, and the
C-terminal region. ABL proto-oncogene
can be activated either by incorporation
into retrovirus or by chromosome translo-
cation. In Abelson leukemia virus, the
N-terminus including the SH3 domain of
c-ABL proto-oncogene is deleted during
the integration into the viral genome to
form the v-ABL oncogene. In Philadelphia
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chromosome translocation, c-ABL is fused
with BCR to form the oncogene BCR/ABL,
encoding a recombinant protein BCR/ABL
in which ABL is activated. Activation of
ABL may activate multiple signaling path-
ways, including the JAK-STAT pathway.

3.3.3.2 Membrane-associated adaptor pro-
teins Some SH2- and/or SH3-containing
proteins may not have kinase domain,
but may function as adaptor proteins
to facilitate protein–protein interactions,
and thus may also be oncogenic. These
proteins include GRB2, CRK, SHC, and
NCK.

GRB2 contains a SH2 domain and
two SH3 domains, the SH2 domain
can bind to phosphotyrosine on activated
RTKs or proteins associated with RTKs
(e.g. SHC). The SH3 domains bind to
SOS, so that GRB2 and SOS always
form a complex in the cells. SOS is the
guanine nucleotide exchange factor for
RAS (see Sec. 3.4.3). When recruited to the
activated RTKs, the GRB2-SOS is activated
to promote RAS GTP/GDP exchange,
resulting in RAS activation in the RAS-
RAF-MEK-MAPK pathway (see Sec. 3.4.1).
In addition, GRB2 is also involved in cell
transformation caused by polyomavirus
middle T-antigen.

CRK family has four members, v-CRK,
CRKI, CRKII, and CRKL. The SH2 domain
of CRK family proteins is involved in
association with cell surface receptors,
while the SH3 has been identified to be
associated with many signaling molecules
including SOS, C3G (GEF for RAP1), ABL,
and DOCK180.

3.3.3.3 Membrane-associated phospho-
lipase: PLC-γ (phospholipase C-γ ) While
PLC-γ binds to and is activated by many
RTKs such as EGFR and ERBB2, PLC-β

is activated by G-proteins (see Sec. 3.4.3).
Phospholipases can catalyze the hydrolysis
of phosphatidylinositol 4,5-bisphosphate
(PIP2) to generate diacylglycerol (DAG)
and inositol 1,4,5-triphosphate (IP3). DAG
activates PKC, and IP3 can stimulate Ca2+
release. PLC-γ is overexpressed in some
cancer types, including breast and colon
cancer. The signaling proteins activated
by PLC may be involved in mitogenic
signaling pathways in cell growth and
cell invasion and contribute to tumor
progression.

3.4
Oncogenes in Cytoplasmic Signal
Transduction Pathways

3.4.1. RAS-RAF-MEK-MAPK (ERK)
Pathway
Mitogen-activated protein kinase (MAPK)
pathway and PI3K-AKT pathway are two
major signaling pathways activated by
cell surface receptors to regulate diverse
cellular processes. With regard to onco-
genesis, the MAPK pathway is involved
in cell proliferation and cell survival, and
PI3K-AKT is involved in cell growth and
cell survival. The regulation of MAPKs
is mediated by a conserved core module,
which is composed of the MAPKs, MEK
(MAPKK), MEKK (MAPKKK) (Fig. 12).
ERK, JNK, and p38 are the major MAPKs
in higher eukaryotes. The MEKK regu-
lating ERK is RAF, and RAF is regu-
lated by RAS. RAS is a small G-protein
regulated by GRB2/SOS (see Sec. 3.4.3).
Activated GTP-bound RAS recruits RAF
to the membrane by directly interact-
ing with RAF, resulting in RAF phos-
phorylation and activation. In addition
to mitogenic stimulation activated RTKs,
MAPK pathway is activated by several other
mechanisms. Activation of heterotrimeric
G-proteins can activate MAPK directly or
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Fig. 12 The RAS-RAF-MEK-MAPK pathway. The small GTPase RAS is
associated with cell membrane inner surface. Upon activation of RTKs, the
guanosine nucleotide exchange factor SOS is activated, which, in turn,
activates RAS. RAF-MEK-ERK is the major pathway for activated RAS, and
can be cross regulated by many other pathways such as heterotrimeric
G-proteins. The activated ERK and its substrate RSK family members
regulate many immediate-early genes and the activity of many proteins
involved in diverse cellular processes including cell survival and apoptosis.

indirectly through activation of PKC. Ac-
tivated ERK can phosphorylate RSK1 to
promote cell survival, and it can also
activate many transcription factors to stim-
ulate gene expression to promote cell
proliferation.

3.4.1.A RAS There are three members of
RAS: Ha-RAS (homologous to the Harvey
murine sarcoma virus oncogene), K-RAS
(homologous to the Kirsten murine sar-
coma virus oncogene), and N-RAS (initially
isolated from a neuroblastoma cell line).
RAS is associated with the plasma mem-
brane inner surface, which is mediated by
posttranslational modifications and is es-
sential for its function. The modifications
include the farnesyl isoprenoid moiety
added to the CAAX motif at the carboxyl

terminus by farneysyltransferase, palmi-
toylation at cysteine residue(s) N-terminal
to the CAAX motif, the removal of AAX
from the CAAX motif by RCE1 cleav-
age followed by carboxymethylation of the
modified cysteine residue in the CAAX
motif. Mechanisms leading to RAS acti-
vation include gene mutation and gene
amplification that have been identified in
many cancer types. Some mutations lead
to irreversible binding of GTP to RAS, in-
cluding mutations at amino acid residues
12, 13, 59, 61, and 63. In certain circum-
stance, activations of RAS and MYC have
a significant synergistic effect on tumori-
genesis. Even in the case that there is no
mutation in RAS, RAS may also contribute
to tumorigenicity if its upstream regulatory
proteins such as RTKs are activated.
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3.4.1.B RAF There are three members
in the RAF family, RAF-1, A-RAF, and
B-RAF. B-RAF is implicated in tumor
progression, but not in tumor initiation.
The protein structure of RAF family
members contain a kinase domain in its
carboxyl-terminal half and a regulatory
region in its amino-terminal half. In
normal cells, RAF is activated by RAS in
the RAS-RAF-MEK-MAPK pathway. AKT
might be involved in RAF phosphorylation
at Ser259. RAF can become oncogenic
when the N-terminal regulatory region is
deleted, as observed in retroviruses and in
in vitro functional analysis.

3.4.1.C ERK and cell survival MAPKs are
activated in response to many mitogenic
stimulations, and they are involved in nu-
merous physiological functions, including
cell survival, apoptosis, and metastasis. Ac-
tivation of ERK may promote cell survival
and suppress apoptosis. One of the path-
ways for ERK to promote survival is to
activate RSKs; activated RSKs phosphory-
late a number of proteins, including BAD
and CREB that are involved in cell survival
and inhibition of apoptosis. RSKs belong to
the AGC protein serine/threonine kinase
family, which includes PKA, PKB/AKT,
PKC, and RSKs. RSKs and AKT share
many common substrates, and many
of these substrates are involved in cell
survival.

ERK and immediate-early responsive
genes in cell proliferation. MAPK ac-
tivation also leads to the synthesis of
immediate-early genes (50–100 in total,
including many oncogenes such as FOS,
c-MYC, JUN, and D-type cyclins) that are
involved in cell proliferation. The synthe-
sis of those immediate-early genes is very
rapid and transient, and no new protein
synthesis is required. For example, c-FOS

is induced within 15 min of growth fac-
tion stimulation and returned to basal level
within 2 h. Induction of FOS transcription
is regulated by the binding of transcrip-
tion factor complex, including SRF (serum
response factor) and ELK1, to the SRE
(serum response element), and binding
of STAT to the SIE (SIS inducible ele-
ment) in its promoter region. ELK1 is a
substrate of ERK1/2, and SRF can be phos-
phorylated and activated by RSK, which is
in turn phosphorylated and activated by
ERK1/2. The induced FOS protein may be
involved in the suppression of further FOS
transcription by negative feedback autoreg-
ulation. The synthesis of immediate-early
genes is regulated at both transcriptional
and posttranscriptional levels, while the
subsequent downregulation of immediate-
early genes to basal level requires new
protein synthesis.

3.4.2 The PI3K-AKT Pathway
AKT is involved in the tumorigenesis of
many cancer types. There are three mem-
bers in the AKT family, AKT1, AKT2,
and AKT3. AKT family members have an
N-terminal pleckstrin homology (PH) do-
main, a catalytic domain, and a C-terminal
regulatory domain. AKT activation is reg-
ulated by PI3-K kinase, PDK1, MSK, and
MAPKAP kinase-2 (Fig. 13). PI3K contains
two subunits, the p110 catalytic subunit
and the p85 regulatory subunit. AKT ac-
tivation involves the phosphorylation of
Thr308 in the catalytic domain and Ser473

in the C-terminal regulatory region. In
response to RTK activation, PI3K is re-
cruited to the RTK via the SH2 domain
of p85 subunit and becomes activated.
The activated PI3K catalyzes the gener-
ation of 3’-phosphoinositides, which, in
turn, recruits PKB/AKT from the cytosol
to the plasma membrane via the PH
domain of AKT. The membrane-bound
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Fig. 13 The PI3K-AKT pathway. AKT activation is regulated by PI3-K kinase,
PDK1, and other kinases such as MSK and MAPKAP kinase-2.
HSP90/CDC37 promote AKT activity by stabilizing AKT. Activated AKT is
involved in the regulation of many key molecules in cell growth and cell
survival, including the IKK-IK-NFκB pathway, the stress-ASK-JNK pathway,
the MDM2-p53 pathway, and many other proteins such as BAD and
caspases-9.

AKT might change its conformation at
this step followed by phosphorylation of
AKT at Thr308 and Ser473, which leads
to the activation of AKT. The mechanism
of AKT phosphorylation is still not com-
pletely understood. Among the protein
kinases implicated in the phosphorylation
of AKT are PDK1 (3’-phosphoinositide-
dependent kinase) and MSK. While PI3K
is the positive regulator for AKT activa-
tion, this process is negatively regulated
by PTEN. PTEN is a lipid phosphatase
that can dephosphorylate PtdIns(3,4,5)P3′

(phosphatidylinositol 3,4,5-trisphosphate).
CTMP (Carboxy-terminal modulator pro-
tein, 27 kDa) is another negative regulator
that can inhibit the phosphorylation of
AKT at Ser473. After being activated, AKT
is dephosphorylated by phosphatases such
as PP2A and its activity returns to basal
level. ERK activation is also involved in
AKT activation in some cell lines.

Deregulated PI3K-AKT signaling has
been found in many cancer types, includ-
ing glioblastoma, ovarian, breast, endome-
trial, hepatocellular, melanoma, digestive
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tract, lung, renal-cell carcinoma, thyroid,
lymphoid. The mechanisms involved in
PH3K-AKT deregulated signaling include
alterations in PTEN (mutations, allelic
imbalance, inactivation), PI3K/p85α (mu-
tation), PI3K/p110α (amplification), AKT
(elevated kinase activity of AKT1, amplifi-
cation and overexpression of AKT2), and
RSK (amplification and overexpression).
ERBB2 overexpression also leads to AKT
activation and chemoresistance.

AKT might be involved in cell survival
by multiple mechanisms, by phosphory-
lating and hence inactivating ASK1, BAD,
caspase-9, and FKHR (a member of Fork-
head family of TFs) (Fig. 13). BAD is a
proapoptotic protein of the BCL-2 fam-
ily (see Sec. 3.4.6). Phosphorylated BAD
at serine136 by AKT or serine112 by RSKs
can interact with 14-3-3 chaperone proteins
and be sequestered from binding to BCL-
XL, and thereby promoting cell survival.
Phosphorylated FKHR cannot be translo-
cated into the nucleus to activate its target
genes of which some are proapoptotic pro-
teins such as BIM and FAS ligand. AKT
can also phosphorylate IKK (IκB kinase)
and activate IKK-NFκB cell survival signal-
ing. NFκB target genes include IAPs (c-
IAP1, c-IAP2, and XIAP), and GADD45β.
GADD45β overexpression can inhibit JNK
activation, and XIAP can inhibit caspase
activation. AKT can phosphorylate MDM2,
which can translocate into the nucleus
more efficiently and bind to p53, leading to
E3 ubiquitin ligase-mediated degradation
of p53. AKT promotes the transcriptional
activity of ERα, independent of estrogen
binding and resistant to tamoxifen.

3.4.3 Guanine Nucleotide Binding
Proteins: G-Proteins
G-proteins can be divided into the het-
erotrimeric G-proteins and small G-
proteins, both are regulated by GDP/GTP

binding. The heterotrimeric G-proteins
contain three subunits, and at least 16
different α-subunits, 4 β-subunits, and
several γ -subunits have been identified.
These G-proteins are distinguished by
its α-subunit, which can be classified as
Gs (stimulatory), Gi (inhibitory), Go, and
Gq. Gs activates adenylyl cyclase, while
Gi inhibits adenylyl cyclase, and Go is
linked to the activation of ion channel.
The α-subunit is about 40 kDa and it has
the binding site for guanine nucleotide
GTP/GDP, β- and γ -subunits are 37 kDa
and 8 kDa respectively. In the inactive G-
proteins, the α-subunit is bound to GDP
and the three subunits form a tight com-
plex. When the ligand binds to the recep-
tor, GDP is dissociated from the α-subunit
and GTP is recruited to bind the α-subunit.
The GTP-bound α-subunit then dissoci-
ates from the β- and α-subunits, resulting
in activation of G-proteins. The dissoci-
ated GTP-bound α-subunit may activate
the adenylate cyclase to increase cAMP
level, to activate PLCβ1 and PLCβ2, and
to activate the RAS-RAF-MEK-MAPK path-
way to promote cell proliferation (Fig. 14).
The dissociated β- and α-subunit complex
may activate PLCβ2. GTP hydrolysis is
catalyzed by the intrinsic GTPase activity
of the α-subunit. Examples of oncogenes
related to this pathway include the Gq-
protein α-subunit and PLCβ.

The RAS and RHO proteins are
small G-proteins (small GDP/GTP bind-
ing proteins, 21-kDa) containing only
one polypeptide. The activity of small G-
proteins is determined by the ratio of
GTP/GDP-bound forms in the cells, and
the switch of these two forms is regu-
lated by guanosine nucleotide exchange
factors (GEFs), GTPase activating proteins
(GAPs), and guanosine nucleotide dis-
sociation inhibitor (GDIs). While GEFs
promote GTP binding and activation of
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Fig. 14 Signal transduction pathway of
G-protein-coupled receptors. The heterotrimeric
G-protein-coupled receptors are
seven-transmembrane protein receptors. Upon
receptor activation by its ligand binding, the
GTP-bound α-subunit dissociates from the β-
and γ -subunits, resulting in activation of
G-proteins. The dissociated GTP-bound
α-subunit may activate the adenylate cyclase to

increase cAMP level and to activate PLC-β1 and
PLC-β2. The dissociated β- and α-subunit
complex may activate PLCβ-2.
RAS-RAF-MEK-MAPK pathway may also be
regulated by activated G-proteins. (From Teresa
Krakauer, Jan Vilcek, Joost J. Oppenheim. (2003).
Fundamental Immunology, reprinted by
permission of Lippincott Williams & Wilkins).

small G-proteins, GAPs inactivate small
G-proteins by activating the intrinsic GT-
Pase activity to hydrolyze GTP to GDP.
In addition to SOS, as described above,
the other GEFs for RAS activation include
RASGRF1/2. RASGFP, CNRASGEF, and
PLC-γ ; and the GAPs for RAS inactivation
include p120GAP, NF-1GAP, GAP1m,
p135SYNGAP. RAS-mediated transforma-
tion involves RAF-MAPK pathway (see
Sec. 3.4.1), but RAF activation is dispens-
able for RAS-mediated transformation in
NIH 3T3 fibroblasts. This could be at-
tributed to other RAS effector proteins

that include PI3K, PLC-ε, RALGDS, RIN
1, AF-6, NORE1, and RASSF1. Activation
of PI3K-AKT pathway by RAS may be me-
diated by interaction of p110 subunit with
GTP-bound RAS.

The RHO family members are involved
in cell invasion and motility and thus
tumor metastasis. Cell migration and
invasion involves dynamic changes in
extracellular matrix, cell surface structures
including focal adhesions, interaction with
neighboring cells, and the intracellular
motile machinery including actin stress
fiber and myosin reorganization. A variety
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of growth factors, motility factors, and
extracellular matrix components have been
shown to promote cell migration and
invasion. The small GTPases of the RHO
family have been shown to play pivotal
roles in these signaling pathways, leading
to metastasis. RHO-like GTPase family
includes RHO (A, B, C), RAC (−1, 2,
3), CDC42 (CDC42Hs, G25K), and other
members (RHO-6, 7, D, E, G, TC10,
TTF). More than 30 GEFs and more than
20 GAPs that are involved in regulating
RHO-like GTPases have been identified.
Among the RHO-like family members,
RHOA is upregulated in highly metastatic
colon cancer, and overexpression of RHO
C promotes cell motility and invasiveness
in melanoma cells.

3.4.4 The JAK-STAT Signaling Pathway
JAK (Janus kinase) family proteins are as-
sociated with the receptors for interferons,
cytokines, growth hormone, and the v-ABL
oncoprotein. STATs are major effectors for
JAK kinase–mediated signaling and gene
expression. There are at least four mem-
bers in the JAK kinase family, TYK2, JAK1,
JAK2, and JAK3. Interferons have antitu-
mor activities, and JAK family kinases are
critical mediators for interferon-triggered
signaling pathways. On the other hand,
constitutive activation of JAKs and STATs
are also involved in the malignant trans-
formation of many types of cancers. In
addition to STAT activation, other signal-
ing pathways that may be activated by
JAK include RAS-RAF-MEK-MAPK path-
way, PI3K-AKT pathway, and activation of
BCL-2 family members.

STATs (STAT 1–6) are transcription fac-
tors activated in response to cytokines
as well as some growth factors. STATs
function in transmitting signals from cell
surface receptors to the cytoplasm and
then translocating to the nucleus, where

they act to regulate gene expression. STAT
tyrosine phosphorylation is required for
the biological function of STATs. This oc-
curs when cytokines such as interleukin
6 (IL-6) and interferons or growth factors
such as PDGF and EGF bind their re-
spective receptors, which results in STAT
protein recruitment to the inner surface
of the plasma membrane in the vicinity
of the cytoplasmic portion of the recep-
tors. Tyrosine kinases that are known to
phosphorylate STATs are non-RTKs such
as SRC, JAK1, and JAK2. Several lines of
evidence have implicated that some STAT
family members, in particular, STAT3 and
STAT5, are involved in malignant trans-
formation and tumor cell survival. STAT3
involvement in oncogenesis is most thor-
oughly characterized. STAT3 is found con-
stitutively tyrosine-phosphorylated (Y705)
and activated in many human cancers.
This abnormal activation of STAT3 is
prevalent in breast, lung, pancreatic, head
and neck, brain, and prostate carcinomas.
Recent studies have found that STAT3 is
also constitutively activated in a significant
fraction (74%) of malignant ovarian adeno-
carcinomas and ovarian cancer cell lines,
but not in normal ovarian surface epithelial
cells. Oncostatin M and IL-6, the JAK-
STAT activators, have also been found to
be overexpressed in ovarian cancer. Selec-
tive inhibition of JAK1/2, with a tyrphostin
known as AG490, leads to enhanced apop-
tosis induced by cisplatin in ovarian cancer
cells. Inhibition of STAT3 using antisense
oligonucleotides and dominant negative
STAT3 significantly suppresses the growth
of ovarian cancer cells harboring constitu-
tively active STAT3. Recently, Blaskovich
and colleagues identified a small molecule
from the National Cancer Institute Di-
versity Set that disrupts aberrant STAT3
signaling. This compound, JSI-124 or Cu-
curbitacin I, rapidly suppresses the levels
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of phosphorylated STAT3 in SRC trans-
formed cells. Future studies are likely to
assess the therapeutic efficacy of this agent
in a number of cancers that express con-
stitutively active STAT3.

3.4.5 Other Protein Serine-threonine
Kinases

3.4.5.A PKC (Protein kinase C) PKC be-
longs to the AGC family, which includes
PKA, PKB/AKT, PKC, and RSKs. There
are at least 10 members in the PKC family,
the classical PKCs include PKC-α, PKC-
β1, PKC-β2, and PKC-γ ; the nonclassical
PKCs include PKC-δ, PKC-ε, PKC-η, and
PKC-θ ; and atypical PKCs include PKC-
ζ and PKC-λ. The classical PKCs require
both DAG and Ca2+ for activation, while
nonclassical PKCs only require DAG for
activation. DAG and Ca2+ can be pro-
duced by PLCs that can be activated by
G-proteins or RTKs. In addition, PKC
is also activated by the tumor-promoting
phorbol esters. Some of the PKC mem-
bers, including PKC-β1, PKC-γ , PKC-ε,
and PKC-ζ have been identified as be-
ing oncogenic.

3.4.5.B MOS MOS expression is re-
stricted to germ cells and may be involved
in meiotic cell cycle. MOS protein does
not contain a regulatory region and may
be active constitutively, thus abnormal
overexpression of MOS is a very potent
oncogene. Targets of MOS include MAPK,
which may account for its transform-
ing activity.

3.4.6 Antiapoptotic Proteins

3.4.6.A BCL-2 protein family and oncog-
enesis As described above (see Sec. 2.2),
senescent or damaged cells have to be

cleared to maintain tissue homeostasis,
and mitochondria-mediated apoptosis is a
major apoptotic mechanism. In response
to environmental stress and genomic DNA
damage signals, release of cytochrome C
and SMAC from the mitochondria into the
cytoplasm is essential for the execution of
the caspase-mediated apoptotic processes.
The BCL-2 family members function as
gatekeepers for the exit of cytochrome C
and SMAC, and therefore are key regula-
tors for cell life or death. Some of the BCL-2
family proteins are antiapoptotic and onco-
genic, while others are proapoptotic and
suppression of their function might be
oncogenic. The biochemical mechanism
by which BCL-2 family members control
cytochrome C release is not completely
understood.

BCL-2 was cloned because of t(14;18)
chromosome translocation in B lym-
phoma, which results in BCL-2 overexpres-
sion and therefore inhibition of apoptosis.
Members of the BCL-2 family may possess
up to four conserved α-helical domains,
designated BH1, BH2, BH3, and BH4 (BH
represents BCL-2 homology). The mam-
malian antiapoptotic BCL-2 family mem-
bers (including BCL-2, BCL-XL, BCL-W,
MCL-1, A1/BFL-1, BOO/DIVA, and NR-
13) possess all four BH domains, and they
are found in the outer mitochondrial mem-
brane, endoplasmic reticulum, or outer
nuclear membrane. Aberrant activations of
these proteins are oncogenic. Proapoptotic
BCL-2 family members could be mul-
tidomain proteins (including BAX, BAK,
and BOK/MTD) or BH3-only proteins (in-
cluding BID, BAD, BIK/NBK, BLK, HRK,
BIM/BOD, BNIP3, NIX, NOXA). Many
of the proapoptotic molecules, especially
the ‘‘BH3 domain only’’ members are lo-
calized to the cytosol or cytoskeleton and
undergo posttranslational modification af-
ter a death signal, which allows them to
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target and integrate into the mitochon-
drial membrane to initiate mitochondrial
dysfunction. For example, BAD becomes
dephosphorylated after death stimulus, re-
sulting in the interaction of the BH3
domain of active BAD with the hydropho-
bic pocket of BCL-XL at the mitochondrial
membrane. RSK and AKT can inactivate
BAD by phosphorylating BAD at ser112

and ser136 to promote cell survival. Double
knockout, but not single knockout, of BAK
and BAX are resistant to apoptosis, sug-
gesting that BAK and BAX might be the in-
termediate step essential for mitochondrial
dysfunction.

3.4.6.B Inhibitors of apoptosis protein
(IAP) family The IAP (inhibitors of apop-
tosis protein) proteins include c-IAP1,
c-IAP2, XIAP, and survivin. They can
inhibit the activation of caspases and
apoptosis, and, therefore, may promote
tumorigenesis when abnormally activated.
The conserved BIR (baculovirus IAP re-
peat) domain of IAPs is involved in the
antiapoptotic activity of IAPs. Survivin is
expressed in almost all tumor types and it
is involved in both antiapoptosis and cell
cycle.

3.4.7 Chaperone Proteins
Heat-shock proteins (HSPs) are induced
by environmental stress that might be in-
volved in protein folding, stability, and
degradation. They might be involved in
tumorigenesis by affecting their client pro-
teins, such as AKT, HER-2, and KIT, that
are involved in cell survival or apoptosis.
HSP90 has been shown to promote AKT
activation by stabilizing AKT.

JNK is a MAPK activated by stress sig-
nals (e.g. UV, heat shock, osmotic shock,
starvation) that initiate the mitochondrial

protein release resulting in apoptosis. Pro-
teins that inhibit JNK activation might
be oncogenic, and these proteins include
HSPs, JNK interacting proteins (JIPs),
GST, EVI, and γ -synuclein. γ -Synuclein,
also termed breast cancer–specific gene 1
(BCSG1), is aberrantly expressed in the
vast majority (70%) of late-stage breast
and ovarian cancers. Pan and colleagues
have shown that γ -synuclein may promote
cell survival and inhibit stress-induced and
chemotherapeutic drug–induced apopto-
sis by suppressing JNK activation and
promoting ERK activation. AKT is also
activated by γ -synuclein and is involved in
suppression of JNK activation and inhibi-
tion of apoptosis. The inhibition on JNK
activation could be executed at different
levels of JNK signaling pathway. JIPs could
interact with upstream kinases, including
upstream MKK7, MLK, RHO/GEF, and
JNK phosphatase MKP-7. GSTs may func-
tion as suppressors to keep the JNK basal
activity at a low level. JIP-1 can bind to
JNK and block its translocation from cyto-
plasm into nucleus to activate its nuclear
substrate such as c-JUN and ATF; EVI-1
is a transcription factor that blocks JNK
function in the nucleus.

3.4.8 Oncogenes Associated with Cancer
Cell Adhesion and Motility
One feature of cancer cells is anchorage-
independent growth, and genetic or epi-
genetic alterations of oncoproteins in-
volved in integrin and cadherin initi-
ated signal transductions play significant
roles in these processes. These include
FAK, SRC, ABL, the small G-protein
RHO families, as well as the MAPK
and PI3K-AKT pathways. The other path-
ways include CAS/CRK and the low
M(r) protein-tyrosine phosphatase (PTP).
Cell migration and invasion involves dy-
namic changes in extracellular matrix, cell
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surface structures, including focal adhe-
sions, interaction with neighboring cells,
and the intracellular motile machinery
including actin stress fiber and myosin re-
organization. The small GTPases of the
RHO family have been shown to play
pivotal roles in these signal transduction
pathways leading to metastasis.

3.5
Transcription Factors and Nuclear
Oncogenes

3.5.1 FOS and JUN Families
JUN family members include c-JUN, JUN-
B, and JUN-D. FOS family members
include c-FOS, FOS-B, FRA-1, and FRA-2.
JUN family members and the FOS family
members form the AP-1 transcription
factor. Target genes of AP-1 include growth
factors and phorbol ester inducible genes
that are involved in cell proliferation and
transformation. These target genes in turn
can activate JUN and FOS by signaling
cascades. FOS and JUN may become
oncogenic by overexpression or alteration
in protein structure.

3.5.2 c-MYC
There are three members identified in the
MYC family, c-MYC, N-MYC, and L-MYC.
N-MYC was originally identified in neu-
roblastoma cells. c-MYC is one of the
immediate-early responsive genes, it is
induced rapidly in the G1-phase, and its
expression is maintained at high levels
throughout the cell cycle. Instead of form-
ing homodimers, MYC form heterodimers
with MAX to bind to DNA sequences and
activate the transcription of MYC-target
genes. In addition to forming MYC-MAX
heterodimers, MAX can form MAX-MAX
homodimers or MAX-MAD heterodimers.
MAX-MAX or MAX-MAD dimers recog-
nize the same sequence for binding (the

E-box, with the consensus sequence of
CAT/CGTG) as MYC-MAX, but function as
repressors of transcription. Mechanisms
of MYC activation include overexpression,
gene amplification, and mutation. Differ-
ent MYC members have been associated
with many different cancer types. MYC
may have synergistic role with Ha-RAS
in tumorigenesis, as evidenced by tumor
formation of rat embryo fibroblasts trans-
fected with both Ha-RAS and MYC, but
not transfected with Ha-RAS alone.

3.5.3 REL Oncogene: the NFκB Family
Proteins
The REL oncogene belongs to The
NFκB family, which includes NF-κB1
(p105/p50), NF-κB2 (p100/p52), REL,
RELA (p65), and RELB. While mature
NF-κB proteins are derived from their
precursor proteins by proteolytic cleavage,
the REL proteins are not posttranslation-
ally processed. The REL/NF-κB proteins
have a conserved N-terminal region for
DNA binding and dimerization, and they
can form homo- or heterodimers. Usually
REL/NF-κB dimers are associated with an
inhibitory subunit (IκB) that retains them
in the cytoplasm. When cells are stim-
ulated and the IKKs (IκB kinases) are
activated, IKKs phosphorylate IκB, result-
ing in dissociation of REL/NF-κB from IκB
and translocation of REL/NF-κB into the
nucleus. In the nucleus, REL/NF-κB bind
to the REL/NF-κB consensus sequences
and activate the transcription of the tar-
get genes. The upstream kinases for IKKs
phosphorylation include the AGC kinase
such as PKB/AKT, PKC, and RSK1. The
target genes of NFκB that are involved
in cell survival include IAP proteins (c-
IAP1, c-IAP2, and XIAP), and GADD45β.
GADD45β overexpression can inhibit JNK
activation, and XIAP (X-linked inhibitor of
apoptosis) can inhibit caspase activation.
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3.5.4 Estrogen Receptor and Other Steroid
Hormone Receptors
The receptors for steroid hormones (e.g.
estrogen, progesterone, glucocorticoids,
and testosterone) are located in the cy-
toplasm, and are translocated into the
nucleus when bound by the steroid hor-
mones. The expression of the target genes
of steroid hormone receptors may account
for the oncogenic potential of these re-
ceptors. The receptors for steroid-related
hormones, such as thyroid hormones and
retinoid acids, may also be converted to
oncogenes. Examples include the ERBA
gene, which encodes the receptor for the
thyroid hormone.

The great majority (80–90%) of ERs
(estrogen receptor) are in the cytoplasm
and nucleus. ER can either be activated by
the binding of its ligand estrogen or by
phosphorylation of ERα/ser167 by AKT or
RSK1. Hence, there are two functions of
ER, the estrogen-independent activation
function 1 (AF-1) and the estrogen-
dependent activation function 2 (AF-2).
ERs mediate most of the biological effects
by binding to estrogen response elements
in the promoter region of target genes,
and inhibition of ER by antiestrogen such
as tamoxifen inhibits the growth of ER-
positive breast cancers by reducing the
expression of estrogen-regulated genes.
The target genes of ERs include BCL-
2, EGFR, ERBB2, macrophage inhibitory
cytokine 1, PR (progesterone receptor), and
pS2.

Although a great majority of ERs are in
the cytoplasm and nucleus, a small frac-
tion of ERs are present in cell surface and
are involved in the nongenomic effect of
ER. In ER-positive MCF-7 cells, estradiol
(17-βE2) can rapidly (≤10 min) activate
AKT1 via ERBB2; this effect is depen-
dent on ER and can be abrogated by the
PI3K inhibitor or 4-hydroxytamoxifen. The

activated ER/ERBB2 may lead to rapid
phosphorylation of SHC and SHC/GRB2/
SOS complex formation, as well as MAPK
activation in MCF-7 cells. The nongenomic
effect of ER could be mediated by the acti-
vation of PI3K-AKT and MAPK pathways.

3.5.5 Homeodomain-containing Proteins
Homeodomain-containing genes or HOX
genes are transcription factors that are
key regulators of cell proliferation and
apoptosis for pattern formation in embryo-
genesis. These genes have a conserved
homeodomain that can bind DNA se-
quences with a TAAT core site. Abnor-
mal expression of some homeodomain-
containing genes may contribute to tu-
morigenesis by deregulating cell prolifera-
tion and apoptosis.

3.5.6 MYB Family
The MYB family genes include v-MYB,
c-MYB, A-MYB, and B-MYB. MYB fam-
ily members are transcription factors that
bind to DNA sequences (PyAACG/TG) as
a monomer and are involved in the regula-
tion of proliferation and differentiation of
many different cell types. Deletion at either
the N- or C-terminal has been found to con-
vert MYB to its oncogene form. Oncogenic
activation of c-MYB may be involved in
malignant transformation of hematopoi-
etic cells.

3.5.7 ETS Gene Family
The ETS family have at least 12 members,
including ETS-1, ETS-2, FLI-1, SPI-1, ERG,
and ELK-1. These genes may become onco-
genic via viral integration, chromosomal
translocation, or integration into the viral
genome. ELK-1 is a target of the MAPK
and activated ELK-1 is involved in the
expression of the immediate-early gene ex-
pression. ETS-1 and ETS-2 can be activated
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by growth factors and phorbol esters and
the activated ETS-1/2 can cooperate with
AP-1 (FOS/JUN) to regulate expression of
target genes.

4
Identification of Oncogenes

As described above (see Sec. 2.1.), identi-
fication of oncogenes from transforming
viruses plays an immeasurable role in the
early days of cancer research and con-
tributes significantly to the identification
of many important oncogenes. Although
very powerful, this approach is very lim-
ited because of the nature of methodology.
The neoplastic properties of oncogenes
are usually gain of function, and those
of tumor suppressor genes are of loss of
function. Therefore, approaches to iden-
tify differentially expressed genes between
tumor cells and normal cells have been at-
tempted, and several of these approaches
arose along the way. These include the var-
ious differential gene expression display
approaches, SAGE (serial analysis of gene
expression), and DNA microarray. In the
protein level, tissue-array and proteomics
are in the development for the application
of oncogene identification and validation.
Genomic DNA transfer initially and gene
transfer later into appropriate cell lines
or in transgenic mice have been widely
used to validate the oncogenic potentials
of candidate oncogenes.

5
Oncogenes and Clinical Implications

5.1
Oncogenes and Cancer Diagnosis and
Prognosis

Abnormal expression and/or activation of
many of the oncogenes are important

diagnostic biomarkers for cancer diagnosis
and prognosis. Many of the oncogenes
described in this review are applied for the
diagnosis and prognosis of many different
cancer types.

5.2
Oncogenes and Cancer Therapy

The most frequently used approaches
in the current regimens for cancer
therapy include surgery, radiotherapy,
and chemotherapy. Although significant
progress has been made in cancer therapy,
cancer has been the second leading cause
of death, second only to heart disease in the
United States for many years. Therefore,
better/improved diagnosis and therapy ap-
proaches are needed for the treatment
and/or cure of cancer. Oncogene-based
therapies have been and will continue to
play a significant role in this respective.
Below we will briefly discuss the potential
of oncogene-targeted chemotherapy and
immunotherapy.

5.2.1 Oncogene-Targeted Chemotherapy
The main targets of conventional
chemotherapeutic drugs are microtubules
and genomic DNA, these include
the microtubule-interfering agents (e.g.
vincristine, vinblastine, vinorelbine,
paclitaxel, docetaxel), DNA-damaging
agents such as topoisomerase inhibitors
(e.g. etoposide, doxorubicin, irinotecan,
and topotecan), alkylating agents
(e.g. cisplatin, cyclophosphamide and
ifosfamide), and some antimetabolites
(e.g. gemcitabine). These agents kill the
cells, cancer cells as well as normal cells,
by activating the apoptotic pathways. As
described in this review, the apoptotic
pathways can be modified or overridden
at many steps by oncogenes involved in
the antiapoptotic or cell survival pathways.
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Blocking the activity of one or multiple
oncogenes could either sensitize cancer
cells to conventional chemotherapy drugs,
or kill the cancer cells by themselves.

Those potential therapeutic targets in-
clude the cell cycle regulatory proteins
such as CDKs, receptor tyrosine kinases
such as EGFR and HER-2/neu, farnesy-
lated proteins such as RAS, nonreceptor
cytosolic kinases such as RAF, MEK, PI3K,
and AKT, nuclear oncoproteins such as
MYC and ER. Among those, Tamoxifen
against ER, and small-molecule EGFR
tyrosine kinase inhibitors (EGFR-TKIs),
such as ZD1839 (Iressa) and OSI-774,
are now in the clinic. The latter inhibit
ATP binding to the tyrosine kinase do-
main of the receptor, thereby inhibiting
tyrosine kinase activity and autophospho-
rylation, and subsequently blocking signal
transduction from the EGFR.

The oncogene-based therapy that has
garnished the most attention is ima-
tinib mesylate (IM) (Gleevec, STI-
571). Imatinib mesylate is an oral 2-
phenylaminopyrimidine derivative that
acts as a selective inhibitor of the ABL,
KIT, and PDGFR tyrosine kinases. Ima-
tinib mesylate also inhibits the causative
molecular translocation in CML, BCR-
ABL. In vitro imatinib mesylate inhibits
SLF-dependent human KIT expressing
myeloid leukemia cell line and an SLF
independent mast cell leukemia cell line,
which expresses an activating juxtamem-
brane V560G mutation of c-KIT. In pre-
clinical studies, imatinib has been shown
to inhibit the activity of c-ABL, BCR-ABL,
and PDGFRA/B. Several phase I/II clini-
cal trials have demonstrated the efficacy of
imatinib in the treatment of CML patients
with the BCR-ABL translocation. Patients
who progressed on interferon-α were not
only shown to have clinical responses to
IM, but some patients also demonstrated

cytogenetic complete remissions. Current
trials are evaluating the role of imatinib
mesylate with chemotherapy.

Imatinib mesylate has also been shown
to be a specific in vitro inhibitor of c-
KIT phosphorylation in several tumor
cell lines. It can rapidly inhibit c-KIT
phosphorylation and tumor cell prolifer-
ation, without inducing apoptosis, in a
human GIST cell line. The c-KIT target
has been successfully exploited in phase
I–III clinical trials of imatinib mesylate
(STI571, Gleevec).

5.2.2 Oncogene-targeted Immunotherapy
Monoclonal antibody therapy targeted
against a variety of epitopes, including
oncogenes, has emerged as an impor-
tant therapeutic modality for cancer. An-
tibodies may exert antitumor effects by
inducing apoptosis, interfering with lig-
and–receptor interactions, or preventing
the expression of proteins that are critical
to the neoplastic phenotype. In addition,
antibodies have been developed that target
components of the tumor microenviron-
ment, perturbing vital structures such as
the formation of tumor-associated vascu-
lature. Some antibodies target receptors
whose ligands are growth factors, such
as the EGF receptor. As indicated above,
EGFR is overexpressed in many cancers,
and therefore has prompted the develop-
ment of a variety of agents targeted to
the extracellular ligand-binding domain,
the intracellular tyrosine kinase domain,
the ligand, or to synthesis of the EGFR.
These agents are being investigated as
monotherapy as well as in combination
with conventional therapies.

A number of monoclonal antibodies
directed against the extracellular ligand-
binding domain, which is thought to
prevent ligand binding (e.g. IMC-C225
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and ABX-EGF), have been developed. An-
other approach is provided by bispecific
antibodies (e.g. MDX-447) that target the
extracellular ligand-binding domain of the
EGFR as well as epitopes on the sur-
face of immune effector cells such as
macrophage-activated killer cells. The aim
is to encourage immune effector cell re-
cruitment at the site of tumors, and hence,
initiate destruction of the tumor cells and
then stimulation of additional immune re-
sponses. Single-chain fragment variable
(scFv) antibodies against the EGFR con-
jugated to toxins, such as pseudomonas
endotoxin A (ETA), as well as to fungal
and plant-derived toxins, have also been
investigated. One of the most potent con-
jugates is the scFV-14e1-ETA-fusion toxin,
which binds to EGFR and the mutant form,
EGFRvIII, with equal affinity, but has 100-
fold enhanced cytotoxicity against tumors
expressing EGFRvIII compared to those
expressing EGFR.

The most advanced anti-EGFR mAb in
clinical development is cetuximab. Cetux-
imab is a genetically engineered chimeric
antibody, which has been shown to block
in vitro phosphorylation of the EGFR
and induce receptor internalization, as oc-
curs with binding of the natural ligand.
This results in inhibition of cell growth
and survival. It causes an increase in
the expression of the cell cycle inhibitor
p27KIP1, resulting in the formation of
inhibitory p27KIP1-CDK2 complexes that
prevent cells from exiting the G1-phase of
the cell cycle. Cetuximab has also been
shown to induce apoptosis in some cell
lines and to inhibit the production of an-
giogenic factors, in vitro and in vivo, as
well as metastasis. Preclinical studies have
also demonstrated that cetuximab can en-
hance the effects of cytotoxic agents and
radiotherapy, for example, cetuximab, in
combination with topotecan or irinotecan,

increased survival of nude mice bearing
human colon cancer xenografts. In re-
cent clinical trials, cetuximab has shown
promise in several solid tumors that ex-
press EGFR. For example, patients with
cisplatin-resistant head and neck or col-
orectal cancers appear to respond upon
subsequent treatment with cisplatin and
cetuximab. The most common adverse
event related to Cetuximab was acni-
form rash.

The most successful antibody therapy
for solid tumors is trastuzumab, also
known as Herceptin and rhuMab HER2.
HER-2/neu (c-ERBB2) is a member of
the EGF receptor family, has been tar-
geted for therapy because it is overex-
pressed in ∼25% of breast cancers, as
well as other adenocarcinomas of the
ovary, prostate, lung, and gastrointesti-
nal tract. Trastuzumab is a humanized
antibody derived from 4D5, a murine
mAb, which recognizes an epitope on
the extracellular domain of HER2/Neu.
On the basis of a series of clinical trials,
trastuzumab was approved by the FDA
to treat women with metastatic breast
cancer with HER2/neu overexpression,
given either alone or in combination
with paclitaxel. Herceptin also has ac-
tivity in combination with vinorelbine,
docetaxel, cisplatin, and the combination
of gemcitabine and paclitaxel. The use
of Herceptin for breast cancer is con-
sidered a therapeutic success. Although
other adenocarcinomas may overexpress
HER2/Neu, clinical trials have not docu-
mented consistent therapeutic successes
in other cancers. Therapeutic antibodies
have made the transition from concept to
clinical reality over the past two decades.
Many are now being tested as adjuvant
or first-line therapies to assess their effi-
cacy in improving or prolonging survival.
Although new tumor-specific antigens are
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being explored, oncogenes have proven to
be the most effective molecular targets
for therapy.

6
Perspectives

Carcinogenesis is a multistep process
that involves alterations in many specific
genes. The normal cell has multiple in-
dependent mechanisms that regulate its
growth and differentiation and several sep-
arate events are required to override these
control mechanisms. The fundamental
mechanisms underlying the genetic ba-
sis of cancer are constantly being defined
and involve alterations in proto-oncogenes,
tumor suppressor genes, and mismatch
repair (MMR) (also known as DNA repair
genes, or ‘‘caretaker’’ genes). Malignancy
appears, when these genes suffer regu-
latory perturbations and special types of
mutational damage that can disrupt this
balance, thus altering normal develop-
ment and differentiation. However, the
combination of changes both necessary
and sufficient to induce malignant trans-
formation varies greatly from tumor to
tumor and from individual to individual.
This type of heterogeneity is primarily
the basis for the generally poor success
rate in effectively treating most types of
cancer. Because oncogenes are normally
upregulated and constitutively activated in
cancers, as opposed to tumor suppressors
or MMR genes, they have become the pri-
mary target for the development of novel
antitumor therapies. Current clinical tri-
als with molecular targeted agents such as
Herceptin and Gleevec give hope that by
better understanding the role of oncogenes
in the pathogenesis of cancer, a cure for
many forms of the disease may not be that
far behind.

See also Genetics and Molecular Bi-
ology of Lung Cancer; Intracellular
Signaling in Cancer; Liver Cancer,
Molecular Biology of; Mutagenesis,
Malignancy and Genome Instabil-
ity; Neoplastic Disease Diagnosis,
DNA in; Oncology, Molecular.
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chromatin by a number of Caspase-dependent or Caspase-independent
biochemical events.

Binary State (of Regulatory Molecules)
Most, if not all, biochemical regulatory proteins can be present at any one time in an
‘‘on’’ or an ‘‘off’’ molecular form, with regard to one or more of their functions.

Carcinogenesis
This is now recognized to be a progressive, usually rather slow, multistep process
involving sequential mutations, failure of adequate DNA repair, activation of
oncogenes, loss of tumor suppressor function, epigenetic changes, and a gradual (or
less frequently, rapid) transition from benign to malignant phenotypes.

Cellular Adhesion
Downregulation of ‘adherens junctions’ (AJ) assembly by mutations, hypermethylation,
or transcriptional repression of the adhesion molecule E-Cadherin, has been described
in several malignancies, and particularly in human diffuse gastric carcinomas, lobular
breast cancers and familial gastric cancers. In many ways, E-cadherin behaves as a
tumor suppressor gene, while beta-catenin behaves as a potentially potent oncogene.

Cell Cycle Checkpoints
Mammalian cells can remain quiescent (in Go phase of their cell cycle) for long periods
of time, but the right combination of growth factors can induce them to enter G1 and
then, if no impediment occurs, progress through S-phase (DNA replication), G2, and
mitosis, and complete their cell division.

Chemoprevention
The treatment of carcinogenesis, its prevention, inhibition or reversal.

Drug Resistance
Surprisingly, conventional chemotherapy and radiotherapy work not because cancer
cells are especially more ‘‘sensitive’’ to their cytotoxic effects than normal cells, but
because normal cells can usually recover faster and more efficiently than cancer cells.
Normal tissues virtually never develop resistance to chemotherapy, but human cancers
are frequently chemo- or radio-resistant when they are diagnosed, or can become
resistant following cytotoxic treatments, because of multiple pharmacological, cell
kinetic or molecular mechanisms.

Growth Factors
They were defined in the 1970s, long before their molecular characterization and
purification, as substances other than nutrients required by cells in vitro for their survival,
proliferation, and differentiation.

Intraepithelial Neoplasia
Intraepithelial neoplasia (IEN) is a moderate to severe dysplasia that occurs on the
carcinogenic pathway from normal tissue to malignant cancer.
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Oncogenes
These are growth control genes present in the human genome (as ‘‘proto-oncogenes’’),
as well as in the genomes of most, if not all, multicellular organisms. Incorrect
expression or mutation of an oncogene usually results in ‘‘Gain of Function’’ and
unregulated cell growth, as seen in malignant cells.

Mutations
The molecular changes in DNA associated with carcinogenesis are not very different
from those associated with genetic variation and molecular evolution of organisms and
species. These changes include local changes in DNA sequences, rearrangement of
DNA segments within the genome, and (in the case of viral carcinogenesis) horizontal
transfer of a DNA (or RNA) segment originating in another kind of organism.

Proteasomes
The average human cell contains about 30 000 proteasomes, each of which contains
several protein-digesting proteases. Among other functions, they control the
intracellular half-life of important regulatory proteins.

Stromal cells and Cancer
Stromal cells are all cells in a tumor that are not the cancer cells.

Tumor Antigens
These are molecules that contain the epitope determinants recognized by T cells that
specifically target tumor cells.

Tumor Suppressor Genes
Unlike oncogenes, tumor suppressor genes (formerly ‘‘antioncogenes’’) display the
function of suppressing cellular proliferation, and/or maintaining cellular
differentiation, facilitating normal cellular adhesion mechanisms, stopping entry into
the cell cycle (G1, S-phase, mitosis or G2) to allow DNA-repair mechanisms,
maintaining normal cellular shape and cell contact inhibition mechanisms, and
promoting normal differentiation and senescence.

� Molecular Oncology can be defined as that branch of medical science that looks at
the cancer problem from a molecular point of view. For several reasons, ‘‘molecular
oncology’’ represents ‘‘the heart of the matter’’ of cancer.

As it would be quite an ambitious, and virtually impossible, task to pretend to
cover the whole subject of ‘‘Molecular Oncology’’ in a single unipersonal review,
what follows is a short personal view of what the author regards as the basic
molecular understanding of cancer in the year 2004, and the more likely therapeutic
implications of this new molecular knowledge.

We should not forget the huge prevalence of malignant diseases in the de-
veloped world. Cancers are probably responsible for one-third of deaths in men in
industrialized countries and for almost one-fourth in women. At the beginning
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of the twenty-first century, these diseases still cause a lot of human suffering,
despite very significant progress in their early detection, improvements in radical
treatments (local or systemic), and better medical control of iatrogenic side effects
of chemotherapies.

In the same way as the invention and later refinement of the microscope eventually
led to the discovery and classification of pathological microorganisms, the discovery
of DNA, RNA, proteins, proteoglycans and other regulatory molecules (including
lipids, arachidonic acid derivatives, steroids, and sex hormones) is rapidly leading to
a better and deeper understanding of cancer, and remains the best promise to lead to
better and more effective methods for cancer prevention, early detection, prognostic
classifications, and cure.

This is because it is currently believed that cancer can be truly understood in terms
of those molecular changes, genetic and epigenetic, that gradually lead a given cell
clone, within a given tissue field, to develop a certain ‘‘competitive advantage’’ over
neighboring cell clones, enabling the transformed cell clone to gradually displace its
neighbors and grow into a neoplastic tissue. Finally, this ‘‘new tissue’’ can go on to
transform itself into a malignant neoplasia, leading to invasion of local organs, or
distant spread (generally through the bloodstream, the lymphatic system, or both).
The growth of cancer cells at distant sites is called metastasis.

‘‘Cancer’’ is a state, whereas ‘‘carcinogenesis’’ is a process. Key to the multistep
genetic nature of cancer is that carcinogenesis is ‘‘progressive.’’ In most epithelial
tissues, progression means the sequential accumulation of somatic mutations, or
even epigenetic changes (like abnormal DNA methylation patterns). In some cases
of familial predisposition to cancer, some of these mutations are inherited.

Gradually, a given target tissue experiences a transition from normal histology,
to proliferative and/or dysplastic changes, to so-called intraepithelial neoplasia (IEN),
which can be early or severe, to superficial cancers (in situ), and finally to invasive
disease. In some instances, this process of malignant transformation may be
aggressive and relatively rapid (e.g. in the presence of a DNA repair-deficient
genotype, or an aggressive oncogenic virus, or a lethal combination of ‘‘oncogenic
hits’’), but in general these changes occur over a long period of time, like 3 to
30 years.

The problem is that in the past two and a half decades there has been an
‘‘explosion’’ of information, rather than true knowledge, about the molecular aspects
of cancer. More than 300 different genes and their respective protein products have
been described as being directly or indirectly linked to cancer. The number of such
‘cancer-related genes’ is constantly increasing and the final figure could well be
more than 1000. Although it seems reasonable to believe that some, or many, of
these ‘cancer-related’ genes may represent the consequence rather than the cause of
the cellular development of the cancer cell phenotype, the ‘trees’ are so many that
there is a real risk of missing the ‘‘wood.’’

Indeed, some believe that, in the not too distant future, relevant information will
pass from the Molecular Pathology Laboratory to the busy Cancer Clinical Units
only with the help of clever computer programs. Before clinicians can make up their
minds about the curability or incurability of any given cancer, and in order to decide
which sequence and combination of drugs to use to treat a particular patient, they
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will have to consult a computer program and the Molecular Pathology Laboratory.
Although there is still no treatment for any of the major lethal cancers that is
as effective as, say, antibiotics are against infections, there is vast accumulated
knowledge of the fine regulatory mechanisms that are deranged in cancer cells,
and this undoubtedly promises new therapeutic insights. For example, selective
oral tyrosine-kinase inhibitors (Gleevec), for chronic myeloid leukemia, and
specific monoclonal antibodies (Herceptin) for breast cancer or some lymphomas
(Mabthera), have been introduced into routine clinical use.

In contrast to the situation twenty years ago, not only do we now know of many
molecular targets to design new drugs for the chemoprevention or treatment of
cancer but, paradoxically, we have an apparent excess of targets for our current
resources of drug development worldwide. The Human Genome Project has
completed its first basic human genome map well ahead of schedule, and it is
likely to give us further insights and more potential targets. It is now estimated that
the human genome contains some 35 000 genes, which is less than had originally
been estimated by most researchers. Many of these genes are well characterized and
their functions in various pathways are known. But the real function of the majority
of these human genes remains inconclusive. In other words, the rate-limiting step
in true progress against cancer is the amount of resources we can spend, and the
optimization and coordination of this huge research process, rather than a shortage
or lack of therapeutic targets.

Selecting the right targets for cancer therapy can make a big difference. If, for
example, we were clever or lucky enough to correctly guess the right targets for
the main human cancers, and if large multinational pharmaceutical companies
agreed to focus their efforts and enormous resources on these right targets, then
revolutionary new cancer treatments might become available for clinical testing
within 5 to 10 years. But, if we got it wrong, or not enough importance was given to
this war against cancer by politicians or business people, then it might take another
20 or 30 years, or even more.

1
The Molecular and Clonal Evolution of a
Cancer

In view of the fact that the incidence of
most of the common epithelial cancers
is age related, the British epidemiologists
Armitage and Doll had already calculated,
in 1958, that for some of the common solid
tumors the logarithm of cancer incidence
should be linearly related to the logarithm
of a person’s age. If such an interpretation

holds good, then we could deduce, from
the slope of the death rate from cancer of
the large intestine in relation to age (plotted
logarithmically), that about 6 mutations
are needed to produce a cancer of the
large intestine.

This guess is extraordinary if one thinks
that more or less the same conclusion
was reached, based on molecular genetic
knowledge, by the American scientists
Fearon and Vogelstein in their classic
work on colorectal tumorigenesis. The
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‘multistep mutations’ theory of cancer
was also supported by epidemiological
evidence, and by the ‘initiation and
promotion’ models of carcinogenesis. A
characteristic feature of most forms of
carcinogenesis is the long period that
elapses between initial application of the
carcinogen and the time the first cancers
appear. It is necessary to apply coal tar
repeatedly to the skin of a mouse for several
months before any tumors are detectable.
Similarly, most common human cancers
can take 3 to 30 years or more to develop.

The chemical carcinogenesis experi-
mental models also helped to identify
at least two classes of carcinogenic com-
pounds: the initiators and the promoters.
For example, if a group of mice are fed a
small amount of the carcinogen dimethyl-
benzanthracene (DMBA), this produces
widespread irreversible alterations (pre-
sumably mutations) in the cells of each
mouse. Subsequent irritation of the skin
by painting it twice a week with croton oil
(the ‘‘promoter’’) eventually results in the
local appearance of tumors. These tumors
will appear even if croton oil is not started
until 16 weeks after the DMBA feeding,
but no tumors arise if either DMBA or cro-
ton oil is given alone or if the order of the
treatments is reversed. In several aspects,
estrogens (in the case of breast cancer) and
testosterone (in the case of prostate can-
cer) have also been regarded as potential
tumor promoters.

Other insights into the ‘‘genetic’’ nature
of tumorigenesis came from studies on
viral carcinogenesis, and from seminal
observations in the uncommon retinal
cancers in children.

The discovery of tumor oncogenes and
tumor suppressor genes almost twenty
years ago opened the way to the study of the
molecular epidemiology of cancer. It soon
became apparent that in general more than

one somatic mutational event is needed
for malignant transformation, the possible
exception being the uncommon hereditary
retinoblastomas, already described by the
‘‘two-hits model’’ proposed by Knudson.

Later, it was found that certain car-
cinogens are linked to selective (though
not entirely ‘‘specific’’) mutational events.
For example, researchers have described
molecular linkages between exposure to
carcinogens and cancer types, in p53
mutational spectra of hepatocellular car-
cinoma, skin cancers, and lung cancer.
In 1990, Fearon and Vogelstein proposed
a molecular model for colorectal carcino-
genesis, based on the sequential accumu-
lation of genetic events in key regulatory
genes along the sequence from adenoma
to carcinoma.

More recently, in 1997, Kinzler and
Vogelstein proposed the concept of two dif-
ferent types of carcinogenic genetic events:
those involving ‘‘gatekeeper’’ genes, char-
acterized by their control of net cel-
lular proliferation, and those involving
‘‘caretaker’’ genes, associated with main-
tenance of genomic integrity. Examples of
gatekeeper genes include APC and beta-
catenin in colon epithelium, Rb in retinal
epithelial cells, NF1 in Schwann cells, and
VHL in kidney cells. Thus, it is proposed
that an alteration in APC leads to a de-
rangement of the cellular proliferation
pathway that is important for maintain-
ing a constant cell population, at least in
colonic cells. The identification of other
gatekeeper genes is anticipated, and some
may be genes crucial to morphogenetic
events of specific tissues. Unlike gate-
keeper genes, caretaker genes generally
maintain genomic stability and are not
involved directly in the initiation of the
neoplastic process, but their mutations
enhance the probability of mutations in
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other genes, including those in the gate-
keeper class. Because multiple mutations
are found in cancer cells, the existence of
a ‘‘mutator phenotype’’ was suggested by
Loeb in 1991 as being an important step
in tumor development. Candidate muta-
tor genes are involved in multiple cellular
functions needed for maintaining genetic
stability, such as DNA repair, DNA replica-
tion, chromosomal segregation, cell cycle
control, and apoptosis.

Some individuals may be predisposed
to cancer because of inherited mutations
of some key genes. This has attracted
considerable attention in recent times,
particularly in relationship to genes hav-
ing susceptibility for breast cancer and
colon cancer.

The genetic alterations in oncogenes
generally lead to an increased function
of the protein, whereas, in general, tu-
mor suppressor genes are inactivated
during carcinogenesis with apparent loss-
of-function of the protein. However, the
mechanisms of activation or inactivation
are multiple, and their precise effects on
gain- or loss-of-function are incompletely
understood. K-ras and H-ras genes are ex-
amples of oncogenes that are preferentially
altered by point mutation (codons 12, 13
and 61), generating a protein with con-
stant GTPase activity. The c-myc gene can
be activated by chromosomal translocation
(in some leukemias) or by gene amplifi-
cation (in some solid tumors). The p53
and Rb tumor suppressor genes are of-
ten knocked out by point mutation in
one allele and by deletion (loss of het-
erozygosity) at the other. Others, like p16,
have high rates of homozygous deletions
or promoter hypermethylation. Some ge-
netic defects are fairly characteristic for a
given tissue type (most colorectal cancers
have APC or beta-catenin mutations). But
the ‘‘same players’’ are frequently involved

in different tumors. Each human cancer
can be regarded as a different molecular
entity, with a different matrix of molecular
targets, and it evolves with time (even as a
result of systemic or local therapies).

However, it would be a mistake to believe
that all common epithelial human cancers
follow these clear-cut histological sequen-
tial patterns from adenoma to carcinoma.
In fact, only a minority of the commonest
type of breast cancers (infiltrating ductal
carcinomas, or IDC) arise from ductal
carcinoma in situ. Thus, the molecular
changes leading to IDC, accounting for al-
most 70% of all breast cancers, can happen
before the histological features associated
with DCIS become evident. DCIS is char-
acterized by a proliferation of malignant
epithelial cells confined to the mammary
ducts without light microscopic evidence
of invasion through the basement mem-
brane into the surrounding stroma; but
IDC, by definition, show signs of inva-
sion of stromal tissue, often with vascu-
lar and/or lymphatic vessel involvement.
In other words, conventional histological
and radiological techniques (e.g. bilateral
mammograms) cannot detect with ade-
quate precision the ongoing carcinogenic
events in many cases of women at risk.

Patients with head and neck squamous
cell carcinoma (HNSCC) often develop
multiple (pre)malignant lesions, ranging
from leucoplakia to other cancers. This led
Slaughter et al, way back in 1953, to pos-
tulate the concept of ‘‘field cancerization.’’
The incidence rate of second primary tu-
mors following a first diagnosis of HNSCC
is 10 to 35%, depending both on the loca-
tion of the first primary tumor and the
age of the patient. The carcinogens asso-
ciated with HNSCC (alcohol and tobacco
smoking) are thought to induce mucosal
changes in the entire upper aerodigestive
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tract (UADT), causing multiple genetic ab-
normalities in the whole tissue region.
Similar arguments apply also to other
tobacco-related cancers, like transitional
cell carcinomas of the urogenital tract
or bronchogenic carcinomas. An alterna-
tive theory for these observations is based
on the premise that any transforming
event is rare and that the multiple lesions
arise because of the widespread migration
of transformed cells through the whole
UADT. However, most field changes ap-
pear to be induced by smoking, supporting
the theory of carcinogen-induced field can-
cerization rather than field cancerization
due to migrated transformed cells.

Other possible causes of ‘‘field carcino-
genic events’’ can involve hormonal factors
(e.g. changes in the ovaries, breasts or
prostate), inflammation and hyperemia
(increased proliferative and angiogenic ac-
tivity in chronic cystitis, gastritis, esophagi-
tis or colitis), chronic viral infections (e.g.
Hepatitis B virus for hepatocarcinomas,
Epstein-Barr virus for nasopharyngeal car-
cinomas or some lymphomas), aberrant
methylation linked to aging, free-radical
induced DNA damage (e.g. for cancers of
the gastrointestinal tract), skin exposed to
ultraviolet irradiation (e.g. actinic keratosis
and squamous cell carcinomas), ioniz-
ing radiation-induced damage, or aberrant
morphogenetic pathways. It is also pos-
sible that different carcinogenic pathways
operate in different tissue fields belonging
to the same organ. For example, adenocar-
cinomas of the right side of the colon are
often associated with clinical and molecu-
lar characteristics different from those of
adenocarcinomas of the colorectal region.

Even in breast cancer, the reported inci-
dence of multicentric or multifocal lesions
in areas away from the primary tumor
in mastectomy specimens ranges from
9 to 75%, depending on the definition

of multicentricity, the extent of tissue
sampling and differences in the histologi-
cal techniques of examination. Therefore,
multifocality or multicentricity of breast
cancers may in fact be a lot more common
than is currently acknowledged.

In this context, the old ‘‘Field Canceriza-
tion’’ theory by Slaughter, and the more
recent ‘‘Multi-step Carcinogenesis’’ model
by Fearon and Vogelstein can now come to-
gether in a single model: Sequential Field
Cancerization.

If it does require some seven sequential
carcinogenic ‘‘genetic hits’’ in a single
cellular clone for a malignant tumor to
develop, it is mathematically more likely to
occur in a tissue with a high background of
genetic alterations in neighboring cellular
clones, than in a tissue with a low
background of such alterations, or with
no detectable carcinogenic mutations at all
(Figs. 1 and 2).

The probability of a single clone accu-
mulating 7 independent but sequential
genetic alterations leading to a malignant
phenotype, without any similar events oc-
curring in neighboring cells, would seem
to be rather low. This simple conclusion,
and our ability to measure ‘‘background
carcinogenesis’’ in different parts of the
body, might lead to several unexpected im-
plications. Technology is just beginning to
be sufficiently sensitive to start testing the
hypothesis. One potential technical prob-
lem is that in premalignant tissue, the
‘‘signal’’ (e.g. relevant oncogenetic lesions)
might be muted by the ‘‘noise’’ (normal
genome of most of the cells in the tis-
sue), until the premalignant clones have
expanded enough to become more numer-
ous locally than normal cells. However, it
is only a matter of time before this goal is
technically achievable.

A possible future objective is the de-
velopment of a combined histological
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Field carcinogenesis
Multistep carcinogenesis

•

•

•

Transitional cell cancers of the urogenital tract

Aerodigestive cancers (head and neck, lung, others)

Multicentric, multifocal, synchronic, metachronic
carcinomas (breast, prostate, colon, skin, others)

At least 7 sequential oncogenetic
“hits” 

Multiclonality of pre-
malignant changes ?

Fig. 1 Multiclonality of premalignant changes.

Normal
mucosa Profilerative Dysplastic

No mutations

< 3 mutations

> 3 mutations

I a I b I c

II a II b II c

III a III b III c

Breast III c Breast I a

Fig. 2 Combined histological and molecular staging system of
premalignant changes. Numbers inside the drawings refer to numbers
of relevant gene mutations/deletions/amplifications identified in
various regions of the breasts. Carcinogenic pathways may differ
depending on the specific combination of genetic (and
epigenetic) changes. (Reproduced from Bronchud, M. H. (2002) Is
cancer really a ‘‘local’’ cellular clonal disease?, Medical Hypothesis 59,
560–565. With Permission of Elsevier Science.)

and molecular staging system (Fig. 2).
For example, after a follow-up of 5 to
10 years, one would expect more new can-
cers to develop in group IIIc of Fig. 2
(dysplastic changes and three or more
significant mutations identified), than in
group Ia (normal histology and no muta-
tions identified).

There is a growing number of experi-
mental findings in support of this complex

concept. Among the first was the observa-
tion by Azadeh Stark and colleagues from
various American institutions, that women
with benign breast biopsies, demonstrat-
ing both HER-2/neu amplification and
a proliferative histopathological diagnosis
(either typical or atypical hyperplasia), may
be at a substantially increased risk for sub-
sequent breast cancer (up to more than
sevenfold) compared to normal.
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The clinical application of this concept
and technology should help to classify pa-
tients into various relative risk groups early
in the development of a malignant disease,
allowing a tailor-made program for follow-
up and screening, as well as more appro-
priate chemopreventive and therapeutic
interventions. For example, a suitable com-
bination of relevant biomarkers might help
clinicians to identify smokers at high risk
of developing lung cancers (approximately
10 to 15% of frequent smokers). Being
confronted with a personal risk of cancer,
rather than a general statistical risk, is a
potent motivation to quit smoking and to
undergo more frequent health checks (like
high-resolution CT scans to detect isolated
pulmonary nodules).

Some smokers may be protected because
of genetic polymorphisms of enzymes
involved in the molecular activation of pre-
carcinogens present in tobacco, whereas
others may be more vulnerable to the car-
cinogenic effects because of genetic defects
in DNA-repair enzymes. Some molecu-
lar changes associated with aging and
carcinogenesis might be epigenetic (e.g.
promoter hypermethylation) rather than
genetic. Even some pediatric malignancies
might be secondary to abnormal morpho-
genetic events in utero.

It has been estimated that in the USA
alone some 30% of people above the age of
60 can be found, by colonoscopy, to have
adenomas of the colon, 70% or more of
men above the age of 80 will have IEN
of the prostate, 30% of people aged 60 or
more have actinic keratosis on their skins,
20% of sexually active women above the
age of 40 may have some degree of cervical
IEN, at least 40% of heavy smokers can
show metaplastic or dysplastic changes in
their bronchial mucosa, and some 20%
of women with dense mammograms and
aged more than 50 may show atypical cells

on ductal washings from the nipple or
ultrasound-guided fine-needle aspirates.

The use of a battery of genetic or
protein biomarkers relevant to each of the
main cancer types may soon help us to
better define individual cancer risks, and
to measure background carcinogenesis in
individual tissue samples. Perhaps, not too
long from now, oncology units will be
devoted to the treatment of carcinogenesis
just as much as to the treatment of cancer.

One crucial difference between normal
cells and transformed cells in vivo, which
is difficult to prove experimentally but can
be deduced, is that during cancer develop-
ment, the effects of mutations are likely
to be persistent, whereas most regula-
tory intercellular signals (particularly of
‘‘paracrine’’ nature) in normal cells are
likely to be terminated by changes in cell
position, production of signals, or modu-
latory effects on membrane receptor state.
In normal tissues, the quantitative lev-
els of signaling have been shown to be
very important; signaling episodes, more-
over, can have very different frequencies,
and a specific cell can be influenced by a
long-term signal while responding to a dif-
ferent signal of shorter duration. This does
require that normal cells can sometimes
remember a decision indefinitely, and can
terminate their response to a specific sig-
nal, so that exposure to a new signal, or
even the same signal, can subsequently
produce a different molecular response.

The fact that cancer cells have lost, at
least in part, this ‘‘position-dependent’’
obedience to signals, to the extent that
they can even grow into distant metastases,
makes them life threatening to their
host organisms. Some sort of position
dependence, however, is likely to remain
even for most cancer cells, because their
site of seeding and metastatic growth is
not random, but depends on a number
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of cell adhesions and microenvironmental
predisposing factors.

2
Cancer as a Disease Process of Key
Regulatory Pathways

The basic mechanisms controlling clas-
sical metabolic regulatory pathways have
been known for many years. For exam-
ple, the ‘‘citric acid cycle’’ (postulated by
Krebs in 1937), the central role of ATP in
energy-transfer cycles (postulated mainly
by Lipmann in 1939–41), and Mitchell’s
intriguing hypothesis (1961) to explain the
mechanism of oxidative and photosyn-
thetic phosphorylation, to name but a few,
have been part of biochemistry textbooks
for decades. Some twenty years ago, the
structure of DNA had already been known
for over twenty years before that, and yet
eminent scientists were pessimistic about
real therapeutic progress in oncology.

In contrast, regulatory pathways in-
volved in the complex regulation of cell
growth, differentiation, senescence, and
cell death are only recently being gradually
understood. Although we are still largely
unable to draw schematically precise cell-
type-specific regulatory pathways, research
efforts are intensifying, and our knowledge
is rapidly expanding.

Growth and differentiation must be
tightly controlled in any organism. Curious
though it may seem, recent research sug-
gests that fractal networks for transporting
the materials essential for life, for exam-
ple, nutrients, water, and oxygen, may be
prime movers in determining shape and
form (morphology) in Nature. A series of
key papers by Geoffrey B. West, a theo-
retical physicist at Los Alamos National
Laboratory, James H. Brown, a biology
professor at the University of New Mexico,

and Brian J. Enquist, a postdoctoral biol-
ogist at the nonprofit Santa Fe Institute,
have reduced to just three general princi-
ples the allometric scaling laws, that are
major determinants of most anatomical
and physiological variables of organisms
as they increase in body size.

In the year 2001, which was the
hundredth anniversary of the institution
of the Nobel Prizes, three of the leading
investigators in the field of Cell Cycle
Control were awarded the Nobel Prize for
Physiology and Medicine. The American
scientist Leland H. Hartwell of the Fred
Hutchinson Cancer Research Center, and
the British scientists R. Timothy Hunt and
Sir Paul M. Nurse, both at the Imperial
Cancer Research Fund in London, received
this prestigious award for ‘the confluence
of two different approaches to learning
about the molecular machinery regulating
the cell cycle’.

While Hartwell was screening for
temperature-sensitive mutants in the yeast
Saccharomyces cerevisiae in the 1960s and
1970s, he identified a large series of
genes that, in mutant form, arrested
mitosis. This led him, and former post-
doctoral researcher Ted Weinert, to hy-
pothesize that ‘checkpoints’ regulate the
sequence of events in mitosis (3). Even as
Hartwell was uncovering these genes, Paul
Nurse was identifying, in a different yeast
(Schizosaccharomyces pombe), a protein ki-
nase (CDC2) that is a key component of the
maturation factors that drive cell division.
Nurse then took a human cDNA library
and eventually cloned a human CDC2,
having observed the striking structural ho-
mology of these key regulatory molecules,
that indicated a high degree of evolutionary
conservation in different species.

Working at the Marine Biological Lab-
oratory in Woods Hole, Mass., in the
early-1980s, Hunt solved a crucial piece of
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the cell cycle puzzle. In sea urchin oocytes,
and later in frogs, Hunt identified proteins
whose levels rose and fell throughout the
cell cycle. He called them cyclins, and they
were later found to be necessary in activat-
ing the ever-present kinases, like CDC2.
Together a cyclin and a cyclin-dependent
kinase (CDK) push the cells along the cell
cycle regulatory checkpoints.

Previous work by others had already
opened the path to these important
findings. For instance, back in the early-
1970s two scientists, Yoshio Masui and L.
Dennis Smith, transferred the cytoplasm
from activated frog oocytes to naı̈ve oocytes
arrested in meiosis, and identified a
substance they called MPF (maturation
promotion factor). Almost twenty years
later, that substance proved to be none
other than the CDK/Cyclin heterodimer.

In the year 2002 the Nobel Prize was
awarded for seminal discoveries in another
key area of biological relevance: the ge-
netic regulation of organ development and
programed cell death, or apoptosis. The
winners of the Prize were the British sci-
entists Sydney Brenner and John Sulston,
and the American scientist Robert Horvitz.
They discovered that specific genes control
the cellular death program in the nema-
tode worm Caenorhabditis elegans. This
worm, approximately 1-mm long, has a
short generation time and is transparent,
which makes it possible to follow cell di-
vision directly under the microscope. The
fertilized egg cell undergoes a series of
cell divisions leading to cell differentiation
and cell specialization, eventually produc-
ing the adult worm. In this organism, all
cell divisions and differentiations are in-
variant that is, identical from individual to
individual. This made it possible to gradu-
ally construct a precise cell lineage for all
cell divisions. During the development of
the organism, 1090 cells are generated, but

precisely 131 of these cells are eliminated
by programed cell death. This results in an
adult nematode (the hermaphrodite), com-
posed of 959 somatic cells. Again, most of
the multiple genes controlling programed
cell death have human equivalents (Apop-
tosis Pathways).

Thanks to the Human Genome Project,
we now know that there are between
30 000 and 35 000 genes in the Human
Genome, and 18 000 in the nematode
worm. Both the Cell Cycle Control genes
and the Programed Cell Death genes are
crucial for carcinogenesis, and obvious
targets for cancer therapy. In fact, optimal
curative cancer therapies should include
combinations of drugs that not only cause
cell cycle arrest in tumor cells, but also
lead to their apoptosis.

Recognizing that much of the cell’s work
is done not by individual proteins but
by large macromolecular complexes, re-
searchers are increasingly trying to map
protein–protein interactions throughout
the cell. The new term Interactome has
been proposed to define this new type of
‘‘cartography’’ describing the main func-
tional interactions of single proteins and
protein macrocomplexes. For example, the
map of the C. elegans interaction network,
or interactome, links 2898 proteins (nodes)
via 5460 interactions (edges).

It seems likely that, with time, dif-
ferent family patterns of ‘‘malignant in-
teractomes’’ will be gradually identified,
each with its unique ‘‘key pathogenetic
changes’’ caused by the specific abnor-
mal regulatory pathways implicated in its
carcinogenesis process.

Over the past few years, researchers
engaged in the nascent field of ‘‘inter-
actomics’’ have been busy deconstructing
these molecular machines, mapping pro-
tein–protein interactions in bacteria, yeast,
fruit flies, nematodes, mice, and humans.
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The resulting charts have exposed the func-
tions of previously mysterious proteins,
have helped drug companies hone their de-
velopment efforts, and are laying the foun-
dations for systems biology. Some proteins
appear to be rather ‘‘promiscuous’’ in
their interactions. Drugs targeting these
so-called sticky proteins have the potential to
produce troubling side effects. Pharmaceu-
tical companies, therefore, would be better
served by focusing on those molecules
that appear more selective, and by limiting
themselves only to the particular process
they are targeting.

It must be said, however, that doubts
about the validity of interactome informa-
tion remain. Although ‘‘data rich,’’ these
studies produce lower-quality results than
would a scientist who devotes years to a
single protein. High throughput means
that you do things fast, but the informa-
tion can be ‘‘data-rich and analysis-poor.’’
Again, as is true for most of Molecular
Oncology today, ‘‘the trees may not allow
us to see the woods.’’

Y2H data especially are open to ques-
tion, because the technique essentially
amounts to a genetic trick. It relies on
artificial fusion constructs: often, mere
fragments of the full-length protein are in-
troduced into cells, forced into the nucleus,
and overexpressed. False-positive results
are inevitable.

The vast majority, 93%, of yeast proteins
makes five or fewer connections, yet only
one in five such proteins is essential.

Deletion of highly connected proteins
(those joining 15 or more proteins) is three
times more likely to be lethal.

Recently, Marc Vidal’s team at the
Dana-Farber Cancer Institute in Boston
expanded this study by examining coex-
pression of genes linked by hubs. Their
conclusion: all hubs are not created equal.
Some, called party hubs, contain proteins

that interact simultaneously, whereas date
hubs contain proteins that interact at dif-
ferent times and locations.

The Dana–Farber group infers a modu-
lar architecture for the proteome, in which
date and party hubs operate at different or-
ganizational levels. Party hubs function to
assemble individual molecular complexes,
or modules. These modules, in turn, are
linked at a higher level, using date hubs.
Thus, the date hub calmodulin links mod-
ules for cation homeostasis; budding, cell
polarity, and filament formation; protein
folding and stabilization; and the endo-
plasmic reticulum.

There can be little doubt that if this
new branch of biological research (Inter-
actomes), develops to the point of not only
mapping the functional protein–protein
interactions in any given key regulatory
pathways like the TGF-beta pathway but
also predicting, on the basis of genomic
and/ or proteomic data for any given can-
cer tissue, the dynamic functional conse-
quences of the intrinsic molecular changes
observed in tumor specimens, and the
manner of their response to external ma-
nipulation by drugs or ionizing radiation,
then we can end up with truly useful tools
for both drug development and clinical
follow-up.

With so much disparate data available,
the challenge for researchers is to integrate
that information into a single ‘‘interac-
tion network,’’ and then to take decisions
relating to research and development of
new anticancer drugs. These could, for
example, be based on new visualization
tools such as ‘‘Cytoscape,’’ jointly devel-
oped by the Institute for Systems Biology
at the University of California at San
Diego, and the Memorial Sloan-Kettering
Cancer Center in New York. Cytoscape,
a technology still undergoing develop-
ment, incorporates interaction data with
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other large-scale genomic information to
build networks of cellular processes and
pathways. Through the Systems Biology
Markup Language (SBML), it can also
communicate with other SBML-enabled
programs to test mathematical simula-
tions of cellular events.

Unraveling the twisted skeins of the rel-
ative contributions of altered regulatory
pathways to the cancer phenotype of each
individual cancer can be certainly annoy-
ing. Simplicity is elegant, but it can also be
deceiving. In spite of the unquestionable
success of many reductionistic approaches
in science, we should never underestimate
complexity, as often going against non-
sense sensible arguments is just so much
blowing against the wind.

However, at this stage of knowledge,
it does seem likely, and it remains highly
desirable, that most of these key regulatory
cascades will converge into a number of
key regulatory events: the DNA replication
at multiple different sites in the genome,
the coordinated expression or suppression
of a battery of genes, the culmination of the
developmental history and cell fate of any
given clone, the progressive modification
of the biological ‘‘clock-like mechanisms’’
that drive differentiation and aging, and
the three-dimensional structure–function
relationships of chromatin.

A very simplistic, and classic Cartesian,
way to look at what happens in cancer
cells is to describe the main functional
implications of genetic events (point
mutations, deletions, translocations, etc.)
in binary terms (GF: gain-of-function; LF:
loss-of-function versus N: normal function)
in a table such as the one that I have called
‘Matrix of Targets’.

Each cancer may have, because of its own
genetic and epigenetic backup and clonal
history, a different Matrix of Targets. This
adds to the complexity of potential curative

therapies, but can eventually translate
into therapeutic combinatorial models of
several drugs or biological agents capable
of stopping the growth and proliferation
of cancer cells, reducing their invasive
or metastatic properties, or even restoring
their differentiation or apoptotic pathways.

Another way to look at things is to take
the view that certain key genetic changes
are the true and main pathogenetic mech-
anisms for any single cancer, because
these key genetic changes (e.g. the abl-bcr
fusion gene, associated with the Philadel-
phia chromosome in Chronic Myeloid
Leukemia) lead to a much wider pat-
tern of changes in gene expression, up or
down, thereby consolidating the malignant
phenotype: increased and unrestrained
cellular proliferation, loss of contact in-
hibition, lack of normal differentiation or
presence of abnormal differentiation, ge-
nomic instability, ectopic expression of
genes, angiogenic activity, acquisition of
the invasive phenotype, the ability of cells
to spread and seed at distant sites, and
so on.

These key ‘‘pathogenic genetic events’’
would drive the clonal evolution of cancer
cells in a way similar to the ‘‘evolution
genes’’ postulated by Werner Arber, ele-
gantly described in the chapter on ‘‘Genetic
Variation and Molecular Evolution’’ in this
encyclopedia.’’

There is therefore a need, in Molec-
ular Oncology, to follow very closely
the rapidly accumulating knowledge on
the molecular mechanisms that regulate
gene expression.

Identifying genome-wide regulatory mo-
tifs is problematic because of their typically
low consensus sequences. Grasping which
transcription factors bind to such motifs is
even more difficult, as numerous factors
can bind to any one motif.
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In two recent publications, Pugh and
colleagues found that only 20% of yeast
genes contained their TATA boxes, but
they were all highly regulated in response
to stresses such as heat and osmotic shock.
Such genes generally use a multicompo-
nent protein complex called SAGA, which
is one of several complexes thought to
bring the TBP to promoters. In contrast,
genes without a recognizable TATA box
appeared to use mainly another complex,
TFIID, and were less involved in respond-
ing to stress. This could be an example of
bipolar type of regulation.

Predicting gene expression from DNA
sequence, and understanding the relative
role of individual transcription factors
in the development of normal tissues
and in the oncodevelopment of cancers,
are the clear goals of these technologies.
However, these goals are still not within
immediate reach.

Although probably no two cancers are
100% identical, in the same way as no
two cancer patients are ever identical,
the rational understanding of how altered
regulatory pathways can lead to the devel-
opment and consolidation of cancer cell
clones, may provide us with some basic
patterns of regulatory circuits associated
with malignancy. To some extent these
‘‘biochemical maps’’ or ‘‘carcinogenic pat-
terns’’ may be tissue dependent.

Most of these key regulatory processes,
if not all, will have:

1. Upstream regulatory elements; for ex-
ample, membrane-bound or memb-
rane-associated.

2. Intermediate elements; cytosolic or
bound to organelles, like mitochondria.

3. Downstream elements, transcription
factors, DNA- or RNA-specific
sequences.

4. Bottlenecks, Cross talk points and
‘‘Achilles heels’’ (Oncogene Addiction
Hypothesis) of cancers.

New cancer therapies will not be di-
rected merely towards hitting the DNA
synthesizing machinery but also towards
selective targets at or downstream from
abnormally activated catalytic functions
(thereby abrogating the abnormal stimu-
latory signals), or at or upstream from
inactivated or missing catalytic functions
(switching on parallel or alternative regu-
latory pathways).

In simplistic terms, the new therapeutic
drugs should, for example, lock or inhibit
activated proto-oncogenes in their inactive
state, or somehow lock tumor suppressor
proteins in their active state, which
is the one normally responsible for
inhibiting entry into S-phase or mitosis,
or maintaining the normal differentiation
and apoptotic pathways (Fig. 3). In other
words, as regulatory proteins are usually
present in normal cells in either an
active form or an inactive form, and
the chemical equilibrium between the
two forms depends on the regulatory
microenvironment of the cell, new targeted
therapies should be able to correct, or
at least limit, the malignant phenotype
by restoring the normal balance between
stimulatory and inhibitory signals within
the cell.

This concept of regulatory pathways in-
volved in cell behavior is the basis of a
new biochemistry. Crucial alterations in
this new biochemistry, perhaps as few as
five distinct key molecular changes, may
be enough to transform a normal human
cell into a tumor cell. It appears that be-
cause of their higher complexity, human
cells are more difficult to transform than
rodent cells. Perhaps surprisingly, more
simple organisms, such as Drosophila
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Fig. 3 Hypothetical new target-oriented therapies. (a) Oncogenes as targets. The
new anticancer agents should lock the oncogenic protein in its inactive form, either
by binding to the active site, or by binding to an allosteric regulatory site; (b) Tumor
suppressors as targets. The new anticancer agents should do the opposite of what
is described above. They should lock the tumor suppressor protein into its active
form, that is, the one capable of inhibiting the cancer phenotype, by either binding
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(2004) Principles of Molecular Oncology, reprinted by permission of Humana Press.)
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melanogaster flies, very rarely develop ma-
lignant cells, in spite of their ability to
develop mutations in experimental sys-
tems. There has been no clear explanation
for this apparent paradox.

Phosphate atoms are again involved in
this ‘‘new biochemistry,’’ because protein
phosphorylation is the common end-result
of many signal pathways. It was back
in 1937 (the same year Krebs postulated
the citric acid cycle) that C. Cori and
G. Cori began their outstanding studies
on glycogen phosphorylation (the main
store of sugars in the liver of mammals).
However, it was not until 1988 that Tonks
obtained the first partial sequence of a
tyrosine phosphatase. Today, it has been
suggested that the human genome might
contain as many as 2000 kinase genes and
up to 1000 phosphatase genes.

A ‘‘normal’’ cell, under ‘‘normal’’ cir-
cumstances, probably decides nothing by
itself (there is no cellular ‘‘free-will’’), but
merely obeys orders. Normal cells can sig-
nal each other in many different ways:
through pores in the membranes (gap
junctions or plasmodesmata), or because
of specific membrane receptors that recog-
nize soluble or bound ligands (endocrine,
paracrine or autocrine mechanisms), or
in some special cases (e.g. neurones) by
synaptic transmission. However, a cancer
cell (because of mutations, amplifications,
translocations or deletions) makes mis-
takes (misinterpreting the normal orders
or even making them up for the wrong rea-
sons). And it cannot help doing so because
its software has gone badly and progres-
sively wrong. Cancer cells do not have
exactly the same underlying chemistry as
the normal cells of the body.

This makes them ‘‘strong,’’ but also,
paradoxically, makes them vulnerable to
more specific and selective combinations
of drugs.

Most of these, second, third, fourth, and
so on, intracellular messengers are binary:
they are either switched on or off (by
phosphorylation-dephosphorylation, for
example). At any one time a number of
+ and − signals travel from the cell mem-
brane to the nucleus (and, perhaps, also
backwards). These signals are irreversibly
altered in cancer cells. The normal bal-
ance between the ‘‘on’’ and ‘‘off’’ signals
is altered in cancer cells.

To reestablish the normal circuits, or to
kill the cell by misleading it into apoptosis,
we must learn to be clever, understand
these key pathways, and develop drugs
to block them or to activate alternative
complementary pathways. Thus, cancer is
a disease of regulatory pathways. There
may not be ‘‘magic bullets’’ to kill all cancer
cells. The signal transduction pathways
involved in the proliferative response to
various growth factors and mitogens are
extremely complex and interactive. They
do not act as simple linear cascades. The
so-called ‘cross talk’ is an invariable feature.
The new biochemistry is essentially the
network of sensing and signaling in cell
homeostasis.

Several key questions remain:

1. How much selectivity can we ex-
pect to achieve with new drugs that
will manipulate these complex signal-
ing pathways?

2. Will these new drugs be cytostatic, or
cytotoxic, or both?

3. How will these new drugs be ob-
tained: serendipity; rational drug de-
sign; high-throughput screening; com-
binatorial chemistry; antisense tech-
nologies; gene vectors; antigrowth fac-
tors; monoclonal antibodies?

4. Will they imply chronic therapies or
acute therapies?

5. Will they have new, and at times
unexpected, toxicities?
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6. Will some malignant clones still de-
velop resistance to signal transduc-
tion therapy?

Some of these questions can already be
answered by the available examples of tar-
geted therapies in cancer. For example,
it seems that most of the new drug enti-
ties acting on cell surface growth factor
receptors, or cytosolic downstream reg-
ulatory elements, for example inhibitors
of the EGFR (Epidermal Growth Factor
Receptor) or associated tyrosine-kinase ac-
tivities, are mainly ‘‘cytostatic’’ in vivo
rather than ‘‘cytotoxic’’; they are fairly
nontoxic (though, at times, with new un-
predicted toxicities, like acneiform skin
rashes), and are best administered on a
continuous long-term protocol.

A very competitive area at present is
in fact represented by the pharmacol-
ogy of epidermal growth factor receptor
(EGFR) targeting. EGFR signaling path-
ways play a key role in the regulation
of cell proliferation, survival, and differ-
entiation. Monoclonal antibodies, mAbs,
among which C225 (Cetuximab), and ‘‘spe-
cific’’ tyrosine- kinase inhibitors, TKIs,
like ZD1839 (Iressa) have been developed,
clearly differ in their mode of action at tar-
get level. The primary action mechanism
of C225 (a chimeric mAb) is a competi-
tive antagonism of EGFR. Independent of
the phosphorylation status of the receptor,
the EGFR-C225 complex is subsequently
internalized. On the other hand, TKIs act
on the cytosolic ATP binding domain of
EGFR by inhibiting EGFR autophosphory-
lation. Depending on the nature of the TKI,
EGFR inhibition can either be reversible,
as with drugs like ZD1839 and OSI-774, or
irreversible, as with PD 183 805.

There are still rather few published
studies dedicated to examining in detail
the various possible mechanisms of resis-
tance to EGFR targeting, irrespective of the

anti-EGFR drug considered. There is also
some confusion as to the precise cytosolic
and nuclear downstream effects following
EGFR targeting, particularly when com-
bined with conventional cytotoxic drugs.
Moreover, although some consensual find-
ings tend to suggest a link between the
level of the EGFR protein target (as de-
tected by IHC) and the intrinsic efficacy
of the targeting drug, more pharmaco-
dynamic studies in vivo are needed to
establish convincing conclusions regard-
ing EGFR levels and targeting efficacy
on which clinical strategies can be based
with confidence.

Some new, but not unexpected tox-
icities have already been described for
many of these new targeted therapies. For
example, the anti-VEGF monoclonal an-
tibody Bevacizumab (Avastin), indicated
in combination with intravenous (iv) 5-
FU based chemotherapy as first line or
second line treatment for patients with
metastatic carcinoma of the colon or rec-
tum, can result in the development of
gastrointestinal perforation (2% of cases)
and wound dehiscence, in some cases
resulting in fatality. The appropriate in-
terval between termination of Avastin and
subsequent elective surgery required to
avoid the risks of impaired wound heal-
ing/wound dehiscence has not yet been
precisely determined. Moreover, this ex-
citing new therapeutic molecule can also
cause unexpected hemoptysis, and in early
studies with squamous lung cancers, the
incidence of serious or fatal hemoptysis
reached up to 31%.

These considerations can lead to some
methodological problems in the design
of clinical trials. The primary endpoints
in phase III randomized clinical stud-
ies should remain those reflecting sur-
vival of patients, but secondary end
points should include measurable quality
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of life, disease-related symptoms, per-
formance status, and time to disease
progression.

On the other hand, primary endpoints
in phase I and II studies should include,
besides toxicity and classical pharmacoki-
netics, data on relative efficacy and sophis-
ticated in vivo pharmacodynamics, ranging
from changes in genomics (gene expres-
sion profiling) and proteomics (protein
expression, intracellular localization, and
posttranslational modifications) of key tar-
gets and downstream effector molecules
in tumors in response to the new drug.
Additional surrogate endpoints to be con-
sidered in phase II studies include rele-
vant in vivo dynamic changes on positive
emission scanning (PET), new dynamic
molecular imaging like dynamic enhanced
magnetic resonance imaging (DCE-MRI),
and other methods to quantify changes
in the growth kinetics of tumors, and for
the subset identification of cancers that re-
spond (versus those that do not respond) to
the new therapies.

3
Main Types of Molecular Markers of Cancer
Cells: Genetic and Epigenetic Changes

There are different types of tumor markers:

1. Genetic markers: In both hereditary
and nonhereditary tumors. These ge-
netic changes can be detected by
conventional DNA sequencing tech-
niques, Real-Time Kinetic PCR-based
techniques (RT-PCR), gene expres-
sion microarrays and DNA microarray-
based sequence analysis, comparative
genomic hybridization (CGH), fluores-
cence in situ hybridization (FISH), and
a variety of new rapidly evolving molec-
ular methods.

2. Pharmacogenetic markers: Pharmacoge-
netic markers are hereditary genetic
polymorphisms that may influence the
in vivo anticancer drug metabolism (ac-
tivation of pro-drugs, or de-activation),
or, perhaps from a more relevant clin-
ical point of view, the likelihood of
drug-related serious toxicities because
of inherited metabolic polymorphisms.
Thus, as an example, genetic variants in
the UDP-glucuronosyltransferase 1A1
gene products can predict the risk
of subsequent treatment-related severe
neutropenia by irinotecan, a fairly active
cytotoxic drug in colorectal cancers.

3. Cellular and tissue markers: Detected
by conventional histopathology or im-
munohistochemistry, IHC, or by more
sophisticated proteomics or genomics
technologies; for example, Kodadek
has described ‘‘protein-function ar-
rays’’ and ‘‘protein-detecting-arrays’’,
and Kononen et al. have described ‘‘tis-
sue microarrays’’ that can allow the
molecular study of several hundred
tumor specimens in a single paraf-
fin block.

4. Circulating cancer markers: The ones tra-
ditionally used in the clinic include
a variety of glycoproteins, oncofetal
antigens, hormones or pro-hormones,
tissue-related secreted products, and so
on. Some of these are (with the main
cancer types associated to increased
serum levels): CEA (colon cancer, lung
cancer, breast cancer, etc.), CA125
(ovarian cancer), PSA (prostate can-
cers), Beta-2-Microglobulin (lympho-
proliferative diseases), LDH (a nonspe-
cific marker of tumor bulk and aggres-
sive disease in Non-Hodgkin’s Lym-
phomas and other cancers), CA19.9
(pancreatic cancers and other can-
cers), CA 15.3 (breast cancer and
others), HCG-beta (nonseminomatous
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germ cell cancers), AFP (hepatocarci-
nomas and nonseminomatous germ
cell cancers), Immunoglobulin levels
(multiple myelomas), and Thyroglobu-
lin (Thyroid carcinomas). More recent
markers detectable in serum or other
body fluids (including urine, feces, spu-
tum or bronchial washings) include
DNA fragments of oncogenes, soluble
growth factor receptors (like HER-2),
cytokines (IL-6 for metastatic renal cell
carcinoma), and other substances.

Some of these markers are already used
routinely in clinical practice (e.g. several
circulating cancer markers are useful for
the diagnosis, prognosis, and follow-up of
some cancer types), while others are being
investigated as a source of important prog-
nostic information or even as predictors of
response to chemotherapy or radiotherapy
(e.g. several cellular and tissue markers).
Still others are being explored, in the
context of genetic counseling, as poten-
tially useful to screen for hereditary cancer
predisposition, for example, BRCA-1 and
BRCA-2 for breast and ovarian cancers;
RERs and several MMR genes (hMSH2,
hMLH1, hMSH6, hPMS1, hPMS2, etc.)
for families with hereditary predisposition
to colon cancer (HNPCC); and the APC
gene in families with FAP (familial adeno-
matous polyposis).

One of the most peculiar types of molec-
ular markers in human cancer cells is
the increased expression of normal or
abnormal ‘‘Telomerases,’’ and significant
progress is being made in understanding
how it works. In contrast, despite being
implicated in many important regulatory
pathways including DNA repair, protein
ubiquination and cell cycle control, the
exact mechanisms by which inactivation
of the tumor suppressor gene BRCA1 or
2 might lead to malignant transforma-
tion, particularly in families with high

risk of breast and ovarian cancers, re-
mains speculative.

5. Epigenetic markers: I shall describe very
briefly some of the described ‘‘epige-
netic’’ markers. Unless genetic ther-
apies develop to the point where it
will truly be possible to perform in
vivo some form of curative ‘‘genetic
surgery,’’ for example, either replac-
ing a missing tumor suppressor gene
with a normal wild-type counterpart,
or removing an activated oncogene,
in every single cancer ‘‘stem cell’’, or
cancer ‘‘progenitor cell,’’ and without
unbearable side effects or deleterious
long-term consequences, it is perhaps
wiser and more relevant to consider as
primary targets for therapy the epige-
netic and protein elements associated
with carcinogenesis, rather than just
the ‘‘genetic’’ elements.

We should not forget that, ever since
Paul Ehrlich described them in 1913,
the classic biochemical targets for drug
action are:

1. Inhibition of the active site of an en-
zyme (or competition with the natural
ligand of a hormone or growth fac-
tor receptor);

2. Allosteric inhibition and false feedback
inhibitors of enzymes or growth fac-
tor receptors;

3. Other inhibitors acting outside the
active center (exoinhibitors);

4. Double blockade (e.g. where pairs of
compounds are used together to block
a single biochemical pathway).

The recent progress in the physical map-
ping of the Human Genome is already
pointing toward a ‘‘Post-Genome Era.’’ Au-
tomated or semiautomated devices capable
of reading thousands of genes are already
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available. Genomics and proteomics are
here to stay, but their routine use in the
clinic obviously requires proof of efficacy
and judicious use. Apart from technical
problems inherent in these techniques,
which time will solve, there are some gen-
eral obstacles to realizing their promise:

1. the lack of genetic markers to cover
100% of all tumors;

2. the lack of knowledge about the func-
tional implications of most genetic
defects (the precise maps of these
regulatory pathways are still under in-
vestigation, and may be to some extent
tissue specific);

3. the widespread location and hetero-
geneity of many of the gene mutations
(particularly in large genes);

4. the lack of knowledge about the preva-
lence of these genetic defects in an
apparently healthy population (people
with no detectable cancer or histolog-
ically malignant lesions; for example,
presence of molecular lesions in en-
dometriosis or in apparently normal
oral or bronchial mucosa);

5. the lack of knowledge about the signif-
icance (in terms of risk of developing
cancer) of each of these genetic lesions
individually or in different combina-
tions. For example, which combina-
tions of genetic lesions are more rel-
evant to neoplastic transformation in a
given tissue?

Epigenetic markers of cancer are proba-
bly secondary and later events in most of
carcinogenesis, but their importance had
also been suspected for several decades.
The relevance of these epigenetic changes,
and particularly of changes involving the
three-dimensional conformational struc-
ture of chromatin, making it more or less
accessible to polymerases and Transcrip-
tion Factors, have enabled these markers

to gain popularity, and they can have sig-
nificant therapeutic potential.

Methylation of DNA serves as an epige-
netic method of modulating gene expres-
sion, and it has been demonstrated that
hypermethylation silences a number of tu-
mor suppressor genes including most of
the CKIs. Epigenetic mechanisms of car-
cinogenesis are increasingly coming into
focus. Recent findings indicate that aber-
rant methylation can also be detected in the
smoking-damaged bronchial epithelium
of cancer-free heavy smokers, suggesting
it as an ideal candidate biomarker for lung
cancer risk assessment, and potentially
useful for the monitoring of chemopre-
vention trials. Of 12 lung cancer cell lines
lacking a deletion or critical mutation in
Rb or CDKN2A, which codes for the CKI
p16(INK4A) protein, all were found to be
methylated at exon 1 of the CDKN2A gene.

Other studies have also shown that
underexpression of this gene CDKN2A is
frequently seen in early preinvasive lesions
of squamous cell carcinoma of the lung
and cervix.

Some recent work in Korea, at the Sam-
sung Biomedical Research Institute, sug-
gests that tumor-specific methylation of
the p16 gene, and other lung cancer-related
genes, like Ras association domain family
1A (RASSF1A), H-cadherin, and retinoic
acid receptor beta (RAR-beta) genes may
be suitable biomarkers, detectable by
methylation-specific polymerase chain re-
action (MSP), for the early detection of
nonsmall cell lung cancers in bronchial
lavage fluids of smokers.

While at least three functional DNA
methyltransferases have been identified,
the most abundant is DNMT1, which
is mainly responsible for methylation
during DNA replication. DNMT1 localizes
at replication foci, at least in part by
interacting with the proliferating cell
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nuclear antigen known as PCNA, which
is a subunit of DNA polimerase delta
(that can also bind to the CKI p21
protein). The enzyme DNMT1 catalyzes
the covalent addition of a methyl group
from a donor S-adenosyl-methionine to
the 5 position of cytosine, predominantly
within the CpG dinucleotides in highly
repeated transposable elements.

These elements are termed parasitic be-
cause of their resemblance to viral DNA
and their ability to move between different
chromosomal sites. During embryogene-
sis there is an initial generalized demethy-
lation of DNA, followed by a specific adult
pattern of methylation. While roughly half
of the 5′ promoter proximal elements con-
tain CpG islands, they are not usually
methylated in normal tissues. But cancers
display a particular pattern of methylation.
Overall they are hypomethylated, but they
do have specific regions of hypermethyla-
tion, often associated with regions rich in
tumor suppressor genes.

Several molecular variations of deoxy-
cytidine have been developed to inhibit
DNMT1, each modified at position 5 of
the pyrimidine ring, and these have been
reviewed recently. Four agents have been
employed clinically: 5-azacytidine (azaciti-
dine), 5-aza-2′-deoxycytidine (decitabine),
1-beta-D-arabinofuranosyl-5-azacytosine
(fazarabine) and dihydro-5-azacytidine
(DHAC). These agents are not new. Some
are almost 40 years old, but other analogs
such as ara-C and gemcitabine (already in
clinical use as anticancer agents) do not
inhibit methylation of DNA.

Because methylation of CpG islands in
promoter-proximal regions is uncommon
in normal cells, normal gene expression
should be largely unaffected by these
agents. But, at least in some leukemic
cells, decitabine has also been found to
increase the expression of the multiple

drug resistance MDR1 gene product, and
this could be clinically counterproductive.

Some studies with these inhibitors go
back to the 1980s, for example the EORTC
studies with decitabine, and others have
been completed more recently. In general,
response rates to these agents in solid
tumors have been rather low, but more
promising results have been obtained
in hematological malignancies. Toxicities
have been similar to conventional cytotox-
ics: granulocytopenia, thrombocytopenia,
alopecia, nausea, vomiting, and diarrhea.
The reason why these drugs have not yet
translated into better clinical outcomes,
in spite of a sound biological basis for
their activity in human malignancies, is
not clear.

Acetylation and deacetylation of histones
can also provide new insights into how to
modify the gene expression patterns of
normal and cancer cells.

Methylation of DNA has been shown
to induce recruitment of histone deacety-
lase, which inhibits transcription, and
agents have been devised that inhibit this
deacetylase. The combination of a DNMT
inhibitor and a histone deacetylase in-
hibitor might be a logical way to activate
tumor suppressor gene expression (e.g.
CKIs), and a number of preclinical studies
are in progress.

Chromatin is no longer considered to
be a passive scaffolding for nuclear DNA.
At the heart of chromatin’s structure
is the nucleosome, a complex of DNA
wound around an octamer containing two
molecules each of histone proteins H2A,
H2B, H3, and H4. Histones contain two
distinct domains. These are: the protein’s
amino-terminal tails, which protrude from
the nucleosome core, rich in charged
amino acids such as lysine and arginine
residues; and the globular histone core
domain that is mainly responsible for the
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histone : histone interactions involved in
nucleosome formation.

A number of posttranslational modifi-
cations occur in the histone tail domain,
including acetylation, phosphorylation, ri-
bosylation, methylation, ubiquitinylation,
and glycosylation. Of these, the most
widely studied is the acetylation of hi-
stone tail domains on specific lysine
residues.

The steady-state levels of histone acety-
lation in the cell are maintained by a
delicate balance between the action of
histone acetyltransferases (HATs), and hi-
stone deacetylases (HDACs).

A number of methodological break-
throughs have allowed a better understand-
ing of this process. Tightly compacted
nucleosomes forbid general transcription
factors, such as TFIID and RNA poly-
merase II holoenzyme, from interacting
with promoter sequences of specific genes.
It is becoming clear that many tran-
scriptional activators actually direct two
different types of chromatin remodel-
ing enzymes to specific promoters: an
ATP-dependent remodeling enzyme and
a histone acetyltransferase.

The field of chromatin research was
revamped in 1996 when C.David Allis
and colleagues published evidence that
the yeast Gcn5p protein, already known
to positively regulate gene transcription,
was actually a HAT. This acetylation
may induce a conformational change that
weakens nucleosomal DNA : histone inter-
actions, making the DNA more accessible
to transcription factors. Many other tran-
scriptional coactivators have also been re-
cently found to contain HAT activity. Other
studies have identified several HDACs (in-
cluding the mammalian HDAC 1 to 8),
as well as large multiprotein complexes,
including the so-called RbAp-46 and 48

(retinoblastoma and histone binding pro-
teins), that can undo histone acetylation
and modify gene expression.

Recently, Strahl and Allis have proposed
the existence of a ‘‘histone code,’’ whereby
nonhistone proteins read the patterned
display of various modifications on one or
more histone tails, resulting in the regula-
tion of downstream transcriptional events.

Considering all this new knowledge, it
should come as no surprise that HATs and
HDACs have also become potential targets
for cancer therapy. They appear to act as
both oncogenes and tumor suppressors,
depending upon the genetic and epige-
netic contexts. One interesting example
is the variety of chromosome transloca-
tions, (often an undesired consequence of
previous cytotoxic chemotherapy), that can
affect the mixed lineage leukemia (MLL)
locus. Thus, a MLL-CBP fusion protein
maintains the HAC activity of CBP, and it
can be highly oncogenic as a result of the
specific targeting of the fusion protein to
certain genes.

The field of HATs and HDACs modu-
lating drugs is promising, but highly com-
plex. To achieve selectivity, HATs must
be highly targeted to specific genes, and
this targeting depends on several structural
protein motifs such as ‘‘bromo domains’’
and ‘‘PHD’’ fingers.

Allosteric inhibitors might be more se-
lective and clinically useful than active
site inhibitors. But traditionally, chemists
have learnt how to develop suitable phar-
macological compounds to interfere with
active sites and substrate binding, rather
than to interfere with the allosteric prop-
erties of a regulatory protein, or protein
complex. Even modern automated or semi-
automated ‘‘high-throughput’’ screens are
usually designed for compounds affect-
ing enzyme activity, rather than for those
altering protein–protein interactions.
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This is a major challenge for the whole
field of new anticancer drugs development.
Learning how to modify the allosteric
properties of oncogenic proteins should
become an important aspect of anticancer
drug research.

4
The Era of ‘Targeted Therapies’

4.1
Threats and Opportunities

Although the term ‘‘target-oriented thera-
pies’’ has only recently been popularized
in oncological literature, it must be ac-
knowledged that hormone receptors (e.g.
estrogen receptors in breast cancer, and
testosterone receptors in prostate can-
cer) have been used as therapeutic tar-
gets by clinical oncologists for a rather
long time.

In fact, even the antimetabolite 5-
fluorouracil (5-FU), that is a common con-
stituent of many conventional chemother-
apy protocols (in 2002, for example, over
2 million patients with cancer were treated
worldwide with this drug), was chemically
synthesized back in 1957 by Heidleberger,
but can also be regarded as a biochem-
ically targeted molecule. This is because
5-FU’s activity is based on the observation
that uracil is preferentially used by cancer
cells, and that fluorinated analogs of this
base might ‘‘selectively’’ inhibit the func-
tioning of DNA and RNA in cancer cells, by
forming stable ternary complexes with the
enzyme thymidylate synthase (TS), result-
ing in thymidine starvation and inhibition
of DNA synthesis.

4.1.1 Threats
From the therapeutic research point
of view, the real impact of Molecular

Oncology is that it has provided us with
many more potential targets for drug dis-
covery than we can handle with our present
ability to understand the real priorities, and
our capacity to develop valid anticancer
drugs in a relatively short period of time.
As we move toward this new exciting era
of cancer therapies (‘‘Targeted Therapies’’)
we face several key problems:

1. Current cytotoxics have a very limited
curative potential, except in rare can-
cers.

2. Most current cytotoxics are relatively
‘‘old drugs’’ and their patents are
running out. New anticancer drugs are
needed in the short term.

3. There seem to be more ‘‘potential
molecular targets’’ for therapy than true
industrial capacity to develop new effec-
tive drugs in the short term. In general,
once the relevant oncoprotein is identi-
fied and purified, gene cloning allows
the production of sufficient quanti-
ties to allow the determination of its
main molecular mechanisms (catalytic
or regulatory) and its three-dimensional
structure. Appropriate molecules (e.g.
those developed by empirical methods
like high-throughput screening or by
rational drug design) can then be tested
in vitro and in preclinical models to de-
termine their activity and toxicity, phar-
macokinetics and pharmacodynamics.
More and more oncological units will
be devoted to clinical testing of new
drugs, and cancer research is likely
to undergo a rapid growth, provided
enough resources are made available.
It could, perhaps, prove globally more
rewarding to concentrate on normal
regulatory proteins (e.g. upstream on
the cell membrane, cytosolic or associ-
ated to organelles, like mitochondria or
proteasomes, or at downstream ‘‘bottle-
necks’’, or points of ‘‘cross talk’’) than
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on mutated oncoproteins. The problem
in this case, however, is that inhibi-
tion of normal downstream regulatory
oncoproteins might prove more toxic
than selective inhibition of mutated on-
coproteins, or inhibition of upstream
membrane-bound regulatory elements.
Clinical oncologists, on the other hand,
are well trained to cope with important
toxicities, and highly effective methods
to reduce nausea and vomiting, or drug-
induced myelosuppression and serious
infections have been developed over the
past 15 years.

4. The average cost of bringing a new
anticancer drug to market is still around
500 to 800 million US dollars, and
the time from discovery to the market
remains around 10 to 15 years. Both
need to be considerably reduced.

5. New ‘‘target oriented’’ therapies will
probably be more effective, and less
toxic, but also more narrow in their
indications, thereby limiting their po-
tential markets.

6. New targeted therapies will require
more sophisticated diagnostic tools
than conventional cytotoxic chemother-
apies, in order to correctly identify the
right subset of patients most likely to
benefit from such therapies. Conven-
tional histopathology or immunohisto-
chemistry (IHC) will not be enough
to achieve this. This will add to over-
all costs.
High levels of c-erbB-2 expression or
c-erbB2 amplification must be used (by
IHCS or FISH) to identify patients for
whom Herceptin may be of benefit, but
even in this group of patients only some
50% will show objective responses to
the combination of Herceptin plus
chemotherapy (30% if chemotherapy
alone is used). The reasons for this
are unclear. Theoretically, Herceptin,

by interfering with signal transduction
emanating from HER-2 (again, locking
the oncogenic molecule into an inactive
or less active form) should reduce
the potential proliferative competitive
advantage of cancer cells in comparison
with normal cells.
However, the additive or synergistic
effects of cytotoxic drugs could be
caused by as-yet-unknown effects of
these drugs downstream on the sig-
naling pathway. As a matter of fact,
other inhibitors of EGFR (for exam-
ple, inhibitors of the EGFR associated
tyrosine-kinase activity), such as gefi-
tinib, have not so far shown any signif-
icant survival benefit when used in the
treatment of nonsmall cell lung cancer
patients, in combination with platinum-
based cytotoxics.
Moreover, the relationship between tu-
mor marker levels and sensitivity to
new therapies may not be linear, or
may depend on yet unknown circum-
stantial factors.
For example, HER-2 inhibitors (in the
case of Trastuzumab) can induce objec-
tive response rates in breast cancer pa-
tients, but often without clear evidence
of a dose–response relationship in their
response or survival, or in adverse
events. The main predictor of response
may be the degree of expression of the
target molecule, as well as the intrinsic
relevance of this target molecule to the
cancer phenotype. Thus, response rates
for single agent Trastuzumab in 111 as-
sessable patients with metastatic breast
cancer was 35% for patients whose tu-
mors showed a 3+ staining of HER-2
by IHC, as compared to 0% for the case
of tumors with only a 2+ staining. This
suggests an interesting nonlinear re-
lationship between marker expression
and clinical response. The message, as
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linguists have known for a long time, is
that: ‘the same word in a different con-
text can give the final sentence a very
different meaning’.
Thus, drug companies are well ad-
vised to present their phase II and III
clinical studies with adequate and com-
prehensive biochemical (genomic or
proteomic, or both) pharmacodynamic
data to fully persuade health authori-
ties and clinicians about the benefits
of the new therapeutic agents, and the
indications for their use.

7. The applications of pharmacodynamics
are becoming increasingly important.
We should be able to measure, in
any given tumor, the direct and indi-
rect genomic and proteomic effects of
whatever changes a new drug is pro-
ducing, or is meant to produce. We
should also be able to put this usu-
ally complex type of information into
some kind of model, so that it can
be extrapolated to other tumors with
different molecular compositions. Not
an easy task, but one of the most
exciting challenges ahead. Sound un-
derstanding of clinical and biological
knowledge, as well as intuitive par-
allel thinking, good communication
skills and an open collaboration within
multidisciplinary teams can be re-
ally helpful. Paul Workman (2004) has
suggested an ‘‘Audit Trail’’ for each
new ‘‘target oriented’’ anticancer drug
in development:

– Is the target expressed and is the
pathway active? It is important to
understand the relationship among
target expression, pathway activity,
and response to a therapeutic agent.

– Are sufficient concentrations achieved
in plasma, blood, and tissues? Obvi-
ously, if for pharmacokinetic rea-
sons adequate concentrations of the

drug are not achieved in animal
studies, or in patients in phase
I studies, it is pointless to pro-
ceed forward with that particular
drug structure.

– Is there activity on the desired molec-
ular target? For example it is com-
mon, when studying the activity of a
particular kinase inhibitor, to assess
the phosphorylation of a down-
stream substrate. Lack of activity
on the target can be a reason for
lack of therapeutic benefit, though
it must be said that some of the new
target-oriented therapies can lead to
clinical benefit by apparently acting
on targets (e.g. with similar ‘‘ac-
tive sites’’) not previously foreseen
or identified.

– Is there modulation on the desired
molecular target? It may be useful
also to look at ‘‘off-target effects,’’
since the in situ regulatory feedback
circuits can lead to unexpected
biochemical changes.

– How can we achieve the desired bi-
ological effect? For example, which
regulatory pathway (cell cycle con-
trol, apoptosis, necrosis, etc.) is to
be predominantly interfered with?

– Is a clinical benefit seen (in objective
tumor response, growth inhibition,
time to disease progression, survival)?

– Finally, but very importantly, is the
molecular target really key in the
pathogenesis of that particular can-
cer? If so, as seems to be the case,
for example, for the abl-bcr fused
genes in CML, or the EWS gene
translocations and rearrangements
observed in many human sarcomas,
then hitting the target per se would
have beneficial therapeutic conse-
quences. Otherwise, only one target
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will not be enough, and multitar-
geting will be required for good
clinical efficacy.

8. Some form of dynamic and efficient
(‘‘parallel or sequential’’) coordination
of projects between Diagnostics and
Pharmacology, and vice versa, is also
highly desirable. Clinicians are already
faced with increasing numbers of dif-
ficult therapeutic choices, and it would
be naive to believe that this increasingly
complex decision-making process will
be based exclusively on simple classical
clinical or pathological characteristics
such as the age of the patient, per-
formance status, TNM stage (which
describes the degree of local or distant
growth and spread of the tumor), and
conventional histopathological degrees
of differentiation (SBR in breast cancer,
or Gleason score in prostate cancers).

Let us look, for example, at the present
clinically complex situation in two very
common cancers:

1. Colon cancer: The introduction into
clinical practice of 5 new drugs – the
cytotoxics Irinotecan and Oxaliplatin,
the oral cytostatic Capecitabine, and the
monoclonal antibodies Cetuximab (an
antagonist of EGFR), and Bevacizumab
(best described as an inhibitor of an-
giogenesis that ‘‘traps’’ VEGF) – , in
addition to the old classic antimetabo-
lite ‘‘5-Fluorouracil,’’ has dramatically
increased the number of possible per-
mutations and combinations of all
active drugs in metastatic colon can-
cer to the extraordinary figure of 720
possible choices.

2. Breast cancer: A special case of targeted
therapies is that of endocrine therapies
for cancer, which actually constitute
the first historical example of targeted

therapies. For example, inhibition of
estrogen (in breast cancers), or testos-
terone (in prostate cancers) action or
production can probably be regarded as
the first examples of anticancer-targeted
therapies. Beatson first observed tumor
regression of breast cancer in some pa-
tients following oophorectomy in 1896,
but it was not until some 60 years later
that estradiol receptors were identified
by following the localization of radioac-
tive estradiol in the immature rat. How
hormones influence growth and behav-
ior of malignant tissues was not known
in those days, and even today a lot of
questions remain unanswered.

Approximately two-thirds of all breast
cancer patients have estrogen-receptor
positivity in their tumor, and about half
of them respond to endocrine therapy,
at least initially. The reasons why the
other half or so of patients with estrogen-
receptor-positive tumors do not respond
to endocrine therapies are rather complex
and not completely understood.

Somewhat similarly, at least 80% of
prostate cancer sufferers initially respond
to androgen withdrawal, but regretfully
the mean treatment response duration in
prostate cancer is only about two years.
Both types of endocrine therapy have
both cytostatic and cytotoxic properties for
cancer cells. Perhaps surprisingly, neither
estrogen receptors (ER) nor androgen
receptors (AR) have been described as
proto-oncogenes, even though, at least
theoretically, their mutation into activated
forms could lead to some competitive
advantage to affected cells. The truth is
that, in contrast to the large numbers
of missense AR mutations that have
been found in association with androgen
insensitivity syndromes, there do not
seem to be many AR mutations that
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predispose to human prostate cancer,
with the exception perhaps of a missense
mutation present in the germline of 0.33%
of the Finnish population and 1.91% of
Finnish prostate cancer patients.

For many years, Tamoxifen, a drug that
binds the estrogen receptor with high
affinity and that globally acts as a partial
agonist/antagonist, was the only oral en-
docrine therapy available for most breast
cancer patients, with estrogen-receptor
positive tumors. Now, however, the emer-
gence of several new antiestrogens (the
so-called Aromatase Inhibitors, for exam-
ple, of which three different molecules
have already been approved for market-
ing), and some clinical studies suggest-
ing that LHRH-agonists may be equally,
or more, active than conventional low-
intensity chemotherapy (like CMF) as
adjuvant therapy in young premenopausal
women, has made decision-making al-
gorithms significantly more complex for
both clinical oncologists and breast can-
cer patients.

For example, as recently reviewed by
Hortobagyi, with regard to conventional cy-
totoxic chemotherapy for breast cancer we
have gradually learnt, over more than three
decades of work, that the use of CMF (cy-
clophosphamide, methotrexate, and 5-FU)
as ‘‘adjuvant chemotherapy,’’ following
primary breast surgery (to treat potential
microscopic residual or metastatic dis-
ease), can reduce the odds of cancer recur-
rence by some 23.5%, and of cancer-related
death by 17%. The use of anthracycline-
containing regimens, though usually more
toxic and associated with iatrogenic hair
loss (alopecia) and potential cardiotoxicity,
improves results by another 11 and 12%
for odds of recurrence and death, respec-
tively. Finally, the introduction of taxanes
(that alter microtubular assembly in divid-
ing cells, among many other biochemical

changes) in addition to anthracyclines may
result in a relative reduction in odds of
recurrence, compared with no adjuvant
systemic therapy, of some 40 to 60%, de-
pending on age and hormonal status of
the patient.

If tamoxifen, the partial agonist/antago-
nist of estrogen, is used alone as adjuvant
therapy in postmenopausal women with
estrogen-receptor postive breast cancers, a
five years duration of treatment implies a
reduction in the risk of local cancer relapse
of close to 47%, and an impressive 26% re-
duction in the risk of cancer-related risks. A
more recent large study, conducted by the
National Cancer Institute of Canada, has
shown that if five years of Tamoxifen, in a
premenopausal estrogen-receptor-positive
group of breast cancer patients, are fol-
lowed by five years of an oral aromatase
inhibitor called ‘‘Petrozole’’ (that effec-
tively acts as a peripheral ‘‘antiestrogen’’),
the risk of local relapse of cancer is re-
duced by between 43 to 53%, depending
on axillary lymph node status, with a 46%
reduction in the risk of contralateral breast
cancers, and a fairly significant increase in
disease-free interval (and perhaps overall
survival), as compared with the group of
patients receiving tamoxifen alone.

To make matters even more complicated
on the subject of hormonal treatments of
breast cancers, a recent study with a dif-
ferent aromatase inhibitor (exemestane)
has shown that three years of tamoxifen
followed by two or three years of ex-
emestane, produces better clinical results
than the conventional five years of adju-
vant Tamoxifen.

Bearing in mind these results and
other considerations, even nonclinicians
will easily understand why explaining
the various treatment options to can-
cer patients and relatives, together with
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adequate explanations on primary treat-
ments, like the radical surgical approach
(e.g. mastectomy), versus the conservative
(e.g. ‘‘tumorectomy plus radiotherapy’’)
approaches, or the new ‘‘sentinel node’’
technologies (e.g. to spare radical axillary
lymph node dissection), tend to occupy
increasing amounts of time during the ini-
tial clinical consultation, and are becoming
one of the most difficult tasks for all clinical
oncologists.

Conclusion on the threats Unless we find
new and more efficient (faster and less
expensive) ways to develop new anticancer
drugs, and new and more rational (as well
as more practical) criteria for using them
in combination, the majority of health
systems will simply be unable to cope
with the expected ‘‘avalanche’’ of new
medications.

Professionals will soon be in difficulty
when deciding on which combination of
drugs to use in any given patient, and in
exactly which combination or sequence.
Patients themselves (gradually better in-
formed, and naturally keen to actively
participate in the therapeutic decision pro-
cess) will become more confused, and
perhaps more vulnerable to biased in-
formation or misinformation; and, last
but not least, many, if not most health
providers may eventually be unable to pay
for all new drugs and procedures, consid-
ering the ever-increasing costs.

If we also add the rapid demographic
changes (that lead to an elderly population
with many more cancers) in the developed
world, and the increasing political pressure
to control pharmacy costs, we come to the
inevitable conclusion that dealing with the
cancer problem is bound to get initially
more complex and expensive, before it
becomes rationally more manageable and
less expensive.

Molecular Oncology has a lot to do
with all this, both as a partial cause of
the problem, and as a possible rational
solution in the mid- to long-term.

More should probably also be spent on
prevention/early detection, and research
on ‘‘chemoprevention.’’ Thus, health au-
thorities may soon ask themselves whether
it makes sense to increase by 20to 40%
the overall costs of treating, for example,
metastatic colon cancer or advanced lung
cancers, to gain only a year or less of
overall survival, rather than adopting more
aggressive policies to induce people to un-
dergo more regular colonoscopies,, under
sedation, from the age of 50 (say, three
times in a lifetime, at 50, 60, and 70 years
of age, in the absence of high risk factors)
or to simply quit smoking.

The case of AIDS is a good example.
Besides a better general knowledge and
control of risk factors in the populations
at risk, at least within the developed
world, the introduction into the clinic,
well over a decade ago, of ‘‘expensive’’
combinations of new antiretroviral oral
therapies has dramatically increased the
life expectancy of HIV-infected cases, from
3 to 5 years at first, to an almost normal
life expectancy or, in any case, well over
15 years of life. In this case, chronic
expensive therapies ‘‘make sense,’’ and are
easily justifiable, even to the most rigorous
and cost-conscious public health systems.
Even under these favorable circumstances,
given the fact that the HIV retrovirus
in most infected patients often produces
several mutant molecular forms each day,
the problem of drug resistance remains.
This justifies the molecular sequencing of
the genome of HIV mutants and, based on
the genetic variations detected, changing
the individual medication to other suitable
antiretroviral drugs, or putting the patient
into new drug testing programs.
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4.1.2 Opportunities

1. The activity of many of the cytotoxic
agents used in clinical practice to-
day was first detected by traditional
screening methods, as in the case of
murine leukemias (L1210 and P388)
and murine solid tumors. But these cy-
totoxic drugs were essentially designed
to interfere with DNA or chromosomal
replication, because we were ignorant
of the molecular basis of cancer.

2. As explained in this chapter, we are
beginning to have enough information
on the precise molecular mechanisms
involved in the regulation of ‘‘cell
behavior’’ (benign or malignant), and
we shall soon be prepared to classify
all the ‘‘players’’ (regulatory proteins)
into ‘‘processes’’ (regulatory pathways
in disease).

3. It is now possible not only to tell which
are the key players in each pathway,
but also how each pathway is organized
(from upstream to downstream), and
where we should intervene therapeuti-
cally to correct the malignant behavior
of tumor cells (e.g. inhibiting angio-
genesis, cell growth or the metastatic
process), or to eradicate malignant
cell clones (by facilitating senescence
and/or apoptosis, or by stimulating the
destruction of tumor cells).

4. In simplistic terms (see Fig. 3 for
graphic explanation) the new therapeu-
tic drugs should either:

– block or inhibit activated proto-
oncogenes in their inactive state,
like Gleevec in the case of several
Tyrosine Kinases, for example; or

– considering the fact that most regu-
latory molecules have binary states
(active/inactive), somehow lock or
stabilize tumor suppressor proteins

in their active state, which is the one
normally responsible for inhibiting
entry into S-phase or mitosis, and
for maintaining the normal differ-
entiation and apoptotic pathways.

5. In other words, as regulatory proteins
are usually present in normal cells
in either an active form or inactive
form, and the chemical equilibrium
between the two forms depends on
the regulatory microenvironment of the
cell, new targeted therapies should be
able to correct, or at least limit, the
malignant phenotype by restoring the
normal balance between stimulatory
and inhibitory signals within the cell.

6. Examples of these new types of ‘‘onco-
gene inhibitors’’ drugs are either al-
ready on the market (e.g. Gleevec or
Herceptin), or in development (EGFR
inhibitors, VEGF inhibitors).
The case of tumor suppressor genes is
more complex, because the ideal ther-
apy in these cases, where the problem
is usually a loss-of-function mutation
of the promoter (e.g. a deletion or
a hypermethylation), would be a ge-
netic replacement of the wild type.
However, because of mainly techni-
cal reasons (lack of suitable vector,
inefficiency of the transformation sys-
tems, lack of stability of ‘‘transfected
cells,’’ danger of oncogenetic transfor-
mation by retroviruses, etc.), the truth
is that the original research enthusi-
asm of the 1990s regarding the clinical
therapeutic application of genetic ther-
apy programs no longer exists, even if
new approaches and new techniques
are under active investigation. How-
ever, as I postulated in the Second
Edition of ‘‘Principles of Molecular On-
cology’’ (Humana Press, N.J., 2004) and
also in this article, there is a possibil-
ity of developing low-molecular-weight
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drugs capable of inhibiting the ‘‘inacti-
vation of tumor suppressor function,’’
for example, inhibitors of Rb phospho-
rylation or activating ‘‘cryptic’’ tumor
suppressor functions.
Because of the presence of either wild-
type or mutant p53 protein in most
human tumors, the restoration of en-
dogenous p53 function in cancer cells
by small-molecular-weight compounds
(as shown by Bykov et al, 2002), or by
the in vivo delivery of transducible, pro-
teolytically stable p53C’ d-peptides such
as RI-TATp53C’ (as recently shown
by Snyder et al, 2004) have become
promising new approaches to can-
cer therapy.

7. In this way, we can hope to eventually
reduce the number of potential thera-
peutic targets from several hundreds to
perhaps only twenty or thirty major pri-
mary targets. Most of these processes,
if not all, will have upstream regula-
tory elements (e.g. membrane-bound
or membrane-associated), intermediate
elements (cytosolic or bound to or-
ganelles, like mitochondria) and down-
stream elements (transcription factors,
DNA- or RNA-specific sequences). A
critical and exciting phase will be the
development of models based on the
abnormal circuitry of regulatory path-
ways in cancer cells. This would help us
to find the ‘‘Achilles heel’’ of the par-
ticular cancer (Weinstein, 2002), or the
right combination of targets to tackle.

The main targets for cancer therapy
identified so far can be summarized
as follows:

Angiogenesis Biological process that le-
ads to the formation of new blood vessels,
and that involve the proliferation of
endothelial cells and their morphological

association into functional capillaries. The
‘‘angiogenesis switch’’ refers to the set of
changes in gene expression and protein
function that can change the natural local
tissue balance between ‘‘inducers and
inhibitors of angiogenesis,’’ for example,
secretion of growth factors like FGF
(Fibroblast Growth Factors) or VEGF
(Vascular Endothelial Growth Factors), or
changes in membrane receptors associated
with the malignant invasive phenotype and
growth of tumors.

Hypoxia-inducible factors (HIF), cy-
tokines, cellular adhesion molecules
(CAMS) like the Integrins family, or
secreted proteases like the metallopro-
teinases (MMPs) can also alter the an-
giogenic phenotype of tissues.

A great variety of molecules produced by
normal mammalian cells can inhibit an-
giogenesis, such as thrombospondin, an-
giostatin, endostatin, tumstatin, arresten,
and vasostatin. Of the approximately 200
compounds with antiangiogenic activity
described so far, several are already in
clinical testing, but we are only really be-
ginning to unravel the complexities of the
subject, particularly in humans.

One of the most promising approaches
is the use of humanized monoclonal
antibodies with the capacity to inhibit
binding of VEGF to its receptor, or other
inhibitors of VEGFR activation. VEGF-A
is a highly specific, selective mitogen for
vascular endothelial cells in vitro, and is
produced in vivo by many tissues.

For example, Bevacizumab, a human-
ized monoclonal antibody against VEGF,
has already shown reasonably good results
in clinical testing up to phase II and phase
III studies. It has shown modest activity
in breast cancer, but significant prolonga-
tion of the time to progression of disease in
metastatic renal cancer and, when added to



528 Oncology, Molecular

cytotoxic chemotherapy, it significantly im-
proved survival in patients with metastatic
colorectal cancers.

Antiangiogenic therapies would no
doubt be ideal adjuncts, or complementary
long-term therapies, to primary surgi-
cal treatments or to chemo-radiotherapy
programs. They should also reduce the
problems of resistant phenotypes, consid-
ering that these new endothelial cells are
normal, and have genomic stability.

‘‘Angiolytic’’ substances such as Ad-
herins and Integrins, which are inhibitors
of the function of several cellular adhesion
molecules, are also under investigation.
In principle, they are capable of disrupt-
ing preexisting tumor blood vessels in vivo,
thereby leading to interruption of the blood
supply, and necrosis of the tumors.

Apoptosis Apoptosis is a biological pro-
cess that describes the complex mecha-
nisms of ‘‘programed cell death,’’ even-
tually leading to endonuclease driven
fragmentation of DNA and chromatin
by a number of Caspase-dependent or
Caspase-independent biochemical events.
Although the mitochondrial release of
cytochrome-C appears essential for at least
some caspase-mediated events, mitochon-
drial-independent activation of caspases
via activation of the Fas-FasLigand path-
ways (also known as CD95, or APO-1
pathways) is also reasonably well defined.
The mitochondria are currently seen as
an important convergence point for a
number of pro-apoptotic or antiapoptotic
members of the so-called Bcl-2 family of
proteins. However, the recent enthusiasm
for ‘‘apoptosis’’ as the main, or only, mech-
anism of tumor cell death can be prudently
questioned on several grounds. Except in
cells of lymphoid origin, apoptosis is a rel-
atively insignificant mode of cell death for

most cells in solid tissues, and experimen-
tal conclusions based on measuring the
extent of cell kill by cytotoxic agents, rather
than on true effects on clonogenic survival
of tumor cells, can be misleading. Thus,
despite the seemingly strong case that cells
die from cancer treatments (chemother-
apy or radiotherapy) because of apoptosis
chiefly controlled by wild-type p53, much
current data do not appear to fit with this
simple hypothesis. On the other hand, it
seems reasonable to expect that unless new
drugs are capable of inducing cell death (by
necrosis or apoptosis), the therapeutic ef-
fects will be mainly ‘‘cytostatic’’ rather than
‘‘cytotoxic.’’

Clinicians, and patients of course, like
to see tumors ‘‘shrink’’ or, ideally, to
‘‘disappear,’’ rather than just stay ‘‘more or
less the same,’’ with ‘‘stabilization’’, that
is, no clear tumor growth but no tumor
size reduction either.

Binary state (of regulatory molecules) In
ancient Chinese philosophy and medicine,
the Universe we live in was clearly a
model of the binary nature of things. For
example, ‘‘cold’’ was considered to be a
‘‘Yin’’ pathogenic factor, and its nature is
to slow things down. On the other hand,
‘‘heat or fire’’ was considered a ‘‘Yang’’
pathogenic factor, causing expansion and
increased activity. In a similar sort of way,
all biochemical regulatory proteins can be
present at any one time in an ‘‘on’’ or
‘‘off’’ molecular form, with regard to one
or more of their functions.

This ‘‘Yin’’ or ‘‘Yang’’ effect will depend,
for the normal wild-type forms of regula-
tory proteins, on the regulatory microenvi-
ronment, and the possible conformational
changes (usually allosteric) produced by
a number of enzyme activities includ-
ing phosphorylation/dephosphorylation,
acetylation/deacetylation, farnesylation/
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defarnesylation, methylation/demethylat-
ion, and so on.

Cell Cycle Checkpoints: Mammalian
cells can remain quiescent (in Go phase
of their cell cycle) for long periods of time,
but the right combination of growth factors
can induce them to enter G1 and then, if no
impediment occurs, progress through S-
phase (DNA replication), G2, and mitosis,
and complete their cell division. Tumor
doubling times can show tremendous
variations. For example, some 60% of
human breast cancers show tritriated
thymidine incorporation rates and labeling
indices of less than 4%, indicating a
rather slow doubling time of tumor cells,
but the rest of the breast cancers can
show labeling indices between 4 and
41%. No doubt this reflects the molecular
heterogeneity of breast cancers. The best
and more selective anticancer drugs of the
future, in this cell cycle setting, would
have to tag specific cyclins (e.g. cyclin
D1 and cyclin E, that can act as de facto
potent oncogenes) for degradation. Recent
research points towards a key role for
Cyclin E in breast cancer, and Cyclin
D1 in some non-Hodgkin’s lymphomas
and in colon cancer, where they act as
potent oncogenes. Alternatively, marked
cytostatic effects should be produced
by new drugs designed to stimulate
the activity of selective CKIs (Cyclin-
dependent kinase inhibitors), or to lock
crucial downstream elements (like the
retinoblastoma protein complex) that act
as de facto tumor suppressor genes, in
order to enable them to maintain their
active roles as cell cycle inhibitors.

Cell shape Surprisingly little systematic
research has been published to establish
the molecular links between ‘‘cell shape’’
and ‘‘cell behavior.’’ Yet it makes sense to
assume that both are related. For example,

most differentiated epithelial cells adopt
a rectangular or polygonal shape, and
display a marked polarity (from their
attachment to the basement membrane,
to the opposite membrane surface on the
lumen), as well as a solid cytoskeleton,
parallel anchorage to neighboring cells,
abundant cytoplasm and endoplasmic
reticulum, and low, if any, migration
capacity. They also display a low rate of
proliferation (except at special sites like
the intestinal crypts, where they change
shape anyway). In general, as cells take
a spindle shape (epithelial-mesenchymal
transition, or vice versa), they become
more potentially mobile and proliferative.
Finally, blood cells tend to be round, with a
high nuclear/cytoplasm ratio, and are both
more mobile and more likely to undergo
cell division if stimulated.

The so-called blast cells, in leukemias
and lymphomas, and also in undiffer-
entiated or poorly differentiated carcino-
mas, show similar changes in shape,
nuclear/cytoplasmic ratio, mobility, and
high- proliferative activity.

Downregulation of ‘‘adherens junc-
tions’’ (AJ) assembly by mutations, hyper-
methylation, or transcriptional repression
of the adhesion molecule E-Cadherin, have
been described in several malignancies,
and particularly in human diffuse gas-
tric carcinomas, lobular breast cancers and
familial gastric cancers. In many ways, E-
cadherin behaves as a tumor suppressor
gene, while beta-catenin behaves as a po-
tentially potent oncogene. Thus, when the
ratio of free cytoplasmic beta-catenin is too
high, because (for example) of loss of E-
cadherin, or because of APC mutations, an
excess of beta-catenin is free to travel to the
nucleus. This leads to the overexpression
of a set of transcription factors (TCF/LEF),
and of potent oncogenes such as cyclin D1
or c-myc.
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When the intracellular levels of another
important protein regulator (named snail)
rise above a certain threshold, there is usu-
ally active repression of the transcription of
the E-cadherin gene, and a promotion of the
so-called epithelial-mesenchymal transition·
(EMT), that leads polygonal/epithelioid-
shaped cells to convert into spindle/round
type of cells.

Chemoprevention Chemoprevention is
‘‘the treatment of carcinogenesis, its pre-
vention, inhibition or reversal.’’ The term
‘‘chemoprevention’’ is controversial. Some
may confuse the term ‘‘chemo’’ with
‘‘chemotherapy’’, and ‘‘prevention’’ may
not be the best word to define ‘‘early de-
tection’’ of cancer biomarkers. The subject
is bound to grow very rapidly, both in
terms of the identification, validation, and
clinical relevance of cancer biomarkers,
and also in terms of their impact on the
quantitative estimation and prediction of
individual human cancer risks.

In the relatively recent past, the possibil-
ity has been raised that pharmacological
agents or nutritional modification might
prevent the development of human cancer,
or at least slow down its progression. The
concept of chemoprevention is gaining
support, although there are still significant
experimental and conceptual problems
associated with it. For example, if the
study population is composed of normal
or nearly normal subjects (such as nor-
mal volunteers, smokers without obvious
disease, or people with a history of one iso-
lated gastrointestinal polyp), very few side
effects may be acceptable. In contrast, if the
subjects are at high risk of cancer (e.g. have
a history of familial polyposis, hereditary
predisposition to breast or colon cancer, or
second tumors) considerable side effects
may be acceptable.

It remains possible that many of the
target-oriented new drugs being devel-
oped will show clinically relevant efficacy
in cancer chemoprevention studies, per-
haps even superior to that shown in
advanced cancers. The reason is that these
target-oriented new drugs usually display
tolerable or little toxicity, can be adminis-
tered orally for long periods of time, and
delay the growth of cell clones with a prolif-
erative or angiogenic advantage over their
normal counterparts (e.g. by interfering
with growth factor signal transduction, or
with the angiogenic process).

There is also significant scientific inter-
est in certain metabolic or detoxification
phenotypes that may lead to a higher
cancer risk, such as aryl hydrocarbon hy-
droxylase activity (AHH), debrisoquine hy-
droxylation, and glutathione-S-transferase
activity. For example, AHH activity de-
pends on one subfamily of cytochrome
P-450 microsomal enzymes that con-
vert polycyclic aromatic hydrocarbons into
carcinogenic intermediates. Case-control
studies have yielded contradictory results
regarding the association between AHH
activity in lymphocytes and lung cancer
risk. Why only a minority of heavy smok-
ers actually develop lung cancer remains
largely unknown.

Beta-carotene, the retinoids, folic acid, vi-
tamins C and E, and tamoxifen have been
reported so far in published phase III clin-
ical chemoprevention trials. The retinoids
have probably been studied the longest
and, although their therapeutic index is
somewhat narrow because of toxicities,
they have achieved successful results in
oral leukoplakia, actinic keratosis, preven-
tion of skin cancer in xeroderma pigmen-
tosum, and prevention of second primary
tumors in squamous cell carcinoma of the
head and neck. More recent, but rapidly
growing, is the role of other agents, such
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as cyclooxygenase-two (COX-2) inhibitors
in chemoprevention. COX-2, a key enzyme
for the production of prostaglandins from
arachidonic acid, is overexpressed in colon
carcinogenesis and other malignancies.

The role of tamoxifen in chemopreven-
tion of breast cancer has recently reached
the front pages of newspapers. A recent re-
port from the American Society of Clinical
Oncology (ASCO) lists several conclusions
endorsed by the Health Services Research
Committee and the ASCO Board of Di-
rectors. Tamoxifen, at 20 mg/d for 5 years,
may be offered to reduce the risk to women
who have a defined breast cancer risk of
more than or equal to 1.66%. Risk/benefit
models suggest that greatest clinical ben-
efit with least side effects is derived from
the use of Tamoxifen in younger pre-
menopausal women who are less likely
to suffer thromboembolic sequelae and
uterine cancers. Data confirm a substan-
tial reduction in breast cancer risk, but do
not yet demonstrate, probably because of a
relatively short follow-up, an overall health
benefit or increased survival. Tamoxifen is
not free from side effects but health-related
quality of life is not adversely affected in
most cases.

Drug resistance Conventional cytotoxic
chemotherapy and radiotherapy were de-
signed to hit the DNA synthetic machinery
of rapidly proliferating cells, to alter the
integrity of DNA in tumor cells, or to
interfere with microtubule assembly and
chromosomal movements during mitosis.
With these rather nonspecific forms of
therapy, some relatively uncommon can-
cers, like many pediatric tumors, some
leukemias and lymphomas, germ cell can-
cers, and a few other malignancies can be
totally cured. And in many other cases, al-
though these therapies do not offer much
hope of cure, they can nevertheless provide

effective palliation of symptoms, and even
(when used as adjuncts to primary surgical
resection) increased overall survival, or at
least disease-free interval. Although the ju-
dicious use of these agents, together with
surgical treatments, remains the mainstay
of Oncology Therapeutics, their success in
curing or totally eradicating the majority
of the most common cancers is limited,
and usually inversely proportional to the
total amount of cancer cells, among other
important prognostic factors.

Surprisingly, conventional chemother-
apy and radiotherapy work not because
cancer cells are especially more ‘‘sensi-
tive’’ to their cytotoxic effects than normal
cells, but because normal cells usually
can recover faster and more efficiently
than cancer cells. Normal tissues virtually
never develop resistance to chemother-
apy, probably because they maintain the
mechanisms that allow normal renewing
cell populations, like the highly proliferat-
ing cells in the normal bone marrow or
gastrointestinal tract, and are capable of
monitoring and correctly repairing DNA
damage, or induce the programed cell
death (suicide) of cells with irreparable
DNA damage. Unfortunately, many can-
cer cells that have lost these normal repair
mechanisms become resistant to the ac-
tion of cytotoxic treatments. In 1943, Luria
and Delbruck observed that the bacterium
E.coli developed resistance to bacterial
viruses (bacteriophages), not by surviving
exposure, but by expanding clones of bac-
teria that had spontaneously mutated to
a type inherently resistant to phage infec-
tion. In other words, following a process
of Darwinian selection, those clones inher-
ently resistant to the killer phage gradually
outgrow the rest of clones when exposed
to the killer agent. On the basis of this
model, Goldie and Coldman proposed, in
1979, a model that predicted that cancer
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cells mutate to drug resistance at a rate
intrinsic to the genetic instability of a
particular tumor. A large number of po-
tential drug-resistance mechanisms have
already been described. Some refer to the
existence of multidrug resistance proteins
(like the so-called P-glycoprotein) on the cell
membranes of some cancer cells, and even
normal cells of certain tissue types. These
proteins can actually actively pump cyto-
toxic agents out of cells. Others refer to
specific mechanisms of resistance unique
to each cytotoxic agent. But the predom-
inating general opinion today is that the
main mechanisms of resistance to current
cytotoxic therapies are more general and,
as already described above, more linked
to the particular set or combination of ge-
netic and epigenetic defects in DNA-repair
pathways, cell cycle control pathways and
apoptosis, than to the specific molecular
structure of the cytotoxic drug in question.

Growth factors These were defined in the
1970s, long before their molecular charac-
terization and purification, as substances
other than nutrients required by cells in
vitro for their survival, proliferation, and
differentiation.

In fact, it was soon discovered that nor-
mal cells are simply unable to survive
and grow in vitro except in the presence
of serum, and fetal calf serum became
the ‘gold standard’ critical component for
culture medium. Only some transformed
cells, or cancer-derived cell lines, as shown
by seminal work by authors like Sporn
and Todaro(1980) and Sporn and Roberts
(1985), were capable of growing in serum-
free medium, because these transformed
cells either produce their own growth
factors (‘‘autocrine’’ stimulation), or had
become ‘‘growth factor-independent’’ be-
cause of the activity of Oncogenes and the
lack of activity of tumor suppressor genes.

Substantial evidence, derived from the
use of recombinant growth factors in vivo
(growth factors produced by molecular
cloning, and expression of the gene prod-
uct by a suitable recombinant vector), or
from experiments with transgenic animals
or site-directed mutagenesis, supports the
notion that these substances serve simi-
lar purposes in vivo. Therefore, it is now
widely accepted that differentiation, prolif-
eration, and survival of most normal tissue
types is controlled, at least in part, by a com-
plex network of regulatory growth factors.
These are usually glycoproteins, frequently
of low molecular weight, that act at very low
concentrations, in the picomolar range, by
binding to specific cell membrane recep-
tors. These receptors can be present in both
high-affinity and low-affinity forms, they
can be absolutely specific for one growth
factor or be shared by two or more factors,
and they can be membrane-bound, soluble
or both. Some signaling systems, like the
Wnt, depend also on the combined activity
or modulation of membrane-bound ‘‘core-
ceptors.’’ It has been suggested that HER-2
is also a ‘‘coreceptor.’’

Unlike conventional hormones, which
are produced by specialized glands, most
growth factors appear to be made sys-
temically; stromal cells (e.g. fibroblasts
or endothelial cells), inflammatory cells
(e.g. macrophages), and activated T-
lymphocytes are some of their main
sources. Some perhaps surprising findings
regarding the production and secretion
of specific growth factors, point to the
kidney as being the main physiological
producer of erythropoietin (that stimu-
lates the production of red blood cells),
and the liver as the main physiological
producer of thrombopoietin, also called
MGDF (megakaryocyte growth and differen-
tiation factor), a key regulatory molecule in
the production of platelet precursors.
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Most standard conventional chemother-
apy protocols were designed based on the
kinetics of recovery of the bone marrow
in response to cytotoxic agents, because
neutropenia and thrombocytopenia can
easily become doselimiting. The success-
ful introduction into clinical practice (in
the mid-1980s) of recombinant human
colony-stimulating factors, such as G-CSF
(Granulocyte Colony-stimulating Factor,
or Filgrastim) and GM-CSF (Granulocyte-
Macrophage Colony-stimulating Factor, or
Sargramostim), led to a marked decreased
in iatrogenic morbidity and mortality.

The use of recombinant human colony-
stimulating factors has, according to
Chu and DeVita Jr (2002) revolutionized
chemotherapy treatments, by playing an
important role in decreasing the inci-
dence of infections and the need for
hospitalization, and in enabling the main-
tenance of the optimal dose intensity of
chemotherapy treatments for chemosensi-
tive malignancies.

Most human growth factors are ‘‘pleiot-
ropic.’’ That is to say, they can modify
several cell types and several key regula-
tory pathways at once, rather than being
absolutely cell-type-specific, and display
some degree of ‘‘redundancy.’’ For exam-
ple, even in the absence (in experimental
animal systems like gene knockout mice)
of highly cell-type-specific growth factors
like the erythropoietin gene (EPO) or
the granulocyte colony-stimulating factor
genes (G-CSF), these gene-deficient an-
imals can still survive with background
production of endogenous red blood cells
(normally driven by EPO), and/or white
blood cells (normally driven by G-CSF).

It would be over-optimistic to expect
growth factor inhibitors alone to prove
to be highly effective anticancer agents.
On the other hand, the combination of
growth factor inhibitors and conventional

cytotoxics, or other inhibitors of key signal
transduction pathways, might prove valid
as human anticancer therapies.

Intraepithelial neoplasia Intraepithelial
neoplasia (IEN) is characterized as a mod-
erate to severe dysplasia that occurs on the
carcinogenic pathway from normal tissue
to malignant cancers. Accumulation of ge-
netic and epigenetic lesions results in the
typical phenotypic changes associated with
cancer cells, including loss of cell cycle
control points, defects in DNA repair, aber-
rant methylation patterns, and defects in
the apoptosis pathways. Because this pro-
cess of carcinogenesis often requires many
years, and most of the common epithelial
human cancers increase in frequency, at
times almost exponentially, from the age of
45 to 55 to old age, identification of IEN by
histopathological or molecular means (ge-
nomics or proteomics analysis) can offer a
window of opportunity for intervention in
the progression of the malignancy.

Clinical studies for the early detection,
and primary or secondary prevention of
cancer (chemoprevention) are already on-
going for bladder cancers, breast cancers,
cervical cancers, colon cancers, endome-
trial cancers, esophageal cancers, lung
cancers, ovarian cancers, prostate cancers,
skin cancers, and so on.

Oncogenes These are growth control
genes that are present in the human
genome (as ‘‘proto-oncogenes’’), as well
as in the genomes of most, if not all,
multicellular organisms. Incorrect expres-
sion or mutation of an oncogene usually
results in gain of function and unregu-
lated cell growth, as seen in malignant
cells. Many of them are part of the com-
plex cell’s signal transduction pathways,
including cell membrane growth factor
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receptors, or intracytoplasmic proteins.
These signal proteins may be an intracyto-
plasmic piece of the receptor molecule,
or another molecule activated just in-
side the membrane. Tyrosine kinase is
an example of a signal molecule. The
first signal may serve only as an inter-
mediary, affecting a change in a second
messenger. The G proteins, for example
(belonging to the Ras oncogene family)
are a group of intracytoplasmic second-
messenger molecules. The intracellular
cascade of signals eventually reaches the
nucleus, leading to changes in gene ex-
pression and cell behavior. Of the over
100 oncogenes that have been identified
so far, most are key players in these signal
transduction pathways.

Mutations The molecular changes in
DNA associated with carcinogenesis are
not very different from those associated
with genetic variation and molecular
evolution of organisms and species, and
include local changes in DNA sequences,
rearrangement of DNA segments within
the genome, and (in the case of viral
carcinogenesis) horizontal transfer of a
DNA (or RNA) segment originating in
another kind of organism.

Basic definitions of these three differ-
ent natural strategies that allow for genetic
variations have been explained in detail
in this same Encyclopedia by the Nobel
Laureate Werner Arber (Biozentrum, Uni-
versity of Basel).

Point mutation, for example, means the
replacement of a single correct nucleotide
within a gene by an incorrect one, and can
occur as a result of one of several mu-
tagenic events. Mutagenic chemicals (e.g.
from cigarette smoking) enter the cell and
bind to DNA, forming a structure called a
DNA adduct which, during replication of

the DNA molecule, will lead to an incorrect
nucleotide substitution.

Mutagenic chemicals can damage DNA
in many other ways, such as by methy-
lation of a nucleotide. Radiation can
cause single strand breaks. In general,
it is thought that most, but not all,
carcinogens are mutagenic. In contrast,
the so-called Tumor Promoters are sub-
stances that by themselves do not cause
mutagenic events, but amplify, directly
or indirectly, preexisting cellular clones
with mutations.

There are at least 16 ways to reduce
or abolish the function of a gene prod-
uct: delete the entire gene, ensure loss
of the relevant chromosome, delete part
of the gene, disrupt the gene structure
(by a translocation or an inversion), in-
sert a sequence into the gene, inhibit or
prevent transcription, promoter mutation
reducing mRNA levels, decrease mRNA
stability, inactivate donor splice sites (caus-
ing read-through into intron), inactivate
donor or acceptor splice sites (causing exon
to be skipped), activate cryptic splice sites,
introduce a frameshift in translation, con-
vert a codon into a stop codon, replace
an essential aminoacid, prevent posttran-
scriptional processing, or prevent correct
cellular localization of product. Mutation
of a gene is not the only way to abol-
ish its function (e.g. long-range chromatin
alterations, abnormal methylation and/or
imprinting). For example, in human neo-
plasms p16 is silenced in at least three
ways: homozygous deletion, methylation
of the promoter, and point mutation. The
first two represent the majority of inactiva-
tion events in most primary cancers. P16
is a very common early event in cancer
progression and is frequently seen in pre-
malignant lesions. The importance of p16
is probably similar to that of p53. Muta-
tions in the p53 gene have been found in
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some 30% of human tumors, and wild-type
p53 has been reported to suppress tumori-
genesis and promote apoptosis (236). The
p53 protein is a potent transcription factor
and may promote transcription of genes
that are also involved in carcinogenesis
and angiogenesis.

Loss-of-function mutations usually pro-
duce recessive phenotypes, so that as long
as one allele remains normal there are
no significant phenotypic changes. How-
ever, for a limited number of genes, a 50%
reduction in the dosage of the gene can
lead to phenotypic changes (dosage effect).
Certain regulatory functions are inherently
dosage-sensitive: for example, gene prod-
ucts which compete with each other to
determine a developmental or metabolic
switch, or that cooperate with each other
in interactions with fixed stoichiometry, or
those whose function depends on partial
or variable occupancy of a receptor or DNA
binding site.

Less frequently, mutations can lead
to gain-of-function, rather than loss-of-
function. For example, they can result
in the ability to acquire a new substrate,
overexpression of the gene product, the
receptor being turned permanently ‘on’,
the ion channel being inappropriately
open, structurally abnormal multimers,
chimeric gene, the ability to bind to
new DNA sequences, or the ability to
trap and inactivate important regulatory
molecules. If a protein has several cat-
alytic and allosteric domains (e.g. at a
regulatory network bottleneck), destruc-
tion or loss-of-function of only one of these
domains can allow others to be inappro-
priately activated.

It is, at least theoretically, possible that
some carcinogenic events may include
both loss of the natural function of the
gene product, and gain of a function not
normally associated with that particular

gene product. For example, a truncated
protein might be unable to perform the
original function of the native protein,
but could still interact functionally with
other regulatory proteins by exposing the
remaining protein domains.

Proteasomes The average human cell
contains about 30 000 proteasomes, each
of which contains several protein-digesting
proteases. These complexes help regulate
a variety of important cellular functions
besides the cell cycle, such as the response
to viral infection, the so-called ‘‘stress
responses,’’ abnormal protein catabolism,
neural and muscular degeneration, anti-
gen processing, DNA repair, and even
cellular differentiation. In fact, at least in
principle, diseases can develop if the sys-
tem is either overactive or underachieving.
This research field is rapidly evolving, and
a number of proteasome inhibitors are
now under development. In fact, at least
one of them (Bortezomib) has already been
approved by the FDA for the clinical treat-
ment of refractory multiple myelomas.

When the cell needs to destroy a protein,
it usually marks it with a chain of
small polypeptides called ubiquitin. The
ubiquitin–proteasome pathway degrades
90% of all abnormal, misfolded proteins,
and all of the short-lived regulatory
proteins in the cell. These short-lived
proteins, whose half-lives are less than
three hours, account for 10 to 20% of all
cellular proteins. As a result, proteasome
inhibitors do not target individual cellular
functions, but they usually affect a broad
spectrum of functions.

The research area that has evolved fairly
rapidly in recent years is that of the so-
called Ubiquitin-Proteasome Pathways. This
involves the processes of selective intra-
cellular protein degradation. For example,
the intracellular levels of cyclins, proteins
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required for cell cycling, are strictly con-
trolled, and seem to be crucial for the
normal functioning of several regulatory
cell cycle checkpoints. Indeed, the activity
of cyclins appears to be mainly regulated
by cyclin levels, rather than by intrinsic
molecular changes. Cyclin-dependent Ki-
nase Inhibitor(CKI) protein levels are also
strictly controlled throughout the cell cycle,
and their degradation is also dependent on
the ubiquitin-proteasome pathways.

At least theoretically, selective degrada-
tion of cyclins (that often act as oncogenes)
but selective inhibition of degradation of
CKIs (like p16 or p27, that act as tumor
suppressor genes) would provide cancer
clinicians with new and powerful tools to
fight cancer cells.

The overall regulatory process is rather
complex. For example, in normal pro-
liferating cells, the CKI p27 is actively
degraded. The ubiquitin-conjugating en-
zyme Cdc34, which is a ubiquitin ligase
(formed of at least four subunits: the F-
box protein Skp2, Skp1, Cul1 and Roc1),
and Cks1 are required for the transfer
of ubiquitin to phosphorylated p27. In
a self-amplification process, CDKs phos-
phorylate p27 on Thr 187, allowing p27
recognition by the Skp2 subunit of the
ubiquitin ligase.

Stromal cells and cancer Stromal cells are
all those cells in a tumor that are not cancer
cells. They form the tumor microenviron-
ment and, unlike tumor cells (which are
usually monoclonal), they are polyclonal,
and contain a mixture of mesenchymal
cells (fibroblasts, for example), inflamma-
tory cells (macrophages), immune cells
(lymphocytes), antigen-presenting cells
(dendritic cells), and other circumstantial
cell types. The tumor microenvironment
is extremely important for cancer growth,
and often it represents the end-result of

a perverse gradual mechanism of invasion
and destruction by the mutated cancer cells
(the ‘‘evil terrorists’’) of the tissues of the
host (or ‘‘victim’’).

In other words, cancer cells often direct
themselves the building of the stromal
cell tissue microenvironment, in order to
allow an even better growth advantage
over normal cells, to evade any possible
immune resistance, and to continue their
invasion of normal structures.

One illustrative example of the sophisti-
cated mechanisms that can lead to normal
tissue destruction by cancer cells is the
formation of osteolytic lesions in multi-
ple myeloma. Multiple myelomas are a
class of cancer cells derived from pre-
cursors of B-cell lymphocytes. They are
usually diagnosed by detecting abnormally
high-monoclonal serum levels of an im-
munoglobulin (heavy or light chains, or
both, of any type), associated with an in-
crease in plasma cells within the bone
marrow, of different degrees of morpho-
logical differentiation. They can be local-
ized to one site, but more often they are
already disseminated in multiple sites at
the time of clinical presentation. Although
they are usually more frequent in old age,
they can also affect young people. The as-
sociated symptoms are difficult to control
clinically, because multiple myelomas can
lead to multiple osteolytic lesions (‘‘holes’’
in the bones), generalized loss of bone
density, pathological bone fractures, and
insufficient hemopoiesis (blood produc-
tion). These conditions produce a tendency
to develop infections because of immune
suppression (reduced levels of protective
immunoglobulins and normal white blood
cells), and bleeding problems (because of
the reduced levels of platelets). Myelomas
are usually treatable (but seldom curable),
by a combination of chemotherapy, radio-
therapy, and intravenous biphosphonates,
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that are potent inhibitors of osteoclas-
tic activation.

Some recent work has suggested that
myeloma cancer cells modify the normal
and dynamic ‘‘yin and yang,’’ of bone
formation (e.g. osteoblast function) and
destruction (osteoclast function). The can-
cer cells achieve this by, among other
mechanisms, secreting RANKL (receptor
activator of nuclear factor-kB ligand), a po-
tent stimulator of osteoclast function, and
by increasing the degradation of ‘Osteo-
protegerin’, the natural soluble antagonist
of RANKL.

Furthermore, Tian and colleagues, by
comparing different patterns of gene
expression in 57 of approximately 10 000
genes in two subsets of myeloma patients
(those with focal osteolytic lesions in
bone, and those without), have recently
demonstrated that some myeloma cells
also secrete a soluble molecule called
DKK1, that binds to an important class of
growth factor ‘‘coreceptors’’ that can affect
the Wnt-signaling pathway, resulting in
decreased activity of osteoblasts. This
might explain the loss of bone density
in patients, and why normal osteoblasts
in myeloma patients do not fill (with
new bone) the ‘‘holes’’ made by myeloma
cells themselves, or by their secreted pro-
osteolytic substances.

A potential therapeutic approach to ame-
liorating the bone-specific morbidity of
multiple myeloma is by the administra-
tion of a suitable antibody against DKK1.
The development of new inhibitors of
RANKL would also prove useful. In this
way, the molecular approach would help
toward the restoration of the normal
microenvironment.

Tumor antigens They can be defined
as molecules that contain the epitope
determinants recognized by Tcells that

specifically target tumor cells. For many
years the underlying principle of tumor im-
munologists was that cells of the immune
system can normally recognize tumors as
distinct from the normal tissues (nonself),
or as a danger to the organism, and elim-
inate them (concept of ‘‘immunosurveil-
lance’’). Although it has now been clearly
shown that many, but probably not all,
tumors (for example, melanomas) display
‘‘tumor antigens’’, as discrete molecular
entities, various mechanisms have been
implicated in the resistance of tumors to
immune attack: modulation of NK (nat-
ural killer cells) receptors, secretion of
inhibitory cytokines, recruitment of ac-
cessory cells that may thwart immune
function, downregulation of molecules
critical for antigen-presentation, costim-
ulation of immune cells, and so on.

All these potential mechanisms, and
others, can lead to ‘tumor editing’, so
that it is no longer recognized by the
normal immune system as ‘foreign’ and
therefore dangerous.

Tumor suppressor genes Unlike onco-
genes, Tumor suppressor genes (formerly
‘‘antioncogenes’’) display the function of
suppressing cellular proliferation, and/or
maintaining cellular differentiation, facil-
itating normal cellular adhesion mecha-
nisms, stopping entry into the cell cycle
(G1, S-phase, mitosis or G2) to allow DNA-
repair mechanisms, maintaining normal
cellular shape, cell contact inhibition
mechanisms, and so on.

Tumor suppressor genes are either un-
derexpressed in cancer cells, because of
genetic deletions or promoter hyperme-
thylation, or have undergone other forms
of loss of function genetic or epigenetic
changes. For example, abnormal p53 func-
tion can be the result of the acquisition of
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point mutations, posttranslation inactiva-
tion through binding to other regulatory
proteins (such as the so-called MDM2),
enhanced degradation (e.g. by the activity
of the E6 protein of carcinogenic human
papilloma viruses), or other mechanisms
like decreased translation of wild-type p53
by the folate-dependent enzyme thymidy-
late synthase. In these cases, depending
on the cellular context and microenviron-
ment, cancer cells are unable to undergo
cell cycle arrest and/or apoptosis in re-
sponse to the DNA damage produced by
cytotoxic chemotherapy or radiotherapy.

Reversion of the malignant phenotype
was demonstrated, over three decades ago,
by the classical ‘‘cell fusion’’ experiments
by Henry Harris, at Oxford. The loss of
particular chromosomes in hybrid normal-
malignant cells, or the gain of normal
chromosomes when fusing normal cells
with particular types of malignant cells in
vitro, led to the first experimental data to
back the hypothesis of ‘‘antioncogenes,’’
or tumor suppressor genes. Later experi-
ments in the 1980s and 1990s, with the
help of gene transfer methods includ-
ing modified retroviruses and adenovirus,
have given more support to the idea that
in many cases the malignant phenotype of
cancer cells can be reversed, in vitro and in
vivo, by replacing a key tumor suppressor
gene. However, because of the technical
difficulties and the potential dangers of
gene therapy in patients, these findings
have not yet led to clinically relevant forms
of gene therapy.

An alternative approach, based on the
binary state of most regulatory molecules,
as proposed in ‘‘Principles of Molecular
Oncology’’ (2004), is to develop drugs that
can lock in vitro and ‘in vivo’ a particular
tumor suppressor protein into its active
‘‘tumor suppressor function’’ (Fig. 3).

The tumor suppressor paradigm charac-
teristically calls for loss of both functional
copies of the gene and indeed many,
though not all, tumor suppressor genes
must undergo biallelic inactivation in or-
der to sustain a true loss-of-function effect.

An example is the PTEN tumor suppres-
sor pathway.

In 1997, PTEN (phosphatase and tensin
homolog deleted on chromosome10), was
cloned and mapped to cytoband 10q23, a
region of chromosome 10 that undergoes
frequent somatic deletion in some ma-
lignant human tumors, in particular, in
endometrial cancers (almost 50%), some
brain tumors (e.g. 30–40% of glioblastoma
multiforme, and to a lesser extent anaplas-
tic astrocytomas), metastatic prostate can-
cers (20–60%) and malignant melanomas.

Discordance between the rate of ‘‘loss
of heterozygosity’’ (LOH) and the rate of
mutation of the second allele of the PTEN
gene, has led some to suggest that a sec-
ond tumor suppressor gene is located in
the 10q23 region, but this difference could
also due to other reasons: (1) technical in-
ability to detect second mutational events
(low sensitivity); (2) a gene dosage-effect
where loss of one allele of PTEN may have
a partial tumor promoting effect; c) epi-
genetic alterations in the PTEN gene, the
mRNA, or corresponding protein; d) co-
operation between loss of only one allele
of PTEN and a genetic event in another
not-yet-identified gene. The PTEN pro-
tein is also regulated by phosphorylation.
In particular the serine/threonine kinase
CK2, upregulated in many cancers, phos-
phorylates the PTEN C-terminal tail and
reduces PTEN activity, raising the pos-
sibility that phosphorylation of PTEN by
CK2 might be a mechanism contributing
to the downregulation of PTEN in certain
human cancers retaining a wild-type PTEN
allele. In consequence, inhibitors of CK2
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might prove useful therapeutic agents in
some cancers.

Whatever be the reasons, loss of
PTEN tumor suppressor protein leads
to constitutive activation of the PIP3
(phosphatidylinositol-3,4,5-trisphosphate)
pathway, with important downstream con-
sequences, via the molecular participation
of Oncogenic Protein Pathways (like Akt
pathways and the m-TOR protein that de-
rives its name from ‘‘mammalian target
of rapamycin’’). This process results in
significant changes in cell cycle progres-
sion, survival, cell spreading and motility,
and even in the angiogenic properties of
tumor cells.

This PTEN/PI3K molecular system pro-
vides an example of an elegant ‘‘on-off
switch’’ that has been evolved as ‘‘nu-
trient and growth factor response path-
ways’’where the switch moves to ‘‘on’’
position when PI3 kinase (PI3K) deposits
a phosphate group on the D3 position of
the inositol ring, while it is turned ‘‘off’’
when the PTEN removes the phosphate
group from the same position.

Another important example of a TS that
can prove to be a valid target for can-
cer therapy is p53. Underactivity of p53,
caused by loss-of-function mutations, en-
courages the growth of cancer, whereas
its overactivity can accelerate the aging
process and cell death. Following some
elegant pioneering work by Snyder and
colleagues (recently reviewed by David
Lane in the New England Journal of
Medicine), a synthetic 34-amino-acid pep-
tide, made of d-amino acids, rather than
the conventional l-amino acids, and called
RI-TATp53C, has been shown to be a po-
tent activator of DNA-binding and tumor
suppressor functions in both wildtype and
mutant p53. In preclinical models, this
synthetic peptide, that cannot be degraded
by proteases and is internalized into cancer

cells by a lipid-raft-dependent pinocytosis
mechanism, has been shown to achieve
complete cures in a mouse model of ter-
minal peritoneal lymphoma.

New cancer therapies will be directed
not merely to hit the DNA synthetic
machinery, but to hit selective targets at
or downstream from abnormally activated
catalytic functions (thereby abrogating the
abnormal stimulatory signals), or at or
upstream from inactivated or missing
catalytic functions (switching on parallel
or alternative regulatory pathways).

Multitargeting The ‘‘oncogene addiction
hypothesis’’, first put forward by We-
instein, emphasizes the importance of
oncogenes or tumor suppressor genes in
the maintenance and initial development
of any given cancer. In other words, some
cancers are extremely dependent on only
one or a few oncogenic changes, and
may be inhibited by one or a few target-
oriented drugs. The correction of a key
oncogenetic lesion in a cancer that has
undergone a multitude of other activating
oncogenic events may nevertheless pro-
vide anticancer effects. Although the main
clinical examples of such ‘Achilles heels’ of
cancers are provided by relatively unusual
tumors like chronic myeloid leukemia, and
c-KIT mutants like GIST-tumor (both very
sensitive to the therapeutic effects of Ima-
tinib), the situation in most common solid
tumors is probably more complex. For
example, even in breast cancers that ex-
press, by IHC, huge numbers of HER-2
targets (tumors considered to be candi-
dates for Herceptin must express posi-
tivity of HER-2 in over 80% of cells, or
positivity for FISH with a chromosome
amplified ratio of 17 or more), the use of
Trastuzumab may lead to response rates
of only around 30% when used alone,



540 Oncology, Molecular

and 50% when combined with conven-
tional cytotoxic chemotherapy. The use of
new HSP90 inhibitors can tackle several
carcinogenic targets at once, the so-called
hallmark traits of cancer, because HSP90 is
a molecular chaperone that stabilizes sev-
eral mutated and overexpressed ‘‘client’’
signaling molecules such as many onco-
genic kinases or even the catalytic compo-
nent of telomerase. Inhibition of HSP90
leads to incorrect folding and subsequent
degradation of oncogenic client proteins
through the ubiquitin-proteasome path-
ways, but this ‘‘promiscuity’’ of action of
HSP90 inhibitors can also lead to less
specificity, lower anticancer potency and
more potential iatrogenic side effects.

Other multitarget agents currently un-
dergoing clinical development include:
(1) SU11248, an oral multitargeted ki-
nase inhibitor with direct antitumor as
well as antiangiogenic activity, via the
targeting of the VEGF, platelet-derived
growth factor, KIT, and FLT3 receptor
tyrosine kinases; (2) PTK87/ZK 222584,
an potent orally administered inhibitor
of the VEGF-mediated Flt-1 and Kinase
Domain-containing Receptor(KDR) fam-
ily of tyrosine kinases; (3) BAY 43–9006,
again an orally given drug that inhibits
Raf-1, but also other membrane receptors
and molecular targets; (4) CCI-779, a novel
mammalian target of rapamycin (m-TOR)
kinase inhibitor, that may be useful in tu-
mors with PTEN mutations, or alterations
in the Akt activity pathways, regulated by
PI3-kinase and PTEN suppressor genes.

One obvious regulatory pathway with
direct relevance to cancer therapeutics is
Cell Cycle Control.

From an almost ‘military’ point of view,
the ‘heart of the matter’ of tumor cell
growth and survival is more likely to be in
the nucleus of cancer cells (downstream),
than on the cell membranes (upstream).

The role of cyclin D1 in circumventing
the cell-cycle checkpoints has been known
to be crucial for the pathogenesis of some
nonHodgkins Lymphomas and also in
colon cancer, and its relationship with
intracellular catenin levels have recently
come to light. In most cancers, a defect
in the retinoblastoma checkpoint is what
allows cells to divide uncontrollably and
excessively. But usually, in colon cancer,
this checkpoint is surprisingly free of
defect, and for a long time it was
unclear how colon cancer cells achieved
a proliferative advantage over their normal
counterparts. Then several researchers
started to link the intracellular catenin
levels with the tumor suppressor protein
known as adenomatous polyposis coli (APC).

The search was on for the target of
beta-catenin. Osamu Tetsu and Frank
McCormick at the University of California
in San Francisco published a key paper in
1999, linking intracellular catenin directly
with increased expression of cyclin D1,
thereby prompting cells to enter the
S-phase.

High levels of cyclin D1 override the
checkpoint in colonic epithelial cells,
generating a population of cells that will
not be totally transformed, but might
acquire further mutations, for example
in Ras or other oncogenes, to acquire
the truly malignant phenotype. The two
pathways, Ras and beta catenin-APC,
somehow converge into the same apparent
bottleneck activating the expression of
cyclin D1.

Similarly, cyclin E has a pivotal role in
transducing the mitogenic stimulus of sev-
eral hormones, cytokines, and extracellular
growth factors. Transient expression of
cyclin E induces the formation and activa-
tion of CDK2 complexes and, as explained
before, pRb is again a key substrate. It
seems that pRb must be phosphorylated
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by CDK4/cyclin D before being phospho-
rylated by CDK2/cyclin E.

Recent evidence suggests that levels of
total cyclin E (and low-molecular-weight
cyclin E) in tumor tissue, as measured by
Western blot assays, correlate strongly with
survival in patients with breast cancer.

In a retrospective analysis of 395 patients
with breast cancer with a median follow-
up of 6.4 years, high levels of truncated or
total cyclin E correlate with poor disease-
specific survival. Among patients with
early (stage I) breast cancer, all those
with low levels of cyclin E were alive at
seven years, as compared with none of
those with expression of high levels of
cyclin E. If these findings are confirmed
by others, then determination of cyclin E
levels by an immunohistochemical assay
might soon become routine in oncology
units. Stimulation of the proliferation of
breast cancer cells by estrogens and growth
factors is also accompanied by increased
cyclin E levels and the formation of active
cyclin E–cdk2 complexes.

From the above arguments, it is obvi-
ous that selective inhibitors of cyclin E and
D are good candidates for cancer therapy.
Molecules designed to inhibit the bind-
ing of these cyclins to their corresponding
pockets in CDKs (particularly CDK2 and
CDK4) are being designed and developed,
and some might soon be under preclin-
ical development. Structural studies, for
example, have focused on how RXL (cyclin-
binding motif) and LXCXE (part of cyclin
structure) contribute to substrate selec-
tion. The RXL motif in p27 is thought
to bind to a hydrophobic surface on cyclin
A. This surface is conserved between cy-
clins A,B,D and E (lying opposite to the
CDK2-binding site).

Cyclin-dependent Kinase Inhibitors
(CKIs) can provide us with basic clues on
how proliferation is normally controlled in

vivo, on new classes of clinically relevant
prognostic factors in cancer, and on how
to develop molecular mimetics with high
affinity for CDKs, and similarly potent in-
hibitory actions. Synthetic d-peptides (as
opposed to naturally occurring l-peptides)
are also being investigated in this con-
text as potential allosteric pharmacological
regulators of CKIs.

Molecular dynamics simulations can
provide complementary information on
the nature of these interactions. Owing
to the large contact surface between both
proteins, it is difficult to design a sin-
gle small-molecular-weight drug capable
of embracing all the interactions deduced
from the crystal structures and the molec-
ular dynamic simulations. However, in-
creasing insight into the design of small
molecules with sufficient selectivity to al-
ter the T-loop conformation and distortion
of the ATP binding site is gradually been
achieved. Moreover, the development of
short-chain synthetic peptides capable of
inhibiting normal binding of p16 to CDK4
can allow a better understanding of the key
structure, activity and allosteric properties
of these complex molecular interactions.

Gene transfer experiments, for example
transfection into tumor cells in culture
of active CKI genes, has enabled several
laboratories to test the principle of the
induction of tumor regression by the
activation, or transfer, of CKI activity A
good illustration of this is that ectopic p18
expression inhibits growth and induces
apoptosis of multiple myeloma (MM) cells.
In about a quarter of human MM cell
lines, cyclin D1 is overexpressed because
the cyclin D1 gene is brought under the
influence of immunoglobulin heavy chain
(IgH) enhancer and promoter elements
by chromosomal translocation t(11;14)
(q13;q32). The CKI p18 predominantly
binds to CDK6 and, to a lesser extent, to
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CDK4 and inactivates their kinase activity.
Furthermore, p18 can efficiently block
CDK6 phosphorylation by CAK/cyclin H1.
Cell lines transfected with an inducible
p18 expression vector not only exhibited
growth inhibition, but also apoptosis.

Microinjection of CKI proteins has also
confirmed other biological activities of
CKIs. For example, injection of the CKI
p21 and p27 in Xenopus laevis embryos
blocked centrosome duplication. The cen-
trosome nucleates the polymerization of
microtubules and duplicates once per cell
cycle starting at the G1-S transition, and
plays a major role in organizing the poles
of the mitotic spindle. The inhibition of
normal centrosome function by p21 and
p27 can also arrest cell growth, and lead to
abnormal segregation of chromosomes.

Another unexpected property of CKI is
the reported ability of p21 (WAF1/CIP1)
to restore hormone responsiveness to
estrogen-receptor (ER)-negative breast
cancer cells. Again, the overexpression
of p21 with a tetracycline-inducible gene
transfer vector can make ER-negative, p21-
negative breast cancer cells sensitive to
growth inhibition by anti-estrogens. A
strong positive association has been found
between the expression of p21 and the
presence of ER in tumor samples from 60
patients with breast cancer.

Besides gene therapy approaches, in vivo
protein and peptide transduction systems
are also being investigated by several
laboratories. Recombinant proteins, like
recombinant human colony-stimulating
factors, have been used in cancer patients
for some 15 years already. However, the
inability of molecules larger than 600
daltons to cross the plasma membrane
has restricted the pharmacological use of
proteins to those which function outside
the cell, for example, by binding to
specific cell membrane receptors. Most

tumor suppressors, on the other hand,
are intracellular, and therefore cannot be
administered to patients as recombinant
proteins directly.

At first sight, the retinoblastoma (Rb)
protein is the true bottleneck of most
of these cell cycle–controlling pathways.
In 1986-87 the tumor suppressor Rb
gene, first identified because it mutated
in hereditary retinoblastomas, was cloned
by three different laboratories headed by
eminent molecular biologists: Robert A.
Weinberg and Thaddeus Dryja, William
Benedict and Yuen-Kai Fung, and Wen-
Hwa Lee. It is a rather large gene, over
200-kb long, and with 27 exons. It codifies
for a nuclear protein of 928 amino acids,
which is constitutively expressed during
the cell cycle, but with characteristic
cell cycle dependent varying degrees of
phosphorylation.

Phosphorylation of pRb is carried out
initially by D-type cyclins (in protein
complexes with CDK4 or CDK6) followed
later by cyclin E/CDK2. Virtually all human
tumors tested so far show mutations that
directly or indirectly alter the normal
function of Rb. Nearly all tumor-derived
pRb mutants have lost the ability to repress
E2F-responsive genes, and reintroduction
by gene transfer of wild-type pRb into
Rb −/− tumor cells leads to restoration
of E2F control and cell cycle arrest. There
are at least six human E2F genes (E2F1 to
E2F6) and their protein products bind to
specific DNA sequences as heterodimers
with either DP1 or DP2 proteins. It is
now clear that binding to pRb converts the
E2F family from transcriptional activators
to potent transcriptional repressors. E2F6,
unlike the other E2F family members,
is an intrinsic transcriptional repressor
and does not apparently interact with pRb
family members.
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Hyperphosphorylated pRb is unable to
maintain the binding and inactivation of
E2F, and free E2F molecules lead to
transcription of multiple genes involved
in the initiation of DNA synthesis and
cellular proliferation.

Using gene expression profiling meth-
ods (Affymetrix GeneChips) it has been
possible to demonstrate changes in the
expression of over 200 genes, most of
them involved in cell cycle control, by CDK
phosphorylation of wild-type pRb. Some of
these genes are also involved with DNA
repair, or changes in chromatin structure.
As expected, a significant fraction of Rb-
repressed genes have promoters that are
bound/regulated by E2F family members.
However, targets were also identified that
are distinct from genes known to be stim-
ulated by overexpression of specific E2F
proteins, suggesting that some of the mul-
tiple pRb effects are not directly related to
E2F proteins.

The conformation and activity of pRb
is rather complex, and not fully un-
derstood. It is widely accepted that the
activity of this large tumor suppressor
protein is largely dependent upon the
phosphorylation status of at least 16 po-
tential CDK phosphorylation sites. But
how exactly the phosphorylation of any
of these sites changes the full range of
activities of pRb remains a matter of in-
tense study. Low-molecular-weight drugs
designed to block ‘site-specific phosphory-
lation’ of these sites are also under study,
as they may ultimately arrest the growth of
populations of tumor cells.

Yuen-Kai Fung’s laboratory at the Uni-
versity of Southern California has iden-
tified all the CDK sites (Thr-356, Ser-
807/Ser-811, and Thr-821), the phospho-
rylation of which drastically modifies the
conformation of pRb. The so-called m89

structural motif (identified in the m89 mu-
tant of pRb) has greatly enhanced growth
suppressing activity, similar to a mutant
with alanine substitutions at Ser-807/Ser-
811. Moreover, this m89 region is part of
a structural domain, p5, conserved anti-
genically and functionally between pRb
and p53.

Rationally designed drugs capable of in-
teracting with these key molecular sites
may exploit the coordinated regulation of
activity of these two tumor suppressors, or
at least block the conformation of the tu-
mor suppressor pRb into its active growth
inhibitory hypophosphorylated structure
(see also Fig. 3).

One of the seemingly tragic, and
yet-unexplained, features of our human
genome is that the key sensors that control
many of the functional interactions be-
tween Rb and p53 are actually linked in the
same gene, making them dually vulnerable
to the same genetic attack. In general, mu-
tational events that disable the Rb pathway
and facilitate cell proliferation are coun-
terbalanced by a p53-dependent response
that eliminates, or at least inhibits, incip-
ient cancer cells. Conversely, loss of p53
function enables cells that sustain onco-
genic damage to survive and proliferate.
Unfortunately for us, as explained before,
the INK4A-ARF locus encodes, in the same
genetic locus, two distinct tumor suppres-
sor proteins that regulate both the Rb and
the p53 pathways. ARF (p19) is a sensor of
inappropriate proliferation brought about
by loss of Rb. The product of the p53
gene is part of the intrinsic mechanisms
that monitor the cell cycle. For example,
inducing the expression of p21, and mu-
tations, deletions or underexpression of
p19ARF facilitate MDM2’s degradation of
p53, leaving the cell unaware of the need
to initiate cell death.
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To complete the picture, reactivation of
telomerase activity, normally suppressed
in most normal human tissues, can dra-
matically contribute to the carcinogenesis
process. Telomerase activity is needed to
maintain chromosomal stability, particu-
larly at the – tips of chromosomes where
bits of DNA are otherwise lost during
each round of DNA replication and cell
division, because of the way DNA poly-
merase works and the need for ‘‘primers.’’
If it were not for the activity of telom-
erase, many cancer types would eventually
self destroy, because of the cumulative
loss of DNA material at each round of
cell division.

See also Cancer Chemotherapy,
Theoretical Foundations of; Cancer
of the Prostate: Molecular Genetics;
Epigenetic Mechanisms in Tumori-
genesis; Genetics and Molecular
Biology of Lung Cancer; Intracellu-
lar Signaling in Cancer; Liver Can-
cer, Molecular Biology of; Muta-
genesis, Malignancy and Genome
Instability; Oncogenes.
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Keywords

Bacteriorhodopsin
A naturally occurring trans-membrane protein found in the cellular membrane of
H. Salinarum. Activated by the absorption of a photon, the protein undergoes a
photocycle, with a number of spectroscopic active intermediates, as it pumps protons
across the cell membrane to form chemical energy from sunlight.

Biomolecular Devices
A system that carries out a function that uses a biological molecule to carry out all or a
portion of the device function. If the device is electronic or photonic, the term
bioelectronic is often used, and if semiconductor technology is involved, the adjective
hybrid is added.

Biophotonics
A device that uses or manipulates light to carry out function and uses a biological
molecule as the active component in the reception or manipulation of the light.

Directed Evolution
The iterative process by which genetic modification and differential selection are used
to optimize any genetically amenable parameter of a biological molecule.

Mutagenesis
A group of molecular biology techniques that can produce changes in the DNA
sequence of a gene and in the structure or function of a protein for which it codes.

Protein Optimization
The process of altering the primary, secondary, or tertiary structure of a protein to
enhance its function in a device application. Protein optimization can be carried out by
using chemical or mutagenic methods, and if a chromophore is involved, via
substitution of the native chromophore with a modified version.

Thermostability
The temperature at which a protein becomes irreversibly inactivated. Stabilizing
interactions may be introduced into a protein via genetic modification to increase its
temperature threshold.
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� Protein-based bioelectronic devices have emerged as practical alternatives to
semiconductor-based technology. While nature does not optimize biological
molecules for performance in device applications, present-day genetic engineering
has enabled investigators to manipulate the speed, durability, and architecture of
candidate molecules. The biophysical, chemical, electronic, and thermal parameters
of certain genetically amenable molecules have been optimized via a technique
known as directed evolution. Combining genetic modification with differential
selection makes it possible to tailor biological macromolecules with a high degree of
accuracy and speed. Genetically modified forms of bacteriorhodopsin have improved
the performance of the protein in three-dimensional volumetric memories, real-time
holographic media, protein-based semiconductor devices, and artificial retinas.

1
Introduction

Biomolecular electronics is broadly de-
fined as the manipulation and study of
biological molecules for use in photonic
or electronic devices. Evolutionary pres-
sure has created some biological molecules
with many of the key properties necessary
for device applications or to serve as tem-
plates for further optimization. A majority
of the best candidates are proteins that
transport ions, conduct current, transduce
light or self-assemble while maintaining
function. Genetic engineering provides a
route to further optimization through spe-
cific or random changes to any amino acid
in the protein. Biological molecules have
shown comparative advantages in a num-
ber of architectures aimed at volumetric
data storage, holographic memories and
devices, photovoltaic receivers and convert-
ers, biosensors, and artificial retinas.

1.1
Bacteriorhodopsin as a Bioelectronic
Material

Bacteriorhodopsin (BR) is a naturally
occurring protein that has been optimized

via natural selection to be a highly
efficient light transducing protein with
good thermal stability both in vitro and in
vivo environments. Because this protein
must function in the outer membrane
of a salt-marsh archae, the protein is
stable over a wide range of temperature
and pH values that are encountered in
extreme environments. Further advantage
is derived from the fact that BR can be
isolated from the native organism and
produced easily and in large quantities.
Because BR has been the subject of
extensive device study for the past two
decades, this review will focus on this
protein. But the methods of optimizing
this protein for device applications are
applicable to any promising protein, and
this chapter will conclude with a discussion
of some other candidate proteins that are
currently under study.

1.2
Photocycle Overview and Characteristics

Bacteriorhodopsin functions as a proton
pump in the native organism, Halobac-
terium salinarum. The protein exists as
a trimer in the native organism and
together with membrane lipids forms
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(a)

(b)

(c)

Fig. 1 Structure of bacteriorhodopsin
(BR) in the purple membrane of
Halobacterium salinarum. The
membrane contains BR as the primary
constituent, where the protein exists as
a trimer in a hexagonal lattice.

a two-dimensional lattice known as the
‘‘purple membrane.’’ Figure 1 shows the
structure of the lattice and protein as it
occurs in the native organism. The purple
color of BR is a result of the absorbance
of an embedded chromophore; in solu-
tion, retinal absorbs maximally at 380 nm,
but, in the native protein environment,
the complex absorbs maximally at 568 nm.
The trimer lattice imparts a considerable
amount of stability to BR and also provides
an opportunity for the protein to self-
assemble into layers. Although a native
lipid matrix is not required for orientation
(i.e. other proteins can also meet this goal
without the existence of such a matrix), it
makes the task easier.

The protein is composed of 248 amino
acids that form seven membrane-spanning
alpha helices. Embedded in the middle
of this seven helical bundle is a light-
absorbing moiety called retinal. Retinal
is attached to the protein via a Schiff
base linkage to lysine-216. Following
absorption of a photon of light, retinal
undergoes a conformational change from

all-trans to 13-cis. This initial light-induced
isomerization induces a series of electronic
and conformational thermal transitions in
the protein that proceed in the absence
of light. Figure 2 shows the photocycle of
BR. The main photocycle intermediates
are labeled bR (the initial resting state of
the protein), K, L, M, N, and O (note to
reader: ‘‘BR’’ is used as an abbreviation
to represent the protein, whereas ‘‘bR’’ is
used to represent the resting state of the
light-adapted form of this protein).

There is also a branched photocycle in
BR, comprised of the P and Q states. The P
state can be reached by illuminating the O
state with red light (λmax = 640 nm). The
P state thermally decays to the Q state,
which is stable for long periods of time.
The Q state can then be illuminated with
ultraviolet/blue light (λmax = 380 nm) and
the protein returns to the resting state, bR.
These branched photocycle intermediates
are stable for long periods of time (i.e.
decades) and the protein will remain
in the branched state indefinitely (P or
Q) until illuminated with ultraviolet/blue
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Fig. 2 Structure and photocycle of bacteriorhodopsin. Key amino acids are
shown in the first panel. The second panel shows the main photocycle
intermediates (bR, K, L, M, N, and O) as well as the branched photocycle
intermediates (P1, P2, and Q).

light. The existence of this bistable system
has provided promise for using BR as a
template in photonic memory devices.

2
Optimization Methods for Proteins

Optimization of proteins for biomolecular
electronic devices required the concerted
effort of many molecular and chemical
strategies. Before the insurgence of molec-
ular techniques, traditional optimization
of proteins included submitting the pro-
tein to various chemical and physical
perturbations, including addition of chem-
icals, different solvents, and pH alteration.
However, recent molecular tools have

allowed for high-throughput examination
of vast numbers of protein variants. Pho-
toactive proteins can now be modified
at the level of the protein, the chro-
mophore, and the solvent environment.
A unification of tools from all levels is
employed to find suitable protein candi-
dates for biomolecular electronic devices.
Cross-method optimization provides the
largest possibility of producing and detect-
ing commercially viable protein variants.

2.1
Optimization Tools

A number of tools are now being used to
generate photoactive protein mutants for
various device applications. Mutagenesis
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at various degrees of specificity is used to
generate proteins that have been modified
at the amino acid level. Proteins can be
modified at any single amino acid or group
of amino acids by mutagenesis tailored to
suit the desired range of variability. The
entire length of the protein can be modified
randomly with no a priori knowledge of
structure and function. Each technique
can be selected depending on the desired
level or specificity of variation desired. For
example, a global genetic search of the
entire protein may reveal a variant that
can then be further studied using other
optimization methods.

2.2
Genetic Modification

Table 1 summarizes the different levels
of variability generation and optimization
used on a protein. Mutagenesis techniques
are used to generate all initial variability.
Site-directed, semirandom, and random
mutagenesis are used to generate ge-
netic substitutions to one location, one
region, or one gene, respectively. Directed
evolution is used to iteratively generate
and screen mutants that confer desired
optimizations. Directed evolution type I
and type II represent different levels of
screening; type I involves screening on
small volumes of isolated protein and
type II involves screening on the actual
organism expressing the protein. Table 1
shows the requirements and usefulness of
each technique.

2.2.1 Site-directed Mutagenesis
Site-directed mutagenesis provides the
ability to alter one specific amino acid
at a time. This technique can also be
used to mutate 3 to 5 contiguous amino
acids. Mutation of a protein in site-directed
fashion can be accomplished easily and

quickly in the laboratory using any num-
ber of commercially available kits (e.g.
QuikChange by Stratagene). Figure 3
shows the procedures and specificity pro-
vided by various mutagenesis strategies,
and site-directed mutagenesis is shown in
Fig. 3A. The entire process from design-
ing mutant DNA to isolation of protein
takes approximately six weeks, and most
of this time (3–4 weeks) is spent cultivat-
ing H. salinarum, which grows at a much
slower rate than commonly used E. coli
laboratory strains.

This mutagenesis procedure can work
for creating site-directed mutants in any
protein given a suitable expression system
(i.e. a plasmid containing the gene of
interest and a method for expressing the
protein) is in place. Using site-directed
mutagenesis, over 100 mutants in BR
have been constructed, many of which
provide device optimization over wild-type
(or naturally occurring) protein. Some of
these mutants will be discussed later in
this review. Site-directed mutagenesis is
a commonly used tool in most molecular
systems, and thus not limited to BR alone.

2.2.2 Semirandom and Random
Mutagenesis
Site-directed mutagenesis is very useful
when knowledge of the structure and func-
tion of the protein is known. However, this
information is not always known. Without
detailed crystal structures or higher-level
theoretical calculations, it is hard to predict
which amino changes will have a desired
effect on the function of a protein. For this
reason, more advanced mutational strate-
gies have become popular. Semirandom
and random mutagenesis are two meth-
ods to examine more global regions of a
protein. An overview of these procedures
is shown in Fig. 3. Semirandom mutage-
nesis (also called saturation mutagenesis)
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Bacteriorhodopsin

Site-directed mutagenesis

Thermo-

Transform

cycling

Dpnl digest

One amino acid Global gene

Specificity+ −

Variability
generated− +

Error-prone

PCR

Ligate

Random mutagenesis

Randomly mutated
fragments

Semirandom mutagenesis

Local amino acid region

(a) (c)

(b)

Fig. 3 Summary of mutagenesis techniques.
Different mutagenesis techniques are selected
based on the variability created and specificity of
each technique. (a) Site-directed mutagenesis is
used to modify one amino acid. (b) Semirandom

mutagenesis is used to modify 10 to 20 amino
acids. (c) Random mutagenesis is used to
modify the entire length of the protein
coding sequence.
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involves mutation of a local region of 10
to 20 amino acids, while the remainder of
the protein remains unaltered. For random
mutagenesis, the entire protein region is
affected; all amino acids are mutated with
equal probability across the entire length
of the protein.

Semirandom mutagenesis involves par-
titioning of the protein into short segments
that are mutated independently. This ap-
proach was originally established by Sauer
and co-workers and was also used to
examine membrane protein folding and
function. For example, BR contains 248
amino acids that were divided into 15
segments of ∼15 amino acids each. Each
segment contains a certain percentage of
‘‘doping’’ or probability that one amino
acid is replaced by another amino acid.
For example, a doping level of 20% means
that there is an 80% chance that the wild-
type nucleotide remains and a 6.7% chance
this nucleotide is mutated to any other.
Photophysical optimization of BR was
accomplished using semirandom mutage-
nesis, and these results will be presented
in Sect. 2.5.

Random mutagenesis is accomplished
using many different molecular tech-
niques, including error-prone PCR and the
use of cell lines designed to introduce mu-
tations due to errors in DNA replication
mechanisms. With random mutagenesis,
the entire gene is mutated with no a priori
bias in sequence. The advantage of this
technique is that no knowledge of protein
structure and function is required.

The various mutagenesis techniques are
most efficient when used concurrently. As
shown in Fig. 3, an increase in specificity
is achieved by moving from random to
semirandom to site-specific mutagenesis.
An increase in the amount of variability
created is achieved by using the opposite
order; the most variability can be created

across the entire gene sequence by us-
ing random mutagenesis. For example,
semirandom and random mutagenesis
can be used to locate a region confer-
ring an optimization. Then, site-directed
mutagenesis can be used to dissect the
particular residues responsible for a given
optimization and examine their respective
contributions to the overall effect.

2.2.3 Directed Evolution and Organism
Selection
Directed evolution at the molecular level is
the process whereby multiple iterations of
mutation and selection result in proteins
with optimized characteristics. Directed
evolution can be used to optimize any
protein, provided that an efficient method
for generation and screening of mutants
is in place and that the optimization is
fundamentally possible (i.e. the character
is able to optimized). Once these criteria
are met, many different aspects of a
protein can be optimized for use in
biomolecular electronics devices. Many
enzymes have already been optimized via
directed evolution.

A typical round of optimization entails
construction of new mutants, either by us-
ing semirandom or random mutagenesis,
screening or selection of optimized vari-
ants, and identification of these variants.
Mutants are then refined and tested using
site-directed mutagenesis, and the process
is repeated. Multiple rounds of this process
result in directed evolution of an optimized
characteristic. Typically 4 to 6 rounds of
directed evolution produce significant op-
timizations, although it is possible to find
a desired optimization in less.

Organisms that afford the ability to
screen variants in vivo can be optimized
more efficiently by elimination of time-
consuming (and often expensive) protein
isolation procedures. The efficiency of
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the chosen screening method is the crit-
ical rate-limiting step in directed evolu-
tion procedures. However difficult in vivo
screening and selection methods may be
to devise, development of a successful
method provides the ultimate stream-
lined tool in protein optimization. The
ability to generate and screen proteins
in the native organism avoids many in
vitro steps and allows for a more high-
throughput screen. The greatest chance
of detecting an optimized protein is di-
rectly related to the number of proteins
able to be screened in the shortest amount
of time. For BR, rounds of semirandom
mutagenesis have been coupled with site-
directed mutagenesis to generate novel
protein constructs. The protein has been
optimized photophysically, and thermal
optimization experiments are currently be-
ing conducted.

2.3
Optimization Goals for Biomolecular
Electronic Devices

Despite the remarkable efficiency of pro-
teins in the natural world, laboratory

and device usefulness of proteins remain
suboptimal. While nature has optimized
proteins for speed, accuracy, and effi-
ciency, these same attributes result in
proteins that require significant modifi-
cation if they are ever to be realized for
device application materials.

There are many optimization goals for
a particular protein for use in bioelec-
tronic devices. Figure 4 shows the different
ways that a protein such as BR is being
used as a biomolecular photonic device.
Four classes of optimization are chemi-
cal, photophysical, thermal, and electronic.
Chemical modification involves the addi-
tion of additives and modification of the
light-absorbing moieties in photosensitive
proteins. Photophysical modification of
proteins involves tailoring of the photocy-
cle to meet specific photonic requirements.
Thermal optimization involves increas-
ing the denaturation temperature of pro-
teins for increased stability in devices.
Electronic optimization involves adjusting
charge motion or net charge to enhance
the photovoltaic properties and orienta-
tion capacity of the molecule for device
applications.

Optimization of
photosensitive proteins
for biomolecular devices

Chemical Photophysical Thermal Electronic

Chromophore modification
Addition of additives

Change pH

Photocycle intermediate
lifetime and yield

alteration

Increase denaturation
temperature

Increase photovoltaic
signal

Charge adjustment

Fig. 4 An overview of the types of optimization targeted for use of a protein in biomolecular devices.
The different types of optimization include chemical, photophysical, thermal, and electronic.
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2.4
Chemical Optimization of Proteins

Some of the easiest changes to proteins
in terms of cost and time requirements
can be accomplished by changing the
physical environment of the protein.
Variations in pH, solvent, temperature,
ionic strength, and addition of inorganic
and organic chemicals can all result in
altered protein structure and function.
Chemical modification of any apoprotein
moieties that may exist in the molecule can
be used to alter the structure and function
of those constituents.

2.4.1 Chemical Additives in
Bacteriorhodopsin
The photocycle of BR can also be adjusted
by the addition of chemical additives. Low-
ering the pH to less than 2.5 results
in a color change from purple (λmax =
568 nm) to blue (λmax = 605–610 nm).
This ‘‘blue membrane’’ results in abol-
ishment of the photocycle. Other additives
also have an impact on the photocycle of
BR. Glycerol has been shown to inhibit
the P → Q transition; because P → Q is a
hydrolysis reaction, removal of water and
addition of glycerol results in inhibition of
Q state formation. Glycerol also results in
longer lifetimes to main photocycle inter-
mediate kinetics. These results have been
important in understanding how BR func-
tions in three-dimensional memories and
in further elucidation of the P state.

BR has a number of naturally occurring
cations present in the protein, consisting
of monovalents and divalents such as cal-
cium, magnesium, and sodium. Removal
of these cations results in a shift from
purple membrane to blue membrane. Re-
placement of these naturally occurring
cations with synthesized cations known
as ‘‘bolaforms’’ can restore the purple

color of BR and also result in altered
photokinetics. It is uncertain how these
organic cations exert their effect on the
photocycle of the protein, or where they
bind in the protein, but this does not
preclude their usefulness in biomolecu-
lar devices.

2.4.2 Chromophore Analogs in
Bacteriorhodopsin
The retinal moiety of BR has been modified
using standing organic chemistry tech-
niques. A sample of two chromophore
modifications to the retinal molecule in
BR is shown in Fig. 5. Modification to the
retinal molecule often results in altered
photophysical kinetics. The BR variants
13-desmethyl BR and 4-keto BR were syn-
thesized by removal of the C13 methyl
group and by addition of a ketone group at
C4, respectively. Studies were conducted
to examine the relative conformations of
the chromophores when inserted back
into the protein. Whereas wild-type pro-
tein consists of a mixture of all-trans to
13-cis isomers of 50 : 50 in the dark, and
98 : 2 in the light, 13-desmethyl BR con-
sists of a mixture of 15 : 85 in light or
dark (i.e. 13-desmethyl BR does not ‘‘dark
adapt’’ or ‘‘light adapt,’’ or shift the rela-
tive proportions of retinal isomers when
illuminated, as does wild-type protein).
The other analog, 4-keto BR, results in
a resting state absorption maximum of
510 nm. The M state in 4-keto BR has a
vibronic structure in the M state not seen
in wild type or 13-desmethyl BR. The pho-
tocycles of 13-desmethyl BR and 4-keto
BR are therefore very different from the
photocycle of wild-type BR and show that
chromophore analogs can be used to al-
ter the photochemistry of biomolecular
BR-based systems. These results sup-
port the usefulness of modification to
the apoprotein constituents of proteins
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Fig. 5 Retinal isomers. Modification of the retinal molecule can be
used to optimize BR for biomolecular device applications.

in addition to adjusting the amino acid
structure to achieve desired photokinetic
changes.

2.5
Photophysical Optimization of Proteins

Many proteins that absorb light undergo
conformational and electronic changes.
However, proteins with high cyclicity
‘‘reset’’ efficiently and, thus, following any
initial changes induced by the absorbance
of light, the protein is required to return to
the original state. Mutations to any amino
acid that has an effect on this normal
functioning of the protein will adjust
one or more photocycle intermediates
as the protein attempts to return to the
resting state.

Two bioelectronic devices have already
been constructed based on the photocycle
properties of BR, but many other devices
are being designed. Two of these photonic

devices, holographic memories and three-
dimensional based memories, have been
constructed using molecular variants of
the protein that impact the M state and the
O state (see Fig. 2).

2.5.1 Holographic Memories: The M State
in Bacteriorhodopsin
The M state in BR is the most blue-shifted
of all the photocycle intermediates. Holo-
graphic memory devices based on the M
state take advantage of the fact that the
refractive index of the M state is far re-
moved from that of the bR resting state.
A commercially available device, called
the Fringemaker, has been constructed
based on a mutant variant that lengthens
the M state. This mutant has a length-
ened M state as a result of replacement of
one aspartic acid residue to an asparagine
residue at position 96 (also known as
D96N). In naturally occurring protein, the
lifetime of the M state is ∼15 ms, but,
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in this mutant variant, the lifetime of the
M state reaches ∼250 ms under standard
conditions and pH 7. This mutant was
constructed using site-directed mutagen-
esis. A number of long M state mutants
have also been found using semirandom
mutagenesis techniques, and these mu-
tants are currently being investigated (data
not shown).

2.5.2 Three-dimensional Memories: the O
State in Bacteriorhodopsin
Because two distinct photocycles exist in
BR (one composed of the bR, K, L, M,
N, and O intermediates, and the other
composed of the P and Q intermediates),
information can be stored in the protein
and controlled photonically (see Fig. 2).
A three-dimensional memory storage de-
vice has been constructed based on the
photocycle properties in BR. Significant
advances to the protein for use in three-
dimensional memory storage have come
from site-directed and semirandom mu-
tants. Protein mutants have been found
that significantly increase the lifetime and
yield of the O state. The lifetime of the O
state has been increased to greater than 1 s
(as compared to 20 ms in wild-type pro-
tein) using a combination of site-directed
and semirandom mutagenesis techniques.
Although this long lifetime is not optimal
for use of BR in three-dimensional mem-
ory systems, the information provided by
long O state mutants has provided valu-
able information about the nature of the O
state and of the O to P transition.

2.6
Thermal Optimization of Proteins

Recent advancements in the field of
biomolecular electronics have led to the
development of device applications that
utilize proteins, DNA, and a wide variety

of synthetic macromolecules. While many
of these macromolecules are stable in their
native environments, most do not pos-
sess the degree of thermostability required
for use in biomolecular electronic devices.
Most organic macromolecules do not in-
herently possess the structural integrity to
function at high temperatures, although a
limited number of macromolecules thrive
in extremely thermophilic environments.

Proteins with low to moderate ther-
mostability can be engineered to function
at extreme temperatures by amino acid
sequence modification and computational
modeling. Modeling and sequence com-
parisons can be used to visualize and
predict regions of a protein that have poor
structural integrity at high temperatures.
By aligning the sequence of a thermostable
protein to an analogous, mesophilic coun-
terpart, the identity of residues likely to
confer increased thermostability of the
protein can be identified. Residue substitu-
tions are then engineered into the protein
to improve thermostability using the mu-
tagenesis techniques discussed earlier.

A typical round of thermoselection
is shown in Fig. 6. Pools of mutant
proteins are screened for functional and
structural integrity at high temperatures.
Mutants that remain stable at the desired
screening temperature are tested in device
applications and subject to additional
rounds of directed evolution for further
optimization.

2.6.1 Increasing the Thermostability of BR
using Thermus thermophilus as a host
In order to conduct directed evolution
and optimization of proteins at higher
temperatures, a suitable host organism
must be chosen for expression of mu-
tant proteins. For increasing the ther-
mostability of BR, Thermus thermophilus
(T. thermophilus) was chosen. Thermus
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Fig. 6 A summary of a round of thermal optimization. Proteins are iteratively subjected to rounds of
mutation, screening, and device testing.

thermophilus is an extremely thermophilic
bacterium that grows in hot springs and
industrial composts. This organism grows
at temperatures in excess of 80 ◦C and is
highly proficient at incorporating foreign
DNA into the genome. These features have
made T. thermophilus an attractive can-
didate to host directed evolution studies
on mesophilic proteins. Recently, genetic
tools were created for expression of heterol-
ogous proteins in T. thermophilus. These
tools include thermostable antibiotic re-
sistance selection and high copy number
expression vectors. Such tools make T.

thermophilus an efficient system to express
large numbers of foreign mutant con-
structs at high temperatures.

Using the thermophilic expression vec-
tor described by Moreno et al., large
numbers of BR variants are currently
being expressed in T. thermophilus. The
unique purple color of BR and absorbance
band at 568 nm make the protein easily
detectable in whole cell cultures of T. ther-
mophilus. Mutant cultures are monitored
relative to wild type to detect increased
thermostability. Those mutants that retain
structural integrity at higher temperatures
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are isolated, tested for functional stability
using UV-vis laser spectroscopy, and used
as starting points for further rounds of
mutagenesis and selection.

Bacteriorhodopsin variants that retain
functional stability at the highest ther-
moselection temperatures are subjected
to beta testing in biomolecular electronics
devices. The performance of thermostable
mutants in device applications determines
whether additional optimization rounds
are required.

In comparison to the work currently be-
ing conducted on BR, directed evolution
has already resulted in optimization of
thermal stability in a number of important
enzymatic proteins. Thermally optimized
enzymes are attractive agents for indus-
trial fermentation systems, pharmaceuti-
cal treatments, and thermostable tools for
genetic engineering. While these studies
are significant, optimizing the thermosta-
bility of BR provides the first account of
directed evolution being used to improve a
membrane protein for device applications.

2.7
Electronic Optimization of Proteins

Electronic optimization of the charges
and charge motion in a protein can
assist in deposition and fabrication ability
of the molecule for device applications.
The initial photovoltaic signal present in
photosensitive proteins can be enhanced
in terms of both magnitude and strength
of the signal by altering amino acids near
the binding site of the chromophore.

2.7.1 Oriented Bacteriorhodopsin Films
and Layer-by-layer Assembly
Orienting BR in a gel matrix or on
a solid conductive support is achieved
by a variety of deposition techniques.
These techniques include electrophoretic

sedimentation, Langmuir–Blodgett depo-
sition, and immobilization onto planar
lipid membranes or gel matrices. Elec-
trophoretic sedimentation is a deposition
technique used to orient an organic ma-
terial between two conductive substrates
by applying an external voltage. How-
ever, exposing most organics to external
voltages can be damaging to both the struc-
ture and function of the macromolecule.
The Langmuir–Blodgett technique in-
volves the transfer of liquid monolayers of
organic material to a solid substrate. While
this technique can control the thickness
and orientation of the organic components
in a film, a high degree of precision is
required to transfer a single monolayer
of protein from liquid to solid phase.
Electrostatic layer-by-layer assembly was
developed out of a need for a nondestruc-
tive deposition technique that controls the
thickness and orientation of an organic
macromolecule onto a solid substrate with
minimal expertise.

Recently, electrostatic layer-by-layer as-
sembly was used to fabricate oriented
thin films of BR (in the form of purple
membrane fragments) without applying
an external voltage or using a bulky poly-
mer matrix. Layer-by-layer deposition uses
electrostatic forces to orient a bilayer of
protein and a polyelectrolyte (a polycation
in the case of BR) to a solid substrate.
In the case of BR, the cytoplasmic side
of the protein is more negatively charged
than the extracellular side in alkaline con-
ditions. The dipolar nature of BR at high
pH enhances its capacity to bind to a layer
of polycations.

The substrate of choice is initially treated
with potassium hydroxide to give it a layer
of negatively charged ions on its sur-
face. The negatively charged substrate is
then dipped into a polycation solution to
line it with a uniform layer of positive
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charges. Upon removing the loosely at-
tached polycation molecules with a series
of washes, the substrate is dipped into an
alkaline solution of BR. The cytoplasmic
side of the protein attaches to the posi-
tively charged substrate, thus resulting in a
uniform bilayer of polycation and protein.
The layer-by-layer dipping procedure is
quick (∼12 min/layer), easily performed,
and amenable to a number of different
substrate shapes and orientations. Au-
tomating this procedure is possible when
films with 100 to 200 bilayers of pro-
tein/polycation are needed.

There is a direct relationship between
the number of deposited bilayers of
protein/polycation and optical density of
the thin film. Alternate layer-by-layer
deposition proves that it is possible to
both orient and control the number of
bilayers assembled onto a solid support.
This strategy can be used for other proteins
in addition to BR and has a profound
effect on the fabrication of thin films for
biomolecular device applications.

2.7.2 Photovoltaic Signal Enhancement
Many photoactive proteins generate a fast,
high intensity photoelectric signal upon
light excitation. The photoelectric response
of BR is a multicomponent signal that is
triggered by the photoisomerization of a
bound retinal molecule and a series of
structural rearrangements of the protein.
The ultrafast onset of the photovoltaic
signal makes BR an appealing candidate
for biomolecular field effect transistors
and optoelectronic integrated circuits. A
drawback to the fast photoelectric response
of BR is the relatively long decay time
of the signal (∼4.5 ps). Utilizing BR
as an efficient photodetecting element
requires that the protein generate a signal
with an ultrafast onset and decay time.
Optimization of the photovoltaic response

of the protein is achieved by employing a
combination of mutagenesis techniques
to alter residues in the retinal-binding
pocket. Retinal analogs are also used to
complement mutagenesis techniques in
order to further optimize the photoelectric
response of the protein.

The architecture of many biomolecular
devices utilizes organic macromolecules,
specifically proteins, in the form of a dried
film. Dried films of protein are less bulky
than liquid or gel matrices and resistant
to fluctuation in pH and temperature. In
the case of BR, thin film fabrication must
preserve the structure of the protein while
optimizing the photoelectric characteris-
tics. To preserve the structure and function
of BR, the protein is isolated and deposited
onto the substrate in the form of pur-
ple membrane patches. Purple membrane
patches are approximately 5-nm thick and
are primarily composed of BR molecules
arranged in a hexagonal lattice of trimers.
This architecture allows BR to absorb light
in all polarizations while stabilizing the
protein over a wide range of temperature
and pH values. Such characteristics make
purple membrane films ideal for biomolec-
ular device applications.

2.8
Bacteriorhodopsin as a Sensor

Bacteriorhodopsin has been long known
to display an extreme sensitivity to en-
vironment conditions such as pH, relative
humidity, and ionic strength. The effects of
this sensitivity can be manifested as modu-
lations to the photocycle or photovoltaic ef-
fect. Furthermore, various chemicals have
well-defined and well-characterized effects
on the protein. One such class of chemical
modulators is organic amines, which act to
prolong the M intermediate. The M state
decays as a function of the deprotonation
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of Asp 96, and any environmental condi-
tion that favors reduced proton mobility
will prolong this state, including, for ex-
ample, high pH or dehydration. Organic
amines also facilitate prolonged M states;
at first glance, it might be expected that this
is a pH-related affect, although given sam-
ple preparations with identical pH, those
treated with organic amines exhibit more
pronounced effects. The O state, also char-
acterized by proton transfer, is similarly
sensitive to the presence of environmen-
tal additives. The mechanisms that cause
these responses are not well understood.

Other classes of chemicals that modulate
the photophysical properties of BR include
alcohols (methanol, ethanol, propanol, and
butanol) and anesthetics. Azides are also
known to modulate the photophysical
properties of BR. Sensitivity of the pro-
tein to alcohols is manifested in the form
of modulations of the light-induced pho-
tocurrent of the protein and could be
enhanced by chemical modification of the
chromophore or genetic manipulation of
the protein. One plausible mechanism for
the alcohol-induced sensitivity of BR is
through local dehydration effects that es-
sentially mimic reduced relative humidity.
Numerous studies have demonstrated the
effect of anesthetics on BR response, which
exhibit several general modes of action.
Anesthetics modify ion transport through
membrane channels and thus are of inter-
est with respect to the nervous system. The
concentration-induced effects observed in
BR consist of a slight initial blue shift
(569–567 nm) to a state with an accelerated
M state. Higher anesthetic concentrations
result in a larger blue shift (480 nm), a pro-
longed M state, and a loss of both proton
pumping function and the purple mem-
brane lattice structure. Some anesthetics
will produce a 380-nm absorbing species.
At lower anesthetic concentrations, most

effects were found to be reversible. X-ray
studies indicate that anesthetics bind at the
lipid protein interface in the center of a BR
trimer. Other studies have posited distinct
binding sites. Generally speaking, there-
fore, chemical agents have several modes
by which they can modulate protein re-
sponse, including direct interaction with,
or binding to, the protein, and/or indirect
interaction by absorption into the lipids
proximal to the protein.

As indicated earlier, various chemical
species have been used in the past to mod-
ulate the response of the protein to light
by employing chemicals that modulate the
M and O states. Although these attempts
were targeted at developing photonic de-
vices, they are indicative of the ability of
this protein to respond to and register
the state of the immediate environment.
Furthermore, as detailed above, a wide va-
riety of external molecular stimuli have
proven to modulate the response of the
protein, indicating the potential role BR
might play as a chemical sensor in a hy-
brid protein-semiconductor architecture.
Given the ability to interrogate the protein
with light, signals can be extracted that
are a reflection of the environment experi-
enced by the protein. Such signals might
result from a modulation of the photocy-
cle kinetics, the photovoltaic effect, or a
combination of both. Thus, by extension,
it is possible to use either the photocy-
cle kinetics or photovoltaic responsivity
to monitor the concentration of volatile
species present in the environment. It can
be concluded that the complexity of BR
photophysics and sensitivity to external
molecular stimuli combine to make this
protein a strong candidate for the design
of hybrid protein-semiconductor sensors
in detection schemes for chemical agents
that are deleterious to human health, in-
cluding environmental toxins, industrial
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pollutants, and chemical warfare agents.
Additionally, the ability to implement mul-
tiple interrogation techniques gives BR a
unique advantage over other more conven-
tional materials.

3
Other Proteins as Biomolecular Devices

Discussion so far has been limited to
the optimization of BR. This emphasis is
appropriate from a historical perspective
because the vast majority of bioelectronic
devices have involved the use of BR
and BR variants. Nevertheless, there are
many other proteins that are currently un-
der investigation for device applications.
Greenbaum and Boxer have investigated
the use of photosynthetic proteins and
reaction centers for device applications.
These proteins exhibit high photoconver-
sion efficiencies and intrinsic diodelike
characteristics that are useful for a number
of applications.

One might anticipate that the visual
pigment rhodopsin would find device ap-
plication, but the use of this protein poses
a major problem that will not be easily
solved. When the protein absorbs a photon
of light, the chromophore is isomerized
from 11-cis to all-trans and is expelled from
the protein. In vivo, a complex enzymatic
process regenerates 11-cis retinal that is
transported back to the rod outer segment
and spontaneously recombines with the
protein to reform an active visual pig-
ment. The cycle requires many minutes
and would be extremely difficult to imple-
ment in a device environment. However,
there are sources of rhodopsin that provide
binary responses without chromophore
expulsion. Many invertebrate proteins op-
erate in this fashion and this avenue is
worthy of further study. Proteorhodopsin,

a recently discovered light-transducing
protein from oceanic bacteria, shows sig-
nificant potential for device applications.
This protein shares many of the positive
characteristics of BR while providing sig-
nificant differences in the photocycle that
may provide a comparative advantage in
photonic devices. What remains is to im-
prove the thermal stabilities and inherent
lifetimes of these proteins when used in
device environments. Not one of the above
mentioned proteins could be used in high-
temperature electronic systems. Directed
evolution will play an important role in
optimizing the thermal stability of candi-
date proteins.

4
Summary

Nature has been optimizing proteins for
roughly three billion years, and many of
the characteristics required of proteins to
function in biology are identical to those
required for device applications. Thus, nat-
ural materials are logical candidates for
electronic and photonic devices. Neverthe-
less, virtually all device environments pose
unique problems that require further op-
timization of biological molecules for the
device to function at full potential. This
chapter has provided an overview of these
methods and procedures using the protein
bacteriorhodopsin (BR) as the template.
A key observation, however, is that BR is
only one of many proteins that has poten-
tial for device applications. Bioelectronics
is in a very early stage of making contri-
butions to electronics and photonics, and
only a small number of architectures have
been explored. Genetic engineering and
directed evolution will prove crucial to the
full exploration and optimization of mate-
rials for bioelectronic application.
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See also Informatics (Computa-
tional Biology).
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Cofactor
A natural reactant, usually either a metal ion or coenzyme, required in an enzyme-
catalyzed reaction.

Holoenzyme
A catalytically active enzyme constituted by coenzyme bound to apoenzyme.

Vitamin
An essential organic micronutrient that must be supplied exogenously and in many
cases is the precursor to a metabolically derived coenzyme.

� A coenzyme is an organic molecule that can bind within enzymes that require
its function to catalyze a biochemical reaction. Hence, coenzymes are organic
cofactors that augment the diversity of reactions that otherwise would be more
limited to chemical properties of side chain substituents from amino acid
residues within protein enzymes. Coenzymes bind to apoenzymes to generate
catalytically competent holoenzymes. With tight binding, coenzymes may be
referred to as prosthetic groups; with loose binding, they may be called
cosubstrates.

1
General History

Most work on the chemical nature of
coenzymes began in the 1930s, when elu-
cidation of the structures of some vitamins
in the B complex was being accom-
plished. In 1932, Auhagen had succeeded
in dissociating a heat-stable component
of yeast ‘‘carboxylase,’’ which he called
‘‘cocarboxylase.’’ By 1937, Lohmann and
Schuster had determined its structure as
thiamine pyrophosphate (TPP). Warburg
and Christian were active in elucidating the
nature of the oxidation–reduction coen-
zymes that contain riboflavin (FMN, FAD:
see Sect. 2.1.2) and nicotinamide (NAD,
NADP: see Sect. 2.1.3) during this same
period. By the mid-1940s, the coenzyme
forms of B6 (PLP, PMP: see Sect. 2.1.4)

were recognized by Gunsalus, Snell, and
others. The discovery by Lipmann in 1947
of a coenzyme of acetylation (CoA), which
contained pantothenate, led to the full
structure elucidation by Baddiley et al. in
1953. Advances also made in the 1950s by
a number of laboratories led to the recogni-
tion of coenzyme forms of folacin, and by
the end of the decade, Lynen et al. had char-
acterized covalent N1-carboxybiotin and
Barker and his associates had identified
a coenzyme form of B12. Prerequisite
to determining structures of coenzymes
were recognition and purification of en-
zyme systems that depend on the catalytic
participation of these organic cofactors.
Continued examinations of diverse en-
zymes are extending the list of newer
coenzymes, some of which do not derive
from vitamins.
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2
Individual Coenzymes

2.1
Vitamin-derived Coenzymes

Many coenzymes are the metabolic result
of converting ingested vitamins, especially
those of the B complex, to forms suitable
for binding and function in enzyme
systems. Of the 13 vitamins presently
known to be required in the diet of humans
and most animals, at least eight (thiamine,
riboflavin, niacin, vitamin B6, folacin,
vitamin B12, biotin, and pantothenate)
are simply the essential precursors for
coenzymic forms made in the body. These
coenzymes and their functions are listed
in Table 1.

2.1.1 Thiamine Pyrophosphate
The pyrophosphate ester formed at the
β-hydroxyethyl substituent in position 5
of the thiazole moiety of thiamine is the
principle if not sole coenzyme derived
from thiamine. TPP, as is the case with
the parent vitamin, is relatively stable in
acidic aqueous solutions, but sulfite causes
cleavage at the methylene bridge to re-
lease the substituted pyrimidylsulfonate
and the thiazole pyrophosphate. TPP is
unstable in alkaline medium because the
thiazole portion is subject to base attack
at C-2. With hydroxyl ion, this leads to
a pseudobase, thiazole ring opening, and
some disulfide under mild oxidizing condi-
tions. Also, the 4-amino on the pyrimidyl
portion can attack as an intramolecular
base to form the tricyclic amino adduct,
which can be oxidized with ferricyanide
to yield thiochrome pyrophosphate. The
thiochrome-level compound is fluorescent
(wavelengths of excitation and emission,
385 and 440 nm, respectively) and is easily
detected.

TPP is formed in a number of tissues
from thiamine, and a fraction is subse-
quently converted, especially in brain, to
the triphosphate. Hydrolysis of the latter
to the monophosphate and some further
release of free vitamin occurs. Among the
forms involved, TPP predominates in cells.
About half the body stores are found in
skeletal muscle, with much of the remain-
der in heart, liver, kidneys, and nervous
tissue, including brain, which contains
much of the triphosphate. Enzymes cat-
alyzing the interconversions include thi-
aminokinase, which utilizes thiamine and
adenosine triphosphate (ATP) to form TPP
and adenosine monophosphate (5′-AMP).
A phosphoryl transferase that seems to
be adenylate kinase uses a second ATP
to interconvert TPP to adenosine diphos-
phate (ADP) and thiamine triphosphate.
A membrane-associated triphosphatase is
found mainly in nervous tissue.

TPP functions as the Mg2+-coordinated
coenzyme for the so-called active aldehyde
transfers in two general types of reaction
involving attack of carbonyl metabolites
by the carbanion generated at C-2 on the
thiazole moiety of TPP (Fig. 1). First, in
decarboxylation of α-keto acids, the con-
densation of the thiazole moiety of TPP
with the α-carbonyl carbon on the acid
leads to the loss of CO2 and produc-
tion of a resonance-stabilized carbanion.
Protonation and release of aldehyde oc-
cur in fermentative organisms such as
yeast, which have only the TPP-dependent
decarboxylase, but reaction of the α-
hydroxalkyl–TPP with lipoyl residues and
ultimate conversion of acyl–CoA occur
in higher eukaryotes, including humans,
with multienzymic dehydrogenase com-
plexes. A lyase that is required to shorten
3-methyl-branched fatty acids, for example,
phytanic acid, by α-oxidation also requires
TPP.
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Tab. 1 Coenzymatic forms and functions of B vitamins.

Coenzyme forms Enzyme systems Functions

Thiamine (B1)
Thiamine pyrophosphate

(perhaps triphosphate)
α-Keto acid decarboxylases,

transketolase
Decarboxylations of α-keto

acids from metabolism of
carbohydrates and amino
acids; glycolaldehyde
transfers; nerve membrane
ion transport

Riboflavin (B2)
Flavin mononucleotide,

flavin–adenine dinucleotide
(covalent and noncovalent)

Oxidases, dehydrogenases Hydrogen atom transfers from
substrates to oxygen and to
cytochromes

Niacin
Nicotinamide adenine

dinucleotide and the
2′-phosphate

Reductases, dehydrogenases Hydride ion transfer

Vitamin B6
Pyridoxal 5′-phosphate,

pyridoxamine 5′-phosphate
Aminotransferases, amino acid

decarboxylases, amino acid
dehydratases, cystathionine
synthetase, phosphorylase,
5-amino levulinate synthetase,
etc.

Transaminations, decarboxy-
lations, and side chain,
cleavages of amino acids;
breakdown of glycogen;
biosynthesis of heme,
phospholipid, etc.

Folacin
Tetrahydrofolate and

γ -glutamyl conjugates
Transformylases, thymidylate

synthetase, hydroxymethyl-
transferases, formimino-
transferase, etc.

One-carbon activation and
transfer as in purine and
pyrimidine biosynthesis;
catabolism of serine and
histidine, etc.

Vitamin B12
5′-Deoxyadenosylcobalamin L-Methylmalonyl–CoA mutase Isomerization of L-methyl-

malonyl–CoA to succinyl–
CoA

Methylcobalamin 5-Methyltetrahydrofolate–
homocysteine
methyltransferase

Methyl group transfer as in
methionine biosynthesis

Biotin
1′-N-Carboxybiotin as

amide-linked to ε-lysyl
residues

Acyl–CoA carboxylases and other
bicarbonate-dependent
carboxylases

CO2 activation and transfer in
formation of acids

Pantothenic Acid
CoA Acyl transferases, etc. Fatty acid metabolism, etc.
4′-Phosphopantetheine Acyl carrier protein of fatty acid

synthetase
Fatty acid biosynthesis
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The other general reaction involving
TPP is the transformation of α-ketols
(ketose phosphates). Although specialized
phosphoketolases in certain bacteria and
higher plants can split ketose phosphates
to simpler, released products, the reaction
of importance to humans and most
animals is a transketolation. Transketolase
is a TPP-dependent enzyme found in
the cytosol of many tissues, especially
liver and blood cells, where principal
carbohydrate pathways exist. This enzyme
catalyzes the reversible transfer of a
glycoaldehyde moiety (α,β-dihydroxyethyl-
TPP) from the first two carbons of a
donor ketose phosphate to the aldehyde
carbon of an aldose phosphate of the
pentose phosphate pathway, which also
supplies reduced nicotinamide adenine
dinucleotide phosphate (NADPH) needed
for biosynthetic reactions.

2.1.2 Flavocoenzymes
Structures of the natural flavocoenzymes,
all containing a substituted tricyclic

isoalloxazine nucleus derived from ri-
boflavin, are given in Fig. 2. The mono-
phosphate ester formed at the 5′-hydroxy-
methyl side chain substituent of riboflavin
is a flavocoenzyme called flavin mononu-
cleotide (FMN). It is the precursor to
the more commonly occurring flavin ade-
nine dinucleotide (FAD), which includes a
pyrophosphoryl-linked 5′-AMP moiety ex-
tended from the phosphoryl function of
FMN. In some less commonly encoun-
tered, but essential, forms of flavocoen-
zymes, there is covalent attachment of a
peptidyl residue through an electroneg-
ative atom, usually in the 8α-position.
Flavocoenzymes are relatively more stable
in acid than in base and are photode-
composed, largely to lumichrome and
lumiflavin, by cleavages at the ribityl side
chain. In the natural oxidized (quinoid)
forms, FMN and FAD are fluorescent
(wavelengths of excitation and emittance,
450 and 530 nm, respectively) and are read-
ily detected when unbound by protein;
however, FAD is significantly quenched
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by its intramolecular complex in solution.
The observed oxidation–reduction poten-
tial near −0.2 V poises these coenzymes
for electron transport, usually after (above)
the more negative pyridine nucleotides
and before (below) cytochromes.

Biosynthesis of flavocoenzymes occurs
within the cellular cytoplasm of most
tissues, but particularly in the small in-
testine, liver, heart, and kidney. The
obligatory first step is the ATP-dependent
phosphorylation of riboflavin catalyzed by
Zn2+-preferring flavokinase. The FMN
product can be complexed with specific
apoenzymes to form several functional
flavoproteins, but the larger quantity is
further converted to FAD in a sec-
ond ATP-dependent reaction catalyzed by
Mg2+-preferring FAD synthetase. These
coenzyme-forming steps are tightly reg-
ulated. FAD is the predominant flav-
ocoenzyme present in tissues, where
it is mainly complexed with numer-
ous flavoprotein dehydrogenases and ox-
idases. Less than 10% of the FAD can
also become covalently attached to spe-
cific amino acid residues of a few im-
portant apoenzymes. Examples include

the 8α-N(3)-histidyl-FAD within succi-
nate dehydrogenase and 8α-S-cysteinyl-
FAD within monoamine oxidase, both
of mitochondrial localization. Turnover
of covalently attached flavocoenzymes re-
quires intracellular proteolysis, and further
degradation of the coenzymes involves a
pyrophosphate cleavage of FAD to FMN
and action by nonspecific phosphatases on
the latter.

Flavocoenzymes participate in oxida-
tion–reduction reactions in numerous
metabolic pathways and in energy produc-
tion via the respiratory chain. The redox
functions of a flavocoenzyme (Fig. 3) in-
clude one-electron transfers during which
the biologically encountered, neutral, ox-
idized quinone level of flavin is half-
reduced to the radical semiquinone, which
can exist within natural pH ranges as neu-
tral or anionic species. A further electron
can lead to a fully reduced hydroquinone.
Additionally, a single-step, two-electron
transfer from substrate to flavin can occur
(Fig. 4). Such cases as hydride-ion transfer
from reduced pyridine nucleotide or the
carbanion generated by base abstraction
of a substrate proton may lead to attack
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Fig. 4 Reaction types
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There are flavoprotein-catalyzed dehy-
drogenations that are both pyridine nu-
cleotide dependent and independent, reac-
tions with sulfur-containing compounds,
hydroxylations, oxidative decarboxylations,
dioxygenations, and reduction of O2 to
hydrogen peroxide. The flavins are charac-
terized by wide scope in their operation due
to their intrinsic abilities to be varyingly
potentiated as redox carriers upon differ-
ential binding to proteins, to participate
in both one- and two-electron transfers,

and, in reduced (1,5-dihydro) form, to react
rapidly with oxygen.

2.1.3 Pyridine Nucleotide Coenzymes
Nicotinamide adenine dinucleotide and its
phosphate (Fig. 5) are the two natural coen-
zymes derived from niacin. Both contain
an N-1 substituted pyridine 3-carboxamide
that is essential to function in redox re-
actions with a potential near −0.32 V.
The oxidized coenzymes are labile to al-
kali, including nucleophilic addition at
the para (4) position, whereas the re-
duced (1,4-dihydro) coenzymes are labile
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to acid. Reduced coenzymes (NADH and
NADPH) characteristically absorb light in
the near-ultraviolet region (340 nm).

Converging pathways lead to the for-
mation of NAD, a fraction of which
is phosphorylated to NADP. Vitaminic
precursors are converted to the coen-
zymes in blood cells, kidney, brain, and
liver. Nicotinate and nicotinamide react
with 5-phosphoribosyl-1α-pyrophosphate
(PRPP) and nicotinic acid mononucleotide
(NaMN) or nicotinamide mononucleotide
(NMN), respectively. Additionally, in liver,
quinolinate from catabolism of trypto-
phan is similarly converted, with con-
comitant decarboxylation to NaMN. Sub-
sequent reactions with ATP to incorporate
the 5′-adenylate portion yield NAD from
NMN and deamido-NAD from NaMN.
The deamido compound reacts with glu-
tamine in a cytosolic-ATP-dependent step
to yield NAD, glutamate, AMP, and
pyrophosphate. In breakdown, NAD is
hydrolyzed to NMN and the latter to
nicotinamide, which, in turn, can be con-
verted to nicotinate by a rather widespread
microsomal deamidase. An NAD glyco-
hydrolase (NADase) catalyzes hydrolysis
of NAD to nicotinamide plus adenosine
5′-pyrophospho-5-ribose (ADPR). Some
NAD glycohydrolases have the abil-
ity to transglycosidate (i.e. to transfer

the ADPR moiety of NAD to acceptor
macromolecules).

Numerous enzymes require the nicoti-
namide moiety within either NAD or
NADP. Most of these oxidoreductases
function as dehydrogenases and catalyze
such diverse reactions as the conversion of
alcohols (often sugars and polyols) to alde-
hydes or ketones, hemiacetals to lactones,
aldehydes to acids, and certain amino acids
to keto acids. The common mechanism of
operation (generalized in Fig. 6) involves
the stereospecific abstraction of a hydride
ion from substrate, with para addition to
one or the other side of C-4 in the pyri-
dine ring of the nucleotide coenzyme. The
second hydrogen of the substrate group
oxidized is concomitantly removed as a
proton and ultimately exchanged as a hy-
dronium ion.

Most dehydrogenases utilizing NAD or
NADP function reversibly. Glutamate de-
hydrogenase, for example, favors the oxida-
tive direction, whereas others, such as glu-
tathione reductase, catalyze preferential
reduction. A further generality is that most
NAD-dependent enzymes are involved in
catabolic reactions, whereas NADP sys-
tems are more common to biosynthetic
reactions. The additional function of NAD
as a substrate for providing the ADPR
moiety to modify macromolecules has
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been recently more widely appreciated.
ADP–ribosyl transferase catalyzes such a
modification of the prokaryote elongation
factor 2, thereby blocking translocation on
ribosomes. Poly(ADPR) synthetases (poly-
merases) in eukaryotes catalyze a multiple
addition of ADPR from NAD to form
(ADPR) n-acceptor plus nicotinamide and
hydrogen ion. This activity is found in mi-
tochondria and bound to microsomes as
well as in nuclei, where it affects the op-
eration of DNA. This nonredox function
of NAD probably accounts for the rapid
turnover of NAD in human cells.

2.1.4 Pyridoxal 5′-phosphate and
Pyridoxamine 5′-phosphate
Two of the three natural forms of vitamin
B6 (pyridoxine, pyridoxal, and pyridoxam-
ine) can be phosphorylated to directly yield
functional coenzymes; these are pyridoxal
5′-phosphate (PLP) and pyridoxamine 5′-
phosphate (PMP). PLP is the predominant
and more diversely functional coenzymic
form, although PMP interconverts as coen-
zyme during transaminations. At phys-
iological pH, the dianionic phosphates
of these coenzymes exist as zwitterionic
metaphenolate pyridinium compounds.
They are very watersoluble, absorb light
in the ultraviolet region, exhibit fluores-
cence, and, in general, are sensitive to
light, particularly at alkaline pH. Both
natural and synthetic carbonyl reagents
(e.g. hydrazines and hydroxylamines) form

Schiff bases with the 4-formyl function of
PLP (and pyridoxal), thereby removing the
coenzyme and inhibiting PLP-dependent
reactions.

Each of the three vitamin-level com-
pounds is phosphorylated in the cytosol by
ATP-utilizing pyridoxal kinase, which, in
mammalian tissues, prefers Zn2+. Most
cells of facultative and aerobic organ-
isms contain a cytosolic, FMN-dependent
pyridoxine (pyridoxamine) 5′-phosphate
oxidase responsible for catalyzing the
O2-dependent conversion of pyridoxine
5′-phosphate (PNP) and PMP to PLP.
During aminotransferase (transaminase)-
catalyzed reactions, PLP and PMP inter-
convert with amino and keto functions of
substrate–product participants. Release of
free vitamin, mainly pyridoxal when physi-
ological nonsaturating levels of vitamin are
absorbed, occurs when the phosphates are
hydrolyzed by nonspecific alkaline phos-
phatase located on the plasma membrane
of cells.

PLP functions in numerous reactions
that embrace the metabolism of pro-
teins, carbohydrates, and lipids. Especially
diverse are PLP-dependent enzymes that
are involved in amino acid metabolism. By
virtue of the ability of PLP to condense its
4-formyl substituent with an amine, usu-
ally the α-amino group of an amino acid, to
form an azomethine (Schiff base) linkage,
a conjugated double-bond system extend-
ing from the α-carbon of the amine (amino
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acid) to the pyridinium nitrogen in PLP re-
sults in reduced electron density around
the α-carbon. This reduction potentially
weakens each of the bonds from the amine
(amino acid) carbon to the adjoined func-
tions (hydrogen, carboxyl, or side chain). A
given apoenzyme then locks in a particular
configuration of the coenzyme–substrate
compound such that maximal overlap of
the bond to be broken will occur with the
resonant, coplanar, electron-withdrawing
system of the coenzyme complex. These
events are depicted in Fig. 7. Aminotrans-
ferases effect rupture of the α-hydrogen
bond of an amino acid with ultimate
formation of an α-keto acid and PMP;
this reversible reaction provides an in-
terface between amino acid metabolism
and that for ketogenic and glucogenic
reactions. Amino acid decarboxylases cat-
alyze breakage of the α-carboxyl bond and
lead to irreversible formation of amines,
including several that are functional in
nervous tissue (e.g. epinephrine, nore-
pinephrine, serotonin, γ -aminobutyrate).
The biosynthesis of heme depends on the
early formation of δ-aminolevulinate from
PLP-dependent condensation of glycine
and succinyl–CoA followed by decarboxy-
lation. There are many examples of en-
zymes, such as cysteine desulfhydrase and
serine hydroxymethyltransferase, that af-
fect the loss or transfer of amino acid

side chains. PLP is the essential coenzyme
for phosphorylase that catalyzes phospho-
rolysis of the α-1,4-linkages of glycogen.
An important role in lipid metabolism
is the PLP-dependent condensation of
L-serine with palmitoyl–CoA to form
3-dehydrosphinganine, a precursor of
sphingolipids.

2.1.5 Pterin Coenzymes
Among natural compounds with a pteri-
dine nucleus, those most commonly
encountered are derivatives of 2-amino-
4-hydroxypteridines, which are trivially
named pterins. Although a number of
pterins when reduced to the 5,6,7,8-
tetrahydro level function as coenzymes,
the most generally utilized are poly-
γ -glutamates of tetrahydrofolate (THF).
These and their natural derivatives of
tetrahydropteroylglutamates responsible
for vectoring one-carbon units in dif-
ferent enzymic reactions are shown in
abbreviated form in Fig. 8. All these
pterins bear the substituent for transfer
at N-5 or N-10 or are bridged between
these basic centers. The number of glu-
tamate residues varies, usually from one
to seven, but a few to several glutamyls
optimize binding of tetrahydrofolyl coen-
zymes to most enzymes requiring their
function. Less commonly encountered,
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but essential for some coenzymic roles
of pterins, are the compounds shown
in Fig. 9. Tetrahydrobiopterin cycles with
its quinoid 7,8-dihydro form during O2-
dependent hydroxylation of such aromatic
amino acids as in the conversion of pheny-
lalanine to tyrosine. Tetrahydrobiopterin
also serves as a one-electron donor in
NO synthase catalysis. The recently elu-
cidated molybdopyranopterin functions in
some Mo/Fe flavoproteins such as xan-
thine dehydrogenase. Pterin coenzymes,
most at the tetrahydro level, are sensi-
tive to oxidation and have characteristic
absorbance in ultraviolet light. Upon heat-
ing in aqueous media below pH 4, the
pterin portion of the folyl-type coenzyme
tends to split from the p-aminobenzoyl
glutamate portion. The xanthine dehy-
drogenase pterin during isolation loses

hydrogen from the side chain to gener-
ate a double bond between sulfur-bearing
carbons.

The interconversions of folate with the
initial coenzymic relatives, the tetrahy-
drofolyl polyglutamates, involve dihydro-
folate reductase necessary for reducing
the vitamin-level compound through 7,8-
dihydro to 5,6,7,8-tetrahydro levels. This
enzyme is the target of such inhibitory
drugs as aminopterin and amethopterin
(methotrexate). A similar dihydropterin
reductase catalyzes reduction of dihydro-
to tetrahydrobiopterin. Tetrahydrofolate is
intracellularly trapped and extended to
polyglutamate forms that operate with
THF-dependent systems. In some cases
(e.g. thymidylate synthetase), there is
a redox change in tetrahydro to dihy-
dro coenzyme, which is recycled by the
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NADPH-dependent reductase. Turnover
of coenzyme to folate at the monogluta-
mate level requires hydrolytic cleavage of
the extra glutamyl residues. Cells of the
small intestinal mucosa are especially rich
in the γ -glutamyl peptidase (‘‘conjugase’’)
that degrades ingested natural folyl polyg-
lutamates to the more readily absorbed
folate.

Some of the major interconnections
among one-carbon-bearing THF coen-
zymes and their metabolic origins and the
roles are as follows:

1. Generation and utilization of formate.
2. De novo purine biosynthesis wherein

glycinamide ribonucleotide and 5-
amino-4-imidazole carboxamide ri-
bonucleotide are transformylated by
5,10-methenyl-THF and 10-formyl-
THF respectively.

3. Pyrimidine nucleotide biosynthesis,
wherein deoxyuridylate and 5,10-
methylene-THF form thymidylate and
dihydrofolyl coenzyme.

4. Conversions of some amino acids,
namely, N-formimino-L-glutamate
(from histidine catabolism) with THF
to L-glutamate and 5,10-methenyl-THF
(via 5-formimino-THF), L-serine with
THF to glycine and 5,10-methylene-
THF, and L-homocysteine with 5-
methyl-THF to L-methionine and re-
generated THF.

2.1.6 B12 Coenzymes
The coenzyme B12 (CoB12), known to
function in most organisms, including
humans, is 5′-deoxyadenosylcobalamin
(Fig. 10). A second important coenzyme
form is methylcobalamin (methyl-B12),
in which the methyl group replaces the
deoxyadenosyl moiety of CoB12. Some
prokaryotes utilize other bases (e.g. ade-
nine) in this position originally occupied

by the cobalt-coordinated cyanide anion
in cyanocobalamin, the initially isolated
form of vitamin B12. Coenzyme forms of
B12 are light-absorbing, photolabile com-
pounds that readily undergo photolysis
to yield aquocobalamin (B12b), in which
H2O is coordinated to cobalt in the corrin
ring. Acid hydrolysis of CoB12 yields hy-
droxocobalamin (B12a) with a coordinated
hydroxyl ion.

The metabolic interconversions of vita-
min B12 as the naturally occurring hydrox-
ocobalamin (B12a) with other vitamin- and
coenzyme-level forms involves sequen-
tially reduction of B12a to the paramagnetic
or radical B12r and further to the very
reactive B12s. The latter reacts in enzyme-
catalyzed nucleophilic displacements of
tripolyphosphate from ATP to generate
CoB12, or of THF from 5-methyl-THF to
generate methyl-B12.

Seemingly CoB12-dependent reactions
proceed through a radical mechanism, and
all but one (Lactobacillus leichmanii ribonu-
cleotide reductase) involve a rearrange-
ment of a vicinal group (X) and a hydrogen
atom. This general mechanism is illus-
trated in Fig. 11. For the CoB12-dependent
mammalian enzyme, L-methyl-malonyl-
CoA mutase, X is the CoA−S−CO−group,
which moves with retention of configu-
ration from the carboxyl-bearing carbon
of LR-methylmalonyl–CoA to the carbon
that lies beta to the carboxyl group in suc-
cinyl–CoA. This reaction is essential for
funneling propionate to the tricarboxylic
acid cycle. Without CoB12 (from vitamin
B12), more methylmalonate is excreted,
but also the CoA ester competes with mal-
onyl–CoA in normal fatty acid elongation
to form instead abnormal, branched-chain
fatty acids. Methyl-B12 is necessary in
the transmethylase-catalyzed formation of
L-methionine and regeneration of THF.
Without this role, not only would there
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be impaired biosynthesis of the essen-
tial amino acid but increased exogenous
supply of folate would be necessary to re-
plenish THF, which would not otherwise
be recovered from its 5-methyl derivative.

2.1.7 Biotinyl Functions
The coenzymic form of biotin occurs
naturally only as the vitamin that is
amide-linked to the ε-amino group of
specific lysyl residues in carboxylases
and transcarboxylase (Fig. 12). Though

the two ureido nitrogens are essentially
isoelectronic in the biotinyl moiety, the
steric crowding of the thiolane side chain
near N-3′ essentially prevents chemical
additions, which therefore occur at N-1′.

Biotin is inserted into enzymes depen-
dent on its operation by a holoenzyme syn-
thetase that forms biotinyl 5′-adenylate as
an intermediate from the vitamin and ATP.
Usual proteolytic turnover of biotinylated
enzymes release biocytin (ε-N-biotinyl-L-
lysine), which is further hydrolyzed to
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release the vitamin and amino acid in a
reaction catalyzed by biotinidase (biocyti-
nase, biotin amidohydrolase).

There are nine known biotin-dependent
enzymes: six carboxylases, two decar-
boxylases, and a transcarboxylase. Of
these, only four carboxylases are found
in tissues of humans and other mam-
mals. These carboxylases, named for
their substrates, are (1) a cytosolic en-
zyme that converts acetyl–CoA to mal-
onyl–CoA for fatty acid biosynthesis,
(2) a mitochondrial enzyme that converts
pyruvate to oxalacetate for citrate for-
mation, (3) the enzyme for converting
propionyl–CoA to D-methylmalonyl–CoA,

and (4) the enzyme that carboxylates β-
methylcrotonyl–CoA from L-leucine cata-
bolism to form β-methylglutaconyl–CoA.
Biotin-dependent carboxylases operate by
a common mechanism (Fig. 13). This in-
volves phosphorylation of bicarbonate by
ATP to form carbonyl phosphate, followed
by transfer of the carboxyl group from this
electrophilic mixed-acid anhydride to the
sterically less hindered and nucleophili-
cally enhanced N-1′ of the biotinyl moiety.
The resulting N(1)′-carboxybiotinyl en-
zyme can then exchange the carboxylate
function with a reactive center in a sub-
strate, typically at a carbon with incipient
carbanion character.
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2.1.8 Phosphopantetheinyl Coenzymes
The 4′-phosphopantetheinyl moiety, de-
rived from the vitamin pantothenate and
β-mercaptoethylamine, serves as a func-
tional component within the structure
of coenzyme A (Fig. 14) and as a pros-
thetic group covalently attached to a seryl
residue of acyl carrier protein (ACP). Be-
cause of the thiol terminus with a pKa

near 9, phosphopantetheine and its coen-
zymic forms are readily oxidized to the

catalytically inactive disulfides. CoA has a
strong absorption maximum at 260 nm,
attributable to the adenine moiety.

Within cells, synthesis of CoA and
the 4′-phosphopantetheinyl moiety of
ACP occurs via successive enzyme-
catalyzed conversions from pantothen-
ate to its 4′-phospho derivative to 4′-
phosphopantothenyl-L-cysteine followed
by decarboxylation to 4′-phosphopant-
etheine, which gains the AMP portion
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to form dephospho–CoA. This latter is
phosphorylated to form CoA. Following
the ATP-driven steps in biosynthesis of
CoA, formation of ACP occurs by trans-
fer of the 4′-phosphopantetheinyl moiety
of CoA, which binds via a phosphodiester
link to apo-ACP in a reaction catalyzed by
ACP holoprotein synthetase. About 80% of
pantothenate in animal tissues is in CoA
form, much of it as thioesters. The rest
exists mainly as phosphopantetheine and
phosphopantothenate. Cleavage enzymes
catalyzing hydrolysis of the phosphate
moieties (CoA → dephospho–CoA → 4′-
phosphopantetheine → pantetheine) and
release of β-mercaptoethylamine (cys-
teamine) and pantothenate from panteth-
eine operate during turnover and release
of the vitamin, some of which is excreted
in urine.

The myriad acyl thioesters of CoA are
central to the metabolism of numer-
ous compounds, especially lipids and the
ultimate catabolic disposition of carbohy-
drates and ketogenic amino acids. The
chemical properties of the thioester, which
has a high group-transfer potential, per-
mits facile acylations and hydrolysis; the
ready formation of enolate ions and the
carbanionlike character of the carbon α

to the carbonyl facilitate condensation re-
actions. For example, acetyl–CoA, which
is formed during metabolism of carbo-
hydrates, fats, and some amino acids,
can acetylate compounds such as choline
and hexosamines to produce essential bio-
chemicals; it can also condense with other
metabolites such as oxalacetate to sup-
ply citrate, and it can lead to cholesterol.
The reactive sulfhydryl termini of ACP
provide exchange points for acetyl–CoA
and malonyl–CoA. The ACP–S-malonyl
thioester can chain-elongate during fatty
acid biosynthesis in a synthetase complex.

2.2
Other Coenzymes

There are a growing number of coen-
zymes that are not formed from vitamins
and hence can be biosynthesized by at
least most of the organisms that re-
quire them. Sections 2.2.1 through 2.2.5
briefly describe several additional coen-
zyme types.

2.2.1 Pyruvoyl Functions
A simpler, but less frequently encoun-
tered variation on one way in which
pyridoxal 5′-phosphate operates is pro-
vided by the pyruvoyl N-terminus of some
enzymes. In these electrophilic centers,
the amino function of a substrate amino
acid condenses to form a ketimine, which
facilitates loss of a carboxyl group from
the attached amino acid moiety. For exam-
ple, S-adenosylmethionine decarboxylases
from mammals as well as from Escherichia
coli use such a subsystem to form spermi-
dine from putrescine and methionine.

2.2.2 Lipoyl Functions
α-Lipoic (thioctic) acid occurs naturally
in amide linkage to the ε-amino group
of lysyl residues within transacylases that
are core protein subunits of α-keto acid
dehydrogenase complexes. In such cases,
the functional dithiolane ring is on an
extended flexible arm. The lipoyl function
mediates the transfer of the acyl group
from α-hydroxylalkyl–TPP to CoA in a
cyclic system that transiently generates the
dihydrolipoyl residue.

2.2.3 Ubiquinones
The ubiquinones (coenzyme Qs) are a
group of ‘‘ubiquitous’’ substituted benzo-
quinones with variable-length terpenoid
chains. In eukaryotes, they are found
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mainly in the mitochondrial inner mem-
brane, where they function to accept
electrons from several different dehydro-
genases and relay them to the cytochrome
system. In this process, the quinone
function can be cyclically reduced and
reoxidized. Evidence has been found for
a function of CoQ in plasma membrane
electron transport, which influences mam-
malian cell growth.

2.2.4 Pyrroloquinoline Quinone and
Quinoproteins
Pyrroloquinoline quinone (PQQ) is a coen-
zyme originally isolated from bacteria
possessing a methanol dehydrogenase.
PQQ functions as a redox component
of holoenzymes in which the coenzyme
can be reduced in some cases by suc-
cessive one-electron steps to the radical
and dihydro forms and in other cases di-
rectly to the dihydro level by two-electron
processes. More recent detailed exam-
inations of several quinoproteins have
elucidated other quinone/hydroquinone-
related coenzymes as side chain-altered
prosthetic groups. Examples include the 6-
hydroxydopa (trihydroxyphenylalanyl)
residue at the active site of serum
amine oxidase and the tryptophan tryp-
tophylquinone in a bacterial methylamine
dehydrogenase.

2.2.5 Methanogen Coenzymes
A diverse group of coenzymes is required
to convert carbon dioxide to methane.
These rather novel compounds vary from
a complex nickel-porphyrin–like F430 to
the phenyl ether of methanofuran, the un-
usual pterin of tetrahydromethanopterin,
and the deazaflavin of F420, to the some-
what simpler sulfur-containing mercap-
toheptanoylthreonine and coenzyme M.
These are used by highly specialized

Archaebacteria (known as methanogens)
that can accomplish the reduction of CO2

through formyl, methyl, methylene, and
methyl stages of CH4. The importance
of the coenzymes that participate can
be appreciated by the quantitative and
global aspects of carbon cycling through
methane-forming systems, which are not
only free-living microbes but also are
found in microbes in the human intestinal
tract.

See also Enzymes, Energetics and
Regulation in Biological Catalysis
of; Vitamins, Structure and Func-
tion of.
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Chiral Molecules
A molecules that is not superimposable on its mirror image. The two molecules
(enantiomers) have identical physical properties with the exception of their interactions
with other chiral molecules or with chiral radiation (e.g. plane or circularly polarized
light). A racemic mixture contains equal amounts of each enantiomer.

Hydrothermal Systems
The circulation of seawater near the hot magma at a sea floor spreading to the center
formed as a result of plate tectonics. This circulation results in heating of the water to
300–400 ◦C and the reduction of compounds in the seawater (e.g. SO4

= to S−) and the
deposition of metal sulfides and other reduced metal derivatives proximate to the
spreading center.

Peptide Nucleic Acid (PNA)
A polymer composed of repeating β-amino acids with attached nucleic acid bases that
are proposed to have been precursors to the RNA world. The nucleic-acid bases are
attached to the polymer at the same distance apart as the bases in DNA and RNA so
that PNA is able to form double helices with both these nucleic acids.

Ribozyme
An RNA that catalyzes reactions.

RNA World
A proposed early stage in the formation or evolution of primitive life in which RNA was
the principal biopolymer. The RNA world is proposed to be the precursor to the
DNA/protein world of contemporary life.
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Template-directed Synthesis
The synthesis of a complementary RNA or DNA by condensation of mononucleotides
on a preformed RNA or DNA template. The sequence of the synthesized chain is
determined by Watson–Crick hydrogen bonding between the mononucleotides and the
complementary bases on the template.

Vesicle or Liposome
An approximately spherical body with a wall that is composed of long chain hydrocarbons
with polar terminal groups. It contains an aqueous phase inside which may contain
organic and inorganic substances.

� Research on the origins of life is an investigation of the reaction pathways that
start from simple organic molecules and end with the complex macromolecular
structures that organized into the first life. The understanding of this evolution
of chemical complexity requires information from astronomy, geology, biology,
chemistry, and physics. For example, astronomy, geology, and physics provide data
on the formation and environment of the early Earth. Information on reaction
processes that led to the first self-replicating system comes from the disciplines of
chemistry and biology.

1
Introduction

1.1
Formation of the Solar System

The processes leading to the origins of
life were initiated 13.7 billion years ago
(bya) with the Big Bang. The Big Bang
has been described as the simultaneous
appearance of plasmas of primary particles
everywhere in the Universe. Element
formation began almost immediately with
the appearance of the elements hydrogen,
helium, lithium, and beryllium by the
combination of protons and neutrons.
The subsequent star formation resulted
in a higher density and temperature
of these elements, which enabled the

fusion of three atoms of helium to form
carbon. Once carbon formed, all the other
major biogenic elements formed from
it including N, O, and P up to 58Fe
occurred. Further fusion to the higher
elements was energetically unfavorable
and did not occur until stars used up
all their H and He at which point the
star collapsed catastrophically and then
exploded into a supernova; this provided
the energy to form the heavier elements
as it blew them out into space during
the explosion.

Some ‘‘carbon stars’’ with high abun-
dances of carbon contribute large amounts
of carbon into the interstellar medium
when they explode. Interstellar dust clouds
are composed of carbon and silicate dust.
Chemistry takes place in these dust clouds,
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driven mainly by cosmic rays, which
enhances the chemical complexity of the
carbon compounds. These dust clouds
have lifetime of 107 –108 years. They col-
lapse due to the effect of external forces
(e.g. nearby supernovae), and star and
planet formation takes place. During the
process of collapse, the bulk of the mass
forms a protostar that gets sufficiently hot
to initiate nuclear fusion. A protoplanetary
disk forms around the protostar during the
collapse process that is composed of mass
that became a part of the star. Here a local-
ized area of gravitational collapse occurred,
which eventually led to the formation of
the planets, asteroids, and comets. Further
accretion of the planets still is taking place
today but at a much slower rate than when
the planets were formed.

Since there is a direct connection be-
tween the origin of life and the formation
of stars and solar systems, research on the
origins of life requires knowledge of inter-
stellar and stellar processes. Thus, studies
on the origins of life is a truly interdisci-
plinary area with important contributions
by astrophysicists, planetary geologists,
chemists, and biochemists working to-
gether to trace a coherent pathway to the
first life starting from the Big Bang.

1.2
The Nature of Life

What is life? How would one recognize
a very primitive form of our ancestors?
There is no consensus as to the basic
requirements of the first living system.
Does it require metabolic machinery or
will the requisite metabolites be available
for direct use? Will this life require the
equivalent of a cell membrane or could
it have been an assemblage of polymers
bound to a rock? The diversity of opinion
in the scientific community is illustrated

by an informal poll. Most scientists agree
that the first life should be able to replicate
and evolve, which implies the presence
of informational biomolecules that can
be copied. This may be possible for
an assemblage of polymers bound to a
rock. Robots or even astronauts may have
difficulty recognizing primitive life forms
on other planetary bodies. It will be even
more difficult to recognize life that uses a
biochemistry very different from the one
present on Earth.

1.3
The Earliest Life on Earth

Contemporary life is the result of about
4 billion years of evolutionary develop-
ment and undoubtedly differs appreciably
from the first life on Earth. There is little
hope of detecting the original life forms to-
day because the environment of the Earth
has changed and the inefficient early life
forms could not have competed with the
highly evolved life present on Earth today.

There is a small possibility that life exists
elsewhere in our solar system. Water is
of central importance to life on Earth and
there are several bodies in our solar system
where water has been detected. There is
ample evidence of ice being present on
Mars. Channels, characteristic of flowing
water, and lakebeds have been identified
here. Ice has also been detected below the
surface of Mars. Thus, it is possible that
simple life forms live below the surface of
Mars today. The other possible locations
for existence of life are Europa, Ganymede
and Callisto, the moons of Jupiter. There
is evidence for liquid water below the
icy surfaces of these three moons, so
there is also the potential for life there
as well.

Fossils of microorganisms, believed
to have been present on the Earth
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3.4–3.5 billion years ago (bya), have been
found in Africa and Australia. Exhaustive
radioactive dating provides firm evidence
for the age of the rocks in which these
fossils were found. The morphology of
these multicellular microfossils does not
establish the biochemistry utilized by these
life forms.

Indirect evidence suggests that life was
present on Earth prior to the 3.5 bya
microfossils. This evidence is in the
carbon isotope ratios observed in old
rock formations. When CO2 is reduced
to carbohydrates by photosynthesis, it
generates a product that contains a higher
12C/13C ratio than was present before
photosynthesis. This isotope signature is
seen almost all the way back to 3.8 bya
suggesting the presence of life forms that
carried out photosynthesis.

1.4
Environments on the Early Earth

The possible presence of photosynthetic
life on the Earth 3.8 bya indicates it was
a complex life form and suggests that
primitive life may have been present on
Earth closer about 4 bya. These data are
in conflict with lunar crater data that sug-
gests that the moon and hence the Earth
also underwent a massive bombardment
3.9 bya that might have killed all the life
on Earth. If this is correct, then photo-
synthetic life must have arisen rapidly
in 0.1–0.2 bya. Alternatively, if the 3.9-
bya bombardment did not sterilize the
Earth, then life may have arisen around
4.2–4.4 bya when the bombardments de-
creased in intensity and the Earth cooled
enough for oceans to form, and was more
hospitable for life.

The early rock record on the Earth is frag-
mentary but what is known is consistent
about the presence of liquid water 3.8 bya.

Sedimentary rocks, in the Isua Formation
in Greenland, were present at that time, so
it is likely that water was present. The ab-
sence of rocks formed before 3.8 bya and
that had not undergone major thermal al-
teration by plate tectonics make it almost
impossible to determine the nature of the
primitive Earth in earlier times.

The geology of the Isua rock formation
suggests that the temperature of the early
Earth was generally in the 0–100 ◦C range.
Less is known concerning the chemical
composition of the atmosphere. Initially
it was thought that the atmosphere was
reducing, containing large amounts of
methane, ammonia, and molecular hydro-
gen. Then it was recognized that methane
and ammonia would have undergone rapid
photochemical destruction by ultraviolet
light and the hydrogen formed would
have escaped from the top of the atmo-
sphere. The probable absence of reduced
organic compounds, like methane, is sup-
ported by measurements of the oxidation
level of the Earth’s crust and mantle from
the present back to 3.8 bya. It was deter-
mined from the investigations of rocks
of these former eras that the oxidation
state of the crust and mantle is the same
now as it was 3.8 bya. The high oxida-
tion state of the crust today results in the
emission of oxidized organics and inor-
ganic compounds by volcanoes. The same
oxidized gases might have been given
off 3.9 bya because the oxidation state of
the crust and mantle has not changed.
Thus, it is unlikely that the reduced com-
pounds necessary for the origin of life
were present 3.8 bya. If life originated
at an earlier time, say 4.2–4.4 bya, there
exists the possibility that there was a re-
ducing atmosphere at that time. If life
originated then, it would have had to sur-
vive the increased impacts that took place
3.9 bya.



6 Origins of Life, Molecular Basis of

The current model for the primitive
atmosphere is that it had large amounts of
molecular nitrogen and carbon dioxide and
much smaller amounts of reduced carbon
and nitrogen compounds. This view is
consistent with the predominantly carbon-
dioxide atmospheres of Venus and Mars,
the two planets closest to the Earth in
the solar system. The molecular oxygen in
the Earth’s atmosphere is a direct result
of photosynthesis, hence the presence
of life.

No strong data exist for the chemical
pathways leading to the origins of life. It
has not been possible to do a meaningful
chemical analysis of the fossilized micro-
scopic life forms in ancient rocks because
most of the organic material has been
replaced or extensively metamorphosed.
Since biological evolution proceeds from
simpler to more complex life, it is as-
sumed that the chemical evolution lead-
ing to the first life also proceeded from
simpler molecules to more complex bio-
logical polymers.

The absence of data concerning the ear-
liest life on Earth means that it will not
be possible to prove that any laboratory
model of the origins of life is an exact
representation of the earliest life on Earth.
Consequently, experiments on the origins
of life will be considered to be successful
only if systems can be developed that un-
dergo replication, mutation, and catalysis,
and may conceivably have been present
on the primitive Earth. It should be noted
that development of these replicating and
mutating systems would be a major sci-
entific accomplishment because chemical
systems of this complexity have not been
developed previously. Consequently, this
research will not only provide insight into
the origin of life but it will also generate
new ways to synthesize complex organic
structures using simple reactants.

2
Reaction Conditions on the Primitive Earth

The Earth underwent rapid change in
the 4.5–4.0 bya time period. The crust,
initially molten, solidified, and when it had
cooled below 100 ◦C, the oceans formed.
Internal heat was released through the
crust by extensive volcanic eruptions,
which discharged the gases trapped or
chemically combined in the crust into
the atmosphere. The atmosphere of the
early Earth is generally believed to have
consisted mainly of N2, CO2, and water
vapor. Reduced gases, such as CH4, NH3,
CO, and H2, were present only if their
rates of release from the crust exceeded
their rates of photolysis by ultraviolet
light. Oceans were probably slightly acidic
owing to the carbonic acid formed by
dissolution of atmospheric CO2. Basic
minerals and traces of NH3 would have
converted some of the carbonic acid to
bicarbonate. The rate of precipitation of
CaCO3 and MgCO3 determined how long
the pH of the oceans was controlled by
a carbonic acid–carbonate buffer system.
The concentrations of metal ions in the
oceans probably were different from those
present today. The alkali metal ions,
calcium and magnesium, were present
in about the concentrations found today,
and the absence of molecular oxygen in
the atmosphere suggests that the soluble
lower oxidation states of many of the
transition metals were also present. In
fact, the presence of Fe2+ is demonstrated
by the banded iron formations in the
ancient rock record. It is believed that these
iron oxide deposits were caused mainly
by the oxidation of Fe2+ to insoluble
Fe3+ compounds by the molecular oxygen
produced by photosynthesis.

Some of the insoluble minerals may
have been different from those found



Origins of Life, Molecular Basis of 7

today. For example, sulfides and cyanide
complexes may have formed in the absence
of molecular oxygen. The mineral surfaces
probably served as important catalysts for
prebiotic chemical processes. The energy
required to drive prebiotic processes came
principally from solar radiation, but crustal
radioactivity and internal heat from the
Earth may have also been important. Solar
energy manifested itself on the Earth in
the form of UV and visible light, lightning
discharges, and heat. The Earth’s internal
heat resulted in high crustal temperatures
and frequent volcanic eruptions; magma
injected into the crust under the sea
generated hydrothermal systems.

The general reaction conditions, which
are believed to have been present over
much of the primitive Earth, are described
above. Just as there exists special niches
of unusual temperature, acidity, miner-
alogical, or atmospheric conditions on the
present Earth, it is likely that similar niches
were present on the primitive Earth. We
cannot exclude the possibility that some
important processes of chemical evolution
were triggered in one of these special en-
vironments. For example, a heterotrophic
form of life may have originated in one
of the niches where in a photosynthetic
autotrophy evolved. Once it had developed
the capability to make its own nutrients,
it may have been able to survive under
the global conditions outside this special
environment.

3
Possible Sources of Simple Organic
Compounds

3.1
The Earth’s Atmosphere

Stanley Miller’s production of amino
acids by passing an electric discharge

through a mixture of methane, ammonia
hydrogen, and water vapor in 1953 was a
dramatic demonstration that it is possible
to carry out laboratory studies of the
origins of life. In this famous experiment,
Miller generated hydrogen cyanide (HCN),
aldehydes, ketones, and hydroxy acids,
along with a large array of amino acids. It
was recognized that the large proportions
of methane, ammonia, and hydrogen
present in the gas mixture he used were
inconsistent with the rapid loss of these
gases from the Earth’s atmosphere. In
studies of the action of electric discharges
on gaseous mixtures that contain smaller
percentages of reduced organics and
N2 gas, Miller observed that hydrogen
cyanide was the principal reaction product.
Nitrogen oxides (NO, NO2) are the reaction
products if no hydrogen or reduced carbon
or nitrogen compounds were present in
the sparked mixture. The lower yields
of organic substances in these discharge
experiments prompted the search for other
sources of organic compounds.

3.2
Interstellar Organic Molecules

Interstellar organic molecules are believed
to be formed by the action of cosmic rays
and UV light on the carbonaceous material

Tab. 1 Some interstellar organic compounds.

Hydrocarbons
CH4, C2H6, CH2=CH2, HC≡CH, HC≡CC≡CH,

CH3C≡CH, CH3C≡CC≡CH

Carbon–Oxygen Compounds
C≡O, H2C=O, CH3C

|
H

=O, (CH3)2C=O, HC
|

OH

=O

Carbon–Nitrogen Compounds
CH3C≡N, HN≡C, HC≡N, HC≡CC≡N,

HC≡CC≡CC≡N, H(C≡C)5C≡N
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injected into space by the explosion
of stars. The action of UV light is
mainly effective in diffuse dust clouds
while cosmic rays penetrate both dark
and diffuse interstellar dust clouds. UV
light is emitted by hot cores in dark
clouds and is driven by the UV emission
of a proximate protostar. The higher
temperature of the protostar also warms
the nearby dust grains and volatilizes the
compounds condensed on them. Some
of the volatile organic and inorganic
molecules, radicals and ions identified
by microwave spectroscopy are shown in
Table 1.

3.3
Meteorites and Comets

The accretion of the Earth resulted from
the impacts of smaller bodies on the Earth
for several thousand years after it was
formed. These bodies may have brought
organics to the Earth’s surface if they were
traveling at a low velocity and thus were
not pyrolyzed when the body on which they
were carried hit the Earth’s atmosphere.

Once the bulk of the planetesimals
were ‘‘swept up’’ by the planets orbiting
the Sun, the asteroids that orbited the
Sun between Mars and Jupiter continued
to serve as a source of meteorites.
The asteroid belt exists because the
gravitational perturbations of Jupiter are
so great that it inhibits the coagulation of
these smaller bodies into a planet. While
the asteroids have defined orbits around
the Sun, they tend to smash into each
other–a process that results in their loss
of dust and larger pieces with sufficient
translational energy for these pieces to
escape from their orbits and accelerate
towards the Sun. Many of these bodies will
impact with other planets, including the
Earth, and bring organics to their surfaces.

It is estimated that 80% of the original
asteroid belt and an amount of material
equivalent to a layer of material 0.2 to
1-km thick was deposited on the Earth
as a result of these collisions. Accretion
continues at a slower rate to this day with
an estimated 30 000 ± 10 000 tons of dust
per year reaching the Earth’s surface.

Smaller meteorites survive impact with
the Earth’s atmosphere by the thermal
ablation of their surface materials. This
preserves the organics present below the
surface of the meteorite from decompos-
ing on impact with the atmosphere. These
bodies may break into pieces when they
hit the Earth’s surface but the organics
present are preserved. The much larger
bodies survive the trip through the Earth’s
atmosphere but the impact is with such
high energy that the body is almost totally
pyrolyzed and the impacter gets so hot
that any organics present are destroyed.
The fate of each dust particle or larger
body depends on its mass and velocity.
Material originating from the asteroid belt
usually has a lower velocity than those
from comets and has a greater chance of
survival. An impact on the atmosphere in
Tunguska, Siberia (Russia) may have been
due to cometary or meteorite material. The
resultant shock wave blew down trees over
a 2000 km2 area.

Meteorites are our principal source of
information about extraterrestrial mate-
rial. Most meteorites do not contain much
carbon but those that do, have as much
as 2%. Analysis of the organic material
present reveals that most of it is a poly-
meric matrix of organic material imbedded
in an inorganic matrix. There is also a
fraction of water-soluble organics, which
accounts for less than 1% of the organic
material present. This consists of diverse
array of organics, many of which are rem-
iniscent of biomolecules. These include
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Tab. 2 Organic compounds detected in the
Murchison meteoritea,b.

Amino acids ++
Carboxylic acids +++
Dicarboxylic acids ++
Hydroxy acids ++
Sulfonic acids ++++
Basic N-heterocycles +
Purines & pyrimidines +
Pyridine carboxylic acids +
Amides ++
Amines ++
Alcohols ++
Aldehydes & ketones ++
Aliphatic hydrocarbons ++
Aromatic hydrocarbons ++
Sugar alcohols & acids +

a++++ > 1000 ppm +++ > 100 ppm
++ > 10 ppm + > 1 ppm.
bAdapted from Pizzarello, S., Huang, Y.,
Becker, L., Poreda, R.J., Nieman, R.E.,
Cooper, G., Williams, M. (2001) The organic
content of the Tagish lake meteorite, Science 293,
2236–2240.

carboxylic and dicarboxylic acids amino
acids, purines, pyrimidines, and simple
sugar derivatives (Table 2).

There have been no direct analyses
of comets although at the time of this
writing there are several missions to
comets are in progress. Spectroscopic
analysis of the cometary coma, generated
by the impact of the particles in the
Sun’s solar wind on the comet, revealed
the presence of hydrocarbons and nitrile
derivatives (Table 3). These findings give
strong support to the hypothesis that
comets contain reduced organics, some

Tab. 3 Some carbon, hydrogen and nitrogen
compounds in the comas of comets.

CH4, C2H6, HC≡CH
S=C=O, C≡O, H2C=O, CH3OH
HC≡N, HN≡C, CH3C≡N

of which may have contributed to the
inventory of organics on the Earth that
led to the origins of life.

3.4
Hydrothermal Systems

Marine hydrothermal systems with their
spectacular ‘‘black smokers,’’ ‘‘white smok-
ers,’’ and unique ecosystems may have pro-
vided yet another environment in which
the biomolecules required for the origins
of life were formed. The internal heat of
the Earth drives these vast systems of sea-
water circulating through the Earth’s crust.
Temperature ranges as high as 350 ◦C and
pressures up to 20–30 mPa (200–300 bar)
occur as this hot water percolates through
potential mineral catalysts.

The thermal gradient between the
magma at the tectonic spreading center
and the 2 ◦C sea water drives the flow
of water and its dissolved compounds
down to the magma where they are re-
duced by the iron in the magma at the
high pressures and temperatures there.
The reduced metal ions are vented to-
gether with the sulfide formed by the
reduction of sulfate. The highly insoluble
metal sulfides generate black and, some-
times white, precipitates in the vicinity of
the vent as soon as they encounter the cold
ocean water. It is possible that reduced
organics and ammonia are formed from
more oxidized precursors by the magma.
Laboratory studies have shown the reduc-
tion of molecular nitrogen to ammonia
when it was heated to 500–700 ◦C and
pressures of 0.1 Gpa. This reaction is in-
hibited by water and is most efficient
with a 1 : 1 ratio of water and reductant.
Nitrogen oxides (NO2

−, NO3
−) are read-

ily reduced to ammonia by iron sulfide
minerals and hematite at 500 ◦C. Thus, hy-
drothermal systems could have been the
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source of ammonia required for the for-
mation of nitrogen-containing organics on
the primitive Earth. It is not clear whether
the rate of ammonia production exceeded
its rate of photolytic destruction by solar
UV light.

More complex structures are unlikely to
survive the high temperatures and pres-
sures present directly in the vents but
they may be formed from the reduced
metal ions and sulfides generated by the
vents. But organics may also have been
formed away from the high temperature
areas at the vents in which they would
have been stable. The temperature gra-
dient that drives the vent process also
drives the circulation of sea through the
reduced forms of metals and their sul-
fides deposited in the vicinity of the vent.
This ‘‘off axis’’ circulation may bring ox-
idized compounds in contact with the
reducing conditions and catalytic miner-
als leading to the formation of reduced
organic and inorganic compounds. These
‘‘off axis’’ compounds would not come in
contact with the hot magma and conse-
quently would not be destroyed by the
high temperatures.

There have been several recent findings
of the formation of reduced organics from
oxidized precursors using this hydrother-
mal model. The laboratory synthesis of
some simple organics from carbon dioxide
and carbon monoxide has been reported in
simulations of hydrothermal reaction con-
ditions. Iron, iron sulfides together with
hydrogen sulfide reduced carbon dioxide
to methane thiol (CH3SH). The reduction
of CO at 100 ◦C with a mixture of iron and
nickel sulfides in the presence of methane
thiol resulted in the synthesis of acetic acid
and its methyl thioester (CH3COSCH3).
Reactions of CO with iron sulfide at 250 ◦C
and high pressures give low yields (0.07%)
of pyruvate. Dipeptides are formed in the

reactions of amino acids with CO, a mix-
ture of CO and a mixture of iron and nickel
sulfides, hydrogen sulfide, or methane
thiol at 100 ◦C. These data suggest the pos-
sibility of forming simple peptides near
hydrothermal vents but it appears unlikely
that polypeptides of sufficient lengths to be
catalysts could have formed by this route
because they are hydrolyzed under similar
reaction conditions.

4
Formation of Complex Structures

None of the compounds formed from
the sources described in Sect. 3 are
biopolymers of the type present in life
as we know it. The concentrations of these
reactants leading to biopolymers probably
were so low that bimolecular reactions
did not occur in the solution phase.
Rather, it is thought that the reactions
took place on mineral surfaces or in
complexes with metal ions that selectively
adsorbed and catalyzed the reactions of
these organics.

If the molecules discussed in Sect. 3 are
indeed the limit of complexity, then ad-
ditional reactions had to have occurred
to generate the biopolymers essential for
the first life. Life is based on biopoly-
mers or the self-organization of more
complex structures as is observed in the
formation vesicles from lipid molecules.
The formation of more complex structures
may have been driven by UV light, dis-
charges, radioactivity, shock waves, and
thermal processes on the early Earth. All
of these energy sources also have the po-
tential to degrade complex organics, so
there may have existed a critical balance
between the rates of formation and degra-
dation of the molecules required for the
first life.
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4.1
Catalysis and Prebiotic Synthesis

It is likely that catalysis had a central role in
the origins of life just as it has a central role
in life today. For example, a complex array
of structures and enzymes are required for
the biosynthesis of proteins and nucleic
acids. Certainly a much simpler synthesis
of these biopolymers occurred on the
primitive Earth, but it is highly likely that
mineral and/or metal ion catalysis was
involved. A catalyst is essential since it can
carry out the following functions:

1. Selectively bind low concentrations of
reactant molecules from a complex
mix of organic structures present in
an aqueous solution on the primi-
tive Earth.

2. Enhance the rate of the reaction of the
reactants so that they can form bonds
faster than they would be degraded.

3. Selectively form a restricted number
of reaction products so that not all
possible isomers are formed. This is
especially important in the formation of
biopolymers in which if it is was desired
to make one molecule of a polypeptide
containing 100 amino acids of defined
sequence by a random method, it
would be necessary to synthesize 10130

molecules. If two identical molecules
of a 40 mer of an RNA containing
four different bases were required,
it would be necessary to synthesize
1048 molecules.

Most of the studies of the origins of
life do not consider the role of catal-
ysis in prebiotic synthesis. Bernal first
proposed in 1947 that mineral catalysis
might have had a role in prebiotic synthe-
sis. In the absence of life, minerals and
metal ions were the most likely catalysts
on the primitive Earth. For example, di-
valent metal ions were required in the

synthesis of nucleosides from purines and
ribose. The uranyl ion (UO2

2−) and lead
ion (Pb2+) catalyzed the oligomerization
of 5′-activated nucleotides. Mg2+ is usu-
ally an essential cation in the reactions
resulting in the formation of the phospho-
diester bond present in oligonucleotides.
Montmorillonite clay has a central role
in the formation of oligopeptides from
aminoacyl adenylates (Sect. 8.1) and in the
formation of oligonucleotides (Sect. 8.2).
The minerals illite and hydroxylapatite
catalyze the oligomerization of negatively
charged amino acids (Sect. 8.1). Hydro-
talcite catalyzes the oligomerization of
glycolaldehyde phosphate to the dimer
erythrose-2,4-diphosphate as the major re-
action product. Additional examples of
catalysis are discussed in Sect. 8.

The current scenario for the origins of
life proposes a series of chemical reac-
tions yielding first simple products, then
more complicated compounds. The re-
action conditions for each stage of the
process may very well have been quite
different, and they probably required dif-
ferent catalysts. The chemical evolutionary
process may have paralleled the chang-
ing reaction conditions on the primitive
Earth that resulted from its cooling and
the diminished flux of impacting comets
and meteorites. The host of variables in
the possible reaction conditions makes it
almost impossible to define the precise
conditions under which life originated on
the early Earth.

5
Formation of Nucleic Acid Bases,
Nucleosides, and Nucleotides

The central biopolymers of life today
are proteins, DNA, and RNA. Amino
acids, the building blocks of protein, are
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found in meteorites, and formed directly
in many prebiotic simulation reactions.
The monomers for DNA and RNA are
not found either in meteorites or in
simulation experiments, so if they were
present on the primitive Earth, they should
have been synthesized by reactions that
occurred here.

The prebiotic synthesis of RNA will be
emphasized in this review. Proteins will
only be discussed briefly because their
ability to store information has not been
established. If primitive life did not have
the ability to maintain the information
that led to its formation, it would not
have evolved.

Many scientists in this field feel that
RNA monomers are too complex to
have formed spontaneously on the prim-
itive Earth. They propose that simpler
precursors to RNA formed first which
directed the synthesis of RNA. While
possible pre-RNAs have been proposed,
no prebiotic synthesis of these pre-
RNAs has been demonstrated (Sect. 8.4).
In addition, unless the pre-RNAs were
able to direct the synthesis of RNA
monomers, the problem of formation
of the RNA monomers still remained
if the transition of pre-RNAs to RNAs
took place using the pre-RNAs as tem-
plates. Consequently, the formation of
RNA monomers and their polymerization
will be emphasized.

5.1
Nucleic Acid Bases

Nucleic acid bases have been found
in the Murchison meteorite, which
fell in Murchison Australia in 1969,
and other meteorites containing carbon
compounds. Condensation reactions of
HCN are another source of purine and
pyrimidine bases. The condensation of

HCN proceeds in a stepwise fashion
in aqueous solution and generates a
tetramer, diaminomaleonitrile (DAMN).
Further reaction of DAMN with HCN
generates a mixture of low molecu-
lar weight oligomers. Hydrolytic decom-
position of the oligomer yields ade-
nine, guanine, orotic acid, uracil, 4,5-
dihydroxypyrimidine, and 5-hydroxyuracil.
More recent studies with a solution of
ammonium cyanide left at −78 ◦C for
27 years generated a polymer, which on
hydrolysis, resulted in the formation of
adenine, guanine, hypoxanthine, xanthine,
2,6-diaminopurine, uracil, 5-aminouracil,
5-hydroxyuracil, orotic acid, 5-aminoorotic
acid, and 4,5-dihydroxypyrimidine (Fig. 1).

Alternatively, photolysis of DAMN gen-
erates 4-aminoimidazole-5-carbonitrile
(AICN). Reaction of AICN or its corre-
sponding amide (AICA) with simple nitrile
derivatives results in the formation of an
array of purine bases including adenine,
guanine, diaminopurine, hypoxanthine,
and xanthine. The pyrimidines cytosine,
uracil, and diaminopyrimidine are formed
by addition reactions to cyanoacetylene.
Heating formamide to 160 ◦C in the pres-
ence of mineral catalysts also forms ade-
nine and cytosine.

Acid hydrolysis of the Murchison me-
teorite, which has 2–3% carbon, results
in the release of adenine, hypoxanthine,
guanine, xanthine, and uracil. The yields
are low but there is the potential of de-
livery of substantial amounts of these
compounds on the Earth from dust and
meteorites that get broken off the asteroids
(Sect. 3.3).

5.2
Nucleosides

There are two problems associated with the
prebiotic synthesis of nucleosides. One is
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Fig. 1 Formation of purine and pyrimidine bases from HCN.

the formation of ribose and the second
is the formation of nucleosides by the
reaction of ribose and with a purine or
pyrimidine base.

5.2.1 Prebiotic Synthesis of Ribose
Several routes have been proposed for
prebiotic ribose synthesis. The first was
based on the Formose reaction, the
condensation of formaldehyde in basic
solution catalyzed by divalent metal ions.
This reaction, however, produces an array
of more than 35 sugars, most in low yield.
It is not clear how the small amount of
ribose in this complex mixture was selected
from all the other sugars present to form
nucleosides.

Two improvements of this synthesis
have been reported. One is the use of
a magnesium ion–lead ion mixture that
catalyzes the formation of all four pen-
toses in roughly equal amounts with
little or no formation of any other

sugars. This catalytic mixture decreases
the number of products formed from
over 20 to four. Interestingly, incu-
bation of any one of these pentoses
with the magnesium–lead catalyst re-
sults in its being converted to equal
amounts of the four pentoses. In addition,
these pentoses are formed by incuba-
tion of hexoses with the magnesium–lead
catalyst.

A promising synthesis of ribose is from
the reaction of formaldehyde with calcium
hydroxide in the presence of borate. The
calcium catalyzes the synthesis of sugars
via the Formose reaction while the borate
forms a complex with the hydroxyl groups
of the ribose and ribose precursors that
prevents its conversion to hexoses and
higher molecular weight sugars as well
as inhibiting the formation of brown
decomposition products.

Ribose may also be produced by the re-
action of glycolaldehyde phosphate with
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formaldehyde (Fig. 2). Further reaction of
glyceraldehyde phosphate with glycolalde-
hyde results in ribose-2,4-diphosphate.
The overall yield is 33% in a one-
pot reaction starting from glycolaldehyde
phosphate and formaldehyde. The main
problem with this scenario is the ab-
sence of a convincing prebiotic route to
glycolaldehyde phosphate. Glycolaldehyde
can be converted to glycolaldehyde phos-
phate by reaction with amidotriphosphate
(NH2Pi3).

The Murchison meteorite contains
sugar derivatives in which the aldehyde
group of the sugar is either oxidized to
an acid or reduced to an alcohol. One
speculative route to these products is the
formation of ribose in the asteroid and the
subsequent oxidation and reduction of the
ribose in the meteorite or its parent as-
teroid. If this speculation is correct, there
may be meteorites in which this oxidation
did not occur.

5.2.2 Prebiotic Synthesis of Nucleosides
from Ribose and Bases
There has been limited success in the
formation of nucleosides by the reaction of
purine and pyrimidine bases with ribose.
The dry-phase reaction of purines and
ribose at 100 ◦C in the presence of Mg2+
or Ca2+ results in low yields of the natural
β-anomers of the nucleotides (Table 4). No
nucleosides were detected in comparable
reactions using pyrimidine bases. This is
one of the reasons cited for suggesting that
compounds with simpler structures were

the building blocks for the first genetic
material. So far, it has not been possible to
find a building block simpler than the RNA
monomer that is formed by a plausible
prebiotic reaction (Sect. 9).

5.3
Nucleotides

The addition of the phosphate grouping
to nucleosides proceeds efficiently in the
absence of water at 100 ◦C in the presence
of urea and ammonium phosphate. The
phosphorylation of uridine (Fig. 3) yields
a mixture of nucleotides including 43%
of 5′-UMP. The problem here is that a
rather specific combination of reagents
(NH4H2PO4 and urea) is required for
this phosphorylation to take place. Other

Tab. 4 Proposed prebiotic syntheses of purine
nucleoside.

O
HO

OH OH OH + Purine + Ca2+

+ Mg2+ 100 ◦C−−−−−−→
dryphase

Nucleoside

Component Nucleoside (%)

α-nucleoside β-nucleoside

Adenosine 1–2 2.3
Guanoisine 5
Xanthosine 2.1
Inosine 3 8

O
HO

OH OH
OH

33%

+ CH2O

CHO

CH2OPO3
=1.

2. Hydrolysis

CHO

CH2OPO3
CHOPO3=

=

CHO

CH2OH

Fig. 2 A proposed prebiotic ribose synthesis.
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phosphate salts are much less effective in
generating nucleotides from nucleosides.

Activated phosphates with pyrophos-
phate bonds may have been prepared
by the reaction of 5′-nucleotides with
trimetaphosphate (Fig. 4). The initial prod-
uct is a tetraphosphate, which is hy-
drolyzed to the corresponding triphos-
phate. It is not clear whether 5′-nucleoside
triphosphates were important in the first
life or were the products of more sophis-
ticated metabolic pathways that developed
after life had evolved.

6
Membranes and Vesicles

Most scenarios for the first life pro-
pose the presence of an interacting group
of biological polymers that is separated
from the surrounding environment by
a semipermeable membrane. The mem-
brane is required to keep the interacting
polymers and their metabolites in close
proximity and to protect them from a hos-
tile external environment. The membrane
used in contemporary cells is made up of



16 Origins of Life, Molecular Basis of

phospholipids, but there are no convinc-
ing prebiotic syntheses of these materials.
Linear fatty acids containing a minimum
of 10–12 carbon atoms will form stable
spherical vesicles. Here the pH is ad-
justed so that half the acids are in their
anionic carboxylate form and the others
are present as the acids (Fig. 5). Hydrogen
bonding between the carboxylate and acid
groups stabilizes these vesicles. Branched-
chain fatty acids and hydrocarbons are
formed in electric discharge reactions of
methane and water. It is unlikely that
branched acids would associate closely
enough in a phospholipid to form a stable
bilayer.

Linear carboxylic acids are formed in the
reaction of carbon monoxide with iron at
high temperatures and pressures under
conditions reminiscent of those present
in hydrothermal systems (Sect. 3.4). In
studies on the formation of vesicles from
linear carboxylic acids, it was observed that
montmorillonite clay catalyzes vesicle for-
mation. This is the same montmorillonite
that catalyzes the formation of RNA from
activated RNA monomers (Sect. 8.2). The
vesicles formed catalytically trap some of
the montmorillonite on the inside of the
vesicles. When RNA is bound to the mont-
morillonite, it still catalyzes the formation
of vesicles; a finding that suggests that this
may have been a way of placing a catalytic

system within a vesicle that has the capa-
bility of generating genetic material in a
cell-like structure. It has not been deter-
mined at the time of writing whether it is
possible to form RNA inside the vesicle by
montmorillonite catalysis.

The compounds in the liquid phase
within the vesicle are protected from dilu-
tion and interaction with reactive organic
compounds in the environment. The prob-
lem is that the nutrients essential for life
may not be able to diffuse into the vesi-
cle and waste material may not be able to
diffuse out. Vesicles formed from phos-
pholipids containing carboxylic acids with
ten carbon atoms are ‘‘leaky’’ in that they
let materials go inside but they will also
let them go outside as well. Vesicles con-
taining phospholipids with 14 carbons are
more selective in that they allow small
compounds to pass through the cell wall
but do not allow the polymers. For exam-
ple, it was shown that vesicles contain-
ing phospholipids with 14 carbon atoms
with encapsulated enzyme polynucleotide
phosphorylase (PNPase) allowed the pas-
sage of adenosine diphosphate (ADP) into
the vesicle and the PNPase catalyzed the
conversion of ADP to oligomers of A. At
the same time, the vesicles prevented the
diffusion of a proteases enzyme through
the bilayer that would destroy the PNPase.
This experiment suggests that, if it were
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COOH
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COOH
COO-

COO-
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HOOC

HOOC
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(a) Vesicle cross-section (b) Section of vesicle wall

Fig. 5 Schematic diagram of a vesicle.
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possible for activated RNA monomers to
diffuse through a vesicle, it would be
possible to generate RNAs by clay min-
eral catalysis, which would either remain
bound to the encapsulated montmoril-
lonite or be too big to escape though the
leaks in the vesicle.

7
Chirality

The molecules present in living sys-
tems consist of one of the two possible
mirror-image forms called enantiomers. L-
amino acids and D-nucleotides are the
basic building blocks of proteins and nu-
cleic acids respectively in contemporary
life. The mirror-image D-amino acids and
L-nucleotides occur rarely in contempo-
rary life.

It is not known how the enantiomers
observed in living systems were selected
initially. The frozen accident theory pro-
poses that a chance event resulted in the
survival of the life bearing L-amino acids
and D-nucleotides, and these amino acids
and nucleotides have been associated with
life ever since. The frozen accident theory
assumes that life consisting of D-amino
acids and L-nucleotides also existed at
one time, and this chance event (a mu-
tation?) resulted in the demise of this
life form or the accelerated growth of the
other. Scientists have been searching for
an environmental explanation of the ob-
served handedness that has investigated

possible chiral forces as the source of
the configuration of the amino acids and
nucleotides of life. To date, there are
no convincing experiments or explana-
tions relating to this observation, and
the origin of chirality remains an open
question.

Initially it was believed that all the
amino acids extracted from the Murchison
meteorite contained equal amounts of both
the D-, and L-enantiomers. The D- or L-
enantiomers of amino acids interconvert
very slowly (Fig. 6a). This interconversion
is very small over time scale of hundreds of
years but it is appreciable over thousands
of years. So it was not surprising that a
mixture of equal amounts of both D- and L-
enantiomers were found in the Murchison
meteorite that contains materials over
4 billion years old. Later, it was observed
that some of the nonbiological amino acids
in Murchison contained small excesses of
the L-enantiomers. The particular amino
acids had two substituents attached to
the carbon atom bearing the amino and
carboxyl groups (Fig. 6b, R and CH3). This
substitution would greatly inhibit the loss
of their L-configuration for a time much
longer than would a regular biological
amino acid.

One of these amino acids, L-isovaline
(Fig. 6b) catalyzes condensation of gly-
colaldehyde to form an excess of the
D-tetrose, threose. Thus, it is possible that
amino acids with an additional substituent
at the carbon bearing the amino and car-
boxyl groups initiated the formation of

NH2

COOH

NH2

HOOC
CH3

H CH3
H

Slow
NH2

COOH

CH3
(a) (b)

CH3CH2

Fig. 6 (a) D-, L-enantiomers of alanine and (b) Isovaline, an amino
acid that does not racemize.
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D-sugars, the handedness of the sugar moi-
ety in nucleic acids.

The observation of circularly polarized
light in an area of star formation suggested
that this might be the type of environ-
ment in which chiral selection occurred.
Circularly polarized light can be either
right- or left-handed. Laboratory studies
have demonstrated that circularly polar-
ized light will preferentially destroy one of
the enantiomers in a D-, L-mixture faster
than the other, thus leaving behind an
excess of one of the enantiomers. This
finding provides a possible explanation
for the observation of an excess of one
of the amino acid enantiomers in the
Murchison meteorite. Since many of the
theories and experiments to explain the
origins of chirality put forth in the past
50 years have been shown to be incor-
rect, there is a reasonable chance that
this proposal will not stand the test of
time either.

In another approach to this problem,
it was demonstrated that the montmoril-
lonite catalysis of the reactions of D, L-
activated mononucleotides generates more
homochiral than heterochiral oligomers.
This is not a claim of chiral selectivity.
It does suggest the possibility of forma-
tion of oligomers composed mainly of
the same but opposite handedness. This
could have resulted in the formation of two
different forms of life with opposite hand-
ednesses in their biopolymers. If this were
the case, then it is assumed that a chance
event led to one form predominating over
the other.

8
Prebiotic Formation of Biopolymers

The interactions of biopolymers with
themselves and with small molecules are

an essential part of the biochemistry of
living systems. The research outlined in
Sect. 3 has uncovered potential prebiotic
routes to monomers that may have been
precursors to proteins and nucleic acids.
Although it has not been possible to pro-
pose plausible, detailed chemical routes to
all the necessary monomers, the findings
suggest a number of possible pathways by
which some of them may have formed on
the primitive Earth. Since the question of
the prebiotic formation of monomers has
been solved in principle, if not in practice,
there has been a shift in research focus to
the problem of the prebiotic formation of
biopolymers.

It is likely that on the primitive Earth,
biopolymers formed in the presence of wa-
ter, the principal liquid present. It is not
possible to link amino acids to polypep-
tides or mononucleotides to nucleic acids
in the presence of water. Additional en-
ergy in the form of activating groups or
condensing agents is required. The ac-
tivated monomers tend to hydrolyze in
the presence of water, so the continuous
formation of the high-energy compounds
would have been essential for the forma-
tion of polypeptides and nucleic acids. An
alternative scenario is for the polymeriza-
tion to have occurred in the absence of
water but that probably required an alter-
nating wet and dry environment.

8.1
Polypeptides

Amino acids are formed in prebiotic
simulation reactions and are found in car-
bonaceous meteorites, so it is reasonable
to believe that they were present on the
primitive Earth. Since polypeptides are not
genetic (information storing) molecules,
they may not have played a central role
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in the first life because they are un-
able to reproduce themselves. There is
the possibility that mineral or metal ion
catalysts directed the continuous forma-
tion of polypeptides that in turn catalyzed
the synthesis and/or replication of genetic
polymers. If the mineral catalysts had suf-
ficient selectivity, this could have resulted
in the continuous formation of the same
catalytic polypeptides.

Initial studies on prebiotic polymeriza-
tion focused on the formation of polypep-
tides from amino acids. Most of these
early studies invoked the use of heat to
drive the polymerization, and anhydrous
reaction conditions were used. The prod-
uct mixtures from these reactions contain
thermal polymers with molecular weights
as high as 4000. Amide (peptide) and other
bonds linked these amino acids together.
The materials were shown to possess some
weak catalytic activity.

Another synthesis of polypeptides in-
volves the condensation of aminoacyl
adenylates on montmorillonite to form
the polypeptide adducts of 5′-adenylic acid
(Fig. 7). This reaction proceeds in aque-
ous solution to form oligomers of up to
40 amino acids in length. Although it is
difficult to envisage the formation of appre-
ciable amounts of such a high-energy acyl
anhydride in the presence of water, the
experiment does suggest that other less

reactive amino acid derivatives may con-
dense to polypeptides on mineral surfaces.

Polypeptides are formed in aqueous
bicarbonate buffer by the action of N′,N′-
carbonyldiimidazole (CDI) on amino
acids. The reaction proceeds via the car-
boxyanhydride (Fig. 8) to give an 8 to
10 mer, which precipitates from solution.
Since CDI is unstable in water, it should
have been produced continually on the
primitive Earth. These studies do show that
condensing agents capable of generating
N-carboxyanhydrides may have initiated
the formation of polypeptides on the prim-
itive Earth.

Reaction of glutamic acid with N′,N′-
carbonyldiimidazole is catalyzed by the
clay mineral illite. Oligomers greater than
50 mers in length were obtained in a
feeding reaction where a mixture of
glutamate and CDI were added 50 times to
the illite. Aspartic acid, another negatively
charged amino acid, also formed polymers
when a carbodiimide was used as the
condensing agent and hydroxylapatite was
the mineral surface on which the reaction
took place.

8.2
Polynucleotides

The polymerization of mononucleotides to
polynucleotides under plausible prebiotic
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conditions has been reported. Initial stud-
ies in which the 2′,3′-cyclic phosphates
of nucleotides were heated under an-
hydrous conditions in the presence of
ethylenediamine resulted in the forma-
tion of polymers containing up to 13
monomer units (a 13 mer). This synthe-
sis is inhibited by water, hence could
have proceeded only in dry areas on the
primitive Earth. In addition, there have
been no prebiotic syntheses of the requi-
site diamines.

The oligomerization of the nucleoside 5′-
phosphorimidazolides (5′-ImpN) (Fig. 9a)
proceeds in aqueous solution in the pres-
ence of catalysts. Oligomers as long as the
hexamers linked by 2′,5′-phosphodiester
bonds were observed in reactions of 5′-
ImpN in aqueous buffer catalyzed by
Pb2+. A major synthetic advance was
made using uranyl ion (UO2

2+) as the

catalyst. 2′,5′-linked oligomers of adenylic
acid as long as the hexadecamer were
formed at room temperature in water. The
reaction has been extended to the synthe-
sis of oligomers of cytidylic and uridylic
acid.

Syntheses of mainly 3′,5′-linked oligo-
mers were observed in the reaction of
the 5′-phosphorimidazolide of adenosine
(Fig. 9a, B = adenine) in aqueous solution
in the presence of the clay mineral
montmorillonite. Oligomers as long as
10 mers were obtained which have a
2 : 1 ratio of 3′,5′ to 2′,5′ links. The
oligomers formed in this reaction also
contain some A5′

ppA groupings. Cyclic
dimers are also formed. This reaction
has also been extended to cytidylic and
uridylic acids. The proportion of 2′,5′-
linkages is greater with oligo(C)s and
oligo(U)s than it is for oligo(A)s. The
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oligo(C)s formed by the reaction of the 5′-
phosphorimidazolide of cytidine (Fig. 9a,
B = cytosine) on montmorillonite serve as
templates for the formation of oligo(G)s
(Sect. 9.2) showing that these short RNAs
are capable of storing genetic information.

The RNA oligomers formed in these
reactions were not long enough to initiate
the processes of replication and catalysis
expected in simple living systems, but
this research constituted the first step
in that direction. The next stage of this
montmorillonite-catalyzed synthesis was
the observation that it was possible to
make RNA oligomers as long as 50 mers
in a ‘‘feeding’’ reaction. In this approach,
an activated monomer was added daily for
14 days to a decameric primer bound to the
montmorillonite (Fig. 10). The decamer
elongated to a 40 to 50 mer in the two-week
time period.

The current status of this synthesis is
the formation of 40–50 mers in one day
using a 1-methyladenine activating group
(Fig. 9c) in place of imidazole (Fig. 11).
The advantage of this synthesis is that
it provides a facile route to these longer
oligomers so that they can be tested for
their ability to bind and catalyze reactions;
a property consistent with the proposed
RNA world.
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−40

Deca 2 h 8 h 1 d 2 d 3 d
1 2 3 4 5 6

Fig. 11 Formation with time of oligomers
formed from MeadpU (Figure 9c) on
montmorillonite. Lane 1 10 mer marker; lanes 2,
3 h; 4, 8 h; 5, 1 day; 6, 2 days with additional
MeadpA added; 7, 3 days with 2 additions of
MeadpA added.
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8.3
Selectivity in Catalyzed Reactions

Montmorillonite, like most catalysts, ac-
complishes the observed catalytic effect
by lowering the activation energy of spe-
cific reaction pathways. Since the catalyst
does not lower the activation energy of
all reaction pathways, it produces a lim-
ited number of isomers of the products
formed. It was recognized early in the
studies on prebiotic synthesis that it would
be difficult to form long polymers of
amino acids or nucleotides because of
the large number of possible isomers
that would be formed in the random
synthesis. Studies on the uncatalyzed
synthesis of RNA oligomers from one-
molar solutions of the imidazole-activated
monomers (Fig. 9) yielded mainly dimers
accompanied by trace amounts of higher
molecular weight products. The success-
ful synthesis of 40 mers using only a
few milligrams of starting material and
a montmorillonite catalyst clearly shows
that the montmorillonite is generating
a limited number of isomers. This was
confirmed in a separate study of the
formation dimers to pentamers using ac-
tivated monomers of A and C. It was
determined that in the pentamer fraction,
there were four main products produced
in yields of 4.3–13% while a random syn-
thesis would have generated 512 products
in 0.2% yield for each. Thus, catalysis
solves the problem of producing too many

isomers so that it is possible to make long
oligomers.

8.4
PNA as a Precursor to RNA

The RNA world postulate suggests that
RNA was the most important biopolymer
in the first life on Earth. The RNA world is
a generally accepted concept because it has
been demonstrated that RNA has catalytic
activity as well as the ability to store genetic
information. The problem many scientists
have with this scenario is that it assumes
that RNA formed from RNA monomers
that were formed by prebiotic processes
on the primitive Earth. It has been noted
previously that the complexity of the
RNA structure and the failure, to date,
to discover a plausible prebiotic pathway
to RNA monomers has resulted in the
search for alternative genetic molecules
that have the potential for evolving into
an RNA.

One of the frequently cited alternatives
to RNA is peptide nucleic acid (PNA)
(Fig. 12). The advantages of this structure
are that it has no chiral centers and the
distance between the bases is comparable
to those in DNA and RNA. These factors
make it possible for PNA to form double
helical complexes with either D- and L-
DNA or RNA. In addition, it is possible
for PNA to serve as a template for the
formation of RNA demonstrating that the
transition from life based on PNA to RNA
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life was possible if the synthesis of the
RNA monomers had been accomplished.

There are major problems with PNA
as a precursor to RNA. So far, there is
no reported prebiotic synthesis of PNA
monomers or polymers, and it degrades
spontaneously in water. It appears unlikely
that it will be possible to form polymers
of PNA starting from the monomer
because of competing cyclization reactions
and RNA monomers are needed for the
transition from PNA to RNA. The latter
problem is the same complaint concerning
the prebiotic synthesis of RNA so it will
have to be assumed that a biosynthesis of
RNA monomers occurred during the PNA
world before the RNA world arose.

9
Polymer Reactions

The ultimate goal of research into the
origins of life is the formation of poly-
mers that replicate and catalyze enough
reactions to maintain the viability of the
reaction system that generated the first
life. In the RNA world scenario, oligomers
catalyze their own replication and their
formation from simpler precursors in the
absence of proteins. The replication pro-
cess provides the means of information
storage, which is not possible with pro-
teins. The discovery of the limited catalytic
action of RNA suggests that protein cataly-
sis (enzymes) is not required. The absence
of a requirement for protein makes the
postulated RNA world much simpler than
one requiring the concurrent prebiotic syn-
thesis of both DNA and protein.

9.1
Ribozymes

Ribozymes, the RNAs that catalyze chem-
ical reactions, are central to a scenario

for primitive life on Earth based solely on
RNA. The possible role of ribozymes in the
RNA world was demonstrated by the cat-
alytic elongation of a pentamer of cytidylic
acid to a series of oligomers as long as
the 30 mer by a ribozyme obtained from
the protozoan Tetrahymena. This exper-
imental finding suggests that oligomers
produced in prebiotic processes described
in Sect. 8.2 may have been elongated by
the ribozymes of the RNA world. In addi-
tion, over twenty ribozymes that catalyze
the reactions of biomolecules as well as
structures that have no known connection
with biological systems are known.

9.2
Template-directed Synthesis

The non-enzymatic template-directed syn-
thesis of complementary RNA chains
would have been an important process
of information storage and RNA pro-
liferation in the proposed RNA world.
The synthesis of oligo(G)s (oligomers of
guanylic acid) proceeds very efficiently
on poly(C) templates with 2-methylImpG
(Fig. 9, R − CH3, base = G) as the starting
material. The reaction occurs because the
hydrogen bonding and stacking interac-
tions of the guanine bases on the poly(C)
template orient the monomer units for
reaction. Oligo(A)s is formed less effec-
tively in the reaction of ImpA on poly(U).
One explanation for the low efficiency of
oligo(A) formation is the weaker hydrogen-
bonding interaction between A and U. No
oligomers are formed in the reactions of
the phosphorimidazolides of pyrimidine
nucleosides on purine templates.

The failure of the pyrimidine nucleotide
reactions is attributed to the virtual ab-
sence of stacking interactions between the
pyrimidine nucleotide monomers bound
to the poly-purine nucleotide chain. The
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absence of the proximate association of
pyrimidine monomers on the template
means the monomers do not react to form
phosphodiester links between the pyrim-
idine nucleotides. The failure to replicate
pyrimidine monomers is also believed to
explain why copolymers, containing equal
amounts of purine and pyrimidine nu-
cleotides, do not serve as templates for
RNA synthesis. So far, the failure to dis-
cover conditions for the template-directed
synthesis of oligomers containing both
purine and pyrimidine bases is a ma-
jor deficiency in the theory of the RNA
world scenario.

10
Catalysis and the Origin of Life

Catalysis by substances such as minerals
and metal ions on the primitive Earth
was essential for the initiation of the first
life on Earth. Studies have demonstrated
that a clay mineral will catalyze the
synthesis of an RNA containing up to 40 to
50 monomer units. The same activated
monomers yield oligomers containing
only two or three monomers units in the
absence of the catalyst. The RNAs that
form have a limited number of sequences
and not all possible isomers are formed.
This suggests that catalysis could result in
the continual generation of an ensemble
of the same structures that could have
served as the starting point for the origins
of life. It has been recently shown that the
same montmorillonite that catalyzes the
formation of RNA also catalyzes vesicle
formation. Some of this catalyst with
bound RNA is also encapsulated in the
vesicle. This finding suggests that a few
key catalysts may be all that was needed
for the origin of life to occur. The search
for catalysts that may have catalyzed the

reactions of potential biomolecules on the
primitive Earth should be emphasized in
future studies on the origins of life.

See also Chirality in Biology; Ge-
netic Analysis of Populations; Im-
munoassays; Paleontology, Mole-
cular.
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Keywords

Action Potential
A brief reversal of the neuronal membrane potential (i.e. a depolarization) that
propagates along the nerve fiber. The universal currency by which neurons
communicate over long distances.

Adaptation
The tendency for the effect of a stimulus on a sensory receptor to diminish with time.
Adaptation means that a sensory receptor can function over a wide range of stimulus
intensities without saturating.

Afferent Nerve
Nerve fiber that conveys sensory information to the central nervous system (i.e. which
affects the behavior of the organism).

Depolarization
The normal negative resting potential of a neuron becomes more positive following a
net influx of positive charge across the cell membrane.

Efferent Nerve Fiber
Nerve fiber that conveys a command to the muscles of an animal (i.e. which effects a
motor action).

Hyperalgesia
A heightened pain state.

Ion Channel
Membrane protein with a central pore, which conducts ions across the cell membrane.
The pore is usually selective for particular ions, for example Na+ ions, which, because
they are more concentrated outside the cell, will flow in and depolarize the cell
membrane potential (i.e. make it more positive).

Neuropathic Pain
Long-lasting pain caused by nerve injury.

Nociceptor
A primary sensory neuron that is activated by painful stimuli (i.e. a receptor for
noxious stimuli).
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Primary Sensory Neuron
A neuron which directly detects sensory stimuli – examples include receptors for
touch, pain (nociceptors), and light (photoreceptors).

Sensitization
The opposite of adaptation: the effect of a stimulus on a primary sensory neuron
increases with time. Sensitization is a property only seen in nociceptors.

Transduction
The conversion of a sensory stimulus into an electrical signal in a sensory neuron.

� The sensation of pain informs us that potentially or actually damaging stimuli
(noxious stimuli) are impinging on our bodies. All animals, and even many single-
celled organisms that could scarcely be dignified by the name animal, show some
form of avoidance reaction in response to noxious stimuli. Pain has therefore been
a feature of many forms of life since early in evolution, and we would expect pain
to be a highly evolved and complex sensation, responsive to a multitude of harmful
stimuli, either those present in the external environment or those generated within
the organism itself.

The word ‘‘pain’’ causes some difficulties because it covers a multitude of quite
separate concepts. Pain refers to the processes involved in detection of the physical
effects of an injury (e.g. the pain of a fracture); to the perceptual and emotional
reaction to an injury (the ‘‘feeling’’ of pain); and to similar sensations experienced
in response to a purely emotional event (e.g. the pain of parting). Sherrington, in
1906, removed the emotional connotations of the word ‘‘pain’’ from the physical
process of detection of a painful stimulus by coining the word ‘‘nociceptor’’ (a
receptor for noxious stimuli) to refer to those primary sensory neurons that are
activated by stimuli that we would regard as painful. The existence of nociceptors
as a separate class of sensory neurons was doubted for many years, and it was
proposed instead that the sensation of pain could result from the strong stimulation
of sensory receptors responsible for detecting nonpainful stimuli, an idea which
was given support by the discovery of second-order neurons in the deeper layers
of the dorsal horn of the spinal cord which respond to a wide range of stimuli,
both nonnoxious and noxious. However, Ed Perl in 1969 recorded directly from
primary afferent nerve fibers and was able to demonstrate clearly that a separate
class of primary sensory afferents responding only to high-threshold stimulation did
indeed exist and had properties quite distinct from those of receptors responding
to nonnoxious stimulation. Thus, the existence of a distinct class of nociceptive
neurons, as postulated by Sherrington, was finally confirmed.

Nociceptors, like all somatic sensory neurons, are ‘‘long’’ neurons in which
the sensory terminal must be depolarized and action potentials elicited in or-
der to communicate to the distant central synaptic terminals. The generator current
activated in nociceptive nerve terminals by all noxious stimuli must therefore be
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inward, as it is in all somatic sensory neurons. In many other respects, however,
nociceptive neurons differ from other sensory neurons, although most of the
functional differences are readily explicable in terms of the tasks that nociceptors
are designed to carry out. Most obviously, a painful stimulus is, almost by definition,
large in magnitude, so the cellular amplification pathways that form a prominent
part of (for instance) olfactory and visual sensory transduction are not often seen in
nociceptive transduction – most stimuli, in fact, act directly to gate an ion channel.
Our current understanding of ion channels important in nociception is discussed
below. Secondly, while most sensory receptors respond with exquisite sensitivity to
only a single sensory modality (for instance, a narrow band of wavelengths of light
in the case of visual receptors), nociceptors are typically polymodal, responding to a
wide range of stimuli, which may include strong mechanical stimuli, heat, extreme
cold, and a range of noxious chemical stimuli. Polymodal behavior makes sense in
the context of pain, where the organism will be more concerned with detecting a
noxious stimulus and taking appropriate avoiding action, rather than with analyzing
the precise nature of the stimulus. Finally, in all other sensory receptors, adaptation
is seen in response to the maintained presentation of a stimulus, a property that
enables the receptors to operate over a wide range of stimulus intensities. The
response of nociceptors, in contrast, typically increases, or sensitizes, in response to
a prolonged or intense stimulus, a property that ensures that a noxious stimulus is
not ignored by the organism. Our current understanding of the molecular basis of
sensitization is discussed below.

1
Ion Channels Gated by Noxious Stimuli

1.1
Ion Channels Gated by Noxious Heat

Many nociceptors, both unmyelinated and
myelinated, respond to elevated tempera-
tures with an action potential frequency
that increases exponentially as the tem-
perature increases above ca. 45 ◦C, which
corresponds closely to the temperature
at which a human observer would re-
port a transition of the quality of the
sensation from pleasant warmth to mild
heat pain. An inward membrane current
with similar properties was first recorded
in our lab from isolated primary sen-
sory neurons. The heat-sensitive neurons
are small sensory neurons, as expected

for nociceptors. The ion channel through
which the current passes is activated at
temperatures above 45 ◦C, turns on with
a delay of ca. 35 ms following a temper-
ature change, and is highly permeable to
calcium and to monovalent cations. There
is also a second neuronal population with
a higher heat threshold of around 51 ◦C.

The heat-sensitive ion channel now
thought to be responsible for the 45 ◦C
threshold heat response was cloned in
1997 by the group of David Julius, by an
expression cloning strategy using respon-
siveness to capsaicin, the active extract
of chili peppers, as a probe. The 6-
transmembrane (6-TM) channel that was
obtained is a member of the TRP channel
family, now named TRPV1 (VR1 orig-
inally). The channel passes an inward
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current in response to temperatures above
45 ◦C, and is also activated by low pH. The
sites of binding of capsaicin (to the in-
tracellular loop between transmembrane
domains 2 and 3) and protons (extracellu-
lar, adjacent to the channel mouth) have
now been identified, but the molecular
rearrangements involved in the gating of
the channel by heat remain mysterious. In
most aspects so far investigated, the prop-
erties of TRPV1 correspond closely to those
seen in the corresponding population of
nociceptive neurons (i.e. those with a heat
threshold at ca. 45 ◦C). A second heat-
sensitive channel named TRPV2 (VRL1
originally), showing substantial homol-
ogy to TRPV1, was subsequently cloned.
This channel is capsaicin-insensitive and
has a higher heat threshold, and seems
likely to be the channel expressed in the
high-threshold population of nociceptors
mentioned above.

Mice in which TRPV1 has been deleted
are still sensitive to noxious heat, albeit at
a slightly higher temperature. The expla-
nation may be that they sense heat using
TRPV2, but it is possible that other as-yet
undiscovered noxious heat sensors also
contribute. The most obvious defect in
the TRPV1−/− mice was that the heat
hyperalgesia observed following inflam-
mation was almost completely abolished
(discussed further below).

1.2
Ion Channels Gated by Noxious Cold

Most nociceptors respond to noxious cold
temperatures (below around 20 ◦C), but
not to innocuous cold. The ion channel
likely to be responsible was identified by
searching the human genome database for
channels containing a 6TM motif plus the
N-terminal domain ankyrin repeat charac-
teristic of TRP channels. ANKTM1 (more

recently renamed TRPA1) is activated by
cooling below 17 ◦C, but is not activated by
menthol, which potently activates TRPM8,
the channel responsible for the sensation
of non-noxious coolness. ANKTM1 is ex-
pressed in a subset of the neurons which
also express TRPV1, the receptor for nox-
ious heat, which may explain why noxious
cold is described as ‘‘burning.’’

1.3
Ion Channels Gated by Acid

The first acid-sensing ion channel (ASIC,
now called ASIC1) was cloned in a search
for additional members of the amiloride-
sensitive ion channel family, which in-
cludes a number of epithelial sodium chan-
nels. ASIC1 generates a transient inward
current in response to even mild acidifica-
tion, and is expressed in sensory neurons,
suggesting a role in signaling the acidifica-
tion associated with anoxia and metabolic
overload. The main difficulty with this idea
is the extremely transient nature of the
ASIC1 response, and the powerful adap-
tation to even mild acidification, which
makes a role in sustained signaling of aci-
dotic pain seem improbable. ASIC1 is also
widely expressed in neurons of the CNS,
where its function is unknown. A sec-
ond member of the same family, BNC1,
is now recognized as acid-sensitive and
has been renamed ASIC2. Like ASIC1, it
is widely expressed in neurons, including
small sensory neurons, but it generates
a more sustained inward current in re-
sponse to acidification, which may make it
a more promising candidate for a physio-
logical sensor of the pain associated with
acidification. A third member of the family,
ASIC3, was cloned from its homology with
ASIC1, and is expressed mainly in small
sensory neurones (and was initially named
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DRASIC – DRG specific ASIC – in recog-
nition of this). The response of ASIC3 to
acidification is, like ASIC1, extremely tran-
sient, though there is some evidence for a
sustained component activated at very low
pH. Finally, the last member of the fam-
ily as currently known, ASIC4, has strong
homology with ASIC1 and is expressed in
sensory neurons, but does not respond to
acid and so seems unlikely to have a role
in signaling acid pain.

The main alternative possible role for
the ASIC family suggested to date is
in mechanosensation, a suggestion that
arises by analogy with the role of the re-
lated MEC family in mechanosensation in
Caenorhabditis elegans. ASIC2a and ASIC3
mouse knockouts do show small alter-
ations in nonnoxious mechanosensation,
but the effects are not large, and the ev-
idence for an involvement of the ASIC
family in mechanosensation is not, at
present, overwhelming. In support of this
view, a recent study of mechanically gated
ion currents in isolated sensory neurons
from ASIC2 and ASIC3 knockout mice
found that these currents were similar to
wild type in both low-threshold neurons
(presumed detectors of nonnoxious me-
chanical stimulation) and in a class of neu-
rons responding only to high-threshold
mechanical stimulation (presumed me-
chanical nociceptors).

1.4
Ion Channels Gated by ATP

It would be sensible for pain to be
signaled by the release of the contents
of damaged cells; in which case ATP is a
prime candidate for activating nociceptive
nerve terminals, as it is present at
high concentrations within cells and
is practically absent from the external
medium. Injection of ATP does indeed

cause pain. ATP is known to act at two
main classes of membrane receptors: ion
channels of the P2X family, and G-protein-
coupled receptors of the P2Y family. The
first are implicated in direct activation of
nociceptors and are discussed here, while
P2Y receptors are involved in sensitization
and are discussed below.

Cloning of the first member of the P2X
family opened up the way for homology
cloning of seven other members, of which
P2X3 would appear to be of particular
significance for pain transduction, as it
is expressed only in nociceptors. ATP or
its analogs rapidly activate an inward cur-
rent through P2X3, but the current is only
transient, a property which is, as was the
case with the ASIC family, not obviously
consistent with the need to generate a
sustained sensation of pain in response
to ongoing cell damage. Nociceptors from
the autonomic nervous system generate
a sustained inward current in response
to ATP, a property that can be explained
by coexpression as a heteromeric channel
of P2X2, which generates a sustained in-
ward current, and P2X3, which generates a
transient inward current. Most nociceptors
from the somatic nervous system, how-
ever, express only P2X3 and generate a
transient inward current in response to
ATP and its analogs. While these obser-
vations are internally self-consistent, they
do not favor the idea that P2X3 receptors
might signal somatic pain in a sustained
manner. Consistent with this, acute pain
signaling was relatively normal in P2X−/−

3
mice, although the detection of warm stim-
uli was affected, an observation that is
still not fully explained. Interestingly, the
main defect present in these mice was
the absence of a normal bladder-emptying
reflex, consistent with the idea that expres-
sion of P2X3 ion channels in nociceptive
neurons of the bladder is essential for
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bladder-emptying when a state of painful
fullness has been reached.

1.5
Ion Channels Gated by Mechanical Stimuli

The first stimulus most people would think
of in the context of pain is a strong me-
chanical stimulus, but, ironically, the ion
channels involved in the generation of this
most intuitively obvious of the pain sensa-
tions have proven the most elusive. Recent
studies have identified inward membrane
currents activated in isolated DRG neurons
by direct mechanical stimulation either
with a probe or following stretching of the
membrane by swelling in hypotonic so-
lutions. Two populations of neurons can
be distinguished: those with a low thresh-
old, which are capsaicin-insensitive and
therefore are presumably nonnociceptive,
and those with a higher threshold, which
are, in general, sensitive to capsaicin and
are therefore presumably nociceptive neu-
rons. These two populations are likely
to correspond to the two main observed
classes of in vivo mechanoreceptors, which
detect nonnoxious and noxious stimuli,
respectively.

The molecular identity of the mechani-
cally gated ion channel is still unclear, but
two main possibilities are currently be-
ing considered. As discussed above under
‘‘Ion channels gated by acid,’’ the homol-
ogy between the ASIC family and some
members of the MEC family of ion chan-
nels, known to be mechanically gated in
C. Elegans, has led to the proposal that
ASICs form part of the mechanoreceptive
complex, and there is some support for
this proposal from gene knockout studies
(see above). The mechanosensitive cur-
rent is inhibited by calcium, a property
that is reminiscent of the strong inhibition
of ASIC-dependent currents by calcium,

but, in other respects, the mechanosensi-
tive currents do not obviously exhibit the
properties of ion channels of the ASIC
family. In particular, the amplitude of
mechanosensitive currents is not corre-
lated with that of acid-gated currents in
DRG neurons; the mechanosensitive cur-
rents are not altered by acidification; and
knockout of either or both of ASIC2 and
ASIC3 has no effect on mechanically gated
ion currents.

The second possibility is that a member
of the TRP family may be involved. TRPV4
(originally called OTRPC4 or VR-OAC)
generates an inward current in response to
cell swelling, though the action appears to
be via phosphorylation of TRPV4, rather
than being a direct gating which would
be more consistent with the known rapid
response to noxious mechanical stimuli.
Downregulation of TRPV4 gene expres-
sion impaired the nociceptive response to
injection of hypotonic solutions, and pres-
sure sensation was reduced in TRPV4−/−
mice. While these data are intriguing,
they do not as yet provide unambigu-
ous evidence for involvement of TRPV4 in
mechanosensation, and other possibilities
must remain open.

1.6
Initiation of Action Potentials by Noxious
Stimuli

To be detected, all noxious stimuli must
generate action potentials in the afferent
nerve fiber. The first hint that this
process may be different from that in
other sensory neurons came when a
voltage-sensitive sodium channel unique
to nociceptive neurons was cloned in
1996 in John Wood’s lab by a difference-
cloning strategy. This channel, initially
called SNS (sensory neuron specific) but
subsequently renamed NaV1.8, has two
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main differences from most other voltage-
dependent sodium channels: it is relatively
resistant to tetrodotoxin, and the voltage
at which it is first activated is more
positive by about 20 mV than that of
the widely expressed NaV1.2 or NaV1.7
channels. Significantly, the threshold of
NaV1.8 is modulated in the negative
direction by inflammatory mediators such
as prostaglandins, thereby making the
neuron more excitable (see below).

A second TTX-insensitive sodium chan-
nel, NaV1.9 (initially named NaN or SNS2),
was subsequently identified. This channel,
in spite of having a high homology to the
other members of the NaV family, seems
not to be voltage-activated in the same
way as other sodium channels, though
it may generate a ‘‘window current’’ that

contributes to maintenance of the resting
potential. Surprisingly, this sodium chan-
nel has recently been shown to generate
an inward current when directly activated
by the binding of BDNF to TrkB receptors.

1.7
Summary Diagram of a Nociceptive
Terminal

Figure 1 summarizes the ion channels
currently known to be involved in exci-
tation of the nociceptive nerve terminal.
Typically, several different ion channels
are expressed in a single nociceptor, thus
conferring the property of polymodality
commonly seen in nociceptors, but there
is often, in practice, a more restricted ex-
pression than that shown in Fig. 1, leading

TRPV1
Heat > 45 °C, H+,

capsaicin, anandamide

+
ANKTM1

Cold < 17 °C

TRPV2
Heat > 51 °C

P2X2, P2X3

ATP
TRPV4
Mech?

ASIC 1, 2, 3
H+, mech?

NaV1.1, 1.6 etc

NaV1.8 NaV1.9

Fig. 1 Schematic diagram of ion channels activated by noxious stimuli in nociceptor
nerve terminals. Ion channels responsible for activating inward current in response to
noxious stimuli are shown at the left, along with the stimuli believed to be primarily
responsible for their activation. Voltage-sensitive sodium channels activated by the
consequent depolarization are shown diagrammatically on the right. Note that NaV1.9
is not voltage-activated in the conventional sense, but, instead, appears to be activated
by direct interaction with BDNF bound to TrkB.
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to a somewhat greater degree of specificity
in individual nerve terminals. An influx of
current – usually carried mainly by Na+
ions, though Ca2+ ions may also con-
tribute – through any of the ion channels
leads to depolarization and consequent ac-
tivation of voltage-sensitive sodium chan-
nels, thus generating an action potential
which propagates to the CNS. The sensi-
tivity of the nociceptor to noxious stimuli
can be modulated in two main ways: ei-
ther by enhancing the generator current
activated in response to a noxious stimu-
lus, or by changing the threshold of the
sodium channel so that the nociceptor is
more readily excited. These possibilities
are discussed below.

2
Sensitization by Inflammatory Mediators

Following tissue damage or inflamma-
tion, the sensitivity of nociceptive nerve
terminals in vivo increases, a process
known as sensitization. In the sensitized
state, painful stimuli are enhanced (a
phenomenon known as hyperalgesia) and
ordinarily nonpainful stimuli are per-
ceived as painful (allodynia). Sensitization
is caused by the release of chemical me-
diators from surrounding damaged or
inflamed tissue, because when nociceptive
neurons are isolated they show only adap-
tation to repeated application of stimuli
such as heat or capsaicin. The mediators
capable of causing sensitization include
prostaglandins, bradykinin, protons, ATP,
and even nerve growth factor, and new
physiologically important factors are being
discovered at a high rate. The majority act
via G-protein-coupled receptors and intra-
cellular signaling pathways, though some
may act directly (e.g. protons act directly on
TRPV1). Sensitization has both short-term

components, on the timescale of seconds
and due to a local action of inflammatory
mediators on nociceptive nerve terminals,
and long-term components due to up-
regulation of gene transcription and a
consequent change in the protein expres-
sion in the nerve terminal. The pathways
involved are better understood in some
cases than in others.

3
Short-term Sensitization: Mediators and
Pathways

3.1
Bradykinin and the PKC Pathway

Bradykinin is a nonapepetide released
by proteolysis of a precursor protein,
kininogen, when proteolytic enzymes are
released from damaged cells, and acts
mainly at B2 receptors. Kininase I cleaves
the C-terminal arginine to give des-arg9

bradykinin, which is a potent activator
of B1 receptors but largely ineffective at
B2 receptors. Both B1 and B2 receptors
are coupled to Gq and thence to PLCβ,
leading to cleavage of PIP2 and release
of IP3 and DAG. In 1996, we found
that bradykinin potently enhances the
heat-activated current, an observation that
was made before the identification of
TRPV1, but the downstream target is now
identified as TRPV1 because a similar
effect is seen in HEK293 cells transfected
with TRPV1.

The following lines of evidence suggest
that the pathway leading to sensitization
of TRPV1 involves protein kinase C. PMA,
a selective activator of PKC, has similar ef-
fects to bradykinin; staurosporine, a PKC
inhibitor, blocks the effects of bradykinin;
and phosphatase inhibitors prolong the ef-
fects of bradykinin. There are 11 isoforms
of PKC, of which five (PKCβI, βII, γ , ε and
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ζ ) are expressed in neonatal DRG neurons,
but only one isoform, PKCε, is involved in
the sensitization of TRPV1 by bradykinin,
because infusion of a constitutively ac-
tive form of PKCε has similar effects in
enhancing the heat-activated membrane
current, and because a selective inhibitor of
PKCε suppresses the action of bradykinin.
Bradykinin causes a selective translocation
of PKCε to the neuronal cell membrane,
a sensitive indicator of PKCε activation. A
later study showed that PKCα, which is ex-
pressed in more mature DRG neurons, but
not in neonatal neurons, may also be able
to activate TRPV1. The proposed pathway
linking B2 receptor activation to TRPV1
activation is shown in Fig. 2(a).

Residues phosphorylated by PKCε have
now been identified by site-directed
mutagenesis. Serines 502 and 800 in rat
TRPV1 are in the first intracellular loop
and in the C-terminal tail respectively (see
Fig. 2(b)), and replacement of both these
residues by nonphosphorylatable alanines

was found to completely abolish the en-
hancement of TRPV1-dependent current
caused by activation of PKCε. All of the
effects of PKCε on TRPV1 would therefore
seem to be mediated by phosphorylation
of these two residues.

A second mechanism for the action
of bradykinin on TRPV1, independent of
PKC activation, has also been proposed by
the group of David Julius. Removal of PIP2
from the membrane, either by hydrolysis
or with an antibody, reduced the action
of bradykinin and NGF in expression sys-
tems, suggesting that PIP2 associates with
and inhibits TRPV1, and that removal of
PIP2 is the crucial factor in enhancing
TRPV1 following activation of PLC. The
relative importance of this second mech-
anism for the action of bradykinin in
sensory neurons, as opposed to in expres-
sion systems, has yet to be investigated,
but the observations that application of
kinase inhibitors removes most or all of
the enhancement caused by bradykinin
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Fig. 2a Pathways leading to sensitization of TRPV1. Binding of
bradykinin to the B2 receptor leads to activation of
phospholipase C and release of IP3 and diacylglycerol. Of the five
PKC isoforms expressed in nociceptive neurons, only PKCε is
translocated to the membrane by bradykinin. Activation of PKCε

by bradykinin leads to phosphorylation of TRPV1 and
enhancement of the membrane current gated by a heat stimulus.
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Fig. 2b Targets of sensitization on TRPV1 (numbering of sites for rat
TRPV1). The binding site for activation by capsaicin is shown. Target
sites include intracellular serines, which are phosphorylation sites for
PKCε and PKA, and extracellular glutamates whose protonation also
modulates gating (see text).

(see above) suggests that it plays a lesser
role than the PKCε pathway shown in
Fig. 2(a).

3.2
Prostaglandins and the PKA Pathway

Arachidonic acid is released from mem-
brane lipids by the action of phospholipase
A2 in response to a wide range of damaging
and stressful stimuli, and is the precur-
sor for a vast range of proinflammatory
mediators, including leukotrienes, lipox-
ins, thromboxanes, and prostaglandins.
PGE2 and PGI2, which are both produced
downstream of the cyclo-oxygenase (COX)
enzymes, are particularly important medi-
ators of hyperalgesia, and the inhibition of
their production by COX inhibitors such
as aspirin explains the potent analgesic

effect of these inhibitors. When PGE2 is
applied to nociceptive neurons, the thresh-
old of the TTX-insensitive sodium current
shifts in the negative direction, leading
to a decrease in the threshold for elicit-
ing an action potential and, consequently,
an increase in excitability in response to
a wide range of noxious stimuli. Activa-
tion of adenylate cyclase with forskolin
has a similar effect, suggesting that the
cAMP/PKA pathway is important in this
action of PGE2. In agreement with this
idea, it was found that the effect could be
abolished by mutating five serine residues,
all of which are consensus sites for PKA
and are located on the first major intracel-
lular loop of NaV1.8. Thus, an important
part of the action of PGE2 can be attributed
to phosphorylation of NaV1.8 by PKA, as
shown in Fig. 3.
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Fig. 3 Intracellular pathways and targets of the cAMP/PKA
pathway causing nociceptor sensitization. An indicative
proalgesic agent (PGE2, binding to a receptor of the EP family)
and an analgesic agent (an opiate, binding to the µ opiate
receptor) are shown, but it seems likely that a number of other
agents, both proalgesic and analgesic, will activate the
same pathways.

An alternative possibility was suggested
by studies in which PKA and PKC were
each blocked by selective inhibitors. Acti-
vation of PKC alone increased the TTX-
resistant sodium current (but apparently
without the shift of threshold caused by
PKA activation), and the increase was
not blocked by PKA inhibitors, while the
increase in current caused by PKA ac-
tivation was blocked by PKC inhibitors.
These experiments suggest that the path-
way linking PGE2 application to an in-
crease in current through NaV1.8 may be
PKA → PKC → NaV1.8. This result is not
necessarily incompatible with the finding
mentioned above, that is, that mutating
consensus sequences for PKA abolishes
modulation of NaV1.8, as many potential
phosphorylation sites are surrounded by
adequate consensus sequences for both
PKA and PKC. It seems likely that NaV1.8
is targeted by both kinases, but the relative

importance of each for the observed in-
crease in TTX-insensitive sodium current
and shift in excitation threshold has not
been completely disentangled.

PKA also targets TRPV1. While phos-
phorylation by PKC directly enhances the
heat or capsaicin-gated current, as de-
scribed above, phosphorylation by PKA
has the more subtle effect of reversing
the desensitization caused by prolonged
or repeated activation of TRPV1. Although
more than one site is phosphorylated by
PKA, the reversal of desensitization is abol-
ished by mutating just a single serine, 116
in the rat TRPV1 sequence. The action
of PKA on TRPV1 depends on anchoring
by an A-kinase-anchoring protein (AKAP),
suggesting the formation of a signaling
complex in which AKAP anchors PKA to
TRPV1 in order to achieve rapid and re-
producible physiological modulation of the
membrane current gated by heat (Fig. 3).



Pain Transduction: Gating and Modulation of Ion Channels 41

The cAMP produced by activation of
adenylate cyclase may also have a direct
effect in modulating the voltage sensi-
tivity of Ih ion channels, which pass an
inward current and are activated by hy-
perpolarization. Members of this family
have a cyclic nucleotide binding site near
the C-terminal, and binding of, for exam-
ple, cAMP shifts the activation range in
the positive direction, which has the ef-
fect of increasing the inward current and
therefore of hastening depolarization to
threshold for initiation of the next action
potential. Ih plays a crucial role in many
tissues, including heart, where it mediates
the pacemaker potential, and neurones,
where it determines the firing frequency
by modulating the rate at which the mem-
brane potential depolarizes between action
potentials. Four channel subunits, HCN
1–4, have been cloned. Ih has been re-
ported in nociceptors, where it may play
an important role in modulating firing in
response to agents that modulate cAMP,
such as prostaglandins, sympathomimetic
monoamines, or opiates.

Opiates have well-known and potent
central analgesic actions, but it has recently
been shown that they also have a peripheral
analgesic action. Binding of agonist to the
µ opiate receptor expressed on nociceptors
activates Gi, thus causing an inhibition
of cAMP production and consequently
antagonizing the proalgesic actions of
(for example) prostaglandins. A peripheral
analgesic action for cannabinoids has also
been suggested, but whether the cAMP
pathway is involved in the same way as it
is for opiates has yet to be established.

3.3
Nerve Growth Factor

Activation of mast cells by a stimulus
such as bacterial lipopolysaccharide (LPS)

causes release of nerve growth factor
(NGF), which is a potent, though perhaps
surprising, inflammatory mediator. NGF
injection causes a rapid and long-lasting
thermal hyperalgesia, and a mechanical
hyperalgesia with a slower onset. NGF
is involved in physiologically significant
hyperalgesia in vivo, since removal of
NGF reverses both the thermal and
the mechanical hyperalgesia caused by
an injection of LPS. There is general
agreement that the long-term effects
of NGF are due to upregulation of
gene expression (see below), but the
short-term effects, which can be seen
in vivo within minutes of injection of
NGF, must be due to activation of
local signaling pathways within the nerve
terminal. Rapid effects of NGF on TRPV1
in vitro have been characterized in isolated
neurons using whole-cell patch clamp
and calcium imaging, and show that
an enhancement of the current passing
through TRPV1 is induced within 2 min
of exposure to NGF. TRPV1 gating is
enhanced by NGF in around 40% of
TRPV1-expressing neurons, a proportion
that agrees with immunocytochemical
experiments in which it was found that
about 50% of nociceptive neurons express
TrkA receptors for NGF.

The identity of the pathways activated
by NGF and leading to sensitization of
TRPV1 is currently the subject of some dis-
agreement. Activation of TrkA receptors by
NGF recruits many signaling molecules
that can bind to the intracellular phospho-
rylated tyrosine residues within TrkA by
means of Src homology (SH2) domains.
Three proteins, in particular, have been
identified on the basis of their specific
binding to phosphorylated Trk receptors:
Shc, which activates the Ras/MEK path-
way; phospholipase C gamma-1 (PLCγ 1),
which cleaves PtdIns-4,5-P2 to IP3 and
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DAG; and phosphatidylinositol-3-kinase
(PI3K), which 3-phosphorylates PtdIns-
4,5-P2. Many other signaling molecules
are possible secondary mediators of the
physiological effects of TrkA activation.
Mendell’s group has proposed that PKA is
an essential downstream element, as PKA
inhibitors abolished the NGF-induced sen-
sitization in patch clamp studies, while
inhibitors of PKC and MAP kinase were
without effect. Work from the group of
David Julius has proposed a quite different
mechanism, independent of phosphoryla-
tion: activation of PKCγ by TrkA, which
is known to lead to breakdown of PIP2,
may remove PIP2 from binding sites on
TRPV1, releasing it from PIP2 mediated
inhibition. This mechanism would unify
the sensitizing actions of a number of
agents, including bradykinin, NGF, ATP
acting at P2Y receptors, and others, which
have in common that they activate PLC.
In our lab, we have used calcium imaging
of intact neurons to investigate signaling
pathways activated by TrkA, and our con-
clusions are again different: we find that
wortmannin, a selective inhibitor of PI3 ki-
nase, totally abolishes sensitization, while
inhibition of PLC-γ is without effect, sug-
gesting that PI3 kinase, and not PLCγ , is
the crucial early step. MEK inhibition had
no effect on NGF-induced sensitization,
showing that the MEK/MAPK pathway is
not involved, at least downstream of MEK,
while ras inhibition had a small inhibitory
effect on sensitization, consistent with a
modulation of PI3K by ras, as shown in
other studies. We have also found that in-
hibitors of PKC and CAM kinase abolish
sensitization, suggesting an involvement
of these kinases at a later stage, though
the details of the later stages of the sig-
naling pathway are currently unclear. The
observation that kinase inhibitors abolish
NGF-induced sensitization suggests that

phosphorylation of TRPV1 is an essential
final common pathway, as with sensiti-
zation in response to other inflammatory
mediators discussed above, but the kinases
involved, and the residues on TRPV1,
which they phosphorylate, have yet to
be identified.

3.4
Direct Modulation of TRPV1 by Protons

The acid produced by inflammation or
during ischemic exercise, where pH levels
may fall as low as 5.4, is an important
contributor to pain. As discussed above,
protons may cause pain directly by an
action at either or both of TRPV1 or
members of the ASIC family, but protons
can, in addition, sensitize the response of
TRPV1 to heat, without directly activating
it, by shifting to lower temperatures the
relationship between channel activation
and heat, in much the same way as
bradykinin does. The relevant residues
have been identified as two glutamates
near the mouth of the channel, one of
which (E600) is involved in setting the
sensitivity of the channel to heat, while
a second (E648) is involved in direct
activation of the channel. It is interesting
to note that two actions on opposite
sides of the membrane – protonation at
an external site, and phosphorylation by
PKC at an internal site – can have rather
similar effects in terms of modulating
the sensitivity of the TRPV1 ion channel
to heat.

3.5
Other Modulators of Nociceptor Sensitivity

In a highly evolved system such as
nociception, a wide variety of factors
released by injury or inflammation would
be expected to cause hyperalgesia, and the
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few factors outlined above are only the best
understood amongst many. The following
list outlines what is known of some others,
but this list is sure to be far from complete.

3.5.1 ATP
The best-characterized action of ATP
is in activating P2X ion channels and
thus directly exciting nociceptors, but a
sensitizing action arising from an action
at P2Y receptors may be more important
in vivo. Through an action at the P2Y1 G-
protein-coupled receptors, ATP activates
the same pathway as bradykinin, that
is, PLCβ, releasing DAG and leading
to activation of PKCε and consequent
phosphorylation of TRPV1, as shown in
Fig. 2a.

3.5.2 Proteases
Proteases released following cell dam-
age activate a family of protease activated
receptors (PARs), in which proteolysis of
the extracellular N-terminal domain leads
to unmasking of a tethered agonist pep-
tide and consequent receptor activation. In
intact animals, prolonged hyperalgesia re-
sults from injection of PAR activators, and
PAR2 seems to be particularly involved in
the generation of itch. Downstream path-
ways involve PLC, leading to intracellular
calcium signals and consequent exocytosis
of neuropeptides, and ERK activation may
also play a role.

3.5.3 Bv8/Prokineticin
Bv8 is a small protein isolated from am-
phibian skin whose mammalian homologs
are the prokineticin family. The receptors
for these proteins, PKR1 and PKR2, are ex-
pressed in mammalian DRG neurons, and
injection of Bv8 leads to a profound and
long-lasting thermal and mechanical hy-
peralgesia in intact animals. Application

of Bv8 to isolated DRG neurons causes
calcium release from intracellular stores,
suggesting that an activation of the PLC
pathway may be the basis of the sen-
sitization. While these observations are
tantalizing, there is as yet no evidence
that prokineticins are actually released dur-
ing inflammation, nor what component of
physiological hyperalgesia may be due to
activation of PKRs.

3.5.4 Glutamate
The possibility that glutamate may play
a role in hyperalgesia was raised by the
observation that the metabotropic gluta-
mate receptors mGluR1 and mGluR5 are
expressed on C-fiber afferents, and that
injection of agonists of these receptors
causes thermal hyperalgesia. The obser-
vation that antagonists partially suppress
the pain caused by formalin injection sug-
gests a physiological role for glutamate in
pain. Current understanding of the intra-
cellular pathway is that PLC is activated
by mGluR, but the main downstream
effect is not to activate PKC, but, in-
stead, to cause release of prostaglandins
and TRPV1 sensitization via a PKA-
dependent pathway.

3.5.5 Norepinephrine
Activation of β2 receptors by nor-
epinephrine (noradrenaline) or other
adrenergic agonists causes a hyperalge-
sia which is reduced in PKCε KO mice
or when PKCε is inhibited, suggesting an
involvement of PKCε downstream of β2 re-
ceptor activation. The target of PKCε when
activated by norepinephrine has not been
clearly established, and could be TRPV1, as
is the case when bradykinin receptors are
activated (see above, Fig. 2) and/or NaV1.8.
More recent work has suggested that the



44 Pain Transduction: Gating and Modulation of Ion Channels

ERK/MAPK pathway may, in addition, be
an important mediator of sensitization
caused by β2 activation.

4
Long-term Sensitization

Pain is usually transient in nature, dis-
appearing quickly when a mild noxious
stimulus is removed, or more gradually as
the inflammation caused by an injury dies
away. Some forms of pain, however, no-
tably those caused by nerve injury, can be
much longer lasting, suggesting that long-
term changes in gene expression underlie
them. Long-lasting pain caused by nerve
injury is called neuropathic pain, and its
origin is currently the subject of much de-
bate. Long-term changes in transmission
to second-order neurons in the spinal cord
are important, but phenotypic changes in
the ability of primary sensory neurons to
detect painful stimuli or to sensitize in
response to inflammatory mediators also
play a role.

Growth factors play a crucial role in the
control of nociceptor phenotype. Neonatal
neurons depend on NGF for survival,
but in the adult animal, removal of
NGF does not cause cell death but,
instead, changes the expression of many
proteins associated with the nociceptive
phenotype. A reduction in NGF supply
can be caused by nerve section, which
removes the supply of target-derived NGF
from innervated tissues. The supply of
neurotrophins can also be increased in
some circumstances – for instance, NGF is
known to be released from mast cells and
other sources during inflammation, and
both NGF and GDNF are released from
invading macrophages when nerve axons
degenerate following nerve damage. Thus
NGF and GDNF will bathe any surviving

axons in the damaged nerve trunk in a
neurotrophin-rich fluid.

4.1
Gene Expression Regulated by NGF

The expression of the neuropeptides sub-
stance P and CGRP was shown a number
of years ago to be downregulated by NGF
removal or, conversely, upregulated by ad-
dition of NGF, while other neuropeptides
such as VIP and CCK are upregulated by
NGF removal. One effect of an oversupply
of NGF may, therefore, be to enhance pep-
tidergic neurotransmission by substance
P and CGRP at the first synapse, while
deprivation of NGF, caused for instance
by nerve section, would have the converse
effect. TRPV1 expression is upregulated
by NGF in a pathway that depends upon
activation of ras and the MEK/MAPK cas-
cade. Work in our own lab has shown that
expression of the bradykinin B2 receptor
is also upregulated by NGF.

One of the prominent physiological
changes in nociceptors following nerve
damage involves the generation of sus-
tained action potential firing, and a
neurotrophin-driven change in sodium
channel expression may be a contribu-
tor to this. The expression of NaV1.8 is
upregulated by NGF and, conversely, is
downregulated by nerve section. This last
observation would not appear to offer a
ready explanation of neuropathic pain, in
which we would be looking for an up-
regulation of the expression of NaV1.8
following nerve damage in order to ex-
plain repetitive activity, but other evidence
suggests that in neuropathic pain states
NaV1.8 may, in fact, be upregulated in
nerve trunks, if not in the neuronal cell
body. A second channel, NaV1.3, is not
normally expressed in sensory neurons
but appears after nerve damage, and has
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characteristics that may make it a candi-
date for the originator of the repetitive
firing seen following nerve damage.

A second possible contributor to the
repetitive firing observed following nerve
damage is the hyperpolarization-activated
inward current channel, Ih, which con-
tributes to action potential firing by reg-
ulating the rate at which the neuronal
membrane depolarizes between action po-
tentials (see above). Recently, it has been
suggested that Ih may be functionally en-
hanced in neuropathic pain states, as a
blocker of Ih, ZD7288, alleviated neu-
ropathic pain. Surprisingly, Ih protein
and mRNA expression was found to be
downregulated in an experimental neuro-
pathic pain state, but the magnitude of
the Ih current nonetheless increased, per-
haps because the voltage dependence of
the current is shifted in the depolariz-
ing direction.

4.2
Gene Expression Regulated by GDNF

Only around half of nociceptors express
TrkA receptors for NGF, while the other
half express Ret receptors for GDNF.
Many of the nociceptor-specific proteins
expressed by these two groups of neurons
are different: the TrkA-expressing neurons
also express the neuropeptides substance
P and CGRP and terminate in outer
layers of the dorsal horn (layer I and II
outer), while the Ret-expressing neurons
express surface receptors binding to the
plant lectin IB4 and terminate in layer II
(inner) of the dorsal horn. These two
populations might be considered the ‘‘rods
and cones’’ of the nociceptor system, but so
far no very distinctive differences in their
properties have been characterized, at least
not to match those conferring differential

wavelength selectivity and time course on
the visual rod and cone systems.

Ability to bind IB4 provides a conve-
nient method for distinguishing the two
nociceptor populations, as it can be readily
applied both to living and to fixed neu-
rons. Several nociceptor-specific proteins
are localized to the IB4-positive popula-
tion: both the P2X3 receptor for ATP
and the NaV1.9 sodium channel are ex-
clusively located in the IB4+ neuronal
population, and our group has identified
B1 bradykinin receptors as also being ex-
clusively located in IB4+ neurons, unlike
B2 receptors, which are expressed mainly
in TrkA+ neurons.

Ret forms functional receptors for mem-
bers of the GDNF family, which, apart
from GDNF itself, comprises the elegantly
named members neurturin, artemin, and
persephin, by combining with the GFRα

receptor family, although there is some
evidence that Ret may be active alone.
By analogy with the action of NGF in
upregulating gene expression in TrkA-
expressing neurons, we might expect that
GDNF and other members of this family
would have a similar effect in upreg-
ulating the proteins expressed in the
IB4+ neurons, but, to date, this pos-
sibility has been little investigated. A
recent report, however, shows that B1
expression is potently upregulated by
GDNF. B1 receptors are normally ex-
pressed in only a very small fraction
of neurons (around 2%), but, following
exposure to GDNF functional B1 recep-
tor expression, appear in around 20% of
neurons. GDNF or related neurotrophins
are therefore likely candidates to drive
upregulation of B1 expression following
injury or inflammation, leading to the
switch in agonist responsiveness from a
B2 to a B1 profile identified in in vivo
experiments.
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5
Conclusion

There has been an explosion of research
into the cellular and molecular basis of
pain transduction over the past few years.
Many of the membrane ion channels
responsible for the detection of painful
stimuli have now been cloned, and we
are making good progress in identifying
the intracellular pathways responsible for
modulating these ion channels and thus
mediating the process of sensitization.
Some areas are still mysterious and will
no doubt form the subject of advances
in understanding in future years. We still
know little about the molecular basis for
detection of strong mechanical stimuli
(or, indeed, any mechanical stimuli). The
means by which temperature-sensitive ion
channels are gated still remains unknown
at the molecular level. Much remains
to be discovered about the pathways
mediating sensitization – kinases seem to
be important in most of the pathways
investigated to date, but the details of how
they are activated, and which are their
critical target residues on the primary
transducer ion channels, still remain, in
many cases, to be elucidated.

See also Neuron Chemistry.
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Keywords

Ancient DNA
Deoxyribonucleic acid isolated from ancient tissue sources; the most common method
for isolation of DNA from ancient tissue sources is through the polymerase
chain reaction.

Biomarkers
Chemical or biochemical structures that were once a part of the biomass of a living
ancient organism; also known as molecular fossils.

Fossilization
The preservation of deceased organisms via mineralization, mummification,
compression, or amberization.

Mineralization, Amberization, and Mummification
The process of fossilization that preserves materials for examination at the
molecular level.

Paleontology
The study of the structure, composition, and behavior of dead organisms.

� Recent developments in modern molecular biology have facilitated the expansion
of the new field of molecular paleontology. This field comprises the isolation and
characterization of proteins and nucleic acids from fossil material. The various
kinds of fossil preservation are outlined and discussed with respect to the types of
preservation most appropriate for producing fossils that will yield direct sequence
information. The molecular techniques used to isolate nucleic acids and proteins,
and to characterize the sequence information from these molecules are described.
The biological importance of data obtained from fossils is also discussed.

1
Definitions

1.1
Paleontology

Paleontology is defined as the study
of ancient organisms. Paleontological
information has been recognized as an
important aspect of evolutionary biology

since before Darwin’s time. Indeed,
Darwin dedicated an entire chapter of On
the Origin of Species to an examination
of the fossil record. Darwin was preoccu-
pied with the incompleteness of the fossil
record and was concerned with the degree
to which it supported his theory of natural
selection. Several other examples of the
influence of fossils on modern biology can
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be cited, such as the discovery of entire
groups of unusual organisms that have
gone extinct (dinosaurs), the characteriza-
tion of mass extinctions, and the use of
the fossil record to calibrate divergence
times in species comparisons. The utility
of fossils for stratigraphic and chrono-
logic correlations have also been repeatedly
demonstrated.

1.2
Molecular Paleontology

The term molecular paleontology, at first
was meant to include only the study of
biological marker compounds, or biomark-
ers (organic molecules that were originally
part of the biomass of an ancient organ-
ism, and have been preserved in rocks
and molecules from fossils). The term has
come to include the study of molecular
information, both chemical and biochem-
ical, potentially available from fossilized
remains. (Chemical fossil is a broad term
covering atomic and molecular fossils, in-
cluding isotopic features.) More recently,
molecular paleontology has been redefined
to include historical information derived
from comparisons of molecules of living
organisms. A subbranch of molecular pa-
leontology that concerns nonfossilized ma-
terial from deceased organisms is known
as molecular archaeology. Examination of
recently deceased organisms at the molec-
ular level is considered to be a part of
molecular forensics. In the past, paleonto-
logical studies have provided information
on ancient organisms only at the mor-
phological level. With the development of
gas chromatography, mass spectrometry,
scanning and transmission electron mi-
croscopy, and modern molecular biology,
the molecular aspects of fossils and sub-
fossils have been explored. Three major
kinds of molecular information can be

recovered from fossils. The first is made
of visual structural information using var-
ious forms of microscopy. Thin sections
of microorganisms observed under mi-
croscopy have demonstrated the feasibility
of this approach, and several fossil mi-
croscopic molecular structures have been
observed this way. The second kind of
molecular data consists of compositional
information. Ancient atmospheric condi-
tions as well as the chemistry of the ancient
oceans have been examined using chemi-
cal composition information from fossils.
Chemical and biochemical fossils have
been examined for molecular structure by
means of combined gas chromatography
and mass spectrometry. Some information
on the amino acid composition of tissues
has been obtained from fossil and sub-
fossil materials. Radioimmunoassay (RIA)
techniques have also been used to exam-
ine the immunological distances of extinct
organisms with their living relatives. The
newest and perhaps most exciting class of
molecular information obtained from fos-
sils is the analysis of the actual genetic
material of fossils, subfossils, and recently
extinct organisms.

2
Fossilization

2.1
Types of Fossilization

The condition of the fossilized material is
critical to the recovery of molecular infor-
mation from any fossil. The depositional
environment and the rock matrix where
the fossil is deposited and the degree of de-
composition of the fossil are critical factors
in determining the state of the fossilized
material. Fossilization of an organism is an
extremely rare event; if it is going to occur,
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it begins immediately after the death of
the organism. In general, only a small
portion of the organism is preserved. Af-
ter death, an organism’s body undergoes
three types of decomposition. The first is
biological and is accomplished by the de-
compositional activity of bacteria and by
autolytic enzymatic processes. Bacteria are
ubiquitous in environments with oxygen,
so only organisms that are deposited into
oxygen-free environments, hence able to
escape bacterial decomposition, will have
soft body parts preserved in any detail. The
second type of decomposition is mechan-
ical; it is facilitated by waves, wind, and
other forms of abrasion. The final type
of decomposition is chemical, which can
proceed well after the fossilization pro-
cess has begun. Ancient organisms can be
divided into three categories: organisms
that have been preserved through miner-
alization (mineralized fossils); organisms
that have been preserved in amber (amber
fossils); and organisms that have been pre-
served but not mineralized or amberized
(subfossils and compression fossils).

2.2
Mineralization

Several types of mineralization can oc-
cur in the fossilization process, and each
results in differences with respect to tis-
sue preservation and the degrees of de-
composition that occur in the organism.
Mineralization usually produces fossils in
which the molecules of the preserved or-
ganism have been replaced by minerals.
Such fossils will be entirely devoid of or-
ganic molecules because all molecules in
the organism will have been replaced or
displaced by mineral matter. Permineral-
ization is the impregnation of an organism
with mineral materials, most frequently

calcium carbonate and silica. Such a pro-
cess produces a structure that is resistant
to chemical change or chemical decompo-
sition. Metasomatism, produced from the
exchange of existing minerals for new min-
erals, yields a fossil that retains its physical
appearance but undergoes a drastic change
in chemical composition. In another pro-
cess, the oxygen, hydrogen, and nitrogen
molecules in plant remains are sometimes
leached away, leaving a carbon residue that
retains the original structures of the plant.
Incrustation, in turn, produces fossiliza-
tion, most frequently in more recent organ-
ismal material. When calcium-rich water
flows over the remains of organisms they
are covered with a mineral film. The organic
material under the film then decomposes,
leaving only a negative impression on the
mineral layer. In the distillation process,
water and gases are distilled away from the
organism leaving on the rock a thin film
of carbon that sometimes can give rich
information on the structure of the dis-
tilled organism. Some tissues may be more
resistant to the mineralization processes
than others. Chitin and keratin are among
the compounds found in organisms that
are rather resistant to chemical decompo-
sition and mineralization. Minerals such
as apatite (teeth and bones of vertebrates)
and calcium carbonate (shells of inverte-
brates) often form very resistant structures
and parts of organisms. Chitinous ex-
oskeletons of arthropods can be resistant
to chemical decomposition by mineral-
ization. Other proteins and nucleic acids
(DNA and RNA) are much more suscep-
tible to decomposition. Some depositional
conditions produce fossils remarkably re-
sistant to chemical decomposition and
complete mineralization. The Solenhofen
deposits in Bavaria and the Clarkia fos-
sil beds of northern Idaho are excellent
examples of this type of fossilization. Here,
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organisms were deposited in an extremely
low oxygen setting and rapidly buried in
fine sediment. Because of the rapid burial
and low oxygen availability, chemical and
biological decomposition have not dis-
turbed the organic material. During such a
process, organisms are deposited in a very
fine laminated sediment and preserved
between two extremely thin sedimentary
layers. The layers are usually found as shale
deposits, and the organic material is usu-
ally preserved in extreme detail. In such
deposits, it is actually possible to remove
the remains of organisms from between
the shale layers, and considerable ultra-
structural preservation can be observed
from these organisms.

2.3
Amber, Mummies, Subfossils, and
Museum Collections

These forms of fossilization may leave
remarkably well-preserved organismal re-
mains as well as preserve organic material
suitable for molecular studies. Amberiza-
tion is caused by the flow of resinous
material from several plant sources. The
sites and ages of the major amber deposits
on the face of the earth vary greatly. These
deposits yield amber-preserved specimens
from a wide range of animals, plants, pro-
tists, and bacteria. The common factor in
the quality of the material found in amber
is the thorough dehydration and protec-
tion of encased organic material. When
the chemicals in amber (primarily diter-
penoids) link together, trapped organic
material dehydrates and becomes inert.
(An excellent review of the biochemistry
of amber formation was provided by Lan-
genheim.) The ability of the flowing resin
to completely encapsulate an organism
and the bactericidal activity of terpenes
in the resin suggest that amberization will

produce highly protected fossil specimens.
The most famous of these deposits are
found from the Oligocene of Romania and
the Baltic region and from the Miocene of
the Dominican Republic, Mexico, Sicily,
and the Apennines of Italy.

Natural desiccation (mummification) is
yet another form of fossilization that can
preserve ancient material in a form suit-
able for molecular analysis. This type of
fossilization is extremely rare and involves
almost complete preservation of the en-
cased organism. An example of this kind
of preservation from the Cretaceous is the
anatosaurus, a dinosaur that was preserved
complete with wrinkles in its skin. The
specimen was preserved in this way as a
result of extreme dehydration of the ani-
mal. Such preservation most likely occurs
if the organism is deposited not in a sub-
marine sedimentary basin but, rather, in
unusual terrestrial environments. More re-
cent examples of mummification are the
ground sloth (Mylodon) and other smaller
mammals of about 13 000 years ago from
the Ultima Esperanza Cave in Chile,
bog-preserved human remains of about
8000 years ago from the Windover Pond
region of Florida, and animals of about
10 000 years ago preserved in California’s
La Brea tar pit. Permafrost-preserved or-
ganisms have also been used as a source
of ancient material. The most famous is the
woolly mammoth found in 40 000-year-old
permafrost and the Neolithic human re-
mains (named Oetzi) found in the Alps
and believed to be 4000 to 5000 years
old. Human cultural practices also result
in mummification or preservation of or-
ganisms. The detailed preservation by the
ancient Egyptians of the bodies of humans
and some domestic animals is well known.

Other examples of more recently pre-
served remains exist. Nonmineralized
(subfossil) remains of bones and teeth,
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seeds, and even soil extracts have been
used in ancient DNA studies. DNA from
museum-preserved specimens of an in-
credibly diverse and large number also
can be designated as ancient DNA. Teeth,
bones, pieces of skins, feathers, alcohol-
preserved specimens, and some pinned
insects have all been used as sources of ma-
terial for molecular studies. The Quagga
study was the first study to extract DNA
from museum specimens. Numerous
studies on historical materials from exca-
vations and museum collections represent-
ing varied taxa and tissues have followed.
The continued importance of museum-
derived collections should be emphasized
as a source of ancient specimens for study.

Not all museum material is suitable for
molecular analysis, however, inasmuch
as some of the preservation procedures
used by museum curators are rather hy-
drophilic and produce massive damage
to the specimen at the molecular level.
Table 1 lists several sources of animal and
plant material successfully yielding DNA
from specimens dating from the Pleis-
tocene and Holocene.

2.4
Quality of Molecules from Ancient Sources:
Proteins

Tissues and molecules react very
differently in living organisms and under

Tab. 1 Pleistocene and Holocene specimens yielding ancient DNA.

Preservation
condition

Material extracted Taxon Age of specimen
[years before

present]

Dry remains
Animal bones and teeth Ground sloth 13 000

Cave bear 20 000–130 000
Moa 3350
Saber-toothed cat 14 000
Horse 25 000
Woolly rhinoceros 40 000–70 000

Plant material Maize 3400
Wheat 1200

Temperate cave sediments Two species of moa, and 29
plant taxa

600–3000

Parasites Endogenous retrovirus-like
element from woolly
mammoth

13 000–26 000

Coprolites Shasta sloth coprolite
recovering both sloth and
ingested plant DNA

Late Pleistocene

Frozen remains
Siberian permafrost Woolly mammoth 13 000–33 000
Beringian permafrost Brown bear 14 000–42 000
Alpine permafrost Human (Oetzi) 4000
Permafrost soil 19 different plant taxa and

mammoth, bison, and
horse

10 000–400 000
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conditions of fossilization. For this
reason, different tissues, and molecules
undergo varying degrees of degradation
and breakdown as fossilization proceeds.
Amino acids were among the first types
of molecule examined in fossils. By
continuously etching fossil clamshells,
the existence of amino acids throughout
the fossilized material was demonstrated.
Contamination as an explanation for the
discovery of fossil amino acids was ruled
out on the basis of three observations.
First, several mollusk shells from the
same sedimentary deposit were examined
for amino acid content and substantial
qualitative and quantitative differences
were observed from shell to shell. If
there had been contamination from the
surrounding sediment, the amino acid
contents would have been similar. Second,
in binding experiments the two most
common amino acids found in fossils
have little if any affinity to calcium
carbonate, and therefore these substances
(glycine and alanine) are highly unlikely
to have been absorbed from groundwater.
Finally, the sediment surrounding the
fossils was examined and the amino acid
content was determined to be minimal.
The relative amounts of each amino acid
in several fossils was calculated over
geological time. From studies of this
type, the conclusion emerged that relative
abundances of amino acids prepared from
specimens from the various geologic
ages show similar but distinct patterns.
The results of examining the amino
acid content of amberized insect fossils,
suggest that the degree of preservation
of amino acids in amberized materials,
though high, varies from specimen to
specimen. Typically, in proteins that
have been fossilized, the peptide bonds
between amino acids will be rapidly
degraded. Under special circumstances,

especially in shells and skeletal remains,
peptide bonds will remain intact and short
peptides will be preserved. The position
of proteins between (inter-) and within
(intra-) crystalline structures in a fossil will
affect the longevity of fossil molecules.
Intracrystalline molecules would be
expected to have greater survival potential
as a result of the protective aspects
of the surrounding crystal structure.
The examination of fossils of several
marine organisms with shell structures
has revealed a rapid decline in the
abundance of amino acids in the first
few hundred thousand years after death.
The degree of decomposition usually
levels off at 2% surviving amino acids.
Soluble and insoluble organic residues are
also important factors in determining the
degree of preservation of amino acids and
peptide fragments in fossils.

2.5
Quality of Molecules from Ancient Sources:
Nucleic Acids

Nucleic acids and DNA, in particular,
would be expected to be much less well
preserved in fossil materials than some
proteins. DNA is primarily concentrated
in soft tissues, which are highly sus-
ceptible and vulnerable to degradation
during fossilization. The stability of the
DNA double helix has been discussed at
length by Lindahl. Basically there are three
major modes of chemical and physical
destabilization to the double helix: DNA
hydrolysis, DNA oxidation, and nonen-
zymatic DNA methylation (Table 2). The
stability of the nucleic acid phosphodiester
bond that links one nucleotide to another
in both deoxyribonucleotide strands and
ribonucleotide strands is gained at the cost
of a labile N-glycosyl bond. This bond con-
nects the sugar ring of the nucleotide to
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Tab. 2 Process of destabilization of the DNA double helix as discussed by Lindahl.

Process Effect Target Rate

Hydrolysis
I Base sugar bonds

destroyed
N-glycosyl bonds of G

and A
Up to 10 000 purine bases

removed in human cells per
day

II Deamination Cytosine Half-life of C residue in
double-stranded DNA
estimated at 30 000 years

III Conversion of C to U Cytosine Not determined
Oxidation
I Hydroxylation of G to

produce
8-hydroxyguanine

Guanine Occurs 100–500 times per day
in human cells; ‘‘indirect
and imprecise’’

II Ring-saturated derivative
of a pyrimidine

T and C Not determined; ‘‘indirect and
imprecise’’

III Major helical distortions G and A Not determined
Methylation S-adenosyl-methionine

(SAM)
Ring nitrogens;

purines; G, A, T, C
600 alkylation events in the

human cell per day
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Fig. 1 Graph of time on a logarithmic
scale versus the number of bases
deaminated, also on a logarithmic scale.
The numbers on the bases-deaminated
axis refer to the log of 10 molecules
deaminated. The figure was drawn by
extrapolation from the published lower
rate of deamination as 2000 bases per
day. Stippled bar at the bottom indicates
the cutoff for the genome size of
humans (109 bases per
haploid genome).

the base of the nucleotide. It was discov-
ered by means of hydrolysis experiments
that guanine (G) and adenine (A) are lib-
erated almost 20 times more easily than
thymine (T) and cytosine (C), indicating
that depurination (loss of G and A) is
much more common under hydrolysis
than the loss of pyrimidines (T and C).
The hydrolysis of the DNA double helix

would result in lesions in single and
double-stranded nucleic acids. The half-life
of single-stranded DNA due to hydroly-
sis in solution at pH 7.4 and at 37 ◦C
was calculated to be about 200 years. The
half-life of double-stranded DNA under
similar conditions due to hydrolysis was es-
timated at 30 000 years (Fig. 1). It has been
estimated that this process of hydrolysis
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causes the depurination of 2000–10 000
purine residues everyday in the typical hu-
man cell. The cell can tolerate such a high
degree of depurination due to hydrolysis
because enzymes exist in the living cell to
repair the damaged regions of the double
helix. In fossilized cells, repair enzymes
would most definitely be inactive, with the
result that any damage to the DNA in a
fossilized cell does not get repaired. Active
oxygen is an important source of damage
to nucleic acids in growing cells. Degrada-
tive processes due to oxidation can cause
oxidative damage to occur in several places
along the DNA double helix (Table 2). The
major product of this kind of damage to
DNA is the conversion of guanine residues
to 8-hydroxyguanine; indeed, this process
and the hydrolytic deamination of cytosine
to uracil are the two most prevalent mu-
tagenic events in living cells. Two other
products of oxidative damage to DNA are
ring-saturated derivatives of pyrimidines
and the production of major helical dis-
tortion. Estimates of the frequency of the
most common oxidative damage (oxida-
tion of guanine to 8-hydroxyguanine) are
around 100–500 residues per day per hu-
man cell. These estimates are an order
of magnitude less than that for hydroly-
sis. Again, repair enzymes exist to deal
with the oxidative damage in a living
cell, but such enzymes would be inac-
tive in fossilized or preserved material.
There are no estimates for the half-life
of DNA due to oxidation. Other small
molecules exist in cells that can cause
damage to DNA. One of the best character-
ized is S-adenosylmethionine (SAM). This
molecule causes the methylation of nu-
cleic acids, and the activity of the molecule
is analogous to a simple alkylating reac-
tion. The main active sites of SAM are
ring nitrogens and purine residues. The
major products of such methylation are

7-methylguanine and 3-methyladenine. 3-
Methyladenine is efficiently repaired by
cellular enzymes while 7-methylguanine
is not. The latter would be expected to per-
manently damage DNA. Estimates of the
frequency of DNA methylation are on the
order of 600 events per day per human
cell. All these methods of DNA damage
add up to the extrapolation that the half-
life of DNA in fossilized material places
a theoretical limit on the age of mate-
rial that should yield DNA long enough
to be retrieved in ancient DNA studies
(Fig. 1). This limit, estimated by Lindahl at
around 30 000 years, is based on extrapola-
tions from experiments in which DNA was
manipulated in aqueous solution and at
specific pH and temperature values. Many
of the fossilization processes discussed in
this article are unique in that aqueous
conditions are precluded and oxygen is
excluded from the specimen at very early
stages of preservation (as in amberization).

3
Studies in Molecular Paleontology

3.1
Microscopy Studies

The gross molecular structure of certain
cellular organelles has been examined
in several fossils. These studies are ac-
complished by thin sectioning of rocks
containing putative microorganisms. The
thin sections are then mounted on slides
and observed under microscopy. Per-
haps the oldest example is the discovery
of bacterial filaments from 3.5-billion-
year-old formations in western Australia
that resemble the filaments from extant
cyanobacteria. Other interesting findings
from the study of ancient molecular-level
structures are the presence of nuclear
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membranes in billion-year-old fossils and
the presence of colonial algal character-
istics in microfossils from the gunflint
chert in Michigan. Microscopic exam-
ination of amber-preserved fossils has
revealed molecular-level information for
these types of fossils. Transmission elec-
tron microscopy of amber-encased insects
discloses astonishing detail at the cellular
level. Nuclear membranes, endoplasmic
reticula, and ribosomes are all visible
in these ancient materials. In addition,
chromatin can be detected in these micro-
graphs. Scanning electron microscopy of
amber-preserved insects also provides in-
formation at the molecular level, although
the resolution is much lower.

3.2
Chemical and Amino Acid Studies

Studies of chemical fossils involve the
characterization of biomarkers from a
variety of microorganisms. Such biomark-
ers as pentacyclic triterpenoids, hopanes,
sterols, pigment derivatives, and acyclic
isoprenoids serve as signatures for unique
fossil molecules and sediments. Isotopic
composition of these biomarkers is a
characteristic that is used to determine sig-
nature. For instance, n-alkanes can have
even or odd numbers of carbon atoms.
Even-number long-chain n-alkanes indi-
cate an origin from plant waxes or algae.
Odd-number n-alkanes indicate an envi-
ronment high in salinity. An immediate
application of this approach is to the
petroleum industry, since n-alkanes and
other biomarkers are the major compo-
nents of petroleum. Abelson first showed
in the 1950s that amino acids could be
isolated from fossilized material. The fos-
sils included representatives of mollusks
of various ages, as well as dinosaurs, fish,
and mammals from the Phanerozoic.

3.3
Protein and Nucleic Acid Studies

A few studies have reported the structural
analysis of proteins from mineralized fos-
sils. One of the earlier reports on recovery
of proteins from fossils was the isola-
tion of 80-million-year-old shell proteins
from fossil mollusks. Although sequence
information was not obtained from this
material, the existence of intact proteins
in these fossil shells was demonstrated
by assaying the isolates on protein gels.
Obtaining the actual sequences of fossil
proteins is extremely difficult because a rel-
atively large amount of starting material is
needed for sequencing, and the amount of
protein material in fossils is small. Despite
this limitation, the N-terminal 15 amino
acids from a small calcium binding pro-
tein has been sequenced from fossil oyster
shells from the Holocene, Miocene, Creta-
ceous, and Jurassic epochs. The isolation
and characterization of proteins and nu-
cleic acids from ancient tissues for use
in phylogenetic studies began with the pi-
oneering work in Allan Wilson’s lab at
the University of California at Berkeley.
Wilson and his colleagues, most notably
Russel Higuchi, Ellen Prager, and Svante
Pääbo worked on a variety of ancient tissue
sources. Jerold Lowenstein, at the Univer-
sity of California at San Francisco, used
the immunodiffusion and RIA techniques
to examine the serum albumin of sev-
eral extinct organisms. These techniques
result in the establishment of immuno-
logical distances between taxa that can be
used to infer relationships among organ-
isms by means of distance algorithms.
The organisms examined in these early
studies were mastodon (Mammut amer-
icanum), woolly mammoth (Mammuthus
primigenius), Steller’s sea cow (Hydro-
damalis gigas), Tasmanian wolf (Thylacinus
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cynocephalus), and quagga (Equus quagga).
The first report of DNA isolated and char-
acterized from ancient tissue appeared
in 1984 and concerned the isolation and
cloning of DNA from the quagga. This
pioneering study reported the isolation
and characterization of a short fragment
from the mitochondrial cytochrome b gene
for this extinct mammal. DNA was iso-
lated from a museum-preserved skin of
a quagga that had been collected in the
nineteenth century. The isolated DNA was
cloned into a λ-vector and isolated by filter
lift and hybridization techniques. Com-
parison of the DNA sequences from the
quagga with sequences from other equids
in a phylogenetic analysis revealed the
close relatedness of the extinct quagga and
Burchell’s zebra. Publications followed
concerning the isolation and characteriza-
tion of nucleic acids from several animals
such as the woolly mammoth, saber-
toothed tiger, moa, Bronze Age rabbit,
giant sloth, and marsupial wolf to name
a few. One of the more interesting cases
of phylogenetic inference obtained from
ancient tissue sources is that of the mar-
supial wolf Thylacinus. The phylogenetic
placement of this extinct marsupial species
was determined using data from both im-
munoprecipitation and DNA sequencing
studies. On the basis of morphological ev-
idence (the remarkable similarity of dental
and skeletal characters), some systematists
have argued that this Australian genus
is most closely related to another ex-
tinct group of South American carnivorous
marsupials called the borhyaenids. Other
systematists argue, that Thylacinus is most
closely related to other Australian carniv-
orous marsupials (dasyurids). In an early
study, Lowenstein and colleagues used im-
munoprecipitation RIA of serum albumin
to demonstrate a close affinity of Thylaci-
nus with the dasyurids, indicating that the

Australian taxa were a monophyletic group
and that the South American hypothe-
sis was incorrect. Thomas and colleagues
examined the DNA isolated from mu-
seum skins of Thylacinus for 219 bases
of the mitochondrial cytochrome b gene
and came to the same conclusion. More
recently, much older material has been
examined. The first study to break the
million-year mark was one concerning the
isolation and characterization of chloro-
plast DNA from fossilized magnolia leaves
(17 million years old). This study ap-
proached the question of the relationship
of the extinct magnolia species Magnolia
latahensis to other closely related plants.
Golenberg and colleagues used fossils
from the Clarkia beds of Idaho as a source
for M. latahensis. By means of polymerase
chain reaction (PCR) techniques, they ob-
tained an 820-bp long fragment from these
ancient fossil plants and compared the
sequences to several other plant species.
The tree obtained from these analyses in-
dicated that the extant species Magnolia
macrophyla is the closest relative of M. lata-
hensis. The isolation and characterization
of DNA from Dominican amber-preserved
insects, bacteria, and plants (30 million
years old) and Lebanese amber-preserved
insects (120 million years old) are exam-
ples of increase, by several orders of
magnitude, of the limits of the age of
ancient DNAs. Attempts to isolate DNA
from Baltic amber (60–80 million years
old), 80-million-year-old fossilized bone,
200-million-year-old fish fossils, and 400-
million-year-old marine invertebrates have
also been reported. A major challenge to
the success reported in amber DNA stud-
ies has come from the work of Austin and
colleagues. In a series of carefully planned
and executed experiments, authentic an-
cient nucleic acids could not be isolated
from several Dominican amber-preserved
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specimens. The inability to isolate authen-
tic ancient DNA from these specimens
has curtailed the search for ancient DNA
in these exquisitely preserved specimens
and instead has focused the ancient DNA
field on more recent specimens of age no
greater than 100 000 years.

3.4
Molecular Archaeology: Humans and Plants

The primary source for most of the stud-
ies in ancient human DNA has consisted
of bones or remains preserved in wet
bogs, and natural and artificial mummies.
Several studies have characterized DNA
isolated from bone ranging from tens of
years to thousands of years old (Table 3).
Egyptian mummies and Amerindian pop-
ulations were the initial major subjects
of human ancient DNA studies. More
recently, European and South Pacific pop-
ulations have gained some attention from
anthropologists studying ancient remains.

Plant remains on the order of hundreds
to thousands of years old have been ex-
amined. Examples of plant studies from
archaeological studies concern the deter-
mination of patterns of domestication of
certain cultivated plants such as maize
and wheat.

3.5
Utility of Ancient DNA

Ancient DNA studies can be very useful in
many aspects of modern biology. Systema-
tists offer perhaps the best example of how
these data can be useful. An amber termite
study provides a useful example of the im-
portance of nucleic acid information from
fossils. Information on nearly 400 bases of
the small ribosomal subunit (18S rDNA)
was collected for a number of termites and
their close relatives: mantids and cock-
roaches, and several outgroups. When a
phylogenetic analysis using only the ex-
tant organisms is performed, the position

Tab. 3 Examples showing specimen ages of ancient DNA studies of humans.

Material extracted Locale Age of specimen
[years before present]

Human mummies Egypt 5000
Andean area 6000
Southwestern United States 2500
Aleutian Islands 1400
Australia 200
Japan 900

Human bones Oceanic and Amerindian peoples 3000
Neanderthal 29 000
Cro-Magnon 24 000

Human brains Florida bogs 8000

Human parasites Mycobacterium tuberculosis isolated from
human mummies

2000–4000

Yersinia pestis isolated from teeth of bubonic
plague victims

400

Clostridium from Andean mummy 1000
Trypanosoma cruzi from Chilean mummy 4000
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of cockroaches in the phylogenetic tree
is ambiguous. When the extinct amber
termite sequences are added to the anal-
ysis, however, the tree becomes resolved
with respect to the placement of the cock-
roach. This result supports the contention,
familiar to paleontologists, that fossil in-
formation is absolutely essential to an un-
derstanding of phylogeny in many groups.
Two other examples involve the use of an-
cient DNA information to calibrate molec-
ular clocks and the use of ancient DNA in
population biology and conservation. In-
formation about the sequences of extinct
organisms is essential in attempts to more
accurately determine absolute rates of di-
vergence. If a fossil can be accurately dated
and sequences from it can be directly com-
pared to sequences from living organisms,
more accurate rates for molecular clock
estimates can be obtained. Population-
level studies have already demonstrated
the value of ancient DNA sequences in
population, genetic, and taxonomic studies
of wolves, tiger beetles, whales, and prairie
chickens, to name a few. The ability to
obtain information from extinct taxa and
populations is essential in assessing relat-
edness among endangered species. Infor-
mation about past genetic diversity has the
potential to inform present-day conserva-
tion management decisions by providing
context for biodiversity estimates and for
assessing extinction risk. This information
can also shed light on evolutionary pro-
cesses (organismal and molecular) as well
as human cultural practices and impacts.

4
Future of Ancient DNA Research:
Authentication

The pioneering work of Higuchi and other
members of the Wilson lab demonstrated

that it was possible to obtain molecular in-
formation from long dead (and in some
cases extinct) organisms. This possibil-
ity stimulated a field of research and the
advent of PCR allowed for a dramatic ex-
pansion in the field. Early work focused
on attempts to isolate DNA from vari-
ous organisms, tissue types, and ages of
specimens. For practical reasons, many
studies relied on the use of high copy
number mitochondrial gene regions; how-
ever, the information content of mtDNA
is limited for studies addressing deep evo-
lutionary questions, and more recent work
has shown that it is possible to recover
high copy nuclear gene regions such as mi-
crosatellites as well as single copy nuclear
gene regions from ancient specimens. An-
cient DNA research can be thought of as
progressing along two nonexclusive paths.
One is the application and refinement of
ancient DNA extraction techniques in or-
der to address a wide range of systematic,
evolutionary, archaeological, and conser-
vation biology questions. The other has
focused on gaining an understanding of
the molecules themselves by exploring
questions such as what are the postmortem
processes that degrade DNA, what are the
theoretical temporal limits to DNA preser-
vation and what preservation conditions
are likely to protect DNA. These types
of questions are informed by research in
areas such as molecular biology, biochem-
istry, taphonomy, and forensics.

Given the degraded nature of ancient
DNA, one question will remain: how
reliable are the data obtained? Much of
the recent work in ancient DNA research
has focused on establishing means of
authenticating ancient DNA sequences.
One factor that bears on whether the
data are reliable is the development
and use of standardized procedures that
prevent contamination of extracts with
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modern (undergraded) DNA or PCR
products and the monitoring of extracts for
potential contamination. Several technical
precautions are taken in the DNA isolation
and PCR amplification stages.

1. Physical separation of labs (and equip-
ment and supplies) where ancient DNA
extractions are performed from labs
where modern DNA extractions and
PCR amplifications occur in order to
minimize the potential for contamina-
tion of the ancient extract with high
quality DNA or PCR product carryover;
both of which could overwhelm a PCR
of the ancient extract and lead to spuri-
ous results.

2. The use of disposable positive displace-
ment pipette tips or plugged, coated
pipette tips in all manipulations of
DNA, buffers, and enzymes, as well
as the use of bleach and UV irradiation
of lab, equipment, and reagents.

3. Every PCR experiment involving an-
cient DNA should include positive and
negative controls, run side by side with
the experimental reactions to ensure the
accuracy of the ancient DNA reaction.
When attempting to amplify ancient
tissue sources, a portion of the rock
(in the case of mineralized fossils) or,
in the case of amber, a portion of the
amber that surrounds the fossil, should
be treated as control material. The oc-
currence of PCR product from rock or
amber without a fossil should be treated
as information that the PCR reaction
is faulty.

4. Direct and independent corroboration
of results from one laboratory should
be undertaken in other unrelated labo-
ratories. The characterization of ancient
nucleic acids currently relies on the
polymerase chain reaction. Two prob-
lems specific to the PCR must be

considered when examining ancient
DNA. Since the Taq polymerase used
in most PCR reactions preferentially
inserts dATP into damaged regions
of template DNA, ancient DNA se-
quences must be scrutinized for the
unusual occurrence or frequency of
deoxyadenines in amplified sequences.
This is especially problematic when the
starting template concentration is very
low. Since errors introduced in early
cycles of the PCR can become fixed,
replicate PCR reactions should be per-
formed to monitor sequence variation.
The second problem concerns the abil-
ity of the PCR reaction to form chimeric
molecules via PCR jumping, which oc-
curs when damaged template DNA is
degraded to sizes having only one of
the priming sites present on the tem-
plate, the other having been separated
by damage. In these cases, the short
templates can serve as primers on other
pieces of template DNA, and jumping
occurs across the damaged ends of the
original templates. This process results
in PCR products from template DNA
that sometimes differ in size from the
intended product. In addition, if some
outside contaminant DNA is present in
the PCR reaction, it is possible for a
jump to occur from the intended target
template to the contaminant. This sce-
nario would produce a chimeric PCR
product with sequences from the in-
tended target on one end of the product
and sequences from the contaminant
on the other. Replication of PCR re-
actions, cloning of PCR products and
replication of extractions can reveal
these types of PCR-related problems.

5. Negative results should also be pub-
lished, to let researchers know what has
and what has not been attempted. The
weight of the negative results can then
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be used to assess the validity of any
study that reports success at isolating
ancient DNA. Reproducibility of results
is a key aspect of reliability assessment.
This is problematic for ancient DNA
studies for which specimens are rare
or unique, and in cases where even
microhabitat-level variation in preserva-
tion conditions within a site can result
in differences in the ability to recover
DNA from contemporaneously buried
specimens. Information on success
rates for ancient DNA recovery from
specimens of various ages and preserva-
tion conditions can also aid in deciding
whether or not to undertake a study.

Another factor affecting whether the
data are thought to be reliable is con-
sideration of the likelihood of recovering
authentic DNA from a given specimen.
More detailed and sophisticated biochemi-
cal and chemical analysis of ancient tissues
needs to be performed. Involvement of bio-
chemists and chemists in the ancient DNA
field to examine the nucleic acid content
of ancient materials would be a positive
move in this direction. A clearer yet in-
complete picture is emerging of the factors
that contribute to the postmortem preser-
vation/degradation of DNA. Degradation
of DNA over time does not appear to be
a linear relationship. Studies have shown
that the greater proportion of DNA dam-
age occurs immediately following death
and the rate of damage may decrease after
that. Studies of contemporaneously buried
humans in the same gravesite showed
varying amounts of DNA recovered from
bones, suggesting that microhabitat-level
variation in taphonomic conditions can in-
fluence the effect of age on DNA recovery.
Studies continue to explore the limits of
age, starting materials, and preservation
conditions that will yield recoverable DNA

in an attempt to arrive at some general in-
dicators of the likelihood of DNA recovery.
Many studies continue to raise the upper
limit of the age of specimens thought likely
to yield authentic DNA (Table 3); however,
extreme age of the specimens would sug-
gest DNA recovery is unlikely. On the
basis of detailed biochemical analyses of
DNA degradation, Lindahl has expressed
skepticism about the claims of several re-
searchers on the isolation of DNA from
materials older than 30 000 years. Those
experiments were done in aqueous so-
lution. Preservation conditions such as
desiccation, cold temperature, and high
salt may slow the degradation on DNA
and allow for recovery of authentic DNA
from specimens older than predicted on
the basis of studies in aqueous solution.
The presence of amino acids and extent of
racemization have been used as proxies for
indicating whether DNA recovery is likely.
While there may be different factors affect-
ing the preservation of proteins and DNA
such as the protection of DNA sequestered
in bones, teeth or amber, the continued
presence of one macromolecule supports
the possibility of recovery of another. An
exploration of the extent of racemization
has been suggested as a prerequisite before
attempting ancient DNA extractions.

There is still much research to be done if
general principles regarding the likelihood
of DNA recovery are to be established.
Another, perhaps the most important, fac-
tor affecting whether the data are thought
to be reliable involves authentication of
the resulting sequences. The verification
procedures discussed above are indirect
methods that minimize and monitor con-
tamination, or infer the likelihood of
authentic DNA recovery based on prox-
ies such as age, condition, and the survival
of other biomolecules. Detailed phyloge-
netic analyses provide a direct method of
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authentication by identifying whether the
resulting ancient DNA sequences are from
the organism of interest and not the result
of contamination or pseudogene ampli-
fication. The discovery of a genealogical
relationship of DNA sequences from an-
cient sources with an extant, close relative
is usually taken as verification of authen-
ticity. Consequently, it is necessary to have
as many exemplars or taxa as possible
available for the phylogenetic analysis. The
claim of the isolation and characterization
of dinosaur DNA from mineralized fossils
was open to question on the basis of these
points concerning phylogenetic analysis.
These studies highlight potential problems
for ancient DNA work using mitochondrial
sequences: (1) The presence of contami-
nating human sequences even in cases
where standard ancient DNA lab precau-
tions are observed. Research on organisms
other than humans can minimize the im-
pact of this potential problem through the
use of species-specific primers in PCRs
and by performing phylogenetic analyses
on the resulting sequences to confirm
that the study organism falls within an
appropriate phylogenetic bracket. (2) The
presence of copies of mitochondrial gene
regions inserted into the nuclear genome.
The dinosaur DNA claims and rebuttals
showed that not only is human mito-
chondrial DNA contamination a problem,
but that nuclear copies of human mi-
tochondrial DNA can also be recovered.
Comparisons of sequences based on Blast
similarity scores alone may not be suffi-
cient to rule out contamination owing to
the potential for recovering nuclear inser-
tions of mitochondrial sequences. These
sequences may have accumulated addi-
tional substitutions since their insertion
into the nuclear genome and might falsely
be thought of as being sufficiently differ-
ent from human DNA as to have come

from the study organism. In fact, phyloge-
netic methods were used to disprove the
authenticity of the dinosaur DNA claims.

See also Immunoassays; Origins of
Life, Molecular Basis of.
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Pääbo, S. (2003) Nuclear gene sequences from
a late Pleistocene sloth coprolite, Curr. Biol.
13, 1150–1152.

Roy, M.S., Geffen, E., Smith, D., Wayne, R.K.
(1996) Molecular genetics of pre-1940 red
wolves, Conservation Biol. 10, 1413–1424.

Runnegar, B. (1991) Nucleic acid and protein
clock, Philos. Trans. R. Soc. London B 333,
391–397.

Stankiewicz, B., Poinar, H., Briggs, D., Ever-
shed, R., Poinar, G. (1998) Chemical preser-
vation of plants and insects in natural resins,
Proc. R. Soc. London B 265, 641–647.

Stone, A.C., Stoneking, M. (1999) Analysis of
ancient DNA from a prehistoric Amerindian
cemetery, Philos. Trans. R. Soc. London B 354,
153–159.

Thomas, R.H., Schaffner, W., Wilson, A.C.,
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Keywords

Chimera
An individual organism composed of a mixed population of parthenogenetic and
normally fertilized cells.

Genomic Imprinting
The differential expression of gene alleles, dependent on their parent of origin.

Parthenogenesis
The development of a new individual organism from an unfertilized ovum (an
activated egg).

Parthenote
An embryo created by parthenogenesis.

Teratoma
A tumor composed of a variety of mixed tissues derived from two or more germ layers
in normal embryonic development.

Uniparental Disomy
The inheritance of a diploid genome from a single diploid parent (the result of
parthenogenesis).

� One of the most exciting and contentious issues in biomedical science today is
the potential use of stem cells as a therapeutic intervention for a wide range of
diseases with pathologies that involve cellular destruction. Stem cell therapy is
currently practiced, or under active research, to repair the effects of neuromus-
cular degeneration, autoimmune response, ischemic attack, malignant carcinoma,
congenital defects, metabolic disorders, and alcohol-related pathologies. When stim-
ulated in a proliferative environment, stem cells may also provide the raw material
for large-scale ex vivo tissue regeneration. There are several sources of human
stem cells for laboratory culture, but the primary source of pluripotent human
embryonic stem cells is the inner cell mass of in vitro fertilized embryos. Despite
the potential rewards to medicine, experimentation using cells from viable hu-
man fetuses has triggered global political and ethical controversy that has slowed
down the pace of research. An alternative source of human embryonic stem cells
that circumvents some of these issues would significantly enhance research in
this area. Parthenogenetically derived stem cells may represent such a resource.
Parthenogenesis involves activation of the oocyte without sperm, and produces a
nonviable blastocyst. That is, the activated egg develops to the blastocyst (and so
can be used to generate stem cells), but it will not produce a viable pregnancy
in mammals. The unique genesis of the embryo, and its arrested development at
blastocyst, may afford sufficient moral and political latitude to enable its acceptance
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as an experimental entity. Research is ongoing to assess the genetic and phenotypic
similarity of parthenogenetic stem cells (PSCs) to other stem cell types from
mammalian models and to human stem cells derived from fertilized embryos.

1
Background

1.1
A Brief History of Parthenogenesis Research

Parthenogenesis refers to ‘‘the production
of an embryo from a female gamete with-
out the concurrence of a male gamete,
and with or without eventual development
into an adult.’’ Parthenogenesis – Greek
for virgin birth – is a common form of
reproduction for insects such as aphids,
flies, ants, and honeybees, but is also
known to occur in vertebrates, including
lizards, snakes, fish, birds, reptiles, and
amphibians. Aristotle might have been
one of the first to have recognized this
form of reproduction, in fish and bees,
as noted in his Generation of Animals
(340 B.C.), but it was not until 1695 that
van Leeuwenhoek documented this form
of reproduction in aphids. Charles Bonnet
described cyclical parthenogenesis in Con-
templation de la Nature (1740), followed by
Dzierzon’s observation 100 years later that
drone bees are derived from unfertilized
eggs (1845). The term parthenogenesis
was first used by Richard Owen in 1849.
The first demonstration of in vitro ar-
tificially stimulated parthenogenesis was
made by Jacques Loeb, who was able
to activate oocytes from sea urchins and
frogs by pricking them with a needle or
by changing the ambient salt concentra-
tion. In the 1950s, parthenogenesis was
classified into subtypes according to the
sex of the resulting offspring. Arrheno-
toky is parthogenesis where unfertilized

ova produce males, while fertilized ova
lead to females, as for example in ant
and honeybee colonies; in thelytoky, the
unfertilized ova become females and in
deuterotoky, they may become offspring of
either sex. Pincus demonstrated partheno-
genetic activation of mammalian eggs in
1939, using temperature and chemical
stimuli. To date, parthenogenetic activa-
tion of eggs has been accomplished in
most mammals, including mice, goats,
cows, monkeys, and humans. Plachot et al.
were able to identify human partheno-
genetic activation events by examining
800 human oocytes. They showed that 12
were spontaneously parthenogenetically
activated, and of these, four had under-
gone normal cleavage. Although there
have been no reports of naturally oc-
curring human parthenotes, a human
parthenogenetic chimera was recently rec-
ognized. The juvenile patient presented
as developmentally delayed, with apparent
sex reversal, and entirely parthenogenetic
blood leukocytes. This finding confirmed
the viability of chimeras in higher mam-
mals, as suggested by successful laboratory
experiments in mice over the previous two
decades (as described in later sections).

1.2
Mammalian Parthenogenesis

There is no confirmed example of natu-
ral mammalian parthenogenetic reproduc-
tion, but mammalian oocytes can be artifi-
cially induced to undergo parthenogenesis
in vitro by a two-step protocol involving
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electroporation and/or treatment with a
chemical agent (ionomycin, ethanol, or
inositol 1,4,5-triphosphate) to elevate tran-
sient Ca2+ levels, followed by application
of an inhibitor of protein synthesis (cyclo-
heximide) or protein phosphorylation (6-
dimethylaminopurine). Success rates and
developmental survival time appear to be
organism dependent. Mouse parthenotes
are capable of developing past postim-
plantation stages in vivo; pig parthenotes
have developed up to postactivation day 29
(limb bud stage, past the early heart beat-
ing stage); rabbit parthenotes until day 10
to 11, while primates (Callithrix jacchus)
have only been shown to implant. The
reason for this arrested development is be-
lieved to be due to genomic imprinting.
In fertilized zygotes, maternal and pa-
ternal haploid genomes are epigenetically
distinct, and both sets are required for suc-
cessful development. That is, metastable
chromosome modifications in the form of
methylation, for example, exhibit unique
patterns in sperm versus eggs. As a result,
they carry unique patterns of gene expres-
sion into the embryo. Since all genetic
material in parthenotes are of maternal
origin, the paternal imprinting component
is absent and this prevents proper develop-
ment of extraembryonic placental tissues
(from the trophectoderm) whose expres-
sion is regulated by the male genome. In
most mammals, (including primates), just
prior to ovulation, oocytes are arrested at
the metaphase II stage. Cytogenetic mi-
croscopy shows the presence of a 2n polar
body under the zona pellucida and a 2n pro-
tonucleus in the cytoplasm. After chemical
activation to mimic the effects of sperm
penetration on changes in cellular Ca2+
gradient, the cell does not complete meio-
sis II. Instead, the second polar body is
never extruded, resulting in a diploid pro-
tonucleus derived from two sets of sister

chromatids. These chromatids then begin
to divide mitotically. On balance, then, the
parthenote is related to the maternal oocyte
by uniparental disomy (Fig. 1).

1.3
Genomic Imprinting

Genomic imprinting is an epigenetic reg-
ulatory process that imposes a parent-of-
origin control over gene allele expression
according to a dynamic program that is
dependent on the stage of development
and tissue type. A memory of the parental
source of each disomic copy of imprinted
genes in the genome is preserved, and
this is coupled with a mechanism to ef-
fect mono-allelic differential expression of
the gene copies based on the parent of
origin, such as the paternally expressed
gene, insulin-like growth factor 2 (IGF2).
The time and tissue variability of this pro-
cess is evident, even as early as oogenesis.
The primary mechanism for imprinting is
methylation of cytosine residues in DNA
CpG di-nucleotides, but histone modifica-
tions such as acetylation and methylation
cooperate in chromatin modification, re-
inforcing local genome silencing. It is
believed that as many as 200 genes are im-
printed in humans, although only about
50 imprinted genes have been identified
in mice (with some conservation in hu-
mans). The evolutionary reason for the
development of imprinting is not clear, but
a number of theories have been posited.
The ‘‘Conflict Theory’’ is one of the more
popular and enduring explanations of why
genes are imprinted. Empirically, genes
that are paternally expressed are often
those genes involved in fetal growth, while
genes that are maternally expressed re-
strict growth. In the population genetic
theory, the resource burden for carrying a
fetus rests disproportionately on females
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Fig. 1 The process by which stem cells are derived from parthenogenesis. An oocyte is
arrested at Metaphase I, and is the artificially activated, bypassing meiosis II. The resulting
diploid cells begin to mitotically divide to a morula, and further develop to a blastocyst. At
this point, however, the blastocyst fails to form a functional placenta in vivo. The inner cell
mass (ICM) is then harvested and plated and produces cultured stem cells.

of a species in eutherians (placental mam-
mals) and metatherians (marsupials), and
female mammals are known or presumed
to be promiscuous. Hence, by carrying
fetuses from different fathers, paternal
evolutionary drive would seek to maximize
resource benefits for his fetus. The coun-
terpoint is that the mother is placed at risk,
being drained of much needed nutrients
and potentially carrying oversized fetuses;
hence, she benefits from rationing the
amount of her resources that a fetus can
extract. Evidence from seed development
reinforces the notion of an intragenomic
parental conflict, whereby imprinting in-
tercedes to differentially balance the selfish
interests of each sex’s genome during the
development of the progeny.

It is believed that the parthenotes are
not capable of developing to term because
they fail to develop the necessary ex-
traembryonic tissues – trophectoderm and

primitive endoderm. In contrast, an-
drogenotes (created by the fusion of
two sperm nuclei, and of purely pa-
ternal origin) develop into a structure
consisting of a trophoblast and yolk sac
regulated by the male genome. These
structures resemble hydatidiform moles
(trophoblastic tissue only), which are
formed when sperm fertilizes an enucle-
ated egg.

1.4
Human Ovarian Teratomas

In the absence of natural primate
parthenotes, human ovarian teratomas
may represent one of the few clinical
correlates available, albeit as a result of
a different (oncogenic) transformation.
There is controversy about the histogene-
sis of teratomas, with apparent subgroups
based on gonadal versus extragonadal
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site, and maturity of the tumor. Ovar-
ian teratomas represent 10 to 15% of
all ovarian tumors, and result from ab-
normal development of a primary oocyte.
Most mature ovarian teratomas (dermoid
cystic type predominantly) appear to be
46, XX diploid with a Barr body present,
and are believed to be genetically equiva-
lent to parthenotes. They may arise from
tumorigenic events at meiosis I and/or
II, genome reduplication in a mature
ovum, or fusion of two ova, with clin-
ical and genetic evidence to support all
of these modes. Mature cystic teratomas
are typically composed of adult-type tis-
sues usually representing all three germ
layers, including teeth, bone, cartilage, adi-
pose, thyroid, and soft brain tissue. Rarely
seen developed organs and tissues such
as bowel, appendix, skull, vertebrae, limb
buds, external genitalia, pancreas, prostate
gland, and eyes will be observed. Ecto-
dermal elements such as skin and its
appendages predominate, but neuroec-
todermal components are also present.
These teratomas may occasionally con-
tain foci of immature or fetal tissues, and
present with a complex mix of heteroge-
neous tumors. In contrast, the much rarer
immature ovarian teratomas are more
likely to have abnormal karyotypes reflect-
ing the genome instability associated with
malignant cells, and have variable percent-
ages of immature embryonic-like tissues,
together with mature components. Most
of the immature tissues are neuroectoder-
mal in this case, and their predominance
directly reflects the histological grading
of these cancers. The common form of
treatment for immature teratomas con-
sists of chemotherapy that not only kills
the rapidly dividing cells but also induces
a proportion of them to differentiate. The
importance of this observation cannot be

overstated; chemotherapy generally lim-
its neoplastic growth by blocking the cell
cycle, and its effects are similar to the dif-
ferentiation induced in in vitro cultured
parthenogenetic stem cells (PSCs) by the
removal of growth factors, as described be-
low. In very rare cases, pluripotent fetiform
ovarian teratomas can organize differen-
tiated tissues into a recognizable, but
malformed, human fetus or homunculus,
thereby showing that pseudonormal pro-
grammed development is possible from
purely maternal tissues.

The relationship between the etiology
and development of the different sub-
groups of ovarian teratomas and PSCs is
not well understood, but there are obvi-
ous parallels worthy of further study. In
mature ovarian teratomas, the benign na-
ture of the tumor, the observation of a
normal diploid karyotype, the involvement
of meiotic failure at meiosis II, and the
manifest pluripotency of the transformed
oocytes have obvious analogy with PSCs.
Immature ovarian teratomas, however, re-
capitulate the tendency of PSCs to commit
to a neuronal lineage and the effect of
withdrawal from the neoplastic cell cycle
in promoting differentiation.

2
Parthenogenetic Stem Cells

2.1
Characteristics of Stem Cells

Stem cells are, by definition, cells that have
the ability to replicate indefinitely, and
can differentiate into multiple cell types.
Embryonic stem cells are pluripotent and
have the ability to become most, if not all,
cell types in an organism. In contrast, adult
stem cells have reduced plasticity, and are
usually uni- or, at best, multipotent. They
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are also more sensitive to in vitro culture
conditions, and have shorter survival times
than embryonic stem (ES) cells. Currently,
there are several sources of stem cells:
from in vitro fertilization, somatic cell
nuclear transfer (cloning technologies),
adult tissues, cord blood and germ cells.

2.2
Primate Parthenogenetic Stem Cell Lines

Our experiments in developing parthenote
stem cell lines have used the cynomol-
gus macaque model (Macaca fascicularis).
After harvesting oocytes from a female hy-
perovulating macaque, the cells undergo
in vitro maturation to reach metaphase II.
Eight days following oocyte activation with
ionomycin and 6-dimethylaminopyridine,
14% of ova reach blastocyst stage, where
they arrest (Fig. 1). Transplantation back
to a uterus is unable to continue de-
velopment at this point. The inner cell
mass is isolated using immunosurgery;
antibodies are added to bind to the trophec-
toderm, followed by complement proteins.
This procedure destroys the trophecto-
derm leaving the inner cell mass, which
harbors precursors to ES cells. These are
transferred to grow on mitotically inac-
tivated mouse feeder cells, to keep the
stem cells undifferentiated and replicating
(Fig. 1).

The creation of embryonic-like stem
cells from oocytes is relatively inefficient.
Only two primate (one monkey and the
other human) PSC lines have been created,
and as far as we are aware, only the
cynomolgus macaque PSC line is still
in culture. The process, described above,
was used to generate a parthenogenetic
blastocyst (Fig. 2a) and PSCs (Fig. 2b).
A human PSC line was generated from
25 human oocytes, yielding 5 blastocysts,
and 1 stem cell line that lasted for 2

passages. The difficulties in generating
primate PSC lines are probably due to
the complexities of higher-order genomic
imprinting. However, when PSCs are
differentiated into adult tissues, they
appear fully functional. Characterization
of the differentiated tissues from PSCs in
comparison to analogous tissues derived
from normal ES cells awaits further study.

2.3
Characteristics of Nonhuman Primate
Parthenogenetic Stem Cells

In spite of the nonviability of nonhu-
man primate (NHP) parthenotes, the ex-
tracted stem cells seem to assume the
morphology and functional behavior of
human ES cells. Morphologically, PSCs
possess a small cytoplasmic/nuclear ratio,
numerous and prominent nucleoli, and
cytoplasmic lipid bodies. Karyotype analy-
sis reveals that the cells are fully diploid
with a 2n = 40 + 2 macaque chromosome
complement. Functionally, NHP PSCs ex-
press the enzymes alkaline phosphatase
and telomerase, showing a loss of the
high telomerase activity two weeks after
the initiation of a differentiation protocol;
this corresponds to loss of pluripotency.
Also, like human ES cells, they express the
following traditional embryonic stem cell
markers: POU domain, class 5, transcrip-
tion factor 1 (Oct-4), Stage Specific Embry-
onic Antigen (SSEA-3/4), as well as Tumor
Rejection Antigen (TRA 1-60/1-81); more-
over, they are negative for SSEA-1 (present
only in mouse ES cells, and not in hu-
man or primates ES cells). The NHP PSCs
express major histocompatibility Class I
and II antigens at levels comparable to
normal peripheral blood leukocytes after
treatment with Interferon-gamma (IFN-
gamma). The treatment did not increase
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(a)

(b)

Fig. 2 (a) Photomicrograph of a parthenogenetically derived blastocyst. Circled in
blue is the inner cell mass (ICM), the source of embryonic-like stem cells. The
significance of this is that it is the first primate parthenote in which a stable stem
cell line has bee derived. (b) Photomicrograph of neural precursor cells derived
from parthenogenetic stem cells. Cells stained for nestin (marker for the
developing nervous system) (top panel) accompanied by a phase contrast image of
all cells (bottom panel). (See color plate p. xxiv.)

class II expression, as one would expect
from a non-antigen-presenting cell.

The cells possess the fundamental
characteristics of ES cells. They have
embryonic-like replicative ability, and have
been propagated in vitro in an undiffer-
entiated state for up to 14 months. In
vitro differentiation produces high per-
centages of dopaminergic and serotonin-
ergic neurons, spontaneously contractile
cardiomyocyte-like cells, smooth muscle,
beating ciliated epithelia, adipocytes, and
several types of epithelial cells. Resulting

neurons have been shown to express
a voltage-dependent sodium channel, a
functional neuronal marker. This mul-
tipotency is recapitulated in vivo, since
injection of NHP PSCs into immunocom-
promised mice induces formation of ter-
atomas containing derivative tissues from
the three germ layers (ectoderm, endo-
derm, and mesoderm), including cartilage,
muscle, bone, neurons, skin, hair follicles,
and intestinal epithelia (Fig. 3). The prefer-
ence of these primate PSCs to differentiate
into neuronal tissues has been noted by
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Fig. 3 Teratoma derived from injection
into an immunocompromised (SCID)
mouse. This H & E stained section
demonstrates the in vivo differentiation
capacity (pluripotency) of
parthenogenetically derived stem cells
(courtesy of Advanced Cell Technology).

several groups, but the reasons for the
underlying preference are not well under-
stood. One possible explanation is that it
is a consequence of purely maternal ge-
nomic imprinting, and may represent the
lack of epigenetic balance that would be
conferred by paternally imprinted genes.

2.4
Neuronal Differentiation

In the course of experiments testing
differentiation protocols for PSCs, we have
identified an intermediate stage along
the PSC differentiation trajectory that has
unique properties (Fig. 2b). After plating
NHP PSCs on a basement membranelike
matrix and supplementing the medium
with basic fibroblast growth factor (bFGF)
and epidermal growth factor (EGF), the
cells begin to commit to the neuronal
lineage but halt at a transitory state. Cells in
this intermediate state stain positive for the
neuronal markers nestin and microtubule-
associated protein-2. They are negative,
however, for choline acetyl transferase,
dopamine-beta-hydroxylase, and NeuN,
and they do not express ion channels.
These Nestin+ precursors are highly
replicative (5- to 8-fold increase over a 9-
day period), and do not require a feeder
layer to grow and remain undifferentiated.

Nestin+ precursor cells can be induced
to differentiate to neurons by removing
bFGF and EGF, and adding ascorbic acid

for a minimum of five days. The resulting
differentiated cells represent the neuroep-
ithelial lineage. Almost all of these neurons
express TUJ1 (beta-tubulin III), and up to
25% of the TUJ1+ cells coexpress tyrosine-
hydroxylase. This latter enzyme marker is
considered diagnostic for catecholaminer-
gic neurons (dopamine, norepinephrine,
and epinephrine). Furthermore, HPLC
analysis of culture media following a depo-
larizing KCl-buffer identifies the release of
the neurotransmitters dopamine and sero-
tonin from the cells. After one week of
differentiation, about half of the cells that
have a neuronal morphology and begin to
express voltage-dependent sodium chan-
nels that can be blocked by tetrodotoxin.

3
The Influence of Imprinting on Cellular
Growth and Differentiation

3.1
Imprinting and Neuronal Phenotype

There are several developmental disorders
that are caused by errors in imprinting,
such as Silver–Russell syndrome, Beck-
with–Wiedemann syndrome, Angelman’s
syndrome, and Prader–Willi syndrome.
These disorders have extensive associated
neurological and behavioral pathologies.
Each of these syndromes results from
structural disruption of a genome locus
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that is subject to maternal or paternal
imprinting. Of especial interest here is
Prader–Willi Syndrome because it offers
an in vivo, human clinical model rep-
resenting only maternal allele(s) in the
region of chromosome 15q11-13 (25%
have two maternal alleles, 75% have one
maternal allele and a deleted paternal al-
lele). It appears that having two maternal
15q11-13 regions is responsible for the
neurological and behavior abnormalities.
This clinical example correlates with the
previous parthenogenetic-chimera studies
described below.

By creating mouse chimeras composed
of PSCs and biparental ES cells, Keverne
and colleagues observed that partheno-
genetically derived cells are found pre-
dominantly in the neocortex, striatum,
and, but not in the hypothalamus, sep-
tum, preoptic areas, and brainstem. These
studies also showed that parthenogenetic
chimeras have brains that are much bigger
in size relative to their body weight, al-
though they appear to be anatomically and
functionally normal. The area of the brain
that is significantly larger, however, is te-
lencephalon. Other chimera studies have
shown a restriction of parthenogenetically
derived cells in muscle tissue and growth
retardation that is proportional to the over-
all contribution of parthenogenetic cells.
However, if the PSCs are cultured for a
brief period of time in vitro, then used
to create chimeras, no pre- or postnatal
growth retardation is observed, and higher
overall levels of PSCs are detected than
in other studies. However, the cells dis-
tribute among tissues as per noncultured
PSCs. Disruption of imprinting by the in
vitro culturing step would contribute to
this perturbation of cellular distribution.

From an evolutionary perspective, an
increase in brain size is correlated with an
increase in the complexity of imprinting.

For example, the neocortices of prosimians
(lower-order primates) are 54% of their
total brain weight, while the neocortices of
opossums are 22%, and the neocortices of
basal insectivores occupy only 13%. This
forebrain evolution also correlates with a
switch from hormonal dependence to a
more cognitive control of behavior. Taken
together, these observations suggest that
maternal imprinting has an effect on the
development and function of the brain.
Since the evolution of genetic imprinting
coincides with an exponential growth of
brain to body size, has evolution coupled
its need for genetic diversity to forebrain
evolution? Could maternal imprinting
explain why PSCs have a tendency to
form neurons?

3.2
Imprinting and Parthenogenesis

After the creation of PSCs, the cells
and their tissue derivatives seem to
assume the traditional phenotype and
characteristics of the biparental stem
cells. Since imprinting is temporal and
tissue specific, and given that many
imprinted genes are involved in fetal
growth, one would expect some unusual
growth characteristics of PSCs. This is true
in the very early stages. For example, we
have noticed that human PSCs do not
spread out and grow like biparental stem
cell colonies. Although the inner cell mass
attaches to the mouse feeder cells, the cells
do not begin dividing like true ES cells.
The cell masses have survived in culture
for up to several weeks but eventually die.
However, in differentiating monkey PSCs
into adult tissues, there is evidence that
they appear fully functional.

It appears that lack of paternal im-
printing does not affect cell phenotype,
behavior, and function, once the inner cell
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mass attaches to the feeder layer. The dan-
gers of abnormal imprinting appear to be
less severe than once thought. Confirm-
ing our observations, Szabo and coworkers
have demonstrated the presence of mRNA
from imprinted genes, where expression
of mRNA should have been absent. Many
of the stringent effects of imprinting are
overcome when the oocytes are artificially
activated with chemicals or electropora-
tion. Imprinting appears to play a less
significant role as a PSC differentiates, as
confirmed by the diversity and functional-
ity of cells generated from PSC. Imprinting
may still be affecting the behavior of the
cells, but it is only having a minor effect
on the differentiation potential by alter-
ing PSC responses to developmental cues,
such as ligands, growth factors, and so on.

In addition to the Conflict Theory,
genomic imprinting might be a mecha-
nism by which to prevent spontaneous
births (via parthenogenesis). A possi-
ble reason why eutherians cannot re-
produce parthenogenetically is that their
sexual phenotype is determined by ge-
netic dichotomy, while the phenotype of
parthenogenetically reproducing species is
influenced by environmental or behavior
selection pressures. Since the species that
commonly reproduce via parthenogene-
sis have equal-sized sex chromosomes, it
makes it much more difficult to maintain
genetic diversity. The ability to inactivate
the X chromosome demonstrates how the
complexity of genetic imprinting corre-
lates with the complexity of the organism.
This difference is best demonstrated by
the insulin-like growth factor 2 receptor
(Igf2r) gene being imprinted in the mouse
and not in the humans. Many imprinted
genes are differentially expressed in early
development (fetal growth and function of
the placenta), and then become biallelically
expressed in the adult.

4
The Promise of Parthenogenetic Stem Cells

4.1
Parthenogenetic Stem Cell Therapy

The unprecedented research interest in
embryonic and adult stem cells lies in
their potential to replace diseased cells or
regenerate organs that have been lost as
a sequela to disease, or through a trau-
matic event. Research on PSCs is still
in its infancy, with much that is poorly
understood about the mechanisms un-
derlying the fundamental properties of
self-renewal and the cooperative cellular
programs that regulate differentiation. It
appears prima facie that the lack of paternal
imprinting does not affect the self-renewal
or pluripotency of the stem cells isolated
from the inner cell mass of the parthenote,
the cells that are matrilineally regulated.
The pluripotency of the stem cells could
offer therapy options for a variety of dis-
eases, but the tendency of the PSCs to
commit to the neuronal lineage under
in vitro culture conditions suggests that
interventions in neurodegenerative disor-
ders such as Alzheimer’s and Parkinson’s
diseases as well as alcohol-induced Wer-
nicke–Korsakoff syndrome might be the
most tractable therapy options.

A major advantage of PSCs over ES
cells derived from a normally fertilized
conceptus is their unique genome inheri-
tance as a result of uniparental disomy,
and the implications for immunocom-
patibility. Heterologous transplantation of
adult stem cells, or ES cells derived
from an anonymous stem cell line or
from cord blood, requires immunolog-
ical donor/recipient matching. Autolo-
gous transplantation using cord blood
stem cells requires long-term storage,
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is costly, and requires advanced plan-
ning. Although meiotic recombination
may shuffle the allele combination in
the parthenotes, relative to the somatic
genome of the maternal parent, PSCs
should be highly immunocompatible with
the oocyte donor female, and offer a
treatment option for women over the pe-
riod that they retain an ovarian reserve,
and the oocytes can be parthenogenet-
ically activated. Alternatively, one could
envisage generation and cryogenic stor-
age of PSC from all women of child-
bearing age. Moreover, androgenote gen-
eration – derived from the fusion of two
sperm nuclei in an enucleated egg – while
currently undeveloped, provides the pos-
sibility of creating these types of cells
for males.

Finally, as mentioned in the introduc-
tion to this chapter, PSCs offer a unique
stem cell resource that literally does not
require the creation of fertilized and viable
embryos for research, nor the destruc-
tion of unused embryos from assisted
reproductive technology. The hope is that
this might abrogate many of the ethical
concerns surrounding research on hu-
man ES cells and provide the necessary
flexibility to allow research to continue.
Parthenotes are not free from ethical con-
troversy though, and are viewed by some
in society as artificial entities that in
some sense represent ‘‘tampering with na-
ture.’’ The proof that a human chimera
is possible by natural events, and by ex-
isting medical practice in the treatment
of human ovarian teratomas, has a direct
bearing on the complex ethical status of
human parthenotes. As discussed above,
the spontaneous in vivo tumorigenic event
creates a similar phenotypic entity for
classes of teratomas, as compared with
in vitro parthenogenetic activation. Since
most mature ovarian teratomas appear to

be composed of 46, XX diploid chromo-
somes with Barr Body present, the two cell
types can also be argued to be cytogeneti-
cally equivalent. Despite their nonviability
for development of pregnancies, the idea
that parthenotes are artificial is not as ax-
iomatic as might be thought. Furthermore,
since there is de facto acceptance of exper-
imentation using teratoma tumor tissue
and surgical destruction after resection,
this lends some legitimacy to experimenta-
tion on parthenotes. These contradictions
await reconciliation in a comprehensive
ethical framework.

4.2
Primate Parthenogenetic Stem Cells are a
Unique Tool to Study Epigenetic Regulation

Primate PSCs serve as a unique discov-
ery tool to study the epigenetic mech-
anisms involved in development and
gene expression. The unilineally inher-
ited diploid genome enables the detailed
influence of maternal imprinting to be
studied in isolation, and by sampling
cells from time points along the path of
differentiation, and with differing phe-
notypes, a multidimensional profile of
imprinting by time and lineage will be
possible. Further comparison with stem
cells derived from embryos with a bi-
parental origin will allow the maternal
and paternal contributions to be dis-
entangled at these data points, giving
insight into their relative influence at
different stages of cell maturity and lin-
eage committal.

See also Mammalian Cell Cul-
ture Methods; Nuclear Transfer for
Cloning Animals; Principles and
Applications of Embryogenomics.
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Keywords

pathogen-associated molecular pattern (PAMP)
Structural motif of a microbial constituent, for example, of a cell wall component or
genetic material. These motifs are not really pathogen specific, but occur also on other
microorganisms. They are, however, distinct from any motifs encountered in
vertebrate hosts. PAMPs are recognized by host cells via pattern-recognition receptors,
initiating a cascade of antimicrobial activities.

toll-like receptors (TLR)
A family of pattern-recognition receptors bearing strong homologies to Toll, a protein
involved in dorsal-ventral patterning as well as antifungal responses in Drosophila
melanogaster. TLR ligation results in intracellular signaling cascades that lead to the
elaboration of antimicrobially active molecules as well as to the regulation of
adaptive responses.

Innate Immunity
All immune responses executed by cells of the innate immune system, that is,
granulocytes, monocytes, macrophages, natural killer cells, and mast cells. These
responses comprise sensing microbial motifs, activating effector molecules, and
alerting specific lymphocytes.

Adaptive Immunity
All immune responses executed by specific antigen-receptors bearing T and B cells. A
generally accepted view of adaptive immunity and, in particular, effector T-cell
development and function distinguishes between type 1 and type 2 responses.
Infection with bacteria, viruses, and fungi, or stimulation of innate immune cells with
components thereof, induces type 1 immunity, mediated by T helper 1 (Th1) or T
cytolytic 1 (Tc1) cells. In this context, type-1 cytokines (i.e. Interleukin-2, IL-12, IL-15,
IFN-γ , IFN-α, and IFN-β) are particularly involved in cell-mediated immunity to
intracellular microbes. Cytotoxic T cells can kill infected cells, using perforin and
granzymes. In contrast, infections by extracellular pathogens and multicellular
parasites, or exposure to allergens, induce type 2 responses. Type-2 cytokines (i.e.
Interleukin-4, IL-5, IL-6, IL-10, and IL-13) play a crucial role in promoting humoral
immunity and/or immune deviation to a nonprotective response (tolerance).
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Cytokines
Polypeptides enabling the communication between cells, mostly of the immune system.
Cytokines are involved in the growth, differentiation, survival, and activation of cells
bearing specific receptors.

Chemokines
Chemoattractive molecules (polypeptides with positionally conserved cystein residues)
that induce migration of chemokine-receptor bearing cells along a gradient toward the
site of their production.

� Responses of macrophages, dendritic cells, granulocytes, and mast cells constitute
the first line of immune defense against infectious agents. These cells have the
capacity to recognize and distinguish between physicochemical motifs expressed
on microbes and to tailor rapid antimicrobial defenses accordingly. Identification
of microbial constituents involves host membrane-bound detectors, called toll-like
receptors, and intracellular sensors, termed Nod proteins. Upon activation, the innate
immune system arms a series of effector molecules capable of thwarting the growth
or killing invading microorganisms, including oxygen and nitrogen metabolites.
Innate immune cells also play a central role in instructing the adaptive immune
system as to which type of specific response should develop to optimally combat
infectious agents. To this end, innate cells translate the sensed danger or damage
wrought by infectious agents into a language understood by specific lymphocytes,
including membrane-bound costimulatory molecules and soluble mediators in the
form of cytokines and chemokines.

1
Relationship between Innate and Adaptive
Immunity

More than 98% of multicellular animal
species cannot produce an adaptive im-
mune response to a pathogen. Immuno-
logical memory is thus a privilege of a few
vertebrate hosts, and its primary purpose is
to sterilize primary infection and provide
resistance to reinfection with pathogens.
However, during the time it takes for clonal
expansion of antigen receptor-bearing lym-
phocytes to occur, the primordial system
of innate defense takes care of the host.

Individual functions of innate immune
cells are not only involved in mitigating
the damaging insults of microbial or tu-
mor growth but are also critical in directing
the differentiation processes that, follow-
ing antigen encounter, ultimately lead to
T and B effector cells.

Full-fledged adaptive immunity, in turn,
is the result of cells of the adaptive
immune system calling upon cells of the
innate immune system, either to provide
professional phagocytes to engulf and
destroy pathogens (type 1 immunity) or to
release toxic mediators in order to establish
environments that are inhospitable to
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helminth or arthropod invaders (type 2
immunity). As a consequence, the innate
and adaptive immune systems should be
viewed as two interdependent parts of a
single integrated immune system.

It is the purpose of this chapter (1) to
delineate some of the mechanisms that
trigger the activation of innate immune
cells during infection; (2) to describe some
of the engrained effector functions exerted
by innate immune cells upon activation;
and (3) to summarize the mediators and
dissect the major molecular pathways
regulating the differentiation of effector
functions of adaptive immunity.

2
Functions of Barrier Organs

Infectious organisms first need to gain
access to their preferred sites of multi-
plication by penetrating either the skin
or mucosal surfaces in the lung, gut, or
urogenital tract. Antimicrobial defenses
within these barrier organs are not gener-
ally thought of as facets of ‘‘immunity,’’ but
are certainly innate and highly effective.

The skin provides an impenetrable bar-
rier for most microorganisms as long as
there are no erosions owing to injury or
insect bites. Secretions from sebaceous
glands, slightly acidic pH, and competition
from resident members of the ‘‘commen-
sal’’ skin flora make it difficult for many
infectious agents to take hold. In addition,
epidermal cells are a major source of an-
timicrobial peptides that can kill a variety
of bacteria and fungi; in fact, the initial
purification of human defensins was first
successfully performed from shedded pso-
riatic skin.

The gut is lined with goblet cells that
secrete mucus, which serves as a nutrient
to the resident intestinal flora. The normal

flora of the large intestine, for example,
consists of approximately 1014 bacteria
comprising more than 500 species, which
provide severe competition for potentially
invasive pathogens, particularly in terms
of nutrient supply and attachment to the
gut epithelium. Mucus is also the car-
rier of a number of antimicrobially active
substances, secreted from epithelial cells
and Paneth cells located in the crypts
of the intestinal villi. These antimicrobial
proteins effectively prevent bacterial adhe-
sion and invasion into lower strata of the
gut mucosa.

The upper airways are also covered with
viscous mucus, which contains high con-
centrations of lysozyme and lactoferrin,
as well as epithelial defensins. This com-
bination of antimicrobials enables initial
control of most infectious agents, leaving
mucociliary clearance to accomplish fur-
ther expulsion. The alveoli of the lower
respiratory tract are bathed in lung sur-
factant. Surfactant proteins A, B, C, and
D have multiple functions: on the one
hand, they can opsonize bacteria and
thereby enhance phagocytic uptake, on
the other hand, they also modulate overall
macrophage functions, thereby regulating
excess inflammatory responses.

3
Activation of Innate Immunity: Sensing the
Enemy

Once a pathogenic organism has pene-
trated the mucosal or epithelial barrier sys-
tems, defense strategies initiated by cells
of the innate immune system take over.
These are strategically placed on many mu-
cosal surfaces (e.g. alveolar macrophages
in the lung) and are primarily aimed at
recognizing foreign structures and elim-
inating them. Since infectious pathogens
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have often evolved to subvert these mech-
anisms, specialized cells of the innate
immune system are also capable of pre-
senting digested antigen to T cells in
a context and environment appropriate
for optimal effector cell development. Ac-
tivation of innate immunity to provide
this context may be conceptually divided
into three stages (Fig. 1): (1) a phase of
antigen sensing during which a combi-
nation of surface receptors detects the
presence of nonself structures on invad-
ing microorganisms (‘‘detection phase’’);
(2) a phase of translating this sensory in-
formation into a language understood by
the cells of the adaptive immune system,
for example, chemokines and cytokines
(‘‘transmission phase’’); (3) a phase of

mobilizing an effector armamentarium,
capable of eliminating or at least restrict-
ing the multiplication of infectious agents
(‘‘effector phase’’). This latter phase may
proceed, to a limited extent, without the
help of the adaptive immune system, but
is consistently amplified by it to maxi-
mal potency.

3.1
Pathogen-associated Molecular Patterns
(PAMPs)

The costimulatory signals required for
differentiation of adaptive immune re-
sponses are exclusively turned on when
cells of the innate defense system in-
teract with pathogen-associated molecular

1. Detection phase 2. Transmission phase

Cells of the adaptive 
immune system

Type 1
cytokines/
chemokines

Type 2
cytokines/
chemokines

Pattern-
recognition
receptors

Antimicrobial substances

Reactive oxygen and
nitrogen intermediates

MC

DCMΦ

Th2
Tc2

Th1
Tc1

B

B

YY

Y

Y

Y
Y
Y

3. Effector phase

PMN

IgG1
IgE

IgG28

Cells of the innate 
immune system

Y

Fig. 1 Overall view of innate immune responses. Cells of the innate immune system
(DC = dendritic cells; MC = mast cells) detect the presence of foreign structures, such
as pathogen-associated molecular patterns, by surface-expressed pattern-recognition
receptors (‘‘detection phase’’). Innate immune cells translate this sensory input into a
language (cytokines, chemokines) understood by cells of the adaptive immune system,
skewing the response into either T helper 1 (Th1)/T cytolytic 1 (Tc1) or Th2/Tc2-type
immunity (‘‘transmission phase’’). At the same time, ligation of pattern-recognition
receptors initiates an antimicrobial program within innate immune cells (‘‘effector
phase’’). This program is further amplified and complemented by activating cytokines
derived from differentiated adaptive immune cells.
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patterns (PAMPs, that is, highly conserved
structural motifs that are necessary for the
survival of microorganisms).

Many pattern-recognition receptors pri-
marily serve the purpose of enhancing
phagocytosis. For example, the macro-
phage mannose receptor (recognizing ter-
minal mannose and fucose residues on
microbial cell walls) or the macrophage
scavenger receptor (recognizing polyan-
ionic ligands, such as double-stranded
RNA, lipopolysaccharide, and lipoteichoic
acid) are mainly involved in clearing
pathogens from the site of invasion.

Discrimination between different classes
of microorganisms, however, is afforded

by the toll-like receptors 1 through 11.
Since PAMPs have multiple effects on
the signals generated by cells of the in-
nate immune system and may therefore
be useful as natural adjuvants in driving
adaptive responses, they are described here
in detail (Table 1). Surveillance mecha-
nisms that sense and respond to microbial
compounds in the cytosol are provided by
the Nod proteins, a family of nucleotide-
binding site, leucine-rich repeat proteins.

Peptidoglycan (PG) is a component of
all bacterial cells. PG chains consist of
alternating β-MurNAc(1 → 4)GlcNAc dis-
accharide units linked via β-(1 → 4) glyco-
sidic bonds. Peptide side chains, which are

Tab. 1 Recognition of pathogen structures via surface or intracellular receptors on innate immune
cells.

Pattern-recognition
receptors on innate
immune cells

Cellular distribution of
expression of pattern-
recognition receptors

Pathogen-associated molecular
patterns recognized by pattern-
recognition receptors

TLR1/TLR2 Monocytes, macrophages, DC Triacylated lipopeptides
TLR2 Monocytes, macrophages, DC Lipoproteins, lipoteichoic acid,

glycolipids, modulin,
arabinose-capped
lipoarabinomannan,
GPI-anchored molecules from
parasites

TLR2/TLR6 Monocytes, macrophages, DC Diacylated lipopeptides; zymosan
TLR3 DC, NK cells Double-stranded RNA
TLR4 Macrophages, DC, and

endothelial cells
Lipopolysaccharide

TLR5 Monocytes, immature DC, NK
cells

Flagellin

TLR7 and TLR8 B cells, plasmacytoid precursor
DC

Imidazoquinoline derivatives,
single-stranded RNA

TLR8 Monocytes, NK and T cells Imidazoquinoline derivatives,
single-stranded RNA

TLR9 B cells, macrophages, NK cells,
plasmacytoid precursor DC

Unmethylated CpG-motif
oligonucleotides

TLR10 B cells, plasmacytoid precursor
DC

Currently unknown

TLR11 Epithelial cells Uropathogenic bacteria
NOD-1 All cells D-Glu-mesoDAP
NOD-2 Bone marrow–derived cells MurNAc-L-Ala-D-isoGLn
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attached to the carboxyl group of muramic
acid residues, are primarily composed of
five amino acids (L-Ala-D-Glu-X-D-Ala-D-
Ala, where X stands either for L-Lys or
diaminopimelic acid). Certain variations
both in peptide and glycan structure ex-
ist, depending on the microorganism. A
core constituent of PG, muramyl dipeptide
(MurNAc-L-Ala-D-isoGln) is recognized by
the intracellular sensor protein, NOD2.
The minimal structure recognized by
NOD1 is the terminal two amino acids
in the stem peptide of a peptidoglycan
structure mainly found in Gram-negative
bacteria: D-Glu-mesoDAP.

Lipopeptides and lipoproteins are compo-
nents of both Gram-positive and Gram-
negative cell walls and may be viewed
as functional substituents of PG. A 19-
kDa lipoprotein derived from Mycobac-
terium tuberculosis activates cells via TLR2.
The diacylated mycoplasma macrophage-
activating lipopeptide (MALP-) 2 requires
the cooperation of TLR2 and TLR6 to ini-
tiate proinflammatory responses, whereas
triacylated bacterial lipopeptides require
dimerization of TLR2 with TLR1.

Lipoteichoic acid (LTA) is an amphiphilic,
negatively charged glycolipid found in
most Gram-positive bacteria. Appropriate
purification of LTA from Staphylococcus
aureus, or chemical synthesis of LTA, have
revealed LTA to be a potent and exclusive
TLR2 stimulus. Structural requirements
include a lipid anchor and D-Ala sub-
stituents, as L-Ala derivatives reduce the
activity by a factor of 100.

Lipopolysaccharide (LPS) is a major
component of the outer membrane of
Gram-negative bacteria and is composed of
polysaccharides attached to a lipid portion
(lipoid A). Lipoid A is responsible for all
biological activities ascribed to LPS, and
it is the spatial conformation of lipoid
A – in part determined by the number

and length of acyl chains – that determines
biological activity on a given cell type.
LPS recognition by TLR4 requires several
accessory molecules. LPS is first bound
to the LPS-binding protein LBP, which
transfers LPS monomers to CD14. How
exactly CD14 facilitates LPS recognition
is unclear, as is the exact role of MD-2,
another component of the LPS-recognition
complex. Ultimately, LPS interacts with
TLR4 and initiates both MyD88-dependent
and -independent intracellular signaling
cascades. Some forms of LPS (e.g. from
Porphyromonas gingivitidis or Leptospira
interrogans) seem to be recognized by
TLR2. The structural requirements for
this interaction are not clear, other than
that this recognition is greatly enhanced
in the presence of TLR1. Uropathogenic
Escherichia coli contain another, not yet
defined structural motif that is capable
of activating TLR11 on macrophages and
liver, kidney, and bladder epithelial cells.

Flagellin is the protein subunit of bac-
terial flagella. It is recognized by TLR5,
possibly via highly conserved N- and C-
terminal ends that form its hydrophobic
core. TLR5 is expressed only on the
basolateral, but not apical, surface of ep-
ithelium. Therefore, flagellin of invading
pathogens, but not commensal bacteria,
induces intestinal epithelial cells to mount
an inflammatory response.

Unmethylated CpG DNA motifs are preva-
lent in bacterial, but not vertebrate, ge-
nomic DNA and are recognized by host
cells bearing TLR9. TLR9 is not on the
cell surface but is present in vesicles that
fuse with lysosomes. Some CpG motifs are
very powerful activators of NK cells and in-
duce IFN-α production by DC2 cells; other
motifs are potent B-cell activators, trigger-
ing cell cycle progression and antibody
secretion. Nonspecific activation of innate
responses afforded by CpG can increase
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resistance in animal models of intracellu-
lar infection and sepsis. The ability of CpG
to act as a potent adjuvant was confirmed
in studies using both model antigens, such
as hen egg lysozyme, ovalbumin, as well as
tumor antigens and antigens from infec-
tious agents, including hepatitis B, HIV,
and influenza virus or Leishmania major.
In fact, CpG is a stronger Th1-like adjuvant
for inducing B- and T-cell responses than
the gold standard, Freund’s complete adju-
vant, as measured by its ability to drive the
differentiation of cytolytic T cells and IFN-
γ -secreting cells. It should be noted that
optimal CpG motifs for activation differ
between human beings and mice.

Lipoarabinomannans (LAMs) are lipogly-
cans restricted to the genus Mycobacterium.
The carbohydrate backbone is comprised
of a D-mannan core and a D-arabinan
domain. At its reducing end, the man-
nan core is terminated by a glycosyl-
phosphatidylinositol anchor, while the
arabinan domain is capped by either
mannosyl (ManLAM) or phosphoinosi-
tide residues (PILAM). PILAMs prevalent
in rapidly growing mycobacterial species
(M. smegmatis) activate mammalian cells
in a TLR2-dependent manner to secrete
TNF and IL-12. In contrast, ManLAM is
not an agonist for TLR2. A small my-
cobacterial glycolipid, phosphatidylinositol
dimannoside (PIM) also activates cells in
a TLR2-dependent manner.

Double-stranded RNA (dsRNA) is pro-
duced by most viruses during their in-
fectious cycle. DsRNA induces protein
kinase R activation via TLR3. TLR3 is ex-
pressed predominantly on myeloid DCs,
making them the prime targets for ini-
tiating innate responses against viruses.
TLR3-deficient mice also showed a re-
duced response to the viral RNA mimic,
polyinosine-polycytidylic acid (poly I:C).

Single-stranded RNA (ssRNA), prepared
from GU rich sequences in HIV-1 RNA,
was found to ligate TLR7 and TLR8. Dur-
ing viral infection, ssRNA possibly reaches
the endosome through receptor-mediated
uptake of viral particles or by fusion events
of budding viruses. Another class of TLR7
and TLR8 ligands is constituted by a se-
ries of small synthetic antivirally active
molecules, the imidazoquinolines.

Glycosylphosphatidylinositol-anchored
molecules (GPI) are the predominant anti-
gens present on the plasma membrane
of protozoa such as Trypanosoma cruzi
and Plasmodium falciparum. GPI from T.
cruzi are recognized by TLR2 and po-
tently induce nitric oxide, TNF, and IL-12
in murine macrophages. The PI moiety
is mostly composed of unsaturated fatty
acids, which are essential for optimal bio-
logical activity.

FimH is a subunit protein of type
1 fimbrial adhesins present in many
enterobacterial species, for example, E. coli
or Salmonella enterica. It can bind directly
to a GPI-anchored receptor present also
on the surface of mast cells (CD 48).
Ligation of CD 48 by FimH-expressing
bacteria results in bacterial uptake into
caveolar chambers, promotes bacterial
survival inside the cytosol, and has been
linked to the release of inflammatory
mediators by mast cells.

Heat shock proteins (HSPs) are released
from necrotic cells during tissue injury
or lysis of infected cells, and can form
stable complexes with peptides. Some of
them, for example, HSP60, can be recog-
nized by TLR4; others, for example, gp96,
HSP90, and HSP70, interact with antigen-
presenting cells via a common receptor,
CD91. HSP-chaperoned peptides enter
the macrophage/dendritic cells through
CD91 and are processed and presented
by the MHC class I and MHC class II
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molecules, resulting in the stimulation of
CD4 and CD8 T cells. HSP-DC interac-
tion through CD91 leads to maturation of
DCs and secretion of an array of proin-
flammatory cytokines. Immunization of
mammals with HSP-peptide complexes
elicits potent responses against the HSP-
chaperoned peptides.

Parasite-derived glycans and lectins, for
example, from Schistosoma mansoni eggs
or filarial nematodes, trigger responses
by TLR-independent mechanisms and are
known for their potent induction of Th2
responses. One well-characterized lectin
from S. mansoni eggs, termed IPSE, leads
to cross-linking of IgE on basophils, which
release IL-4 and IL-13, thus driving a strong
Th2 response.

All currently known PAMPs are de-
rived from prokaryotic, fungal, viral, or
protozoan pathogens, and it is currently
unknown which receptors are required
for recognition of ‘‘patterns’’ or structural
motifs expressed by multicellular eukary-
otic parasites or allergens. Whether as yet
undefined molecular patterns are at all
necessary to skew adaptive immunity to-
ward a type 2 pattern after encounter with
these different types of insults remains to
be determined. It is possible that a differ-
ent type of signal, such as the absence of
PAMPs – similar to the lack of self-MHC
I for NK-cell activation – is a stimulus in
itself for triggering type 2 immunity.

3.2
Host Cellular Sensors

At the immunological level, innate de-
fenses rely mostly on granulocytes, mast
cells (MC), macrophages, dendritic cells
(DC),natural killer (NK), NKT, and γ δT
cells. These cells serve as a bridge be-
tween PAMPs and antigen-specific cells
of the adaptive immunity, translating the

sensory input of pattern-recognition re-
ceptors into soluble mediators that com-
municate with T and B cells via specific
cytokine/chemokine receptors. Although
many cell types contribute in various ways
to linking innate and adaptive responses,
we shall focus in this chapter – for the
purpose of clarity, and because the two pro-
totypic immune responses (type 1 and type
2) are differentially regulated by them – on
two pivotally involved cell types, DCs
and MCs.

3.2.1 Dendritic Cells
The key cell type, and indeed the most
potent type of any antigen-presenting cell,
which is able both to sense a foreign insult
and to orchestrate the cells of the adaptive
immune system, is the dendritic cell.
Like other cell types within the immune
system, immature DCs are continuously
produced from hematopoietic stem cells
within the bone marrow. Flt-3 ligand and,
to a lesser extent, granulocyte-macrophage
colony-stimulating factor (GM-CSF) are
the key growth and differentiation factors
in vivo.

Immature DCs have long been consid-
ered ‘‘sentinels’’ of the immune system,
since they are specialized, relatively long-
lived phagocytic cells, which are resident
in most tissues where they survey the
local environment for pathogens. Pattern-
recognition receptors, in particular, TLRs,
allow DCs to recognize microbial antigens
and mature into highly effective antigen-
presenting cells, undergoing changes that
enable them to activate pathogen-specific
lymphocytes, which they encounter in the
lymph nodes.

Maturing DCs lose the ability to take up
and process antigen, but they upregulate
surface expression of MHC class I and II
expression, as well as of costimulatory and
adhesion molecules such as CD86, CD80,
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CD40, and CD54. Mature DCs express
proinflammatory cytokines like IL-6, IL-
12, IL-18, IL-23, and IL-27, and are able
to detect the expression of cytokines by
infected cells, thus integrating different
signals of danger. Another consequence
of imDC stimulation is the upregulation
of CCR7 expression and downregulation
of CCR5 expression, which allows DCs
to migrate to regional lymph nodes.
There, mature DCs prime naive T cells
and, depending on the predominating
maturation signals, differentially induce
Th1 versus Th2 development. Bacterial
CpG DNA, double-stranded viral RNA,
LPS, as well as CD40 ligand and IFN-γ
induce immature DCs to produce IL-
12 and promote Th1 immune responses.
In contrast, anti-inflammatory molecules
such as IL-10, TGF-β, corticosteroids,
and prostaglandin E2 promote Th2 or
regulatory T-cell immune responses.

The ability of DCs to prime greatly di-
verse immune responses is the result of
different DC subsets and their unlimited
plasticity. In addition to immature DCs,
stem cells also give rise to two types of
DC precursors (pre-DCs), monocytes (pre-
DC1) and plasmacytoid cells (pre-DC2),
during hematopoiesis. Functionally, im-
mature DCs and pre-DCs differ since
pre-DCs are more directly involved in in-
nate immunity against microbes. Pre-DC1
phagocytose and kill various bacteria and
fungi, while pre-DC2s play a major role
in the early antiviral innate immune re-
sponse by producing large amounts of
IFN-α/β upon viral infection. Therefore,
these cells were also named ‘‘natural inter-
feron–producing cells’’ (NIPCs). Unlike
other innate immune cells, such as neu-
trophils, eosinophils, and basophils, which
die after performing their functions, pre-
DC1 and pre-DC2 differentiate into DCs.
When placed in culture with GM-CSF and

IL-4, or after bacterial uptake, pre-DC1
differentiate into immature myeloid DCs.
Upon CD40 ligand–induced activation,
DC1 produce large amounts of IL-12 and
prime Th1 and cytotoxic T-cell immune re-
sponses. In contrast, pre-DC2 differentiate
into immature DC2 in the presence of IL-3
or CD40 ligand, and mature DC2 primarily
induce Th2 immune responses. Interest-
ingly, when immature DC2 cells become
infected by a virus, they take on the typical
morphology of mature DCs and upregu-
late costimulatory molecules, but acquire
the distinct ability to differentiate naı̈ve
CD4+ T cells into producers of IFN-γ and
IL-10.

3.2.2 Mast Cells
Mast cells (MC) are derived from CD34+
stem cells. They initiate their differentia-
tion in the bone marrow under the influ-
ence of stem cell factor and interleukin-3 .
Their final maturation takes place in con-
nective tissues.

Within minutes following activation,
mast cells extrude granule-associated sub-
stances, such as histamine. Within hours,
mast-cell activation is followed by de novo
synthesis of numerous cytokines (TNF-α,
Interleukins 1–10, IL-12, IL-13, IL-15, IL-
16, IL-18, IL-25, GM-CSF) and chemokines
(CCL2-5, CCL8, CCL11, IL-8). Mast cells
are long-lived and therefore able to respond
repeatedly to the same stimulus.

In addition to their well-established cen-
tral role in the pathogenesis of allergic
disorders, MCs are now also appreciated
as key effector cells in the induction of
protective immune responses to bacteria.
This notion is supported by several inde-
pendent lines of evidence. MCs are found
at the portals of entry of many infectious
agents, that is, within mucosal surfaces of
the gastrointestinal and respiratory tracts,
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or in the skin in close proximity to periph-
eral nerves and are often associated with
blood vessels. MCs are equipped with a
large variety and number of receptors to de-
tect bacteria or signs of bacterial infection
including toll-like receptors (TLRs), CD48,
and complement receptors. Furthermore,
genetically MC-deficient animals, such as
KitW/KitW−ν mice, exhibit insufficient
host defense responses in various models
of bacterial infection, for example, in cecal
ligation and puncture-induced acute septic
peritonitis. Finally, protection from bacte-
rial infections in mice can be improved by
enhancing MC numbers and/or function.

Mast cells may exert many different
effects on inflammatory processes: (1) at
early stages, mast cells can be activated
via TLRs in the peripheral tissues through
interaction with microbes; (2) the release
of cytokines, such as IL-4 and IL-13, may
influence DC maturation, and as a con-
sequence, biases T-cell differentiation to a
Th2/Tc2 phenotype; (3) mast cell–derived
chemokines may recruit distinct subsets
of inflammatory cells to the site ampli-
fying a predominantly type-2 response;
(4) activated mast cells can migrate to sec-
ondary lymphoid organs, where they can
directly influence the development of T-
cell immune responses via the release of
cytokines and the expression of costimula-
tory molecules.

3.2.3 NKT Cells
NKT cells are a subset of T cells that express
a heavily biased T-cell receptor repertoire
as well as the NK-cell receptor CD161; they
are deficient in immunological memory.
In contrast to conventional T cells, NKT
cells recognize glycolipid antigens pre-
sented by the nonpolymorphic MHC class
I–like molecule CD1d. Although they are
not strictly necessary for the generation of

a polarized Th cell response, they can mod-
ulate the latter by secreting large amounts
of IL-4, IL-10, IL-13, as well as IFN-γ or
TNF upon T-cell receptor engagement.

A glycosphingolipid originally isolated
from the sea sponge Agelas mauritianus,
α-galactosylceramide (α-GalCer), is a po-
tent inducer of NKT activity. Optimal
stimulation of NKT cells requires di-
rect contact between NKT cells and DC
through CD40–CD40–ligand interactions
and IL-12 production by DC. Most stud-
ies indicate that α-GalCer enhances Th2
polarization, but Th1 differentiation may
also be affected.

In vivo activation of NKT cells with α-
GalCer ameliorates the diseases caused by
Cryptococcus neoformans or encephalomy-
ocarditis virus and inhibits the devel-
opment of the intrahepatocytic stages
of Plasmodium yoelii and Plasmodium
berghei in mice. α-GalCer potentiates pro-
tective immune responses induced by
malaria vaccines.

3.3
Innate Effector Functions

In the first phase of inflammatory re-
sponses, chemotactic substances are pro-
duced that recruit granulocytes to the site
of infection. Microorganisms covered with
antibodies or activated complement factors
are bound to granulocytes through spe-
cific receptors on the plasma membrane,
inducing ingestion of the particle (phago-
cytosis). In addition, tissue macrophages,
or monocytes differentiating into acti-
vated macrophages, are also capable of
phagocytosing microbes via a range of spe-
cialized receptors.

The purpose of phagocytosis is to con-
fine microbes in specialized compart-
ments (phagosomes) where they can be
exposed to a low pH and to very high
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local concentrations of antimicrobial sub-
stances, stored in other organelles (such
as lysosomes). The acid milieu in the
phagolysosome is created by an ATPase-
dependent proton pump. Antimicrobial ac-
tivity can be mediated by effectors ranging
from inorganic molecules to polypeptides,
carbohydrates, and lipids. Granulocytes
and macrophages dispose of a wide range
of toxic mechanisms to fight invading mi-
croorganisms.

Upon recognition of their cognate lig-
ands, TLRs induce the expression of a
variety of host defense genes encoding
for antimicrobial peptides and proteins,
and for enzyme systems generating toxic
oxygen and nitrogen intermediates.

3.3.1 Antimicrobial Peptides and Proteins
Antimicrobial peptides form a large and
diverse family of structurally related
molecules that have the ability to adopt
a shape in which the hydrophobic amino
acids are organized on one side of the
molecule and the cationic hydrophilic
amino acids on the other. For example,
defensins are 2 to 6 kDa, cationic, micro-
bicidal peptides that are classified on the
basis of their size and pattern of disulfide
bonding, into α, β, and θ (extent only in
primates) categories. α-defensins are par-
ticularly abundant in neutrophils, whereas
β-defensins are more often produced by
epithelial cells lining, for instance, the
skin, the lung, and the genitourinary tract.
Defensins are produced constitutively or in
response to microbial products. Defensins
can kill or inactivate a wide spectrum of
bacteria, fungi, or viruses by disrupting the
microbial membrane.

Antimicrobial proteins are widely dis-
tributed in host defense cells and se-
cretions. Within cells, they are stored
in granules (e.g. lysozyme, lactoferrin,
RNAse, granulysin, phospholipase A2).

When the cells are appropriately stimu-
lated, the granules fuse to internalized cell
membranes enclosing ingested microbes,
or to the external plasma membrane fac-
ing the pericellular space, a process called
degranulation.

Some antimicrobial proteins are en-
zymes that lyse their target microbial
structure. For example, lysozyme de-
grades peptidoglycan; similarly, phospho-
lipase A2 destroys bacterial phospholipid
membranes. Others disrupt microbial cell
walls and membranes or inhibit microbial
growth by nonenzymatic mechanisms. For
example, lactoferrin chelates iron, thereby
depriving microbes of an essential com-
ponent for growth, and BPI (bacterial
permeability increasing protein) binds to
LPS of Gram-negative bacteria, first per-
meabilizing their outer membrane and
subsequently destroying their inner mem-
brane. Granulysin is a small protein ex-
pressed in the granules of NK cells and
cytolytic T lymphocytes that also perme-
abilizes target membranes.

3.3.2 Reactive Oxygen and Reactive
Nitrogen Metabolites (ROI, RNI)
The two most important oxygen-dependent
pathways for generating antimicrobial ef-
fector molecules are via the phagocyte
NADPH oxidase complex and the in-
ducible nitric oxide synthase (iNOS). The
former is typically expressed in neu-
trophilic granulocytes, the latter is most
abundant in activated macrophages.

The oxidative burst of granulocytes and
macrophages can be triggered by phago-
cytosis of pathogens, by certain chemoat-
tractants, and by TLR-ligating structural
motifs. Reactive oxygen metabolites, such
as HOCl, cause the oxidation of thiol
groups, heme prosthetic groups, and the
chlorination of tyrosine residues, and the
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hydroxal radicals incur DNA strand breaks
and lipid peroxidation.

Prototypic inducers of iNOS are proin-
flammatory cytokines, in particular, inter-
feron-gamma, and microbial products.
The direct antimicrobial activity of nitric
oxide likely involves mutation of DNA,
inhibition of DNA repair and synthe-
sis, S-nitrosylation, and peroxidation of
membrane lipids. However, RNIs also
have multiple immunomodulatory func-
tions that may result in indirect antimicro-
bial effects.

4
Translating Innate Immune Activation into
Regulatory Circuits: Molecular Pathways
Shaping Adaptive Immunity

While innate immune cells can often keep
invading microorganisms at bay for some
time, pathogens have evolved mechanisms
to subvert these strategies. TLR ligation
on cells of the innate immune system,
however, also triggers the expression of
genes that will alert T and B cells
whose action will then complement and
augment the functions of innate defenses.
Bridging the gap between innate and
adaptive immunity is accomplished by
inflammatory cytokines and chemokines
that serve as costimulatory molecules to
prime T- and B-cell differentiation.

4.1
TLR-initiated Signaling Cascades

After ligation of TLRs, receptor dimer-
ization occurs, triggering recruitment of
the adapter MyD88 to the receptor com-
plex. Association of the TIR (Toll/IL-
1R) domain of MyD88 with the TIR
part of TLRs facilitates association of
the death domain of MyD88 with the

IL-1R-associated kinase (IRAK). IRAK
then autophosphorylates, dissociates from
the receptor complex, and interacts with
TNF-receptor-associated factor (TRAF) 6.
TRAF6 leads to activation of MAP kinases,
and by recruiting ECSIT (evolutionar-
ily conserved signaling intermediate in
Toll pathways), activates the IKK com-
plex (inhibitor of nuclear factor-κB-kinase
complex), thereby releasing NF-κB from
its inhibitor so that it can translocate to
the nucleus and direct the transcription
of inflammatory cytokines. This pathway
is used by TLR1, TLR2, TLR4, TLR5,
TLR6, TLR7, and TLR9. TIRAP (TIR-
domain-containing adaptor protein) is also
involved in the MyD88-dependent signal-
ing pathway through TLR2 and TLR4.
By contrast, TLR3- and TLR4-mediated
activation of interferon-regulatory factor
3 (IRF) and the induction of IFN-β
are observed in an MyD88-independent
manner. A third TIR-domain-containing
adaptor, TRIF, is essential for the MyD88-
independent pathway that involves non-
typical IKKs. Finally, a fourth adaptor,
TRAM (TRIF-related adaptor molecule) is
specific to the TLR4-mediated, MyD88-
independent/TRIF-dependent pathway.

Further regulatory mechanisms and sig-
naling pathways downstream of TLRs
exist, such as the Rac1-PI3K-AKT path-
way activated by TLR2. Much remains to
be learnt concerning the bifurcation of
intracellular pathways that differentially
determine type 1 versus type 2 cytokine
secretion during infection. In a mycobac-
terial infection model, TNF production was
predominantly ERK-dependent, but inde-
pendent of p38 MAP kinase activation,
whereas IL-10 secretion was predomi-
nantly p-38-dependent, but independent
of ERK signaling. The use of small
molecules as inhibitors of these putatively
divergent pathways is an attractive novel
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option to selectively skew adaptive im-
mune responses.

At present, there is little evidence that
specific TLRs differentially induce Th1
versus Th2 responses. However, certain
subsets of DCs respond differently to
different PAMPs because they express
different TLRs. Thus, plasmacytoid DCs
express TLR7 and TLR9, whereas myeloid
DCs express many of the remaining TLRs,
in particular, TLR3, but not TLR7, and
TLR9. This may provide a means of fine-
tuning the adaptive response by targeting
only certain specialized DCs.

TLR2-dependent activation of mast cells
was reported to preferentially induce TNF,
IL-4, IL-5, IL-6, and IL-13, whereas TLR4
ligation led to TNF, IL-1β, IL-6, and IL-13,
but not IL-4 or IL-5 secretion. In the same
study, TLR2-mediated mast cell activation
led to degranulation, while TLR4-mediated
activation did not.

All MyD88-dependent signals favor Th1
responses. In the absence of MyD88, no
Th1 differentiation occurs, whereas Th2
development is seemingly unaffected by
MyD88 deficiency. It is unclear whether
Th2 differentiation is determined by spe-
cific, as yet unknown intracellular signals,
or whether it is simply the default path-
way. Surprisingly, human patients with a
complete recessive IRAK-4 deficiency only
seemed to suffer from pyogenic bacterial
infections, but were apparently resistant
against other ubiquitous microorganisms,
such as Mycobacterium avium, the latter
being clinically highly relevant in patients
with hereditary defects in the IL-12/IFN-γ
signaling pathways. The fact that signifi-
cant protective immunity against common
pathogens is afforded even in the absence
of critical receptors and/or major signaling
pathways indicates that there is substan-
tial plasticity and room for compensatory
mechanisms in immune cell activation.

There is now also evidence that stimula-
tion via NOD2 can regulate the response
to TLR ligation. Nuclear localization of
all NF-κB subunits, and, in particular,
cREL, was increased in cells deficient
for NOD2 following stimulation with mu-
ramyl dipeptide, and total splenocytes of
NOD2-deficient mice showed greatly in-
creased levels of IL-12, IL-18, and IFN-γ
subsequent to TLR2-ligation. Since pa-
tients with Crohn’s disease (a chronic
inflammatory bowel syndrome) have a
mutation in NOD2, the lack of repres-
sion afforded by the mutant protein likely
accounts for the excessive type 1 inflamma-
tory responses present in these patients.

4.2
Molecules Involved in Recruiting Effector
Cells

Correct and efficient priming of adaptive
responses and, indeed, the overall type
of immunity itself heavily depend on the
rapid recruitment of professional antigen-
presenting cells together with T and B
lymphocytes. Thus, molecules coordinat-
ing cellular movement from the blood
stream into either inflammatory sites, or
sites of antigen presentation such as lymph
nodes, play a critical role in directing the
priming process (Fig. 2). Conversely, dif-
ferential regulation of surface receptors
capable of detecting gradients of chemoat-
tractants is a crucial factor determining the
cellular environment in which priming of
immune responses takes place.

4.2.1 Defensins
Defensins are not only direct effec-
tor molecules of innate antimicrobial
immunity but they can also enhance
phagocytosis, induce the activation and
degranulation of mast cells, and stimu-
late bronchial epithelial cells to augment
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Fig. 2 Major chemokine pathways linking
innate and adaptive immune responses. Cells of
the innate immune system, triggered by
structures on microbes, release chemokines,
thereby recruiting different type of cells during
the initial phase of the immune response. Type 1
responses are dominated by cells bearing CCR5
and CXCR3 (underlined) and are further
amplified by IFN-γ derived from NK and Th1
cells upregulating expression of CXCR3-binding
chemokines. Type 2 responses are dominated by

cells bearing CCR3 (italics) and are further
modulated by IL-4 and IL-13 derived from Th2
cells and mast cells. DC (dendritic cell), MC
(mast cell), imDC (immature dendritic cell), M�

(macrophage), NK (natural killer cell), PMN
(polymorphonuclear granulocyte), eos
(eosinophil granulocyte), baso (basophil
granulocyte), EndC (endothelial cell), EpC
(epithelial cell), PAMP (pathogen-associated
molecular patterns).

IL-8 production. In this way, defensins
are involved in recruiting and activating
neutrophils into inflammatory sites. Be-
cause some defensins can enhance TNF
and IL-1 production – while reducing IL-
10 secretion – in monocytes, they may play
a role in amplifying the local inflamma-
tory response.

Human neutrophil-derived α-defensins
(HNP) 1 and HNP2 are chemotactic for
human monocytes and T cells. They
are selectively chemotactic for resting

CD4/CD45RA and CD8 T cells, whereas
human β-defensin (hBD) 2 is chemotactic
for immature DCs and CD45RO memory
T cells by interacting with human CCR6.
HBD 3 and hBD4 are also chemotactic
for monocytes via an as yet unidentified
receptor. Defensins may also be involved
in the maturation of immature DCs either
directly or indirectly by inducing the
production of TNF and IL-1.

Defensins therefore appear to be im-
portant potentiators of T-cell priming.
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Indeed, a mixture of HNP1-3, when simul-
taneously administered with ovalbumin
intranasally into C57BL/6 mice, enhanced
the production of OVA-specific serum IgG
antibody and the generation of IFNγ , IL-
5, IL-6, and IL-10 secreting OVA-specific
CD4+ T cells. Intraperitoneal injection
of HNP1-3 together with keyhole limpet
hemocyanin or B-cell lymphoma idiotype
Ag into mice not only augmented the lev-
els of Ag-specific IgG but also enhanced
the resistance of immunized mice to tu-
mor challenge.

4.2.2 Chemokines
Chemokines are a superfamily of small,
heparin-binding cytokines that induce di-
rected migration of various types of
leukocytes through interaction with a
group of seven-transmembrane G-protein-
coupled receptors. TLR activation induces
the release of chemokines from tissue
macrophages and resident DCs. For exam-
ple, both TLR2 and TLR4 ligation result
in the expression of CCL3, CCL4, and
CCL5. TLR2 signaling, however, prefer-
entially leads to secretion of IL-8, while
TLR4 signaling leads to CXCL10 produc-
tion. IL-8 recruits neutrophils to the site of
chemokine production, whereas CXCL10
will guide activated T cells into infected
tissues. Thus, the discrimination of the
pathogen by TLRs and the subsequent pro-
duction of a distinct subset of chemokines
is one of the earliest points at which the
immune system tailors its response to spe-
cific pathogens.

CCL3 and CCL4 are also crucial for
the initial influx of CCR5+ NK cells
into infected tissues, as demonstrated in
murine models of cytomegalovirus and
Toxoplasma gondii infection. These NK
cells represent an important early source
of IFN-γ , providing an environment favor-
able for Th1 differentiation. IFN-γ in turn

induces the expression of the chemokines
CXCL9, CXCL10, and CXCL11, instigat-
ing the recruitment of activated CXCR3+
T cells and NK cells into the tissue and am-
plifying the protective response. CXCL10
may also be induced in the absence of
IFN-γ following TLR ligation and is also
important for the initial influx of CXCR3+
NK cells and T cells.

In terms of modulating humoral immu-
nity, CCL3 treatment stimulated strong
antigen-specific serum IgG and IGM
responses, while CCL4 administration
promoted higher serum IgA and IgE
responses, as well as higher titers of
antigen-specific mucosal secretory IgA
levels in mice. These chemokines may
therefore differentially enhance serum and
mucosal humoral immune responses.

Immature DCs express several chemo-
kine receptors, including CCR1, CCR5,
and CCR6. These are important for re-
cruiting imDCs in response to early
pathogen-induced release of CCL3, CCL4,
and CCL20, and for keeping them in
the tissue. After TLR-mediated activation,
however, DCs downmodulate the expres-
sion of these chemokine receptors and
upregulate the expression of CCR7, allow-
ing them to respond to CCL19 and CCL21
expressed in lymphatic tissues. This serves
as a stimulus for DCs to leave the tis-
sue and ultimately migrate into the T-cell
rich regions of lymph nodes where prim-
ing of T cells occurs. Generally speaking,
Th1-dominated responses are associated
with the recruitment of CCR5- or CXCR3-
bearing cells, whereas Th2-dominated re-
sponses are more closely dependent on the
influx of CCR3-expressing cells.

Mast cell granule–derived serine pro-
teases also play a major role in recruiting
cells to the site of infection. Chymase, a
serine protease found in human mast cells,
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induces monocyte and neutrophil migra-
tion directly. Murine mast cell protease-6,
also known as tryptase, induces neutrophil
extravasation indirectly by enhancing en-
dothelial cell IL-8 production. In addition,
histamine is a major mediator synthesized
by mast cells. Vasodilation and inflamma-
tion are among the prime consequences
of its being released from the granules
in which it is stored. Histamine pro-
motes the expression of Th2 polarizing
(e.g. IL-6 and IL-10) cytokines from hu-
man lung macrophages. Histamine also
inhibits IL-12 production and augments
IL-10 secretion of maturing monocyte-
derived DC, resulting in a change from Th1
to Th2 in their T-cell polarizing function.
In addition, activated human plasmacytoid
DCs respond to histamine by a marked
downregulation of IFN-α and TNF.

Most importantly, mast cell granules
contain preformed TNF, which is a ma-
jor mediator of neutrophil influx into
sites of mast cell activation. Upon ap-
propriate stimulation, mast cells are also
capable of releasing – without degranula-
tion – CCL20, a potent chemoattractant for
imDC and T cells.

4.3
Molecules Involved in T- and B-Cell
Differentiation

Cytokines provide the most direct link
between innate and adaptive immunity
because they regulate the communication
between dendritic cells, lymphocytes, and
other host cells in the course of an
immune response. The local milieu of
cytokines determines the commitment of
T cells to a Th1/Tc1 or Th2/Tc2 type,
as well as the immunoglobulin class
switch in B cells, and drives the overall
immune response toward either tolerance
or immunity (Fig. 3).

4.3.1 Th1-inducing Cytokines
Type I Interferons (IFNs) were among
the first cytokines identified, originally
because of their antiviral activity and their
effects on the cells of the innate response.
IFNs have recently been shown to play an
important role in connecting innate and
adaptive immunity by acting on T cells and
dendritic cells. The term IFN-α/β defines
a large group of closely related cytokines,
which exert their activity by binding to a
common receptor, the IFN-α/β receptor.
These cytokines include IFN-α, -β, -δ, -τ ,
-ω, and -κ .

Although virtually any cell type can
express IFN-α/β following viral infection,
NIPCs produce 200 to 1000 times more
IFN than other blood cells after microbial
infection or following stimulation with
bacterial components such as LPS and
bacterial DNA. IFN-α/β produced by
NIPCs and macrophages can enhance the
efficiency of the innate immune response
by activating natural killer and other host
reactive cells.

Type I IFNs provide important signals
for the differentiation and activation of
DCs. In particular, IFN-α/β promotes the
rapid differentiation of GM-CSF-treated
human monocytes into DCs with en-
hanced T-cell stimulatory capacity. Im-
portantly, IFN-α/β plus GM-CSF-matured
DCs induced a potent primary antibody
response when pulsed with antigen and
injected into SCID mice reconstituted with
autologous peripheral blood lymphocytes.

In addition, IFN-α/β treatment of
imDCs induces phenotypical and func-
tional maturation of these cells, as shown
by their expression of DC markers and
their migratory response to chemokines.
The effects of IFN-α/β on DC maturation
imply that they can exert an adjuvant activ-
ity. Indeed, experiments in mice revealed
that (1) type I IFNs are extremely potent
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adjuvants when injected into immuncom-
petent mice with a reference antigen;
(2) IFNs directly act on DCs; and (3) the
natural adjuvant activity associated with
infectious agents is mediated by IFN-α/β.

Interferon-gamma (IFN-γ ) is a potent
activator of the antimicrobial functions of
phagocytes, and plays an important role in
resistance to many pathogenic bacteria,
fungi, and intracellular parasites. It is
mainly produced by Th1 cells and natural
killer cells, but other T-cell subsets such
as NKT cells, CD8+ T cells, and γ δ T
cells are also capable of secreting IFN-
γ . Furthermore, macrophages, dendritic
cells, and B cells are able to produce IFN-γ

when appropriately stimulated. Both type
I and type II interferons activate natural
killer (NK) cells to kill virus-infected cells
and release cytokines.

Interleukin-18 (IL-18) is a proinflamma-
tory cytokine that belongs to the IL-1
cytokine family, owing to its structure,
receptor family, and signal transduction
pathways. Similar to IL-1β, IL-18 is synthe-
sized as a precursor requiring caspase-1 for
cleavage into an active IL-18 molecule. Pro-
duced mainly by antigen-presenting cells,
it induces the production of Th1 cytokines,
for example, IFN-γ , and enhances cell-
mediated cytotoxicity in the presence of
IL-12. Interestingly, IL-18, in the absence



Pathogens: Innate Immune Reponses 103

of IL-12, induces the production of Th2-
related cytokines from T and NK cells
and basophils/mast cells. Therefore, IL-18
should be seen as a cytokine that enhances
innate immunity and both Th1- and Th2-
driven immune responses.

Interleukin-15 (IL-15) and IL-2 both uti-
lize the IL-2Rβ and the IL-2Rγ chain as
receptor structures; therefore, the two cy-
tokines induce similar biological activities,
such as stimulating NK, T, and B cells to
proliferate, secrete cytokines, become cyto-
toxic, or produce antibodies. Nevertheless,
there are major differences between these
two cytokines in terms of their cellular ori-
gins and the mechanisms controlling their
synthesis and secretion. In contrast to the
predominantly T-cell-restricted expression
of IL-2 transcripts, there is widespread con-
stitutive expression of IL-15 mRNA in a
variety of tissues including placenta, skele-
tal muscle, kidney, lung, heart, fibroblasts,
epithelial cells, and activated monocytes.
However, IL-15 protein was found to be
produced only by a limited number of
cells such as activated macrophages and
epithelial cells.

Findings obtained from gene-targeted
mice deficient in individual components of
the IL-2/IL-15 system demonstrate distinct
roles of IL-15 and IL-2 for the activa-
tion of the innate immune system. IL-15
is of pivotal importance for maintaining
NK-cell homeostasis, for promoting the
differentiation of γ δT cells, and for in-
ducing CD8+ memory T cells. IL-15 also
promotes monocyte differentiation into
Langerhans’ cells. Furthermore, some of
the effects induced by IFN-α on the differ-
entiation and/or activation of DCs seem
to be mediated by IL-15, which is pro-
duced by DCs in response to IFN-α. In
addition, IL-15 is a potent inhibitor of
apoptosis. Phagocytosis and chemokine

production of neutrophils are strongly en-
hanced by IL-15, and expression of IL-15
in macrophages is upregulated in re-
sponse to numerous signals that trigger
innate immune responses, such as LPS,
mycobacteria, or T. gondii. Most impor-
tantly, exogenous IL-15 has been shown to
improve host defense against and/or clear-
ance of Salmonella, P. falciparum, and C.
neoformans.

Interleukin-12 (IL-12) is a heterodimeric
proinflammatory cytokine formed by a
35-kDa light chain (p35) and a 40-kDa
heavy chain (p40), which is produced
mainly by DCs and phagocytes (mono-
cytes/macrophages and neutrophils) in
response to pathogens during infection.
In synergy with TNF and IL-18, IL-12 can
induce the production of large amounts
of IFN-γ by NK cells, a crucial event
in the early phase of the innate im-
mune response.

IL-12 acts not only on NK cells but
also on NKT cells and T cells, inducing
proliferation, cytotoxic activity, and the
differentiation of Th1 cells. T cell and
NK cells, in turn, enhance the production
of IL-12 through IFN-γ , giving origin to
a positive feedback during Th1 immune
responses. Surprisingly, both IL-4 and
IL-13 are also potent IL-12 inducers.
Recent data argue against an absolute
requirement for IL-12 for Th1 responses,
since two new members of the family of
IL-12p40-related heterodimeric cytokines,
IL-23 and IL-27, are also involved in the
maturation of Th1 responses.

Interleukin-23 (IL-23) is a heterodimer,
comprising IL-12p40 and the recently
cloned IL-23-specific p19 subunit, and
binds to a receptor complex composed of
the IL-12Rβ1 subunit and a private IL-
23R. IL-12 and IL-23 both promote cellular
immunity by inducing IFN-γ production
and proliferative responses in target cells.
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IL-23, which is produced predominantly
by macrophages and dendritic cells, does
differ from IL-12 in the T-cell subsets that
it targets. Whereas IL-12 acts on naı̈ve and
effector CD4+ T cells, IL-23 preferentially
acts on memory CD4+ T cells. Recent
studies of IL-23 receptor expression and
IL-23 overexpression in transgenic mice
revealed that IL-23 plays a crucial role in
autoimmune inflammation in the brain by
a direct action on macrophage function.

Interleukin-27 (IL-27) is a new het-
erodimeric cytokine that consists of
an IL-12p40-related protein, EBI-3 (Ep-
stein–Barr virus-induced gene 3), and p28,
an IL-12p35-related polypeptide. IL-27 is a
strong inducer of IFN-γ production, par-
ticularly in synergy with IL-12 and IL-18.
Mice deficient for EBI-3 have markedly de-
creased numbers of invariant NKT cells,
which, in addition, produce significantly
less IL-4 and IFN-γ compared to normal
mice. Thus, EBI-3 also plays a critical reg-
ulatory role in the induction of Th2-type
immune responses.

IL-27 is produced by activated antigen-
presenting cells and is mostly involved in
the Th1 commitment of naive CD4+ T
cells, mediated by IL-27R-dependent up-
regulation of the major signal-transducing
IL-12Rβ2 chain. In contrast, IL-23 (like
IL-15) is critically important for the main-
tenance of immunological memory, since
IL-23R is expressed on memory, but not
on naı̈ve T cells.

IL-27 is also involved in modulating
inflammatory processes, since mice defi-
cient in a component of the IL-27 receptor
(WSX-1) suffer from a vastly enhanced
tissue-destroying inflammatory response
during infections with T. cruzi and M.
tuberculosis.

Interleukin-6 (IL-6) is a potent differenti-
ation factor for B and T cells. IL-6 produced
upon TLR ligation in DCs is a necessary

requirement for T-cell activation when-
ever CD4+CD25 regulatory T cells are
present. Indeed, IL-6-deficient mice were
severely compromised in their induction of
OVA-specific immune responses as long
as CD4+CD25+ cells were present, but
not when the latter were removed. There-
fore, innate immune recognition by TLRs
seems to control the activation of adaptive
immune responses by at least two distinct
mechanisms: the induction of costimula-
tory molecules on DCs and the production
of IL-6, which renders pathogen-specific T
cells refractory to the suppressive activity
of CD4+CD25+ regulatory T cells. Since
release of suppression is necessary for ef-
ficient T-cell priming during vaccination,
IL-6 is an attractive candidate for an im-
munopotentiating adjuvant. Indeed, when
recombinant human IL-6 was used as an
adjuvant in a subunit vaccine against tu-
berculosis consisting of the culture filtrate
proteins of M. tuberculosis emulsified in the
adjuvant dimethyl-dioctadecylammonium
bromide, an increased Th1 response char-
acterized by enhanced IFN-γ production
and cell proliferation was observed. More-
over, a specific local IgA response to
heterologous antigen was increased in the
lungs of mice when genes for murine IL-6
were coexpressed in recombinant vaccinia
virus and inoculated intranasally.

Granulocyte-macrophage colony-stimulat-
ing factor (GM-CSF) is by far the most
widely used hematopoietic growth factor
to augment immune responses. It was
initially defined as survival and growth
factor for hematopoietic progenitor cells,
and as a differentiation and activating
factor for granulocytic and monocytic cells.
GM-CSF plays a crucial role in vitro for
the differentiation of dendritic cells from
precursor cells from bone marrow and
peripheral blood.
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GM-CSF is secreted by several differ-
ent cell types, including fibroblasts, en-
dothelial cells, and smooth muscle cells,
following stimulation by proinflammatory
cytokines such as IL-1 and TNF-α. LPS
stimulates GM-CSF secretion from mono-
cytes or macrophages, which could further
potentiate the cellular response to LPS. It
is known since the early seventies that en-
dotoxin administration in mice raises the
serum levels of GM-CSF. The injection of
GM-CSF in mice leads to an increase in
the numbers of neutrophils and cycling
peritoneal macrophages. It was therefore
proposed that GM-CSF blockade may have
some anti-inflammatory effects and be em-
ployed for host protection.

The immunomodulatory effects, which
include the activation and augmentation
of many of the functions of neutrophils,
monocytes, macrophages, and dendritic
cells, make this cytokine a candidate for
a natural vaccine adjuvant. Indeed, the
use of soluble GM-CSF (fusion-protein),
as well as gene-transduced, plasmid DNA,
in vaccination-based therapies has proven
to be relevant for the induction of cellular
as well as humoral immune responses,
therefore enhancing host defenses against
a broad spectrum of invading organisms.

4.3.2 Th2-inducing Cytokines
Interleukin-4 (IL-4) is one of a number of
cytokines produced by activated mast cells,
and plays a predominant role in many
immune and inflammatory reactions. Two
biological activities have been defined in
detail: IL-4 induces selective IgG1 and IgE
isotype switching in B cells and promotes
the differentiation of naı̈ve CD4 T cells
into a subset of T helper cells that express
IL-4 as well as IL-5, IL-10, and IL-13. These
cytokines and Ig isotypes are hallmarks of
a Th2 response and play a protective role
in immunity to extracellular pathogens.

Interleukin-13 (IL-13) belongs to the Th2
cytokine family and is structurally related
to IL-4, belonging to the same α-helix pro-
tein family. The production of IL-4 and
IL-13 is restricted to activated T lympho-
cytes (in particular, Th2 cells), mast cells,
basophils, natural killer cells, and dendritic
cells. Both cytokines are functionally ac-
tive on a wide variety of cell types such as
macrophages, NK cells, eosinophils, and
mast cells. IL-4 and IL-13 act synergisti-
cally to promote DC maturation induced
by bacterial products or proinflammatory
mediators (such as TNF or CD40 lig-
and), as evaluated by upregulation of MHC
class II and costimulatory molecules. Both
cytokines show important immunosup-
pressive and anti-inflammatory activities,
which include the inhibition of proinflam-
matory cytokines (like IL-1, IL-6, IL-10,
IL-12, and TNF-α) and chemokines (like
IL-8, CCL3-5, and CCL11).

In mice, a coordinate regulatory se-
quence element, situated in the intergenic
region between the genes for IL-4 and
IL-13, was found to be critical for the op-
timal expression of type 2 cytokines. Mice
deficient in this regulator had normal, IL-
4-producing mast cells, while their capacity
to develop Th2 cells was completely absent
in vitro and in vivo.

Initially, IL-13 was thought to be func-
tionally redundant with IL-4 as a predom-
inant anti-inflammatory factor secreted
during type-2 T-cell responses. However,
IL-13 possesses a number of additional
properties that distinguish it from IL-4: for
example, IL-13 plays a key protective role
in the expulsion of helminths from the gut
and, unlike IL-4, is the major contributor
to granulomatous pathology in schistoso-
miasis.

Therapeutic administration of IL-13
inhibitors in mice successfully pre-
vents allergic responses and Schistosoma
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egg–induced lung pathology. Agonist IL-
13-treatment in mice, by inducing masto-
cytosis, eosinophilia, IgE synthesis, and
mucus production, protects against ec-
toparasites and gastrointestinal worms and
suppresses inflammation induced by Th1
cytokines. Future studies are required to
understand if this scenario holds true
in humans.

Interleukin-10 (IL-10) was initially de-
scribed as a mouse Th2 cell product, but is
now known to be produced by a wide range
of cell types, including T cells, B cells, ker-
atinocytes, monocytes/macrophages, and
dendritic cells. It activates B lymphocytes
and NK cells and has an inhibitory func-
tion on T cell and macrophage activation.
IL-10 not only reduces the production
of proinflammatory cytokines such as
TNF-α, IL-1, IL-6, IL-12, IFN-γ , and GM-
CSF but also of chemokines like IL-8
and CCL3. Furthermore, IL-10 downreg-
ulates the production of molecules im-
portant in triggering specific immunity
such as MHC class II and costimula-
tory molecules, CD86, therefore inhibiting
antigen-presenting cell maturation.

Some bacterial pathogens, like mycobac-
teria, Bordetella pertussis, or Yersinia en-
terocolitica, have developed mechanisms
for modulating cytokine production by
host cells. These bacteria can induce
the production of anti-inflammatory cy-
tokines, such as IL-10 and TGF-β, which
dampen the immune response. These
immunosuppressive cytokines may also
contribute to the generation of so-called
regulatory T cells, which downregulate im-
mune activation.

It is noteworthy that IL-10 also is a potent
stimulator of NK cell activity. Cytotoxic
lysis of infected cells may contribute to
the clearance of pathogens and facilitate
antigen acquisition from dead cells for
cross-priming by activated dendritic cells,

providing a link between the innate and
the adaptive immune responses.

The transforming growth factor (TGF)-
β, family comprises three closely related
cytokines with potent immunoregulatory
proteins that influence both positively and
negatively the process of inflammation and
repair. TGF-β regulates processes such
as angiogenesis, chemotaxis, fibroblast
proliferation, and the controlled synthesis
and degradation of matrix proteins, for
example, collagen and fibronectin.

Many cell types express TGF-β constitu-
tively and produce more when stimulated.
These include macrophages, T and B
cells, platelets, and fibroblasts. Impor-
tantly, TGF-β is also produced by regu-
latory T cells, which downmodulate the
function of Th1 and other immune cells.
TGF-β inhibits immune functions of T
and B cells by reducing TNF-α and IL-1
production in peripheral blood monocytes,
and directly inhibits DC maturation. In a
model of murine malaria, low amounts
of active TGF-β production by splenic
mononuclear cells were associated with a
lethal outcome, and anti-TGF-β treatment
transformed a normal resolving infection
into a lethal one characterized by a hyper-
production of proinflammatory cytokines.

5
Practical Implications

Because TLRs play a central role in di-
recting both innate and adaptive immune
responses, reagents ligating TLRs or in-
terfering with TLR ligation are currently
the subject of intense investigation in both
preventive and therapeutic medicine.

Inactivated pathogens and highly pu-
rified recombinant proteins or peptides
without adjuvants do not elicit efficient
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Th cell responses. Therefore, it is im-
perative to optimize strategies that will
enhance antigen presentation by induc-
ing a favorable costimulatory milieu. Bi-
ological adjuvants do this by activating
TLRs, and thereby, stimulating innate im-
mune responses.

Live carrier vaccines, in particular, have
the advantage of bringing a variety of
strongly activating PAMPs with them. For
example, the widely used tuberculosis vac-
cine strain, Mycobacterium bovis BCG, is
a powerful inducer of T-cell responses
because it contains PG, LAM, lipopro-
teins, lipopeptides, and CpG motifs as
TLR agonists, and because it can persist
for some time within antigen-presenting
cells, providing long-lasting T-cell prim-
ing. However, the particular combination
of PAMPs in a given bacterial strain may
also favor some undesired responses be-
cause of a significant cross-regulation of
PAMPs interacting with different pattern-
recognition receptors simultaneously. For
instance, ligation of the mannose receptor
(with ManLAM, present on certain my-
cobacterial strains) at the same time as
stimulation of TLRs (e.g. TLR4 with LPS)
reduces the production of IL-12 in DCs
compared to DCs stimulated with the TLR
agonist only. This may effectively dimin-
ish the adjuvant Th1 inducing potency of,
for example, a BCG carrier vaccine. Similar
mechanisms may be operative in other bac-
terial carrier systems, although the precise
ligands and receptors involved are prob-
ably quite different. As a consequence,
the combination of highly purified, recom-
binant molecules (PAMPs, chemokines,
and cytokines) may prove to be superior
to bacterial vaccine strains, because their
individual dose and composition can be
modified to fit the particular requirements
of the vaccinee.

Conversely, interfering with TLR liga-
tion and/or signaling may prove to be
a worthwhile anti-inflammatory strategy.
For example, septic shock continues to
be fraught with a very high mortality
rate, and attempts to modulate mediator
cytokine secretion or function (for exam-
ple, with anti-TNF antibodies) have not
been successful. It appears straightforward
and attractive to blunt the overzealous in-
flammatory response by inhibiting sensory
input, for example, by blocking TLR liga-
tion using synthetic compounds that bind
to TLRs without activating them. Although
far from eliminating the actual cause for
the inflammatory response, this would in-
terfere with a very proximal event in the
signaling cascade leading to organ fail-
ure. Also, depending on whether signal
transducers such as MyD88 or TRIF can
be effectively blocked, this would provide
a broader approach than neutralizing en-
dotoxin (TLR4-ligand) or lipoteichoic acid
(TLR2-ligand) only.

See also Antigen Presenting Cells
(APCs); Autoantibodies and Au-
toimmunity; Cellular Interactions;
Immune Defence, Cell Mediated;
Immunology; Innate Immunity;
Mucosal Vaccination.
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Keywords

Agnosia
It is the inability to recognize and identify objects or persons despite having knowledge
of the characteristics of those objects or persons.

Amaurosis
It is a partial or complete loss of sight.

Apraxia
It is the inability to execute a voluntary motor movement despite being able to
demonstrate normal muscle function.

Ataxia
It is an incoordination and lack of balance.

Dyslexia
It is a difficulty (in learning) to read.

Dysphasia
It is a group of speech disorders with an impairment of expression by speech, or an
impairment of the comprehension of spoken language. More severe forms of
dysphasia are called aphasia.

Excitotoxicity
It is an excessive exposure to glutamate or related compounds killing brain neurons by
overstimulating them.

Hemianopia
It is a blindness or reduction in vision in one half of the visual field.

Hemiparesis
It is a weakness on one side of the body.
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Ischemic Tolerance
Ischemic tolerance or ischemic preconditioning is an intrinsic adaptive response to a
mild ischemic stimulus protecting from an otherwise ‘‘lethal’’ ischemic event.

Penumbra
It is an area of constrained blood flow with partially preserved energy metabolism lying
between the lethally damaged core and the normal brain.

SAGE
Serial analysis of gene expression, a technique for profiling gene expression.

� The current understanding of stroke pathophysiology is basically founded on
experimental models. Among these, in vitro models with primary cultures of cerebral
cells permit stroke pathophysiology to be examined on a molecular level, while
animal models (mainly mouse and rat) are used to evaluate medical intervention.
There is a highly complex sequence of events leading to the eventual ischemic
cerebral damage that follows a well-defined spatiotemporal pattern. Overwhelming
excitotoxicity leads to early necrotic cell death in what is to become the core of
the infarction, while the tissue damage in the surrounding zone called penumbra
happens on a longer timescale. The excitotoxic or inflammatory mechanisms are
milder, bearing the biochemical hallmarks of apoptosis. The brain cells, challenged
by such a large-scale assault, activate endogenous protective programs. These
have been studied by experimentally inducing ischemic tolerance (i.e. ischemic
preconditioning). Importantly, cerebral ischemia not only affects the brain but also
impacts other systems. For example, stroke induces dramatic immunodepression
through overactivation of the sympathetic nervous system. As a result, severe bacterial
infections such as pneumonia occur. The complex signaling cascades not only decide
over cell survival in the brain and the neurological deficit but also over mortality
after stroke from extracerebral complications. Their ability to govern not only the
maturation of the eventual infarction but also the immune system make them a
promising target for intervention and the development of neuroprotective drugs.

1
Introduction

In the United States, more than 600 000
people per year suffer from strokes, and,
among acutely hospitalized neurological
patients, stroke patients make up the
largest share – about 50%. Currently, there
are about 4 million stroke survivors in the
United States. Mortality from stroke is an

estimated 25%, which makes it the third
major cause of death in industrialized
countries. Because of the high rate of
severe permanent disability, stroke is a
burden not only for the affected patients
and their families but also for national
economies: In the United States, it is
estimated that the annual costs caused by
strokes ranges between 30 and 40 billion
dollars. In the United Kingdom, the cost of
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one individual patient amounts to £30 000
over 5 years.

The term stroke accommodates a vari-
ety of different conditions. About 85% of
all strokes are caused by cerebral ischemia
due to vessel occlusion. Primary cerebral
bleeding is rare in comparison – 15%. Of
the ischemic strokes, 75% are caused by
emboli, of either arterial or cardial ori-
gin, while microvascular occlusion, that
is, hyalinosis or in situ thrombosis is re-
sponsible for 20% of cases. Hemodynamic
ischemia, caused by stenoses of brain-
supplying arteries, account for less than
5% of ischemic strokes.

The prospective risk of suffering an
ischemic stroke is partially a function of so-
cial and behavioral (nutrition, tobacco use,
stress) factors and long-standing disorders
like hypertension, diabetes, disorders of
cholesterol and lipid metabolism, and obe-
sity. Atherosclerosis is not only the main
underlying condition in ischemic stroke
but also in coronary heart disease and pe-
ripheral vascular disease. Moreover, the
genetic background of affected individu-
als is coming under increasing scientific
scrutiny, as might be expected for familial
stroke conditions like CADASIL (cere-
bral autosomal dominant arteriopathy with
subcortical infarcts and leucencephalopa-
thy), which is characterized by relapsing
subcortical ischemia. The condition is
caused by a mutation in the notch3 gene on
chromosome 19. MELAS (mitochondrial
encephalopathy, lactate acidosis, stroke-
like episodes) is another rare familial
stroke disorder, characterized by migraine,
grand-mal seizures, and recurrent cortical
infarctions. The condition is caused by a
range of mutations in the mitochondrial
genome, which explains its maternal in-
heritance. The severity of the phenotype
depends mainly on the mutation locus

and on the proportion of mutated mito-
chondrial genomes in the cerebral mosaic.
However, family and twin studies sug-
gest that genetic factors are likely to be
involved in common types of ischemic
stroke, not just in rare and well-defined
familial stroke disorders.

A locus on chromosome 5q12 described
for the Icelandic population seemed to in-
crease stroke susceptibility significantly.
The responsible gene has been identi-
fied as phosphodiesterase 4D (pde4d).
The risk-conveying polymorphisms are lo-
cated in the gene-regulatory part. This
hints at a defect in the regulation of the
encoded cAMP degrading protein. Phos-
phodiesterase 4D belongs to a group of
proteins that are drug targets in the treat-
ment of asthma, erectile dysfunction, and
inflammation.

Symptoms of focal cerebral ischemia de-
pend on the individual affected vessel with
its typical supply territory. Table 1 sum-
marizes the frequency of affection and the
typical clinical syndromes for the main
brain arteries. Stroke mortality is rated be-
tween 20 and 30%. Unfavorable prognostic
factors are old age, initial coma, papil-
lary asymmetry, coronary heart disease,
and heart failure. Pyrexia and infections
(pneumonia, in particular) deteriorate the
prognosis, particularly during the initial
phase (see below). Of the surviving pa-
tients, one-third improve within a week,
40% remain unchanged in their disabil-
ity, and 20% deteriorate further during the
first week.

A great deal of our knowledge about the
pathophysiology of stroke comes from ex-
perimental research. The experimental an-
imal models follow two main paradigms.
One is the model of focal cerebral ischemia
as a model of ischemic stroke. The other
is the model of global cerebral ischemia
as model of circulatory arrest. For obvious
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Tab. 1 Territorial stroke syndromes.

Anterior territory
Middle cerebral artery (MCA) (≈60%) Hemiparesis mainly arm, hemihypaesthesia,

hemianopia, dysphasia or neglect
Anterior cerebral artery

(ACA)
(4%) Hemiparesis mainly leg, urinary incontinence,

apraxia
Anterior choroidal artery

(AchA)
(8%) Hemiparesis, hemihypaesthesia, hemianopia

Posterior territory
Vertebral/basilar artery

(VA/BA)
(10%) Vertigo, diplopia, bilateral hypaesthesia, and

paresis, crossed syndromes, amaurosis, ataxia,
headache, coma

Cerebellum posterior/anterior
inferior cerebellar artery
(PICA/AICA)

(7%) Headache, ataxia, vertigo, gaze palsy, facial
weakness, deafness

Posterior cerebral artery (PCA) (9%) Hemianopia, dyslexia, visual agnosia

reasons, we will focus mainly at studies of
focal cerebral ischemia. The bulk of exper-
imental studies has been carried out with
rats and mice, although some primates
have been used. In rodents, ischemia is
mostly induced by intravascular occlusion
of the MCA, using a monofilament just
exceeding the critical vessel diameter. De-
pending on the duration of occlusion, we
distinguish permanent from transient is-
chemia models. The latter are also used as
models for spontaneous reperfusion or for
the state after successful lysis therapy with
recombinant tissue plasminogen activator
(rtPA) in humans, respectively.

In models of cerebral ischemia, perfu-
sion to the brain is impeded by some form
of manipulation. Since the essence of is-
chemic stroke is vascular occlusion, it is
not surprising that in these models the
extent of the eventual infarction can be pre-
dicted quite accurately from the degree of
reduction in regional cerebral blood flow
(rCBF). Thus, if the rCBF is reduced to
less than 25% of normal, the likelihood
of infarction in a given volume of brain
tissue is greater than 95%. In contrast,
the likelihood of infarction is less than

5% if rCBF does not fall below 50% of
normal. These thresholds have been es-
tablished in comparative human PET and
MRI studies and correspond with exper-
imental data from animal models. Thus,
the initial reduced rCBF determines the
extent of the anticipated infarction. This,
however, holds only with the provision that
a spontaneous or therapeutic reperfusion
does not take place.

We now look at ischemic infarction as
the result of a complex and prolonged pro-
cess of infarct maturation rather than a
simple result of reduced regional perfu-
sion. As brain tissue has a high demand
for oxygen and glucose, a disruption of per-
fusion leads to substrate depletion within
few minutes, while toxic metabolites ac-
cumulate. The ensuing cellular energy
deficit leads to a collapse of the estab-
lished ion gradients and the membrane
potential. Neurons and glial cells depo-
larize. Depending on the extent and the
duration of this energy deficiency, the
cells will suffer not only a functional but
also a structural breakdown. The highly
complex sequence of events within the is-
chemic area follows a fairly well-defined
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stereotypic spatiotemporal pattern, which
we will discuss below in more detail. The
concept of the ischemic penumbra is crucial
to the understanding of these mecha-
nisms. The cascade of ischemic damage
begins with excitotoxicity, the formation
of reactive oxygen free radicals, the in-
creasing tissue acidosis and the occurrence
of periinfarct-depolarizations. It is followed
by the stages of inflammation and pro-
grammed cell death (apoptosis). This is
associated with DNA damage that, in turn,
induces DNA repair programs. Although
the process is not yet fully understood, we
know that chromatin remodeling, that is,
epigenetic mechanisms, and the activation of
transcription factors induce complex gene
programs. These changes initiate the ex-
pression of destructive proteins involved
in inflammation and apoptosis, as well
as a host of protective genes that help
repair the ischemic damage. It is the acti-
vation of these protective genes that builds
up ischemic tolerance. Among the many
newly discovered protective mechanisms,
endogenous and exogenous cell replacements
have met with a lot of interest. Apart from
these autochthonous mechanisms of the
brain tissue, there are other mechanisms
on a systemic scale, which bear impor-
tant clinical significance. For instance, the
phenomenon of stroke-induced immunode-
pression can help understand why stroke
patients are at such high risk of contracting
serious bacterial infections. Neuroprotec-
tive treatment must be based on an
understanding of these mechanisms.

2
The Penumbra Concept

In the ischemic brain, we commonly
distinguish two tissue volumes – the core
of the infarction and the surrounding zone,

known as ischemic penumbra – the under-
perfused and metabolically compromised
margin surrounding the irrevocably dam-
aged core. Core and penumbra are charac-
terized by two different kinds of cell death:
necrosis and apoptosis (which is also called
programmed cell death or delayed neu-
ronal cell death). The severe perfusion
deficit in the core causes a breakdown of
metabolic processes, cellular energy sup-
ply, and ion homeostasis, which causes the
cells to lose their integrity within minutes.
Thus, acute necrosis of cell and tissue pre-
vails in the core. In the penumbra, some
residual perfusion is maintained by col-
lateral vessels, which may be unable to
maintain the full functional metabolism,
but prevents immediate structural disinte-
gration. However, over time, the alteration
of cellular homeostasis causes more and
more cells to die, and the volume of the
infarction increases (Fig. 1). The penum-
bra has thus to be considered as tissue at
risk during the maturation of the infarct.
In this region, apoptosis and inflamma-
tory signaling cascades play an important
role. It may initially constitute 50% of the
volume that will end up as infarction. The
mechanisms that lead to delayed cell death
within the penumbra are the subject of in-
tense research, as they provide targets for
a specific neuroprotective therapy in brain
regions challenged by ischemia, but which
are still viable.

3
Excitotoxicity

The depolarization of neurons and glia
due to local energy deficit causes the
activation of voltage-gated calcium chan-
nels and the release of excitatory amino
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Impairment of function (“Penumbra”)

Structural lesion

Minutes

Days and weeks Time
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Fig. 1 Regression of the functional neurological deficit while the structural
lesion grows. Early in the course of stroke, clinical symptoms mostly reflect
an impairment of function (green) but not necessarily a structural lesion
(blue). Over time, some areas either spontaneously, or because of therapy,
recover function, which explains why symptoms in patients can regress,
while the structural lesion actually grows (Reprinted from Dirnagl, U.,
Iadecola, C., Moskowitz, M.A. (1999) Pathobiology of ischaemic stroke: an
integrated view, Trends Neurosci. 22, 391–397, with permission from
Elsevier) (See color plate p. xxiii).

acids into the extracellular space. Glu-
tamate, in particular, which, under nor-
mal cellular energy conditions, would be
immediately taken up presynaptically or
through astrocytes, now remains in the
extracellular space where it accumulates
dramatically. Through the activation of
NMDA and AMPA subtype glutamate re-
ceptors, the intracellular Ca2+ level rises
(Fig. 2). Furthermore, metabotropic gluta-
mate receptors are activated through the
induction of phospholipase C (PLC) and
inositol triphosphate (IP3), and calcium is
mobilized from intracellular stores. Ad-
ditionally, the AMPA receptor induces
an increase of intracellular Na+ and
Cl levels.

Altogether, the result is a massive dis-
turbance of ion homeostasis, accompanied
by passive water influx and cell edema.
Ultimately, these massive changes in cell
volume account for osmotic cell lysis. This

lytic type of cell death, also referred to as
necrosis, is primarily observed in the core
of the infarction. Cells that escape this
most dramatic form of disintegration, as
they can not in the core but in the penum-
bra, excitotoxicity may be an initiator of
molecular events that lead to apoptosis and
inflammation.

4
Oxygen Free Radicals

As a consequence of ischemia and partic-
ularly of reperfusion, reactive oxygen free
radicals such as superoxide, hydrogen per-
oxide, and hydroxyl radicals are generated.
Nitric oxide is generated via the activa-
tion of the calcium calmodulin–dependent
nitric oxide synthase (NOS); it reacts
with superoxide radicals and forms thus
the highly reactive peroxynitrite radical.
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Fig. 2 Simplified overview of pathophysiological mechanisms in the focally
ischemic brain. Energy failure leads to the depolarization of neurons.
Activation of specific glutamate receptors dramatically increases intracellular
Ca2+, Na+, Cl− levels while K+ is released into the extracellular space.
Diffusion of glutamate (Glu) and K+ in the extracellular space can propagate a
series of spreading waves of depolarization (peri-infarct depolarizations).
Water shifts to the intracellular space via osmotic gradients and cells swell
(oedema). The universal intracellular messenger Ca2+ overactivates numerous
enzyme systems (proteases, lipases, endonucleases, etc.). Free radicals are
generated, which damage membranes (lipolysis), mitochondria, and DNA, in
turn triggering caspase-mediated cell death (apoptosis). Free radicals also
induce the formation of inflammatory mediators, which activate microglia and
lead to the invasion of blood-borne inflammatory cells (leukocyte infiltration)
via upregulation of endothelial adhesion molecules (Reprinted from Dirnagl,
U., Iadecola, C., Moskowitz, M.A. (1999) Pathobiology of ischaemic stroke: an
integrated view, Trends Neurosci. 22, 391–397, with permission from Elsevier).

Further sources of oxygen free radicals
in the damaged brain tissue are the
breakdown products of the adenosine
phosphates, which contribute to radical
production via xanthine oxidase and the
iron-catalyzed Haber–Weiss reaction. The
many different radical species that are thus
formed can react with virtually any cellular
components (carbohydrates, amino acids,
DNA, phospholipids) and damage them.

The peroxidation of membrane lipids
releases further radicals – and further glu-
tamate (Fig. 2). Oxygen free radicals gain
even more significance when new oxygen
reaches the damaged tissue by virtue of
reperfusion, or in the penumbra where
oxygen supply has not ceased entirely.

Hypoxia itself as well as the elevated in-
tracellular concentration of calcium ions
and free radicals disrupt the function
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of neuronal mitochondria. Consequently,
a so-called mitochondrial permeability
transition pore (MPT) in the mitochondrial
membrane may form. Besides impeding
ATP production through loss of mitochon-
drial potential, the MPT leads to mito-
chondrial swelling, a burst of free oxygen
radicals, and the release of proapoptotic
molecules. Thus, a vicious cycle of fur-
ther disintegration is fueled. This vicious
cycle is counterbalanced in part by an-
tioxidative enzymes like the manganese
superoxide dismutase (Mn-SOD) and the
cytosolic forms of the copper–zinc super-
oxide dismutase (CuZn-SOD). These may
prevent the breakdown of the mitochon-
drial membrane and, thus, the release of
cytochrome C, which would be the trigger
of apoptosis.

5
Tissue Acidosis

In the context of stroke pathophysiology,
the proton balance is intimately linked with
the glucose metabolism. With reduced oxy-
gen availability, anaerobic glycolysis, as
the only remaining source of ATP pro-
duction, leads to tissue acidosis. It has
long been assumed that this acidosis was
one of the main noxious mechanisms in
ischemic stroke. This so-called ‘‘lactate-
acidosis hypothesis’’ is often quoted as
explanation for the ‘‘glucose paradox’’ of
cerebral ischemia. This paradox refers to
the observation that excessive supply of
glucose, the most important source of en-
ergy of the brain, during focal cerebral
ischemia does not reduce tissue damage as
one should think but, instead, augments it.
However, by which mechanism this hap-
pens and, in fact, whether levels of acidosis
reached in brain ischemia can generate
brain tissue damage at all is still far from

being clear. Possibly, the pH-dependent
transition of Fe(III) to Fe(II) and the re-
lease of iron from molecular storages lead
to a facilitation of the Haber–Weiss reac-
tion that forms toxic free oxygen radical
species (see above). Besides the produc-
tion of different species of oxygen free
radicals, acidosis also interferes with in-
tracellular protein synthesis. However, the
lactate-acidosis hypothesis is not unchal-
lenged. Particularly the fact that acidosis
blocks the NMDA receptor and thus has
an antiexcitotoxic effect indicates the com-
plexity of the role that acidosis plays in
cerebral ischemia.

A similarly hotly debated topic are the
findings on hyperglycemia during stroke.
Experimental data from animal models
show a detrimental effect of hyperglycemia
during focal cerebral ischemia. Clinical
data also suggest that hyperglycemia dur-
ing the acute phase of stroke worsens
prognosis. Persisting hyperglycemia be-
yond the acute phase is also an indepen-
dent prognostic factor for larger infarct
volume and poorer functional outcome in
stroke patients. It is a matter of debate
whether these observations are due to a
causal relationship or if hyperglycemia is
a mere epiphenomenon, possibly due to a
stress reaction (i.e. an effect of concomitant
catecholamine and glucocorticoid release
proportional to initial tissue damage). The
controversial role of an associated lactate
acidosis has already been discussed. An
alternative concept is the glucocorticoid
hypothesis. It suggests that hyperglycemia
enhances the release of glucocorticoids,
which are also released during ischemia
in the sense of a stress reaction. Glu-
cocorticoids have been shown to have a
direct cytotoxic effect and the blockade of
glucocorticoid receptors does reduce the
damaging effect of hyperglycemia. On the
other hand, hyperglycemia and acidosis
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have a protective effect in vitro, and some
experimental studies demonstrate that hy-
perglycemia can also have a beneficial
effect under special circumstances.

However, a recent study on humans
seems to shed light on this controversy.
Perfusion and diffusion MR imaging
and MR spectroscopy shows that stroke
patients with hyperglycemia have a higher
lactate accumulation in the penumbra.
While the perfusion–diffusion mismatch
(as a measure of the size relation of
penumbra and core) was similar in
the normoglycemic and hyperglycemic
groups, the eventual infarct size and
disability scores were significantly higher
in the hyperglycemic group. While it could
still be argued that initially hyperglycemic
patients were also likely to be long-
standing or latent diabetics with an overall
worse microvascular state, we take this
study – which links in with much of the
experimental animal data – as a strong
indicator for the vulnerability of the
penumbra to hyperglycemia. Indirectly, it
also corroborates the lactacidosis theory,
which, however, still lacks direct proof.

6
Peri-infarct Depolarizations

The anoxic as well as excitotoxic depo-
larization of neurons and glia increases
the concentration of glutamate and potas-
sium in the ischemic core. These diffuse
into the penumbral zone where they in-
duce the electrochemical depolarization of
more neuronal and glial cells that are ‘‘just
managing’’ under the circumstances of
oligemia. Depolarization in this context is
not to be confused with short-lived action
potentials, but means sustained depolar-
ization of the entire cell membrane, a
breakdown of the membrane potential that

has to be actively rectified. Depolarization
also causes a further significant increase
in extracellular glutamate and potassium
(Fig. 2). Thus, waves of sustained elec-
trochemical depolarization spread from
the core of infarction into the penumbra,
bearing similarity with Leao’s spreading
depression. These waves are called peri-
infarct depolarizations. Peri-infarct depolar-
izations occur with a frequency of 1–4/h
and have been detected by functional
MRI and near infrared spectroscopy. Since
active rectification of the membrane po-
tential requires energy, these peri-infarct
depolarizations contribute further to the
metabolic compromise and each wave
turns a larger area of the penumbra to-
ward irrevocable infarction. In addition,
peri-infarct depolarizations seem to com-
promise the impaired microcirculation
within the penumbra even further. Peri-
infarct depolarizations have been detected
in patients with head trauma.

7
Inflammation

The early stage of inflammation, which
starts a few hours after the onset of is-
chemia, is characterized by the expression
of adhesion molecules in the vascular
endothelium as well as on circulating
leukocytes. Thus, leukocytes adhere to the
endothelium and transmigrate from the
blood into the brain parenchyma, which is
of decisive importance for stroke-induced
brain inflammation (Fig. 2).

Newly expressed endothelial adhesion
molecules like ICAM-1 and VCAM-1 facil-
itate the interaction between endothelium
and leucocytes as first step of transmigra-
tion of white blood cells from blood into the
tissue. They interact with the β2-integrins
CD11b/CD18 (Mac-1) and CD11a/CD18
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(LFA-1) that are, in turn, expressed on
leucocytes. Neutrophil granulocytes accu-
mulate in the capillaries of the penumbra
and interfere with the already impaired
microcirculation. Blocking this interaction
with CD18, CD11, or ICAM-1 antibodies
reduces not only the number of leucocytes
but also the size of infarction. ICAM-1
knockouts have also smaller infarcts than
wild-type mice. Next to the β2-integrins,
other integrins that are more specific for
lymphocytes like VLA-4(α4β1) come into
action, too. Consequently, blocking the
α4-component reduces also the volume
of infarction.

A major part in inflammation is as-
cribed to the population of microglial cells.
These cells are the primary immunoef-
fectors of the CNS and make up about
20% of the entire glial mass, about the
same proportion as neurons. Activation
of microglia is a striking feature in the
penumbra. The cells change their shape
from highly ramified cells to a more
plump and amoeba-like form, and they
proliferate. They also express a number
of characteristic surface molecules (for in-
stance, MHCI and MHCII) and are capable
of antigen presentation. Similar to leuko-
cytes, activated microglia cells are able
to produce not only a variety of proin-
flammatory cytokines but also cytotoxic
metabolites, especially oxygen free radi-
cals (such as peroxynitrite and superoxide)
and enzymes (for instance, cathepsins).
In addition, microglia is phagocytically ac-
tive. The inhibition of microglial activation
turns out to be protective in experimental
stroke models. On the other hand, acti-
vated microglia have also been shown to
release anti-inflammatory cytokines (such
as TGF-β1) and growth factors. Because of
the Janus-faced nature of microglial prod-
ucts (destructive, for example, free radicals
vs protective, for example, growth factors),

the overall role of microglia in cerebral is-
chemia is not clear at present. It is very
likely that microglia play different roles at
different times, with protective or regen-
erative activities occurring days or even
weeks after the onset of ischemia.

Activated leukocytes (granulocytes,
monocytes/macrophages, lymphocytes)
as well as neurons and glial
cells (astrocytes, microglia) produce
cytokines and chemokines. In particular,
proinflammatory cytokines like TNFα,
IL-1, and IL-6 play a major role as
mediators of the inflammatory response.
They are responsible for the transition
from the early, excitotoxic phase to the
inflammation phase. Their regulation
depends on transcription factors like
NFκB, which, in turn, are activated
by oxygen free radicals. Cytokine-mRNA
and also the protein of TNFα and
IL-1 can be detected only few hours
after induction of an experimental focal
ischemia. Expression of IL-6 follows
only after about 24 h. These cytokines
are mainly released by microglial cells
and macrophages. In stroke patients,
it could be shown that the intrathecal
concentration of IL-1 and IL-6 correlated
with the infarct size. Cytokine receptor
antagonists reduce the infarct volume in
animal models. For example, blockade of
TNFα, by TNF-binding proteins reduces
brain injury after focal cerebral ischemia.
The role of TNFα is not entirely clear,
however, as mice lacking the TNFα-
receptor (TNFR2) have larger infarctions.
In part, these contrasting results may
reflect a difference in signal transduction
cascades activated by the two TNFα-
receptors, TNFR1 and TNFR2. It is
also arguable that an increased IL-6
induction may be responsible, since IL-6
knockouts do not have smaller infarctions
than their litter mates. Further to the
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induction of adhesion molecules, the
above-mentioned cytokines also render the
blood–brain barrier more permeable and
induce prothrombotic functions of the
endothelium.

Not only can the proinflammatory cy-
tokines be observed, but anti-inflammatory
cytokines such as TGF-1β or IL-10 can
also be induced. By downregulating the
inflammation, these cytokines have a pro-
tective effect in the context of cerebral
ischemia. The neuroprotective action of
TGF-β1 is well known. Interestingly, this
cytokine seems to play an important part in
immunological tolerance. As in ischemic
tolerance (see below), it is possible to in-
duce a tolerant state toward ischemia. This
protection is induced by immunogenetic
proteins (for instance, myelin basic pro-
tein, MBP) and mediated by a certain
lymphocyte population expressing TGF-
β1. In contrast to ischemic tolerance,
immunological tolerance is longer last-
ing. Protection lasts for months, whereas
in ischemic tolerance it lasts no longer
than 7 days.

Apart from cytokines, there are two other
proteins that dominate the inflammatory
phase: the inducible nitric oxide synthase
(iNOS) and cyclooxygenase 2 (COX2).
Focal cerebral ischemia models have
shown that iNOS is induced on the mRNA
as well as on the protein level. Protein
expression reaches its height after 24 h. By
inhibiting the expression of iNOS, the size
of experimental infarcts can be reduced by
about 30%, even if treatment is undertaken
only 24 h after the onset of ischemia. Nitric
oxide (NO), which is produced in much
greater amounts by iNOS than by the
constitutional NO synthases, acts via the
formation of peroxynitrite highly cytotoxic.
NO triggers apoptosis not only through
peroxynitrite but also via the induction
of p53, which probably causes direct

DNA damage. Cox-2 is mainly generated
in the penumbra. The enzyme has a
destructive effect on the penumbral tissue,
mainly through producing oxygen free
radicals and toxic prostanoids. This seems
a likely hypothesis, as both genetic and
pharmacological inhibition of Cox-2 have
a protective effect. Cox-2 as well as iNOS
are promising targets for the treatment of
stroke patients because blocking them is
still effective even 6 to 24 h after ischemia.

Not only the activated residual microglia
but also monocytes from the circulating
blood migrate into the affected brain tis-
sue. This transmigration is mediated by
a chemokine, the monocyte-attractant pro-
tein 1 (MCP-1), which is induced 1 to
2 days after ischemia and causes immi-
gration of monocytes. Moreover, about a
third of these transmigrated cells differ-
entiate within 14 days post stroke into
microglial cells – virtually indistinguish-
able from autochthonous microglia. A
transdifferentiation into astrocytes has also
been observed, but our group has not been
able to reproduce this finding. Irrespective
of that, the important role of astrocytes
during inflammation has been recognized,
producing both proinflammatory as well as
neuroprotective factors such as erythropoi-
etin (EPO), TGF-β1, or metallothionein 2.

In general, much further study needs
to be conducted before the complex role
of inflammation in cerebral ischemia
is sufficiently understood to be able to
specifically block the damaging proteins
and foster protective elements during the
inflammation process in stroke.

8
Damage to the Blood–Brain barrier

The function of the blood–brain bar-
rier (BBB) depends on the integrity of
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its cellular matrix, which consists of en-
dothelial cells, basal lamina, and astro-
cytes. Cerebral ischemia causes damage
to this matrix and its intercellular sig-
nal exchange. Central to these damaging
processes are proteases like cathepsins,
plasminogen activators, and the matrix
metalloproteinases (MMP). The action of
the MMPs, a group of more than 20 zinc
endopeptidases, has been extensively stud-
ied. Proteolytic destruction of the basal
membrane by the MMPs permits the
immigration of leukocytes and promotes
vasogenic edema. MMP-2 and MMP-9 are
expressed within 1 to 3 h after cerebral
ischemia; the level of their expression cor-
relates with the level of BBB breakdown,
the risk of hemorrhagic transformation,
and the extent of eventual neuronal dam-
age. Pharmacological inhibition of the
MMPs prevents this breakdown and re-
duces stroke volumes. Mice with target
disruption of MMP-9 are partly protected
from the effects of ischemia.

Of the plasminogen activators, tissue
plasminogen activator (tPA) is best known.
In the brain, tPA is expressed mainly in
neurons, astrocytes, and microglia. Stud-
ies of mainly primary cortex neurons
have shown that tPA acts also as neuro-
toxin, and experiments on tPA knockouts
have produced conflicting data. Since re-
combinant tPA is the sole licensed drug
for thrombolytic therapy, these findings
reflect also on current therapeutic prac-
tice. tPA has furthermore been shown to
induce MMP-9 and, thus, – at least in-
directly – damaging the BBB. The same
holds probably for the recombinant tPA.
This may explain why such a high number
of secondary hemorrhages have been ob-
served after thrombolytic stroke therapy.
Animal experiments showed that delayed
rtPA treatment – mimicking real-life de-
lays in treatment – lead to significantly

greater damage to the BBB and a major
increase in mortality. The pharmacologi-
cal inhibition of MMPs can reverse this
effect of rtPA. In addition, tPA enhances
NMDA-mediated calcium signaling and
subsequent excitotoxic neuronal injury. It
is a matter of controversy whether this
detrimental effect is due to a cleavage of
the NR1 subunit of the NMDA receptor
by tPA.

The example of rtPA demonstrates once
again that in order to refine treatment
of ischemia, a thorough understanding
of the complex mechanisms is indis-
pensable. The development of effective
and low-risk thrombolytic treatment is,
of course, still one of the main objec-
tives of pharmacological stroke research.
One promising approach is the devel-
opment of novel plasminogen activators,
such as recombinant desmodus rotundus
salivary plasminogen activator (DSPA-α1;
Desmoteplase). Experimental evidence in-
dicates that Desmoteplase has pharmaco-
logical and toxicological properties supe-
rior to rtPA.

9
Programmed Cell Death and Apoptosis

Apoptosis follows a similar time schedule
as inflammation. It sets in after a few
hours and continues over days. It is
the commonest form of cell damage in
the penumbra, and is very distinct from
the rapid neuronal and glial death in
the adjacent ischemic core, where pan-
necrosis is complete within few hours. In
necrosis, it is the cellular edema that leads
to osmolysis (see above). The released
cell contents are a potent inflammatory
stimulus, as discussed above.

Caspases, a group of proteases, has a
pivotal role in apoptosis. They facilitate the



128 Pathophysiology of Stroke

‘‘orderly’’ destruction of the cell, which is
characterized by a condensation of both
nucleus and the cell as a whole. The
cell contents are fragmented into so-called
apoptotic bodies. Endonucleases fragment
the cell’s DNA into typical strands of 180
base pair length. Other morphologic cri-
teria of apoptosis are membrane blebbing
and shrunk cytoplasm with morpholog-
ically intact organelles. While the terms
‘‘delayed neuronal death’’ (DND) and ‘‘pro-
grammed cell death’’ (PCD) are often used
synonymously with ‘‘apoptosis,’’ the two
former may well occur without the typ-
ical features of the latter. Although most
experimental studies show some biochem-
ical evidence for apoptosis to have taken
place, histological features are often miss-
ing to substantiate the claim. This has led
some researchers to question apoptosis as
an actual feature of ischemia. A number
of reviews have dealt extensively with the
significance of apoptosis in the pathophys-
iology of ischemia. This is why we shall
focus here on some of its mechanistic
aspects in this context.

Essentially, apoptosis can be triggered
in two ways, by intrinsic (i.e. basically mi-
tochondrial) or extrinsic activation. Bind-
ing to the Fas-receptor, for example, by
TNFα, triggers the extrinsic pathway. In-
trinsic triggers of apoptosis in the context
of ischemia are elevated concentrations
of intracellular calcium, reactive oxygen
species, and glutamate as well as increased
DNA damage (Fig. 2). Through damage
to the mitochondrial membranes, both
pathways directly or indirectly lead to the
activation of caspases.

The caspases are a hierarchic group
of at least 14 cysteine-dependent and
aspartate-specific proteases. Their inactive
precursor proteins exist in every cell and
can be activated through cleavage. Apop-
tosis is essentially an active and in itself

energy-dependent cellular deconstruction
process. In cerebral ischemia, the caspases
1, 3, 8, and 9 are involved, of which, the cas-
pases 8 and 9 are the initiators of a signal
cascade that activates the so-called execu-
tion caspase 3. Caspase 1 is predominantly
engaged in cytokine activation. Caspase 3
is of predominant importance not only in
the context of cerebral ischemia, and its ge-
netic or pharmacological inhibition is not
only in this context neuroprotective. The
substrates degraded by caspase 3 are DNA
repair enzymes like poly-(ADP-ribose)-
polymerase (PARP) and the DNA depen-
dent protein kinase (DNA-PK). The latter
is important for the repair of double strand
breaks. PARP recognizes single-strand dis-
ruptions and mediates self-repair of the
DNA through swift automodification with
synthesis of highly negatively charged,
long, and branched ADP-ribose molecules.
This process utilizes ATP and thus taps
the cellular energy pool. Although not
universally accepted, this ATP consump-
tion by PARP is widely believed to be
in itself cytotoxic. PARP is also capa-
ble of inducing caspase-independent cell
suicide via the so-called apoptosis-inducing
factor (AIF; see below). This also helps
in explaining the partial failure of cas-
pase inhibitors in some models of cerebral
ischemia. The genetic or pharmacologi-
cal blockade of PARP has, however, been
demonstrated to be neuroprotective in ex-
perimental stroke. Of significance is the
cleavage by caspase 3 of the inhibitor of
caspase-activated DNase (ICAD). ICAD is
thus activated and causes the characteris-
tic feature of ‘‘laddering’’ that has been
described in all stroke models. The term
laddering draws on the regular appear-
ance of those DNA fragments as ladderlike
bands on a gel electrophoretic separation.
The length of the resulting DNA fragments
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reflects the complex structure of eukary-
otic genetic information in the chromatin.
Chromatin is a structure, in which most of
the DNA is enclosed by specific proteins,
the histones (see epigenetics), leaving only
few positions accessible for endonucle-
ases. Complete apoptotic laddering leaves
DNA-oligomers of about 140 to 180 base
pairs in length, which do no longer con-
tain any useful genetic information. Apart
from destroying genetic information, cas-
pases also degrade structure proteins of the
nucleus and cell, such as laminin, actin,
and gelsolin.

Cytochrome C is not only an essential
part of the mitochondrial electron transfer
chain and hence for the energy production
in the cell but also a crucial mediator in
the caspase activation cascade. On the ex-
trinsic pathway of apoptosis, stimulation
of the Fas-receptor leads to the formation
of the ‘‘death-inducing signaling complex’’
(DISC). DISC activates caspase 8 from its
precursor protein, which, in turn, activates
Bid, a proapoptotic protein of the Bcl-2
family (see below). Bid then induces the
liberation of cytochrome C from the mito-
chondrial membrane. Other members of
the proapoptotic Bcl-2 family are Bad and
Bax, important on the intrinsic pathway.
Their activation leads to their translocation
into the outer mitochondrial membrane
and to the establishment of the mitochon-
drial permeability transition pore (MPTP),
leading to the release of cytochrome C. An-
other way of its release from mitochondria
is obviously direct membrane damage by
free radicals. Cytochrome C, together with
the cytosolic protein Apaf-1, forms the cas-
pase precursor protein, and, using ATP,
the so-called apoptosome. The apoptosome
activates caspase 9 through cleavage from
its precursor. Whether cytochrome C is
eventually released depends, however, on
the balance of proapoptotic members of

the Bcl-2 family like Bid, Bax, Bad, and
Bag, and their antiapoptotic counterparts
Bcl-2 and Bcl-xL. Prevailing expression of
Bcl-2 and Bcl-xL results in clearly smaller
infarction after focal cerebral ischemia.
Treatment with a Bcl-xL fusion protein
containing the TAT domain of the hu-
man immunodeficiency virus (HIV) for
cell penetration acts also neuroprotectively
in models of ischemia. Bcl-2 and Bcl-xL

seem to have a stabilizing effect on the
mitochondrial membrane; they prevent
the formation of MPTP, the ensuing cy-
tochrome C liberation, and the formation
of AIF. Not only the reinforcement of anti-
apoptotic factors but also the attenuation of
proapoptotic proteins may be neuroprotec-
tive in cerebral ischemia. For instance, the
phosphorylation of Bad leads to its seques-
tration by the protein 14-3-3 and thereby
to its inactivation. The PI3K/Akt-pathway,
utilized by many neurotrophic factors such
as erythropoietin (see below: endogenous
neuroprotection), plays an essential role
in this. It has been reported that Akt has
been activated during cerebral ischemia.
Whether this has a functional impact in
stroke remains unclear at the moment.

Other important protein groups involved
in stroke are the members of the IAP-
group (inhibitors of apoptosis proteins).
The overexpression of the X-chromosome-
linked IAP (XIAP) has been shown to be
protective in stroke models. IAPs act either
indirectly by inhibiting the apoptosome
or directly inhibiting caspase 3, but can
themselves be blocked by other proteins
such as DIABLO (in mice, the human
homologue is Smac) that is physiologically
localized in mitochondria. DIABLO is
released after focal ischemia and binds to
XIAP. It is yet unclear what its function is
during focal ischemia. The data discussed
show, however, that apoptosis underlies
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a complex regulation process that is
controlled at many levels.

10
Ischemia-induced DNA Damage, DNA
Repair, and p53 as Genotoxic Sensor

The emergence of DNA damage and its
repair functions in the context of focal
cerebral ischemia are particularly interest-
ing. DNA damage is caused by oxygen free
radicals (see above). Particularly, the inter-
action of hydroxyl radicals with DNA re-
sults in strand breaks and base alterations.
Hydroxyl radicals have a very short half-
life – with the exception of peroxynitrite,
formed from NO and superoxide – and are
unlikely to reach the nuclear DNA from
outside the cell. They are more likely to be
produced in close proximity to the nucleus
as a homolytic cleavage product of perox-
ynitrite, which has the ability to diffuse
over longer distances.

Under physiological circumstances,
DNA lesions are generated with a fre-
quency of about 10 000 events per cell each
day. They are recognized and repaired ef-
ficiently, provided the repair enzymes are
intact and not overloaded. In the wake
of ischemia and reperfusion, the tissue is
flooded with oxygen free radicals, caus-
ing abundant DNA damage. Alterations
that are typically caused by free radicals
have been found in the mouse model of
transient focal ischemia, where a massive
increase in DNA damage was observed 10
to 20 min after reperfusion. Foremost, 8-
hydroxy-deoxy guanosine becomes much
more prevalent in both nuclear as well as
mitochondrial DNA after ischemia. These
alterations are repaired partially within
4 to 6 h, and the increase in repair ac-
tivity is proportional to the degree of
DNA damage.

There are three basic DNA repair
mechanisms – base excision repair (BER),
nucleotide excision repair (NER), and
what is known as mismatch repair. BER
seems to be of particular significance
in ischemia. During BER, DNA gly-
cosylases excise damaged or modified
bases. The thus generated purine and
pyrimidine-free sites (AP-sites) are elim-
inated from the damaged DNA strand by
AP-endonucleases (apurinic/apyrimidinic
endonucleases) and replaced by DNA poly-
merase β and DNA ligase with a short
strand of 1 to 4 nucleotides based on the
complementary blueprint of the remaining
undamaged strand.

Apart from oxidative DNA damage,
deamination of cytosine may produce
uracil. In BER, such alterations are sorted
out by uracil-DNA-glycosylase (UDG). We
found that knockout mice deficient in
UDG have substantially larger infarctions
than the wild-type controls.

DNA repair is neither inexhaustible
nor infallible. Persisting mutations are
the result of erroneous DNA repair. In
models of transient focal ischemia, a
dramatic increase in the frequency of
mutations has been observed. Half of them
were transitions and transversions. The
other half were deletions and occasional
insertions, mostly resulting in a frame
shift (frame shift mutations) of the open
reading frame (ORF). It seems that
not only the exhaustion of the repair
capacity but also an impaired proofreading
ability in the exonuclease-negative DNA
polymerase β expressed in the brain is to
blame for these mutations. The major role
of DNA repair is to ensure transcription
of mRNA from intact genes. An obvious
consequence of mutations is instability
of the genetic information that may lead
to faulty proteins, eventually resulting in
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either cellular malfunction, disintegration,
or spawning of tumors.

The maintenance of swift and effective
DNA repair is therefore essential in post-
mitotic cells like neurons. In order to adapt
to an increased demand, a cell may try to
increase its repair efficiency. Apoptosis is
another way of avoiding erroneous protein
synthesis and the potential emergence of
tumors (see above). Both mechanisms are
found in focal cerebral ischemia, and it
seems to be the extent of the damage that
determines which scenario will prevail.

We have several reasons to believe
that the tumor suppressor protein p53
represents the molecular switch on the
crossroads of attempted repair and apop-
tosis. (1) p53 is mainly induced by DNA
damage; (2) p53 can halt the cell cycle, and
thus prevent the division of non-neuronal
cells before complete repair; (3) p53 can
induce apoptosis if the damage is ex-
tensive. In most models of ischemia, it
could be shown that p53 had been in-
duced. The fact that p53 knockouts have
significantly lower infarct volumes ac-
cords with p53’s proapoptotic function.
However, it seems paradoxical that het-
erozygous p53+/− mice show even smaller
infarctions. An attenuated expression of
p53 seems to give better neuroprotection
than a total lack of it, which hints at
the dual function of the gene. It would
be interesting to find out if longer-term
neoplasias could be the downside of this
short-term effect.

11
Epigenetic Mechanisms

Experimental work of the last years has
shown that, apart from DNA repair, epige-
netic mechanisms like DNA methylation
and histone modification also play an

important role in ischemic stroke. The
transcriptional gene expression is not only
regulated by transcription factors but also
depends on epigenetic mechanisms that
mainly modify the chromatin structure.

In the mammalian genome, DNA
methylation is a covalent, postreplicative
modification at the carbon 5 position of the
pyrimidine ring of cytosine bases (m5C);
it typically occurs in CpG dinucleotides.
DNA methylation is catalyzed by DNA
methyltransferases (DNMT1, DNMT3a,
DNMT3b). The main function of DNA
methylation lies in the regulation of
gene transcription. Methylated genes are
barred from expression in a process called
‘‘gene silencing.’’ First of all, many tran-
scription activators are unable to bind
to methylated loci at all. Furthermore,
there is a group of methyl-CpG-binding
domain proteins (MBD) that form a com-
plex with histone deacetylases (HDAC),
which, in turn, by deacetylation of his-
tones, cause the chromatin structure to
condense. Through this condensation, the
gene-regulatory loci become inaccessible
for transcription factors. Five proteins of
the MBD family are known to date: MBD1
through 4 and MeCP2. HDACs deacetylate
predominantly histones H3 and H4. Con-
versely, acetylated histones open up the
chromatin structure, permitting the gene-
regulatory regions (promoters, enhancers)
to become active again, and, ultimately,
enabling gene transcription through bind-
ing of transcriptional activator proteins.
While the state of deacetylation or acetyla-
tion of a CpG hypomethylated promoter or
enhancer region is comparatively volatile,
DNA hypermethylation of these regulatory
regions results in a more stable repression.

Initially, DNA methylation was thought
to be of biological significance only for
fundamental phenomena of cell biology
like embryogenesis and differentiation,
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in X-chromosome inactivation, genomic
imprinting, and in several neoplastic dis-
eases. In more recent years, its pathophys-
iological role in a number of further condi-
tions has been recognized, such as Fragile-
X syndrome, ICF (Immunodeficiency,
Centromere instability, Facial anomalies)
syndrome, or Rett syndrome.

For the first time, we were able to
detect the involvement of DNA methyl-
transferase 1 and DNA methylation in an
acute disease, such as ischemic stroke.
In addition, a complex pattern of an al-
tered expression of MBD-family proteins
has been described in a model of tran-
sient cerebral ischemia. The inhibition of
DNA methylation had a protective effect,
as had manipulations to the acetylation
state of histones. Pharmacological inhi-
bition of a histone acetyltransferase with
trichostatin A (TSA) caused enhanced his-
tone acetylation in vitro as well as in vivo,
and proved to be neuroprotective. A simi-
lar effect was shown recently in a mouse
model of Huntington’s disease. Thus, the
epigenetic mechanisms of gene regulation
may provide yet another axis of neuropro-
tective therapeutic intervention.

12
Gene Expression

The role of transcription factors such as
AP-1, HIF-1, and NF-κB in the context of
cerebral ischemia has been recognized for
much longer. They initiate the transcrip-
tional activation of complex programs of
gene expression. The whole hierarchical
system of such programs has been un-
raveled over more than 15 years. Within
few hours, the transcription of immedi-
ate early genes such as c-fos is activated.
Some of these, in turn, form transcrip-
tion factors such as AP-1. They induce a

variety of genes that may have protective
or destructive effects. Cells that survive the
ensuing biochemical negotiation finally ex-
press genes that contribute to a structural
reorganization and thus to greater plastic-
ity. A great many of the genes involved have
been subject to pathophysiological studies
in stroke. Their functional significance has
been studied either in descriptive ways,
that is, by describing candidate genes on
RNA or protein level or using transgenic
technology. Especially knockout mice have
been extremely useful for this approach.
The genetic elimination of specific pro-
teins in mice used for these experiments
has been particularly enlightening for the
untangling of the signaling cascades in-
volved in and after stroke.

In recent years, the advent of genetic
screening methods has allowed for the
systematic investigation of complex gene
expression programs that are initiated by
cerebral ischemia. In contrast to candidate-
gene research, they permit a more un-
biased approach. They are based on the
assumption that focal cerebral ischemia
does incite complex changes of gene ex-
pression. Not just a single, specifically
targeted gene is examined for its role in the
scenario of stroke but – ideally – all genes.
For this new research, paradigm terms
have been coined like discovery science, ge-
nomics, transcriptomics, proteomics, and
cellomics. So-called high-throughput tech-
nologies as well as a highly evolved
bioinformatic methodology are a prereq-
uisite for acquiring and managing the
vast bulk of information involved. DNA
micro arrays or SAGE technology facil-
itate the examination of global changes
in gene expression on mRNA level (tran-
scriptomics). Global changes on the level
of protein synthesis can be described with
a combination of two-dimensional gel elec-
trophoresis and identification techniques
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(proteomics). The first results of a num-
ber of studies using these techniques
in the context of cerebral ischemia are
now available.

What do these results imply? First of all,
they confirm that the assumption of the
existence of complex stroke-induced pro-
grams of gene expression is correct. Sec-
ondly, they demonstrate that they follow
a robust temporal and spatial pattern. Not
only do the expression patterns differ be-
tween core and penumbra but also within
the penumbra there are many spatial and
temporal differentiations. This has even
given rise to a concept of ‘‘multiple penum-
bras.’’ Thirdly, this approach has not only
confirmed many findings of candidate
gene research but also underpinned our
pathophysiological understanding. Thus,
a number of heat shock proteins, an-
tioxidative enzymes, growth factors, and
pro- as well as anti-inflammatory proteins
have been detected. Not just transcrip-
tion factors, but a variety of proteins have
been found to play essential roles in the
metabolism of RNA and DNA. Finally,
proteins that contribute to structural and
functional reorganization are thought to
establish the molecular base of the func-
tional healing potential after strokes. Not
surprisingly, a number of hitherto uniden-
tified genes have been brought forth by
discovery science.

Although the results of these screening
methods give a great boost to stroke re-
search and open doors to new insights, a
full functional characterization of the dif-
ferentially expressed genes will take many
more years. Our understanding of the
emerging network of gene expression in-
creasingly depends on not only biological
but also mathematical models. However,
there are things we do know already; for
instance, that protein modifications are
of great functional importance. Thus, the

functional value of numerous proteins
depends on their phosphorylation state.
For example, the specific phosphorylation
of the usually proapoptotic protein Bad
prevents apoptosis in the ischemic penum-
bra. The differential function equals thus
not simply differential gene expression,
and genetic screening methods will never
be sufficient to paint the full picture of
stroke-induced molecular pathways. The
same holds for proteomics, which, just
like transcriptomics, neglects the func-
tional importance of RNAs that do not
code for proteins.

These molecular pathways, however,
potentially lead to new, neuroprotective
therapies and open up new perspectives for
fundamental issues like neuronal plasticity
and stem cell research.

13
Cell Replacement

In recent years, it has been shown in dif-
ferent models that ischemic brain injury
induces neuron formation from neuronal
stem cells. Such cells reside in the sub-
granular zone of the dentate gyrus, in
the subventricular zone below the lateral
ventricles, and periventricularly in the hip-
pocampus. They can migrate into parts
of ischemic lesions within the striatum,
the dentate nucleus, and the hippocampal
CA1 region. It is still a matter of debate
as to what extent a similar neuroneogen-
esis also takes place within the penumbra
in cortical regions. Neither is it entirely
understood to what extent these migrating
cells, which doubtlessly express neuronal
markers, become functional. Observations
so far indicate that it is not a very effective
process and that most of the migrating
cells perish. However, if these neuronal
cells could be enabled or encouraged to
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assume the function of damaged neurons,
this would imply another new therapeu-
tic paradigm. Indeed, intrathecal infusion
of growth factors like FGF-2 and EGF af-
ter global cerebral ischemia did not only
stimulate the migration and the survival of
these cells but also resulted in improved
functional results both on a cellular and
on a neurobehavioral level. Astrocytes are
newly formed in a similar fashion. For fu-
ture therapeutic evaluation, it should be
kept in mind not only that growth fac-
tors such as erythropoietin, FGF-2, EGF,
VEGF, SCF, and BDNF have this bene-
ficial effect but also that their expression
depends on the stimulation of the NMDA
receptor by glutamate. A pharmacological
blockade of this receptor with the inten-
tion of inducing neuroprotection could
interfere with this effect and thus be coun-
terproductive. This is yet another example
of an incomplete understanding of the sig-
naling mechanisms, leading to a paradox
in the interpretation of our neuroprotective
data. Bearing this in mind, it is need-
less to say that the ongoing experimental
studies of cell replacement are still far
from clinical implementation. However,
the available experimental observations are
very exciting: For instance, neural and also
haematopoietic pluripotent cells differen-
tiate into neuronal and glial cells when
injected into infarction sites. On the other
hand, this potentially helpful strategy may
have detrimental effects too. In a mouse
model of stroke, for example, murine em-
bryonic stem cells did not migrate into
the damaged tissue, but produced highly
malignant teratocarcinomas at the site of
implantation, independent of whether or
not they had been predifferentiated in vitro
into neural progenitor cells. As far as safety
is concerned, an endogenous pathway of
cell regeneration may be more promis-
ing. Bone marrow–derived cells (BMDC)

introduced into the brain possess a dif-
ferentiation potential capable not only of
forming microglia but also neurons. This
apparent plasticity has been attributed to
transdifferentiation. However, more re-
cent data suggest, in the case of neurons,
that BMDCs do not differentiate into but
rather fuse with Purkinje cells in the brain.
These observations suggest that cell fusion
contributes to the maintenance of neu-
rons. One potential use for haematopoietic
cells migrating from blood into ischemic
brain tissue could be the therapeutic trans-
fer of protective gene products such as
growth factors.

14
Endogenous Neuroprotection – Ischemic
Tolerance

In the wake of ischemic stroke, not only
cascades of destruction are induced but
also endogenous protective mechanisms
are activated. These mechanisms are cur-
rently studied intensively. Central to this
research are models of ischemic pre-
conditioning. The idea behind ischemic
preconditioning is to achieve a protected
state of a cell, tissue, or whole organ-
ism by subliminal exposure to a noxious
stimulus (trigger), which is applied just
below the level at which damage would
occur. The stimulus induces a protective
state against insults that would normally
be lethal. Subliminal ischemia (‘ischemic
tolerance’), hypoxia, reactive oxygen free
radicals, inflammation, and so on can serve
as tolerance-inducing stimuli. After induc-
tion, there are two time windows within
which ischemic tolerance can be observed.
Early tolerance occurs after about 5 to
120 min following stimulation (classical
preconditioning), while delayed precondi-
tioning sets in after a latency of about
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24 to 72 h. Seven days after induction,
the state of protection is no longer de-
tectable. Studies of patients who had
transient ischemic attacks (TIA) before
suffering a persistent stroke indicate that
ischemic tolerance may also exist in hu-
mans. Subsequent to a TIA, brain infarcts
were smaller in comparison with patients
without preceding TIA. As a TIA, by def-
inition, does not lead to infarction, it may
thus be considered as a stimulus that in-
duces tolerance.

Unlike severe ischemia, leading to
stroke, a preconditioning stimulus induces
exclusively protective, but not destructive,
signaling cascades. There are basically
three stages of protective signaling that
can be distinguished in delayed precon-
ditioning. In the induction phase, molecu-
lar sensors (mostly receptors, channels,
and regulators) are activated by tran-
scription factors. During the transduction
phase, certain protein kinases, transcrip-
tion factors, and paracrine and autocrine
mediators, such as growth factors, am-
plify the signal and thereby prepare the
effector phase. In this phase, proteins
with a direct protective impact (antiapop-
totic, anti-inflammatory, antioxidative) are
switched on. These mechanisms are the
molecular basis for ischemic tolerance
and have been reviewed in detail else-
where. Here, we want to give only a brief
outline of the concept. On the basis of
animal models in mice and rats as well
as cell culture experiments, we were able
to describe the following signaling cas-
cade: In astrocytes, a tolerance-inducing
hypoxic stimulus induces the transcription
factor HIF-1 (hypoxia-inducible-factor-1).
HIF-1 is one of the central sensors of
hypoxia and induces the expression of
erythropoietin (Epo). Erythropoietin is re-
leased by astrocytes and binds to the
neuronal Epo receptor. Via the activation

of a protein kinase cascade, Epo prevents
apoptosis, as shown in Fig. 3. This neu-
roprotective signaling cascade mediates
approximately 50% of the protection ob-
served in our model. The remaining 50%
of protection that it does not account for
suggests the presence of further mecha-
nisms in ischemic preconditioning. As a
matter of fact, beside this paracrine cas-
cade, which is mediated by astrocytes and
neurons, a number of other mechanisms
have been described. A host of antiexcito-
toxic, anti-inflammatory and antiapoptotic
mechanisms, including programs for re-
generation and repair, have been impli-
cated so far (Fig. 4).

Understanding these mechanisms may
enable us in the future to induce or
boost endogenous protection in patients
as a novel strategy to safeguard the
brain against hypoxic/ischemic damage.
For example, Epo is a promising drug
in stroke therapy. There is solid ev-
idence that exogenously applied Epo-
is neuroprotective in vivo and in vitro
models of cerebral ischemia. Clinical
phase I and II trials suggest that Epo
is not only safe but also beneficial in
the therapy for acute stroke. In ad-
dition, pharmacological inducers of is-
chemic tolerance in brain could become
a promising tool in circumstances when
ischemia can be anticipated, for exam-
ple, before cardiac or carotid surgery. For
example, desferrioxamine, an approved
drug for the treatment of hemosidero-
sis, induces robust ischemic tolerance
by inducing erythropoietin in an HIF-1-
dependent manner.

Combined, the above-mentioned results
demonstrate that brain cells are not only
challenged by deleterious mechanisms but
also activate innate programs to protect
themselves from ischemia. However, cere-
bral ischemia does not only affect the brain
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parenchyma but also other vital organs, in
particular, the immune system.

15
Stroke-induced Immune Depression (SIDS)

Within three days after stroke, up to
61% of the stroke patients develop fever.
Findings from animal experiments show
that pyrexia of more than 1 ◦C does not

only lead to a dramatic increase of the
cytotoxic neurotransmitter glutamate but
also to a significantly larger volume of
the infarction. Clinical trials demonstrated
that both mortality and morbidity rise with
the occurrence of fever in stroke. The
most common cause of fever in the acute
course of stroke is infection. Infectious
complications occur in 21 to 65% of stroke
patients. Pneumonia is the most frequent

Fig. 3 Epo-mediated endogenous neuroprotection (a) The transcriptional activator protein HIF-1
functions as a global regulator of oxygen homeostasis that facilitates both oxygen delivery and
adaptation to oxygen deprivation. HIF-1 consists of two subunits, HIF-1α and HIF-1β. The HIF-1ß
subunit is constitutively expressed, whereas the HIF-1α subunit is precisely regulated by the cellular
oxygen concentration. Most relevant is the regulation of HIF-1α steady state protein levels. Under
normoxic conditions, HIF-1α is rapidly hydroxylated by prolyl hydroxylase domain containing protein
(PHD), subsequently ubiquitinated and degraded through a proteasomal pathway. Since oxygen is
rate limiting for PH activity, hypoxia inhibits HIF-1α degradation and HIF-1α can heterodimerize with
HIF-1ß. After dimerization, HIF-1 enters the nucleus, binds to its recognition site 5′-RCGTG-3′ in the
hypoxia response element, and recruits coactivators as well as basal transcription factors. This
transcription complex initiates the gene expression that mediates response to hypoxia. More than 40
HIF-1 target genes are known. One of them is Epo, a glycoprotein hormone that regulates
hematopoiesis by promoting cell survival, proliferation, and differentiation of immature erythroid
cells. Although Epo is mainly expressed in adult kidney and fetal liver tissue, it is also found in the
brain. In ischemic preconditioning, low oxygen tension (hypoxia) induces Epo in astrocytes,
depending on HIF-1. Epo is a key mediator of paracrine neuroprotection from astrocytes to neurons,
which acts via its cognate receptor. (b) Epo exerts its neuroprotective effect by preventing neuronal
apoptosis. The intracellular molecular pathways of Epo-induced neuroprotection involve tyrosine
phosphorylation. Rather than containing an intrinsic protein tyrosine kinase activity, the relatively
short cytoplasmatic domain of the Epo receptor (EpoR) interacts with nonreceptor tyrosine kinases. A
key molecule is the janus kinase 2 (JAK2), which is constitutively associated with EpoR. The first step
of this intracellular signaling is Epo-induced homodimerization of EpoR. Homodimerization of EpoR
induces a conformational change of the whole protein complex, which place JAK2 in close proximity
to EpoR, thus promoting transtyrosine phosphorylation and activation of JAK2. JAK2 induces
phosphorylation of cytosolic tyrosines in the EpoR. This allows docking to the EpoR cytosolic domain
of several signaling proteins, including phosphatidyl-inositol 3-kinase (PI3K) and Signal transducer
and activator of transcription proteins (STAT1, STAT3, STAT5). These proteins, in turn, become
tyrosine phosphorylated and thus activated. PI3K suppresses apoptotic cell death through its
downstream effector protein kinase B (PKB)/Akt. Activated Akt kinase suppresses apoptosis by
phosphorylation of the proapoptotic Bcl2-family protein Bad. Phosphorylated Bad prevents
apoptosis, since unphosphorylated Bad is capable of forming heterodimers with the antiapoptotic
proteins Bcl-XL or Bcl-2 and thereby antagonizes their antiapoptotic function. STATs exert their
antiapoptotic effects by transcriptional activation of antiapoptotic proteins from the bcl-2 gene family,
in particular, bcl-2 and bcl-XL. Activation of transcription factor NF-κB, a key event for ischemic
preconditioning, is activated by phosphorylation of its inhibitor subunit IkappaB. NF-κB induces the
expression of the inhibitor of apoptosis proteins cIAP2 and XIAP. Activating these three signaling
pathways, Epo induces a fast and long-lasting neuroprotection by upregulation of antiapoptotic as
well as downregulation of proapoptotic proteins.
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Fig. 4 Cell death–inducing and endogenous
neuroprotective mechanisms in cerebral
ischemia. Focal cerebral ischemia induces a
complex series of mechanisms that damage
brain cells. Brain tissue responds to most of the
listed examples of noxious signals by inducing
protective mechanisms. In infarcted tissue,
destruction has overwhelmed protection,
although tissue around the ischemic core might
have been spared by restored substrate delivery
(owing to delivery to collaterals, spontaneous or
therapeutic reperfusion, or vasculogenesis) and
cellular mechanisms of protection. In this
cartoon, the x-axis reflects the evolution of the
cascades over time and the y-axis illustrates the
impact of each element of the destructive (top)

and protective (bottom) cascades on the final
outcome. The red dotted lines envelop major
pathophysiological entities of tissue destruction
in stroke (grouped for the acute mechanisms of
excitotoxicity and the delayed mechanisms of
inflammation and apoptosis) and the green
broken lines envelop corresponding protective
tissue responses. Abbreviations: BM, bone
marrow; Cox-2, cyclooxygenase 2; Epo,
erythropoietin; IL, interleukin; MMPs, matrix
metalloproteinase; OFR, oxygen free radicals
(Reprinted from Dirnagl, U., Simon, R.P.,
Hallenbeck, J.M. (2003) Ischemic tolerance and
endogenous neuroprotection, Trends Neurosci.
26, 248–254, with permission from Elsevier).
(See color plate p. xxvi).

infection in stroke patients and a major
mortality risk factor.

Stroke patients have a much higher risk
of developing severe bacterial infections.
It is obvious that factors such as
immobilization, reduced bulbar reflexes,
drowsiness, and, subsequently, a higher
risk of aspiration promote pulmonary in-
fections. Although these are risk factors
for bacterial infection, they cannot fully ex-
plain the high risk of infection observed.
A large meta-analysis showed that other

factors had to be equally important. In par-
ticular, a reduced function of the immune
system was postulated. Very recently, we
were able to prove that immunodepression
following stroke causes severe bacterial
infections. In a mouse model, we demon-
strated that, three days after stroke, severe
bacterial infections (mostly pneumonia
and sepsis) develop spontaneously. Stroke
induces an overactivation of the sympa-
thetic nervous system and leads to a rapid,
severe, and sustained lymphopenia as well
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as to a disturbed function of lymphocytes
and monocytes. Interestingly, there is also
evidence for an overactivation of the sym-
pathetic nervous system within the first
two days after stroke in humans. Fur-
thermore, we were able to show that a
disturbed secretion of interferon-γ from T
cells and NK cells is central to these severe
infections. Both a cellular reconstitution
of the immune system and the applica-
tion of interferon-γ prevented infections.
In addition, pharmacological inhibition of
the sympathetic nervous system with the
β-receptor-blocker propranolol not only
prevented infections but also dramatically
reduced the high rate of mortality in this
model. Our studies are the first to provide
a mechanistic explanation for the clinical
phenomenon of increased susceptibility to
infections after stroke.

Approaches to prevent infection after
stroke seem to be desirable. Preventive
anti-infective therapy is expected to reduce
a number of negative prognostic factors
such as fever, infection-induced arterial
hypotension, and the systemic release of
proinflammatory cytokines. In addition,
with the prevention of severe infections,
an earlier mobilization and rehabilita-
tion becomes feasible. In an experimental
stroke model, we were able to demon-
strate that preventive anti-infective therapy
with an antibiotic after focal cerebral is-
chemia not only reduces mortality and
the infarct sizes but also decreases the
functional deficit. These experimental re-
sults lead to the initiation of a Phase IIb
trial for preventive antibacterial short-term
therapy in patients with acute ischemic
media infarction (Preventive ANti-infective
THERapy In Stroke; PANTHERIS, Berlin).
Other groups initiated similar trials (A.
Chamorro, Spain; M. Hennerici, Ger-
many; personal communications).

16
Perspectives

Owing to intensive experimental and
clinical research, our pathophysiological
understanding of cerebral ischemia has
greatly improved over the last 15 years.
Complex pathways involving excitotoxic-
ity, oxidative and nitrosative stress, peri-
infarct depolarizations, inflammation, and
apoptosis-like mechanisms have been de-
scribed in cell culture as well as animal
models of cerebral ischemia. Despite im-
pressive results in animal experiments on
neuroprotection, the transfer of preclini-
cal results into human stroke therapy has
been so far unsuccessful. Possible reasons
for this dilemma include problems with
the models used, the design of the clin-
ical trials as well as the drugs, and they
have been discussed intensively. However,
we believe that although we have often
not been able to transfer our experimental
results into human stroke therapy, some
cautious optimism is justified. More and
more experimental data demonstrate that
the division of molecular mechanisms in
‘‘good’’ and ‘‘bad guys’’ is an improper
simplification, and we need to gather more
data in order to identify more suitable
molecular targets. Since in stroke there are
multiple pathways that cause cell death, it
seems reasonable to develop combination
therapies targeting all these mechanisms.
In addition, the advances in understanding
endogenous neuroprotective mechanisms
provide new therapeutic options to im-
prove tissue survival after stroke. Targeting
systemic complications like severe bacte-
rial infections in a preventive manner may
also improve outcome. Thus, an ever more
refined understanding of complex damag-
ing cascades as well as the development of
more complex therapeutic strategies will
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continue to be the basis for more success-
ful therapies of stroke in the future.

See also Brain Development.
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Keywords

Acceptor Molecule
A molecule, usually a macromolecule that has the potential of binding to specific
peptides, or ligands.

Amino Acid
The smallest subunit of protein, having an amino, a carboxyl, and a side-chain
functional group.

Combinatorial Peptide Library
A large collection of different peptides, with many possible combinations of amino
acids joined together.

Combinatorial Nonpeptide Oligomer Library
A large collection of different oligomers, with many possible combinations of
non-amino acid subunits joined together.

Combinatorial Small Molecule Library
A large collection of different small molecules, with many possible combinations of
small, organic moieties joined together.

Motif
A pattern of amino acid sequences that interact specifically with an acceptor molecule.

Peptide
A polymeric compound formed by the condensation of two or more amino acids; here
we refer to compound less than 20 amino acids long.

� The field of combinatorial peptide chemistry was created when the first limited
peptide library was synthesized with multipin technology in 1984. Since 1990, the
field of combinatorial chemistry has advanced rapidly. It has emerged as a powerful
tool in the study of many biological systems. In essence, a combinatorial peptide
library (numbering 104 –108 different molecules) is chemically synthesized and
subjected to screening for biological activity. Such screening allows for the rapid
discovery of peptide ligands with biological interest. The amino acid sequence of an
‘‘active’’ peptide is then determined. Other biologic peptide libraries, such as those
involving filamentous phage-display peptides, can typically accommodate only the
20 natural amino acids. In contrast, synthetic peptide libraries have the potential
to incorporate D-amino acids and other unnatural amino acids, as well as specific
secondary structures or scaffolding structures that may enhance biologic activity. In
addition to amino acids, biological subunits such as monosaccharides, nucleotides,
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lipids, or even small organic moieties can be used. The advent of these peptide,
nonpeptide oligomer, or small molecule library methods not only facilitates the
drug discovery process but also provides important information for the fundamental
understanding of molecular recognition.

1
Principles

1.1
Random Combinatorial Libraries

The traditional drug discovery process re-
lies heavily on random screening of plant
and animal extracts, fermentation broths,
and synthetic compounds, individually or
in mixtures. The process is often labori-
ous, expensive, and time consuming. And
even after an active mixture has been de-
tected, a tedious process of purification and
structure determination is still required.
Once a drug lead has been identified, ad-
ditional studies on the structure-activity
relationship of individual synthetic ana-
logues of the parent compound often are
necessary for the optimization of the drug.
The random combinatorial library synthe-
sis and screening methods can speed up
the drug discovery process. Notably, this
method can accommodate much larger
numbers of candidate molecules. Fig. 1
gives the number of possible permuta-
tions in a random peptide library when
20 eukaryotic amino acids are used in
each coupling cycle. For example, there

are 1.28 × 109 possible permutations for
a random heptapeptide. The number of
peptides present in a library ranges from
a thousand to as many as 100 million, de-
pending on the method used. In general,
the methods of generating a combinatorial
library can be categorized into two ap-
proaches: the synthetic approach and the
biological approach.

1.2
Synthetic Peptide Libraries, Synthesis and
Screening

Most of the synthetic peptide libraries
are synthesized on a solid-phase support
system, such as a polystyrene resin
bead, using either the Fmoc/t-But (9-
fluorenylmethoxycarbonyl/tert-butyl) or t-
Boc/Bn (tert-butoxycarbonyl/benzyl) ami-
no acid protection strategies. However,
hydrofluoric acid (HF) is required to cleave
off the side-chain protecting groups for the
t-Boc/Bn chemistry. Since HF is highly
toxic, requires a special apparatus, and
partially degrades the polyethyleneglycol
(PEG) chain on the resin, the Fmoc/t-
But strategy is preferable for the synthesis

Fig. 1 Number of possible
permutations for a random
peptide library constructed with
20 eukaryotic amino acids.

Number of permutations for a peptide

X 201 = 20
XX 202 = 400
XXX 203 = 8 000
XXXX 204 = 160 000
XXXXX 205 = 3 200 000
XXXXXX 206 = 64 000 000
XXXXXXX 207 = 1 280 000 000
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of peptide libraries. By using three- to
four-fold excess of activated amino acids,
the yield of each coupling cycle is usually
in excess of 99%. Occasionally, double
coupling may be needed if the first
coupling cycle is not complete. In general,
there are two methods of synthesizing a
random library: the ‘‘split-mix synthesis’’
method (Fig. 2) and the ‘‘mixed synthesis’’
method. In 1991, Furka et al., Houghten
et al. and Lam et al. described the ‘‘split-
mix synthesis’’ method, in which the
resin beads are split into several equal
aliquots, followed by coupling of each
activated amino acid separately with each
individual resin aliquot. The reactions are
driven to completion as monitored by the
ninhydrin test, and then the resins are
mixed and washed, and the Nα -amino
groups are deprotected, washed, and split
into several equal aliquots again. The
process is repeated for multiple cycles

until the desired peptide length has been
attained. In the ‘‘mixed synthesis,’’ all
the Nα -protected amino acids, which are
usually concentration adjusted according
to predetermined reactive rates and are
added concurrently to the resin. It has
been claimed that almost equimolar ratio
mixtures of individual peptides can be
obtained with this method.

Peptide libraries can contain linear or
cyclic structures. Linear peptides usually
are very flexible. In certain cases, one
may prefer a more rigid or constrained
conformation, such as a cyclic structure,
to enhance biologic activity. Cyclization
of these synthetic peptide libraries can
be accomplished by disulfide formation,
β-lactam formation, thioether bond for-
mation, alkylation, or metal chelation.
For example, side chains of cysteine,
homocysteine or penicillamine can be
used for disulfide formation. Side chains

Split

A D E

AA DA EA
AD
AE

DD
DE

ED
EE

Mix/split
A D E

Mix/split
A D E

I

II (9 dipeptides)

III  (27 tripeptides)

Coupling step

A D E

AAA
AAD

ADA
AAE

ADD
ADE
AEA
AED
AEE

DAA
DAD
DAE
DDA
DDD
DDE
DEA
DED
DEE

EAA
EAD
EAE
EDA
EDD
EDE
EEA
EED
EEE

Fig. 2 Synthetic scheme of the ‘‘split-mix synthesis’’ method to
generate a one-bead one-compound combinatorial library. A, D, and E
are building blocks (in this case amino acids). The circles represent
the resin beads.
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of lysine or ornithine and aspartic acid
or glutamic acid can be used for β-
lactam formation. γ -carboxylglutamic acid
side chains can be used for Ca2+ chela-
tion, and histidine side chains for Ni2+
or Zn2+ chelation. Proline (L- or D-
enantiomers) or other amino acids able
to mimic turns (e.g. (3S,6S,9R)-2-Oxo-3-
amino-7-thia-1-azabicyclo[4.3.0]nonane-9-
carboxylic acid, a commercially available
β-turn inducing amino acid) have also
been placed in the middle of a peptide to
promote a turn structure. When synthetic
peptide chemistry is used, natural amino
acids and their D-enantiomers, unnatu-
ral amino acids including non-α amino
acids (e.g. β- or γ -amino acids), amino
acid derivatives from side-chain deriva-
tization, and N-methylated amino acids
can be incorporated into the peptide li-
braries. In addition, amino acids with
saccharide or nucleotide side chains can be
used to introduce carbohydrate or nucleic
acid features into the random libraries.
Furthermore, compounds with reduced
peptide bonds can be constructed. In some
cases, an N-acetylated peptide library may
be preferred.

An important feature for the effective
use of a peptide library is the screening
method. When the peptide library has
been synthesized, the solid-phase bound
peptides, such as the ‘‘one-bead one-
compound’’ (OBOC) combinatorial library
generated by ‘‘split-mix synthesis’’ (Fig. 2),
can then be screened directly in an ul-
tra high-throughput manner. Millions of
peptides can be screened in parallel for a
specific acceptor molecule (receptor, an-
tibody, enzyme, virus, whole cell, etc.)
within a day or two concurrently, and
only small amount of acceptor is required.
With various screening techniques, com-
pound beads with a specific biological,
chemical, or physical property can be

rapidly identified. Direct binding assays
have been commonly used to screen the
solid-phase bound peptide library. These
peptides are often covalently linked to
the solid support. Detection is usually ac-
complished by an enzyme-linked assay,
fluorescent assay, or radionuclide assay.
Direct functional assays have also been de-
veloped including covalent modification of
peptide beads by enzymes (e.g. phosphory-
lation by protein kinases with [γ -32P]ATP)
and proteolytic cleavage of bead-bound
peptide by proteases.

In some peptide library methods, the
peptides can also be cleaved off the
solid support and screened by a solution-
phase assay if a cleavable linker is used.
The major advantage of this approach
is that various standardized receptor-
binding, biochemical, or cellular assays
can easily be adapted for screening.
Purified acceptor molecules are often not
needed, and a biochemical or biologic
end point may sometimes be measured
even if the molecular target is unknown.
However, the solution-phase assay, in
general, is more time consuming, and
some of the ligands may be insoluble in the
assay buffer and therefore not detected.

1.3
Synthetic Nonpeptide Oligomer or Small
Molecule Libraries

Since the advent of combinatorial peptide
libraries, nonpeptide oligomer or small
molecule libraries have emerged as an
exciting alternative development in the
combinatorial library field. This has drawn
special attention from the pharmaceutical
industry, since ligands isolated from such
libraries are often smaller than peptides
and may contain lipophilic, aromatic, or
heterocyclic structures. Therefore, ligands
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# Subunits/coupling step

20
50
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500(c)

# Permutations for a trimeric library

8 000
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1003

5003 =
=
=
=

Fig. 3 Nonpeptide oligomeric and small molecule combinatorial libraries.
(a) and (b) represent different form of assembly of synthetic oligomeric and
small molecule libraries and (c) number of possible permutations for a trimeric
library. A, B, and C, building blocks; S, scaffold.

identified from such combinatorial li-
braries are more likely to be able to
cross cell membranes, making them ideal
candidates for drug development. Ideally,
the small molecule library should have
a molecular weight of 300 to 500 dalton.
Usually, this translates to a trimeric library.
Fig. 3 illustrates the basic principle of a
nonpeptide oligomeric library (Fig. 3a) and
a small molecule trimeric library (Fig. 3b).
For the small molecule trimeric library, the
building blocks can be assembled in three
different ways: linear (similar to a peptide),
branch, and via a scaffold. For the latter
approach, depending on the size, rigidity,
and chemical nature of the scaffold, the

presentation of the randomized subunits
can be vastly different. Fig. 3c shows the
number of possible permutations available
in a random trimeric library. For example,
even with 100 possible subunits per cou-
pling cycle, a trimeric library will yield a
million possible permutations. Currently,
a few thousand carboxylic acids, primary
or secondary amines, alcohols, acid halids,
sulfonyl halids, alkyl halids, isocyanates,
or aldehydes are commercially available.
They are all potential subunits for the gen-
eration of small molecule libraries.

Because of the high coupling efficiency
of solid-phase peptide synthesis, synthetic
peptide libraries were first used in the
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synthetic combinatorial library field. For
the nonpeptide library synthesis, amide
bond formation has been commonly used
because of its high efficiency of cou-
pling. Over the past decade, many other
reactions have also been successfully ap-
plied to the library format, such as urea
formation, reductive alkylation, N- and
O-alkylation, Wittig reaction, Mitsunobu
reaction, 1,3-dipolar cycloaddition reac-
tion, Diels–Alder reaction, Michael ad-
dition, Aldol condensation, Knoevenagel
condensation, Stille reaction, Ugi reaction,
Suzuki coupling, and Mannich reaction.
Undoubtedly, more and more new effi-
cient coupling strategies will continue to
be developed for the library format in the
future.

2
Techniques

In general, there are five methods of
preparing and screening combinatorial
libraries: (i) the biological peptide li-
brary method (e.g. filamentous phage),
(ii) the spatially addressable parallel li-
brary method, (iii) the affinity selection
method, (iv) combinatorial library meth-
ods requiring deconvolution, and (v) the
combinatorial library method based on the
OBOC concept. Although amino acids are
used throughout the following discussion,
other nonamino acid moieties can also be
similarly used in the nonpeptide oligomer
or small molecule libraries. Features of
various library methods are compared in
Tab. 1.

2.1
Biological Peptide Library Method

Biological peptide libraries include fila-
mentous phage-display peptide libraries,

plasmid peptide libraries, polysome pep-
tide libraries, fimbria libraries, yeast-
display libraries, bacterial flagella libraries,
and other more recently developed in vitro
selection methods.

The filamentous phage approach was
first introduced by Parmley and Smith in
1988. It involves the insertion of a stretch
of random deoxyoligonucleotide into the
pIII gene of filamentous phage, resulting
in the expression of a random oligopeptide
at the amino terminus of the viral pIII
coat protein. Each phage particle has on
one end five copies of these grafted coat
proteins. The phages that bind specifically
to an acceptor molecule will then be
enriched and isolated via several cycles
of panning (e.g. binding to acceptor coated
petri dish) and amplification. Finally, the
amino acid sequence of the grafted peptide
is determined by sequencing the pIII
gene of the isolated phage. This very
powerful method enables the researcher
to routinely generate 108 to 109 different
phages. Furthermore, the size of the
grafted peptide or protein is not limited by
the constraints of synthetic chemistry, as in
the case of the synthetic peptide library. In
addition, the library can be easily generated
by simply growing the microorganisms.
Moreover, the biological library method
can take advantage of known protein
folds (e.g. immunoglobulin fold, zinc-
finger fold, or conotoxin fold) by grafting
random oligopeptides on such tertiary
folds. However, this biologic approach
suffers from three major disadvantages:

1. Only the natural L-amino acids (20
eukaryotic amino acids) can be in-
corporated into these libraries, and
incorporation of unnatural amino acids
or other organic subunits into these
libraries is generally not feasible.

2. Although simple disulfide cyclization
is feasible, and longer peptides with
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specific protein folds (such as im-
munoglobulin folds) may be used,
complicated bicyclic, compact scaffold-
ing, branched structures, or molecules
with special chemistry of cyclization
are impossible.

3. The screening assays of the biological
libraries are generally limited to the
binding assays (e.g. panning) and some
functional assays such as protease
substrate determination.

Synthetic peptide libraries, on the other
hand, can generally overcome many of the
limitations listed.

2.2
Spatially Addressable Parallel Library
Method

Sometimes a collection of peptides is
synthesized on solid-phase support in a
spatially addressable format. The amino
acid sequence of each of these peptides
is predetermined. The peptide collection
is screened, depending on the library
method used, either by a direct solid-
phase binding assay or by a solution-phase
assay. The positive peptide is then located
and its chemical structure determined.
The major drawback of this method is
that only limited number of peptides can
be synthesized and therefore the library
is very small. There are four reported
techniques based on this strategy: multipin
technology, SPOT synthesis, NanoKan,
and chemical microarray.

2.2.1 Multipin Technology
In the multipin method, pioneered by
Geysen et al., the solid-phase support is
a polyethylene pin in a 96-well format.
The polyethylene pins are first ‘‘func-
tionalized’’ with polyacrylic acid or poly-
methacrylic acid via irradiation. Each pin

is inserted into an adapter that fits over
a 96-well polypropylene plate with stan-
dard microtiter plate footprint. Each well
of the microtiter plate then serves as a
separate reaction vessel for the amino
acid–coupling steps. In the original publi-
cation, analysis was performed by enzyme-
linked immunosorbent assay (ELISA) with
pin-bound peptides, but later modifica-
tions permitted peptides to be released
by introducing enzymatic or chemically
cleavable linkers and analyzed by solution-
phase assay. The multipin system is
now commercially available from Mimo-
topes (San Diego, CA) as Pepsets. Peptide
loading of each pin has been increased
significantly by introducing the so-called
‘‘SynPhase Lantern’’ or ‘‘SynPhase

Crown’’ to fit into the tip of each pin.

2.2.2 SPOT Synthesis
Frank synthesized peptides onto cellulose
membrane or paper (e.g. Whatman 540 pa-
per) by applying the Nα-Fmoc amino acids
and reagents directly onto the sheet in the
form of a spot. In this SPOT-synthesis
technique, different peptides are synthe-
sized at different locations on a single sheet
of cellulose paper. The volumes dispensed
create a specific SPOT size determining
both the scale of reaction and the ab-
solute number of compounds that can
be arranged on an area of a membrane.
The compounds synthesized can be evalu-
ated using conventional high-throughput
screening techniques while still attached
to the membrane or in solution fol-
lowing release of compounds from the
membrane. SPOT synthesis is amenable
to miniaturization and automation. Auto-
matic machines, such as the Auto-SPOT
Robot ASP222 (Intavis Inc., Cologne, Ger-
many), for the synthesis of peptide spots
are commercially available. Final analysis
of the solid-phase bound peptide is usually
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performed by an enzyme-linked colorimet-
ric assay, autoradiographic detection of
the bound or covalently linked radionu-
clide, or phosphorylation of protein kinase
substrates. Using a larger spot and with
releasable linker, the peptides can be re-
leased for solution-phase assays.

Cotton (another form of cellulose) and
polystyrene-grafted polyethylene film seg-
ments have also been used as solid sup-
ports. Recently, polymeric membranes, in-
cluding hydroxy-functionalized PEG acry-
late polypropylene membranes and amino-
functionalized ester free PEG methacry-
lamide polypropylene membranes, have
been developed. These new membranes
are chemically, mechanically, and ther-
mally more stable and can be used for
SPOT synthesis.

2.2.3 NanoKan Technique
In 1985, Houghten first reported the ‘‘tea
bag’’ method for simultaneous multipep-
tide synthesis. In this method, batches
of resin are sealed inside labeled, porous
polypropylene packets. In 1995, the use
of mini-baskets (e.g. NanoKan) to en-
capsulate radio-frequency microchips (Rf
tagging) and a sample of resin beads for
peptide synthesis was reported and be-
came commercially available as IRORI
NanoKan system (Discovery Partners In-
ternational Inc, San Diego, CA). Each of
these mini-baskets is scanned with an
electronic reader prior to or right after
each coupling cycle during the ‘‘split-
mix’’ synthesis (Fig. 2). Therefore, the
synthetic history of each compound in
each mini-basket is recorded. At the end
of the synthesis, resins in each bas-
ket contain a single compound. The
compounds are cleaved from the beads
inside each mini-basket and placed in
a 96-well plate to form a spatially ad-
dressable compound library. By utilizing

the power of the ‘‘split-mix’’ strategy, a
few thousand to ten thousands individ-
ual compounds can be easily generated.
The main advantages of this method are
(i) it offers considerable synthetic flexi-
bility, as one may use any resin beads
in the synthesis, (ii) peptides or small
molecule compounds can be produced in
sufficient quantities (1–10 µmol) for pu-
rification and complete characterization
if desired. However, the IRORI system
is very expensive. A less-expensive en-
coding system, called Encore (Torviq Inc.,
Granger, IN), uses ‘‘necklace’’ color tags
and multicolor reaction vessels to encode
the synthetic history. This system also
uses the ‘‘split-mix’’ synthesis strategy to
generate compound libraries with limited
number of compounds.

2.2.4 Chemical Microarray
Chemical microarrays, which predate
DNA microarrays, are usually prepared
by printing protein, peptide, carbohy-
drates, small molecule, and other bio-
logical molecules on a solid surface. In
addition to glass slides, cellulose sheets,
polymer-based membranes, or other ma-
terials have been used. Glass coated with
polymers or dendrimers has also been
reported. Chemical microarrays enable in-
vestigators to rapidly analyze, in parallel,
molecular interactions between immobi-
lized molecules and complex biological
mixtures. Screening is accomplished by
a binding assay with fluorescent-labeled
acceptor molecules or by using a func-
tional assay. They have been widely ap-
plied in the field of diagnostics and
proteomics. For high-density microarrays
(e.g. 2000–3000 compounds per cm2), the
radiographic detection method is proba-
bly not practical because the resolution of
such detection methods is generally low.
Solution-phase assays on microarrays is
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difficult, but potentially can be developed.
The immobilized molecules on chemi-
cal microarrays are generally addressable.
Therefore, the chemical identity of each
immobilized molecule is known. Many
chemical methods for immobilizing these
molecules onto solid support have been
developed. The three general methods to
prepare chemical microarrays are physical
adsorption, in situ synthesis, and chemi-
cal ligation.

Physical adsorption Proteins and macro-
molecules can be readily immobilized
onto a polystyrene surface and nitrocel-
lulose or polyvinylidene difluoride (PVDF)
membranes through physical adsorption
(nonspecific adsorption). This approach
has been used in standard ELISA, dot blot,
and Western blot for many years. How-
ever, immobilization of small molecules,
carbohydrates, or short peptides often re-
quires covalent ligation to the solid surface,
unless these molecules are first ligated to
a macromolecule prior to adsorption onto
the solid support.

In situ synthesis In general, there are
three methods for in situ synthesis of
chemical microarrays: (i) SPOT synthesis,
(ii) light-directed parallel synthesis with
photolithographic masking methods, and
(iii) maskless light-directed synthesis us-
ing a digital micromirror array. SPOT syn-
thesis, as described above, uses the stan-
dard solid-phase peptide synthesis method
to generate low-density peptide arrays (e.g.
25 spots/cm2). The latter two methods use
advanced instruments and light-directed in
situ synthesis to generate very high-density
microarray. In 1991, Fodor et al. reported
a photolithographic masking process in
conjunction with an amino acid–coupling
strategy, which uses photolabile protecting

groups (e.g. 6-nitroveratryloxycarbonyl) to
synthesize a minute quantity of a to-
tal of 1024 peptides on a single glass
slide. Each peptide occupies an area of
50 µm × 50 µm. Combinatorial masking
strategies are used to decrease the required
number of photochemical coupling steps.
The method was later improved by us-
ing a photolithographic masking method
to pattern a polymeric photoresist film
on the glass surface. In 1999, the devel-
opment of a maskless array synthesizer
to generate in situ oligonucleotide mi-
croarrays containing more than 76 000
features, each measuring 16 µm2, was re-
ported. Independently, Gao and coworkers
have reported a similar maskless microar-
ray synthesizer to generate oligonucleotide
and peptide microarrays using common
building blocks with acid labile protection
groups. Deprotection of the amino acids is
accomplished by the use of light to gen-
erate acid, which allows the growth of the
oligomers in situ.

One major drawback of in situ synthesis
is that the available chemistries for such
synthesis are more limited. In addition,
the efficiency of amino acid coupling
using this photochemistry is reported to
range between 85 and 95%. The synthetic
yield and purity of final products would
therefore be a major problem for the
synthesis of longer peptide libraries (e.g.
10 to 15 mer). In contrast, chemical
ligation of presynthesized products by a
commercially available automatic arrayer
onto the surface through a covalent
bond is generally more efficient and
less expensive because each compound
needs to be synthesized only once and
multiple replicates can be produced simply
by spotting.

Chemical ligation For most of the peptide
and small molecule chemical microarrays,
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the compounds are synthesized as stock
solutions prior to immobilization. In
the past decade, several combinatorial
synthesis techniques have been devel-
oped for parallel synthesis of peptides or
small molecules. These include the Mul-
tipin/lantern system, multisyringe system
and the 96 deep-well plate system. These
methods are labor-intensive but can be fa-
cilitated by robotics. An alternative, more
efficient approach is to synthesize large
number of compounds using macrobeads
(up to 0.1 µmol per bead), bead aggre-
gates (1–10 µmol per aggregate, see be-
low), or the IRORI Nanokans (1–10 µmol
per nanokan).

Various chemical ligation methods have
been developed to immobilize short
peptides or small molecules to the solid
support via covalent linkage. Schreiber’s
group linked thiol-containing compounds
to maleimide-derivatized glass slides,
via Michael addition, to form a
microarray of small molecules. They
also reported the formation of ether
bonds between the chlorinated glass
and hydroxy groups of small molecules
to prepare microarrays. Recently,
they used diazobenzilidene-functionalized
glass slides for immobilization of
compounds containing acidic protons,
such as carboxylic acids, phenols, and
sulfonamides. Rogers and coworkers
described the use of disulfide bond
formation to immobilize oligonucleotides
on thiol-derivatized glass surfaces. The
mild reaction of an aminooxy group
with ketone and aldehyde has been
widely used for chemical microarrays. We
took advantage of this highly selective
chemoselective ligation reaction to attach
unprotected peptides covalently onto the
glyoxylyl derivatized glass slide via oxime
bond or thiazolidine ring formation.
Very recently, we reported an efficient

method to prepare glyoxylyl-coated glass
surface by coupling acrylic acid to
the amino glass surface, followed by
oxidation with NaIO4/OsO4 to form a
glyoxylyl group. Salisbury et al. reported
a similar approach to make chemical
microarray by immobilizing aminooxy-
derivatized peptides to an aldehyde-
modified glass surface. Houseman et al.
reported the ligation of carbohydrates
to a gold surface via Diels–Alder
reaction. Lesaicherre et al. employed a
different chemoselective ligation approach
to immobilize C-terminal thioester-
modified peptides onto an amino modified
glass. This microarray was subsequently
used for antibody-based fluorescence
detection of kinase activity. Soellner
et al. employed the Staudineger reaction
to ligate the azide-modified peptide
to phospinothioester-functionalized glass
surface to form an amide bond, while Kohn
et al. used this reaction to immobilize
small molecule onto a phosphane-
decorated glass slide. Kanoh et al. recently
reported a ‘‘nonselective’’ immobilization
method using the chemistry developed for
photoaffinity labeling. In this method, they
first functionalized the glass surface with
a photoreactive group, such as diazirine.
A small molecule was then spotted, and
the coupling reaction was initiated by UV
irradiation.

2.3
Affinity Selection

Affinity column chromatography has been
applied successfully for combinatorial
oligodeoxynucleotide library methods in
which a large collection of oligodeoxynu-
cleotides is allowed to pass through an
acceptor-bound column (e.g. thrombin-
Sepharose), and the bound oligodeoxynu-
cleotides are eluted and amplified. After a
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few more cycles of binding, elution, and
enrichment, the structure of the oligonu-
cleotide is finally determined. However,
this affinity technique has been applied to
a peptide library only with limited success.
The reason is that peptides cannot be am-
plified or cloned. To have enough material
for structure determination, the retrieved
peptide generally must be pure and in
sufficient quantity (at least a picomole,
or 6 × 1011 molecules). Nonspecific bind-
ing becomes the major problem if a large
library of peptides is used. There is no sim-
ple method of isolating a single peptide for
sequencing. Despite its limitation, Zuck-
ermann et al. were able to apply the affinity
selection method to retrieve an antibody-
specific binding peptide from a mixture of
peptides in solution. Cantley et al. reported
the successful application of the affinity
selection method to identify peptide mo-
tifs for SH2 domains and kinase domains
of protein tyrosine kinases. Concurrent
microsequencing of the retrieved peptide
mixture was performed rather than se-
quencing individual peptides. Therefore,
the data could be difficult to interpret
and inconclusive, particularly in the pres-
ence of more than one motif. In general,
because of high background from nonspe-
cific binding, the affinity selection method,
with rare exceptions, can be applied only
to a relatively small peptide library (e.g.
<10 000 peptides).

2.4
Library Methods Requiring Deconvolution

In this method, mixtures of peptides are
first synthesized and then subjected to bi-
ological testing. On the basis of the test
results, one may be able to deduce the
chemical structure of the active ligand
without need of further structure eluci-
dation. However, in general, additional

synthesis and testing are needed to reach
a final solution. Examples of this li-
brary approach are the iterative approach,
the positional scanning approach, the or-
thogonal partition approach, the recursive
deconvolution approach, and the recently
developed dual recursive deconvolution.

Fig. 4 shows how the amino acid at each
position of the ligand can be defined by
an iterative process that involves multistep
synthesis and analysis. For example, in a
combinatorial hexapeptide library, one of
the 20 amino acids is incorporated into
positions 1 and 2, while all 20 amino
acids are incorporated (presumably in an
equimolar ratio) into the remaining four
residues. This results in the generation of
400 (or 20 × 20) peptide mixtures (step 1,
Fig. 4). Each mixture contains 160 000
(or 204) different peptides. Each of these
400 peptide mixtures is then subjected to
screening, from which the ‘‘active’’ amino
acids for the first two positions can be
defined. In step 2, the first two ‘‘active’’
residues are fixed, and one of the 20
amino acids is incorporated into position 3,
while all 20 amino acids are incorporated
into the remaining three residues. This
results in the generation of 20 peptide
mixtures. Each of these 20 mixtures is
again screened, and the third set of ‘‘active’’
residues is then defined. The same iterative
process is repeated for three more cycles
until the last residue has been defined.

A synthetic combinatorial library con-
structed and screened by means of an itera-
tive approach was first described by Geysen
in the multipin system, where a peptide
mimotope was defined for a monoclonal
antibody. The pin-bound peptide library
was screened by means of ELISA. Sub-
sequently, Houghten et al. described a
similar method termed as synthetic pep-
tide combinatorial libraries (SPCLs), but
the peptides were released into solution
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L I G A N OStep 5 20 Mixtures

Fig. 4 Scheme of the iterative approach
for combinatorial library method that
requires deconvolution.

prior to screening. The libraries are pre-
pared using 4-methylbenzhydrylamnine
(MBHA) polystyrene resin and standard
t-Boc/Bn chemistry. To ensure equimolar
random mixtures, a ‘‘split-mix synthesis’’
method (see Fig. 2) is used. The peptide
mixtures are deprotected and cleaved from
the resin with the low/high hydrogen flu-
oride method. Peptide mixtures are then
extracted with water or dilute acetic acid
and lyophilized. The major advantages of
the SPCL approach are that a large number
(106 –108) of peptides can be synthesized
and screened. Also, many existing biologi-
cal assays, including functional assays, can
be adapted to this screening process (be-
cause it is a solution-phase assay). One
concern is that not all the peptides in the
library are extractable by water or dilute
acetic acid.

Subsequently, Houghten et al. described
the ‘‘positional scanning methodology’’ in

which 20 mixtures of hexapeptides were
synthesized with one of the 20 amino acids
incorporated into one residue, while all
20 amino acids were incorporated into the
rest of the five positions. By scanning these
120 mixtures, it is possible to define each
active residue. However, this approach will
work well for acceptor molecules for which
no more than one motif is possible. If an
acceptor has multiple motifs, the results
will likely be scrambled and sometimes
uninterpretable.

Houghten et al. also described a so-
called ‘‘libraries from libraries method,’’
in which the random peptide libraries are
chemically modified, while the protected
peptides were still attached to the solid
phase. Examples of such chemical trans-
formation are permethylation, perbenzy-
lation, perallylation, and decarbonylation.
The modified libraries are then released
for solution-phase testing.

Deprez et al. introduced the orthogonal
partition approach of deconvolution by
synthesizing and screening multiple or-
thogonal sub-libraries. Erb et al. reported
a recursive deconvolution strategy. In this
approach, a ‘‘split-mix synthesis’’ method
is used to generate the combinational li-
brary. During each step of synthesis, a
portion of the resin from each reaction
vial is set aside and catalogued. These
set-aside resins are then used to gener-
ate sub-libraries at each iterative step in a
more efficient manner.

Dual recursive deconvolution (DRED)
was introduced by Fenniri et al. as a
hybrid approach of deconvolution. In this
method, a new (encoding) dimension
was added to the classical deconvolution
strategies. DRED operates through the
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iterative identification of the first and last
randomized positions of active members.
The last position of the combinatorial
library can be readily obtained from pool
screening after the last step of the split-
mix synthesis, while the first position need
to be encoded by the unique vibrational
fingerprint of the resin beads used. Once
the first and last positions are identified,
the remaining positions are subjected to
the same deconvolution process.

2.5
OBOC Library Method

We first reported the OBOC concept
in 1991. The peptide is synthesized on
solid-phase beads using a ‘‘split-mix syn-
thesis’’ method (Fig. 2). Since each bead
is in contact with only one amino acid at
a time during each coupling cycle and the
reaction is driven to completion, each bead
expresses a single peptide entity (Fig. 2).
The peptide library, consisting of millions
of beads, each with a unique peptide, is
then subjected to mass screening. The
reactive beads are identified and physi-
cally isolated, and each is subjected to
microsequencing with Edman degradation
chemistry. Each 80 to 100 µm bead con-
tains approximately 100 pmol of peptide
(6 × 1013 molecules) and is more than
enough for microsequencing. If there is
a predominant common motif, instead of
sequencing individual bead, 10 to 50 ‘‘ac-
tive’’ beads can be pooled for concurrent
microsequencing. The methods of screen-
ing include both on-bead binding assays
and solution-phase biological assays.

TentaGel resin (Rapp Polymere, Tubin-
gen, Germany) is a good choice for OBOC
peptide libraries because of its uniformity
in size as well as its nonstickiness. It
consists of hydroxyethyl-polystyrene beads
onto which have been grafted 3000 to 4000

dalton PEG linkers. A functional group,
for example, hydroxyl or amino, is located
at the end of the linkers. This resin can be
swollen in a wide range of solvents from
water to toluene. The PEG linker is ad-
vantageous for many biological assays. For
protease substrate screening, porous beads
such as PEGA [bis(2-acrylamidoprop-1-yl)
poly(ethylene glycol) cross-linked dimethyl
acrylamide and mono-2-acrylamidoprop-
1-yl [2-aminoprop-1-yl] poly(ethylene gly-
col)] beads (Calbiochem-Novabiochem,
San Diego) are preferable.

For the on-bead binding assays, standard
enzyme-linked colorimetric assays, fluo-
rescent assays, or radionuclide assays can
be used. The enzyme-linked colorimetric
assay is the simplest because it adapts the
standard Western blot technology and no
special equipment is required. Fluorescent
microscopy has been used successfully
to screen bead libraries with fluorescent
probes. However, the greatest potential us-
ing a fluorescent assay to analyze a library
is to use a fluorescent-activated bead sorter
(COPAS BIOBEAD, Union Biometrica,
Inc, Somerville, MA). In a standard analy-
sis, 30 000 beads can be sorted per hour.

The ‘‘on-bead’’ binding assay was mod-
ified to identify protein kinase substrate
motifs by covalently modifying the peptide
bead with [γ -32P] ATP and a protein kinase.
The phosphorylated peptide-bead library is
washed thoroughly and immobilized on a
glass plate with agar. The 32P-labeled beads
are then detected by autoradiography, and
individual radiolabeled (‘‘active’’) beads
are isolated for microsequencing. Another
screening approach is to use a color probe
to screen a library, to take advantage of
the ease with which positive beads may be
identified by the color change. For exam-
ple, we have identified small peptides that
bind specifically to an indigo dye.
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The OBOC library method has been
successfully applied to identification of
protease substrates and inhibitors. Highly
porous PEGA resin was used for the
peptide library construction because it al-
lowed the enzyme to gain access to the
bead interior. For protease substrate de-
termination, OBOC peptide libraries with
fluorescent dye incorporated at the C ter-
minus and a quencher at the N terminus
have been used. Peptide beads susceptible
to protease cleavage will fluoresce. These
fluorescent-labeled beads were isolated un-
der a fluorescent microscope, or isolated by
a fluorescent-activated bead sorter and sub-
jected to microsequencing. This method is
a powerful tool to investigate the protease
activity and specificity since it gives
information about the substrate sequence,
the cleavage point, and the degree of
cleavage. Meldal et al. reported a so-called
‘‘one-bead two-compounds’’ approach to
directly identify protease inhibitors. This
approach combines the OBOC concept
and fluorogenic quench screening strat-
egy. In this method, each bead contains
a putative protease inhibitor along with
a fluorescence-quenched substrate for the
protease. Kodadek et al. recently reported
the use of fluorescent-labeled proteins
as probe to screen OBOC peptoid (N-
substituted oligoglycine) libraries. In order
to increase the signal-to-noise ratio, they
later reported the use of quantum dots,
rather than organic fluorescent dye, as a
fluorophor to label the target protein.

The OBOC method has also been ap-
plied to the identification of cell surface
binding ligands, using a whole-cell binding
assay. In this assay, peptide-bead library is
mixed with intact cells, and beads coated
with a monolayer of cells are isolated for
microsequencing.

To minimize nonspecific binding, block-
ing agents (e.g. bovine serum albumin

or gelatin), salt (e.g. 0.26 M NaCl), and
nonionic detergent (e.g. Tween-20) are
routinely added to the screening buffer.
Furthermore, with a dual color detection
scheme in the presence or absence of
a competing ligand, most of the false
positive beads can be eliminated, thus
increasing the efficiency of microsequenc-
ing, which is the rate-limiting step of
the process.

Besides binding assays, the OBOC
method has been adapted to solution-
phase assays. Peptide bead libraries with
dual orthogonal cleavable linkers are used,
and peptides can be released sequentially
with a two-step process into solution for
biological testing. Conditions for the re-
lease of peptides from the resin beads
are mild and nondenaturing. They involve
neutralization in step 1, and alkali treat-
ment followed by neutralization in step 2.
In this two-step process, approximately 500
peptide beads are aliquoted into each well
of a microtiter filtration plate (96-well for-
mat). Upon neutralization, the peptides are
released from the first linker into solution
for solution-phase assays (step 1). Peptide
beads from the positive wells are then re-
distributed at the much lower density of
one bead per well. Upon alkali treatment,
peptides are released from the second
linker. After neutralization, the released
peptides are subjected to solution-phase
assays. Thus, similar to the solution-phase
combinatorial library approach described
by Houghten, the screening can be adapted
to many existing biological assays. Pos-
itives can be tracked to the originating
bead, allowing the residual peptide on the
bead to be analyzed by a microsequencer.
Depending on the size and loading of each
bead, 1 to 10 µM compound (in 100 µL as-
say volume) can be released for standard
solution-phase biological assays. However,
this approach suffers some disadvantages,
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for example, it is not easy to retrieve
minute amounts of soluble compounds
(100 pmol) from one single 80 to 100 µm
bead, and often there is not enough ma-
terial from one single bead for biological
assays. Schreiber et al. reported the use of
macrobeads (500 µm) to develop releasable
OBOC libraries in microtiter plates. How-
ever, the capacity of these macrobeads is
still rather limited (<0.1 µmol/bead). Fur-
ther increases in size of the bead lead to
incomplete coupling because reagent dif-
fusion will become a limiting factor. We
have recently developed a ‘‘one-aggregate
one-compound’’ method to address this
problem. Bead aggregates were prepared
by cross-linking the TentaGel resin beads
with glutaraldehyde. Each bead aggregate
contains some color beads with an or-
thogonal protecting group that can be
chemically encoded during the library syn-
thesis and retrieved for decoding after
biological screening. The loading capac-
ity of each bead aggregate ranges between
1 and 10 µmol, for example, 10 to 100-fold
more than that of the macrobeads used
by Schreiber’s group. By exploiting the
OBOC concept, this ‘‘one-aggregate one-
compound’’ method is highly efficient and
much more economical than the IRORI
Nanokan system. Such diverse solution-
phase libraries can be either screened with
the standard solution-phase assay or used
to print multiple replicates of chemical
microarrays (see Sect. 2.2.4).

A more elegant and potentially much
more powerful approach to screen the
OBOC libraries is the in situ solution-phase
releasable assay, in which the compound-
bead libraries are immobilized in a thin
layer of agar. Compounds from each
bead are then released to the vicinity of
each bead for solution-phase assay in the
semisolid. This method works particularly

well for identifying antimicrobial and an-
ticancer agents, since a zone of growth
inhibition around the positive beads can
easily be detected. We have used this in
situ releasable assay to identify anticancer
agents. The compound beads were im-
mobilized in a thin layer of soft agar
together with cancer cells. After being
cleaved from the linker, compounds from
each bead were released and diffused out-
ward. A clear zone of growth inhibition
around the positive bead was detected
by adding 3-(4,5-dimethylthazol-2-yl)-2,5-
diphenyltetrazolium bromide (MTT) to
the culture plate, in which only the live
cells were stained purple. Jayawickreme
et al. reported a ‘‘cell-based lawn format’’
utilizing an in situ photocleavage method
to release the compound. These in situ re-
leasable solution-phase assays have great
potential but will require further develop-
ment before they can be reliably used for
drug screening. For example, special solid
supports need to be developed such that
all compounds will diffuse freely out of all
beads into the surrounding media.

The main advantages of the OBOC
method are that a large number (106 –108)
of compounds can be synthesized and
screened rapidly, and either one or a
combination of both on-bead binding and
solution-phase assays can be used. In ad-
dition, since it is a single-step process that
does not require deconvolution, multiple
peptide ligands with completely different
motifs can often be identified in a single
screen. That is, the OBOC method is a
parallel approach. This is the opposite of
the (convergent) iterative approach, where
multistep synthesis and screening results
in the emergence of only one, but not
necessarily the best, solution motif.

Since the compound beads in an OBOC
combinatorial library are spatially separa-
ble, an OBOC library can be considered



Peptide and Non-Peptide Combinatorial Libraries 165

as a huge chemical microarray that is not
addressable. Many of the detection meth-
ods developed for OBOC combinatorial
libraries have also been used to screen
chemical microarrays. These include col-
orimetric assays, fluorescent assays, ra-
dioactive assays, and whole-cell binding
assays. Other assays that do not require
protein labeling, such as surface plasmon
resonance, have also been developed.

Positive compound beads from screen-
ing of OBOC library are physically iso-
lated under the microscope. For pep-
tide libraries that are comprised of eu-
karyotic amino acids, an automatic pro-
tein sequencer (e.g. Procise 494, Perkin-
Elmer/Applied Biosystems) is routinely
used via Edman chemistry to determine
the amino acid sequence of the posi-
tive beads. The incorporation of unnatural
amino acids into peptide libraries not only
greatly increases the diversity of the li-
brary but also renders some of the peptide
library members more resistant to pro-
teolysis. We recently developed methods
to sequence peptides containing many
unnatural α-amino acids. However, Ed-
man sequencing is time consuming and
expensive, compared to mass spectrom-
etry analysis. Youngquist et al. described
a ‘‘ladder sequencing’’ method by us-
ing limited capping after each cycle of
coupling followed by matrix-assisted laser
desorption/ionization time-of-flight mass
spectrometry (MALDI-TOF MS) to deter-
mine the full peptide sequence of single
beads. Later, this method was modified
with either replacement of the capping
step, by the partial incorporation of a me-
thionine residue at each coupling stage, or
by the use of the dual capping groups
and analysis of molecular ion redun-
dancy to directly elucidate the structure
by mass spectrometry analysis. Very re-
cently, Pastor et al. have further improved

this method by using an isotope-labeling
strategy to terminate the N terminus and
analyzing the generated ladders with ion-
extraction mass spectrometry.

2.6
Nonpeptide Oligomer or Small Molecule
Libraries

Within two years from the initial publica-
tions by Lam and Houghten on screening
large synthetic peptide libraries in 1991,
several groups reported on the application
of similar approaches for the synthesis
and screening of nonpeptide oligomeric
libraries. The three general strategies for
subunit assembly to form linear, cyclic,
and branched oligomeric libraries are
shown in Fig. 3a. In the case of the
linear strategy with repeating subunits, the
Chiron group described the ‘‘peptoid’’ ap-
proach with N-substituted glycines as sub-
units. Subsequently, they modified their
synthetic method by using α-haloacetic
acid submonomers and a variety of pri-
mary amines as subbuilding blocks.

Cho et al. described the oligocarbamate
libraries using N-protected amino carbon-
ates as the monomers. Because of the
repetitive nature of the synthetic process,
similar to the peptide library, both the pep-
toid and oligocarbamate strategies allow
the synthesis of a longer linear oligomer.
However, as indicated earlier, the main ad-
vantage of the nonpeptide library method
is that it allows the synthesis and screen-
ing of a library of relatively rigid small
molecules. These small molecules (e.g.
trimeric structures with molecular weight
of 300–500) are ideal candidates for drug
development because they have improved
physical properties for crossing the bio-
logical membranes. The subunit assem-
bly strategies for such a library could
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involve linear, branch, or scaffold link-
age methods.

The scaffolding approaches of present-
ing several pharmacophores into space
have been described by many groups,
but Ellman and coworkers were the
first to publish on the scaffolding ap-
proach in a library format. They de-
scribed the assembly of a small molecule,
1,4-benzodiazepine derivative library with
high yield. Since then, there have been
numerous reports on the synthesis of
different rigid small molecule libraries.
Several thousands of nonpeptide li-
braries have been reported. These include
hydantoin, benzopyran, tetrahydrofuran,
acylpiperidine, β-turn mimetics, arylacetic
acid, prostaglandin, purine, triazine,
quinazoline, phenylamine-pyrimidine, ph-
thalazine, and steroid libraries. Various
chemical reactions have also been success-
fully applied to the synthesis of libraries,
including C–C formation reaction. Un-
doubtedly, many more examples of appli-
cations of small molecule libraries will be
published in the next few years.

2.7
Encoding and Decoding for Nonpeptide
Libraries

If combinatorial nonpeptide or small
molecule libraries that require deconvolu-
tion are used, structure determination with
physicochemical methods is not needed
because the structure is deduced from
the synthetic algorithm. However, in the
OBOC approach, one needs to isolate the
individual ‘‘active’’ bead and determine the
chemical structure either directly or via
an encoding strategy. Since nonpeptide
structures are not amenable to structure
determination with Edman degradation,
alternative strategies have been developed.
Several research groups have developed

various physical and chemical encoding
methods to encode OBOC nonpeptide li-
braries. Chemical encoding is ideal for
OBOC nonpeptide libraries since it can en-
code large libraries, for example, >10 000
members. Three encoding principles are
illustrated in Fig. 5. Chemical tags are
added to the bead during the synthetic
steps so that the synthetic history of
each compound bead in the chemical
library can be recorded. These chemical
codes can then be decoded by spectro-
scopic or chromatographic methods such
as HPLC (high performance liquid chro-
matography), GC (gas chromatography),
MS (mass spectrometry), fluorescence, IR
(infrared), NMR (nuclear magnetic reso-
nance) spectroscopy and electron capture.
Several chemical encoding methods have
been reported, including using oligonu-
cleotide tags, peptide tags, fluorophenyl
ether tags, secondary amine tags, and trityl-
based mass tags. A separating anchor with
differential protecting groups (Fig. 5a) or a
growing chain utilizing separate branches
(Fig. 5b) on the solid phase are used for
the library synthesis. One protecting group
is used for the synthesis of the testing
ligand and the other for the coding se-
quence. For every cycle of the split-mix
synthesis, coding subunits are coupled im-
mediately after coupling ligand subunits
but before the mixing of the resins. At
the end of the library synthesis, each bead
has a testing ligand and a corresponding
coding sequence. The chemical structure
of the isolated ligand is then determined
by analyzing the structure of the coding
sequence. With this sequential coding ap-
proach, the peptide tag can be determined
by means of Edman degradation, and the
oligonucleotide tag can be determined by
polymerase chain reaction followed by
DNA sequencing. One-step digital or bi-
nary coding systems have been developed.
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Fig. 5 Principle of encoding for
nonpeptide combinatorial library.
(a) Sequential coding; (b) Branch
coding; (c) Spatial separation of testing
and coding molecules. A, B, and C are
building blocks; X, Y , and Z are coding
tags; X encodes A, Y encodes B, and Z
encodes C.
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These use specially modified amino acids
(analyzed by HPLC) or halophenol deriva-
tives (analyzed by electron capture gas
chromatography) that elute at different
regions of the chromatogram. The elu-
tion range signifies the coding position
(residue 1, 2, or 3, etc.), and the binary
combination of position with specific peak
in the range signifies the subunit used in
that position. These methods have already
been successfully applied to the synthesis
and screening of nonpeptide libraries.

However, these methods have two major
limitations: (i) the coding tags may neg-
atively affect the binding of the ligand
structure to the target acceptor molecule,
and (ii) these chemical encoding methods
require that the chemistry of adding the tag
and synthesizing the library be orthogonal,
resulting in nearly doubling the number
of synthetic steps. To solve the problem of
interference by the coding tag, we have de-
veloped a novel and robust peptide-based
encoding strategy. In this method, the test-
ing molecule presents on the bead surface,
and the coding tag resides in the inte-
rior of the beads (Fig. 5c). This encoding

method is highly efficient, as each of the
building blocks is incorporated into the
testing arm (bead surface) and the coding
peptide backbone (bead interior) simul-
taneously (Fig. 6). This eliminates many
extra synthetic steps of standard chemi-
cal encoding. The positive beads identified
through screening can be isolated, and the
peptide coding tags, which consist of α-
amino acids with side chains derivatized
by the building blocks, can be readily de-
coded by Edman microsequencing. We
have successfully applied this encoding
method to a number of peptidomimetic
and small molecule libraries. This peptide-
encoding method, however, is relatively
slow because Edman chemistry for mi-
crosequencing is slow. Recently, we have
further improved our encoding method by
incorporating triple or quadruple cleavable
coding arms in the bead interior so that the
coding tag can be decoded with MS (Fig. 7).
Prior to library synthesis, the inner core
of each bead is derivatized with three or
four different coding arms on a cleavable
linker. Similar to the above-mentioned
peptide-based encoding method, each of
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Fig. 6 (a) Photomicrograph of the topographically segregated bifunctional
bead. Free amines at the inner core of each bead stained blue because they
reacted with bromophenol blue. (b) General encoding and decoding scheme
of peptide-encoded small molecule library (see color plate p. xxiii).
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Fig. 7 General encoding and decoding strategy of the MS-encoded small molecule library.

these coding arms contains a functional
group that is identical or related to the
functional groups on the scaffold of the
testing compound to be synthesized. Also,
each building block will react with the
testing and encoding arms simultane-
ously. Consequently, no extra synthetic
steps for encoding are needed. After
screening, the coding tags in the positive
beads are released, followed by molecular
mass determination using matrix-assisted
laser desorption/ionization-Fourier trans-
form mass spectrometry (MALDI-FTMS).

Very recently, we combined the bilayer
bead concept with the ‘‘ladder-synthesis’’
method (see above), which has been used
successfully in sequencing active beads
isolated from small molecule libraries. In
this method, the small molecule library is
synthesized such that library compound is
confined to the outer layer of the bead
and its ladder fragment resides in the
bead interior. Releasates of these com-
pounds and ladder fragments from the
positive bead are analyzed by matrix-
assisted laser desorption/ionization mass
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spectrometry (MALDI-MS)). On the basis
of the mass difference between the library
compound and its ladder fragments, the
identity of each building block can be
determined.

3
Application

Over the last decade, the synthetic combi-
natorial library approach has been applied
successfully to various biologic systems.
These include identification of ligands
for antibodies (both continuous and dis-
continuous epitopes), streptavidin, avidin,
opioid receptors, melanin-stimulating hor-
mone (MSH) receptor, surface idiotype
of B-cell lymphoma cell lines, bombesin
receptor, molecules A2 and B7 of major
histocompatibility complex (MHC) class
I cytokine receptors, signal transduc-
tion adaptor molecules such as SH2

and SH3 domains, adhesion molecules
such as gpllb/Illa, specific metal ions,
double-stranded DNA, and organic dye
molecules. In addition, peptides with
antiprotease (including HIV protease),

antiinflammatory, antibacterial, and cat-
alytic activities have been discovered. Fur-
thermore, substrate motifs for various
protein kinases, proteases, or other post-
translational modification enzymes have
been elucidated. Peptide-based enzyme
mimics (artificial enzymes) have been
identified through screening combinato-
rial peptide libraries. We reported the
use of a 32P or 33P phosphorylation as-
say and an autoradiographic method to
identify specific and efficient peptide sub-
strates for protein kinases. We have also
described the use of a whole-cell binding
assay in which bead libraries are mixed
with live cells, to identify cell surface bind-
ing peptide ligands specific for prostate
cancer, nonsmall cell lung cancer, and lym-
phoma cells. Tab. 2 summarizes some of
the published applications of combinato-
rial library methods.

Combinatorial chemistry has also suc-
cessfully applied to the field of material sci-
ence. This includes the discovery of poly-
meric structures with specific physical,
chemical, electrochemical, photochemical,
or photoelectric properties.

Tab. 2 Biological applications of combinatorial library methods.

Methods Application examples

Biological libraries MHC class II molecule binding peptides
Peptide substrate for tissue plasminogen activator
Peptide substrates for HIV-1 protease
Epitope mapping for B-cells
Cell surface ligands
Binding to the vasculature of various organs and

tumors by injecting the phage library intravenously
into live animals

Spatially addressable parallel
library

Epitope mapping for monoclonal and polyclonal
antibodies

T-cell epitopes
MHC class I molecule binding peptides
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Tab. 2 (continued)

Methods Application examples

Structure-activity relationship of substance P
Protein kinase substrates and inhibitors

Synthetic library methods
requiring deconvolution

Mimotopes/epitopes for monoclonal or polyclonal
antibodies

T-cell epitopes
Protease inhibitors
Antibacterial agents
Opioid receptor ligands
Molecules with catalytic activity
Molecules with hemolytic activity
α-Adrenergic receptor ligand (from peptoid

libraries)
CAMP-dependent protein kinase motif
DNA-binding peptides
Tab-2-binding peptides

One-bead one-compound Mimotopes/epitopes for monoclonal antibodies
library method MHC class I binding motif

SH3 domain-binding peptides
SH2 domain-binding peptides
GpIIb/IIIa-binding motif
Melanin-stimulating hormone-receptor ligands
Bombesin-receptor ligands
Streptavidin
Avidin
Factor Xa inhibitor
Protease substrates and inhibitors
Antibacterial agent
CAMP-dependent protein kinase motif
P60c−src protein kinase motif
Small organic dye-binding peptides
Artificial receptors
Anti-insulin monoclonal antibody recognizing a

discontinuous epitope
Surface idiotype of B-cell lymphoma cell lines
Ligands for an anti-β-endorphin antibody
Ligands for cell surface receptor of live cells
Peptides with catalytic activity

Synthetic library method using Epitope mapping for monoclonal antibodies
affinity chromatography Protein kinase substrates and inhibitors
selection SH2 domain-binding peptides

Kinase domains of protein tyrosine kinases

Note: Biological libraries are limited to peptide libraries with eukaryotic amino acids. The
remaining four methods can be applied to peptide or nonpeptide libraries.
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Screening of diverse random compound
libraries for specific biological or physical
properties often leads to the discovery of
lead compounds that have low potency.
On the basis of the structural motif of
these primary leads or lead compounds
determined by other means, secondary or
focused libraries may be designed and
screened under higher stringency. Com-
pounds identified from such secondary
screen often exhibit higher potency. This
approach can be repeated several times
to further optimize the compound. Al-
though combinatorial chemistry can be
applied to biological systems without any
known structural data such as X-ray crys-
tal structural of target proteins, structural
data do help. For example, one may ap-
ply molecular modeling techniques to
select appropriate scaffoldings and build-
ing blocks so that combinatorial libraries
with better ‘‘hit rates’’ can be designed.
The development of these combinatorial li-
brary methods not only facilitates the drug
discovery process but also provides impor-
tant information for the understanding of
molecular recognition.

4
Perspectives

Tab. 1 compares five peptide library meth-
ods. In general, there are only four
methods of generating and screening li-
braries of 106 to 108 peptides: biological
peptide library, combinatorial library re-
quiring deconvolution, the OBOC library,
and the affinity selection method. The spa-
tially addressable parallel library method,
while very useful, can only generate lim-
ited number of compounds (e.g. less than
10 000). Each method has its advantages
and disadvantages, and in every case the

choice of methods will depend on the spe-
cific application and the resources and
expertise available. Sometimes, it may
be advantageous to combine some of
these methods together. Because of the
versatility of synthetic chemistry, enor-
mous research efforts have been given
to the development of totally nonpeptide
small molecule libraries. New methods for
library synthesis, via solid-phase synthe-
sis methods or solution-phase synthesis
methods, will continue to be developed.
Microwave-assisted reactions will continue
to be developed to improve the cou-
pling yields. Novel building blocks and
multifunctional scaffoldings will be devel-
oped and commercialized. Novel encoding
methods for OBOC combinatorial libraries
will continue to evolve. New solid supports
with various composition, shape, and form
will be developed for various combinatorial
chemistry applications. As an alternative
to synthetic chemistry, enzyme-catalyzed
solid-phase biosynthetic methods may also
be used. In fact, these biosynthetic meth-
ods show great potential in the generation
of oligosaccharide or polyketide libraries
whose chemical synthesis may otherwise
be difficult.

The combinatorial library method rep-
resents a powerful technique for basic
research and drug discovery. It has also
proven to be extremely useful in material
and catalyst development. Chemical mi-
croarray is a unique form of combinatorial
library that is currently being exploited in
the field of drug discovery, proteomics,
and the development of novel diagnostics.
In the next few years, highly sensitive an-
alytical techniques will be developed to
quantitate the binding of target proteins to
such chemical microarrays and to deter-
mine the identity of the bound proteins to
such chemical microarrays. We anticipate
that combinatorial chemistry will continue
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to have a major impact on the field of drug
development and chemical biology in the
years to come.

See also Combinatorial Phage An-
tibody Libraries; Molecular Display
Technologies.
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Keywords

Apoptosis
The process of programmed cell death; the body’s normal method of disposing of
damaged, unwanted, or unneeded cells.

Cytoskeleton
An internal network of filaments and tubules that give the eukaryotic cell its ability to
move, to assume a characteristic shape, to divide, to arrange its organelles, and to
transport them from one location to another.

Endocytosis
The process by which soluble material is internalized into a cell via invagination of cell
surface membrane.

Endosome
A membrane-bound organelle that carries material newly ingested by endocytosis. It
passes many of the materials to the terminal degradative compartment (lysosome) for
degradation.

Lysosome
A membrane-bound organelle containing digestive enzymes with acidic pH optima.
Lysosomes are found in almost nucleated all cells and are vehicles for secretion as well
as digestion.

Opsonin
A substance naturally present in the blood that renders bacteria susceptible to
phagocytosis through the promotion or enhancement of attachment via a cell
surface receptor.

Phagocyte
An immune cell that engulfs and digests dead or dying cells, microorganisms, or other
foreign bodies in the bloodstream and tissues.

Phagosome
A vacuole formed by the internalization of surface membrane along with an
attached particle.
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Pseudopod
Literally ‘‘false foot’’; extensions of the plasma membrane used for a variety of cell
activities, most notably locomotion and phagocytosis.

� Phagocytosis, the process by which eukaryotic cells internalize other cells, cell
fragments, protein aggregates, and foreign bodies, has an essential role in physiology.
In primitive organisms, it is primarily used for acquisition of nutrients, whereas, in
higher organisms, it occurs in specialized cells such as monocytes and neutrophils
and is required for a wide variety of biological events. These include clearance of
infectious agents and senescent cells, and tissue repair and remodeling. Because
phagocytosis is essential for survival and homeostasis, complex signaling pathways
have evolved both to regulate the engulfment process and to couple uptake of
particulate material with appropriate cellular responses. Many pathogens manipulate
the signaling pathways involved in phagocytosis to avoid phagocytic killing and to
establish intracellular infections within phagocytes.

1
Phagocytosis and Physiology

Phagocytosis is the process by which eu-
karyotic cells internalize other cells, cell
fragments, protein aggregates, and foreign
bodies. While targets for engulfment may
be up to many microns in diameter, the
term phagocytosis is generally reserved for
particles that are more than 1 µm in diam-
eter, because, at this size, the mechanisms
for internalization clearly differ from those
used for endocytosis of soluble material.
Phagocytosis was first described in 1883
by Elie Metchnikoff, who observed cells
in starfish larvae capable of ingesting and
destroying foreign substances. His work
led to the discovery of the role of phago-
cytes in host defense against pathogens.
This was a significant contribution to the
field of immunology. Since that time,
studies of phagocytosis have not only elu-
cidated aspects of immune defense but
also cell biology, developmental biology,
microbiology, and ecology.

Phagocytosis is a component of many
different physiological processes. For ex-
ample, amoebae phagocytose bacteria and
other organisms as a food source, and the
nitrogen released by soil amoebae stimu-
lates the growth of nearby plant life. In
higher organisms, the most prominent
roles for phagocytosis include the removal
of tissue debris after injury, senescent ery-
throcytes, apoptotic cells, and the destruc-
tion and removal of invading microbes.

Survival of protozoan amoebae depends
on their ability to internalize particulate
matter. These single-celled animals feed
primarily on bacteria, soluble organic mat-
ter, and sometimes fungi. Soil protozoa
play an important role in mineralizing
nutrients, making them available for use
by plants and other soil organisms. After
soil protozoa internalize and digest bacte-
ria, they release excess nitrogen, and since
they are concentrated near plant roots, the
plant can benefit from this supply of nu-
trients. These plants, in turn, are used
as a food source for many vertebrates. In



180 Phagocytosis

this way, phagocytosis performed by tiny,
single-celled organisms is a vital part of
the food chain.

Marine bivalves, such as mussels, oys-
ters, and clams, utilize phagocytosis as
a primary means of defense against mi-
crobes. Bivalves filter great volumes of
water through their gills. These inverte-
brates trap and accumulate large numbers
of microorganisms present in the water. To
cope with this challenge, bivalves possess
phagocytic cells called hemocytes, which
engulf and destroy pathogenic microbes.

In mammals, phagocytosis is the pri-
mary mechanism for removal of invading
microorganisms, dead and dying cells, tis-
sue debris, protein aggregates, and foreign
bodies. Phagocytosis is essential for host
defense against infectious diseases, for
organ remodeling in embryonic develop-
ment, for tissue repair after injury, and for
the removal of aging and senescent cells.
Although many mammalian cells are able
to perform phagocytosis, it is the primary
function of specialized leukocytes, mono-
cytes, and neutrophils. These phagocytes
circulate throughout the body in search of
microbes and senescent cells. Once inter-
nalized, a number of signaling pathways
are initiated within phagocytes, which reg-
ulate complex host immune responses
such as inflammation.

2
Types of Phagocytes

2.1
Professional Phagocytes

The host defense aspects of phagocytosis
require recognition of potential pathogens.
This is a function of specialized leuko-
cytes, myeloid cells called macrophages,
polymorphonuclear leukocytes (PMNs), and

dendritic cells, collectively referred to as pro-
fessional phagocytes. All professional phago-
cytes originate from precursor cells in the
bone marrow. They migrate through blood
and tissues, surveying for bacteria, foreign
particles, and cellular debris, which they
internalize and digest. Although PMNs,
macrophages, and dendritic cells share the
common function of phagocytosis, each
cell type has distinct functions in the im-
mune system.

2.1.1 Macrophages
Mononuclear phagocytes are released
from the bone marrow as monocytes,
which migrate from the bloodstream into
different tissues, where they further dif-
ferentiate into mature macrophages. The
phenotype of these cells is highly depen-
dent on the tissue in which they reside.
Kupffer cells, resident macrophages of
the liver, remove dying erythrocytes and
other debris from the bloodstream. Alve-
olar macrophages in the lung ingest and
remove inhaled particles that are small
enough to reach the terminal airways. Mi-
croglia in the central nervous system ingest
degenerated myelin. Macrophages are also
found in the submucosa of the gastroin-
testinal and urogenital tracts, in the skin,
and in the synovial membranes lining joint
cavities. At these sites, they remove bacte-
ria that frequently cross epithelial barriers
into these tissues from the gastrointestinal
tract or the lung.

Macrophages have important roles in the
innate immune response. They internalize
and destroy infectious agents, and release
inflammatory mediators, including inter-
leukin (IL)-8, which attracts neutrophils
to sites of infection, and IL-12 or IL-4,
which activates T cells. In response to
IL-12, T cells produce interferon gamma,
which augments the effector functions of
macrophages.
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2.1.2 Polymorphonuclear Leukocytes
Polymorphonuclear leukocytes (PMNs), or
neutrophils, are short-lived cells (average
life span is 24 to 48 h) equipped with
numerous antimicrobial effector mecha-
nisms. Unlike resident macrophages and
immature dendritic cells, PMNs do not
reside in peripheral tissues prior to in-
fection. Rather, PMNs are recruited from
the circulation to sites of infection by sig-
nals produced by pathogens and other
immune cells. This process of oriented
migration in response to chemical gradi-
ents is called chemotaxis. Recruited PMNs
accumulate at sites of infection, phago-
cytose pathogens and kill them, using
several microbicidal mechanisms. PMNs
contain several types of granules that
are specialized for the storage and secre-
tion of antimicrobial products, including
lysozyme, which can digest the peptido-
glycan component of most bacterial cell
walls, and myeloperoxidase, which con-
verts hydrogen peroxide and hydrochloric
acid to hydrochlorous acid. After PMNs
internalize a pathogen, the membrane-
bound granules fuse with the phagosome,
placing the effector molecules in direct
contact with the ingested material. In addi-
tion to intracellular killing of phagocytosed
bacteria, PMNs are also capable of killing
extracellular microbes by secreting gran-
ules into the extracellular space.

2.1.3 Dendritic Cells
Dendritic cells (DCs) are so named
because of the branched morphology of
their surface. DCs may develop directly
from common myeloid progenitors or
from monocytes and plasmacytoid cells.
The different progenitors give rise to
different subsets of DCs: Langerhans DC,
interstitial DC, monocyte-derived DC, and
plasmacytoid-derived DC. DCs are found
in virtually all organs.

DCs are best known for their role in the
initiation of adaptive immune responses.
Their function in immunity alters with
their maturity. Immature DCs in the
peripheral tissues are highly phagocytic.
Once they have phagocytosed pathogens,
they mature, becoming less phagocytic.
Mature DCs then migrate to lymphoid
organs, where they transmit information
to T cells about the nature of the pathogen
and the infected tissues.

2.2
Nonprofessional Phagocytes

In multicellular organisms, a significant
amount of phagocytosis is carried out
by nonprofessional phagocytes. These are
usually fibroblasts or epithelial cells whose
phagocytic function facilitates general pro-
cesses such as maintenance of the extracel-
lular matrix, response to injury, develop-
ment of inflammation, and regulation of
immune responses. Phagocytosis by these
cells is also essential to specific processes
such as maintenance of vision and clear-
ance of apoptotic cells. Nonprofessional
phagocytosis is also an important vehicle
through which pathogens gain access to
the intracellular space.

2.2.1 Renewal of the Sensory Retina
The retina is a part of the central nervous
system directly exposed to external envi-
ronmental stimuli. The outer segments
of photoreceptors are damaged by oxida-
tive stress and need to undergo a renewal
process. Phagocytic cells of the retinal
pigmented epithelium (RPE) contribute
to retinal renewal by ingesting and de-
grading the spent tips of photoreceptor
outer segments. RPE cells are the most
active phagocytes in the body, ingesting
approximately 25 000 to 30 000 discarded
segments per day. Phagocytosis of rod
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outer segment tips by RPE cells is vitally
important for maintaining structural and
functional integrity of the retina. When
RPE cells are unable to perform this
task, irreversible photoreceptor degener-
ation and blindness occur. RPE phagocytic
defects are common in the aging eye and
may contribute to age-related macular de-
generation.

2.2.2 Clearance of Apoptotic Cells
As a part of normal growth and develop-
ment, certain cells undergo programmed
cell death, or apoptosis. In contrast to
necrosis, which is a form of cell death
that results from acute tissue injury,
apoptosis is carried out in an ordered
process that minimizes inflammation. Al-
though apoptotic cells may be removed
by monocytes and macrophages, nonpro-
fessional phagocytes play an important
role in the clearance of apoptotic cells.
This is particularly true in tissues that
undergo frequent remodeling, such as ep-
ithelial barriers, and tissues that have been
subjected to trauma. While professional
phagocytes often need to be recruited to
these areas, nonprofessional phagocytes
are already present, allowing for imme-
diate recognition and removal of dead
cells. The timely engulfment of apop-
totic cells prevents the release of their
potentially proinflammatory and proim-
munogenic contents.

After a cell has undergone apoptosis, it
breaks down into apoptotic particles with
intact membranes. These particles have
certain molecules on their surface, includ-
ing lectins and the lipid phosphatidylser-
ine (PS), which signal their readiness
to be phagocytosed. Unlike phagocyto-
sis of pathogens, which is followed by
the release of inflammatory mediators,
phagocytosis of apoptotic cells is im-
munologically ‘‘silent’’ in that it does

not lead to the induction of inflamma-
tory responses.

2.2.3 Phagocytosis and Pathogens
Phagocytosis is critical to the survival of
many pathogens. It provides a means by
which many pathogens can avoid circu-
lating immune factors such as antibodies
and complement (see Sect. 3.2.2). The host
cell cytoplasm also contains nutrients and
other factors that many pathogens require.
For example, the food-borne pathogen Lis-
teria monocytogenes induces its uptake into
intestinal epithelial cells and utilizes host
cell actin to travel from cell to cell without
ever leaving the intracellular environment.
By using actin polymerization to propel
itself, Listeria can distend the plasma mem-
brane of one epithelial cell to project into
the plasma membrane of another. For fur-
ther discussion of this topic, see Sect. 4.

3
Cell Biology of Phagocytosis

Phagocytosis requires stimulation of re-
ceptors on the surface of the phagocyte
by ligands on a phagocytic target. The
receptors activate a number of signaling
pathways that together orchestrate rear-
rangement of the actin cytoskeleton, exten-
sion of the plasma membrane, and fusion
to form a vacuole termed the phagosome.
Several downstream signaling events regu-
late interactions of the phagosome with the
endocytic pathway and the production of
microbicidal molecules. An overwhelming
number of signaling molecules partici-
pate in phagocytosis. This section will
highlight several molecules involved in re-
ceptor function during phagocytosis, in
the process of ingestion, in the process of
phagosome maturation, and in the linkage
of ingestion to specific cellular responses.
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3.1
Models of Phagocytic Signaling

The signaling initiated by particle binding
to a phagocyte receptor causes local
changes in the plasma membrane that lead
to internalization. It follows that signaling
events during phagocytosis must be highly
localized. Two models of signaling have
been proposed to describe the spatial
organization of the phagocytic response:
the zipper model and the trigger model.

According to the ‘‘zipper hypothesis’’,
phagocytosis requires repeated interac-
tions between ligands on the target particle
and receptors on the phagocytic cell. In
this model, membrane protrusions of the
phagocytic cell move over the target like
a zipper, as ligands on the particle se-
quentially engage phagocyte receptors. An
important feature of this model is that
the membrane events that lead to engulf-
ment must be very localized. Signaling
is spatially confined to the region of the
cytoplasm near the receptor. The phago-
cytic response is limited to the particle that
initiates phagocytosis.

In contrast, the trigger model entails
phagocytic signaling that is not entirely
confined to the region of the cytoplasm
near the stimulated receptor. Signaling
may radiate from the receptor site. As a
result, the phagocyte may not only engulf
the particle that initiated engulfment but
also nearby particles. Phagocytosis in this
model does not require repeated interac-
tions between the particle and phagocyte
receptors. Particle binding results in a sig-
nal that is propagated through a region of
cytoplasm to nearby receptors. Once this
signal is above a certain threshold, it leads
to particle engulfment. The first pseudo-
pod formed is often enough to complete in-
gestion. Some bacteria enter cells by stim-
ulating this kind of all-or-none response.

Subsequent to engulfment, the newly
formed phagosome participates in a series
of membrane fission and fusion events,
a process called phagosome maturation.
The locally guided signaling that leads
to engulfment in zippering phagocyto-
sis does not appear to guide phagosome
maturation. If maturation were strictly lo-
cally regulated, then identical phagosomes
should all mature alike. Instead, identi-
cal phagosomes do not always mature
identically. This indicates that signals gov-
erning maturation are not strictly locally
regulated, but are integrated over the en-
tire organelle.

Numerous different receptors can stim-
ulate particle ingestion; the cytoskeletal
elements mediating internalization differ
according to the receptor stimulated and
the nature of the pathogen being inter-
nalized, and the intracellular fates of the
particle can differ. Despite the complex-
ity associated with different phagocytic
mechanisms, all share a number of fea-
tures: Particle internalization is initiated
by the interaction of specific receptors on
the surface of the phagocyte with ligands
on the surface of the particle. This leads
to the polymerization of actin at the site
of ingestion, and the internalization of
the particle. The internalized particle is
contained in a membrane-limited phago-
some that matures via fission and fusion
reactions with the endosomal system. Mat-
uration is completed as the phagosome
fuses with lysosomes and the phagosomal
contents are degraded. However, many
pathogens are able to avoid this fate by
altering phagosome maturation.

3.2
Recognition of the Phagocytic Target

Recognition of the phagocytic target
can either be direct or indirect. Direct
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recognition occurs through interactions
between phagocyte receptors and com-
ponents of the target cell wall. Indirect
recognition occurs through the process of
opsonization. Opsonization is the bind-
ing of host cell proteins (opsonins) to
the surface of microbes, apoptotic cells,
or cellular debris. Opsonins promote or
enhance the binding of the particle to
phagocyte receptors.

3.2.1 Direct Recognition
Professional phagocytes express a set of
surface receptors that recognize invading
organisms and dead or dying cells. These
target motifs are called pathogen-associated
molecular patterns (PAMPs). The phago-
cyte receptors that recognize PAMPs are
called pattern recognition receptors (PRRs).
A number of these receptors recog-
nize specific features that differentiate
the target from normal cells. For ex-
ample, there are phagocyte receptors for
lipopolysaccharide (LPS), a component of
the gram-negative bacterial cell wall, for
peptidoglycan of gram-positive organisms,
β-glucans in many fungal cell walls, de-
natured proteins, and phosphatidylserine
(a surface-exposed component of apop-
totic cells). These receptors directly bind
their ligands on the target and initi-
ate signaling cascades that lead to their
uptake.

Toll-like Receptors Toll-like receptors
(TLRs) are PRRs important in innate im-
munity. TLRs are a family of receptors that
recognize a variety of molecules specific
to pathogens, including surface compo-
nents such as LPS, peptidoglycan, and
lipoteichoic acid. TLRs derive their name
from the Drosophila protein, Toll, which is
involved in early development and host de-
fense in the fly. TLRs are widely expressed

on both professional and nonprofessional
phagocytes. TLRs are recruited to phago-
somes containing ingested targets. How-
ever, there is no evidence that TLRs
themselves initiate phagocytosis. Signal-
ing through certain TLRs is thought to
identify a pathogen and trigger a tailored
immune response. Thus, it is likely that
TLRs localized to phagosomes act primar-
ily to identify the target and to transmit
signals that may activate specific microbi-
cidal mechanisms.

3.2.2 Indirect Recognition
The host immune response has evolved
soluble proteins that recognize invading
microorganisms and, in turn, are recog-
nized by specific receptors on phagocytic
cells. These serum proteins are called
opsonins, from the Greek opson, mean-
ing, ‘‘to prepare to eat.’’ Opsonins in-
crease the range of microbes recognized
as potential pathogens, or cells recog-
nized as damaged or defective, and they
engage potentially more efficient mecha-
nisms for clearance than occurs through
direct recognition. The classic opsonins
are antibodies and complement, for which
there are various receptors on phago-
cytic cells.

Fc Receptor Fc receptors (FcR) bind to
the Fc portion of antibody molecules. Re-
ceptors for IgA (FcαR) and IgG (Fcγ R)
are expressed on professional phagocytes.
Phagocytosis through Fcγ R has been ex-
tensively studied. The Fcγ receptors on
human monocytes that activate phagocy-
tosis are Fcγ RI, Fcγ RIIA, and Fcγ RIII.
These receptors contain immune-tyrosine
activation motifs (ITAMs) in their cytoplas-
mic domains, which initiate signaling for
particle engulfment through the activation
of tyrosine kinases.
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Complement Receptor The complement
component C3 is the second major
opsonin in serum. During complement ac-
tivation, C3 is first cleaved to C3b and then
further to inactivated C3bi. C3b or C3bi
fragments attach nonspecifically to the
carbohydrate surface of pathogens. Phago-
cytes express receptors for both of these
C3 fragments, and these complement re-
ceptors may initiate phagocytosis. Unlike
Fc receptors, complement receptors are
not competent for ingestion in unactivated
cells. Phagocytes ingest C3-opsonized tar-
gets efficiently only after activation. Acti-
vation stimuli can be found at sites of in-
fection and inflammation, indicating that
complement receptor-mediated phagocy-
tosis occurs primarily at these sites.

Complement receptors 3 and 4 (CR3
and CR4) mediate ingestion of particles,
while complement receptor 1 (CR1) is pri-
marily responsible for adhesion of the
opsonized target to the phagocytic cell.
CR3 has a central role in PMN phagocy-
tosis, and its expression is required for
other receptors to interact appropriately
with the cytoskeleton for adhesion and in-
gestion. The importance of this receptor
in PMN function is highlighted by the
phenotype of individuals with leukocyte
adhesion deficiency type I, who lack the
β2 chain of CR3. These patients have se-
vere recurrent infections due to failure
of PMNs to migrate to the site of infec-
tion and failure of the few cells that do
reach the site of infection to phagocytose
efficiently.

CR3 and CR4 are integrin receptors
that link to the cytoskeleton through
their cytoplasmic tails. Their role in
phagocytosis may be linked to their
effects on the cytoskeletal organization of
phagocytes. These receptors also activate
tyrosine kinases that are essential for
particle engulfment.

3.3
Early Signaling Events in Phagocytosis

When FcRs are ligated and clustered,
tyrosine kinases are activated. ITAM-
mediated activation of FcRs requires the ty-
rosine kinase Syk. Syk is required for FcR-
mediated ingestion, but not CR3-mediated
phagocytosis. Syk activation requires phos-
phorylation of the tyrosines within the
ITAM, and, in many cases, members of
the Src family of tyrosine kinases perform
this function. However, genetic deletion
of Hck, Fgr, and Lyn, three of the ma-
jor Src family kinases of macrophages,
delays but does not inhibit FcR-mediated
phagocytosis. It is possible that Syk can
phosphorylate the ITAMs itself when the
receptors are sufficiently clustered.

A number of signaling events relevant
to phagocytosis occur as a result of Syk
activation. Syk can act not only as a kinase
but also as a docking molecule for other
signaling effectors. Syk activation leads to
actin polymerization through the activa-
tion of phosphatidylinositol 3-kinase (PI-3
kinase), Rho family guanosine triphos-
phatases (GTPases), and p21-activated ki-
nase. Syk also leads to the activation of
phospholipase C (PLC), which, in turn,
activates protein kinase C (PKC).

PI-3 kinase catalyzes the phosphoryla-
tion of phosphatidylinositol (PI) (4,5)P2

to PI(3,4,5)P3, a phospholipid important
in recruiting signaling molecules such as
the kinase Akt/PKB to specific regions of
the membrane. Inhibition of PI 3-kinase
blocks phagocytosis of a broad spectrum
of particles that include IgG- and com-
plement opsonized particles and bacteria,
clearly demonstrating an important role
for PI-3 kinase activation in particle inter-
nalization. Blockade of PI-3 kinase does
not inhibit particle binding or actin poly-
merization beneath the particle, which
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suggests that phagocytic signaling is in-
tact. Instead, PI-3 kinase is required for
membrane extension and fusion behind
the particle, perhaps by regulating the in-
sertion of new membrane at the site of
particle internalization.

PLC cleaves PI(4,5)P2, releasing inosi-
tol triphosphate (IP3) and diacylglycerol
(DAG). DAG activates PKC, which partic-
ipates in the formation of actin filaments
beneath the site of particle binding. Like
PI-3 kinase, PLC is recruited to phago-
somes containing IgG-opsonized particles
and inhibition of its activity blocks inter-
nalization. Unlike PI-3 kinase inhibitors,
PLC inhibitors completely block the for-
mation of actin filaments beneath the site
of particle contact, strongly suggesting that
the main role of PLC is to activate PKC.

Phagocytosis induces activation of small
GTPases of the Rho family, Rho, Rac,
and Cdc42 that regulate cytoskeletal re-
arrangements. FcR-mediated phagocyto-
sis depends on Rac and Cdc42, while
CR3-mediated uptake of particles acti-
vates Rho. Cdc42 and Rac coordinate actin
polymerization through the activation of
WASP (Wiskcott–Aldrich syndrome pro-
tein) and Scar/WAVE (WASP family
Verprolin-homologous) respectively and
the Arp2/3 complex, which together lead
to actin polymerization and pseudopod
extension. Rac is also involved in the as-
sembly and activation of the phagocyte
NADPH oxidase complex, which generates
microbicidal reactive oxygen molecules.
Rho is required for myosin-dependent
cell contractility, which is morphologi-
cally similar to the mechanism of CR3-
mediated phagocytosis.

3.4
Internalization

Particle internalization requires activation
of a number of signaling pathways that

together orchestrate rearrangement of the
actin cytoskeleton, extension of the plasma
membrane, and fusion to form the phago-
some. The precise mechanism of inter-
nalization is remarkably heterogeneous
and depends on the type of receptor or
receptors that participate in particle recog-
nition and on the nature of the particle.
Thus, although FcR-mediated phagocyto-
sis is initiated by membrane protrusions
that extend around the particle, particles
internalized through CR3 appear to sink
into the cell without significant membrane
protrusions. These differences are likely
due to different cytoskeletal elements that
are assembled at the site of phagocytosis.

FcR-mediated phagocytosis occurs
through a zippering mechanism. Sequen-
tial ligation of FcRs by particle-bound IgG
results in pseudopod extension over the
particle (Fig. 1). Alterations in the actin
cytoskeleton are essential for pseudopod
extension during FcR-mediated phagocy-
tosis. Pseudopod advance is followed by
contractile activities that constrict the outer
margin of these extensions to enclose
the particle. Myosins are utilized for the
contractile activity of phagosome closure.
FcR-mediated phagocytosis results in a
response proportional to the size of the
particle, which results in the formation
of a phagosome tightly apposed to the
particle surface.

Phagocytosis mediated through CR3 oc-
curs through a variation of the zipper
method; it does not involve pseudopod for-
mation, but rather C3-opsonized particles
simply sink into phagocytes. In addition
to the actin cytoskeleton, microtubules are
required for CR3-mediated phagocytosis.

Several bacteria are internalized through
methods very different from zipper-
ing phagocytosis. Salmonella typhimurium
triggers generalized membrane ruffling
that results in the internalization of
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the bacterium into a large compartment
resembling a macropinosome (a large
compartment of internalized extracellular
fluid). The phagosome is large relative
to the bacterium and has been called
a spacious phagosome. Legionella pneu-
mophila contains a surface protein that
fixes complement to the surface of the bac-
terium, thereby facilitating binding to the
macrophage surface through the CR. After
binding, the bacterium induces the forma-
tion of an extended host cell pseudopod
that spirals around the bacterium, form-
ing a structure termed a coiled phagosome.
Since this structure of this phagosome is
very different than that induced by CR3,
it is likely that additional L. pneumophila
signals must be required.

3.5
Cytoskeleton in Phagocytosis

The cytoskeleton mediates a variety of
essential biological functions in all eu-
karyotic cells. In addition to providing
the structural framework around which
cell shape and polarity are defined, its dy-
namic properties provide the driving force
for cells to move. The changes in cell
shape that occur during phagocytosis are
dependent on reorganization of the actin
cytoskeleton. The cytoskeleton also serves
as a platform to bring surface receptors,
enzymes, and their substrates into close
proximity. Thus, agents that depolymer-
ize the cytoskeleton not only inhibit shape
changes but also inhibit signals initiated
by receptor ligation.

All types of phagocytosis require
myosins and actin polymerization at
the site of ingestion. Myosins have

Fig. 1 Scanning electron micrograph of
a macrophage internalizing
IgG-opsonized erythrocytes.

been localized to phagosomes and play
a key role in phagosome formation.
Actin polymerization generates the force
necessary for particle engulfment during
phagocytosis. This is particularly evident
in FcR-mediated phagocytosis during
which a band of filamentous actin (F-
actin) moves over the particle during
pseudopod extension. Subsequent to FcR
activation, localized actin polymerization
occurs underneath the phagocytic target
and promotes assembly of a continuous
F-actin cup. In contrast, CR3-mediated
internalization leads to the transient
accumulation of F-actin and cytoskeletal
elements in small foci underneath
bound particles. Although phagocytosis
mediated through FcR and CR3 both
require actin, only phagocytosis mediated
by CR3 is sensitive to agents that
disrupt microtubules. This difference may
account for the different mechanisms of
internalization initiated by the receptors.

The cytoskeleton also plays a part
in phagosome maturation. Microtubules
are required for positioning of various
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components of the endocytic pathway
in defined domains of the cell and for
organelle motility. Microtubules provide
the substrate for motor proteins, dynein,
and kinesin, which propel organelles in
specific directions along the length of the
microtubule. Microtubule-based motility
contributes to phagosome maturation, as
disruption of microtubules can slow fusion
of phagosomes with lysosomes.

3.6
Phagosome Maturation in Macrophages

The internalization of a particle into a
membrane-limited vacuole creates a new
intracellular organelle, the phagosome.
In order to progress to the hostile en-
vironment required for degradation, the
phagosome must be completely remod-
eled, a process termed phagosome matura-
tion. As the phagosome matures within the
macrophage, both its membrane compo-
sition and contents are modified through
sequential interactions with the endocytic
pathway. The process occurs differently in
neutrophils, which have a small endocytic
compartment and specialized lysosomes
called primary granules. Primary granules
fuse directly with the base of the phago-
some as it develops.

3.6.1 The Endocytic Pathway of
Macrophages
The endocytic pathway is a series of
intracellular vesicular organelles, distin-
guishable by their membranes and con-
tents. Within the endocytic compartment,
molecules mix and redistribute by or-
ganelle fusion and cytoskeleton-associated
organelle motility. The distinct identities
of the compartment organelles are main-
tained during this mixing by segregation
of membrane molecules, together with

vesicle fission reactions that restore or
maintain compartment identities.

The endocytic pathway consists of en-
dosomes and lysosomes. Endosomes are
acidic organelles that receive internalized
molecules from the plasma membrane,
and sort them efficiently to other vesicular
compartments, or recycle them back to the
plasma membrane. There are early endo-
somes and late endosomes, which differ
in membrane markers and luminal pH.
Early and late endosomes have a char-
acteristic pH of 6.5 and 6.0 respectively.
Membrane markers of early endosomes
include Rab5 and early endosome antigen
1 (EEA1), while Rab7 is a marker of late
endosomes. Lysosomes are distinguished
from endosomes by a pH of 5.0 to 5.5 and
the presence of acid hydrolases. Lysosomes
are the terminal degradation compartment
of the endocytic pathway.

3.6.2 Membrane Traffic in Phagosome
Maturation
The nascent phagosome membrane was
originally thought to be similar in composi-
tion to the plasma membrane, containing
a sample of the extracellular medium. Re-
cent analyses of phagosomes containing
latex beads identified a number of mem-
brane proteins that typically reside the
endoplasmic reticulum (ER). The presence
of these proteins on phagosomal mem-
branes indicated that the ER contributes
membrane to the forming phagosome.

After internalization, phagosome matu-
ration is temporally coordinated through
the sequential activities of molecules that
direct fusion with elements of the endo-
cytic pathway. Rab GTPases and phospho-
inositides regulate diverse functions asso-
ciated with membrane trafficking, such as
vesicle formation, vesicle docking and fu-
sion, and organelle association with the
cytoskeleton. Rab5 directs interactions of
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the phagosome with early endosomes and
recruits the type III PI-3 kinase hVps34,
which generates PI(3)P. Rab5 and PI(3)P
are present on the phagosomal membrane
at early time points and may facilitate the
assembly of the NADPH oxidase complex
on early phagosomes.

Rab7 is acquired by phagosomes dur-
ing the progression from the early to
late endosomal stages. Rab7 is an im-
portant regulator of membrane trans-
port from early to late endosomes
and of lysosome biogenesis. Late-stage
phagosomes fuse with lysosomes to
form a hybrid organelle in which the
phagosomal contents are degraded by
acid hydrolases.

3.6.3 Production of Microbicidal
Molecules within Phagosomes
In concert with phagosomal maturation,
there is a progressive acidification of the
interior of the phagosome. The drop in
pH occurs as a result of the acquisi-
tion of the vacuolar proton-ATPase to
the phagosome, which actively pumps
protons into the phagosome. The acidic
lumen can inhibit bacterial growth and
viability, and enhance other microbicidal
mechanisms within phagosomes. For ex-
ample, low pH can activate pH-sensitive
proteases and lipases that are delivered
to the phagosome during fusion with
lysosomes. Creating an inhospitable en-
vironment for pathogens may not be
the only role of phagosomal acidifica-
tion. The lumenal pH contributes to
membrane traffic. Inhibition of phago-
somal acidification prevents phagosome-
lysosome fusion.

Microbicidal anions are also produced
within phagosomes. The presence of Rac
and PI(3)P on early phagosomes facili-
tates the assembly of the NADPH oxidase

complex on early phagosomes. Activa-
tion of NADPH oxidase does not occur
as a result of CR3-mediated phagocyto-
sis, as CR3-mediated uptake of particles
activates Rho, but not Rac. NADPH ox-
idase catalyzes the production of super-
oxide anion. Superoxide can interact with
chelated metals to produce hydroxyl rad-
ical or dismutate to hydrogen peroxide,
from which additional reactive oxygen in-
termediates (ROI) are generated. ROI are
potent cytotoxic molecules, which dam-
age bacterial DNA and membranes. The
critical importance of ROI generation by
NADPH oxidase in immunity to microbes
is emphasized by the symptoms of pa-
tients with chronic granulomatous disease
(CGD), a genetic deficiency in any of the
NADPH oxidase subunits. The hallmarks
of CGD are recurrent bacterial infections
and chronic inflammation with granu-
loma formation.

Superoxide and hydrogen peroxide, in
addition to their own antimicrobial ac-
tivity, can also be used as substrates for
the neutrophil enzyme, myeloperoxidase.
Myeloperoxidase is stored in the granules
of neutrophils and is also expressed in
monocytes. Using the products of NADPH
oxidase as its substrates, myeloperoxidase
generates hypochlorous acid as well as
other ROI, all of which have potent mi-
crobicidal activities.

Cytotoxic reactive nitrogen intermedi-
ates (RNI) are also produced inside phago-
somes of mouse macrophages activated
by interferon gamma and LPS. Inducible
nitric oxide synthetase localizes to vesi-
cles and produces nitric oxide (NO) from
L-arginine. NO is toxic to bacteria, as
it damages membranes, and inactivates
DNA and proteins. Superoxide and NO can
combine to produce another microbicidal
molecule, peroxynitrite.
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4
Microbes and Phagocytosis

Phagocytosis evolved, in part, as a defense
mechanism against pathogenic microor-
ganisms. In turn, pathogenic bacteria have
evolved methods that avoid destruction by
phagocytes. Some bacteria avoid phagocy-
tosis, while others survive within phago-
cytes. Paradoxically, many pathogens actu-
ally stimulate cells to initiate phagocytosis,
and thrive in the intracellular environment
(see Fig. 2).

4.1
Evasion of Phagocytosis

Phagocytosis requires binding of the par-
ticle by phagocyte cell surface receptors.
Streptococcus pyogenes avoid phagocytosis

by producing a slippery capsule, which
phagocytes cannot grasp. The capsule also
prevents opsonization by antibodies or
complement. Other pathogenic bacteria
have evolved mechanisms to regulate Rho
family GTPases as a means of avoiding
immune clearance. Yersiniae species avoid
phagocytosis by host immune cells in part
by secreting a protein called YopE into
the cytoplasm of host cells. YopE rapidly
deactivates Cdc42, Rac, and Rho, thereby
inhibiting the actin rearrangements nec-
essary for phagocytosis.

4.2
Induction of Phagocytosis

Many pathogens can evade immune de-
struction by taking advantage of the phago-
cytic uptake of apoptotic cells. The parasite

Fig. 2 Bacterial mechanisms for escaping phagocytic clearance. Selected
examples of bacteria that use the indicated mechanisms are given.
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Trypanosoma brucei induces apoptosis in
host cells and is engulfed along with the
apoptotic particles into new host cells.
Leishmania spp are obligate intracellular
parasites; that is, they must reside inside
cells for survival. To reach the intracel-
lular environment, these parasites mimic
apoptotic cells by expressing PS on their
outer membranes; they are phagocytosed
by macrophages.

Many pathogens, such as L. monocyto-
genes, induce their uptake into host cells
by directly engaging receptors on nonpro-
fessional phagocytes. In this way, they
can gain intracellular entry by receptor-
mediated phagocytosis using receptors
normally used for adhesion or growth
control. Others, such as Escherichia coli
and Salmonella, secrete factors that can se-
lectively induce phagocytosis. Commonly,
pathogens induce phagocytosis by trigger-
ing signal transduction cascades leading
to cytoskeletal rearrangements.

4.3
Intracellular Survival within Phagocytes

Subsequent to phagocytosis, pathogens
may survive within phagocytes by mod-
ifying the normal membrane trafficking
that accompanies phagosome maturation.
Some bacteria halt phagosome matura-
tion prior to phagosome–lysosome fusion,
and others avoid the endocytic pathway all
together. Mycobacteria tuberculosis prevent
fusion of phagosomes with lysosomes by
inhibiting the function of EEA1, an early
endosome marker required for phago-
some–endosome interactions. These bac-
teria also prevent phagosomal acidification
by excluding ATP, an energy source re-
quired for the proton ATPase pump, from
its limiting membrane. Legionella and
Chlamydia phagosomes have little or no

interaction with the endocytic compart-
ment but instead reside in compartments
derived from the endoplasmic reticulum
and Golgi apparatus, respectively. Com-
partments containing Chlamydia are not
microbicidal; they do not acidify and do not
interact with lysosomes. Legionella phago-
somes resemble autophagosomes, which
eventually fuse with lysosomes.

A few intracellular pathogens avoid de-
struction within lysosomes by producing
toxins that rupture the phagosome and
allow the bacteria to survive within the
host cell cytosol. In the safe cytosolic en-
vironment, these bacteria are ensured a
neutral pH, ample access to nutrients,
and protection from many of the host cell
defenses by enzymes like superoxide dis-
mutase and catalase that eliminate ROI.
Shigella flexneri and L. monocytogenes are
examples of bacteria that employ phagoso-
mal exit as a survival strategy.

Instead of avoiding the lysosomal envi-
ronment, some bacteria can survive within
it. L. pneumophila and Coxiella burnetii are
unique among intracellular pathogens, in
that they thrive within the acidic envi-
ronment of lysosomes. C. burnetii has an
absolute requirement for the acidic pH to
activate its metabolism.

5
Conclusions

Phagocytosis is a fundamental cellular
process that serves multiple functions in
tissue homeostasis and immunity. The
targets of phagocytosis, their recognition
motifs, the receptors essential for their
uptake, and the intracellular signals neces-
sary for their entry into phagosomes are as
diverse as the biological processes to which
phagocytosis contributes. The molecular
mechanisms underlying phagocytosis are
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just beginning to be uncovered. The mech-
anisms utilized by pathogens to modify
the phagocytic pathway to their own ad-
vantage have provided useful information
about the development of the phagosome.
Further insights into the mechanisms of
phagocytosis may suggest novel strategies
for modulation of the immune response
and treatment of human infection.

See also Electron Microscopy in
Cell Biology; Endocytosis; Mem-
brane Traffic: Vesicle Budding and
Fusion; Membrane Transport.
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single nucleotide polymorphism (SNP)
Alteration of single base pair in DNA, leading to genetic mutations that may be
associated with alterations in protein structure or expression.

Structure-based Drug Design
In silico drug design process where structure of ligand-binding site on protein is known.

Ligand-based Drug Design
In silico drug design process where activity data from a number of chemically distinct
ligands are available – does not require protein structure.

� The Human Genome Project is largely complete, so the problem facing scientists
is how to maximize the use of the newly acquired data for improving health care.
It is estimated that the number of therapeutic targets available for drug discovery
will increase from the current number of 600 to 1000 to perhaps as many as
5000 to 10 000. In addition to the challenges that this number provides to the
pharmaceutical industry, there is the issue of sequence variation through single
nucleotide polymorphisms (SNPs), some of which may impact upon the way that
the body handles drug treatment. This may be due to a direct effect on the binding
site of the protein target through nonconservative alterations of the amino acid
sequence, or else through indirect effects on drug metabolizing enzymes. In order
to meet these challenges, the marriage of structural proteomics and computer-aided
small molecule design will provide opportunities for creating new molecules in silico;
these may be designed to bind to selected pharmacogenetic variants of a protein in
order to overcome the nonresponsiveness of certain patient groups to a particular
medicine. The basic aspects of these technologies, and their applicability to selected
targets showing structural variation, form the basis of this chapter.

1
Introduction to In Silico Drug Design to
Protein Targets

1.1
General Background

Much has been written concerning the
expense and problems encountered by
the modern pharmaceutical industry in
developing novel drugs. As a further dif-
ficulty, the patient population (market) is
becoming fragmented because of genetic

variation in the response to medicines, re-
sulting from alterations in the drug target
or in the metabolism of the compound
once ingested. The relatively new disci-
pline of pharmacogenetics is concerned
with the inheritance of these variations,
measured using single nucleotide poly-
morphism (SNP) analysis at the level of
genomic DNA. Pharmacogenomics, on
the other hand, is relevant when the ge-
netic variation leads to changes in protein
expression or conformation of key ligand
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binding sites. This may result in loss of
drug efficacy due to lack of binding; when
the loss of binding occurs in drug metab-
olizing enzymes, this may result in levels
of compound in the blood that exceed
safety thresholds.

While these aspects of human genetics
are problematical for both patients and
pharmaceutical companies alike (for ob-
viously different reasons), there are ways
forward; these are emerging from new
drug discovery technologies, including in
silico approaches to drug design. The rel-
evant technologies will be described in
this chapter, but first we shall discuss the
background to lead discovery and phar-
macogenomics by concentrating on the
structural aspects of the protein targets for
small molecule drugs.

1.2
The Need for Protein Structure Information

Traditional drug discovery has relied upon
the chemical modification of biologically
active natural products or high-throughput
screening of compound libraries to obtain
hits that may be converted to leads
and ultimately drugs. This process is
generally inefficient, since the nature of
compound collections used for screening
is often a reflection of the historical
activity of the company in question.
This means that most compounds will
be limited in coverage of the variety
of targets encountered in drug research,
namely, enzymes, receptors, and ion
channels. Even the advent of combinatorial
chemistry in the mid-1990s has failed
to deliver a noticeable increase in good
drug leads.

The problems highlighted above have
been compounded by the increase in tar-
gets afforded by the genome sequencing

projects, culminating in the recent pub-
lications of the human sequence. The
realization that it will be impossible to
find suitable small molecule candidates
for every potential drug target using high-
throughput screening alone has driven
the search for alternatives based on an
understanding of the three-dimensional
structure of the protein. The structural
information on the ligand-binding site
may then be used for the in silico design
of compounds that make strong inter-
actions with appropriate residues within
these sites; alternatively, existing small
molecule structures may be docked into
the sites and optimized using medicinal
chemistry techniques.

The availability of three-dimensional
protein structures is clearly one of the
rate-limiting steps in this process. Pub-
licly available structures, derived by X-ray
diffraction or NMR techniques, are de-
posited in the protein data bank (PDB),
and currently number over 20 000 en-
tries. There is considerable redundancy
in this, however, with the number of
single entries for human proteins being
considerably less. Owing to the technical
difficulties associated with certain classes
of protein there is a strong bias toward
enzymes in the database. This excludes,
therefore, the G-protein-coupled receptors
(GPCR) and ion channel classes that make
up a large proportion of drug targets. A
number of public and private structural
proteomics initiatives have been estab-
lished in order to increase the number
and variety of structures that may be used
for studies of protein folding or drug
discovery. Where structures are not avail-
able, it is possible in many instances to
create a homology model using the struc-
ture of a related protein as a guide. The
success of drug design corresponds to
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the percentage identity between the se-
quence and the known structure. Despite
these advances (including the structural
determination of the GPCR rhodopsin,
it has to be accepted that some proteins
will not yield to current structural tech-
niques. This does not mean, however,
that in silico drug design techniques can-
not be used with these proteins, since
ligand-based design can be employed (see
Sect. 3.3).

1.3
Protein Structure and Variation in Drug
Targets – the Scale of the Problem

Variation in the response of individual
patients to medicines is an important
issue that is currently being addressed by
the pharmaceutical industry. It would be
useful to have some idea of the scale of
the problem by determining the number
of SNPs in the human genome and
their relative effects on both the level
of expression and functional activity of
the protein target. From the perspective
of rational drug design, it is necessary
to consider the alteration of the tertiary
structure of the translated protein in which
function is retained, but not the binding of
an existing drug. This is directly analogous
to the situation with the microbial targets
(e.g. HIV reverse transcriptase) in which
sequence variations affect the structure of
the target, resulting in the problem of
drug resistance.

An analysis of 1.42 million nonredun-
dant human SNPs has been recently
published by an international collaborative
group. The majority of these are in repet-
itive regions, whereas 60 000 lie within
coding and untranslated regions of exons.
Bearing in mind that many more SNPs
are being identified in the public and pri-
vate domains, the total number that are

potentially able to disrupt protein struc-
ture, while small in comparison with the
total genome complement, is still likely
to be significant in terms of pharmaceuti-
cal research opportunities. This study gave
an overview of the total number of SNPs
available within the public domain as of
the first quarter of 2001.

An analysis of polymorphisms in cod-
ing regions was published by Landers
group in 1999. They identified 560 SNPs
(392 in coding regions) in 106 genes of
relevance to cardiovascular disease, neu-
ropsychiatry, and endocrinology. Only a
minority of polymorphic changes gave
rise to nonconservative amino acid sub-
stitutions, most likely due to evolutionary
selection against deleterious mutations in
the human genome.

Nevertheless, there is considerable ac-
tivity in identifying SNPs within protein
targets for current marketed drugs. The
whole purpose of the study of genetic
variations in drug responses is to identify
patients who may benefit from a particular
medicine and avoid wasteful (or danger-
ous) prescription to others. Examples of
drug targets and detoxification systems
that have been studied using SNP or other
mutational analyses are listed in Table 1.

These comparatively early studies are be-
ginning to highlight a number of points,
including the fact that some SNPs are spe-
cific for particular ethnic populations. In
addition, some drug targets appear not to
have amino acid sequence variation as a re-
sult of SNP polymorphism, and therefore
will not require a number of different lig-
ands to accommodate this. However, since
variations in tertiary structure resulting
from mutations in the coding region offer
opportunities for structure-based design,
some relevant examples will be discussed
in detail below.
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Tab. 1 Examples of SNPs that influence drug metabolism or disease state.

Drug target Disease Comments

NMDAR1 receptor Schizophrenia SNPs in coding region, but no functional
significance

Quinone oxidoreductase,
Sulfotransferase

Drug metabolism 6 out of 22 coding region SNPs gave
amino acid substitutions

75 candidate genes for blood
pressure homeostasis

Hypertension 874 candidate SNPs with 387 within
coding sequence; 54% of these
predicted to change protein sequence

Thiopurine S-methyltransferase Drug metabolism SNPs in promoter region, introns, and
3′UTR, but not coding region

41 candidate genes Ischemic heart disease SNPs restricted to ethnic group
(Japanese) used in study

CYP3A Drug metabolism SNPs cause alternative splicing and
protein truncation

β2-adrenergic receptor Asthma SNPs cause alteration of ligand binding
BCR-ABL tyrosine kinase Cancer Point mutation causes resistance to

STI-571 compound

2
Mutations in Drug Targets Leading to
Changes in the Ligand-binding Pocket

2.1
β2-adrenergic Receptor

This well-characterized drug target for
antiasthma medications represents one of
the earliest examples of a natural mutation,
leading to an alteration in ligand binding.
Mutation of Thr164 to Ile in the fourth
transmembrane-spanning domain of this
G-protein-coupled receptor occurs at low
frequency in the population tested, but
gives rise to altered ligand binding through
interaction with an adjacent Ser165, as
illustrated in Fig. 1.

This example is one where the accurate
three-dimensional structure of the protein
is unknown; under these circumstances, it
is necessary to create a computer model.
The development of inhibitors that are
designed to overcome the effects of this
mutation could not be based on the

Fig. 1 Mutation of Thr164 to Ile in the
fourth transmembrane region of the
β2-adrenergic receptor leads to steric
interference with Ser165 within the
active site of the receptor. (a) General
domain structure and position of the
residues, (b) wild type, (c) mutant
showing interaction of Ile164 with
Ser165.

(a)

(b) (c)
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accurate structure of a ligand-binding
site; here, ligand-based design would be
appropriate (see Sect.3.3).

2.2
STI-571 and BCR-ABL

STI-571 is a 2-phenylamino pyrimidine
chemotherapeutic agent that targets the
tyrosine kinase domain of the BCR-ABL
oncogene present in chronic myelogenous
leukemia (CML). After many years of re-
search into compounds that are selective
for specific oncogenes, this compound is
showing real clinical benefit against CML.
Unfortunately, due to the selective pres-
sure on tumor cells to evolve resistance,
a specific mutation in BCR-ABL inhibits
the action of STI-571. Since crystal struc-
tures of ligand bound into the wild-type

protein are available (PDB: 1IEP), it is
possible to visualize the effects of a C-T
nucleotide mutation, resulting in a substi-
tution of Thr315 by Ile (Fig. 2). The change
of amino acid results in disruption of a key
hydrogen bond between oxygen on the
threonine and a secondary amine nitrogen
on STI-571.

In this example, structure-based design
of inhibitors to the mutant enzyme
may be undertaken using available X-ray
structures and homology models.

2.3
Resistance to Human Immunodeficiency
Virus (HIV)

The human retrovirus HIV can be con-
trolled using chemotherapy directed at the
reverse transcriptase and aspartyl protease

(a) (b)

Fig. 2 Mutation of Thr315
(a) to Ile (b) in BCR-ABL
interferes with the binding of
STI-571.

Fig. 3 Binding of the HIV
protease inhibitor ritonavir.
Amino acids highlighted in cyan
are mutated in resistant strains
of the virus and tend to occur at
the extremities of the inhibitor.
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encoded by the viral genome; with other
microbial pathogens, however, resistance
to drug therapy becomes a major problem.
Figure 3 shows a crystal structure (PDB:
1HXW) of the HIV protease, where mu-
tated amino acids (shown in cyan) lead to
disrupted binding of the clinically effective
inhibitor ritonavir.

3
In Silico Design of Small Molecules

Changes induced by SNPs (or other
mutations) in the protein targets of
drugs may result in the medicine being
ineffective. In this case, the relevant
disease may remain untreated, or else
an expensive drug discovery effort will
have to be undertaken to identify new
molecules that are able to affect the
mutant protein. Given that most current
small molecule discovery strategies rely
on expensive high-throughput screening
and lead optimization programs, this
is an unattractive prospect. Advances
in computer-aided design, however, may
make this process more efficient and
less costly through creation of virtual
small molecules that can by optimized for
interaction with the mutant protein before
any chemical synthesis is undertaken.
The remainder of this chapter will be
concerned with an overview of this exciting
and rapidly evolving area of research.

3.1
Automated Drug Design Methods

The pharmaceutical industry faces a large
increase in the number of therapeutic
targets available for exploration. New
methods must be developed for drug
discovery that can be automated, are
cheap, and that optimally explore the

chemical space available for drug design.
The number of different possible chemical
structures has been estimated to be of the
order 10200, with perhaps 1060 structures
with drug-like properties; these numbers
can be compared with the estimated mass
of the visible universe at 1056 g. Thus, it
would not be possible to make a single
gram of each potential drug molecule.
In contrast, the number of different
chemical structures synthesized is small
by comparison, and has not yet reached
108. Clearly, in silico methods will have
to be developed to cope with searches
through the vastness of chemical space.

Design paradigms fall into two types:

• Structure-based methods that use three-
dimensional structural information
about the site.

• Ligand-based methods that can be used
for drug discovery in the absence of
structural information.

The applicability of structure-based
methods is critically dependent on the
availability of relevant structural data.
The Structural Genomics Initiative is an
international project that seeks to pro-
vide high-quality crystalographic or NMR
data about new proteins. While promis-
ing for future drug discovery efforts, the
rate of introduction of new structures
into the public domain is still too slow.
To speed this up, alternative methods
for the generation of three-dimensional
data using homology modeling techniques
have been introduced. These are less
precise, but show increasingly better per-
formance, as elucidated by the computer-
aided structure prediction (CASP) chal-
lenges (http://PredictionCenter.llnl.gov).
The logical next step would be to auto-
mate protein structure prediction in order
to provide extensive coverage of the human
proteome. One of the main drivers for this
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Genome sequence

Validated protein targets

Structure determination Ligand discovery

3D crystal structures
homology modelling

Molecualar
similarity

Protein site analysis Ligand supersurface

Structure-based ligand design

New drug leads

Fig. 4 Scheme for drug design utilizing
genomic data. The left track illustrates
the process of drug design based on
structural determination of binding
sites. The right track outlines design
from known ligands.

effort is the need for three-dimensional
structural models of whole gene families
for use in drug design.

Ligand-based design methods are built
upon identified molecular similarities in
known active ligands. The similarity meth-
ods have to cope with finding unspecified
partial molecular similarities within the
ligand data sets for freely flexible lig-
ands. There are often many solutions
to molecular similarity and choices have
to be made as to which one to use.
Figure 4 summarizes the two approaches
to drug design.

3.2
Structure-based Drug Design

The automation of structure-based de-
sign can be divided into key areas for
development:

• identification of binding sites
• automated analysis of binding sites
• prioritization of strategies for design

within sites
• de novo design of scaffolds (active

templates)
• elaboration of scaffolds into combinato-

rial libraries.

The identification of binding sites can
be initiated from protein sequence infor-
mation. Many sites show conservation of
structural motifs; for example, many enzy-
matic catalytic sites have highly conserved
local sequences within a gene family. Many
of these motifs can be identified at the an-
notation stage of ascribing a function to
a novel gene. Furthermore, the identifi-
cation of cofactor binding sites can also
provide additional clues to function. At the
moment, the prediction of the molecular
structure of the substrate has not been
solved precisely, although docking algo-
rithms could provide clues for potential
substrate fitting into binding sites.

Ligands bind to their sites through
specific molecular interactions, including
hydrogen bonds, electrostatic interactions,
steric interactions, interactions through
hydration, and hydrophobic interactions.
This pattern lies at the surfaces of both
ligand and binding site, so that comple-
mentary interactions are optimized for
efficient binding. If the target proteins
have 3D coordinate data, computer al-
gorithms can be used to automatically
analyze the binding features and catego-
rize them on a grid map of the protein
surface. The features mapped onto grid
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points are known as site points. Struc-
turally and functionally related proteins
may then be compared by superposing the
binding sites and aligning the pattern of
chemical features. This facility is impor-
tant in pharmacogenomics, where we may
wish either to design compounds that bind
to a class of sites within related proteins, or
to design compounds specific for a partic-
ular member of the protein family. In the
latter case, the aim is to acquire selectivity.
Figure 5 illustrates the family of caspase
enzymes; caspases 1, 4, and 5 form a sep-
arate group – the ICE subfamily, the rest
are in the CED-3 subfamily.

The CED-3 subfamily shows very similar
three-dimensional structures. Figure 6

shows the superpositions of the Cα atoms.
The structural backbones of the proteins
within the family are closely superposed.

The concept of dividing sites into a col-
lection of site points for design provides
a method for directing design to specific
regions. In some respects, this process
has parallels to drug design from pharma-
cophores, where a small number of points
are used to search compound collections
by virtual screening. Four-point pharma-
cophores provide three-dimensionality to
the search. However, the number of site
points encountered in a site, often about
30, creates a combinatorial problem for
selection. Suppose that there are n site
points; if r site point interactions are

Fig. 5 Sequence similarities of
the caspase family.

ICE subfamily

CED-3
subfamily

Caspase-5
Caspase-4
Caspase-1
Caspase-7
Caspase-3
Caspase-6
Caspase-8
Caspase-10
Caspase-2
Caspase-9

Fig. 6 Superposed Cα atoms
from a selection of proteins in
the CED-3 family of caspases.



206 Pharmacogenomics and Drug Design

needed for a molecule to have measurable
affinity, the number of combinations of
r site points, C(n,r) is given by C(n,r) =
n!/(r!(n − r)!) C(n,r) is a maximum when
r = n/2. For the case where n = 30 and
r = 5, there are 140 000 subsets of 5 site
points. Each subset would be a strategy for
design. However, some strategies would
lead to preferred designs, for example,
a strategy that included interactions with
the catalytic residues would be expected
to consistently perform well in designing
inhibitors. Moreover, if there were crysta-
lographic evidence of substrates or known
inhibitors binding to certain residues,
these would form a basic set for de novo
design. Other methods for prioritizing de-
sign strategies could be built on hydrogen
bonding regions, where there are over-
laps in hydrogen-bonding probability. In
the pharmacogenomic problem of design
within a family of sites, the choice of design
strategy is paramount for obtaining selec-
tivity. The selection of site points should
be such that the set chosen for the target
protein should be as different as possible
from nearly corresponding sets within the
family of proteins.

The affinity of the designed drug
molecule for its site is governed by the
free energy of interaction DG. DG can
be determined experimentally from the
equation �G = −RT ln Kb where Kb is the

experimental binding constant, R is the gas
constant and T is the temperature. The
free energy has an enthalpic and entropic
component �G = �H − T�S where �H
is the change in enthalpy on binding and
�S is the change in entropy.

De novo methods for drug design attempt
to build novel molecules within specified
regions of the site. Given the large number
of molecules that could be created, it is
important to assess the relative differences
in predicted binding affinity for the
designed ligands and the site. This is
achieved using a scoring function based
on the equations described above.

A composite scheme for de novo design
is shown in Fig. 7.

Molecules are built from small molec-
ular fragments, the latter being derived
from databases of drug molecules such
as the World Drug Index, or from pro-
prietary compound collections. Fragments
are labeled for attachment and substitu-
tion positions. Molecules are then built
into the site by a stochastic assembly pro-
cess from randomly selected fragments.
This process is controlled by chemical
rules that govern the addition, removal,
or exchange of a fragment on the evolv-
ing skeleton. At each modification, the
assembled structure is fitted in the site
by positional and conformational transfor-
mations, with the scoring function being

Protein
information

Ligand
information

Chemical
fragments

Proprietary
chemistries

Automated chemical
structure generation

Proprietary algorithms Drug-like properties
chemical feasibility

Novel, patentable structures

Fig. 7 Scheme for de novo design.
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used to monitor the prediction of the free
energy of the interaction between ligand
and site. An optimal assembly procedure is
performed using combinatorial optimiza-
tion routines, such as simulated annealing
or genetic algorithms.

Simulated annealing is an ergodic op-
timization method, meaning that, given
sufficient time, the algorithm converges
on the optimal solution irrespective of the
initial starting position. If time constraints
are placed on the algorithm run time, it
behaves nonergodically and different solu-
tions can be obtained that are acceptable,
but suboptimal. In structure assembly, this
is important, since a variety of molecular
structures can be produced, thus giving
a choice of different chemistries. These
solutions can be analyzed statistically to
identify different classes of structures that
fit a chosen starting strategy.

Constraints can be placed on the struc-
ture assembly to limit the size of the
molecule being generated so that it can
be used as a template for further decora-
tion by combinatorial chemistry. Virtual
combinatorial chemical libraries can be
created round the designed template to
explore regions close to where the tem-
plate has been designed to bind. The
in-site enumeration of combinatorial li-
braries designed for a particular site is very
important for chemical genomics, since it
offers a way of designing molecules to dis-
tinguish between mutational differences
in a particular site.

3.3
Ligand-based Drug Design

In the absence of useful three-dimensional
information about the site, the designer
can only build novel molecular structures
on the basis of molecular similarity

with existing active molecules. Ligand-
based design requires the resolution of
a number of technical issues. These are
itemized below:

• A set of molecules is needed to extract
spatially distributed chemical features
for inclusion in drug design.

• Structurally dissimilar, active molecules
provide more information about the
site than a series of active close struc-
tural homologs.

• The molecules in the initial ligand set
may have numerous torsion angles,
making identification of the active
conformation difficult.

• The choice of molecular similarity
procedure needs to be made from a wide
variety of available methods, preferably
including one that includes a search
for partial molecular similarity. This
allows a more useful set of similarities
to be identified.

• Molecules within the ligand set could
have different binding modes, which
need to be identified before selecting
a subset for a design strategy.

• Molecules within the ligand set, with
similar binding modes, need to be
superposed such that the site points
inferred from the corresponding ligand
points show common spatial positions.

• The constraining supersurface of the set
of molecules needs to be constructed
to provide limits for automated de-
sign procedures.

• Since there is no information about the
site, a scoring function based on free
energy methods cannot be used.

A molecular similarity method that is
applicable to this method of design has re-
cently been published as the algorithm
SLATE. This algorithm takes a set of
molecules and compares them in a pair-
wise fashion for molecular similarity. The
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molecules are allowed to flex. In the case of
potential hydrogen-bonding interactions
between the ligand points and possible
complementary site points, site points are
projected from the ligand surfaces. Hy-
drophobic regions are handled as local
regional centroids. The molecular descrip-
tion is reduced to a set of points with
associated properties. These sets of points
can be matched using distance geometry
and the search optimized by simulated
annealing through conformational space.
The procedure generates a similarity ma-
trix; partial similarity is handled by null
correspondences.

An application of this procedure to
the design of novel compounds for the
histamine H3 receptor has been pub-
lished. Similarity data suggested that four
hydrogen-bonding site points, together
with two lipophilic regions, could be iden-
tified with a common spatial distribution.
Furthermore, the constraining supersur-
face showed strong similarity with each of
the selected ligand conformations. From
these in silico designs, histamine H3 antag-
onists were synthesized and showed high
affinity for the site. Thus, computational
methods could be used to design potent
ligands without any prior knowledge of
the sequence or structure of the receptor.

4
Future Directions

New developments in pharmacogenomics
will impact on drug design at three
main levels:

• The interaction of the drug with its
receptor binding site

• The absorption and distribution of
the drug

• The elimination of the drug from
the body.

If we are ever to achieve personalized
drug therapies, the above issues will have
to be addressed.

The bulk of this chapter has discussed
SNPs in terms of mutated drug binding
sites and the resulting changes that occur
in response to medicines. In each of these
cases, drug design strategies may need to
be modified to develop drug molecules
that would be selective and effective in the
mutated site.

Absorption, in general, is treated
as a physicochemical-transport process
based on computations of logP (the oc-
tanol/water partition coefficient) and sol-
ubility governed by factors such as polar
surface area on the molecule. It is conceiv-
able that SNPs in drug transporter genes
will affect the pharmacokinetic properties
of compounds and, therefore, these may
have to be taken into consideration in the
design process.

Elimination mechanisms may include
active excretion of drug molecules from
cells, as with multiple drug resistance that
arises in cancer chemotherapy. Patients
with genotypes for particular MDR path-
ways could be identified and alternative
treatments provided. Pharmacogenetic dif-
ferences in the response to drugs can often
be related to population differences in drug
metabolizing enzymes. Crystal structures
or homology models of these enzymes can
be used to screen compounds designed
de novo before synthesis has begun. This
can be done at two levels: The virtual com-
pounds can be input into metabolism pre-
diction programs, such as Metabolexpert
or Meteor, to identify principal pathways
of expected drug metabolism. The virtual
compounds can be screened against struc-
tural models of the metabolizing enzymes,
including the known SNP variants. These
procedures are becoming widely adopted



Pharmacogenomics and Drug Design 209

for the cytochrome P450 isozymes involved
in oxidative drug metabolism.

Genomic prescreening of patients for
SNP mutations in drug metabolism will
improve the utility of clinical trials by
focusing attention on the response of
specific subpopulations to drug treatment.
The consequence of this approach is that
it should be possible to industrialize the
creation of individual therapies, although
at a significant increase in cost.

Pharmacogenomics will have a major
influence on drug discovery, through
drug design, as well clinical practice. The
subtle changes in biomolecular structure
caused by small SNP-induced amino
acid alterations will profoundly affect
the search for personalized medicines.
In the future, greater emphasis will be
placed on very precise differences in drug
structures that select between mutated
proteins. Along with being scientifically
challenging, this approach will clearly
have significant economic effects on the
pharmaceutical industry.

See also Antitumor Steroids; Cancer
Chemotherapy, Theoretical Foun-
dations of; HIV Therapeutics, Bio-
chemistry of; Medicinal Chemistry;
Oncology, Molecular; Pharmacoki-
netics and Pharmacodynamics of
Biotech Drugs.
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Keywords

Biotech Drug
Biotechnologically derived drug products including proteins, peptides, antibodies, and
antibody fragments, as well as antisense oligonucleotides and DNA preparations for
gene therapy.

Absorption
Process by which the unchanged drug proceeds from the site of administration to the
systemic circulation, that is, the blood or plasma compartment.

Distribution
Reversible transfer of drug between different organs, tissues, and fluids within
the body.

Elimination
Irreversible loss of drug from the systemic circulation, that is, the blood or plasma
compartment. Elimination comprises excretion and metabolism.

Excretion
Irreversible loss of chemically unchanged drug from the body.

Metabolism
Sum of all chemical reactions involved in biotransformation of a drug, that is,
conversion of one chemical species into another within a living organism.

Clearance (CL)
The hypothetical volume of blood or plasma from which the drug is cleared per time
unit by elimination mechanisms.

Volume of Distribution (Vd)
The hypothetical volume of a biological fluid that would be required to dissolve the total
amount of drug within the body to achieve the same concentration as that found in
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blood or plasma. It is a proportionality constant relating the amount of drug in the
body to the concentration measured in the systemic circulation, that is, the blood or
plasma compartment. Volume of distribution provides some general information
about a drug’s extent of distribution into body tissues. Together with clearance, it
determines the elimination half-life t 1

2 of a drug (via t 1
2 = 0.693 × Vd/CL).

Exposure /Response Correlation
The relationship between exposure and response to a drug. Exposure comprises drug
input to the body as quantified by acute or integrated measures of drug concentrations
in blood, plasma, or other biological fluid. Response includes biomarkers, potential or
accepted surrogate endpoints and short-term or long-term clinical effects related to
either efficacy or safety.

PK/PD Model
A mathematically defined relationship between dose, concentration, and effect of a
drug in a biological system. Pharmacokinetic/pharmacodynamic (PK/PD) modeling
links the dynamic change in concentration over time as assessed by pharmacokinetics
to what is, in most cases, the static relationship between the concentration at the effect
site and the intensity of observed response as quantified by pharmacodynamics.

� In recent years, biotechnologically derived peptide- and protein-based drugs have
developed into mainstream therapeutic agents. Peptide and protein drugs, as well as
oligonucleotides and DNA, now constitute a substantial portion of the compounds
under preclinical and clinical development in the global pharmaceutical industry.
The pharmacokinetic and pharmacodynamic properties of a biotech drug determine
the relationship between administered dose, resulting systemic exposure, and
subsequent pharmacologic response. Pharmacokinetics, and pharmacodynamics
are, therefore, frequently crucial determinants of a drug’s efficacy and safety,
and their evaluation is an important component during the preclinical and clinical
development of a drug candidate. However, pharmacokinetic and exposure/response
evaluations for peptides and protein therapeutics are frequently complicated by
their similarity to endogenous peptides and proteins as well as protein nutrients.
In addition, pharmacokinetic/pharmacodynamic (PK/PD) correlations for biotech
drugs are frequently convoluted by their close interaction with endogenous
substances and physiologic regulatory feedback mechanisms. Extensive use of
pharmacokinetic and exposure/response concepts in all phases of drug development
has, in the past, been identified as a crucial factor for the success of a scientifically
driven, evidence-based, and hence accelerated drug development process. Thus,
PK/PD concepts are likely to continue and expand their role as a fundamental
factor in the successful development of biotechnologically derived drug products in
the future.
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1
Introduction

In the last two decades, an increas-
ing fraction of pharmaceutical R&D has
been devoted to biotechnology-derived
drugs (biotech drugs) – large molecules
such as soluble proteins, monoclonal anti-
bodies, and antibody fragments, as well
as smaller peptides, antisense oligonu-
cleotides, and DNA preparations for gene
therapy. Biotech and genomics companies
currently perform nearly one-fifth of all
pharmaceutical R&D, a figure that is set
to double within the next ten years. These
biotech-related drug development efforts
have so far been quite successful. Biotech
products accounted for more than 35%
of the 37 new active substances (NASs)
that were launched in 2001, and it has
been predicted that half of all NASs de-
veloped in the next 10 to 15 years will
result from research into antibodies alone.
Numerous approved biotech drug prod-
ucts have revolutionized pharmacotherapy
in various indications, including erythro-
poietin (Epogen, Procrit), abciximab
(ReoPro), and trastuzumab (Herceptin)
to name only a few. Since the develop-
ment of biotech drugs generally rests on
a fundamental understanding of the re-
lated disease, their clinical development
has also proven to be more successful than
for conventional small molecules (new
molecular entities: NCEs). Only 8% of the
NCEs that entered clinical drug develop-
ment between 1996 and 1998 reached the
market compared with 34% in the case
of biotech drugs. On the basis of these
facts, it can be predicted that biotech drugs
will play a major, if not dominant, role in
the drug development arena of the coming
decades. Thus, biotech-based medications
might serve as the key for the aspired

‘‘personalized medicine’’ in the health care
systems of the future.

The basis for the pharmacotherapeutic
use of biotech drugs is similar to that for
small molecules – a defined relationship
between the intensity of the therapeutic
effect and the amount of drug in the
body or, more specifically, the drug
concentration at its site of action, that is,
the exposure–response relationship. The
relationship between the administered
dose of a drug, the resulting concentrations
in body fluids, and the intensity of
produced outcome may be either simple
or complex, and thus either obvious or
hidden. However, if no simple relationship
is obvious, it would be misleading to
conclude a priori that no relationship
exists at all, rather than that it is not
readily apparent.

The dose–concentration–effect relation-
ship is defined by the pharmacokinetic
(PK) and pharmacodynamic (PD) char-
acteristics of a drug. PKs comprises all
processes that contribute to the time
course of drug concentrations in various
body fluids, generally blood or plasma, that
is, all processes affecting drug absorption,
distribution, metabolism, and excretion.
In contrast, PDs characterizes the effect
intensity and/or toxicity resulting from cer-
tain drug concentrations at the assumed
effect site. To put it simply, PKs charac-
terizes ‘‘what the body does to the drug,’’
whereas PDs assesses ‘‘what the drug does
to the body.’’ The combination of both phar-
macological disciplines by integrated phar-
macokinetic/pharmacodynamic modeling
(PK/PD modeling) allows a continuous
description of the effect-time course di-
rectly resulting from the administration of
a certain dose (Fig. 1).

PK and PD principles are as applicable
to biotech drugs such as peptides, pro-
teins, and oligonucleotides as they are to
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Fig. 1 Pharmacokinetic/pharmacodynamic (PK/PD) modeling as combination of the classic
pharmacological disciplines, pharmacokinetics and pharmacodynamics (Reprinted with
permission from Derendorf, H., Meibohm, B. (1999) Modeling of pharmacokinetic/
pharmacodynamic (PK/PD) relationships: concepts and perspectives, Pharm. Res. 16,
176–185).

conventional small-molecule drugs. These
also include PK/PD related recommen-
dations for drug development, such as
the recently published exposure–response
guidance document of the US Food and
Drug Administration and the ICH E4
guideline of the International Conference
on Harmonization of Technical Require-
ments for Registration of Pharmaceuticals
for Human Use. Since biotech drugs are
frequently identical or similar to endoge-
nous substances, they oftentimes exhibit
unique PK and PD properties. These
may pose extra challenges and ques-
tions during their preclinical and clinical
drug development that are different from
small-molecule drug candidates and may
require additional resources and unique
expertise. Some of these problems and

challenges will be discussed in the follow-
ing text.

2
Bioanalytical Challenges

The availability of an accurate, precise,
and specific bioanalytical technique for the
quantification of active drug moieties in
plasma, blood, or other biological fluids
is an essential prerequisite for the eval-
uation of the relationship between dose,
concentration, and effect of biotech drugs.
In analogy to small molecules, these an-
alytical techniques have to be validated
and have to meet prespecified criteria
regarding accuracy, precision, selectivity,
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sensitivity, reproducibility, and stabil-
ity – for example, those recommended by
the US Food and Drug Administration.
Additional requirements for bioanalyti-
cal method validation for macromolecules
have recently been published.

A further level of complexity is often
added to the bioanalytics of biotech drugs
by the fact that many of these com-
pounds are endogenous substances that
are already in the body before drug admin-
istration. Thus, the analytical technique
will detect a so-called baseline level prior
to drug exposure. This baseline level can
either be constant or undergo complex
changes, for example, circadian rhythms or
irregular time courses. In order to charac-
terize the clinical pharmacology of biotech
drugs naturally present in the body, base-
line values have either to be accounted
for in the PK and PD analysis or be
suppressed before exogenous drug admin-
istration. The suppression of endogenous
baseline levels is oftentimes facilitated via
physiological regulation or feedback mech-
anisms. This approach was, for example,
used to suppress the endogenous release
of insulin and somatotropin (growth hor-
mone, GH) via infusions of glucose and
somatostatin respectively, prior to their ex-
ogenous administration for evaluation of
their PKs.

In contrast to the bioanalytics of small-
molecule drugs, immunoassays and bioas-
says are frequently applied to quantify pep-
tides and proteins in biological samples.
Immunoassays are considered to be the an-
alytical method of choice for concentration
determinations of peptides and proteins,
as they can be performed relatively rapidly
and easily. These generally comprise en-
zyme immunoassays as well as radioim-
munoassays with poly- and monoclonal
antibodies. While both techniques have a
sufficient sensitivity and reproducibility,

their specificity for the active drug com-
pound to be quantified has to be carefully
evaluated during the assay validation pro-
cess. Immunoassays may be insensitive to
relatively minor changes in the primary
or secondary structure of proteins. For
recombinant interferon-γ , for example,
bioavailability was reported to be >100%
for subcutaneous compared to intravenous
administration, a finding that was pro-
duced by assay artifacts due to slightly
modified degradation products. Other po-
tential interferences with immunoassays
include matrix effects, specific binding
proteins, proteases, and cross-reactivity to-
ward endogenous proteins.

Bioassays are frequently used as an al-
ternative, or in addition to immunoassay
techniques. Bioassays, in contrast to im-
munoassays, quantify not the pharmaco-
logically active substance, but its biological
activity, for example, in cell culture models
based on cell differentiation, cell prolif-
eration, or cytotoxicity, as well as gene
expression assays or whole animal models.
Frequent major problems with bioassays
include a high variability in the mea-
sured parameters, lack of precision, and
their time- and labor-intensive nature. Fur-
thermore, bioassays oftentimes also lack
specificity for the measured compound,
as they may also detect the response to
bioactive metabolites.

Because of some of the problems with
bioassays and immunoassays, liquid chro-
matography (LC) based techniques are
increasingly being applied as an alterna-
tive. While modern LC-based assays have
a comparable sensitivity to immunoassays,
they are oftentimes characterized by a
higher selectivity. LC/mass spectrometry
with matrix-assisted laser desorption ion-
ization (MALDI) was, for example, used
in ex vivo PK studies in combination with
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enzyme-inhibition experiments to investi-
gate the complex metabolism of dynorphin
A1-13, a peptide with opioid activity, up to
the fifth metabolite generation.

Biodistribution studies for peptides are
frequently performed with radioactively la-
beled compounds. The radioactivity can
be introduced either by external label-
ing with 125I or by internal labeling of
already present atoms, for example, via
the addition of 3H, 14C, or 35S radioac-
tively labeled amino acids to cell cultures
producing recombinant proteins. External
labeling chemically modifies the protein,
which may affect its activity and PKs. In-
ternal labeling circumvents these potential
problems, but has the disadvantage that ra-
dioactively labeled amino acids might be
reused in the endogenous amino acid pool.
Thus, when using radioactive labeling, it is
generally necessary to investigate whether
the physicochemical and biological proper-
ties of the proteins remain unchanged. In
addition, it is crucial to determine whether
the measured radioactivity represents in-
tact protein, labeled metabolites, or the
released label itself. Radioactivity that can
be precipitated with trichloroacetic acid,
for example, can be used to delineate active
protein from released label and metabo-
lites of small molecular weight.

3
Pharmacokinetics of Peptides and Proteins

Although traditional PK principles are also
applicable for peptides and proteins, their
in vivo disposition is, to a large degree,
affected by their physiological function.
Peptides, for example, which frequently
show hormone activity, usually have short
elimination half-lives, which is desirable
for a close regulation of their endogenous

levels and, thus, their function. By con-
trast, transport proteins like albumin or
antibodies have elimination half-lives of
several days, which enables and ensures
the continuous maintenance of necessary
concentrations in the bloodstream. The
reported terminal half-life for SB209763,
a humanized respiratory syncytial virus
monoclonal antibody, for example, was re-
ported as 22 to 50 days.

3.1
Absorption

Traditionally, the largest obstacle for suc-
cessful pharmacotherapy with peptide and
protein drugs is their delivery to the
desired site of action. A clinically us-
able absorption of exogenously applied
peptides and protein after oral applica-
tion with conventional dosage forms is
usually not present. This lack of sys-
temic bioavailability is caused mainly by
two factors: high-gastrointestinal enzyme
activity and the function of the gastroin-
testinal mucosa as an absorption barrier.
There is substantial peptidase and pro-
tease activity in the gastrointestinal tract,
making it the most efficient body compart-
ment for peptide and protein metabolism.
Furthermore, the gastrointestinal mucosa
presents a major absorption barrier for
water-soluble macromolecules like pep-
tides and protein. This is, at least for
peptides, complemented by the func-
tional system of cytochrome P450 3A and
p-glycoprotein activity.

Because of the lack of activity of most
peptides and proteins when orally ad-
ministered, nonoral pathways have been
utilized, in addition to parental administra-
tion. These pathways include nasal, buccal,
rectal, vaginal, percutaneous, ocular, and
pulmonary drug delivery. Drug delivery
via these administration routes, however,
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is also frequently accompanied by presys-
temic degradation processes. The bioavail-
ability of numerous peptides and proteins
is, for example, markedly reduced after
subcutaneous, or intramuscular admin-
istration compared to their intravenous
administration. The pharmacokinetically
derived apparent absorption rate constant
is thus the combination of absorption into
the systemic circulation and presystemic
degradation at the absorption site. The
true absorption rate constant ka can then
be calculated as

ka = F · kapp (1)

where F is the bioavailability compared
to intravenous administration. A rapid
apparent absorption rate constant kapp can
thus be the result of a slow absorption and
a fast presystemic degradation, that is, a
low systemic bioavailability.

3.2
Distribution

Whole body distribution studies are es-
sential for classical small-molecule drugs
in order to exclude tissue accumulation of
potentially toxic metabolites. This problem
does not exist for protein drugs in which
catabolic degradation products are amino
acids recycled in the endogenous amino
acid pool. Therefore, biodistribution stud-
ies for peptides and proteins are primarily
performed to assess targeting to specific
tissues as well as to identify the major
elimination organs.

The volume of distribution of proteins
is usually small and limited to the vol-
ume of the extracellular space because of
their high molecular weight and the re-
lated limited mobility because of impaired
passage through biomembranes. After in-
travenous application, peptides and pro-
teins usually follow a biexponential plasma

concentration–time profile that can best
be described by a two-compartment PK
model. This has, for example, been de-
scribed for leuprorelin, a synthetic agonist
analog of luteinizing hormone-releasing
hormone (LH-RH), for clenoliximab, a
macaque–human chimeric monoclonal
antibody specific to the CD4 molecule
on the surface of T-lymphocytes, and for
AJW200, a humanized monoclonal anti-
body to von Willebrand factor. The central
compartment in this model represents
primarily the vascular space, and the inter-
stitial space of well-perfused organs with
permeable capillary walls, especially liver
and kidneys, while the peripheral com-
partment comprises the interstitial space
of poorly perfused tissues like skin and
(inactive) muscle.

Thus, the volume of distribution of the
central compartment in which peptides
and proteins initially distribute after in-
travenous administration is typically 3 to
8 L, which is approximately equal to or
slightly higher than the plasma volume
(approximate body water volumes for a
70-kg person: interstitial 12 L, intracellular
27 L, intravascular 3 L). The total volume of
distribution (Vd) is frequently 14 to 20 L,
not more than twice the initial volume
of distribution (Vc). This distribution pat-
tern has, for example, been described for
the somatostatin analog octreotid (Vc of
5.2–10.2 L, Vd of 18–30 L), the t-PA ana-
log tenecteplase (Vc of 4.2–6.3 L, Vd of
6.1–9.9 L), and the glycoprotein IIb//IIIa
inhibitor eptifibatide (Vc of 9.2 L). Ac-
tive tissue uptake and binding to intra-
and extravascular proteins, however, can
substantially increase the volume of distri-
bution of peptide and protein drugs, as, for
example, observed with atrial natriuretic
peptide (ANP).

There is a tendency for Vd and Vc to
correlate with each other, which implies
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that the volume of distribution is predom-
inantly determined by distribution in the
vascular and interstitial space as well as
unspecific protein binding in these dis-
tribution spaces. The distribution rate is
inversely correlated with molecular size
and is similar to that of inert polysac-
charides, suggesting that passive diffusion
through aqueous channels is the primary
distribution mechanism.

Distribution, elimination, and PDs are,
in contrast to conventional drugs, fre-
quently interrelated for peptides and pro-
teins. The generally low volume of dis-
tribution should not necessarily be inter-
preted as low tissue penetration. Receptor-
mediated specific uptake into the target
organ, as one mechanism, can result in
therapeutically effective tissue concentra-
tions despite a relatively small volume of
distribution. Nartogastrim, a recombinant
derivative of the granulocyte-colony stimu-
lating factor (G-CSF), for example, is char-
acterized by a specific, dose-dependent,
and saturable tissue uptake into the tar-
get organ bone marrow, presumably via
receptor-mediated endocytosis.

3.3
Protein Binding

It is a general PK principle, which is
also applicable to peptides and proteins,
that only the free, unbound fraction of a
drug substance is accessible to distribution
and elimination processes as well as
interactions with its target structure (e.g.
receptor) at the site of action. Hence, the
activity of a drug is better characterized by
its free rather than total concentration if
there is no constant relationship between
the two.

Physiologically active endogenous pep-
tides and proteins are frequently interact-
ing with specific binding proteins that are

involved in their transport and regulation.
Furthermore, interaction with binding
proteins may enable or facilitate cellular
uptake processes and thus affect the drug’s
PDs. Specific binding proteins were, for
example, described for IGF-1 (insulin-like
growth factor), t-PA, interleukin-2, and so-
matotropin.

Six specific binding proteins were iden-
tified for IGF-1, with one binding at least
95% of IGF-1 in plasma. Since the binding
affinity of IGF-1 to this binding protein
is substantially higher than IGF receptors,
the binding protein is assumed to have a
reservoir function that protects the body
from insulin-like hypoglycemia. Further-
more, the elimination half-life for bound
IGF-1 is significantly longer than for free
IGF-1, since only the unbound IGF-1 is
accessible to elimination via glomerular
filtration or peritubular extraction.

Somatotropin, another example, has at
least two binding proteins in plasma.
This protein binding substantially reduces
somatotropin elimination with a tenfold
smaller clearance of total compared to
free somatotropin, and also decreases
its activity via reduction of receptor
interactions.

Apart from these specific bindings,
peptides and proteins may also be non-
specifically bound to plasma proteins. For
example, metkephamid, a met-enkephalin
analog, was described to be 44 to 49%
bound to albumin, and octreotid is up to
65% bound to lipoproteins.

3.4
Elimination

Peptide and protein drugs are nearly exclu-
sively metabolized via the same catabolic
pathways as endogenous or dietetic pro-
teins, leading to amino acids that are
reutilized in the endogenous amino acid
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pool for the de novo biosynthesis of struc-
tural or functional body proteins.

Nonmetabolic elimination pathways
such as renal or biliary excretion are
negligible for most peptides and proteins.
Amino acids as well as some peptides
and proteins such as immunoglobulin
A, however, are excreted into the bile.
For octreotid, biliary excretion is, at
least in rat and dog, an important
elimination pathway. If biliary excretion of
peptides and proteins occurs, it generally
results in subsequent metabolism of these
compounds in the gastrointestinal tract
(see Sect. 3.4.2).

The elimination of peptides and pro-
teins can occur unspecifically, nearly ev-
erywhere in the body, or can be lim-
ited to a specific organ or tissue. Lo-
cations of intensive peptide and protein
metabolism are liver, kidneys, gastroin-
testinal tissue, and also blood and other
body tissues. Molecular weight deter-
mines the major metabolism site as well
as the predominant degradation process
(Table 1).

The metabolism rate generally increases
with decreasing molecular weight from
large to small proteins to peptides, but
is also dependent on other factors like
secondary and tertiary structure as well
as glycosylation. The clearance of a pep-
tide or protein describes the irreversible
removal of active substance from the extra-
cellular space, which also includes cellular
uptake besides metabolism. Because of the
unspecific degradation of numerous pep-
tides and proteins in blood, clearance can
exceed cardiac output, that is, >5 L min−1

for blood clearance and > 3 L min−1 for
plasma clearance. Investigations of the
detailed metabolism of peptides and pro-
teins are relatively difficult because of
the myriad molecule fragments that may
be formed.

3.4.1 Proteolysis
Proteolytic enzymes such as proteases
and peptidases are ubiquitously available
throughout the body, but are especially
localized in blood, in the vascular endothe-
lium, and also on cell membranes and

Tab. 1 Molecular weight as major determinant of the elimination mechanisms of peptides and
proteins. As indicated, mechanisms may overlap. Endocytosis may occur at any molecular weight
range (Modified from McMartin, C. (1992) Adv. Drug Res. 22, 39–106; Braeckman, R. (1997)
Pharmacokinetics and pharmacodynamics of peptide and protein drugs, in: Crommelin, D., Sindelar,
R. (Eds.) Pharmaceutical Biotechnology, Harwood Academic Publishers, Amsterdam, pp. 101–122).

Molecular weight Elimination
site

Predominant elimination
mechanisms

Major determinant

<500 Blood, liver Extracellular hydrolysis, passive
lipoid diffusion

Structure, lipophilicity

500–1000 Liver Carrier-mediated uptake Structure, lipophilicity
Passive lipoid diffusion

1000–50 000 Kidney Glomerular filtration and
subsequent degradation
processes (see Fig. 2)

Molecular weight

50 000–200 000 Kidney, liver Receptor-mediated endocytosis Sugar, charge
200 000–400 000 Opsonization α2-macroglobulin, IgG
>400 000 Phagocytosis Particle aggregation
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within cells. Thus, intracellular uptake is
per se more an elimination rather than a
distribution process. While peptidases and
proteases in the gastrointestinal tract and
in lysosomes are relatively unspecific, solu-
ble peptidases in the interstitial space and
exopeptidases on the cell surface have a
higher selectivity and determine the spe-
cific metabolism pattern of an organ. The
proteolytic activity of subcutaneous tissue,
for example, results in a partial loss of
activity of subcutaneously administrated
interferon-γ compared to intravenously
administrated interferon-γ .

3.4.2 Gastrointestinal Elimination
For orally administered peptides and pro-
teins, the gastrointestinal tract is the
major site of metabolism. Presystemic
metabolism is the primary reason for
their lack of oral bioavailability. Parenter-
ally administered peptides and proteins,
however, may also be metabolized in the
intestinal mucosa following intestinal se-
cretion. At least 20% of the degradation
of endogenous albumin takes place in the
gastrointestinal tract.

3.4.3 Renal Elimination
For parenterally administered and endoge-
nous peptides and proteins, the kidneys
are the major elimination organ if they
are smaller than the glomerular filtration
limit of ∼60 kD, although the effective
molecule radius is probably the limiting
factor. The importance of the kidney as
an elimination organ could, for exam-
ple, be shown for interleukin-2, M-CSF
(human macrophage colony-stimulating
factor) and interferon-α.

Various renal processes contribute to
the elimination of peptides and proteins
(Fig. 2). For most substances, glomeru-
lar filtration is the dominant, rate-limiting

step, as subsequent degradation processes
are not saturable under physiologic con-
ditions. Hence, the renal contribution to
the overall elimination of peptides and
proteins is reduced if the metabolic ac-
tivity for these proteins is high in other
body regions, and it becomes negligible
in the presence of unspecific degrada-
tion throughout the body. In contrast
to that, the renal contribution to to-
tal clearance approaches 100% if the
metabolic activity is low in other tis-
sues or if distribution is limited. For
recombinant IL-10, for instance, elimi-
nation correlates closely with glomerular
filtration rate, making dosage adjustments
necessary in patients with impaired re-
nal function.

After glomerular filtration, small
linear peptides undergo intraluminal
metabolism, predominantly by exopepti-
dases in the luminal brush border mem-
brane of the proximal tubules. The re-
sulting amino acids are transcellularly
transported back into the systemic cir-
culation. Larger peptides and proteins
are actively reabsorbed in the proximal
tubules via endocytosis. This cellular up-
take is followed by addition of lysosomes
and hydrolysis to peptide fragments and
amino acids, which are returned to the
systemic circulation. Therefore, only mi-
nuscule amounts of intact protein are
detectable in urine. An additional renal
elimination mechanism is peritubular ex-
traction from post glomerular capillaries
with subsequent intracellular metabolism,
which has, for example, been described for
vasopressin and calcitonin.

3.4.4 Hepatic Elimination
Apart from proteolysis and the kid-
neys, the liver contributes substantially
to the metabolism of peptide and pro-
tein drugs. Degradation usually starts
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with endopeptidases that attack in the
middle part of the protein, and the re-
sulting oligopeptides are then further
degraded by exopeptidases. The ultimate
metabolites of proteins, amino acids, and
dipeptides are finally reutilized in the
endogenous amino acid pool. The rate
of hepatic metabolism is largely depen-
dent on specific amino acid sequences in
the protein.

An important first step in the hepatic
metabolism of proteins and peptides is

the uptake into hepatocytes. Small pep-
tides may cross the hepatocyte membrane
via passive diffusion if they have sufficient
hydrophobicity. The uptake of larger pep-
tides and proteins is facilitated via various
carrier-mediated, energy-dependent trans-
port processes. Receptor-mediated endo-
cytosis is an additional mechanism for
uptake into hepatocytes (see Sect. 3.4.5). In
addition, peptides such as metkephamid
can be metabolized on the surface of hep-
atocytes or endothelial cells.
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3.4.5 Receptor-mediated Elimination
For conventional small-molecule drugs,
receptor binding is usually negligible
compared to the total amount of drug in the
body, and rarely affects their PK profile. By
contrast, a substantial fraction of a peptide
or protein dose can be bound to receptors.
This binding can lead to elimination
through receptor-mediated uptake and
subsequent intracellular metabolism. The
endocytosis process is not limited to
hepatocytes, but can occur in other cells as
well, including the therapeutic target cells.
Since the number of receptors is limited,
their binding and the related drug uptake
can usually be saturated within therapeutic
concentrations. Thus, receptor–mediated
elimination constitutes a major source
for nonlinear PK behavior of numerous
peptide and protein drugs, that is, a lack of
dose proportionality.

M-CSF, for example, undergoes, be-
sides linear renal elimination, a non-
linear elimination pathway that fol-
lows Michaelis–Menten kinetics and is
linked to a receptor-mediated uptake
into macrophages. At low concentra-
tions, M-CSF follows linear PKs, while
at high concentrations, nonrenal elimina-
tion pathways are saturated, resulting in
nonlinear PK behavior (Fig. 3). Other ex-
amples for receptor-mediated elimination
are insulin, t-PA, epidermal growth factor
(EGF), ANP, and interleukin-10.

A mechanism-based, target-mediated
drug distribution model was, for example,
developed in order to accurately describe
the nonlinear PKs of a recombinant
human vascular endothelial growth factor
(rhVEGF165) in patients with coronary
artery disease. Nonlinearity was caused
by elimination of rhVEGF165 by binding
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to specific and saturable high-affinity
receptors followed by internalization and
degradation.

3.5
Species Specificity and Allometry

Peptides and proteins exhibit distinct
species specificity with regard to structure
and activity. Peptides and proteins with
identical physiological function may have
different amino acid sequences in differ-
ent species and may have no activity or
be even immunogenic if used in a differ-
ent species. The extent of glycosylation is
another factor of species differences, for
example, for interferon-α or erythropoi-
etin, which may alter the drug’s clearance.
This is of particular importance if the pro-
duction of human proteins is carried out
using bacterial cells.

Extrapolation of animal data to predict
PK parameters by allometric scaling is an
often-used tool in drug development with
multiple approaches available at variable
success rates. In the most frequently
used approach, PK parameters between
different species are related to each other
via body weight using a power function:

P = a · Wb (2)

where P is the PK parameter scaled,
W is the body weight in kilograms, a
is the allometric coefficient, and b is
the allometric exponent. a and b are
specific constants for each parameter of
a compound. General tendencies for the
allometric exponent are 0.75 for rate
constants (i.e. clearance, elimination rate
constant), 1 for volumes of distribution,
and 0.25 for half-lives.

For most traditional, small-molecule
drugs, allometric scaling is often impre-
cise, especially if hepatic metabolism is a

major elimination pathway and/or if there
are interspecies differences in metabolism.
For peptides and proteins, however, allo-
metric scaling has frequently proven to be
much more precise and reliable, probably
because of the similarity in handling pep-
tides and proteins between different mam-
malian species. Clearance and volume of
distribution of numerous therapeutically
used proteins like somatotropin or t-PA
follow a well-defined, weight-dependent
physiologic relationship between lab an-
imals and humans. This allows relatively
precise quantitative predictions for toxi-
cology and dose-ranging studies based on
preclinical findings.

Figure 4 shows the allometric plots of
PK parameters for the recombinant, sol-
uble, and chimeric form of P-selectin
glycoprotein ligand-1 (rPSGL-Ig), an an-
tagonist to P-selectin for the treatment of
P-selectin-mediated diseases like throm-
bosis, reperfusion injury, and deep vein
thrombosis. Human rPSGL-Ig PK param-
eters could accurately be predicted on the
basis of data from mouse, rat, monkey,
and pig, using allometric power functions.

3.6
Immunogenicity

Because of the antigenic potential of pro-
teins, the formation of antibodies is a
frequently observed phenomenon during
chronic therapy with protein drugs, espe-
cially if human proteins are used in animal
studies or if animal-derived proteins are
applied in human clinical studies.

Most monoclonal antibodies are murine
in nature and their systemic adminis-
tration can lead to the development of
human antimouse immunoglobulin an-
tibody (HAMA) response, which is in
most cases directed against the constant
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Fig. 4 Allometric plots of the pharmacokinetic
parameters clearance, volume of the central
compartment (Vc), volume of distribution at
steady state (Vss), and elimination half-life of
rPSGL-Ig. Each data point within the plot
represents an averaged value of the
pharmacokinetic parameter with increasing
weight from mouse, rat, monkey (3.74 kg),
monkey (6.3 kg), and pig, respectively. The solid

line is the best fit with a power function to relate
pharmacokinetic parameters to body weight
(Reprinted with permission from Khor, S.P.,
McCarthy, K., DuPont, M., Murray, K.,
Timony, G. (2000) Pharmacokinetics,
pharmacodynamics, allometry, and dose
selection of rPSGL-Ig for phase I trial, J.
Pharmacol. Exp. Ther. 293, 618–624).

regions of the immunoglobulin. Geneti-
cally engineered mouse–human chimeric
antibodies try to minimize this immuno-
genicity in man by joining variable do-
mains of the mouse to the constant regions
of human immunoglobulins. The anti-
EGFR (epidermal growth factor receptor)
IgG monoclonal antibody cetuximab is an
example of a murine–human chimeric an-
tibody recently approved for various cancer
indications.

Extravascular injection is known to stim-
ulate antibody formation more than intra-
venous application, most likely due to the
increased immunogenicity of protein ag-
gregates and precipitates formed at the in-
jection site. The presence of antibodies can

obliterate the biological activity of a pro-
tein drug. In addition, protein–antibody
complexation can also modify the distribu-
tion, metabolism, and excretion, that is, the
PK profile, of the protein drug. Elimina-
tion can be either increased or decreased.
Faster elimination of the complex occurs
if the reticuloendothelial system is stim-
ulated. Elimination is slowed down if the
antibody–drug complex forms a depot for
the protein drug. This effect would pro-
long the drug’s therapeutic activity and
might be beneficial if the complex forma-
tion does not decrease therapeutic activity.
Furthermore, antibody binding may also
interfere with bioanalytical methods like
immunoassays.
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4
Pharmacokinetics of Oligonucleotides

Antisense oligonucleotides hold great
promise as novel therapeutic agents de-
signed to specifically and selectively inhibit
the production of disease-related products,
with fomivirsen being the first approved
antisense oligonucleotide drug product.
So far, a significant body of preclinical
and human PK data is available only for
phosphothioate oligonucleotides (PONs).

Oral bioavailability is generally very low,
ranging from 1 to 3%. Ongoing studies,
however, indicate that oral bioavailability
can be increased by the appropriate re-
lease of drug and permeability-enhancing
excipients. PONs have also been adminis-
tered via subcutaneous, intradermal, and
pulmonary application routes.

After intravenous administration, PONs
generally follow two-compartment char-
acteristics and are rapidly cleared from
plasma, predominantly via distribution
processes with a half-life of 0.5 to 1 h
depending on the dose. The ICAM-1 in-
hibitor alicaforsen, for example, has a
distribution half-life of 1.0 to 1.2 h in hu-
mans. Plasma PKs are nonlinear, with a
more than proportional increase in area-
under-the-curve (AUC) with dose. This is
most probably due to saturation of tis-
sue uptake. Figure 5, for example, shows
the disproportional increase in systemic
exposure after escalating doses of the HIV-
inhibitor trecovirsen. The plasma PKs of
various ONs are generally independent of
their sequence and chemistry as plasma
clearance is primarily determined by dis-
tribution processes.
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Fig. 5 Plasma concentration-time course of the antisense oligonucleotide trecovirsen in
HIV-positive subjects, indicating a disproportional increase in systemic exposure after
escalating doses. Trecovirsen was administered by 2-h intravenous administration to groups of
six subjects (12 subjects for the 1.0 mg kg−1 dose group). (Reprinted with permission from
Sereni, D., Tubiana, R., Lascoux, C., Katlama, C., Taulera, O., Bourque, A., Cohen, A.,
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and tolerability of intravenous trecovirsen (GEM 91), an antisense phosphorothioate
oligonucleotide, in HIV-positive subjects, J. Clin. Pharmacol. 39, 47–54).
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After intravenous administration, PONs
are detected in nearly all tissues and
organs except brain and testes, suggest-
ing significant transport barriers in these
tissues. The extent of tissue uptake is
dependent on the dose amount as well
as dose rate. A major accumulation of
PON occurs in liver and kidneys, and
to a lesser extent in spleen, bone mar-
row, and lymph nodes, which seems to
be independent of PON sequence. Chem-
ical modification of the phosphothioate
backbone structure may, however, alter
protein binding and organ distribution.
The mechanisms for uptake into target
cells have not been fully elucidated yet, but
these processes are energy-, temperature-,
and time-dependent, and probably include
pinocytosis and podocytosis.

PONs are cleared from tissues by
nuclease-mediated metabolism, with half-
lives that vary between 20 and 120 h,
depending on the organ or tissue. Suc-
cessive removal of bases from the 3′-end is
the major metabolic pathway in plasma,
while both 3′ and 5′ exonuclease exci-
sion may occur in tissues. Exonuclease
metabolism in plasma and tissues is rapid,
with 30 to 40% of PON having at least
one nucleotide removed after 5 min in
plasma. Endonuclease-mediated degrada-
tion of PONs is generally not observed.

PONs are highly bound to plasma pro-
teins that protect them from renal filtra-
tion. Plasma protein binding of ISIS2503,
for example, ranged from 95 to 97% in rats
and monkeys, but was saturable at high
concentrations. Urinary excretion is a ma-
jor route of excretion for PONs, regardless
of sequence or chemical structure, with
the majority being shorter-length metabo-
lites rather than unchanged parent drug.
Urinary excretion is nonlinear, with a
greater fraction excreted at higher doses.
Potential mechanisms include saturation

of plasma protein binding as well as tubu-
lar reuptake mechanisms. Only a minor
fraction of the dose is excreted into feces,
although enterohepatic recirculation has
been suggested.

ISIS 104838 is a tumor necrosis factor-
α (TNF-α) inhibiting second-generation
ON containing five 2′-O-(2-methoxyethyl)
modified (2′-MOE) nucleosides at the 3′-
and 5′-terminus, respectively. The PK
pattern for this second-generation PON
was similar to first-generation PONs,
except for a less pronounced nonlinearity
in systemic exposure and a substantially
prolonged terminal half-life of 27 ± 3.8
days, most probably due to the complete
blockade of exonuclease digestion by the
MOE modification.

5
Pharmacokinetics of DNA

In comparison to peptides, proteins, and
oligonucleotides, much less is known
about the PKs of recombinant plasmid
DNA used like a ‘‘drug’’ in the novel
treatment approach of gene therapy.

The in vivo disposition of plasmid DNA
and its complexes depends largely on its
physicochemical characteristics, a strong
negative charge, and high molecular
weight. After intravenous administration
in rats, pDNA is detected in all major
organs including lungs, liver, kidney, and
spleen. Low-level detection in the brain is
most likely an artifact from residual blood,
given that pDNA is unlikely to cross the
blood-brain barrier.

After intravenous administration in
mice, pDNA is rapidly eliminated from
the plasma due to extensive uptake
into the liver as well as rapid degra-
dation by nucleases, with hepatic up-
take clearance approaching liver plasma
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flow. pDNA is preferentially taken up
by liver nonparenchymal cells, such as
Kupffer and endothelial cells via receptor-
mediated processes.

Analysis of the functional forms of
pDNA in rats revealed that supercoiled
pDNA rapidly disappears from plasma
with a half-life of 0.15 min. Approxi-
mately 60% of supercoiled pDNA is de-
graded to open circular pDNA, which
is subsequently almost completely con-
verted to linear pDNA. The conversion
of open circular to linear pDNA followed
Michaelis–Menten kinetics, while linear
pDNA was removed with a half-life of
2.1 min. The slower elimination of open
circular and linear pDNA as compared
to supercoiled pDNA was suggested to
be related to a stronger interaction with
plasma macromolecules that might offer
some protection from plasma nuclease
degradation.

6
Exposure/response Correlations for Biotech
Drugs

Since biotech drugs are usually highly po-
tent compounds with steep dose–effect
curve, a careful characterization of the
dose–concentration–effect relationship
should receive particular emphasis during
the preclinical and clinical drug develop-
ment process. Integrated PK/PD model-
ing approaches have widely been applied
for the characterization of biotech drugs.
PK/PD modeling not only allows for a con-
tinuous description of the time course of
effect as a function of the dosing regime
and comprehensive summary of available
data but also enables testing of competing
hypotheses regarding processes altered by
the drug, allows to make predictions of
drug effects under new conditions, and

facilitates the estimation of inaccessible
system variables.

The application of PK/PD modeling is
beneficial in all phases of preclinical and
clinical drug development, with a focus on
dosage optimization and identification of
covariates that are causal for intra- and in-
terindividual differences in drug response
and/or toxicity. It has recently been fur-
ther endorsed by the publication of the
Exposure–Response Guidance document
by the US Food and Drug Administra-
tion. Mechanism-based PK/PD modeling,
which appreciates the physiological events
involved in the elaboration of the observed
effect, has been promoted as a superior
modeling approach when compared to em-
pirical modeling, especially because it not
only describes observations but also offers
some insight into the underlying biologi-
cal processes involved and thus provides
flexibility in extrapolating the model to
other clinical situations. Since the molec-
ular mechanism of action of biotech drugs
is generally well understood, it is often
straightforward to transform this avail-
able knowledge into a mechanism-based
PK/PD modeling approach that appropri-
ately characterizes the real physiological
process leading to the drug’s therapeu-
tic effect.

In the following, the application of the
three most common PK/PD modeling
classes, direct-link models, indirect-link
models, and indirect-response models, will
be discussed in more detail. In addi-
tion, extensions of these concepts and
more complex approaches will be intro-
duced in illustrative examples. However,
it should be mentioned that PK/PD mod-
els for biotech drugs are not limited only
to continuous responses as shown in the
following but are also used for binary or
graded responses. A logistic PK/PD mod-
eling approach was, for example, used to
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link cumulative AUC of the anti-TNF-α
protein etanercept with the American Col-
lege of Rheumatology response criterion
of 20% improvement (ARC20) in patients
with rheumatoid arthritis.

6.1
Direct Link PK/PD Models

While drug concentrations are usually an-
alytically quantified in plasma, serum, or
blood, the magnitude of the observed re-
sponse is determined by the concentration
of the drug at its effect site, the site of
action in the target tissue. The relation-
ship between the drug concentration in
plasma and at the effect site may either
be constant or undergo time-dependent
changes. If equilibrium between both con-
centrations is rapidly achieved or the site of
action is within plasma, serum, or blood,
there is practically a constant relationship
between both concentrations with no tem-
poral delay between plasma and effect site.
In this case, measured concentrations can
directly serve as input for a PD model. The
most frequently used direct-link PD model
is the sigmoid Emax-Model:

E = Emax · Cn

ECn
50 + Cn (3)

with Emax as maximum achievable effect,
C as drug concentration at the effect
site, and EC50 the concentration of the
drug that produces half of the maximum
effect. The Hill coefficient n is a shape
factor that allows for an improved fit
of the relationship to the observed data.
Thus, a direct-link model directly connects
measured concentration to the observed
effect without any temporal delay.

A. Racine-Poon et al. provided an ex-
ample for a direct-link model by relating
the serum concentration of the antihuman
immunoglobulin E (IgE) antibody CGP

51901 for the treatment of seasonal aller-
gic rhinitis to the reduction of free IgE
via an inhibitory Emax-model. Similarly, a
direct-link model was applied to assess the
effect of recombinant interleukin-10 on the
ex vivo release of the proinflammatory cy-
tokines TNF-α and interleukin-1β (IL-1β)
in LPS-stimulated leukocytes.

6.2
Indirect Link PK/PD Models

The concentration–effect relationship of
many biotech drugs, however, cannot be
described by direct-link PK/PD models,
but is characterized by a temporal dissoci-
ation between the time courses of plasma
concentration and effect. In this case,
concentration maxima would occur be-
fore effect maxima, effect intensity would
increase despite decreasing plasma con-
centrations and would persist beyond the
time when drug concentrations in plasma
are no longer determinable. The relation-
ship between measured concentration and
observed effect follows a counterclockwise
hysteresis loop. This phenomenon can
be caused either by an indirect-response
mechanism (see Sect. 6.3) or by a distribu-
tional delay between the concentrations
in plasma and at the effect site. The
latter can conceptually be described by
an effect-compartment model, which at-
taches a hypothetical effect-compartment
to a PK compartment model. The effect-
compartment does not account for mass
balance and only defines the changes in
concentration at the effect site via the time
course of the effect itself.

An effect-compartment approach was,
for example, applied to quantify the re-
duction in mean arterial blood pressure
by the antiadrenergic peptoid CHIR 2279.
The same concept was used by Pihoker
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Fig. 6 Serum concentration profiles
(mean ± SD) of GHRP-2 (growth
hormone–releasing peptid-2; �) and
endogenous somatotropin (•) after
intravenous administration of 1µ g kg−1

GHRP-2 in prepubertal children
(n = 10). (Reprinted with permission
from Pihoker, C., Kearns, G.L.,
French, D., Bowers, C.Y. (1998)
Pharmacokinetics and
pharmacodynamics of growth
hormone-releasing peptide-2: a phase I
study in children, J. Clin. Endocrinol.
Metab. 83, 1168–1172. Copyright 1998,
The Endocrine Society).

et al. to characterize the relationship be-
tween the serum concentration of the
somatotropin-releasing peptide GHRP-2
and somatotropin (Fig. 6).

6.3
Indirect-response PK/PD Models

The effect of most biotech drugs, however,
is not mediated via a direct interaction
between drug concentration and response
systems, but frequently involves several
transduction processes that include, at
their rate-limiting step, the stimulation
or inhibition of a physiologic process,
for example, the synthesis or degrada-
tion of a molecular response mediator like
a hormone or cytokine. In these cases,
mechanism-based indirect-response mod-
els should be used that appreciate the
underlying physiological process involved
in mediating the observed effect. Indirect-
response models generally describe the
effect on a representative response param-
eter via the dynamic equilibrium between
increase or synthesis and decrease or
degradation of the response, with the for-
mer being a zero-order and the latter a
first-order process. Each of these processes
can be stimulated or inhibited in four de-
rived basic model variants.

Two variants of the indirect-response
models, stimulation of synthesis and of
degradation processes were, for example,
used in a recent study for modeling the
effect of recombinant erythropoietin on
the two response parameters, free ferritin
(Fr) concentration and soluble transferrin
receptor (Tfr) concentration. While ery-
thropoietin reduces Fr, it increases Tfr
(Fig. 7). The temporal change in both re-
sponse variables can be described by the
following equations:

dFr

dt
= kin,F − kout,F

·
(

1 + Emax · Cn
m

ECn
50 + Cn

m

)
· Fr

dTfr

dt
= kin,T ·

(
1 + Emax · Cn

m

ECn
50 + Cn

m

)

− kout,T · Tfr (4)

with kin as endogenous formation rate
of Fr and Tfr, and kout as first-order
degradation rate constant, respectively.
Cm is the erythropoietin concentration
that was additionally modulated via a
transduction process with 50-h delay.

Similarly, a modified indirect-response
model was used to relate the concentration
of the humanized antifactor IX antibody
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Fig. 7 Serum concentration–time course (mean ± SD) of
erythropoietin (c) and its effect on the concentrations of free ferritin (b)
and soluble transferrin receptor (a) after repeated subcutaneous
administration of 200 U kg−1 recombinant erythropoietin in athletes
(n = 18) (Reprinted with permission from Bressolle, F., Audran, M.,
Gareau, R., Pham, T.N., Gomeni, R. (1997) Comparison of a direct and
indirect population pharmacodynamic model: application to
recombinant human erythropoietin in athletes, J. Pharmacokinet.
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SB249417 to factor IX activity in Cynomol-
gus monkeys as well as humans. The drug
effect in this model was introduced by
interrupting the natural degradation of
Factor IX by sequestration of factor IX
by the antibody.

Indirect-response models were also
used for the effect of somatotropin
on endogenous IGF-1 concentration,
as well as the immune suppressive
activity of the monoclonal antibody
mAb 5c8.
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Fig. 8 Schematic representation of an
indirect-response model with precursor pool
used to describe the effect of interferon-β 1a
(represented by its internalized drug-receptor
complex DR∗) on endogenous neopterin
concentrations (NP) via stimulation of the

synthesis of its precursor neopterin triphosphate (P). See text for discussion of the details (Modified
from Mager, D.E., Neuteboom, B., Efthymiopoulos, C., Munafo, A., Jusko, W.J. (2003a)
Receptor-mediated pharmacokinetics and pharmacodynamics of interferon-β 1a following
intravenous and subcutaneous dosing in monkeys, J. Pharmacol. Exp. Ther. 26, 26.

Although physiologically related mecha-
nism-based modeling should be preferred,
an indirect-response–based temporal dis-
sociation between time course of concen-
tration and effect can also be modeled with
the effect-compartment approach. The ef-
fect of the growth hormone–releasing pep-
tid (GHRP) ipamorelin on somatotropin,
for example, was described by a physiologi-
cally based indirect-response model, while
the already mentioned GHRP-2 effect on
somatotropin was characterized with an
effect-compartment approach. Similarly,
effect-compartment as well as indirect-
response models were applied for char-
acterizing the effect of insulin on blood
glucose levels. A recent comparative study,
however, suggests that a mechanism-
based indirect-response model is a more
appropriate approach for modeling the
PK/PD of insulin.

6.4
Precursor Pool PK/PD Models

An extension of indirect-response mod-
els are precursor pool-dependent indirect-
response models that include the libera-
tion of an endogenous compound from a
storage pool. These models possess the
unique ability to characterize both tol-
erance and rebound phenomena. Such
a model was, for example, used to de-
scribe the effect of interferon-β1a on
neopterin, an endogenous marker for

cell-mediated immunity in humans and
monkeys (Fig. 8). The primary elimination
mechanism of interferon-β1a was mod-
eled as receptor-mediated endocytosis, and
the PD model was driven by the amount of
internalized drug-receptor complex DR∗:

dP

dt
= k0 ·

(
1 + Smax · DR∗

SC50 + DR∗

)
− kp · P

(5)

where P is the concentration of neopterin
precursor (neopterin triphosphate), k0 is
the zero-order production rate of precur-
sor P, and kp is the first-order rate constant
characterizing the conversion of precursor
P to neopterin. The amount of internal-
ized DR∗ stimulates precursor production
via a stimulation function governed by the
maximum effect parameter Smax and a
sensitivity parameter SC50, the concentra-
tion that results in half of Smax. The rate of
change in neopterin concentration NP is
then defined by the following expression:

dNP

dt
= kp · P − kout · NP (6)

with kout as the first-order elimination rate
constant of NP in the body.

6.5
Complex PK/PD Models

Since the effect of most biotech drugs is
mediated via complex regulatory physio-
logic processes including feedback mecha-
nisms and/or tolerance phenomena, some
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PK/PD models that have been described
for biotech drugs are much more sophis-
ticated than the four classes of models
previously discussed. One example of such
a complex modeling approach has been de-
veloped for the therapeutic effects of the
LH-RH antagonist cetrorelix.

Cetrorelix is used for the preven-
tion of premature ovulation in women

dLH

dt
= k0 ·

(
1 − C

IC50 + C

)
·







1 + SA





t −
(

T0 + Emax · Ce

EC50 + Ce

)

SW






N

+ 1







− ke · LH

(7)

undergoing controlled ovarian stimulation
in in vitro fertilization protocols. LH-RH
antagonists suppress the LH levels and
delay the occurrence of the preovulatory
LH surge, and this delay is thought to be
responsible for postponing ovulation. The
suppression of LH was modeled in the
PK/PD approach with an indirect-response
model approach directly linked to cetrore-
lix plasma concentrations (Fig. 9). The

shift in LH surge was linked to cetrorelix
concentration, with a simple Emax-function
via a hypothetical effect-compartment to
account for a delay in response via com-
plex signal transduction steps of unknown
mechanism of action. The combined ef-
fect of LH suppression and delaying the
LH surge was described by the following
relationship:

where LH is the LH concentration, k0 and
ke are the zero-order production rate and
first-order elimination rate constants for
LH at baseline, C and Ce are the cetrorelix
concentrations in plasma and a hypotheti-
cal effect-compartment respectively, SA is
the LH surge amplitude, t is time, T0 is
the time at which the peak occurs under
baseline conditions, SW is the width of the
peak in time units, IC50 is the cetrorelix

Fig. 9 PK/PD model for the LH suppression and
the delay in LH surge following administration of
a cetrorelix dose (D). CC, CP, and Ce: Concentra-
tion of drug in central, peripheral, and effect
compartments, respectively; ka, k12, k21, k10, k1e,
ke0: pharmacokinetic first-order rate constants.
See text for discussion of the details (Modified
from Nagaraja, N.V., Pechstein, B., Erb, K.,
Klipping, C., Hermann, R., Locher, M.,
Derendorf, H. (2003) Pharmacokinetic/pharmaco-
dynamic modeling of luteinizing hormone (LH)
suppression and LH surge delay by cetrorelix after
single and multiple doses in healthy premeno-
pausal women, J. Clin. Pharmacol. 43, 243–251).
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concentration that suppresses LH levels
by 50%, Emax is the maximum delay in
LH surge, and EC50 is the cetrorelix con-
centration that produces half of Emax. N
describes the slope of the surge peak and

is an even number. Baseline data analysis
indicated that N and SW were best fixed at
values of 4 and 24 h, respectively.

Figure 10 shows the application of this
PK/PD model to characterize the LH
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Fig. 10 PK and PD relationship between cetrorelix (O) and LH concentrations (�) after single
doses of 1, 3, and 5 mg cetrorelix in representative subjects. Left panel: LH suppression. Right
panel: LH suppression and LH surge profiles. The thick solid line represents the model-fitted
cetrorelix concentration; the broken line the model-fitted LH concentration; and the thin dotted
line the pretreatment LH profile (not fitted) (Reprinted with permission from Nagaraja, N.V.,
Pechstein, B., Erb, K., Klipping, C., Hermann, R., Niebch, G., Derendorf, H. (2000)
Pharmacokinetic and pharmacodynamic modeling of cetrorelix, an LH-RH antagonist, after
subcutaneous administration in healthy premenopausal women, Clin. Pharmacol. Ther. 68,
617–625).
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suppression and LH surge delay after
subcutaneous administration of cetrorelix
to groups of 12 women at different dose
levels. The analysis revealed a marked
dose–response relationship for the LH
surge, and thus predictability of drug
response to cetrorelix.

An even more complex, mechanism-
based modeling approach including tol-
erance phenomena was used for the effect
of antide, an LH-RH antagonist, on the
endogenous regulatory mechanisms and
plasma concentrations of LH and testos-
terone.

7
Summary

In general, biotech drugs conform to the
same PK and PD principles as traditional,
small-molecule drugs. On the basis of their
similarity to endogenous compounds or
nutrients, however, numerous caveats and
pitfalls related to bioanalytics and PKs have
to be considered and addressed during the
development process, and this may require
additional resources. Furthermore, PDs
is frequently complicated owing to close
interaction with endogenous substances
and specific feedback mechanisms.

Biotech drugs, including peptides, pro-
teins and antibodies, oligonucleotides, and
DNA, are projected to cover a substantial
market share in the health care systems
of the future. It will be crucial for their
widespread application in pharmacother-
apy, however, that their respective drug
development programs are successfully
completed in a rapid, cost-efficient, and
goal-oriented manner. A more widespread
application of PK and PD concepts includ-
ing exposure–response correlations has
repeatedly been promoted by industry,
academia, and regulatory authorities for

all preclinical and clinical phases of drug
development and is believed to result in a
scientifically driven, evidence-based, more
focused and accelerated drug product de-
velopment process. Thus, PK/PD concepts
are likely to continue and expand their role
as a decisive factor in the successful devel-
opment of biotechnologically derived drug
products in the future.

See also Antitumor Steroids; Cancer
Chemotherapy, Theoretical Foun-
dations of; HIV Therapeutics, Bio-
chemistry of; Medicinal Chemistry;
Oncology, Molecular; Pharmacoge-
nomics and Drug Design.
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Keywords

Aptamer
A short single-stranded nucleic acid selected from combinatorial libraries to bind
specific target molecules through a protocol termed SELEX (Systematic Evolution of
Ligands by EXponential enrichment).

Pharmacokinetics
The action and metabolism of pharmaceuticals (drugs) in the body, including the
processes of absorption, biotransformation, distribution to tissues, and duration of
action and elimination.

PNA (Peptide Nucleic Acid)
A nucleic acid analog in which the entire phosphate sugar backbone has been replaced
by an uncharged polyamide backbone with the side groups, purine and pyrimidine
bases, found in biological nucleic acids.

Ribozyme
Catalytic RNA, capable of cleaving target RNA of specific sequence.

RNA Drug
Different types of RNA molecules (aptamers, ribozyme, siRNA, and so on) that can be
used for therapeutical and/or diagnostic purposes.

RNA interference (RNAi)
A novel mechanism induced by double-stranded RNA that leads to posttranscriptional
gene silencing by sequence-specific degradation or translational inhibition of specific
transcripts.

Spiegelmer
Biostable aptamers that are synthesized from L-nucleotides (the mirror image of natural
nucleotides), and, therefore, cannot be degraded by naturally occurring nucleases.
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� In the living cell, the RNA is an important intermediate of genetic information
transfer between DNA and protein. RNA is a single-stranded, flexible, and versatile
biopolymer that incorporates many pharmacologically desirable traits of DNA and
protein without some of their disadvantages. It is water soluble and nontoxic,
produced by chemical synthesis as well as recombinant cloning, faithfully replicates
the parental DNA sequence, can be converted to DNA or protein, possesses enzymatic
self-cleaving activity, and makes specific RNA–RNA, RNA – DNA, and RNA–protein
interactions. The biologically remarkable forms and functions of RNA, such as
antisense RNA, ribozymes, RNA decoys, aptamers, and RNA interference, are rooted
in this fundamentally unique combination of biochemical traits of the RNA. It is only
recently that some of these properties of RNA have been exploited to interfere with or
repair dysfunctional or harmful nucleic acids or proteins and to induce therapeutic
gene products in a variety of pathological syndromes or infectious diseases. First
and second generations of RNA drugs have indeed produced promising results, thus
raising new hopes in bringing RNA therapeutics from the bench to the bedside. In
this chapter, we first describe the basic features and discoveries of RNA that are
relevant to its clinical usage, and then chronicle the emerging clinical applications
of RNA.

1
Clinically Relevant Features of RNA and its
Metabolism

1.1
RNA in Central Dogma

The core of the Central Dogma of molec-
ular biology (Fig. 1) charts the genetic
information flow in all living cells: DNA
makes RNA and RNA makes protein. DNA
is copied into RNA in ‘‘transcription,’’ and
the messenger RNA (mRNA) is deciphered
to protein in ‘‘translation.’’ To this is added
the fact that DNA and RNA genomes are
duplicated in ‘‘replication,’’ and, in retro-
viruses, the viral RNA genome can be
copied in the ‘‘retro’’ (hence the name
of these viruses) or ‘‘reverse’’ direction to
produce DNA in a process aptly called
‘‘reverse transcription.’’ DNA replication
is catalyzed by DNA polymerase and tran-
scription by RNA polymerase (RNAP). The

enzyme that copies RNA into RNA is some-
times called ‘‘replicase’’ or ‘‘transcriptase’’
(as the name ‘‘RNA polymerase’’ has al-
ready been taken by its DNA-dependent
counterpart). In this chapter, however,
we will follow the recent trend to call it
RdRP (RNA-dependent RNA polymerase).
Lastly, the reverse transcriptase (RT) cat-
alyzes the conversion of RNA to DNA.
Relevant aspects of the Central Dogma are
detailed below.

DNA, the stored but otherwise useless
genetic information in all cells, is double-
stranded and, in comparison to RNA and
protein, is relatively rigid and inflexible.
Practically all naturally occurring DNA,
except the very small ones (such as
plasmids), are intimately complexed with
proteins (such as histones in mammalian
cells) to produce the chromosomes. The
principal types of RNA transcribed from
the DNA in a cell are listed in Table 1. Each
class of RNA is produced by one of three
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Fig. 1 The Central Dogma of molecular
biology (Sect. 1.1). This Figure is not
meant to serve as a comprehensive
diagram of all aspect of replication,
transcription, and translation, but only
to provide minimal relevant information
needed to understand the rest of the
chapter. RNA splicing is omitted for
simplicity, but is detailed in Sect. 1.4.
The mRNA is shown with its 5′ cap
structure and the 3′ poly(A) tail is
omitted. An oversimplified RNA hairpin
is shown. Nucleotides are paired by
hydrogen bonds, indicated by small
lines. The most important feature to
note is that the RNA is located between
DNA and protein, form local base pairs
that resemble DNA, and at the same
time folds and bends like proteins.

kinds of RNAP, often with the assistance
of transcription factors, many of which
are in turn regulated by physiological
signals. The messenger RNA (mRNA) is
the only kind of RNA that is translated into
protein; hence its name as the messenger
of genetic information. The majority
of mammalian mRNAs are produced
as pre-mRNAs containing ‘‘exons’’ and
‘‘introns’’; RNA splicing, described in
Sect. 1.4, removes the introns and joins
the exons to produce the processed mRNA
ready for translation. By virtue of its
protein-coding nature, the mRNA has
evolved to be more labile and subject to a
relatively greater temporal, developmental,
and tissue-specific regulation than the
rRNA and tRNA. While replication and
transcription of DNA genomes occur in
the nucleus, translation is cytoplasmic.
Replication and transcription of RNA
genomes, such as those of viruses, is also
a cytoplasmic event, with few exceptions.

RNAP initiates transcription at a spe-
cific sequence on the DNA, known as a
promoter, and copies only one strand of

the DNA. There are various conventions to
describe the two nucleic acid strands, de-
pending on the focus of the discussion. We
prefer to call the RNA the ‘‘sense’’ strand
because this is the first step in the Cen-
tral Dogma where a molecule that ‘‘makes
sense’’ (to the translational machinery) is
produced from the information encrypted
in the DNA. The complementary strand of
the DNA is, therefore, ‘‘antisense’’ (Fig. 1).
In other words, RNAP copies the an-
tisense strand of the DNA as template
to produce the RNA. To rephrase, the
RNA sequence is identical to the sense
strand of the DNA (except for the T-to-U
change) and complementary to the an-
tisense strand. In describing viral RNA
genomes, virologists often follow another
nomenclature whereby the mRNA-sense
RNA is referred to as the ‘‘positive’’ or
‘‘plus’’ strand and its complementary RNA
is called ‘‘negative’’ or ‘‘minus’’ strand. As
most cellular functions – structural as well
as enzymatic – are performed by proteins,
the overwhelming majority of conven-
tional drugs directly target proteins. In
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contrast, the majority of the emerging RNA
drugs target the mRNAs that encode the
proteins, and thus work at a higher level
in the Central Dogma.

Translation, the last step in Central
Dogma, is a far more complex process
requiring the participation of ribosomes,
transfer RNA, and a slew of translational
factors, and, thus, there is no such
single entity as ‘‘RNA-dependent protein
polymerase’’! Protein is also the ultimate,
dead-end product of Central Dogma, and,
thus, cannot be reverse-translated. Lastly,
proteins do not replicate. Note that RNA
is the intermediate between the DNA and
the protein, and shares features of both.
In short, it has the nucleic acid property
of DNA and the flexibility of protein. The
following section elaborates this further.

1.2
Transcription and Replication of RNA
Genomes

RNA genomes in nature are found nearly
exclusively in RNA viruses that comprise
a large group of pathogens that infect
practically all species including human.
Viral RNA genomes can be linear or circu-
lar, single or double-stranded, segmented
or nonsegmented, and the single-stranded
genomes can be positive or negative, sense
or even ambisense (a mixture of the two).
They can vary in size from a little over a
hundred nucleotides (as in hepatitis delta
virus and plant viroids) to around 30 000
nucleotides (as in coronoviruses that cause
the severe acute respiratory syndrome, or
SARS). Viruses, by definition, are obliga-
tory parasites, and must infect host cells
in order to multiply. Owing to their small
size, viral genomes lack the capacity to
code for the highly complex translation
machinery (Fig. 1); therefore, all viruses
must utilize the translational apparatus

of the host. Animal cells, in general, and
human cells, in particular, lack any enzy-
matic activity that can copy RNA templates,
thus compelling all RNA viruses to en-
code such activities of their own. While
the retroviral RNA genomes encode RT
that copies the genomic RNA into com-
plementary DNA (cDNA) to be integrated
into the host chromosomal DNA, the non-
retroviral RNA genomes encode RdRP
that transcribes and replicates the genome
exclusively in the cytoplasm. The func-
tional viral RdRP is usually a multisubunit
complex consisting of a large polymerase
subunit and one or more accessory sub-
units. The RNA genome of positive-strand
RNA viruses is essentially a sense-strand
mRNA that is translated immediately af-
ter infection. The antisense genome of
negative-strand RNA viruses, in contrast,
must first be transcribed by the associated
RdRP activity to produce mRNAs that are
then translated to produce new viral pro-
teins. Many RNA genomes, especially the
negative-strand ones, are tightly wrapped
by the nucleocapsid protein (N), producing
the N-RNA nucleoprotein complex, which
is the biological template for the RdRP.
The mRNAs, in contrast, are naked. Thus,
the genomic RNA is resistant to various
onslaughts including prospective drugs,
while the mRNA is a therapeutic target.

In contrast to the DNA genomes, RNA
genomes are also highly mutable, mainly
because the RdRP lacks a proofreading
activity and thus is highly error prone.
As a result, even the purest, clonally
purified RNA virus preparation may con-
tain a mixed population of genomes of
various sequences, leading to the con-
cept of ‘‘quasi-species.’’ This has two
important implications. First, it allows the
RNA virus to mutate quickly and produce
‘‘best-fit’’ mutants in a rapidly changing
environment, thus enhancing its chances
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of survival. By the same token, however,
it also creates major hurdles in design-
ing vaccines and other antiviral strategies
against RNA viruses. Indeed, in recur-
ring RNA viral epidemics, such as the
annual episodes of human flu (caused
by influenza virus), fresh vaccines are
made against the new strain as the anti-
genic makeup of the new virus may be
sufficiently different from those of the pre-
vious years, thus making the past vaccines
ineffective.

1.3
Noncanonical Base Pairs in RNA

Although RNA is described as single-
stranded in comparison to DNA, in reality
more than half the nucleotides in the
typical RNA participate in base pairing.
Several motifs with various combinations
of double-stranded helix, bulge, and loop
are commonly found in RNA secondary
structures. In small viral RNA genomes,
such as viroids, virusoids, satellite RNA,
and human hepatitis delta virus RNA,
essentially all the bases are paired such that
the RNA is practically all double-stranded
and highly folded. While the Watson-Crick
A:T and G:C base pairs are universal in all
DNA, RNAs may contain many modified
bases in addition to the standard A, C, G,
and U, and the flexibility of the RNA chain
allows various noncanonical base pairs
as well. The most prevalent noncanonical
RNA base pairs with the standard bases are
GU, GA, and AC. The tRNAs often contain
the modified base inosine (I), created
posttranscriptionally, in the first wobble
position of the anticodon; as I can pair with
A, C, or U, this allows more promiscuous
codon–anticodon pairing, such that fewer
different tRNAs are required. As discussed
later, such modified bases and alternate

pairing rules may be used in designing
better RNA drugs.

1.4
RNA Splicing

Typical mammalian genes are organized
on the DNA in exon–intron structure,
with an average of about nine exons per
gene. Transcription of the DNA produces
pre-mRNA, from which the introns are re-
moved in a process called splicing. The
process is catalyzed by a large ribonu-
cleoprotein complex, called spliceosome,
containing various RNA of the snRNA
family (Table 1) and multiple proteins. The
spliceosome recognizes sequence features
of the intron–exon boundaries (splice
junctions) and performs the actual cutting
and joining of the RNA segments. This
section will summarize the fundamental
principles of how alternate splicing can be
regulated by an RNA drug, and specific
splice variants or faulty RNA can be de-
stroyed or repaired by catalytic RNA drugs.

1.4.1 Alternate RNA Splicing: Regulation
by Antisense RNA
Alternative splicing occurs when the
introns of a particular pre-mRNA are
spliced in more than one way, generating
multiple mature mRNA species – and
hence multiple proteins – from a single
gene (Fig. 2). More than half of all human
gene transcripts are estimated to undergo
alternate splicing, yielding an enormous
variety of mRNAs out of a relatively small
repertoire of genes. As in everything else
in biology, alternate splicing is highly
regulated, and its pattern can be specific
to tissue, development stage, physiological
condition, or disease.

A representative example of one kind
of alternate splicing and its exploitation
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Tab. 1 The principal types of RNA produced in cells.

Type of RNA Property Transcribed by

mRNA Messenger RNA: codes for proteins. RNAP II
rRNA Ribosomal RNA: forms the basic structure of the ribosome and

catalyzes translation.
RNAP I

tRNA Transfer RNA: functions as adaptors between amino acids and
mRNA during translation.

RNAP III

snRNA Small nuclear RNAs: function in a variety of nuclear processes,
including splicing.

RNAP III

snoRNA Small nucleolar RNA: used to process and chemically modify rRNAs.
SiRNA Short interfering RNA: double-stranded RNA that eventually

degrades target RNA in the RNA interference (RNAi) pathway;
important in RNA therapeutics.

RNAP II

miRNA. microRNA: related to siRNA in biogenesis. These and other small
noncoding RNAs (ncRNAs) function in diverse cellular processes,
including translation inhibition, X chromosome inactivation,
telomere synthesis, and centromere silencing. Important in RNA
therapeutics.

RNAP II

Intermediates and precursors are not described. For example, pri-miRNA is first processed by the
nuclear RNase, Drosha, to produce pre-miRNA, which is further processed by Dicer in the cytoplasm
to generate miRNA (Fig. 6). When first discovered, miRNA was called ‘‘small temporal RNA’’
(stRNA).

Fig. 2 Regulation of alternate splicing
by antisense RNA Drug. The three
possible splicing events on the Bcl-x
pre-mRNA are labeled 1, 2, and 3.
Combination of 1 and 2 splicing yields
the short Bcl-xS mRNA and protein,
while 1 and 3 splicing yields the long
Bcl-xL mRNA and protein. The antisense
RNA (AS-RNA, denoted by asterisk)
inhibits splicing 3, thus blocking
synthesis of the shorter protein and
promoting death of cancer cells.
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Bcl-x pre-mRNA
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in therapeutics is shown in Fig. 2. Apop-
tosis or programmed cell death is regu-
lated by differential expression of a large
number of proteins by alternative RNA

splicing, some of which may even have
opposite apoptotic functions. For example,
the Bcl-x pre-mRNA generates two alter-
native splice variants, namely, Bcl-x(long)
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(Bcl-xL) and Bcl-x(short) (Bcl-xS). While
the Bcl-xL protein is antiapoptotic, Bcl-xS is
proapoptotic and sensitizes cancer cells to
chemotherapeutic agents. Elevated levels
of Bcl-xL generally correlate with decreased
cellular sensitivity toward chemotherapy.
In a recent approach, an antisense nucleic
acid targeted to a complementary alterna-
tive splice site of Bcl-x pre-mRNA shifted
splicing from Bcl-xL to Bcl-xS, thus low-
ering the apoptotic threshold of prostate
cancer cells and increasing the efficacy
of chemotherapeutic drugs. Thus, it is
conceivable that a properly designed anti-
sense RNA can selectively alter the splicing
pattern of a pre-mRNA to produce a thera-
peutic effect.

In summary, an antisense RNA, by
binding to a specific sequence, can alter the
structure and function of the target RNA,
which has obvious clinical implications.
As discussed in the following sections
(Sects. 1.4.2 and 1.4.3), ribozymes and
siRNAs (Sect. 1.5) cannot inhibit site-
specific splicing, but can be used to destroy
a specific splice variant by targeting a
sequence that is unique to the variant.

1.4.2 Trans-cleaving Ribozymes:
Destruction of Undesired RNA
Ribozymes are RNA molecules that cat-
alyze a chemical reaction, that is, scission
of a covalent bond. Historically, the first
catalytic RNA was described in a group I
intron from Tetrahymena thermophila that
could undergo self-cleavage (in cis), which
was followed by the discovery of trans-
cleaving RNA that could act on other RNA
substrates. It was soon recognized that
the latter class could be used as ‘‘cat-
alytic antisense’’ tools in gene therapy,
whereas the purely antisense RNA de-
scribed above could only inhibit target
function without causing loss of the tar-
get or alteration of the target sequence.

By far, the most favored trans-cleaving ri-
bozymes in clinical applications are the
hammerhead ribozymes that share a typi-
cal secondary structure of the catalytic core
composed of three helices and variable as
well as invariant nucleotides at specific po-
sitions (Fig. 3a). Whereas helix II is formed
intramolecularly, helices I and III are made
of paired hammerhead and substrate se-
quences. Cleavage occurs 3′ to nucleotide
H (Fig. 3a) of the target, and efficient cleav-
age requires a U to the 5′ side of this H to
pair with a critical A residue (asterisked in
Fig. 3a) in the hammerhead. The variable
nucleotides (N in Fig. 3a) in these helices
allow one to target virtually any RNA se-
quence. The repertoire of target sequences
can be further expanded by taking advan-
tage of noncanonical RNA base pairing and
modified bases (Sect. 1.3). For example, re-
placement of the asterisked A (in Fig. 3a)
with a more promiscuous base, inosine (I),
resulted in a hammerhead ribozyme that
could cleave at a CH consensus via I:C
pairing. In summary, a synthetically engi-
neered hammerhead ribozyme can act as
‘‘molecular scissors’’ destroying unwanted
RNA of specific sequence such as a viral
RNA, a splice variant, or a mutant RNA as-
sociated with a pathological condition such
as cancer.

1.4.3 Trans-splicing Ribozymes: Repair of
Defective RNA
Once defective genetic information has
been transcribed into RNA, it is still pos-
sible to use RNA therapeutics to mend
the defective RNA sequence without alter-
ing the DNA gene. Two major types of
strategies have been developed that exem-
plify the use of trans-splicing ribozymes in
RNA repair.

The first method (Fig. 4) employs the
originally discovered self-splicing group I
intron from Tetrahymena, which mediates
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Fig. 3 (a) Secondary structure of a
trans-cleaving hammerhead ribozyme
with bound substrate. The ribozyme is
in plain letters; substrate RNA is in bold.
N = any nucleotide, Y = pyrimidine (U
or C), R = purine (A or G), H = any
nucleotide except G. Note that A:C and
G:U base pairs are permissible in all
RNA (Sect. 1.3), including ribozymes.
The hammerhead ribozyme, associated
with the substrate RNA, is depicted to
form the three structurally and
functionally important helices (I, II, III).
In clinical applications, exogenously
used hammerheads are generally 35 to
40 nt long, and the intramolecular helix
II is formed by four base pairs; however,
minimized hammerheads with faster
cleavage rates have been described that
contain only two base pairs in this helix.
The cleavage site in the substrate RNA
is as shown. The required UH
dinucleotide is circled; this U can be
substituted by a C if the pairing A
(asterisked) is changed to I. (b) The
target (thick line) cleavage cycle of a
ribozyme (thin line). The dissociation
step (product release) is the slowest and
hence rate-limiting, but once
dissociated from the cleaved target the
ribozyme is recycled as a true catalyst to
carry out multiple rounds of cleavage.
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trans-splicing of an exon attached to its
3′ end onto a targeted 5′ exon RNA
that is a separate RNA molecule. Repair
of lacZ transcripts in Escherichia coli
and in cultured mammalian cells using
shortened versions of this ribozyme has
been demonstrated. In such studies, the
ribozyme, which is engineered to contain
the wild-type sequence, base pairs with
the mutant RNA using an internal guide
sequence, cleaves off the mutant segment,
and then ligates the wild-type sequence to
the cleaved product (Fig. 4). In a variation
of this theme, a ‘‘twin ribozyme’’ is
created by tandem duplication of a hairpin
ribozyme, such that four extra nucleotides
are added to the replaced RNA segment.

If this is an mRNA, then the resultant
repaired mRNA would contain an extra
amino acid followed by a frameshift, which
may have a therapeutic value.

The second, related method is named
spliceosome-mediated RNA trans-splicing
(SMaRT) (Fig. 5), which does not require
an exogenous ribozyme because it uses the
spliceosome to catalyze a trans-splicing
reaction between the target pre-mRNA
and pre-trans-splicing RNA (termed PTM).
Note that the PTM is not a ribozyme;
its trans-splicing repairs the mutant RNA
by simply competing with the natural
cis-splicing.

In an interesting diagnostic application,
‘‘half-ribozyme’’ ligase molecules have
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Fig. 4 Ribozyme-mediated repair of RNA. The mutant exon of the
target RNA with the mutation X is shown in black. The trans-splicing
ribozyme, introduced into the cell, brings in the wild-type exon (white).
The N5G stretch and some extra nucleotides acts as the internal guide
sequence to direct trans-cleavage that results in the loss of the mutant
exon and ligation of the wild-type exon to produce the repaired
transcript (bottom).
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Fig. 5 Spliceosome-mediated
trans-splicing repair of mutant
RNA by SMART (Sect. 1.4.3).
The mutant exon with the
mutation X is shown in black
and its wild-type counterpart in
the PTM in white.
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been designed that are activated upon
binding to their RNA targets. The catalytic
nature of these enzymes leads to multiple
rounds of ligation, and hence signal
amplification, allowing the detection of
attomol (10−18) quantities of the target,
such as viral RNA in clinical samples.

1.5
RNA Interference: Sirna and miRNA

A relatively recent discovery, the phe-
nomenon of RNA interference (RNAi)
and the various aspects of its mechanism
and application, has captivated the imag-
ination of the biological community. A
literature search through the PubMed site
of NCBI (http://www.ncbi.nlm.nih.gov/)
revealed that a total of 146 RNAi-related
papers were published in just one month
(May of 2004), averaging roughly five pa-
pers a day and underscoring the feverish
activity in this field. The RNAi path-
way is activated by double-stranded RNA
(dsRNA), which, in principle, can form

whenever sense RNA meets antisense. In
nature, segments of many viral genomes
are transcribed in both orientations, gen-
erating both sense (positive) and antisense
(negative) RNA in the infected cell, which
may then base pair to form dsRNA. In
the laboratory, dsRNA can be synthesized
chemically or by recombinant technology
and then introduced into the cell, tis-
sue, or animal. The mechanism of the
RNAi pathway is briefly illustrated in
Fig. 6, whereby a long dsRNA is pre-
cisely processed by Dicer, a member of
the RNase III superfamily, to produce 21-
to 28-nt long dsRNA fragments with 3′-
overhangs, called siRNA. This step can be
bypassed by chemically synthesized siR-
NAs that are directly introduced into the
cell by transfection or electroporation. The
siRNA is incorporated into a multipro-
tein complex called RNA-induced silencing
complex (RISC), followed by unwinding of
the strands by a helicase activity. The un-
winding is asymmetric and initiates from
the energetically easier terminus, that is,
the one with the higher A–U base-pair

Fig. 6 RNA interference (RNAi). Only
the major steps are shown. In contrast
to siRNA, the miRNA starts as a hairpin
and eventually inhibits the translation of
an mRNA with imperfect match,
although exceptions are known in that
some miRNAs do degrade the target.
The protein subunits of RISC are
indicated by the spheres, but their exact
number remains unclear. It is likely that
the siRNA-RISC and miRNA-RISC
assemble from common as well as
unique subunits.
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content. The activated RISC with the an-
tisense strand engages its complementary
target RNA. A RISC-associated RNase ac-
tivity, the exact nature or composition of
which remains unknown, then cleaves the
target RNA 10 nucleotides from the 5′ end
of the siRNA strand, resulting in knock-
down or silencing of the corresponding
gene function.

Recently, a related class of single-
stranded cellular RNA, named microRNA
(miRNA), has been discovered that is also
21- to 24-nucleotides (nt) long. They are
transcribed from specialized endogenous
genes as a ∼70-nt-long hairpin precursor.
The biogenesis and function of siRNA and
miRNA are highly similar, although the
full extent of overlap between the two
pathways is yet to be determined. Dicer
is involved in the processing of both
from their respective precursors (Fig. 6),
although different Dicers may be preferred
by siRNA and miRNA. In general, it
appears that siRNA and miRNA that are a
perfect or a near-perfect match with their
target degrade the target RNA, whereas
those with mismatches repress translation
instead, although a few exceptions are
known. RISC is an exclusively cytoplasmic
entity, and, therefore, siRNA and miRNA
are only useful against cytoplasmic targets
such as mRNA and not nuclear pre-
mRNA. Viral genomic RNAs that are either
highly structured or covered with protein
are also resistant to RNAi.

The exact number of the small noncod-
ing RNAs of the siRNA/miRNA family in
the human cell is still unclear, but the
current estimate runs in the hundreds.
The accumulating evidence indicates that
they regulate a variety of normal cellu-
lar pathways, including differentiation and
development. Owing to their remarkable
efficiency and selectivity, the siRNA and
miRNA have emerged as major tools for

knocking down gene expression in basic
scientific as well as clinical applications.

1.6
RNA as a Protein Antagonist: SELEX,
Aptamers, and Spiegelmers

The variability of nucleotide sequence and
the ability to fold allow single-stranded
DNA and RNA to attain a wide range of
structures that can interact with high affin-
ity and specificity with other biomolecules.
In principle, starting with a large library
of DNA or RNA sequences (about 1015),
one can select specific molecules or ‘‘ap-
tamers’’ to bind to practically any target,
such as a protein, by using a combina-
torial and iterative Darwinian-type in vitro
evolution process that has been termed SE-
LEX for ‘‘systematic evolution of ligands
by exponential enrichment’’ (Fig. 7). The
aptamers are composed of a central ran-
domized (degenerate) region flanked by
fixed primer binding sites on either side
for PCR-based amplification. Whereas an-
tisense RNA and siRNA (Sect. 1.5) can
target other RNAs only by Watson–Crick
base pairing, the aptamers, in contrast,
function by forming discrete structures
that bind specific targets. Conceptually,
aptamers are similar to antibodies in
terms of specificity, but have several ad-
vantages over antibodies such as stability
and chemical synthesis, as elaborated later
(Sect. 1.8). Aptamers possess affinity in the
low nanomolar to picomolar range and can
discriminate between targets that are 96%
identical in sequence. RNA aptamers de-
rived from in vitro selections (SELEX) are
being used inside cells for at least four
purposes: (1) to antagonize cellular pro-
teins; (2) as decoys to natural RNA-binding
proteins; (3) as regulatory modules to gov-
ern gene expression; and (4) to antagonize
nonprotein targets.
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Fig. 7 RNA SELEX and aptamer. In this
schematic diagram, the degenerate RNA
molecules are depicted as pieces of
various sizes and shapes, some of
which fit the immobilized target protein
(in gray). The unbound RNAs are
discarded, and the bound aptamers are
eluted and amplified by reverse
transcription PCR. They can be further
screened through additional cycles of
binding and reamplification until the
desired strength and specificity of
binding is achieved.

Photoaptamers are defined as ap-
tamers with photocross-linking function-
ality. Photocross-linking, so far, has never
lowered the specificity and has, in fact,
significantly increased it in some cases.
Photoaptamers thus add a second dimen-
sion of specificity, since they recognize
both the complex shape and charge dis-
tribution of their targets and the presence
of specific amino acid residues at spe-
cific sites.

Spiegelmers (German: ‘‘Spiegel’’, means
‘‘mirror’’) are mirror-image aptamers
made of L-nucleotides. The L-enantiomers
act just like standard aptamers but have the

added advantage of being highly biostable
owing to their resistance to nucleases.

1.7
Polyamide (‘‘Peptide’’) Nucleic Acid (PNA)

PNA (polyamide (‘‘peptide’’) nucleic acid)
is a synthetic nucleic acid analog in which
the entire phosphate sugar backbone
is replaced by an uncharged polyamide
(peptide-like) backbone that is nuclease-
resistant. The side groups are still the
natural purine and pyrimidine bases and
are in similar configuration as in natural
single-stranded nucleic acids. Thus, PNAs
possess the base-pairing capability and
specificity of nucleic acids and hence can
function as antisense, but are more stable
and bind more strongly and specifically to
their DNA or RNA targets.

A unique property of some PNA se-
quences is to function as antigenes. These
PNAs bind to double-stranded DNA by an
invasion mechanism; two PNA molecules
form a triplex structure with the comple-
mentary DNA target sequence, whereas
the other strand of the DNA duplex is
displaced into a single-stranded loop. Al-
though this type of binding is generally
limited to pyrimidine-rich sequences, the
resulting PNA–DNA complex is extremely
stable. If this happens at the promoter
or enhancer sequences, binding of RNAP
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or specific transcription factors can be
abrogated in cis, leading to silencing of
specific genes.

1.8
Summary: Pharmaceutical Advantages of
RNA

The relevant advantages of RNA over other
forms of traditional and prospective phar-
maceuticals are summarized in Table 2.
Proteins contain 20 different amino acids,
each with its unique chemical and physi-
cal property. RNA (or DNA), in contrast,
is made of only four nucleotides, thus
reducing the complexity. The costs of
chemical synthesis of the three biological
macromolecules of the Central Dogma are
currently in the order: Protein > RNA >

DNA. Recombinant expression of protein
is an uncertain prospect due to a variety of
factors such as mRNA and protein stability
and processing, translational regulation,
and codon bias. Finally, biological activity
of many proteins requires posttranslation
modifications such as glycosylation and

phosphorylation that do not occur in bac-
terial expression systems. Purification of
proteins in active form can be a significant
hurdle due to insolubility and improper
folding. A drawback of DNA is the ability of
its CpG motifs to activate toll-like receptors
and thus induce a general innate immune
response, which, in fact, underlies the
apparent therapeutic effects of several suc-
cessful antisense DNA molecules.

Small molecules currently constitute the
largest class of drugs and owe their origin
to two major sources: natural products,
often from folklore, and structure-based
drug design. The former is subject to
the whims of serendipity and nature’s
bounty, and the latter requires expen-
sive cutting-edge technology. Synthesis of
small-molecule drugs by chemical means
has been the norm of the pharmaceutical
industry, but the chemical reactions are
often challenging and need to be revised
for every new compound or new substi-
tution. RNA can be rather easily made in
vitro as well as in vivo by transcription from
cloned cDNA. Small RNA molecules, such

Tab. 2 The unique advantage of RNA as pharmaceutical.

Relevant property DNA RNA Protein Small
molecule

Chemical synthesis and modification Yes Yes Difficult Some
Biochemical synthesis Yes Yes Yes Some
Replication Yes Yes No No
Sequence-specific interaction with DNA or RNA Yes Yes Some No
Specific interaction with proteins No Yes Some Some
Stability without refrigeration Yes Yes No Some
Intricately folded structure No Yes Yes No
Catalytic activity No Yes Yes No
Cloning possible Yes Yes Yes No
Easy to isolate and purify Yes Yes No No
Safe for autoimmunity Yes Yes Some Yes
Nontoxic Yes Yes No Some
Tissue-specific targeting Yes Yes No No
Can repair mutant gene or disable expression Yes Yes No No
Relatively low cost Yes Yes No No
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as siRNA, are better made chemically, and
one can expect that the cost will diminish
with innovative chemical and process en-
gineering and increased market volume.

Ribozymes and siRNAs are likely to be
the major RNA weapon of the future in
our war against pathogenic RNA. There
are multiple advantages to targeting RNA
instead of proteins including sequence-
specific binding, a greater number of
sites accessible for interaction, selective
inhibition, exploitation of multivalent in-
teraction, and more facile attack on drug
resistance. RNA’s link to genomics and
bioinformatics also allows for increased
discovery and specificity testing.

2
Emerging Clinical Applications of RNA

2.1
Ribozymes Against Infectious Agents

One of the first obvious viral targets for ri-
bozyme therapy is HIV-1, causative agent
of AIDS, due in part to the extraordinary
death toll of the disease and the limited effi-
cacy and toxicity of the multidrug cocktails
targeting the viral reverse transcriptase.
Various sequences in the HIV genome can
be targeted for ribozyme-mediated ther-
apy. The two types of ribozymes (hairpin
and hammerhead) show similar antiviral
efficacy in cell culture in terms of their
ability to inhibit the HIV replication and
fare well in clinical trials as well. In repre-
sentative studies, autologous lymphocytes
were transduced with a hairpin ribozyme
that cleaves the U5 region of HIV-1 RNA,
and the resulting cell population consist-
ing of transduced and nontransduced cells
was infused. When tested in peripheral
blood, the ribozyme-containing cells in-
deed exhibited preferential survival over

non-ribozyme-containing cells. Similarly,
hammerhead ribozymes targeted to a con-
served region of the HIV tat gene (Rz2)
were transduced into a population of
syngeneic CD4+ T lymphocytes. Four pa-
tients, infused with syngeneic lymphocytes
and subsequently tested by PCR analysis
showed hammerhead expression and vi-
ral inhibition up to 4 years postinfusion
(the latest time point examined). These
procedures were well tolerated with no
serious adverse events. Together, these re-
sults indicate that infusion of gene-altered,
activated T cells in HIV-infected patients
is safe, and that transduced cells persist
for long intervals. Results also suggest that
ribozyme-transduced cells may possess a
survival advantage in vivo.

A different approach for ribozyme gene
therapy is to transfer the ribozyme express-
ing constructs into hematopoietic stem
cells of human immunodeficiency virus-
1 (HIV-1)-infected individuals. This might
be a potent therapeutic approach to provide
mature cells arising from transduced stem
cells resistant to the destructive events
associated with HIV-1 infection. To de-
termine the feasibility of gene therapy for
AIDS patients, peripheral blood CD34+
cells were isolated from HIV-1-infected in-
dividuals and transduced with retroviral
vectors containing three different anti-
HIV-1 genes: the RNAbinding domain
of the Rev-responsive element (RRE de-
coy) (L-RRE-neo), a double hammerhead
ribozyme vector targeted to cleave the Tat
and Rev transcripts (L-TR/TAT-neo), and
a trans-dominant mutant of Rev (M10)
(L-M10-SN). As a control, a vector medi-
ating only neomycin resistance (LN) was
used. After 3 days of transduction on allo-
geneic stroma in the presence of stem cell
factor, and cytokines interleukin-6 (IL-6)
and IL-3, the cultures were neomycin-
selected, and then challenged with HIV-1.
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Compared to the control cultures, the
L-RRE-neo-, L-TR/TAT-neo-, and L-M10-
SN-transduced cultures displayed up to
1000-fold inhibition of HIV-1 replication
after viral challenge. This study shows that
anti-HIV-1 genes can be introduced into
CD34+ cells from individuals already in-
fected with HIV-1, and that they strongly
inhibit HIV-1 replication in vivo.

Herpes simplex virus 1 (HSV-1) and
human cytomegalovirus (HCMV) are per-
vasive herpes viruses that cause severe
morbidity or mortality in neonates and
immunocompromised individuals. In par-
ticular, HSV-1 is the causative agent for
cold sores and encephalitis in newborns.
HCMV is one of the leading causes of
birth defects in the United States and is
accountable for more than 50% of deaths
in organ transplant patients; furthermore,
HCMV retinitis is the leading cause of
AIDS-related blindness. In recent stud-
ies, ribozymes efficiently cleaved mRNAs
of both viruses and effectively reduced
viral growth in cultured cells. Targeting
of the mRNA encoding the major tran-
scriptional activator ICP4 of HSV-1, an
immediate-early gene that is essential for
the expression of most of the viral early and
late genes, caused about 80% reduction
in ICP4 and a 1000-fold decrease in viral
growth. Meanwhile, other immediate-early
gene (e.g. α47 and ICP27) expressions
were not affected, showing that the ri-
bozyme is highly specific in targeting the
desired mRNA. Ribozyme expression was
not cytotoxic, and the expressing cells were
indistinguishable from the parental cells in
terms of cell growth and viability for up to
2 months. Similar results were also seen
when the overlapping region of HCMV
immediate-early gene 1 and 2 (IE1/IE2)
was targeted by ribozyme. In HCMV-
infected human cells, this ribozyme re-
duced IE1/IE2 expression by 85% and

inhibited HCMV growth 150-fold. Reduc-
tion of IE1/IE2 expression levels also
resulted in the downregulation of other
early and late gene products such as US2,
UL44, gB, and gH, whereas transcripts
that are not regulated by IE1/IE2 (e.g. 5 kb
RNA and UL36 mRNA) were unaffected.

Hepatitis C virus (HCV) infection
may lead to chronic hepatitis, cirrhosis,
and hepatocellular carcinoma. Therapy of
chronic HCV infection has greatly im-
proved with the combined use of ribavirin
and α-interferon, and, recently, PEG-
interferons. However, more than half of
the patients do not accrue lasting benefits
from these therapies. Ribozyme strategies
to target certain HCV sequences have been
proposed as anti-HCV treatments. Specif-
ically, the 5′ noncoding region of the HCV
RNA is highly conserved and plays an
essential role in translation initiation by
functioning as an internal ribosome en-
try site. In several studies, endogenously
expressed as well as exogenously deliv-
ered ribozymes targeted against this region
inhibited HCV replication. In 2000, Ri-
bozyme Pharmaceuticals, Inc (now Sirna
Therapeutics) and Eli Lilly and Company
completed a 28-day study of Heptazyme
following daily subcutaneous injections
that showed successful safety, tolerability,
and pharmacokinetics. In 2001, phase-2
clinical trials began, designed to evaluate
the safety and efficacy of Heptazyme alone
and in combination with interferon. Initial
results showed that 10% of Heptazyme
recipients experienced biologically mean-
ingful reductions in serum HCV RNA lev-
els. In 2002, however, the trial was halted
due to blindness that occurred in one an-
imal 12 months after receiving high-dose
Heptazyme during toxicology testing.

Urogenital human papillomavirus
(HPV) infections are the most com-
mon sexually transmitted viral diseases
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in women. Recently, a self-processing
triple-ribozyme cassette, consisting of two
cis-acting hammerhead ribozymes flank-
ing an internal trans-acting hammerhead
(ITRz), was tested against HPV-11 E6/E7
mRNA, whereupon significant reductions
(80–90%) were achieved for both. A simi-
lar ribozyme, designed against hepatitis B
virus (HBV), caused a >80% reduction in
viral liver DNA in two weeks in a transgenic
mouse model.

2.2
Ribozymes Against Cellular Disorders

Recently, ribozymes have been demon-
strated as a highly effective treatment
against a number of cellular disorders and
especially cancer. Point mutations in the K-
ras gene are observed at a high incidence in
human pancreatic carcinomas. Anti-K-ras
ribozyme against codon 12 of the mutant
K-ras mRNA, when expressed via a re-
combinant adenoviral vector, suppressed
tumor growth and promoted regression.
It was also possible to accomplish effi-
cient reversion of the malignant phenotype
in human pancreatic tumors with K-ras
gene mutation.

It is well known that tumor growth be-
yond a few cubic millimeters does not oc-
cur without the induction of a new vascular
supply network, known as angiogenesis. In-
hibition of angiogenesis has been heralded
as a potential approach to cancer therapy.
Vascular endothelial growth factor (VEGF)
is the best-characterized proangiogenic
factor, and effective blockade of the VEGF
pathway has been demonstrated with mul-
tiple agents such as neutralizing antibody,
receptor tyrosine kinase inhibitors, and
ribozyme or antisense molecules. Promis-
ing preclinical data document the potential
of these agents for tumor growth inhi-
bition and even tumor regression, yet

translation of novel therapeutics target-
ing the VEGF pathway to the clinic has
proved a substantial challenge in itself.
Angiozyme, developed by Sirna Therapeu-
tics, specifically inhibits formation of the
vascular endothelial growth factor receptor
(VEGFR-1), a key component in the VEGF
pathway. This drug is currently in clinical
trials for several cancers, including breast
and colon cancers. There have been no
significant toxicities related to drug use in
trials reported and the occurrence of side
effects has been low.

Hepatocyte growth factor/scatter factor
(HGF/SF) elicits a number of biological ac-
tivities, including invasion and migration
through activation of its tyrosine kinase
receptor c-Met, overexpression of which
is implicated in prostate cancer devel-
opment and progression. Targeting the
HGF/SF receptor by way of a hammer-
head ribozyme is considered an important
therapeutic approach in these cancers.

Ribozyme has been particularly useful
in targeting oncogenic mRNAs resulting
from random chromosomal translocation.
For example, translocation between chro-
mosome 9 and 22 fuses the genes of BCR
and c-ABL to produce BCR-ABL, resulting
in chronic myelogenous leukemia (CML).
Ribozymes with the guide sequences that
target the fused sequence of the transcript
effectively destroys the BCR-ABL fusion
transcript found in the cancerous cells
of leukemia patients. More importantly,
the inhibition is highly specific, as the ri-
bozyme only cleaves the targeted chimeric
transcript, but not the normal cellular
counterpart, thus making this a promising
approach in cancer therapy.

In the management of asthma, ham-
merhead and hairpin ribozymes targeting
conserved sequences within IL-4, IL-5,
ICAM, and NF-κB mRNA have been al-
ready designed. Pharmacokinetics in mice
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revealed that when administered intratra-
cheally, these ribozymes have improved
therapeutic benefits compared to tradi-
tional drugs.

2.3
RNAi Against Viruses

RNAi-mediated inhibition of virus repli-
cation in animal cells was first reported
by our laboratory only three years ago us-
ing respiratory syncytial virus (RSV) as a
prototype model, which opened up a new
direction in antiviral drugs. RSV, an RNA
virus, is a major cause of respiratory infec-
tion in infants and the elderly, and claims
a few millions lives throughout the world
annually. To this date, there is no reli-
able vaccine or antiviral. Use of siRNA
against essential RSV transcripts inhibited
virus growth in cultured lung epithelial
cells and, recently, in a mouse model. Si-
lencing of the RdRP subunits, L and P,
reduced the progeny viral titer 103 to 104

fold. No cytopathic effect has been detected
in uninfected siRNA-treated cells. A num-
ber of viruses have since been targeted by
siRNA in vitro as well as in vivo with highly
encouraging results.

As implied earlier, HIV-1 often escapes
commonly used therapies because of its
high mutation rate and the complexity of
the pathogenesis of AIDS. RNAi, targeting
various HIV sequences that encode the
structural proteins Gag and Env, the re-
verse transcriptase, the regulatory proteins
Tat and Rev, and two accessory proteins
Nef and Vif, were all effective to various
degrees in inhibiting HIV growth. RNAi
targeting of nontranslated RNA sequences
in the long terminal repeats (LTRs) of HIV,
which contains important regulatory ele-
ments required for HIV replication, was
also effective. In principle, one can also

inhibit virus infection by silencing the ex-
pression of essential cell factors that are
critically involved in viral life cycle. In-
activation of the cellular receptor (CD4)
and coreceptor (CXCR4, CCR5) by specific
siRNA, in fact, reduces HIV infection of
T cells.

Influenza A virus causes widespread
infection in the human respiratory tract,
but existing vaccines and drug therapy
are of limited value. siRNAs, against
influenza’s nucleocapsid or a component
of RdRP, abolish viral transcription and
replication in cell lines and embryonated
chicken eggs. These results should provide
a basis for the development of siRNA as
preventive treatment and therapeutic drug
for influenza infection in humans.

RNAi has also been used against sev-
eral other viruses, including Dengue virus,
flock house virus (FHV), rhesus rotavirus
(RRV), Semliki forest virus (SFV), and po-
liovirus. All hepatitis viruses, for example,
hepatitis B (HBV), C (HCV), and delta
(HDV), are major public health hazards;
RNA interference appears to be an attrac-
tive option against them. siRNA against
the core region of HBV, when cotrans-
fected with the full-length HBV DNA into
Huh-7 and HepG2 cells, effectively inhib-
ited viral growth in cell culture and mice.
Essentially, similar results were obtained
with siRNA against the S gene of HBV.
HCV, a Flaviviridae with a small RNA
genome, is a uniquely difficult virus to
study because of the lack of in vitro cell
culture models. However, recently, subge-
nomic replicon systems for HCV have
been developed using siRNAs against vi-
ral NS3 and NS5B as well as against the
5′-UTR, and they were shown to effec-
tively inhibit viral replication. In HDV,
recent studies showed that the delta anti-
gen mRNA can be successfully targeted by
siRNAs in cell culture.



Pharmacology and Emerging Clinical Application of RNA 259

In contrast to viral mRNAs, the genomic
and antigenomic RNAs of many viruses
are resistant to siRNA action. This is either
due to their encapsidated nature (as in
negative-strand RNA viruses) or possibly
due to extensive secondary structure (as in
HDV). Early studies had indeed confirmed
that the RNAi machinery is exclusively
cytoplasmic and fails to knock down
unexported nuclear pre-mRNA.

2.4
RNAi as an Antiparasitic Approach

Parasites are lower eukaryotes and cause
diseases of considerable medical and vet-
erinary importance throughout Africa,
Asia, and the Americas. The advantages of
RNA interference have offered new hope,
and siRNA drugs have indeed caused sub-
stantial inhibition of a number of parasites
in the last few years. Among the par-
asites where RNAi has been extensively
demonstrated is the protozoan parasite,
Trypanosoma brucei (African sleeping sick-
ness), and Schistosoma or flukes (liver,
kidney, and intestinal damage). It should
be noted, however, that the exact mecha-
nism of siRNA action in many parasites
remains to be elucidated.

The Apicomplexan parasite, Toxoplasma,
can cause blindness, mental retardation,
and miscarriage. We have recently discov-
ered that the genome of Toxoplasma gondii
contains orthologs with significant similar-
ity to traditional RNAi-related genes, such
as Argonaute, Dicer, RdRp, and various
RDE-related genes. Expression of dsRNA,
homologous to parasitic uracil phosphori-
bosyltransferase (UPRT) mRNA, but not of
antisense RNA alone, was shown to down-
regulate the function of the corresponding
enzyme. However, the connection of these
results with the RNAi pathway needs to be
established. RNAi-like phenomena were

also reported in Plasmodia (another Api-
complexan parasite and causative agent
of malaria), but the mechanism(s) re-
main uncertain because of the absence
of any obvious orthologs of the RNAi
pathway. Validation of the RNAi pathway
will provide a major breakthrough in the
genetic manipulation of these otherwise
difficult organisms.

Vector-borne infections, including many
mosquito-borne viruses and arboviruses,
in general, pose a tremendous burden
to the human society, particularly in
the developing countries. Studies have
shown that RNAi can be used to knock
down gene expression both in the adult
mosquito and immortalized cell lines. The
RNAi mechanism could potentially be
used to develop transgenic vectors that
provide innate resistance to the devel-
opment and growth of arthropod-borne
pathogens. To explore RNA silencing in
disease vectors, new studies have taken
advantage of the recent completion of
genome sequence of Anopheles gambiae,
the main vector for human malaria in
Africa. Homology searches revealed two
Dicer-like and five Argonaute-like genes in
A. gambiae. siRNA directed against mR-
NAs of these representative genes indeed
caused a reduction of RNAi efficiency
in A. gambiae Sua1B cells, confirming
their functional role. Thus, RNAi may be-
come a widely undertaken approach in
mosquito management.

2.5
RNAi Against Genetic Disorders and Cancer

The fastidious sequence-specificity of
siRNA allows one to specifically target
the dominant and codominant muta-
tions that underlie many noninfectious
diseases. Recently, siRNAs have proven



260 Pharmacology and Emerging Clinical Application of RNA

highly effective against a number of ge-
netic abnormalities such as autoimmune
diseases, asthma, AMD, diabetes, and dia-
betic retinopathy, CNS disorders, obesity,
ALS or Lou Gehrig’s disease, and various
forms of cancer.

Specific inhibition of the oncogenic K-
RAS V12 expression in human tumor cells
by siRNA resulted in loss of anchorage-
independent growth and tumorigenicity.
Since siRNA-mediated gene silencing is
highly sequence-specific, siRNA can be
designed to silence cancer-derived tran-
scripts that harbor point mutations. The
guardian of the genome, p53, is inac-
tivated by point mutation in >50% of
human cancers. A single base differ-
ence in siRNA discriminated between
mutant and wild-type tumor suppressor
p53 in cells expressing both forms, re-
sulting in the restoration of wild-type
protein function.

Unnatural fusion proteins are rela-
tively common in cancer. Transfection
of leukaemic cells with siRNAs tar-
geting a BCR–ABL (breakpoint cluster
region – Abelson protooncogene) fusion
transcript induced apoptosis comparable
to that triggered by the ABL tyrosine
kinase inhibitor STI571 (signal transduc-
tion inhibitor 571). In Ewing’s sarcoma,
the transcription factor EWS is fused to
a variety of other transcription factors
such as FLI and Ets at various break-
points. The NPM-ALK fusion protein, for
example, is found in about 75% of pe-
diatric anaplastic large cell lymphomas.
Specific siRNA drugs designed against
such chimeric mRNA may constitute a
potent and specific form of anticancer
therapy. Osteosarcoma is the most com-
mon highly malignant bone tumor with
primary appearance during the second
and third decades of life. It is associated
with a high risk of relapse, often resulting

from resistance developed to chemother-
apy agents. Interestingly, the apurinic
endonuclease 1 (APE1) is usually over-
expressed in human osteosarcoma. Using
siRNA against APE1, protein levels were
reduced by more than 90% within 24 h,
remained low for 72 h, and returned to
normal levels at 96 h. There was also a
clear loss of APE1 endonuclease activity
following APE1-siRNA treatment. A de-
crease in APE1 levels in siRNA-treated
human osteogenic sarcoma cells led to
enhanced cell sensitization to DNA dam-
aging and chemotherapeutic agents, thus
improving prognosis.

At least eight human neurodegener-
ative disorders, including Huntington’s
disease (HD) and spinobulbar muscular
atrophy (SBMA) (Kennedy’s disease), are
caused by expansion of trinucleotide re-
peats, most common among which is
the repeat of the CAG codon, coding for
glutamine. Transfection of cells express-
ing the CAG-expanded androgen receptor
mRNA shows response to siRNA treat-
ment by a reduction in mutated RNA level
and, more importantly, by a rescue of the
polyglutamine-induced toxicity. This ex-
ample represents a proof of principle to
apply siRNA technology to diseases as-
sociated with mutated transcripts arising
from one allele (e.g. other neurodegenera-
tive disorders) without affecting the other
(healthy) allele.

Recently, anti-VEGF siRNAs have re-
ceived much attention owing to their
efficacy in preventing angiogenesis. In the
mouse model, targeting VEGF by injecting
siRNA into tumors resulted in growth inhi-
bition, tumor cell killing, and sensitization
of the treated cells to other therapies.
Anti-VEGF siRNAs therapy of age-related
macular degeneration (AMD) and diabetic
retinopathy (DR) is a major area of phar-
maceutical interest.
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2.6
Antisense RNA in Therapy

Antisense (AS) therapy has been widely
used to specifically and selectively in-
hibit the expression of selected genes at
the mRNA level. Use of AS-RNA against
cancer-associated mRNA may lead to spe-
cific protein silencing and death of the
cancer cells. Indeed, the anti-apoptotic
protein Bcl-2 and telomerase were both
successfully silenced in cultured cells,
leading to cell growth inhibition. The
insulin-like growth factor 1 receptor (IGF-
1R) is an important signaling molecule in
cancer cells and plays an essential role
in the establishment and maintenance
of the transformed phenotype. Inhibi-
tion of IGF-1R signaling thus appears
to be a promising strategy to interfere
with the growth and survival of cancer
cells. AS-RNA, designed to inhibit IGF-1R
gene expression, efficiently reduced IGF-
1-dependent proliferation and survival in
a number of human and rodent cancer
cell lines. Furthermore, a decrease in tu-
mor size occurred when cells carrying
the AS-IGF-1R were injected into syn-
geneic mice. In addition to blocking tumor
growth, the AS-RNA treatment also inhib-
ited metastasis. Many other genes have
been selected as targets for AS-therapy, in-
cluding HER-2/neu, PKA, TGF-α, EGFR,
TGF-β, P12, MDM2, BRCA, Bcl-2, ER,
VEGF, MDR, ferritin, transferrin recep-
tor, IRE, C-fos, HSP27, C-myc, C-raf, and
metallothionein. In many of these studies,
specific inhibition of tumor cell growth
was demonstrated. Combinations of AS-
RNA with chemotherapeutic agents may
offer important advantages in cancer treat-
ment. Several antisense drugs, especially
Oblimersen (G3139), have shown promis-
ing results in animal experiments, and
have entered clinical trials.

2.7
RNA Aptamers in Therapy

Several highly specific, nucleic acid ap-
tamers targeting select HIV proteins have
been described that effectively blocked vi-
ral replication. Aptamers directed against
HIV-1 Rev protein were tested in a sur-
rogate animal model harboring human
tissue. In the SCID-hu mouse in vivo hu-
man thymopoiesis model, differentiated
thymocytes derived from reconstituted
grafts expressed anti-Rev aptamers and
showed significant resistance to HIV-1 in-
fection upon challenge.

Blood clotting, which can trigger heart
attacks and strokes, is a significant area
of RNA aptamer application. Although
anticlotting drugs are currently available,
most have serious drawbacks. For exam-
ple, heparin and its antidote, used during
and after surgery respectively, can of-
ten cause adverse reactions; the dosage
of another common blood-thinning drug,
Warfarin, is difficult to regulate, and it has
no antidote. One trillion RNA aptamers
were recently screened for the ability to
block specific protein factors crucial to
the blood clotting process. Once a clot-
stopping aptamer was chosen, its antidote
was also designed, which is simply another
length of RNA with a complementary se-
quence. This second RNA snippet sticks
to the first, disabling it. In the test tube,
different amounts of antidote either regu-
lated or reversed the aptamer’s anticlotting
ability. Studies in animals are now un-
der way.

The treatment of immunomediated
glomerulonephritides is presently based
upon a limited series of drugs. Sev-
eral original and innovative approaches
to treat inflammatory glomerular dis-
eases have been recently reported, in-
cluding RNA drugs designed to limit the
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effect of proinflammatory and proscle-
rotic cytokines. The application of pep-
tide aptamers specifically binding to the
IGF-1R represents a novel approach to
target IGF-1R signaling in cancer. In-
tegration of peptide aptamers into tar-
geted protein degradation vehicles and
their transduction into cells allows the
temporary elimination of the recep-
tor protein.

Myasthenia gravis is a neuromuscu-
lar disorder associated with muscular
weakness and fatigability. The patho-
genesis of MG mainly results from
antibody-mediated autoimmune response
to nicotinic acetylcholine receptors (AChR)
located in the postsynaptic muscle cell
membrane. Recently, aptamers were suc-
cessfully used to treat experimental au-
toimmune myasthenia gravis (EAMG) in
animals. Clinical symptoms of EAMG in
rats were efficiently inhibited by a trun-
cated RNA aptamer, but not by control
scrambled RNA. Moreover, the loss of
AChR in the animals induced by the an-
tibody was also significantly blocked with
the modified RNA aptamer.

Aptamers can also be used against
parasites. African trypanosomes cause
sleeping sickness in humans and Na-
gana in cattle, multiply in the blood
and escape the immune response of
the infected host by antigenic variation,
that is, periodic change of the para-
site surface antigen, which consists of
a variant glycoprotein known as variant
surface glycoprotein (VSG). Aptamers that
bind to VSGs with subnanomolar affin-
ity are able to recognize different VSG
variants and bind to the surface of live
trypanosomes. Aptamers tethered to an
antigenic side group are capable of direct-
ing antibodies to the surface of the parasite
in vitro.

2.8
Spiegelmers in Therapy

Spiegelmer that inhibits the action of the
migraine-associated target calcitonin gene-
related peptide 1 (alpha-CGRP) was identi-
fied as a lead compound for in vivo studies.
Gonadotropin-releasing hormone (GnRH)
is a key peptide hormone in the regulation
of mammalian reproduction. It is the trig-
ger signal for the cascade of hormones
responsible for controlling the production
of the gonadotropins, luteinizing hormone
(LH), and follicle-stimulating hormone.
GnRH and its receptor, therefore, have
been identified as therapeutic targets for
sex steroid–dependent conditions such
as prostate cancer, breast cancer, and
endometriosis, as well as in assisted-
reproduction techniques. A spiegelmer
with high affinity for gonadotropin-
releasing hormone (GnRH) was isolated
that acted as an antagonist to GnRH in
Chinese hamster ovary cells stably ex-
pressing the human GnRH receptor. In
a castrated rat model, the spiegelmer
further demonstrated strong GnRH an-
tagonist activity. These studies suggest
that spiegelmers could be of substantial
interest in the development of new phar-
maceutical approaches against GnRH and
other targets.

2.9
PNA in Therapy

PNAs demonstrated significant promise
against papillomavirus-induced human
cancers. Approximately 100% of cervi-
cal carcinomas are caused by infections
with human papillomaviruses (HPVs).
The expression of the E6 and E7 genes
from high-risk HPV16 and 18 is cru-
cial for development, immortalization, and
maintenance of the malignant phenotype
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of cervical carcinoma, and constitutes im-
portant targets for anticancer therapies.
Different PNAs directed against HPV18
E6 and E7 genes were able to regulate
the growth of HeLa-S cervical cancer cells.
Telomerase activity, which is below de-
tectable level in almost all types of diploid
cells, is re-activated in most immortal
and cancer cells. In recent studies, PNAs
directed against the human telomerase
RNA (hTR) and catalytic subunit (human
telomerase reverse transcriptase, hTERT),
effectively arrested the growth of gastric
cancer cells. In another study, upregula-
tion of the c-myc oncogene in Burkitt’s
lymphoma cells was inhibited by PNA
complementary to a specific unique E
mu intronic sequence and blocked the ex-
pression of the c-myc oncogene under E
mu control.

PNAs were also effective antivirals. The
RNA genome of HCV contains a well-
defined and highly conserved secondary
structure that functions as an internal ri-
bosomal entry site (IRES), necessary for
translation and viral replication. PNAs can
invade critical sequences within the HCV
IRES and thereby inhibit translation. In
cells infected with pseudotyped HIV-1 viri-
ons, PNAs exhibited dramatic reduction of
HIV-1 replication.

2.10
Immunotherapy by RNA

With the realization that cancer or malig-
nant tumor is a disease of defective genetic
programming, attempts have been made
to identify tumor-specific proteins and
train the body’s immune system against
these prospective antigens. The strategy
of immunotherapy of cancer is based on
the knowledge that nonself (or foreign)
proteins are proteolytically degraded in-
side bone marrow–derived dendritic cells

(DCs) to produce short peptides that as-
sociate with the major histocompatibility
complex (MHC) and are transported to the
cell surface. Naı̈ve cytotoxic T cells (CTLs)
recognize the displayed peptide–MHC
complexes and undergo an activation pro-
cess to kill the targets. In the cancer
patient, the capture of tumor antigens
by DCs and/or the stimulation of tumor-
specific CTLs is apparently inefficient. In
RNA immunotherapy, the strategy is to
transfect DCs with mRNA for specific tu-
mor antigens or with total tumor-derived
mRNA population, and introduce them
into the patient. In animals as well as hu-
man volunteers, DCs loaded with tumor
mRNAs indeed stimulated CTL response.
As with other mammalian cells, cationic
lipid reagents and electroporation have
been used for mRNA transfection into
DCs; interestingly, mRNA alone is ef-
fective, which reflects the extraordinary
sensitivity of the immune system to small
amounts of antigen. The success of the
mRNA loading obviates the need for dif-
ficult and laborious alternatives such as
cloning the mRNAs into cDNA or ex-
pression and purification of tumor-specific
proteins. In fact, in direct comparison,
mRNA-loaded DCs often fare better than
those transfected with cDNAs or proteins.
Endosomal compartments of DCs also
contain specialized toll-like receptors that
are activated by single-stranded RNA, re-
sulting in the activation of IFN-γ . This
apparent side effect can be actually benefi-
cial for therapy against viruses and cancer.
RNA immunotherapy does not require
an understanding of the mechanism of
tumorigenesis, and yet offers a natural
and biological anticancer treatment that
can be custom-designed and administered
against a particular tumor in a matter
of hours.
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3
Design, Synthesis, Delivery, and
Pharmacokinetics of RNA

3.1
Design and Synthesis of an Effective RNA
Drug

A number of algorithms and software
have been developed to design ribozymes,
siRNA, and aptamers, and analyze their
interaction with prospective targets in
silico, although many of them are based
on semiempirical and thermodynamic
studies such that the final selections must
be experimentally tested for efficacy. Many
such programs and other RNA-related
resources are available at various web sites.

The principles of Ribozyme design
have been discussed (Sects. 1.4.2 and
1.4.3). The siRNAs are 21- to 23-nt-long,
double-stranded RNA with 2-nt overhangs.
Synthetic siRNAs are generally made
to conform to the sequence NA(N)19TT
where N can be any nucleotide; however,
variations of the overhangs have been tried
with success. The (N)19 core should be
perfectly complementary to the target RNA
sequence, but some mismatch may be
tolerated, especially if it occurs near the
termini of the siRNA. Recently, a set of
eight rules has been suggested for rational
design of the (N)19 core of the siRNA
on the basis of experimental analysis and
thermodynamic annealing parameters. A
few important ones are as follows: 30
to 52% GC content, absence of internal
repeats or hairpins, and, most importantly,
three or more A/Us at positions 15 to 19
of the sense strand so that preferential
unwinding occurs from this end of the
siRNA duplex, resulting in the formation
of a RISC with the antisense strand (Fig. 6).
siRNA and degradative ribozymes should
be designed away from the 5′ and 3′

termini of the target mRNA as these
regions interact with, and are protected
by, translational machinery or factors.

RNA can be synthesized either exoge-
nously (in vitro) and then delivered into
cells, or transcribed endogenously (in vivo)
from DNA clones introduced into cells.
Exogenous RNA can be made using syn-
thetic chemistry or by transcription of
DNA clones. A major issue in the ther-
apeutic use of RNA is its stability. The
only difference between DNA and RNA
(besides the T to U change) is the 2′-
OH group of the ribose ring in the
RNA. This has important consequences,
the most prominent of which is the hy-
drolysis of the phosphodiester bond of
the RNA catalyzed by nucleophilic at-
tack of the electrons of the extra oxygen
atom – fundamentally the same reaction
that is catalyzed by ribozymes. A major
effort in synthetic RNA chemistry is, there-
fore, directed toward modifying the 2′-OH
group. An ideal modification must provide
improved stability and better pharmacoki-
netics without affecting the base-pairing
characteristic or function of the RNA. No-
table modifications include amino, fluoro,
methyl, and allyl derivatives of the 2′-OH
group. Another common modification is to
replace the oxygen atoms of the phospho-
diester bonds by sulphur. The resulting
phosphothioester bond is unhydrolyzable,
but it is now realized that the phospho-
rothioate RNA exhibit significantly higher
cellular toxicity and nonspecific binding
to proteins. The current trend is to use a
limited number of phosphorothioate link-
ages combined with 2′-modifications. In
another approach, an inverted T is added
at the 3′ end to form a 3′-3′ phosphodiester
linkage, which makes the RNA resistant to
3′ exonucleases. In designing a siRNA, de-
oxythymidines (dT) are used to substitute
for the two T overhangs with the hope of
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increasing the nuclease-resistance at the 3′
end. Ribozyme cores are also susceptible to
hydrolysis by endonucleases that primarily
attack the pyrimidine nucleotides. Thus,
2′-modification of the two U nucleotides
of the CUGAUG consensus (Fig. 3a) pro-
duces a more stable hammerhead without
compromising ribozyme activity. In yet
another approach, deoxyribozymes have
been developed that exhibit some advan-
tages over RNA ribozymes, such as greater
stability, improved catalytic efficiency, and
potentially lower toxicity.

Clearly, chemical modifications are only
possible in vitro and not in vivo, when
the RNA is being produced through
transcription inside a cell. On the other
hand, in vivo synthesis of RNA from
recombinant DNA clones obviates the
need for manufacturing and delivering the
RNA and uses the natural transcriptional
machinery of the target cell itself. The
RNA is only produced inside the cell, thus
avoiding losses in blood and degradation
by serum nucleases. A variety of vectors
have been used for in vivo expression
of RNA, the most common ones being
either plasmids or viral vectors with
strong promoters. Small RNA molecules
such as ribozymes and siRNA are often
transcribed from a RNAP III promoter
engineered into these vectors, such as the
U6, H1, or 7SK promoters of mouse or
human origin. Controlled expression of
RNA is often achieved through the use of
inducible and tissue-specific promoters.

Like small molecules, RNA drugs are
highly amenable to automated high-
throughput screening (HTS) procedures,
based either on direct binding to targets or
function-based alteration of reporter gene
expression. Combined with chemical mod-
ification of synthetic RNA, such assays can
be adapted to use almost any kind of read-
out format, including, but not limited to,

fluorescence intensity (FI), fluorescence
lifetime (FLT), fluorescence polarization
(FP), fluorescence resonance energy trans-
fer (FRET), solid-state (membrane or bead)
binding assay, enzyme-linked assay, and
radioactivity.

3.2
Delivery and Pharmacokinetics of RNA

The issues of delivery of an exogenously
made RNA drug are not much unlike
those of DNA transfection and gene ther-
apy. In cell culture, Oligofectamine (Life
Technologies, Gaithersburg, MD, USA)
and TransIT-TKO reagent (Mirus Corp.,
Madison, WI, USA) are used by many
laboratories with success. Cellular perme-
ation is also improved by conjugation with
specific peptides such as helical peptides,
Tat protein of HIV, and Antennapedia
of Drosophila. In live animals, consistent
delivery of sufficient quantities of RNA
remains a challenge. In mice, ‘‘hydro-
dynamic injection’’ through the tail vein
effectively delivers the RNA into hepato-
cytes. The optimum amount is 10 to 15%
of the animal’s body weight injected within
5 to 7 s. Injection of a large bolus is be-
lieved to result in short-term right heart
failure and backflow of a large volume into
the liver. However, hydrodynamic injec-
tion through the tail vein may not transport
the RNA to all cells of the body, and is an
impossible procedure in human subjects.

Once the RNA is delivered, the major
issues are its pharmacokinetic properties,
namely, stability in tissues and body fluids,
metabolism and urinary excretion, and
the potential toxicity of large amounts of
RNA needed for the intended therapeutic
effect. Although generally well tolerated,
each RNA needs to be tested for these
parameters because it may have unique
effects on cellular gene expression. This
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is particularly important in designing
second-generation RNA drugs conjugated
to novel non-RNA moieties, which results
in unique conjugates that do not exist in
nature. It is also to be remembered that
each tissue or organ may have unique
interactions with RNA. The uptake and
distribution of RNA in tumor tissues
are typically poor compared to normal
tissues. While working with live animals
and human patients, considerations must
also be given to the possibility that viral
vectors may cause systemic infections and
immune reactions.

4
An RNA Drug for Every Disease?

In this article, we have detailed a relatively
large number of recent and emerging
clinical applications of various forms of
RNA. Despite its phenomenal prospect,
however, it should be borne in mind that
RNA is a relatively new entrant in the
pharmaceutical arena, and considerable
work still needs to done for RNA-based
drugs to become common items in
the family medicine cabinet. The major
areas where improvement is still desirable
are as follows: cost, delivery, stability,
and specificity. The first three issues
have been discussed. When compared
to most small molecular drugs, RNA is
in fact highly specific, primarily because
essentially all of its clinical applications
are sequence-dependent. Double-stranded
RNAs (dsRNAs) that are longer than
about 35 base pairs tend to trigger
the so-called ‘‘interferon response,’’ in
which the dsRNA binds to and activates
dsRNA-activated protein kinase, PKR.
Among the many cellular proteins that
are substrates of PKR, a strategically
important one is the translation initiation

factor, eIF2α, phosphorylation of which
leads to global translational shutoff and
sometimes, cell death. Primarily by virtue
of their shorter length, siRNAs do not
activate the IFN response, which is the
key to their target-specific effect. However,
siRNAs sometimes do affect off-target
gene expression, especially when large
amounts are applied. This is, in part, due
to their ability to tolerate some degree
of mismatch. The mechanism or extent
of such nonspecificity and its potential
impact on the clinical applications of RNA
remain an area of active debate. On a
practical note, it should be realized that
there is no chemical or medicine that
is totally free of side effects, especially
when subjected to exquisitely sensitive
molecular biological screening such as
microarray analysis, and that the real-life
issue in medicine is the balance between
risk and benefit.

In principle, multiple RNA-based strate-
gies can be applied to a given target.
For example, an mRNA can be si-
lenced by antisense RNA, ribozyme, or
siRNA. Currently, there is no clear a
priori guideline to choose one over the
others, primarily because there are few
studies comparing them under identi-
cal conditions. The general consensus
is that siRNAs may perform as well
as or better than antisense and ri-
bozyme. One can envisage that their
relative effectiveness would be influ-
enced by a variety of factors, including
tissue or cell type, transfection tech-
nique, target sequence, and chemical
modification.

From an entrepreneurial perspective,
the annual worldwide market for RNA-
based therapy is estimated to be as
high as $200 billion (US). The ex-
citement in this area is underscored
by the growing number of Biotech
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companies that have added RNA-based
drugs or reagents in their R&D port-
folio. Some of the major names are
as follows: Acuity Pharmaceuticals, Am-
bion, Antisense Pharma GmbH, Ar-
chemix Corporation, AVI BioPharma,
Avocel, Benitec, CytRx, Dharmacon Re-
search, Devgen, Enzo Biochem, Epi-
Genesis Pharmaceuticals, Genta, Hybri-
don, Intradigm, Imgenex Corporation,
Immusol, Intronn, International Thera-
peutics, Intradigm, Isis Pharmaceuticals,
Lorus Therapeutics, Merix Bioscience,
MethylGene, Mirus Corporation, Nasca-
Cell GmbH, NeoPharm, Neucleonics,
NOXXON Pharma AG, Polgen, PTC Ther-
apeutics, Qiagen NV, Ribozyme Pharma-
ceuticals, Sequitur, Sirna Therapeutics,
SomaGenics, and SomaLogic.

In the past few years, RNA drugs of
virtually every category described here
have progressed through different stages
of development including clinical trials,
and have produced encouraging results.
Indeed, the breadth and scope of the
emerging clinical applications of RNA
are only matched by the diversity of
the biological tasks assigned to RNA
by Mother Nature. It is fair to say
that the full potential of RNA as a
pharmaceutical entity has only begun
to be appreciated, and that RNA drugs
against a variety of diseases and infections
will achieve blockbuster status in the
foreseeable future.
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Arachidonic Acid
A 20 carbon fatty acid with 4 double bonds. It is the fatty acid precursor of eicosanoids.

Diacylglycerol
An intermediate in phospholipid biosynthesis and an activator of protein kinase C.

Inositol-trisphosphate
A cyclohexane ring substituted with a hydroxyl group on each carbon and a phosphate
on the hydroxyl groups of carbon number 1,4, and 5.

Phosphatidylcholine
Quantitatively the most important phospholipid found in eucaryotes.

Platelet-activating Factor
A potent compound that at a concentration of 10−11 M will cause platelets to aggregate
and has many other biological activities.

Protein Kinase
An enzyme that phosphorylates a protein on the amino acids, serine, threonine,
or tyrosine.

Second Messenger
A compound that is formed within a cell in response to a hormone or other agonists
binding to a specific receptor on the cell surface.
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� Phospholipids are biological compounds that contain phosphorus and have
both hydrophobic and hydrophilic moieties. They are ubiquitous components
of all biological membranes. Phospholipids provide the basic structure and
the permeability barriers of cellular membranes. The absolute requirement for
phospholipids in life is underscored by the apparent lack in animals of gene
mutations in phospholipid biosynthesis. Such mutations would result in severely
defective enzyme activities and would probably be lethal. Phospholipids also act
as sources for cellular second messengers such as diacylglycerol and inositol-
trisphosphate. Phospholipids are made within each cell from precursors that include
fatty acids, glycerol, CTP, ATP, and compounds that contain a free hydroxyl group
such as ethanolamine, choline, glycerol, inositol, or serine. The phospholipids are
made by biosynthetic enzymes and degraded by phospholipases. Many of the genes
for these enzymes from Escherichia coli, yeast, mice, and humans have been cloned
and characterized. Recent progress in the targeting of murine genes encoding several
phospholipids by biosynthetic enzymes has provided insight into the function of
these genes.

1
Structure of Phospholipids

The basic strucutre of all phospholipids is
shown in Fig. 1. In mammals, the fatty acid
attached to carbon 1 is usually saturated
[palmitate (16 : 0) or stearate (18 : 0)]. In the
abbreviation of fatty acids, the number to
the left of the colon indicates the number
of carbons and the number to the right
indicates the number of double bonds.
Unsaturated fatty acids [oleate (18 : 1),
linoleate (18 : 2), arachidonate (20 : 4), do-
cosahexaenoate (22 : 6)] are usually found
on carbon 2. However, there are exceptions
where saturated fatty acids are found on
both carbons, or unsaturated fatty acids are
found on both carbons. Small percentages
(1 to 5%) of such phospholipids are found
in most tissues. However, lung surfac-
tant (which keeps lungs from collapsing
when air is expelled) contains approxi-
mately 70% of its phosphatidylcholine (PC)
as dipalmitoyl-phosphatidylcholine. The
retina has as a major phospholipid species

in its membrane, phosphatidylcholine that
has docosahexaenoate (22 : 6) on both car-
bons. The function of this highly unsat-
urated phospholipid in the retina is un-
known. The phospholipids in E. coli do not
contain polyunsaturated fatty acids. Thus,
usually a saturated fatty acid is on carbon
1 and an 18-carbon monounsaturated fatty
acid (cis-vaccenic acid) on carbon 2.

Linked to phosphate on carbon 3 is one
of the five small compounds (choline,
ethanolamine, serine, glycerol, inositol)
that have a hydroxyl functional group. The
phospholipids are named ‘‘phosphatidyl’’
(the diacylglycerol phosphate moiety), fol-
lowed by the name of the small compound
such as choline (e.g. PC). A sixth phospho-
lipid, diphosphatidylglycerol (DPG), also
known as cardiolipin, has phosphatidyl-
glycerol (PG) linked to the phosphatidyl
moiety. There are other minor phospho-
lipids, some of which will be mentioned
later in this chapter.

In addition to the diacyl-phospholipids,
there are two other classes in which the
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CH2OOC(CH2)nCH3

CHOOC(CH2)x(CH    CHCH2)y(CH2)zCH3

CH2OPO3X

HOCH2CH2N(CH3)3 Choline
+

HOCH2CH2NH3 Ethanolamine
+

Fig. 1 General structure of a
phospholipid. The X component can be
one of five compounds that contains a
hydroxyl group linked to the phosphate
residue. The structures of two of these
compounds is shown. Usually, there is a
saturated fatty acid on carbon 1 of the
glycerol moiety and an unsaturated fatty
acid on carbon 2. In some cases, the
substituent on carbon 1 can be a
long-chain alcohol instead of a fatty acid.

acyl group on carbon 1 has been replaced
by an ether linkage. If the substituent is
a saturated alkyl ether, the phosphatidyl
moiety is then referred to as plasmanyl.
If the substituent is a vinyl (1,2-cis dou-
ble bond) alkyl ether, the phosphatidyl
moiety is referred to as plasmenyl. Plas-
menylethanolamine is a major component
of many cells and tissues such as the heart.
The ether-containing phospholipids are
absent from many but not all prokaryotes.

The phospholipid composition of tissues
and cells is surprisingly consistent with PC
and phosphatidylethanolamine (PE) being
present at the highest concentrations (20 to
40% each). Phosphatidylserine (PS), phos-
phatidylinositol (PI), PG and DPG are each
present at concentrations in the range of
10% of the total phospholipid. The sub-
cellular membranes usually have minor
differences in the phospholipid composi-
tions with the exception of mitochondria.
Phosphatidylglycerol and DPG are gener-
ally found only in this organelle along with
the other phospholipids.

2
Biosynthesis of Phospholipids

2.1
Pathways

The major pathways for the biosynthesis
of phospholipids in animals are shown in

Fig. 2. In the first stage, fatty acids are
esterified to glycerol-3-phosphate to yield
phosphatidic acid (PA). The latter com-
pound can react with cytidine triphosphate
(CTP) to yield CDP-diacylglycerol (CDP-
DG). In animal cells, CDP-DG reacts with
inositol to form PI or with glycerol to form
phosphatidylglycerol (PG). The PG then
reacts with another molecule of CDP-DG
to form DPG (cardiolipin). Alternatively,
the phosphate of PA can be removed by
the enzyme phosphatidic acid phosphohy-
drolase (PAP) to yield diacylglcyerol. Dia-
cylglcyerol (DG) reacts with either CDP-
choline to make PC or CDP-ethanolamine
to make PE. Note that the formation of a
phospholipid de novo always requires CTP.

Phospholipids can be modified in several
ways. For example, PE (or PC) can react
with serine to form PS that can be decar-
boxylated to PE (Fig. 2). This appears to be
the only way in nature that ethanolamine is
generated. The ethanolamine can then be
used via the CDP-ethanolamine pathway to
make PE. Hence, the CDP-ethanolamine
pathway is sometimes referred to as
a salvage pathway. In another modifi-
cation, PE can be methylated to PC
by three successive transfers of methyl
groups from S-adenosylmethionine cat-
alyzed by phosphatidylethanolamine N-
methyltransferase (PEMT). This appears
to be the major pathway by which the
choline moiety of PC is made de novo, since
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Fig. 2 Outline for the biosynthesis of the major phospholipids in human cells. The
abbreviations are DHAP, dihydroxyacetone phosphate; G-3-P, glycerol-3-phosphate;
PA, phosphatidic acid; DG, diacylglycerol; TG, triacylglycerol; CDP-DG, cytidine
diphosphodiacylglycerol; PI, phosphatidylinositol; PG, phosphatidylglycerol; PGP,
phosphatidylglycerol phosphate; DPG, diphosphatidylglycerol; PP, phosphatidic acid
phosphohydrolase; PE, phosphatidylethanolamine; PC phosphatidylcholine; PEMT,
phosphatidylethanolamine N-methyltransferase; CT, CTP: phosphocholine
cytidylyltransferase; CDP-choline, cytidine diphosphocholine; choline-P,
phosphocholine; CDP-ethanolamine, cytidine diphosphoethanolamine;
ethanolamine P, phosphoethanolamine; PS, phosphatidylserine; CK/EK, choline
kinase/ethanolamine kinase; CPT, CDP-choline:1,2-diacylglycerol
cholinephosphotransferase; EPT, CDP-ethanolamine:1,2-diacylglycerol
ethanolaminephosphotransferase; ET, CTP: phosphoethanolamine
cytidylyltransferase; PSD, phosphatidylserine decarboxylase; PSS,
phosphatidylserine synthase.

PC can be degraded by phospholipases to
yield choline, which can then be reutilized
to make PC by the CDP-choline pathway.
In animal tissues, the methylation path-
way is abundant in the liver but present
only at much lower levels in other tissues.
The methylation pathway is absent in most
prokaryotes, but is present in yeast. Also,
though not shown in Fig. 2, the fatty acid
moieties of phospholipids can be removed
(deacylated) and replaced by another fatty
acid (reacylated). Finally, the phospho-
choline moiety of PC can be transferred

to ceramide (N-acyl-sphingosine) to form
sphingomyelin (SM). This particular phos-
pholipid is usually found enriched in the
plasma membrane of cells.

The enzymes of phospholipid biosyn-
thesis are found in the cytosol, endo-
plasmic reticulum (ER), mitochondria-
associated membrane (MAM, a section
of the ER that sediments with mitochon-
dria after homogenization of cells/tissues),
Golgi, peroxisomes, mitochondria, and the
nucleus. Only a few membrane-bound
phospholipid biosynthetic enzymes from
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animal sources have been purified to
homogeneity. This means that purifica-
tion requires solubilization of the enzymes
from the membranes by detergents such as
deoxycholate, Triton X-100, or others. Un-
fortunately, to keep the enzyme soluble it is
necessary to have detergents present dur-
ing the purification steps and this greatly
complicates the procedures.

2.2
Enzymes of Phosphatidylcholine
Biosynthesis

2.2.1 Historical Background
PC was first described by Gobley in 1847
as a component of egg yolk and named
‘‘lecithin’’ after the Greek equivalent for

egg yolk (lekithos). In the 1860s, Diakonow
and Strecker demonstrated that lecithin
contained two fatty acids linked to glycerol
and that choline was attached to the third
hydroxyl by a phosphodiester linkage. The
first significant advance in understanding
PC biosynthesis occurred in 1932 with
the discovery by Charles Best that animals
had a dietary requirement for choline. In
the 1950s, the CDP-choline pathway for
PC biosynthesis (Fig. 3) was described by
Eugene Kennedy and coworkers. A key
observation was that CTP, rather than
ATP, was the activating nucleotide for PC
biosynthesis. CTP is required not only for
PC biosynthesis but also for the de novo
synthesis of all phospholipids (prokaryotic
and eukaryotic, excluding PA, which can

Choline

Choline-P

CDP-choline

PC

Lyso-PC

PE

CK

CPT

AT

PEMT

CT
Membrane

(active)

CT
Soluble

(inactive)

1. Increase in PC
2. Decrease in DG
3. Increase in phosphorylation

1. Decrease in PC
2. Increase in DG
3. Decrease in phosphorylation

Betaine

CTP

PPi

Fig. 3 Regulation of phosphatidylcholine (PC) biosynthesis via the
CDP-choline pathway by modulation of the binding of
CTP:phosphocholine cytidylyltransferase (CT) to membranes. Three
different modes of regulation of CT activity are shown. Thus, a decrease in
the concentration of PC will promote the translocation and activation of
CT. An increase in PC will cause CT to be released from the membranes
into a soluble, inactive form. The abbreviations are CK, choline kinase;
CPT, CDP-choline: 1,2-diacylglycerol cholinephosphotransferase; PEMT,
phosphatidylethanolamine N-methyltransferase; AT, lyso-PC
acyltransferase; PE, phosphatidylethanolamine; DG, diacylglycerol.
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be considered to be an intermediate in
glycerolipid biosynthesis).

An alternative pathway for PC biosyn-
thesis, of quantitative significance only in
liver, is the conversion of PE to PC via
PE methylation (Fig. 2). The first obser-
vation of this pathway was in 1941 when
Stetten fed [15N]ethanolamine to rats and
isolated [15N]choline. Two decades later,
Bremer and Greenberg detected a mi-
crosomal enzyme that converted PE to
PC via transfer of methyl groups from
S-adenosylmethionine.

2.2.2 Choline Transport and Oxidation
Choline is not made de novo in ani-
mal cells except by methylation of PE
to PC and subsequent hydrolysis of the
choline moiety. Therefore, choline must
be imported from extracellular sources.
There are two distinct transport mech-
anisms for choline: a high affinity (Km
or Kt < 5 µM), Na-dependent transporter
and a lower affinity (Kt > 30 µM), Na-
independent transporter. Several cDNAs
encoding proteins that show high affinity
transport of choline have been reported.
A human cDNA is predicted to have 13
transmembrane-spanning domains.

Once choline is inside the cell, its normal
fate is rapid phosphorylation by choline ki-
nase (Fig. 3). In neurons, choline is also
converted to the neurotransmitter, acetyl-
choline. Choline is also oxidized to betaine
[−00C-CH2-N+ (CH3)3] in the liver and
kidney. In the liver, betaine is an important
donor of methyl groups for methionine
biosynthesis and the one carbon pool. Be-
taine is produced in mitochondria into
which choline is transported by a spe-
cific transporter on the inner membrane.
Next, choline is oxidized to betaine alde-
hyde by choline dehydrogenase on the
inner leaflet of the inner mitochondrial
membrane. The conversion to betaine is

catalyzed by betaine-aldehyde dehydroge-
nase located in the mitochondrial matrix.
In the renal medulla, betaine accumulates
as an osmolyte (a small organic solute that
accumulates in response to hypertonicity
without adverse affect to the cell or organ-
ism). Hypertonicity of the renal medulla is
important for the kidney’s ability to con-
centrate urine.

2.2.3 Choline Kinase
The enzyme was first demonstrated in
yeast extracts by J. Wittenberg and A.
Kornberg (more famous for his contribu-
tions to DNA replication) in 1953. The
enzyme was purified by K. Ishidate in
1984 from rat kidney and shown also to
phosphorylate ethanolamine. This kinase
is now referred to as choline/ethanolamine
kinase ß. The cDNA for a rat liver
choline/ethanolamine kinase encoded an
enzyme that is now referred to as
choline/ethanolamine kinase α1. Northern
analyses indicate that the mRNA for
choline/ethanolamine kinase α1 is most
abundant in testis. Choline/ethanolamine
kinase α2 appears to be a splice vari-
ant of choline/ethanolamine kinase α1.
The choline/ethanolamine kinase α and
ß genes have been characterized. The
length of the gene was 40 kb for the
choline/ethanolamine kinase α gene,
whereas the ß gene was only 3.5 kb in
length.

Choline is not only required in the diet
of animals but also in the medium of
animal cells in culture. Choline is essential
because of the cell’s requirement for PC to
grow and divide.

2.2.4 CTP:Phosphocholine
Cytidylytransferase (CT)
This enzyme was first described by
Kennedy and Weiss in 1955. Over three
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decades later, cytidylytransferase (CT) was
finally purified to homogeneity. The CT
gene was cloned from Saccharomyces cere-
visiae by S. Yamashita in 1987 by comple-
mentation of a yeast mutant defective in
CT activity. The cDNA of rat liver CT was
subsequently cloned by R.B. Cornell and
coworkers in 1990. CT is a homodimer
in soluble extracts of rat liver and is also
found on membranes. In most cells, CT is
thought to exist in an inactive reservoir in
its soluble form and to be activated when
associated with membranes (Fig. 3).

Two genes encode different forms of
CT: α and ß. The CTα gene spans approxi-
mately 26 kb. Exon 1 is untranslated, exon
2 encodes the translation start site and a
nuclear localization signal, exons 4–7 en-
code the catalytic domain, exon 8 codes
for the alpha helical membrane–binding
domain, and exon 9 encodes a C-terminal
phosphorylation domain.

The CTß gene is located on the X
chromosome and encodes three isoforms,
CTß1, CTß2, and CTß3 (Fig. 4), presum-
ably derived by mRNA splicing. Presently
CTß1 has only been found in humans. All

isoforms differ from CTα at the amino ter-
minus, lack the nuclear localization signal,
and are found in the cytoplasm of animal
cells. The primary sequences of CTß1and
CTß2 are identical except at the carboxyl
terminal. CTß1 lacks most of the phospho-
rylation domain that is present in CTß2.
There are significant differences between
the sequences of the phosphorylation do-
mains of CTα and CTß.

CT has classically been considered to
be a cytoplasmic enzyme since its activity
is found in the cytosol and on microso-
mal membranes in cellular homogenates.
However, Kent and coworkers demon-
strated that CT was found in the nuclear
matrix and associated with the nuclear
membrane. There is intriguing evidence
that CTα migrates into the cytoplasm dur-
ing the G1 phase of the cell cycle, a time
when PC biosynthesis is activated. Thus,
the role the nuclear localization signal of
CT plays in cellular PC biosynthesis re-
mains an intriguing question.

The lipid-binding domain and the phos-
phorylated domains are involved in the
regulation of CT activity. These domains

CTa

CTb2

CTb1

CTb3

73 236 300 367

367

330

Nuclear
localization

Catalytic
domain

Lipid-
binding
domain

Phosphor-
ylation
domain

339

Fig. 4 Domain structures of CTP:phosphocholine cytidylyltransferase (CT)
α, ß1, ß2, and ß3. CTα contains a nuclear localization signal, an N-terminal
catalytic domain, an amphipathic helical (lipid-binding) domain, and a
C-terminal phosphorylation domain. The CT ß forms lack the nuclear
localization signal but contain catalytic and amphipathic helical domains. CT
ß1 is missing the phosphorylation domain, whereas CTß2 and CTß3 have a
phosphorylation domain that is different from that of CTα.
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of CTα have been deleted by either
proteolysis with chymotrypsin or by con-
struction of CTα truncation mutants. CTα

cDNAs that were truncated in the region
of residue 314 (Fig. 4) lacked the phos-
phorylation segment, and CT truncated
at residues 236, 231, or 228 lacked both
the phosphorylation and lipid-binding do-
mains. When the lipid-binding and phos-
phorylation domains were deleted, CT was
a soluble, active enzyme that did not bind
to membranes. Thus, the lipid-binding
domain is regulatory for the binding to
membranes and the activation of CT. The
binding of phospholipids to CT appears
to activate the enzyme by decreasing the
apparent Km value for CTP.

CT activity is modulated by phospho-
rylation. Experiments with CT truncation
mutants have demonstrated that the phos-
phorylation domain is not required for
lipid-binding or CT activity. Exactly what
role phosphorylation of CT plays in a phys-
iologically relevant system remains to be
demonstrated.

2.2.5 CDP-choline: 1,2-diacylglycerol
Cholinephosphotransferase
This enzyme was also discovered by
Kennedy and coworkers and is consid-
ered to be located on the ER but is also
found on the Golgi, MAM, and nuclear
membranes. Even though the enzyme has
been known for more than four decades,
despite intense efforts in many labora-
tories, the cholinephosphotransferase has
never been purified. The difficulty is that
the enzyme is an intrinsic membrane-
bound protein that requires detergents
for solubilization. Moreover, the deter-
gents complicate purification procedures
commonly used, such as gel filtration, be-
cause the protein binds to micelles that are
hard to separate on the basis of molecular
size. The purification of membrane-bound

enzymes has been described as ‘‘masochis-
tic enzymology’’.

Yeast genetics and molecular biol-
ogy have, however, allowed for the
cholinephosphotransferase to be cloned.
The products of two genes, CPT1
and EPT1, each account for 50% of
the cholinephosphotransferase activity in
yeast extracts. By the use of null mutations
in these two genes, it has been established
that CPT1 is responsible for 95% of the PC
made and the EPT1 gene product accounts
for 5%. The EPT1 gene product utilizes
both CDP-choline and CDP-ethanolamine,
whereas CPT1 catalyzes only reactions
with CDP-choline.

More recently, a human choline/ethano-
lamine-phophotransferase cDNA (hCE
PT1) was cloned and expressed, and
an additional human cDNA was cloned
that encoded a CDP-choline-specific en-
zyme (hCPT1) with 60% sequence identity
to hCEPT1.

Cholinephosphotransferase acts at a
branch point in the metabolism of DG that
can also be converted to PE, triacylglycerol
(TG) or PA (Fig. 2). Most studies indicate
that there is an excess of cholinephospho-
transferase in cells; hence, the amount of
active enzyme does not limit PC biosyn-
thesis. However, it is clear that the in
vivo activity of cholinephosphotransferase
is regulated by substrate supply. The sup-
ply of CDP-choline is regulated by the
activity of CT. The supply of DG in the
liver seems to be controlled by the supply
of fatty acids. The excess DG that is not
utilized for PC or PE biosynthesis is stored
in the liver as TG.

2.2.6 Phosphatidylethanolamine
N-methyltransferase
All nucleated cells contain PC and the
CDP-choline pathway. Thus, it was not
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 PE PDMEPMME PC

−NH2−CH3−NH3
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−NH(CH3)2

+
−N(CH3)3

+

AdoMet AdoHcy AdoMet    AdoHcy

PEMT PEMT

AdoMet    AdoHcy
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Fig. 5 Reactions catalyzed by PEMT, phosphatidylethanolamine
N-methyltransferse; PE, phosphatidylethanolamine; AdoMet,
S-adenosylmethionine; AdoHcy, S-adenosylhomocysteine; PMME,
phosphatidylmonomethylethanolamine; PDME,
phosphatidyldimethylethanolamine; and PC, phosphatidylcholine.

obvious why the pathway for PE methy-
lation (Fig. 5) survived during evolution.
Nor was it obvious why PEMT activity is
mostly found in the liver, whereas 2% or
less of the hepatic PEMT activity is found
in other tissues of the body.

PEMT was purified from rat liver
microsomes although it is an intrinsic
membrane protein. The sequencing of
the amino terminal enabled the cloning
of the cDNA for PEMT. Preparation of
an antibody to the deduced sequence of
the carboxyl terminal peptide permitted
subcellular localization of the enzyme.
The major activity for PEMT is found on
the ER, but the antibody only recognizes
a protein that is exclusively localized to
MAM. This isoenzyme of PEMT is referred
to as PEMT2 and the activity on the ER
is called PEMT1. Both PEMTs catalyze
all three transmethylation reactions that
convert PE to PC (Fig. 5).

A mouse was generated in which the
Pemt gene was disrupted and there was
no PEMT activity. The Pemt−/− mice lived
and bred normally and there was a 50%
increase in CT activity in their livers. Since
the mice retained the CDP-choline path-
way, the lack of an obvious phenotype was
not surprising. However, when the mice
were fed a choline-deficient diet for 3 days,
which attenuates PC synthesis via the
CDP-choline pathway, the Pemt−/− mice

exhibited severe liver failure. Pemt+/+
mice fed a choline-deficient diet were
normal with no obvious liver pathology.
Thus, it seems that the PEMT pathway
has survived in evolution to provide PC
at times when the CDP-choline pathway
is less active such as might occur during
starvation. Moreover, pregnant rats and
suckling mothers can also have choline
reserves depleted; hence, the PEMT path-
way might provide an evolutionary ad-
vantage in this respect. The structurally
related compound, dimethylethanolamine
[H0CH2-CH2-N+ H(CH3)2] would not
substitute for choline in the Pemt−/− mice
even though it was converted to phos-
phatidyldimethylethanolamine. Thus, it
seems that the third methyl group on
the phospholipid has a critical function
in mice.

The human gene-encoding PEMT has
been cloned and characterized. Whereas
only one mRNA transcript has been
identified in mice, the human liver has
three separate mRNAs that differ only
at the 5′ end, in a noncoding region of
the transcript. Thus, the three transcripts
encode the same protein. The function
of separate PEMT mRNAs is going to be
difficult to study in humans.

Yeast also has both the PE methylation
pathway and the CDP-choline pathway. In
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yeast, two enzymes are used for the conver-
sion of PE to PC. The methylation of PE to
phosphatidylmonomethylethanolamine is
catalyzed by the PEM1/CHO2 gene prod-
uct, whereas the subsequent two methy-
lations are catalyzed by the PEM2/OPI3
gene product. Deletion of both PEM1 and
PEM2 genes is lethal unless the yeast
is supplied with choline. Yeast normally
grows in the absence of choline and de-
pends on the PEMT pathway. Thus, the
CDP-choline pathway and the PE methy-
lation pathway can compensate for each
other in yeast.

2.2.7 Phosphatidylcholine in Bacteria
About 90% of bacteria do not contain PC
but Rhodobacter sphaeroides make PC by
methylation of PE. Interestingly, this en-
zyme (PC) is soluble and has virtually no
homology to PEMT or the yeast enzymes.
Also, in one bacterium, a novel choline-
dependent pathway was recently discov-
ered in Sinorhizobium meliloti, in which
choline reacts with CDP-diacylglycerol, cat-
alyzed by PC synthase, to form PC. A num-
ber of symbiotic bacteria and pathogenic
bacteria also produce PC via the same PC
synthase pathway.

2.3
Enzymes of Phosphatidylethanolamine
Biosynthesis

2.3.1 Historical Background
PE was first alluded to in a book published
by Thudichum in 1884. He described
‘‘kephalin’’ as a nitrogen- and phosphorus-
containing lipid that was different from
lecithin. In 1913, Renall and Baumann
independently isolated ethanolamine from
kephalin. In 1930, Rudy and Page isolated
the first pure preparation of PE. The
structure of PE was established in 1952
by Baer and colleagues.

The biosynthesis of PE in eukaryotes
can occur via four pathways (Fig. 6). The
route via CDP-ethanolamine constitutes de
novo synthesis of PE. The other pathways
arise as a result of the modification of
a preexisting phospholipid. The CDP-
ethanolamine pathway was first described
by Kennedy and Weiss in 1956. The
decarboxylation of PS to yield PE (Fig. 6)
was shown in 1960 to occur in animal cells.
PS decarboxylation is the only route for PE
biosynthesis in E. coli. The PE generated
by this pathway can react with serine to
generate PS and ethanolamine (Fig. 6).
This appears to be one mechanism by
which ethanolamine is made in cells. The
other involves degradation of sphingosine.
The ethanolamine generated by either
pathway can be utilized for PE biosynthesis
via the CDP-ethanolamine pathway. No
one has ever been able to show the
decarboxylation of serine to ethanolamine
in animal cells. Such a reaction was shown
to occur in a plant, Arabidopsis thaliana.
PE can also be formed by reacylation of
lyso-PE or reaction of ethanolamine with
PS (Fig. 6).

2.3.2 Enzymes of the CDP-ethanolamine
Pathway
As mentioned in Sect. 2.2.3, the phos-
phorylation of ethanolamine in liver can
be catalyzed by choline/ethanolamine ki-
nase (Fig. 6). The cDNA encoding an
ethanolamine kinase was cloned from
Drosophila. These scientists had not
planned on cloning this cDNA since their
approach was to determine the gene re-
sponsible for the easily shocked (eas)
phenotype in this insect. These mutant
flies display transient paralysis following a
brief mechanical shock. In the eas mutant,
a 2-bp deletion caused the formation of a
premature stop codon in the ethanolamine
kinase gene. Analysis of the phospholipids
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CDP-ethanolamine

Phosphatidylethanolamine

Lysophosphatidylethanolamine

Phosphatidylserine
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Fig. 6 Pathway for biosynthesis of phosphatidylethanolamine
and phosphatidylserine in animal cells. The abbreviations are EK,
ethanolamine(choline) kinase; ET, CTP: phosphoethanolamine
cytidylyltransferase; EPT, CDP-ethanolamine: 1,2-diacylglycerol
ethanolaminephosphotransferase; PSS, phosphatidylserine
synthase; PSD, phosphatidylserine decarboxylase; P-lipase,
phospholipase A2; AT, acyl-CoA: lyso-phosphatidylethanolamine
acyltransferase; DG, diacylglycerol.

showed a decrease in PE from 59% of
the total phospholipid in the wild type to
56% in eas. Whether this minor change
mediates the paralysis is not known. The
difference may reflect a major change in
PE content in a particular tissue or subcel-
lular membrane. More recently, the gene
that encodes a yeast ethanolamine kinase
and a human cDNA for ethanolamine-
specific kinase were cloned and expressed.

The second step in the CDP-ethanola-
mine pathway is catalyzed by CTP:phos-
phoethanolamine cytidylyltransferase. The
enzyme is distinct from CT and is not
activated by lipids. Although the phospho-
ethanolamine cytidylyltransferase is recov-
ered in cytosol from cell extracts, much of
the enzyme has been localized to rough
ER of rat liver by immunoelectron mi-
croscopy. Unlike CTα, there is no report of
the phosphoethanolamine cytidylyltrans-
ferase in the nucleus.

CDP-ethanolamine: 1,2-diacylglycerol
ethanolaminephosphotransferase is an
integral membrane protein found on
the ER, Golgi, and MAM. The en-
zyme shows a distinct preference for
DG species that contain 1-palmitoyl-2-
docosahexaenoyl (22 : 6) fatty acids. In
hepatocytes in culture, nearly 50% of PE
made via the ethanolaminephosphotrans-
ferase reaction belongs to this species. The
purpose of this extraordinary selectivity is
unknown. The bovine hepatic enzyme was
purified, and exhibited both ethanolamine-
and cholinephosphotransferase activity.

2.4
Phosphatidylserine Synthase and
Decarboxylase

2.4.1 Historical Developments and
Biosynthesis
PS accounts for 5 to 15% of the phos-
pholipids in eukaryotic cells. The lower
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concentration of PS compared to PC and
PE is probably the reason PS was not
discovered as a separate component of
‘‘kephaline’’ (originally identified to be
only PE in 1930) until 1941 by Folch. The
correct structure was proposed by Folch in
1948 and confirmed by chemical synthesis
in 1955 by Baer and Maurukas. PS is a re-
quired cofactor for protein kinase C and is
required for initiation of the blood-clotting
cascade. In the plasma membrane of cells,
PS is normally located on the inner mono-
layer. During apoptosis, exposure of PS on
the cell surface (outer monolayer) leads to
recognition and removal of these cells by
macrophages.

PS is made in prokaryotes, in some
plants and in yeast via the CDP-
diacylglycerol pathway. This route does not
exist in animals. Instead, PS is made by
a base-exchange reaction catalyzed by PS
synthase, first described by Hübscher in
1959, in which the head group of PC or PE
is exchanged for serine.

Chinese hamster ovary (CHO) mutants
were generated that were auxotrophic for
PS and demonstrated that these cells have
two PS synthases. PS synthase 1 utilizes
PC and serine as substrates, whereas PS
synthase 2 utilizes only serine and PE.
The two PS synthases, when coupled with
PS decarboxylase, yield PS at the expense
of PC and generate both choline and
ethanolamine, which could be recycled
into the biosynthesis of PC and PE. As
a result, PS and PE can both be generated
without a decline in the amount of PC.
PS synthase 1

PC + serine −−−→ PS + choline

PS decarboxylase

PS −−−→ PE + C02

PS synthase 2

PE + serine −−−→ PS + ethanolamine

The sum of the reactions is

PC + two serines −−−→ PS + choline

+ ethanolamine + CO2

A CHO mutant defective in PS synthase 1
was used to clone by complementation of
the cDNA for this enzyme. The deduced
amino acid sequence for murine PS
synthase 1 was >90% identical to the CHO
enzyme. The cDNA for PS synthase 2 from
CHO cells was cloned and shown to be
32% identical in amino acid sequence to PS
synthase 1. Immunoblot analysis indicated
that both of the murine PS synthases are
mainly localized to MAM. The source
of the substantial PS synthase activity
in the rough and smooth ER remains
unknown and may possibly be a third PS
synthase activity. The mRNAs encoding
PS synthases 1 and 2 were found in all
murine tissues examined, but PS synthase
2 was enriched in testis and kidney.

The murine gene for PS synthase 1 has
been cloned and characterized. This is an
important step toward the generation of
mice with a disrupted gene for PS synthase
1. The gene for PS synthase 2 has been
disrupted and the mice are viable.

In yeast and in E. coli, PS is made by
a different reaction than in mammals.
In these organisms, CDP-diacylglycerol
condenses with serine to yield cytidine
mono phosphate (CMP) plus PS.

2.4.2 Phosphatidylserine Decarboxylase
PS decarboxylase is found in both prokary-
otes and the mitochondria of eukaryotes.
The enzyme activity was first described
by Kanfer and Kennedy in 1964. The
enzyme has not been purified from a
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eukaryotic source but the gene was cloned
and expressed from CHO cells and yeast.
The yeast gene (PSD1) encodes a protein
that is localized to mitochondria. However,
when PSD1 was disrupted in yeast, 5% PS
decarboxylase activity remained and the
yeast continued to grow. Subsequently, a
second gene, PSD2, was isolated. When
both PSD1 and PSD2 were disrupted, the
yeast became ethanolamine auxotrophs.
The PSD2 protein has been localized to
the vacuolar and Golgi compartments. The
function of PSD2 is not known other than
that it can supply enough PS decarboxy-
lase to allow growth of yeast in the absence
of PSD1. The rate of PS decarboxylation
is determined by the rate of PS transport
into mitochondria.

2.5
Bis(monoacylglycerol)phosphate,
Phosphatidylglycerol, and
Diphosphatidylglycerol

Diphosphatidylglycerol (DPG), commonly
known as cardiolipin, was discovered
in 1942 in beef heart by Pangborn.
The correct structure was proposed in
1956–1957 and confirmed by chemical
synthesis in 1965–1966 by de Haas
and van Deenen. Phosphatidylglycerol
was first isolated in 1958 from algae
by Benson and Mauro. The structure
was confirmed by Haverkate and van
Deenen in 1964–1965. The third lipid in
this class, bis(monoacylglycerol)phosph-
ate was recovered from pig lung by
Body and Gray in 1967. The stereo-
chemistry differs from PG and DPG
since bis(monoacylglycerol)phosphate co-
ntains sn-(monoacyl)glycerol-1-phospho-
sn-1′-(monoacyl)-glycerol rather than a sn-
glycerol-3-phospho linkage.

These three lipids are widely distributed
in animals, plants, and microorganisms.

In animals, DPG is found in highest con-
centration in the cardiac muscle (9–15%
of phospholipid), hence the name cardi-
olipin, and is exclusively found in the
mitochondria. PG is generally present at
a concentration of less than 1% of to-
tal cellular phospholipids, except in the
lung, where it comprises 2 to 5% of
the phospholipid. In pulmonary surfac-
tant and alveolar type II cells, PG is
7 to 11% of the total lipid phospho-
rus. Bis(monoacylglycerol)phosphate com-
prises less than 1% of total phospholipids
in animal tissues, except in alveolar (lung)
macrophages, where it is 14 to 18% of the
total phospholipid.

The biosynthesis of PG was elucidated by
Kennedy and coworkers in 1963 (Fig. 2).
For DPG biosynthesis, PA is transferred
from CDP-DG to PG to yield DPG. DPG
synthesis in E. coli differs and involves the
condensation of two molecules of PG.

Understanding the biosynthesis of
bis(monoacylglycerol)phosphate has been
a particular challenge because the carbon
linked to the phosphate residue is the
sn-1 rather than the sn-3 configuration.
An intermediate in the biosynthesis
of bis(monoacylglycerol)phosphate is 1-
acyl-lyso-PG, also known as lysobis-PA.
Recent studies have shown that the
inner membranes of late endosomes are
enriched in lysobis-PA and that these
membranes play an important role in the
sorting of insulin growth factor receptor
2 and the mannose-6-phosphate receptor.
Moreover, lysobis-PA cross-reacts with
antibodies produced in patients with
an antiphospholipid syndrome. Possibly,
some of the pathological defects in this
disease could arise from disruption of
endosomal traffic.

PG can be made in mitochondria and
microsomes from various animal cells and,
except for lung, appears to be primarily
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converted to DPG. DPG is biosynthesized
exclusively on the matrix side of the
mitochondrial inner membrane and is
found only in this organelle. There is
evidence that the rate-limiting step in DPG
biosynthesis is the conversion of PA into
CDP-DG. Consistent with this idea, the
levels of CTP have been shown to regulate
DPG biosynthesis in cardiac myoblasts.

Using techniques developed by Raetz
and coworkers, M. Nishijima and cowork-
ers isolated a temperature-sensitive mu-
tant in PG-P synthase of CHO cells.
The mutant had 1% of wild-type CHO
PG-P synthase activity at 40 ◦C and a
temperature-sensitive defect in PG and
DPG biosynthesis. This mutant was used
to show that DPG is required for the
NADH-ubiquinone reductase (complex I)
activity of the respiratory chain.

In yeast, DPG synthesis has been
genetically disrupted. The yeast grows
at temperatures between 16 and 30 ◦C
without DPG but fails to grow at 37 ◦C
on fermentable carbon sources such as
glucose, even though intact mitochondria
are, therefore, not required for ATP
synthesis. Thus, mitochondria must have
some necessary function in yeast survival
other than generating energy.

The fatty acyl content of phospholipids
can also impact on mitochondrial func-
tion. Incubation of cardiomyocytes with
palmitic acid increased the palmitic acid
content of PA and PG, and decreased
DPG levels in mitochondria with a con-
comitant release of cytochrome c, leading
to apoptosis.

Phosphatidylglycerolphosphate synth-
ase has been purified from E. coli and
the cDNA cloned. The phosphate group
is cleaved from phosphatidylglycerolphos-
phate by a phosphatase. Genetic ma-
nipulations have demonstrated that the

gene-encoding phosphatidylglycerophos-
phate synthase is essential for E. Coli. This
is in contrast to PS decarboxylase, which is
apparently not essential in E. coli. That is,
these organisms seem to grow without sig-
nificant amounts of the PS decarboxylase
product, PE.

Cardiolipin (DPG) synthase from E. coli
has also been purified and the cDNA
cloned. This enzyme is also not an
essential enzyme. An alternative pathway
or enzyme seems to provide the small
amount of cardiolipin that is required for
growth of E. coli.

2.6
Phosphatidylinositol Biosynthesis and
Phosphorylation

2.6.1 Historical Developments
A major outcome of PA is conversion to
DG that is metabolized to PC, PE, and
TG (Fig. 2). Alternatively, PA can react
with CTP to form CDP-DG that is utilized
for the biosynthesis of the inositol phos-
pholipids, PG and diphosphatidylglycerol
(Fig. 2).

Inositol is a cyclohexane derivative in
which all 6 carbons are substituted with hy-
droxyl groups. The most common isoform
is myo-inositol, but other less-abundant in-
ositols with different structures also occur.
The first report of an inositol-containing
lipid was in 1930 from Mycobacteria, which
is ironic since inositol lipids are rarely
found in bacteria. Brain is the richest
source of these lipids, as first discovered by
Folch and Wooley in 1942. In 1949, Folch
described PI phosphate (PI-P), which was
later found to include PI and PI bispho-
sphate (PI-P2). The chemical structures
of PI, PI-P, and PI-P2 were determined
by Ballou and coworkers between 1959
and 1961. PI (1.7µmol/g liver) constitutes
around 10% of the phospholipids in a cell
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or tissue. PI-P and PI-P2 are present at
much lower concentrations (1–3% of PI).
Agranoff et al. published the first exper-
iments in 1958 on the incorporation of
[3H]inositol into PI. Subsequently, Paulus
and Kennedy showed that CTP was the
preferred nucleotide donor.

2.6.2 CDP-diacylglycerol Synthase
Regulation of the conversion of PA to CDP-
DG is not well understood. The enzyme,
CDP-DG synthase, is largely microsomal,
but is also found in the mitochondrial
inner membrane.

A cDNA-encoding CDP-DG synthase 1
was cloned from Drosophila. This isoform
is specifically located in photoreceptor cells
of Drosophila. Mutations in this isoform
lead to a defect in PI-P2 biosynthesis. As
a result, mutant photoreceptor cells show
severe defects in their phospholipase C-
mediated signal transduction that can be
rescued by reintroduction of the CDP-DG
synthase cDNA.

cDNAs encoding human and murine
CDP-DG synthases 1 and 2 have recently
been cloned. CDP-DG synthase 2 is
expressed during embryogenesis in the
central nervous system, whereas CDP-DG
synthase 1 has a high level of expression
in the adult retina.

Curiously, in S. cerevisiae, CDP-DG syn-
thase activity is found in microsomes and
the mitochondrial inner membrane, even
though only one gene encodes this activ-
ity. Since only a single mRNA species was
found, there may not be alternative splic-
ing of the yeast gene. The yeast CDP-DG
synthase gene is essential for cell viability
as well as germination of spores.

2.6.3 Phosphatidylinositol Synthase
Three potential sources for cellular inositol
are diet, de novo biosynthesis, and recycling

of inositol. Biosynthesis of inositol from
glucose occurs in the brain and testes,
and in other tissues to a lesser extent.
The rate-limiting step appears to be the
synthesis of inositol-3-phosphate from
glucose-6-phosphate. Inositol-3-phosphate
is hydrolyzed to inositol by a phosphatase.

PI synthase was purifed from human
placenta. When the cDNAs encoding ei-
ther CDP-DG synthase 1 or phosphatidyli-
nositol synthase, or both, were overex-
pressed in COS 7 cells, there was no
change in the rate of PI biosynthesis, in-
dicating that the level of these enzymes
was not limiting for PI biosynthesis. Dis-
ruption of the PI synthase gene in yeast is
lethal, indicating that PI is essential.

PI-4,5-P2 is an important source of the
second messengers, inositol-1,4,5-P3 and
DG. The biosynthesis of PI-P2 begins with
the reaction of CDP-DG and inositol to
form PI. The phosphorylation of PI on
the 4 position appears to be catalyzed
by several different isoenzymes. One
has been purified to homogeneity with
a molecular weight of 55 000 and is
specific for PI on the 4 position of the
inositol moiety. A second kinase with a
molecular mass of approximately 200 kDa
has also been partially purified. The role
of the different isoenzymes of PI-4 kinase
remains to be elucidated.

The next enzyme in the sequence is PI-
4P kinase. There appear to be three distinct
forms of this enzyme in bovine brain, and
one with a molecular mass of 53 kDa has
been purified to homogeneity from brain
and from human red cells. A different form
has also been purified from erythrocytes.
A major difficulty with the purification of
these PI kinases from cells is that they are
not abundant enzymes in extracts.

Another derivative of PI, PI-3P, appears
to be involved in a signaling pathway
that is distinct from the metabolism of
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PI-4,5-P2. The purifed bovine brain PI-
3 kinase is composed of an 85 and a
110-kDa subunit. The 85-kDa subunit
lacks PI-3 kinase activity and appears
to mediate the coupling of the 110-kDa
subunit with protein tyrosine kinases that
phosphorylate PI-3 kinase. The 110-kDa
subunit has been cloned and shows PI-3
kinase activity when associated with the
85-kDa subunit. The 110-kDa subunit has
been shown to be encoded by the VPS34
gene in yeast and is essential for protein
sorting to the lysosome-like vacuole in
yeast. Exactly how PI-3P is involved in
protein sorting remains to be determined.

2.7
Remodeling of the Acyl Substituents of
Phospholipids

Phospholipids are made de novo with
the fatty acid compositions present in
the precursors DG and CDP-DG. Once
the phospholipid is made, the fatty acid
substitutents can be remodeled via dea-
cylation–reacylation reactions (Fig. 7). Re-
modeling can occur on either the sn-1
or the sn-2 positions of the glycerolipid.
For example, a major molecular species
formed from the conversion of PE to
PC is 16 : 0–22 : 6-PC. This species of PC
has a half-life of less than 6 h and ap-
pears not to be significantly degraded
but rather converted to other molecu-
lar species, particularly those with 18 : 0
on the sn-1 position and 20 : 4, 18 : 2, or
22 : 6 on the sn-2 position. Other stud-
ies have suggested that the main products
of de novo PC and PE biosynthesis are

16 : 0–18 : 2, 16 : 0–18 : 1, 16 : 0–22 : 6, and
18 : 1–18 : 2. The major remodeled prod-
uct is 18 : 0–20 : 4 for both PC and PE.
Why 18 : 0–20 : 4-PC and -PE are made by
this circuitous route, rather than directly,
is not known.

2.8
Regulation of Phosphatidylcholine
Biosynthesis

Of all the phospholipids, the regulation of
PC biosynthesis is best understood. Gen-
erally, the activity of CTP:phosphocholine
cytidylyltransferase (CT in Fig. 3) is rate-
limiting and regulated. Considerable ev-
idence has demonstrated that the rate
of the CT reaction can limit PC biosyn-
thesis. The first evidence in favor of
this conclusion was the measurement
of pool sizes of the aqueous precursors
by Sundler and Åkesson (in rat liver
choline = 0.23 mM, phosphocholine =
1.3 mM, CDP-choline = 0.03 mM). The
concentration of phosphocholine is
approximately 40-fold higher than

Fig. 7 One pathway by which
phospholid molecular species are
remodeled to change the fatty acid
composition. P-lipase, phospholipase;
AT, acyl-CoA: lyso-phosphatidylcholine
acyltransferase; cho, choline.
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CDP-choline. The accumulation of
phosphocholine is consistent with a bot-
tleneck in the pathway at the reaction
catalyzed by CT. Pulse-chase experiments
with 3H-choline demonstrate the bottle-
neck more vividly. After incubating cells
with labeled choline for a short pe-
riod, for example, 15 min, the cells are
then ‘‘chased’’ (incubated with unlabeled
choline for various durations) and the in-
corporation of radioactivity into PC and its
precursors is measured. At the end of the
pulse, approximately 90% of the radioac-
tivity is in phosphocholine (Fig. 8). Over
the next few hours, the radioactivity disap-
pears from phosphocholine and appears
quantitatively in PC. There is only a small
amount of label in CDP-choline, consis-
tent with the rapid formation of PC from
CDP-choline.

Cytidylyltransferase (CT) exists as a
dimer of identical subunits in the cytosol
of cell homogenates where it is inactive.
CT is activated by translocation of the
enzyme to membranes (primarily the ER
and nuclear membrane in liver) as shown
in Fig. 3. The binding to the membranes
appears to be via an amphipathic helix

(the helix is composed of amino acids that
results in a hydrophobic and hydrophilic
side). Deletion of this amphipathic helix
by construction of carboxyl truncation
mutants of CT resulted in a protein that
was active but would no longer bind to
membrane lipids. The binding to the lipids
in the ER activates the enzyme, at least
in part, by lowering the apparent Km

for CTP. Binding of CT to membranes
begins by electrostatic adsorption, followed
by hydrophobic interactions that involve
intercalation of the protein into the
nonpolar core of the membrane. When
insertion of CT into the membrane lipids
is blocked by using viscous gel–phase
lipids, CT binds electrostatically to the
membrane, but is not activated. Four
properties of membranes promote CT
insertion: (1) interfacial packing defects
as might occur when lipids with small
head groups such as DG are in the
membrane; (2) low lateral surface pressure
(loose packing) as observed in highly
curved compared to planar bilayers; (3)
acyl chain disorder that can be caused by
oxidation of the fatty acyl chains; and (4)
curvature strain that would occur when
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Fig. 8 Incorporation of
[3H-methyl]choline into phosphocholine
and PC as a function of time.
Hepatocytes from rat liver were
incubated with labeled choline for
30 min. Subsequently, the cells were
washed thoroughly and incubated
(chased) for various times with
unlabeled choline. The disappearance of
radioactivity from phosphocholine
(dashed line) and its appearance in PC
(solid line) are shown.
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membranes are enriched in hexagonal
phase-preferring lipids such as PE and
DG. Synthesis of PC would reverse these
properties of membranes and form a more
stable bilayer.

Understanding the regulation of CT ac-
tivity is complicated by the observation that
the enzyme is highly phosphorylated in
the cytosol (potentially 16 different serine
residues) and much less phosphorylated
when bound to the ER. The phosphate
residues are located in the carboxyl domain
(residues 315 to 367) of CTα. The func-
tion of the phosphorylation of CT is being
actively investigated at the present time.
Experiments with mutagenesis (serine to
alanine) of CT or construction of truncated
forms of CT demonstrated that the phos-
phorylation domain of CT is not required
for lipid-binding or CT activity. Recent evi-
dence has shown that CT appears to bind to
the membrane in response to a change in
the lipid composition and is subsequently
dephosphorylated. Thus, a change in the
lipid composition of a membrane may be
of primary importance compared to phos-
phorylation in regulating CT translocation.
However, there is other evidence in studies
with macrophages that dephosphorylation
of CT may regulate how active CT is on
the membranes.

Regulation of a metabolic pathway by
product inhibition has been commonly
observed. In livers or hepatocytes de-
rived from choline-deficient rats, the rate
of PC biosynthesis was inhibited by ap-
proximately 70% compared to choline-
supplemented rats and there was a cor-
responding increased binding of CT to
cellular membranes. The CT appeared to
recognize a need for increased PC biosyn-
thesis and was sitting poised on the mem-
brane prepared for catalysis. However,
because of a lack of substrate (phospho-
choline), the amount of PC made was

insufficient. When choline was supplied
to hepatocytes under this condition, there
was a nearly positive correlation between
the increase in the level of PC in these
cells and the release of CT into the cytosol.
Similar correlations were observed when
the level of PC was increased by providing
methionine for enhanced conversion of PE
to PC, or by providing lyso-PC, which is
taken into hepatocytes and acylated to PC.
This was the first study in which a mecha-
nism for regulation of PC in cell cultures
could be directly related to a physiologically
relevant animal model.

An elegant feedback regulation of CT
has been shown in the yeast S. cerevisiae.
SEC14p is a phospholipid transfer pro-
tein that when assayed in vitro prefers PI
and PC and is an essential gene product.
SEC14p inhibited the CDP-choline path-
way when PC was bound to SEC14p. In
contrast, when PI was bound to SEC14p,
there was minimal inhibition of CT. Thus,
in yeast under conditions where PC is
abundant, there is a feedback inhibition of
CT and the CDP-choline pathway.

CTα has classically been considered to
be a cytoplasmic enzyme since its activity
is found in the cytosol and on microso-
mal membranes in cellular homogenates.
However, immunofluorescence studies
have demonstrated that CTα in CHO cells
and many other cell lines is predominantly
nuclear. In other studies, it was clear that
in liver and primary hepatocytes, CT was
predominantly cytoplasmic and was also
present in the nucleus. Some of the CT
in the cytoplasm is probably CTß, which
does not have a nuclear localization signal.
There is also evidence for the shuttling of
CTα from the nucleus into the cytoplasm
during active periods of PC biosynthesis.

CTP has also been implicated as being
regulatory in animal systems and yeast.
Overexpression of CTP synthetase in yeast
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stimulated the biosynthesis of PC via the
CDP-choline pathway.

2.8.1 Transcriptional and
Posttranscriptional Regulation of CTα

Most studies on CT activity and PC biosyn-
thesis have not indicated regulation at the
level of gene expression. The ability of
a cell to activate the soluble form of CT
would normally satisfy the cell’s require-
ment for PC. Nevertheless, some control
over the expression of the genes encoding
CT must occur. The proximal promoter
of the CTα gene has numerous potential
regulatory elements. Subsequent studies
showed that Sp1, the first mammalian
transcription factor purified and cloned,
had an important role in regulating the
expression of the CTα gene. The related
nuclear factor, Sp3, could also activate CTα

transcription. DNase protection assays in-
dicated several elements in the proximal
promoter-bound unidentified nuclear fac-
tors. The yeast one hybrid system was
utilized to clone the cDNA for one of
these factors, and the transcription en-
hancer factor 4 (TEF4) was identified as a
regulator of CTα transcription. More re-
cently, Ets has also been identified as an
activating transcription factor. These ini-
tial studies were based on experiments
involving transfections with various cDNA
constructs. The first experiments to search
for transcriptional regulation in a cell
physiology–relevant system were on CTα

expression in a murine fibroblast cell line
as a function of the cell cycle. During the
G0 to G1 phase of the cell cycle, there is
an increase in PC biosynthesis, but there
was no enhanced transcription of the CTα

gene. Instead, increased transcription oc-
curred during the S-phase of the cell cycle,
possibly to increase the amount of CTα

in preparation for mitosis. More recent

studies have shown that the increased tran-
scription is due to enhanced binding of Sp1
to the proximal promoter.

Sterol response element binding pro-
teins (SREBPs) play a critical role in
regulating the expression of genes involved
in fatty acid and cholesterol metabolism.
Thus, researchers in several laboratories
explored whether SREBPs might alter the
expression of the CTα gene. It appears
that SREBP can activate CT transcription
by binding to an element on the promoter,
but the major activation appears to be indi-
rect via the synthesis of fatty acids that will
cause CT translocation to the membrane.

Obviously, there is much to be done to
elucidate the factors and DNA elements
involved in transcriptional regulation of
the CTα gene. The transcription of the CTß
gene appears to be activated in neuronal
cells when exposed to nerve growth factor.
However, the identity of the factor(s)
involved remains to be determined.

The level of CTα mRNA can also be
regulated by alterations in mRNA stability.
When a macrophage cell line was depleted
of the colony-stimulating factor and then
repleted, there was a fourfold induction
of mRNA for CTα. The stability of CTα

mRNA increased after the addition of the
colony-stimulating factor. An increase in
CTα mRNA in fetal lung type II cells has
also been ascribed to enhanced mRNA
stability.

Finally, enhanced turnover of CTα

via the ubiquitin–proteosome pathway
appears to be the mechanism by which
tumor necrosis factor decreases the level
of CTα in alveolar type II cells.

2.8.2 Transgenic and Gene-disrupted
Murine Models of CTα

To determine if enhanced PC biosyn-
thesis would protect macrophages from
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excess cholesterol-induced toxicity, geneti-
cally modified mice have been generated.
A truncated version of CTα lacking the
phosphorylation domain was expressed
specifically in macrophages of mice under
control of the scavenger receptor pro-
moter. These cells were protected from
cholesterol-induced toxicity. In another ap-
proach, CTα expression was eliminated in
macrophages using the Cre-lox method
for selective disruption of a gene in spe-
cific cells. The lack of the CTα gene and
hence decreased PC biosynthesis caused
enhanced sensitivity to cholesterol load-
ing. In the absence of cholesterol loading,
the macrophages without CTα appeared
normal, possibly due to increased ex-
pression of CTß2. Further studies on
tissue-specific knockouts of CTα should
provide further information on the func-
tion of this enzyme.

2.9
Regulation of Gene Expression in Yeast

The pathways for the biosynthesis of phos-
pholipids in yeast were largely elucidated
by Lester and coworkers in the late 1960s
(Fig. 9). These pathways are similar to
those found in other eukaryotes except
that PS in yeast is made via a pathway sim-
ilar to that found in E. coli, where CDP-DG
reacts with serine to yield PS and CMP.

Considerable interest in yeast as a
model system has developed over the
past two decades. Reasons for choosing
S. cerevisiae include a large knowledge
base in classical genetics, knowledge
of the sequence of the genome, the
ease of making mutant strains, and the
ability to grow large amounts of yeast.
Whereas understanding the regulation of
expression of phospholipid biosynthetic
enzymes in animal cells is still in its
infancy, considerable progress has been

made in the yeast system. When yeast cells
are grown in the presence of choline and
inositol, the expression of the enzymes
involved in the conversion of PA and
glucose-6-P to PI, PC, and PE is depressed
(Fig. 9).

Both positive and negative regulatory
factors are involved in the regulation
of expression of phospholipid biosyn-
thetic enzymes in yeast. The INO2 and
INO4 genes encode transcription fac-
tors that are required for the expression
of inositol-1-P synthase (INO1). In vitro
transcribed and translated proteins de-
rived from INO2 and INO4 form a
heterodimer that binds a specific DNA
fragment of the INO1 gene referred to
as UASINO. Ino4p (the protein encoded
by INO4) and Ino2p exhibit basic he-
lix–loop–helix domains. The Ino2p-Ino4p
heterodimer binds to UASINO of the INO1
promoter that contains two copies of a
binding site (CANNTG) for basic helix-
loop-helix–containing proteins.

The OPI1 gene encodes a protein that is a
negative regulatory factor for phospholipid
biosynthesis. Opi1p contains a leucine
zipper, a motif implicated in protein–DNA
interactions, and transcriptional control.
Opi1 mutants exhibit a twofold increase in
the constitutive expression of inositol-1-P
synthase and other enzymes involved in PI,
PC, and PE biosynthesis. The mechanism
by which Opi1p mediates its negative
regulatory role is unknown. Opi1p does
not interact directly with UASINO or
with Ino2p or Ino4p. Phosphorylation
of Opi1 by protein kinase C may be
involved.

Recent experiments have identified
other proteins that interact with Ino4p,
indicating that there is still much to learn
about transcriptional regulation of phos-
pholipid biosynthetic genes in yeast. How
the regulatory genes (INO2, INO4, OPI1)
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Fig. 9 Pathways for phospholipid biosynthesis in yeast and
designation of the genes (italics in boxes) encoding the enzymes that
catalyze the reactions. The abbreviations are E, ethanolamine; pE,
phosphoethanolamine; CDP-E, CDP-ethanolamine; C, choline; pC,
phosphocholine; CDP-C, CDP-choline; PE, phosphatidylethanolamine;
PMME, phosphatidylmonomethylethanolamine; PDME,
phosphatidyldimethylethanolamine; PC, phosphatidylcholine; PS,
phosphatidylserine; PA, phosphatidic acid; CDP-DG,
CDP-diacylglycerol; PI, phosphatidylinositol; I, inositol; Ip, inositol
phosphate; G-6-P, glucose-6-phosphate. The genes encode the
following enzymes: INO1, I-1-P synthase; PIS, PI synthase; PSS (also
known as CHO1), PS synthase; EPT1, CDP-E:1,2-diacylglycerol
ethanolaminephosphotransferase; PEM1 (CHO2), PE
methyltransferase; PEM2 (OPI3), phospholipid methyltransferase;
CK1, choline kinase; CCT, CTP:phosphocholine cytidylyltransferase
(abbreviated as CT elsewhere in this chapter); CPT1, CDP-C:
1,2-diacylglycerol cholinephosphotransferase; PSD1 and PSD2, PS
decarboxylase.

are themselves regulated is just beginning
to be studied.

3
Phospholipid Transport

The bulk of cellular phospholipids are
made on the ER. How these lipids are
directed to other cellular membranes is
an important question of current interest.

For example, PC is made on the ER
and not on the mitochondria. However,
approximately 30% of the phospholipids in
mitochondria are PC. How does PC move
to the mitochondria and what regulates
this process?

Three modes are currently being con-
sidered for transport of phospholipids
intracellularly: phospholipid transfer pro-
teins, vesicular transport, and membrane
continuity between adjacent organelles.
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3.1
Phospholipid Transfer Proteins

These are low molecular weight proteins
(14–18 kDa) that were first discovered
in 1968 by Wirtz and Zilversmit. These
proteins bind a single molecule of phos-
pholipid and catalyze an exchange of
phospholipids between donor and accep-
tor membranes. There are three categories
of these exchange proteins: (1) those that
are specific for PC; (2) those that prefer
PI but also have transfer activity with PC;
and (3) nonspecific transfer proteins that
transfer most phospholipids and choles-
terol. Several of these proteins have been
purified, sequenced, and cloned. Consid-
erable information is, therefore, available
about the properties and in vitro activity
of the transfer proteins. What has been
lacking is evidence that the proteins ac-
tually function in cells as phospholipid
transfer proteins.

The first success on understanding the
possible function of the phospholipid-
transfer proteins occurred several years
ago when Dowhan and colleagues suc-
cessfully inactivated the PI/PC transfer
protein gene in yeast and demonstrated
that the gene product was an essential pro-
tein. The authors correctly noted that this
did not prove that the protein functioned
in the transfer of PI or PC in the organism.
Shortly thereafter, Bankaitis, Dowhan, and
colleagues demonstrated that the PI/PC
gene in yeast was identical to the previously
identified SEC14 gene. Sec14 mutants
of yeast are defective in secretion, fail
to grow, and accumulate large amounts
of Golgi membranes. Further research
demonstrated that suppresor mutants of
sec14 (normal growth and function are re-
covered), which still had no PI/PC transfer
protein, were defective in the biosynthe-
sis of PC via the CDP-choline pathway.

Thus, the PI/PC protein was somehow
involved in regulation of the PI/PC ra-
tio of Golgi membranes, and a decrease
in PC biosynthesis achieved the same re-
sult. When PC is bound to the PI/PC
transfer protein, it inhibits CT of the CDP-
choline pathway. When PI is bound, there
is no effect on CT activity. Thus, in the
absence of the PI/PC transfer protein in
sec14 mutants, the biosynthesis of PC is
unregulated so that PC accumulates in
the Golgi and somehow causes Golgi dys-
function. Hence, at least in the case of
sec 14, the transfer activity of the protein
does not appear to be involved directly in
lipid transfer, but rather in the binding of
PC or PI to this protein, and the ligand
that is bound determines the effect on CT
activity. Further studies are required to elu-
cidate the function of other phospholipid
transfer proteins.

3.2
Vesicular and Contiguous Transfer of
Phospholipids

A very attractive mechanism for move-
ment of phospholipids from ER and Golgi
(which also has the capacity for phospho-
lipid biosynthesis) to other membranes is
by vesicular transport. It is well known
that this is how proteins are moved within
cells to the plasma membrane or for se-
cretion. The vesicles have phospholipid
bilayers and fuse with target membranes.
Therefore, it seems certain that some com-
ponent of phospholipids in membranes
such as the plasma membrane is deliv-
ered via this vesicular transport. Whether
vesicular transport is the only source
for plasma membrane phospholipids re-
mains uncertain.

How mitochondria receive phospho-
lipids and how PE, specifically made in
mitochondria by the decarboxylation of
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PS, is delivered to other organelles are
questions of current interest. Voelker has
used the organelle-specific decarboxylation
of PS as a tool to study the mechanism
of transport of PS, made on the ER, to
the mitochondria. His studies have shown
that the process does not require cytosol
(source of phospholipid transfer protein)
or PS biosynthesis, requires ATP, and may
involve a membrane continuity between
the ER and mitochondria. In agreement
with the idea that there may be some type
of noncovalent bridge between ER and mi-
tochondria, J. Vance has isolated a MAM
that is enriched in PS synthase compared
to ER, has a protein composition similar to,
but different from ER, and has low activity
of a classical ER marker, nicotinamide ade-
nine diphosphate (NADPH) cytochrome
c reductase. If membrane continuity be-
tween the ER and mitochondria could be
demonstrated, this might also be an expla-
nation for much of phospholipid transport
between the ER and other intracellular
membranes such as the nuclear mem-
brane and lysosomes. Then, the question
of how the phospholipid composition of
organelles is regulated can be addressed.

3.3
Genetic Analysis of Phospholipid Transport
in Yeast

Selection of yeast mutants that require
ethanolamine for growth has provided
novel information about the transport of
PS from the ER to mitochondria or Golgi.
In the transport of PS to the Golgi, two
mutant genes have been identified. One
encodes a PI-4-kinase and the second gene
encodes a protein that is closely related
to the PI transfer protein encoded by the
SEC14 gene (Sect. 3.1). The process of PS
transfer seems complex and it will be a
challenge to unravel how these and other

proteins are involved in the transfer of PS
to the Golgi and mitochondria.

4
Functional Aspects of Phospholipids

4.1
Sources of Second Messengers

Phospholipids as a source of cellular
second messengers is a relatively new con-
cept. It has been known for several decades
that phospholipids store arachidonic acid
that is released for the biosynthesis of
eicosanoids. These, however, are not truly
second messengers, but are hormones that
act on nearby cells. Approximately 40 years
ago, there was a clue that derivatives of PI
might be playing a signaling role in cells
when Hokin and Hokin observed the rapid
turnover of PI in pancreatic extracts from
pigeon incubated with acetylcholine. How-
ever, significant progress occurred only in
the early 1980s when it was recognized
that within 20 to 30 s after the binding of
an agonist to a receptor, there was a rapid
catabolism of PI-4,5-P2 to DG and inositol-
1,4,5-P3. It is now known that this process
involves a coupling between the receptor
on the cell surface and a phospholipase C
by trimeric guanidine triphosphate (GTP)
binding proteins.

Ten isoenzymes of PI-specific phos-
pholipase C have been identified. All
isoenzymes require calcium and degrade
PI, PI-4-P, and PI-4,5-P2. Which lipid is
preferentially degraded depends on the
conditions of the assay, but PC and PE are
not substrates. Although these phospholi-
pases have been purified from cytosol, the
substrate is in the plasma membrane, and
this is the probable site for hydrolysis.

The inositol-1,4,5-P3 mediates the re-
lease of calcium from the ER. A re-
ceptor on the ER has been identified
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that has a molecular weight of 313 kDa
and binds inositol-P3, besides having
calcium-channel activity. Calcium released
by this mechanism after the binding
of vasopressin to hepatocyte receptors is
known to be involved in the activation of
phosphorylase.

The other product of PI-4,5-P2 hydrolysis
is DG and this appears to function as a sec-
ond messenger by the activation of protein
kinase C. This kinase was discovered in
1977 by Nishizuka and coworkers and has
been shown to phosphorylate many differ-
ent cellular proteins. Such phosphorylated
proteins are involved in the regulation
of cellular processes such as secretion,
exocytosis, gene expression, and down-
regulation of receptors. For example, the
epidermal growth factor receptor is a sub-
strate for protein kinase C. When this
receptor is phosphorylated, it exhibits a de-
creased binding of the growth factor and
its tyrosine kinase activity is attenuated.

Ten isoenzymes of protein kinase C
have been identified and there may be
more. All have a regulatory domain
and a kinase domain. Protein kinase
C exists in the cytosol as an inactive
reservoir. On the generation of DG in the
plasma membrane, the kinase binds to the
membrane in which it is activated. Some
isoenzymes of protein kinase C require
calcium and PS for activity, whereas others
do not.

More recently, there has been evidence
that ceramide derived from SM hydrolysis
might be a cellular second messenger
and may activate a protein phosphate
phosphatase. Similarly, DG released from
PC hydrolysis has been implicated as a
second messenger in cells. It is likely that
we are only now seeing the ‘‘tip of the
iceberg’’ with respect to the production of
cellular second messengers derived from
phospholipids.

In 1979, a potent, biologically active
phospholipid was discovered that could
aggregate platelets at a concentration of
10−11 M. The compound is now usu-
ally referred to as platelet-activating fac-
tor (PAF) and the structure has been
identified as 1-alkyl-2-acetyl-sn-glycerol-3-
phosphocholine. Thus, PAF is an unusual
derivative of PC in which there is an ether-
linked alkyl chain on carbon 1 and an
acetyl group, rather than a long-chain fatty
acid, on carbon 2 of the glycerol backbone.
Various blood cells, healthy tissues, and
tumor cells can synthesize and degrade
PAF. PAF exerts many different kinds
of biological responses. For example in
neutrophils, PAF causes aggregation and
degranulation responses, induces chemo-
taxis, increases cell adherence, enhances
the respiratory burst, and stimulates the
release of arachidonic acid for eicosanoid
production. PAF has been implicated as
a contributing factor in diseases such as
asthma, hypertension, allergies, inflam-
mation, and others. Specfic receptors for
PAF are present on the plasma membrane
of cells and thus most of PAF’s effects
seem to be mediated through receptors.

4.2
Anchoring of Proteins to Membranes

Most proteins on the exterior surface of
cells are linked to the plasma membrane
through a transmembrane domain. Over
a decade ago, it was discovered that a
variety of cell surface proteins are linked
covalently to a glycosyl PI (GPI) in the
plasma membrane. The GPI anchors bind
a wide variety of proteins to the cell surface,
such as hydrolytic enzymes, cell surface
antigens, protozoan antigens (the most
intensely studied is the variant surface
glycoproteins of Trypansoma brucei), and
proteins involved in cell–cell interactions.
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The advantage to the cell of having cell
surface proteins attached via the GPI
anchor is not known. However, proteins
linked in this manner can be released
from the cell surface by hydrolysis of the
PI moiety. A specific phospholipase D,
which hydrolyzes the bond between the
phosphate and inositol moiety, has been
purified from human serum and cloned.
Thus, one possible role for the GPI anchor
would be to allow selective release of
proteins from the cell surface. The release
of glycoprotein antigens from the cell
surface of Trypanosomes may be primarily
involved in the parasite’s ability to evade
the immune system of infected hosts.

The core structure of GPI consists of PI
linked to glucosamine, which is attached
to a string of 3 mannose residues. To
the terminal mannose, an ethanolamine
phosphate residue is attached. The amine
of the ethanolamine is linked to the carboxy
terminus of the protein in an amide
linkage. This core structure is found in a
variety of cell types from brain to T. brucei.
There are variations on the structure of
the GPI moiety that include the addition
of additional ethanolamine residues, fatty
acids, and saccharides. In animal cells, the
fatty acid at the 1 position of glycerol is
often replaced by an ether-linked chain.

The biosynthetic pathway for the GPI
anchor has now been established. Initially,
there is a transfer of N-acetyl-glucosamine
to PI followed by deacetylation. The
mannose residues are then donated from
dolichol-P-mannose. The ethanolamine P
residue appears to be donated from PE.
The proteins appear to be linked to GPI
in the ER shortly after protein synthesis
is completed. There is evidence that a
transmembrane segment of the protein
is hydrolyzed before or concomitant with
addition of the GPI anchor.

5
Perspectives

The field of phospholipid research has en-
tered a new and exciting period with the
advent of molecular techniques. With the
availability of various genomic sequences
and the advent of proteomics, we can ex-
pect that most genes and proteins involved
in phospholipid biosynthesis will be dis-
covered in the next decade. Transcriptional
regulation of phospholipid biosynthetic
enzymes should emerge into a major
area of research. The utilization of gene
targeting will provide tremendous new in-
sight into the function of these genes and
proteins. The application of mass spec-
trometry to lipid analysis has emerged
as lipidomics, where we can expect that
most of the major lipids in a particular
cell or tissue will be identified and quan-
titated. Variations in lipid compositions
under various physiological perturbations
(e.g. fasting, obesity) should provide new
insight into the function of these lipids.

See also FTIR of Biomolecules;
Intracellular Fatty Acid Binding
Proteins and Fatty Acid Transport;
Lipid and Lipoprotein Metabolism.
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Keywords

Transcription
Transcription is the process by which genetic information stored in DNA is copied into
RNA transcript. It is achieved by recruiting DNA dependant RNA polymerase, which
binds in the promoter region of the gene along with several other factors and slides
down in a 3′ to 5′ direction on the complementary strand of DNA adding
ribonucleotides to give an exact copy of the sense strand.
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Transcript Processing
Majority of eukaryotic RNAs are synthesized as pre-RNA and processed
posttranscriptionally to give a mature RNA molecule. Processing could include 5′
capping, 3′-end nucleolytic cleavage followed by polyadenylation, intron removal,
alternative splicing, and RNA editing.

Translation
Translation is the process by which a mature transcript is translated into a polypeptide
chain. This requires recruitment of ribosomal complex, aminoacyl tRNA, various
translational and elongational factors on the mRNA and finally termination of the
chain.

Cis-Elements and Trans-Acting Regulatory Factors
The cis-elements are DNA motifs present within and outside a gene including
promoter and terminator regions and that allow other factors (known as trans-factors),
mostly proteins, to bind with these in order to initiate/regulate transcription.

Photoreceptors
These are protein molecules with a chromophore, which sense light of different
wavelengths and intensities and signal to provide various responses that lead to
transcription of several genes.

Nuclear Organelle Genome Interaction
Chloroplast and mitochondria, though they have their own genome, depend largely on
the gene products from nucleus, which are transported to these organelles and
assemble together with organelle genome products to give a functional unit. The
messages are mostly carried from nucleus to organelle; however, recently a vice versa
interaction has also been reported.

Phytohormones
These are low molecular weight substances produced by plants, which exert their
effects in very minute quantities mostly after binding to their receptors. The binding to
the receptors evokes a cascade of events including expression of several genes (factors),
which ultimately regulate expression of target genes.

Proteasome
This is a complex that degrades proteins marked by polyubiquitination, and brought to
it by SCF complex. Various signaling pathways are activated by the proteasome
proteolysis in order to transduce responses on the target genes.

Abiotic and Biotic Stress Responses
Plants sense various abiotic (heat, cold, drought, salinity, etc.) and biotic (pathogens,
insects, herbivores) stresses and respond to these through hormones, metabolites, and
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other physiological means that initiate protective measures by activating stress related
genes.

MADS-Box Genes
These are transcription factors that possess a highly conserved 180 nucleotide domain
known as MADS box. They are mainly involved in flower and fruit development and in
plants contain an additional K-box for dimerization.

Epigenetic Regulation of Transcription
Activation and repression of genes by means that do not involve changes in the gene
sequence. It includes transcriptional gene silencing (TGS) and posttranscriptional gene
silencing (PTGS), is brought about by histone modification and DNA methylation as
well as RNA degradation/inhibition of translation by siRNAs and miRNAs.

� Eukaryotic genomes are much more complex than prokaryotes and plant genomes
present more complexities than other eukaryotes. The continuous process of
development, absence of germ-line, flexible and reversible cellular differentiation,
polyploidy, and so on, are characteristic features that distinguish plant genomes
from other eukaryotes. The complexities observed in plant genomes can possibly
be attributed to three major factors. Firstly, plants are nonmotile and hence
exposed to various environmental conditions constantly. In the absence of any
neuronal network or immunological system, plants have evolved various local
and systemic mechanisms to adapt to the environment to cope with biotic and
abiotic stresses. This is achieved mainly through various signaling systems of
phytohormones and other metabolites and the scores of genes participating in
it. Secondly, plants from various species and genera synthesize about 45 000
different natural products or secondary metabolites. The functions of many
of these are unknown; however, a number of these are used in defense,
as attractants and volatile signals. This involves complex metabolic pathways
involving several genes that require specific regulatory mechanism for expression.
Thirdly, and the most puzzling attribute that still remains to be answered
satisfactorily, is the variability observed in its genome size. The genome size
as such is quite variable throughout the biological world; however, plants show
the greatest variation of any kingdom in the biological world. For example,
angiospermic plants that do not differ much in their basic activities contain
a genome varying from 7 × 104 kb/haploid (Arabidopsis) to 1 × 108 kb/haploid
(Lilly). Majority of the DNA in plant genome is not transcribed and may
account for up to 90% of the genome on the basis of the number of active
genes. Further, DNA motifs ranging in length from single base to thousands
of bases, repeated many hundreds or thousands of time, are characteristics
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of all eukaryotic genomes; however, plant genome may represent 50 to 90% or more
of such DNA. The biological significance of this repetitive DNA is still not resolved
properly. Of sequence motifs that are highly repeated, some are conserved from one
species to another. Satellite DNA, minisatellite, variable-number tandem repeats
(VNTR) are some of the major features of plant genome, which make them different
from other eukaryotic genomes. The taxonomical usage of these sequences have
added great knowledge in establishing phylogeny as well as biodiversity; however,
whether they play any major role in plant gene expression and regulation is still not
clear.

It was in the early 1960s that the basic principles of gene regulation and
its expression in prokaryotes were established. While in prokaryotes the gene
regulatory elements were defined as promoters, operators, and positive control
elements, unfortunately the mechanism of eukaryotic gene regulation had to wait till
recombinant DNA technology was in practice in the early 1970s. High throughput
sequencing of genome (genes) and development of various softwares for the analysis
of these sequences made it possible to look into functional and regulatory aspects
of plant genome. On the basis of the information obtained through Arabidopsis and
rice genome sequencing and various ESTs (Expressed-sequence tags), plants may
express 25 000 to 50 000 genes depending upon species and genera. Of these, about
30 to 35% may be expressed in all parts of the plant (constitutive), whereas others
could be organ specific or event specific. The gene product may localize to a certain
cell type, appear only at a specific developmental stage, or accumulate following
distinct environmental stimuli. More than one inducer may turn on some genes or a
single stimulus may have different effects on different genes. The existence of cross
talk between different hormones, light, and environment during plant development
further complicated the task of defining gene regulation of expression in plants.
Fortunately, gene transfer technology and development of mutants and functional
genomics have added tremendously to the knowledge of gene expression, regulation,
and its function. Reverse genetics is being applied to investigate the function of
candidate genes through approaches such as RNA interference (RNAi), TILLING
(target induced local lesions in genome) and use of systematically generated T-DNA
populations. Comparative genomic approaches, as well as functional assays using
mini chromosomes, hold great promise for understanding both cis-DNA elements
and the trans-protein components.

In this article, we have tried to include some of the common and recent features
of plant gene expression and its regulation. Though it is difficult to describe every
gene regulation, the article will provide an overview of various classes of genes
that are expressed in plants in general and the mechanism of their regulation.
We will describe here topics like the basic mechanism of plant gene transcription
and translation; hormonal and light regulation of genes; regulation of expression
during biotic and abiotic stress; gene regulation during development; mitochondrial
and chloroplast gene expression and regulation; and recent advances in plant gene
expression and regulation. The emphasis has been given on the various DNA
elements identified within and outside gene and transcription factors, which hold
key to all gene expression and regulation.
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1
Basic Mechanism of Plant Gene Expression

The flow of genetic information contained
in a portion of genetic material, DNA, in-
volves the generation of RNA molecule
followed by synthesis of polypeptide. Un-
derstanding how the information in DNA
is converted into functional proteins be-
came possible through the discovery of
messenger RNA and transfer RNA and
the decoding of the genetic code. The
process by which information in DNA
is finally expressed as polypeptides is
known as Central dogma. This includes
three major steps. The first is replica-
tion, the copying of parental DNA to
form daughter DNA molecules having
identical nucleotide sequences. The sec-
ond is transcription, the process by which
parts of DNA are copied precisely to form
RNA. The third is translation, in which
the genetic message coded in mRNA is
translated on the ribosome, through tRNA
molecules, into a polypeptide with a spe-
cific sequence of amino acids. We will
discuss here the process of transcription
and translation pertaining to transcribed
and/or translated region of the plant DNA.
A schematic representation depicting the
general mechanism of eukaryotic gene
transcription and translation has been pre-
sented in Fig. 1

The first step in gene expression is tran-
scription, the synthesis of RNA copy of
DNA template. Studies have suggested
that in addition to continuous presence
of mRNA from constitutive genes, each
organ in the plant contains a large number
of organ specific mRNAs. Various pro-
tein complexes, that bind to DNA and
are again subjected to various types of
regulation, carry out the control of tran-
scription. Much of our understanding of
the basic elements of the transcription is

derived from early work on the bacterial
system; however, transcription in plants
and other eukaryotes is far more com-
plex than in prokaryotes. In prokaryotes,
transcription is coupled to translation, that
is, as the transcript elongates, it binds to
ribosomes and begins synthesizing pro-
teins. In eukaryotes, however, the nuclear
envelope separates the genome from the
translational machinery. This may allow
selective movement of mRNA from the
nucleus to reach the ribosomal machinery
in cytoplasm for translation purposes. The
expression of genes present in organelle
genome of the mitochondria and chloro-
plast, differ from the expression of nuclear
genome in that they follow a prokaryotic
mode of transcription and translation and
yet depend on nucleus for expression of
their genes.

RNA polymerases and other DNA bind-
ing proteins are responsible for deter-
mining which genes are to be expressed
at a particular time. For each gene, the
transcription process can be conveniently
divided into two stages. The first stage
is the initiation of transcription and in-
volves assembly of the complex of proteins,
including the RNA polymerase enzyme
and its various accessory polypeptides up-
stream of the gene. This step determines
whether the gene is actually expressed.
In the second stage, the RNA polymerase
moves along the gene to synthesize the
primary transcript, which is a direct copy
of the gene. This second stage is often
accompanied by RNA processing events,
which include removal of introns, pro-
cessing of 5′ and 3′ ends, and so on.
We will examine each step one by one
in more detail in the following section
predominantly for nuclear genes. The or-
ganelle genome expression and regulation
will be described separately at the end of
this section.
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Fig. 1 Basic transcription and translation scheme during plant gene expression. GT, guanylyl
transferase; PAP, poly(A) polymerase.

1.1
RNA Polymerases

The enzyme responsible for copying DNA
into RNA is called DNA dependent RNA
polymerase. Transcription of eukaryotic

genes requires three different RNA poly-
merases, namely, RNA polymerase I, RNA
polymerase II, and RNA polymerase III.
These three RNA polymerases have dif-
ferent responsibilities and locations in
the nucleus. RNA polymerase I, which
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resides in the nucleolus is responsible for
transcribing the genes coding for rRNA;
RNA polymerase II is located in the nu-
cleoplasm and required for synthesizing
heterogeneous nuclear RNA (hnRNA), the
precursor for mRNA. RNA polymerase
III is a minor enzyme, located in the
nucleoplasm and synthesizes tRNAs and
other small RNAs. All plant and other eu-
karyotic RNA polymerases are large mul-
tisubunit (8–12 subunits) proteins with
a molecular weight more than 500 kDa.
Structurally, these polymerases are quite
similar to each other. The largest subunit
in RNA polymerase II has a carboxy-
terminal domain (CTD), which consists
of multiple repeats of the consensus se-
quence Tyr-Ser-Pro-Thr-Ser-Pro-Ser. The
sequence is unique to RNA polymerase
II. The number of repeats is important,
because deletion or removal of more than
half a repeat is lethal. The phosphoryla-
tion/dephosphorylation of this domain at
serine or threonine residue determines the
initiation of transcription.

The RNA polymerases that transcribe
organellar genes are prokaryotic in nature
unlike their counterparts in the nucleus,
reflecting the bacterial origins of mito-
chondria and chloroplast. The organelle
genomes are much smaller, hence, the
RNA polymerase needs to transcribe rel-
atively few genes, and the control of
transcription is likely to be simpler. The
mitochondrial RNA polymerase, encoded
by the nucleus, consists of a single sub-
unit with a molecular mass of 140 kDa.
This enzyme is very closely related to
bacteriophage RNA polymerase. The mi-
tochondrial polymerase works in conjunc-
tion with other accessory polypeptides.
Chloroplasts have RNA polymerases en-
coded by chloroplast genome as well
as nuclear genome. Both types of RNA
polymerases are involved in transcription

of different sets of genes present in
chloroplast.

1.2
Promoters and Other Regulatory Elements

In plants and other eukaryotes, the term
‘‘promoter’’ is used to describe all the nu-
cleotide sequences that are important in
initiation and regulation of transcription
of genes. For some genes, these sequences
can be numerous and diverse in their
functions, including not only the ‘‘core
promoter’’ or ‘‘basal promoter,’’ which
is the site at which initiation complex
is assembled but also one or more ele-
ments upstream of the core promoter. We
can divide the structure of a plant pro-
moter into two parts, the core (basal) or
minimal promoter, consisting of the min-
imum upstream sequence required for
gene expression, and the additional reg-
ulatory sequences that control the activity
of the core promoter. Each of the three
RNA polymerases binds to a different type
of promoter. RNA polymerase I promot-
ers consist of a core promoter spanning
the transcription start site, between nu-
cleotide −45 to +20, and an upstream
control element. The minimum promoter
for genes transcribed by RNA polymerase
II typically extends about 100 bp upstream
of the transcription initiation site and
includes several sequence elements re-
ferred to as proximal promoter sequences.
The TATA box, which plays a crucial role
in the transcription has been found to
be located about 25 to 30 bp upstream
of the transcription start site. It has a
sequence of TATAAA(A) and serves as a
site for assembly of the transcription ini-
tiation complex. Approximately 85% of
the plant genes sequenced so far con-
tain TATA box. In addition to the TATA
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box, the minimum promoter also contains
‘‘CAAT box’’ and ‘‘GC box.’’ These two
regulatory elements are the site for bind-
ing of transcription factors, proteins that
enhance the rate of transcription by fa-
cilitating the assembly of the initiation
complex. Because these sequences are ad-
jacent to the transcription unit, they are
considered regulatory and known as cis-
acting sequences. The transcription factors
that bind to the cis-acting sequences are
called trans-acting factors, since the genes
encoding these are located elsewhere in
the genome. Various cis-acting elements
and their respective trans-acting factors
for the regulation of genes during plant
growth and development has been shown
in Fig. 2.

Numerous other cis-acting sequences
are found to be located further upstream
of the proximal promoter and exert either
positive or negative control over plant gene
expression. These sequences are termed
distal regulatory sequences and these are usu-
ally located within 1 kbp of the transcrip-
tion initiation site. The positively acting
transcription factors binding to these sites
are known as activators whereas the nega-
tive transcription factors binding to these
sequences are known as repressors. In addi-
tion to having regulatory elements within
distal regulatory sequences, plant as well as
other eukaryotic genes are also regulated
by other control elements located tens of
thousands of base pairs away from the
transcription start site. These elements are
known as enhancers and may be located ei-
ther upstream or downstream from the dis-
tal regulatory sequences. In plants, many
developmentally important genes have
been shown to be regulated by enhancers.

RNA polymerase III promoters are
unusual in a way that they are located
in the gene for which they promote
the transcription. These promoters are

variable and fall into three different
categories. Usually, the core promoter
spans approximately 50 to 100 bp. One
category of RNA polymerase III is very
similar to RNA polymerase II with a range
of upstream promoter elements.

1.3
Assembly of the Transcription Initiation
Complex

In Escherichia coli, a direct contact is es-
tablished between the promoter and RNA
polymerase, whereas in plants, as well as
in other eukaryotes, transcription initia-
tion is much more complex. For genes
transcribed by RNA polymerase II, the
initiation contact is made by the general
transcription factor, TFIID (Transcription
Factor of RNA polymerase II protein D),
which is a complex made up of the
TATA-binding proteins (TBP) and at least
12 TATA-binding protein-associated fac-
tors (TAFs). Most of these proteins are
DNA-binding proteins and have sequence
specificity. Both TBP and TAFs appear
to have important function in recogni-
tion and are indispensable, at least for
some genes. The TFIID recognizes the
TATA component of the RNA polymerase
II core promoter. After TFIID has attached
itself to the core promoter, the preiniti-
ation complex is formed by binding of
additional general transcription factors in
the order TFIIA, TFIIB, TFIIF/RNA poly-
merase II, TFIIE, and TFIIH. Some of
these GTFs (general transcription factors)
have DNA-binding properties and others
interact purely by protein–protein inter-
action. The binding of TFIIF, recruits
the RNA polymerase II to the complex.
After that, TFIIH acts as a DNA heli-
case, which unwinds the DNA as well
as acts as a kinase that adds phosphate
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Fig. 2 Various cis-acting elements and associated trans-acting factors during plant gene
expression in response to different stimuli.

group to the C-terminal domain of RNA
polymerase II. RNA polymerase then sep-
arates from the initiation complex and
proceeds along the antisense strand in
the 3′ to 5′ direction. While some of

the general transcription factors dissociate
from the complex at this point, others re-
main bound for another RNA polymerase
molecule and initiate another round of
transcription.
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1.4
Transcription Factors and Their Motifs

In most of the transcription factors,
three structural features are invariably
common. These are DNA binding domain,
a transcription-activating domain, and a
ligand binding domain. Some of the
transcription factors are needed for the
coordinated regulation of genes in plants
and other eukaryotes. In plants, the
effects induced by light and hormones
as well as the adaptive responses caused
by various types of stresses involve the
coordinate regulation of the groups of
the genes that share a common response
element upstream of the promoter. The
genes that act as major developmental
switches, such as the homeotic genes,
encode transcription factors that bind
to common regulatory sequence present
in dozens, or even in hundreds, of
genes scattered throughout the genome. A
detailed list of major transcription factors
and genes regulated by these is given in
Table 1.

1.5
RNA Processing

Many RNAs, especially in eukaryotes, are
initially synthesized as precursor or pre-
RNAs, which have to be processed before
they can carry out their function. The
most important processing events are
splicing, 5′-end capping, polyadenylation,
and RNA editing, which are carried out
singularly or in conjunction depending
upon the message type. Each of these
processes is regulated and may provide
a means by which expression of individual
genes can be modulated. For example,
the mRNA resulting from both editing
and alternative splicing often displays
tissue specificity thereby increasing the

coding capacity of the genome without
the requirement for additional copies of
the relevant genes. We shall describe
each processing event below in detail with
respect to plants.

1.5.1 3′-End Formation
The poly (A) tail present in the 3′ end
of the mature mRNA plays an important
role in many aspects of RNA function and
metabolism, particularly in mRNA trans-
lation and turnover. The mature 3′ end
is formed by endonucleolytic cleavage fol-
lowed by the addition of poly (A) tail to
the 3′ end of the cleavage product. The 3′-
end formation is a necessary prerequisite
for the transcription termination. How-
ever, not much is known about mRNA
3′-end processing in plants. The discovery
of the importance of the AAUAAA mo-
tif for polyadenylation in animal systems
prompted the search for similar motifs in
plant genes. The analysis suggested that
the AAUAAA element is not a prerequi-
site for 3′-end formation in plants as more
than 60% of the 3′ UTRs of the plant
genes do not contain an exact match of
this sequence at an appropriate position.
AAUAAA is nevertheless found as a con-
sensus of the 3′ UTR of many plant genes;
however, the information regarding the
elements required for the constitution of
poly (A) signal is based on sequence com-
parisons and data from a small number
of functional studies. Plant poly(A) signals
appear to be much more diffuse, redun-
dant, and complex as compared to their
animal counterparts. To our knowledge,
only three genes, one from dicot (pea rbcS-
E9) and two from monocots (maize 27 kDa
zein gene and wheat histone H3 gene)
have been functionally analyzed for 3′-
end formation. The modular architecture
of a plant poly(A) signal can be described
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Tab. 1 Major transcription factor families in plants (numbers are given for Arabidopsis).

Family Genes Function Examples

Families specific to plants
1. AP2/ERF 144
a. AP2/RAV subfamily 20 Floral organ specification, seed

development, cell identity
ANT, APETALA2

b. ERF subfamily 134 Ethylene response, abiotic stress,
defense response

ERF1, ERF3, ERF4,
DREB1a, DREB1b,

2. NAC domain 109 Auxin response, meristem
development, organ separation

NAC1, NAP, CUC1, CUC2

3. WRKY 72 Defense response tWRKY3, tWRKY4
4. DOF/CO-like/YABBY

(Zn-C2C2 subfamily)
70 Flowering time, circadian rhythm,

seed germination, carbon
metabolism, abaxial cell fate

CO, DAG1, CRC

5. GARP 56 Cytokinin response, photosynthetic
development, abaxial cell identity

ARR1, ARR2, KAN1, PHR1

6. GRAS 32 Gibberellin response, phytochrome
response, root, shoot
development

GA1, RGA1, SCR, SHR

7. Aux/IAA 27 Auxin response, root development IAA3, IAA7, AXR3,

Families with a significantly higher representation in plants
1. MYB family 190
a. MYB (R1)R2R3 136 Stem cell function, trichome and

root development, defense
response, ABA response, phyA
signaling

GL1, AtMYB2, AtMYB4,
LAF1,

b. MYB related 54 Circadian clock, root development CCA1, LHY, CPC
2. MADS Box 82 Meristem identity, flower and fruit

development, abscission,
flowering time

AG, AP1, FLC, SEP1, SEP2,
RIN, SHP1, GL15,

Other major families
1. basic HLH 139 Phytochrome responses, trichome,

root development, abiotic stress
response, secondary metabolism

PIF3, HFR1, rd22BP1, GL3

2. C2H2 (Zn) 112 Organ development, flowering
time, abiotic stress, light
response

EMF2, SUP, VRN2

3. Homeodomain 90 Development (leaf, stem, root,
ovule), stem cell identity, sucrose
signaling, shade avoidance

PHV, REV, STM, WUS,
KNOX, ATHB, KNAT1,

4. bZIP 77 Photomorphogenic response,
flower, leaf development,
defense, ABA, GA response

HY5, HYH, ABI5, PAN
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by three features – the near upstream el-
ement (NUE), the far upstream element
(FUE) and the cleavage site itself. The
NUEs characterized to date range from
AAUAAA-like motifs to rather unrelated
sequences. Although often present in a
variant form, the FUE is present in all
plant poly(A) signals characterized indi-
cating a requirement for this element to
enhance the overall processing efficiency.
This is presumably achieved via interac-
tion with protein factors belonging to the
processing complex. The FUE of different
plant poly(A) signals are interchangeable
demonstrating their functional conserva-
tion. No conserved sequence element com-
mon to all FUE has been reported though
they contain U- or UG-rich sequences.
Examination of poly(A) sites reveals a con-
sensus of YA at the cleavage site. It has
been suggested that the cleavage site itself
be defined as a cis-acting component of the
poly(A) signal in plants. However, in most
cases where the original cleavage site is re-
moved or mutated cleavage still takes place
at an appropriate position downstream of
a functional NUE/FUE, although with less
precision. Taken together, it suggests that
although certain nucleotides are preferred
as the substrate for a cleavage site, the
cleavage site is determined by the position
of the NUE.

The exact model for the 3′-end formation
in plants is not clear. It seems that cleavage
and polyadenylation specificity-like factor
(CPSF-like), cleavage stimulation factor
(CST-like) and cleavage factor (CF) in addi-
tion to poly(A) polymerase play important
roles in 3′-end formation in plants. A
protein, which has been shown to influ-
ence 3′-end processing via interaction with
upstream sequences, is the U1 snRNP
(U1A) in mammals. The cloning of U1A
from potato and Arabidopsis revealed that

the autoregulatory mechanism present in
mammals is not conserved in plants.

Apart from NUE and FUE, the presence
of Poly (A) polymerase (PAP) itself can
safely be assumed in higher plants. PAP
enzyme has been cloned from different
sources. Owing to lack of any direct
nucleotide sequence homology, it has not
been possible to use either the mammalian
or yeast PAP clones as molecular probes
to isolate a plant homolog. The PAP
activity in plants was first reported more
than 25 years ago and has been described
in a diverse range of plants such as
cotton, maize, wheat, pea, and tobacco.
A cDNA from pea seedling encodes a
polypeptide, which was found active as
poly(A) polymerase either in association
with RNA binding factor or free polyA as
RNA substrate.

1.5.2 5′-End Capping
Another modification before pre-RNA is
processed is the 5′-end capping by the
addition of 7-methylguanosine at the
5′-end of the transcript via a 5′-to-5′
linkage. The pre-RNA is capped almost
immediately after initiation of mRNA
synthesis. One of the functions of the 5′ cap
is to protect the growing RNA transcript
from degradation by RNases. A nuclear
enzyme, guanylyl transferase, catalyzes the
addition of terminal G at the 5′ end.

Poly(A) tail and 5′-end capping have sev-
eral functions. They protect transcripts
against RNases and therefore increase sta-
bility of the transcript. Both the processes
are required for transit of the RNA from
nuclear pore and increase the efficiency of
the translation on the ribosome. The re-
quirement of eukaryotic mRNAs to have
both the 5′-cap and poly(A) tail ensures
that only properly processed transcripts
will reach the ribosome and be translated.
By electroporating capped or uncapped
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mRNAs and mRNAs with or without
poly(A) tail into tobacco protoplast, it has
been found that 5′ cap stabilizes re-
porter transcript two- to fourfold and the
poly(A) tail stablizes reporter transcript
two- to threefold. Although it is unclear
how the 5′-cap and poly(A) tail protect the
mRNAs from degradation, an appealing
model would be that the physical interac-
tion between the cap and poly(A) tail via
their associated factors would sequester
the ends of the transcript, protecting them
from nucleases.

1.5.3 Splicing of Introns
The removal of introns or untranslatable
sequences from pre-mRNA transcript and
the concomitant ligation of exons is known
as pre-mRNA splicing. It is a fundamental
feature of gene expression in eukaryotes
and a key step at which expression is regu-
lated. Higher plant genes contain introns
and the majority contains multiple introns.
The gene encoding the 140-kDa subunit
of RNA polymerase II in Arabidopsis con-
tains 24 introns while the gene encoding
acetyl-coenzyme A carboxylase contains
34 introns. Genes encoding highly con-
served eukaryotic proteins such as his-
tones, which lack introns in mammals,
can contain introns in plants. However,
introns are not a universal feature of plant
genes, for example, maize zein genes lack
introns.

Higher plants introns vary widely in
length, but around two-third are shorter
than 150 nt and most fall within the
size range of 80 to 139 nt. A minimum
functional length of 70 nt has been
determined for efficient processing of
synthetic introns in higher plants and
consistent with this, naturally occurring
introns shorter than 70 nt are rare. Very
few introns in plants have been reported
to be more than 2 to 3 kb, for example,

maize pericarp gene, which has intron
of 7 kb. Higher plant introns, belonging
particularly to dicots, are characteristically
AU rich. Introns of dicot origin average
70% AU and very few (2%) have an
AU content less than 59%. Pre-mRNA
splicing in monocots does not exhibit the
same requirement for AU-rich sequence.
Introns of monocot origin average 60%
AU, but many (38%) have an AU content
less than 59%, with some being as low as
30 to 35%.

The 5′ splice site dinucleotide/GU is
conserved in virtually all naturally oc-
curring plant introns. However, in rare
instances, the 5′ splice site dinucleotide
is /GC. A /GC 5′-splice site is conserved
in seven myrosinase genes characterized
from three different plant species. The
wider 5′-splice site consensus in higher
plants, AG/GUAAGU, matches that de-
rived from mammals. The 3′-splice site
dinucleotide, AG/, is invariant in naturally
occurring higher plant introns. Mutation
of the terminal AG/ by deletion, substitu-
tion, or point mutation of the terminal G
results in abolition of its use. Point mu-
tation in the 3′-dinucleotide AG to UG in
maize bronze-2 intron abolished process-
ing. The wider consensus derived from
plant 3′-splice sites (UGYAG/GU) though
it resembles, is more extensive than those
for mammals (YAG/G).

Pre-mRNA splicing can, but need not
necessarily, occur cotranscriptionally. It
takes place within a large ribonucleopro-
tein complex termed as spliceosome. This
spliceosome assembles on pre-RNA in a
stepwise manner governed by multiple
cis-acting elements. Interest in pre-RNA
splicing in higher plants increased when
it was realized that heterologous introns
are not usually processed in transformed
plant cells. This indicated that splicing in
plants has some unique requirements that
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distinguish it from mammals and yeast.
The major subunits of the spliceosome
are uridylate-rich small nuclear ribonucle-
oprotein particles (U snRNPs), U1, U2,
U4/6 and U5. In addition to spliceo-
somal U snRNPs, a number of other
non-U snRNP proteins are essential for
constitutive and regulated splicing. The
U snRNPs assemble on the pre-mRNA
via an ordered pathway that requires
the transient association of diverse non-
U snRNP proteins. The defined pathway
of assembly and disassembly is called
the spliceosome cycle. Nascent pre-RNA
transcripts first associate with multiple
distinct heterogeneous ribonucleoprotein
particles (hnRNPs) to form hnRNP com-
plex. This complex is not a functional
intermediate in spliceosome assembly,
nor a complex specific to the splicing
reaction but a substrate recognized by
spliceosome machinery. After this, a step-
wise complex is formed with spliceosome
to process the introns. This stepwise
assembly of the spliceosome mediates
dynamic array of RNA–RNA interaction
at the heart of the catalytically active
complex.

Each of the key RNA sequences that form
the dynamic skeleton of the spliceosome
are conserved in higher plants: the 5′
sequence of U1 snRNA that interacts
with 5′ splice site; the U2 sequence that
interacts with the branch site and forms
helix I with U6; the U5 loop I sequence
that makes exons interact; and the U6
sequence that interacts with U2 in helix
I and 5′ splice site, are all invariant
among plant U snRNAs. Genes encoding
each of the spliceosome snRNAs, U1, U2,
U4, U5, and U6 have been cloned from
several different plant species and analysis
suggest that these are highly conserved
with their mammalian counterparts in
terms of size, sequence, and secondary

structures. The fundamental mechanism
of pre-RNA splicing in higher plants, in
all likelihood, closely resembles that of
yeast and mammals. The most direct
evidence in support of this observation
comes from the demonstration that the
splicing in plants is through a branched
lariate intermediate.

1.5.4 Alternative Splicing
Primary transcripts of many genes arising
from a single transcription unit in animals
can be differentially spliced to produce
multiple mRNAs giving rise to proteins
with different function. The process is
needed to regulate gene expression during
development and/or in a tissue-specific
manner. The number of alternatively
spliced genes reported so far in plants
is much smaller than that of mammals,
but with explosive growth of available EST
and genomic sequences the number is
increasing. There are five basic models for
a gene to be internally and alternatively
spliced. In the first model, the intron is
retained with the exon. In the second and
third models, the intron is alternatively
spliced because of alternative donor or
acceptor site, which causes part of the
intron to be spliced from the pre-RNA. The
fourth possibility arises due to exon skip
and in that case the donor and acceptor
sites of two different introns work together,
which results in an mRNA lacking an exon
between the two introns. In the fifth model,
splicing takes place because of mutually
exclusive exons. There are two additional
models for alternative splicing and they
depend on transcription start selection
and transcription termination selection.
More than one possibility can apply to
the same gene, and the combinations
result in a tremendous variation in gene
products.
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Recent data indicate that intron re-
tention is the most common form of
alternative splicing in plants and account
for more than 30% of all alternative
splicing. Recently, one database ‘‘Plant
Alternative Splicing Database’’ (PASDB)
has been created with the sequence in-
formation of all plant species under
Viridiplantae. Examples of alternative splic-
ing in plants include rubisco activase,
which is a nuclear-encoded chloroplast
protein required for the light activa-
tion of ribulose 1,5-bisphosphate carboxy-
lase/oxygenase in vivo. In most of the
plants that are known to have a spliced vari-
ant for this gene, two isoforms were found
that differ only at the carboxy-terminus,
resulting from alternative splicing of a
common pre-RNA. In Arabidopsis, both
isoforms can activate rubisco activity, al-
though light modulation of rubisco activity
requires the larger rubisco activase iso-
form. Alternative splicing has also been
observed in MADS-box genes. Spliced vari-
ant of MADS-box genes have been reported
in maize, barley, rose, and blue gum. An-
other example of alternative splicing in
rice and maize is granule bound starch
synthase, an enzyme that is responsible
for the synthesis of amylase. Similarly, the
starch branching enzyme, which defines
the chain length and frequency of branch
points for amylopectin, is also known to al-
ternatively splice in maize, rice, wheat, and
kidney bean. Recently, phosphoenolpyru-
vate carboxylase kinase gene has been
shown to alternatively splice in different
members of Solanaceae.

1.6
Translation

Translational efficiency of any system is
defined as the rate of polypeptide synthesis
per mRNA per unit time. Levels of protein

synthesis are therefore determined not
only by message abundance but more
so by the ability of the transcript to be
successfully translated. The translation of
mRNA to polypeptide is divided into three
different steps. In the first step, the mRNA
is recruited to the ribosome (initiation).
In the second step, polypeptide chain
synthesis takes place (elongation) whereas
in the third step, polypeptide chain is
released from the translation machinery
for further processing (termination). In
plants, translation is frequently controlled
at initiation and appears to be regulated
by competition for limiting translational
components, different requirement of
specific factors, and cis-acting mRNA
elements.

1.6.1 Initiation of Translation
Recruitment of mRNA for translation is a
complex process that requires interactions
between the mRNA, the two ribosomal
subunits and at least nine translational fac-
tors, as well as the hydrolysis of ATP and
GTP. Many initiation factors (eIF1 to eIF6)
have been identified in plant and their role
in protein synthesis has been established.
In cap-dependent translation, the initiation
factor 4 (eIF4) components are responsible
for the selection of 5′-capped transcripts
and the removal of the secondary struc-
ture to facilitate 5′-to-3′ migration of 40S
preinitiation complex toward the initiator
AUG. The preinitiation complex includes
the mRNA, elF4 proteins, eIF2-tRNAmet-
40S ribosomal subunit complex, eIF3,
eIF1A, and eIF5. The preinitiation com-
plex searches for the first AUG triplet. The
recognition of the first AUG triplet is as-
sisted by eIF1 and eIF1A. The binding of
the 60S ribosomal subunit and hydrolysis
of GTP complete the initiation. Sometimes
specific trans-acting factors are needed for
efficient translation initiation.
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A protein that binds to the 5′-GpppN
cap of the mRNA mediates the first phase
of recruitment of mRNA for translation.
In mammals, availability of the cap-
binding protein eIF4E is regulated by
its interactions with 4E-binding proteins.
Plants possess at least three distinct
cap-binding proteins. The plant eIf4E
homolog interacts with the plant eIF4G
homolog. There is also a second and
distinct cap-binding protein, eIFiso4E that
is apparently unique to plants. This
protein interacts with eIFiso4G, an 86-kDa
protein unique to plants that also interacts
with eIF4A, eIF4B, and poly(A) binding
protein. A third cap-binding protein,
nCBP, was identified in Arabidopsis. It
interacts with eIF4iso4G in the yeast two-
hybrid systems and functionally replaces
eIF4E or eIFiso4E in an in vitro translation
system.

Factors that regulate the initiation of
translation include phosphorylation/ de-
phosphorylation of factors and 5′- and
3′-UTR interaction. The eIF4A is present
in phosphorylated as well as nonphos-
phorylated forms. The level of phosphory-
lated eIF4A increases approximately 50%
in response to oxygen deprivation and
heat shock. The phosphorylation status
of eIF4A and eIF4B might influence
protein–protein or protein–mRNA inter-
action, which is important for mRNA
selection for translation. In plants, the
phosphorylation of ribosomal protein S6
is observed in several instances. In Ara-
bidopsis, heat shock results in S6 phos-
phorylation by heat inactivation of the
S6 kinase. Presence of 5′-cap structure
and a 3′-poly(A) tail promotes a synergis-
tic enhancement of translation of mRNA
in plants and yeast cell protoplast. These
observations suggest that interaction be-
tween the 5′-and 3′-termini causes circu-
larization of actively translated mRNAs.

In plants, 5′ to 3′-interaction via PABP
and cap-binding complex might be fur-
ther promoted by elF4B because this factor
stimulates binding of PABP to poly(A).
The 5′ to 3′-interaction might promote
the selection of mRNA for initiation, ri-
bosome cycling, and/or to ensure that the
5′ end is correctly capped and transcripts
are polyadenylated.

1.6.2 Elongation of Polypeptide Chain
Elongation of polypeptide chain is carried
out by various factors, that is, elonga-
tion factors (eEF1A, eEF1B, and eEF2),
different aminoacyl-tRNAs, GTP, and ri-
bosomes. The elongation process in plant
is very much similar to what is known
for other eukaryotes and prokaryotes. The
traditional role of eEF1 is to bring the
correct aminoacyl tRNA to the A site on
the ribosome in preparation for the next
peptide bond to be formed during elonga-
tion. Plant eEF1, like in other eukaryotes,
is composed of four nonidentical subunits
(p52, p48, p36, and p34). The eEF1 has
been isolated from a variety of plants. The
p52, p48, p36, and p34 subunits are known
as eEF1A (EF-1α), eEF1Bγ , eEF1Bβ, and
eEF1Bα respectively. eEF1A is one of the
most abundant proteins in the eukaryotic
cell representing up to 5% of the soluble
protein and has a very important function
in making the elongation complex. The
eEF1A is a member of GTPase super fam-
ily and hydrolyzes GTP with the help of
eEF1B. The amino acid sequence of this
factor is highly conserved (>95%) between
plant species. The expression of the gene
responsible for encoding eEF1A is highest
in plant tissues with rapid growth such as
in meristem, root tips, young leaves, and
developing ovules.

The eEF2 elongation factor catalyzes
the GTP-dependent translocation of the
peptidyl-tRNA from the A site to the P
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site of the ribosome, resulting in the
movement of the mRNA three nucleotide
toward the 3′ end and release of deacylated
tRNA from P site. eEF2 is also a member
of the GTPase superfamily but in contrast
to eEF1A, this does not need a recycling
factor for the exchange of GDP to GTP. The
most important feature of the eEF2 is that
it is posttranslationally modified at His715
to yield a unique residue, diphthamide,
found only in eEF2. This unique residue
is the target for specific and covalent
attachment of ADP-ribose to eEF2 for
several bacterial toxins, which inactivates
the eEF2 and leads to cell death. The
phosphorylation of eEF2 by eEF2 kinase
leads to inhibition of eEF2 activity.

1.6.3 Termination of the Polypeptide
Synthesis
The process of release of the polypeptide
chain from the ribosome begins when
the ribosome encounters one of the three
termination codons in the A site. A release
factor binds to the ribosome, the peptidyl-
tRNA is hydrolyzed, and the nascent
polypeptide is released. The hydrolysis
of GTP is necessary for the termination,
although the exact point of hydrolysis in
the process is not known. In prokaryotes,
release factors RF1 and RF2 are codon
specific and require the presence of RF3,
which is needed for hydrolysis of GTP. The
release factors have been identified but not
purified in plants as yet.

1.7
Expression of Plant Organelle Genome

In plants, organelles such as chloro-
plast and mitochondria contain their own
genome, which encodes polypeptides as-
sociated with the functioning of the re-
spective genome. Both the genomes are
semiautonomous, that is, most of the

polypeptides necessary for the structure
and function of the organelles are encoded
by the nuclear genome. We will present an
overview of the expression of chloroplast
and mitochondrial genomes separately in
the following section.

1.7.1 Expression of Chloroplast Genome
Chloroplast genome of higher plants is
a circular molecule of 120 to 160 kbp
and contains about 130 genes. About
half of these gene products are involved
in chloroplast genome expression (tran-
scription/translation) and about 30 encode
for the subunits of the five photosyn-
thesis complexes that is photosystem I
(PSI), photosystem II (PSII), cytochrome
b6f complex, ATP synthase, and ribulose
bisphosphate carboxylase/oxygenase com-
plex. There are large intergenic regions
in chloroplast genome and about 20 to
21 ORFs encode polypeptides of unknown
functions. The parasitic plant, Epifagus
virginiana has the smallest chloroplast
genome (approx 71 kbp) since it does not
contain genes related to photosynthesis.
Unlike chloroplast genes of algal species,
most chloroplast genes in higher plants
are organized in clusters and are cotran-
scribed as polycistronic pre-RNA, which
are then extensively processed into mono-
and oligo-cistronic RNAs.

The transcription–translation machin-
ery of chloroplast has a number of
prokaryote-like features. For example,
chloroplast ribosomes are 70S in size,
chloroplast rRNAs and tRNAs are very
similar in sequence to E. coli counter-
parts, and chloroplast mRNAs contain
triphosphates at their 5′ ends and lack
poly(A) tail. Most of the components of
chloroplast transcription–translation ma-
chinery are not encoded by chloroplasts
but are instead nuclear encoded. There-
fore, information of the chloroplast genetic
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system requires the coordinated expres-
sion of nuclear and chloroplastic genes.
The upstream region of many transcrip-
tion initiation sites on chloroplast DNA
contains DNA sequence similar to E. coli
‘‘−10’’ and ‘‘−35’’ consensus sequences.
These consensus (promoter) sequences
are recognized by the plastid-encoded plas-
tid (PEP) RNA polymerase and contain two
conserved hexameric sequences, TTGACA
and TATAAT with 17 to 19 nucleotides
in between them. Analyses using genes
with deleted or mutated promoter re-
gions and in vitro transcription system
have confirmed that ‘‘−10’’ and ‘‘−35’’-like
sequences are required for proper tran-
scription of a number of genes. A DNA
dependent RNA polymerase catalyzes the
transcription of chloroplast gene, which
is distinct from nuclear RNA polymerase.
Multiple RNA polymerase activities have
been found in chloroplasts. For exam-
ple, in mustard chloroplasts, two distinct
RNA polymerase activities (peak A and B)
have been identified, both of which cor-
respond to large multisubunit complexes.
The genes encoding the core α, β, and β ′-
subunit homolog of the plastid RNA poly-
merase are encoded by plastid genome. On
the other hand, several genes including
some tRNA genes lack the usual prokary-
otic promoter sequences in the region
upstream of their transcription initiation
sites, for example, the rps16 gene pos-
sesses the ‘‘−10’’ motif but ‘‘−35’’ motif is
missing. Other than ‘‘−10’’ and ‘‘−35’’
sequence NEP promoters (for nuclear-
encoded chloroplastic RNA polymerases)
are also reported. These promoters have
a short, conserved sequence around the
transcription initiation site. Multiple tran-
scription initiation sites are known espe-
cially for the chloroplast genes psbD, atpB,
and 16S rDNA. On the basis of biochemical
evidence, it is now known that promoter

recognition specific to PEP is conferred by
three σ -like factors of 67, 52, and 29 kDa.
These factors are nuclear encoded. In ad-
dition to PEP, there are nuclear-encoded
RNA polymerases (NEP) in chloroplast. At
least two NEPs are directed to the chloro-
plast in Arabidopsis. The NEPs resemble
the phage-type single subunit enzyme
related to the mitochondrial RNA poly-
merase. Thus, either chloroplast-encoded
or nuclear-encoded RNA polymerases or
both contribute to the transcription of indi-
vidual genes. In general, it appears that the
nuclear-encoded RNA polymerase tran-
scribes genes for the chloroplast genetic
system during the early stage of plastid
development and subsequently transcrip-
tion of photosynthesis-related genes is
carried out by chloroplast-encoded RNA
polymerase.

Though several chloroplast genes are
monocistronically transcribed, most of the
chloroplast genes of higher plants are co-
transcribed. Polycistronic pre-RNA thus
obtained consists of message for proteins
or rRNA with related functions such as
photosynthesis, transcription, and transla-
tion. Chloroplast polycistronic pre-RNAs
are generally processed into many overlap-
ping shorter RNA species. For example,
psbB operon is transcribed from a bacterial
type promoter as a polycistronic precursor
(consisting of psbB-psbT-psbH-petB-petD).
Two cis-splicing and multiple cleaving
events take place to generate shorter RNA
species from the polycistronic RNA. Many
intermediate transcripts are generated dur-
ing this process; at least 17 different
species in spinach and 20 in maize have
been observed. Processing ultimately gen-
erates monocistronic transcripts for psbB
and psbH and dicistronic/monocistronic
transcripts for petB-petD. It has been
shown that processing often removes sec-
ondary structures that hinder translation of
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genes when present in unprocessed poly-
cistronic transcript, for example, psbA in
Arabidopsis. A set of transcripts in chloro-
plast may also contain multiple 5′ ends.
A different 5′ end for the same mRNA
in the chloroplast provides a mechanism
for translational control and differential
stabilization of mRNA. In barley, an al-
ternative transcript for rbcL accumulates,
which has additional 35 nucleotides at the
5′ end. The additional sequence has high
homology to the complementary sequence
of the 3′ end of 16S rRNA. It is possible
that formation of intermolecular complex
between rbcL and 16S rRNA could hinder
the translation of the rbcL.

Several chloroplast genes are interrupted
by introns. In the tobacco chloroplast
genome, 18 genes contain introns of
503 to 2526 bp in length, 6 for tRNAs
and 12 for protein coding genes. Most
introns can be folded into a character-
istic, evolutionarily conserved secondary
structure similar to that of the group II
intron class. Chloroplast group II-type in-
tron have conserved boundary sequences
(5′-GTGYGRY· · ·RYCNAYYYYTAY-3′),
which are similar in part to those of
nuclear pre-RNA introns. The intron of
the gene encoding tRNALeu (UAA) can
be classified into the group I-type intron
of fungal mitochondrial genes. In higher
plant chloroplast, tRNALeu(UAA) is the
only gene harboring a group I-type intron,
but attempts to demonstrate self-splicing
of its RNA in vitro have so far been unsuc-
cessful. No self-splicing has been observed
in group II-type introns. It is possible that
RNA-protein interaction as in the case of
nuclear transcripts is essential for splicing
of chloroplastic transcripts.

Higher plant organelle mRNAs can be
subjected to another posttranscriptional
processing known as RNA editing. In
chloroplast, it was first described with

respect to the transcript of maize rpl2
gene in which the AUG (Met) start
codon is created by a C to U transition
from ACG (Thr) codon. RNA editing in
plastids seems to be an early step of
pre-mRNA processing, which takes place
independent of splicing and cleavage of
polycistronic and monocistronic mRNAs.
Transcripts, which are edited in one
species, may contain the correct nucleotide
at the DNA level in another species. For
example, the psbF mRNA is edited in
spinach plastids, changing a serine to a
phenylalanine codon, whereas in tobacco
a phenylalanine codon already exists at
the DNA level. The simplest mechanism
for RNA editing seems to be deamination
of the C4 amide of cytosine to directly
form a uracil residue; alternatively, a
cytosine deletion and uridine insertion
mechanism would accomplish the same
task. The molecular mechanism that
specifies the bases to be edited is still
unknown, but flanking sequences are
clearly important in the selection of editing
sites.

The steady state level of chloroplast
RNAs varies substantially for different
genes, during developmental stages and
in response to environmental stimuli, and
fluctuates during circadian rhythms. In
general, mRNAs encoding photosynthesis-
related proteins accumulate at higher
levels in chloroplasts from green tissues
or during chloroplast development while
levels are very low in plastids of nonpho-
tosynthetic tissues, such as amyloplasts
in roots and chromoplasts in fruits. The
steady state level of chloroplast transcripts
is regulated either by transcriptional activ-
ity or by stability of the particular transcript
and is greatly influenced by light. It has
been shown that often transcripts marked
for degradation in the chloroplast are
polyadenylated. Thus, polyadenylation of
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transcripts renders them unstable. Thus,
steady state levels of a particular tran-
script are regulated by factors governing
the stability of the transcript rather than
transcription rate in chloroplasts.

The stability of chloroplast RNAs varies
from RNA species to species, depending
on chloroplast development and environ-
mental conditions. Most of the chloroplas-
tic mRNAs contain invert repeat region in
their 3′ UTR, which can fold to give stem-
loop structure. These invert repeats were
initially known to function as transcription
terminators as in prokaryotes. However, it
has been demonstrated that these struc-
tures probably act as processing signals
rather than termination signals. Invert
repeat-containing pre-RNA are processed
in a 3′ to 5′ direction by 3′ exonucle-
ases present in the transcription system,
generating nearly homogeneous 3′ ends
distal to the invert repeats. The processed
3′ ends form stem-loop structures, which
bind to different nuclear-encoded polypep-
tides to provide stability to the transcript.
These nuclear factors, also known as RNA-
binding proteins (RNPs) are involved in
splicing and/or processing of pre-RNA. In
tobacco, five such proteins were isolated,
which contain four domains necessary for
binding to stem loop. These domains are
a transit peptide, an acidic amino terminal
domain and two conserved RNA binding
domains. The RNA binding domain of
approximately 80 amino acids belong to
a superfamily, called consensus sequence-
type RNA binding domain (CS-RBD) and is
responsible for RNA binding. The nuclear-
encoded RNA-binding proteins have been
isolated from many different plants in the
last decade and their role in binding to
5′ or 3′ UTR has been established. These
polypeptides not only provide stability to
transcripts after binding to 3′ UTR but also

work as translational activators after bind-
ing to 5′ UTR of different genes present in
chloroplast.

1.7.2 Expression of Mitochondrial
Genome
Plant mitochondrial genomes are very
large compared to human and yeast mito-
chondrial genome and extremely variable
in size. The size ranges from 200 kbp
in Solanum tuberosum to 2400 kbp in
Cucumis melo. Much of the large size is
the result of noncoding sequences that
are present at multiple places in the
genome. The mitochondrial genomes are
much more complex compared to the
chloroplast genome. The complexity of
the plant mitochondrial genome can be
represented by a single large circle des-
ignated the ‘‘Master Circle’’. The master
circle contains repeated regions (in di-
rect and/or inverted orientation) that are
active in recombination. Recombination
between direct repeats results in deletions.
The deletions result in the production of
‘‘subgenomic’’ molecules. The abundance
of each subgenomic molecule varies. Many
appear to exist in very low copy number,
and are called sublimons. Nuclear genes
presumably play some role in regulating
the relative abundance of various mito-
chondrial DNA configurations. Zea mays,
has five different sets of repeats that are
active in recombination. This results in
a large number of different subgenomic
molecules. If these contain active repeats,
they can undergo further intra- and in-
termolecular recombinations. The result
is a complex multipartite organization in
which the same gene may be present
in several different contexts. Given all
this, it is not surprising that there is lit-
tle or no conservation of gene order or
physical maps among the mitochondrial
genomes of the different plant species.
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Even within a species, there is little or
no conservation. Variation in the number
of genes expressed in the mitochondria
has been observed frequently. The Ara-
bidopsis thaliana mt-genome of 366 924
nucleotides encodes 57 identified genes
only. These are components of respiratory
complexes, rRNA and tRNA genes, rRNA
proteins, a group of proteins involved in cy-
tochrome c biogenesis and 3 orfs common
to most plant mitochondrial genomes. The
genome of Marchantia polymorpha (the
liverwort – a nonvascular plant) encodes
more polypeptides than that of Arabidop-
sis – particularly ribosomal proteins. Only
one-third of the mitochondrial genome has
been shown to stably transcribe. The re-
maining appears to be nonessential, partly
derived from chloroplast, partly from nu-
cleus, and in part from the duplication
of mitochondrial sequences. Extensive re-
combination has been shown to occur in
mitochondria resulting in a lot of variation
in the intergenic regions of the mitochon-
drial genome.

Most of the essential genes of mito-
chondria are expressed as monocistronic
transcripts from individual promoters, for
example, the atp6, atp9, cytb, cox1, cox2
and cox3 in most plants. The transcripts
of most mitochondrial genes are found to
be generally much larger than the actual
coding regions of the genes. The change
in size is because the transcripts contain
extended noncoding 5′- and 3′-transcribed
regions of several hundred nucleotides.
Genes located closely show cotranscrip-
tion invariably, such as 18S-5S-RNA genes
or the nad3-rps12 transcription unit. The
transcribed spacer between 18S-5S rRNA
varies among plants, ranging from just
over 100 to over 500 nucleotides.

Inspection of the sequences at tran-
scription initiation sites revealed several
conserved sequences surrounding the first

transcribed nucleotide. The minimal plant
mitochondrial promoter (about 18 nu-
cleotides in length) exhibits a short loose
consensus sequence (CRTA) overlapping
the transcription initiation site. In vitro ex-
periments confirm the presence of a set
of different types of promoter structure in
plant mitochondria. Some of the promot-
ers for protein coding genes differ from
the consensus CRTA motifs, for example,
ribosomal rRNA genes appear to be tran-
scribed from a different type of recognition
sequence in both monocots and dicots. In
Zea perennis, such a nonconsensus pro-
moter region was dependent on a nuclear
gene product encoded by MCT gene, con-
firming that indeed distinct transcription
cofactors act individually on these alterna-
tive promoter sequences. The mt-genome
does not possess any gene for RNA poly-
merase; instead, a nuclear gene encoded
polymerase is required. Recently, genes
encoding mitochondrial-targeted, single
subunit, phage T-7 type polymerases have
been shown to be directed to mitochondria
in Arabidopsis and maize.

The steady state level of mitochondrial
transcripts may be regulated at the tran-
scriptional level for the individual gene
and/or by differential stability of particular
transcript. While the higher transcrip-
tional activity of the rRNA genes results
in higher abundance of steady state RNA,
the transcriptional activity of the protein-
encoding genes may not correlate with
the amount of the respective transcripts
in the mitochondrial in vivo RNA popula-
tion. RNA stability thus appears to play a
major role in regulating steady state levels
of RNA.

Several of the 5′-termini mapped for
mRNAs as well as rRNAs in plant mi-
tochondria cannot be labelled by in vitro
capping experiments and may thus be de-
rived from 5′-processing events. Some of
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the atp6 mRNA in maize mitochondria,
for example, were found to initiate trans-
lation in vitro, although these could not
be cap labelled. This suggests that in-
ability to cap the RNA does not reflect
that the processing has generated these.
The 3′ termini of the plant mitochondrial
mRNAs are not polyadenylated and thus
require other means of sequence stabiliza-
tion. Extensive 3′ processing is required
because additional noncoding regions are
usually included in the transcripts. Stud-
ies on many of the genes characterized in
plant mitochondria suggest that 3′ UTR of
mRNAs can fold into either single or dou-
ble stem-loop structures. The secondary
structure is most likely associated with
the formation and/or stabilization of this
RNA end but their role in transcriptional
termination has not been ruled out.

RNA editing is a characteristic feature
of plant mitochondrial genes. RNA edit-
ing modifies virtually every mitochondrial
mRNA by C to U and also U to C mod-
ifications, which is required to generate
correct open reading frames. RNA edit-
ing is thus an important regulatory step
for the expression of genes. In wheat mi-
tochondria, 19 mRNAs have been found
edited at 364 positions. The least edited
transcript to date is nad5 (5.5 editing sites
per 1000 nucleotides), whereas the most
edited is orf206 involved in the biogenesis
of c-type cytochrome, (67.9 editing sites in
1000 nucleotides). Recombination studies
suggest that sequences 5′ to an editing site
are important for correct editing process.
Analysis of other editing sites in the re-
combined maize rps12 gene showed that
at least 20 nucleotides 5′ to an editing site
are required to specify editing. Analysis
of RNA editing following the electropo-
ration of mutated wheat mitochondrial
coxII gene constructs into isolated mito-
chondria demonstrated that 16 5′ flanking

nucleotides and six 3′ flanking nucleotides
are required to specify an editing site. In
general, at least 25 nucleotides 5′ to the
editing site are critical to specify editing
and some sites appear to have additional
requirements for a limited number of 3′
nucleotides. While partially edited tran-
scripts are sometimes translated in plant
mitochondria, the corresponding proteins
may fail to accumulate or accumulate but
fail to assemble into protein complexes.

In summary, the transcription of plant
genes is carried out by three different
RNA polymerases whose activities are
modulated by a diverse group of cis-acting
regulatory sequences. RNA polymerase
II is responsible for the synthesis of
pre-mRNA. General transcription factors
assemble into the initiation complex at the
TATA box, which lies within 100 bp of the
transcription initiation site of the gene.
Pre-RNA transcripts must be processed
by splicing, capping, and addition of
poly(A) tail to produce a mature transcript,
which must exit the nucleus to initiate
translation in the cytosol. The chloroplast
and mitochondrial gene expression is
different from nuclear genes and requires
completely different transcriptional and
translational machinery.

2
Light Regulation of Gene Expression

Plants being sessile organisms adapt to
various environmental stimuli to sustain
their development. Light is probably the
most important of these and forms the ba-
sis of plant and animal life. Almost every
aspect of plant development is regulated
by light and appears sensitive not just to
light quality but also to light quantity and
duration. Light drives photosynthetic re-
actions and these help in converting light
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energy to chemical energy in the form of
ATP and also provide reducing power for
the synthesis of sugars, lipids, and amino
acids. A byproduct of the reactions is evo-
lution of oxygen, which sustains life. The
fine-tuning of the response to light has
been achieved by evolution of several light
receptors that sense the different wave-
lengths and intensity. These include the
phytochromes (for red and far red light),
the cryptochromes, for blue light and UV
light, and the phototropins. These pho-
toreceptors help in mediating responses
that lead to seed germination, hypocotyl
elongation, growth, photosynthesis, pho-
toperiodism, flowering, and so on. We
shall be describing the role of these recep-
tors in the regulation of gene expression
in the following sections.

2.1
Phytochromes

These are homodimers of 124 kDa each
containing a phytochromobilin as chro-
mophore and a histidine kinase do-
main. They exist in two inter convertible
forms – a Pr (inactive) form that absorbs
red light and gets converted to Pfr (ac-
tive) form by photoconversion and vice
versa by absorption of far red light. At
least five phytochromes (A–E) are known
in Arabidopsis, which mediate responses
to different wavelengths such as red, far
red, the fluence of light (low and high ir-
radiance), and the ratios of the red/far red
lights. Phytochromes are present in the
cytosol in their inactive (Pr) forms but are
translocated to the nucleus upon photo-
conversion to their active (Pfr) forms. In
the nucleus, they are localized to speck-
les where they are believed to interact
with other nuclear proteins responsible
for transcription. While phytochrome A
(phyA) mediates far red light responses,

phytochrome B (phyB) brings about re-
sponses to red light. Of all phytochromes,
only phytochrome A is light labile.

2.1.1 Gene Regulation by PhyA Signaling
The phyA regulation of gene expression
is most widely studied. PhyA is respon-
sible for the high irradiance response of
phytochrome action and helps in seedling
de-etiolation, hypocotyl elongation, expan-
sion of cotyledons, anthocyanin formation
as well as perception of day length. Recent
experiments have shown that the initial
far red light responses mediated by phy-
tochrome A probably occurs through acti-
vation of a group of master transcription
factors within one hour of light sensing.
These master regulators in turn activate
a diverse group of transcription factors
that result in extensive branching out of
the response downstream leading to varied
changes. Indeed, 10% of the total Arabidop-
sis genes are activated by phytochrome
A. Of these about 50% are late acting
and related to photosynthesis and gen-
eral metabolism while about 44% are early
responsive (activated within 1 h of light
treatment) and are basically transcription
factor genes belonging to different classes
such as the zinc finger proteins, bZIP fac-
tors, basic helix–loop–helix proteins, Myb
domain proteins, AP2 domain proteins,
and so on. Among the main transcrip-
tion factors, genes activated by phyA are
the PIF1 (PHYTOCHROME INTERACT-
ING FACTOR 1), HY5 (HYPOCOTYL5),
LAF1 (LONG AFTER FAR RED LIGHT 1),
TOC1 (TIMING OF CAB EXPRESSION
1), CCA1 (CIRCADIAN CLOCK ASSO-
CIATED 1), LHY (LATE ELONGATED
HYPOCOTYL), CO (CONSTANS), and so
on. Of these, PIF1, a bHLH protein, can
bind both PHYA and PHYB and activate
a subset of G-box (CACGTG) contain-
ing genes. The G-box has been found in
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the promoters of several light responsive
genes. HY5 is a bZIP type of factor that
activates transcription of genes mainly in
response to far red light and can bind the
G-box in some light responsive genes such
as CHS (CHALCONE SYNTHASE, in-
volved in anthocyanin formation). Another
transcription factor HYH, also a bZIP
factor, can form heterodimers with HY5
in vivo but functions more in mediating
blue light responses from cryptochromes.
HFR1, a bHLH protein, is responsible for
accumulation of CAB (CHLOROPHYLL
AB BINDING PROTEIN) and RBCS (en-
coding the small subunit of RUBP carboxy-
lase) transcripts. CCA1, LHY and TOC1,
also activated by PhyA, are factors that
regulate the circadian clock, while CO
is known to be involved in flowering
response.

2.1.2 Gene Regulation by PhyB Signaling
PhyB mainly senses red light and is re-
sponsible for red light mediated effects. Its
main responses include the low fluence
response promotion of seedling germina-
tion, inhibition of hypocotyl elongation,
shade avoidance response (in which plants
sense shade due to a low red:far red ratio
and elongate to overcome the shade), in-
hibition of flowering, and so on. Signaling
by phyB is mediated by PIF3, which binds
to phyB in a light-dependent fashion. The
other phytochromes (C, D, and E) also play
a role in shade avoidance response and in
flowering.

2.2
Cryptochromes

These are blue light-sensing flavoproteins
with similarity to photolyases but without
the DNA repair activity of photolyases. Two
cryptochromes, CRY1 and CRY2 have been
identified and are localized to the nucleus.

The c-terminal portions of both the
proteins are required for light signaling.
The c-terminal can also interact with COP1
(a key negative regulator of light responses)
and repress COP1. Cryptochromes have
been shown to activate almost the same
number of genes as red light and activate
several transcription factors such as HYH.
A ser/thr phosphatase has been shown to
positively regulate blue light signal. While
in animals cryptochromes form the central
oscillator of the circadian clock, in plants
they are responsible for light input to
the clock. PhyA is also required for some
cryptochrome responses.

2.3
Phototropins

These include PHOT1 and PHOT2 and
are blue light and UVA sensing receptor
kinases that control phototropism of stem
and roots as well as chloroplast movement
and stomatal opening. The phototropin
signal is mediated possibly by NPH3
(NON-PHOTOTROPIC HYPOCOTYL 3)
and RPT2 (ROOT PHOTOTROPISM2)
since both contain BTB/POZ domains
that are known to interact with tran-
scription factors. Another transcription
factor activated by these receptors is
NPH4/ARF7 – an auxin response factor,
indicating an interaction between pho-
totropins and auxin signaling.

2.4
COP1 – A Major Regulator of Light
Responses

In recent years, it has become increasingly
apparent that plant responses to light and
hormonal stimuli are regulated posttran-
scriptionally by protein degradation. The
first evidence of the role of selective pro-
tein degradation came from the isolation of
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the COP1 – an E3 ubiquitin ligase-like pro-
tein containing RING finger domains and
WD repeats. COP1 localizes to the nucleus
in the dark where it binds to transcription
factors involved in light signaling such
as HY5, HYH, and LAF, and promotes
their ubiquitination and degradation via
the proteasome. This prevents expression
of light inducible genes in the dark. COP1
can also interact with CRY2, PHYB, and
SPA1 and these interactions are believed
to modulate its activity. In light, COP1
moves out of the nucleus into the cytosol
while phytochromes move in. This allows
light responsive transcription factors to
transcribe genes. COP1 thus negatively
regulates light responses and prevents
light responses in the dark. Microarray
analyzes have shown that expression of
almost 30% of all Arabidopsis genes is in-
fluenced by COP1. COP1 interacts with
the COP9 signalosome – believed to be
the regulatory 19S subunit lid of the 26S
proteasome. The COP9 signalosome has
been shown recently to govern the degra-
dation of regulatory factors involved in
several responses such as those of auxins,
JA (jasmonic acid), ABA (abscisic acid),
gibberellins, flowering initiation, disease
resistance, and so on.

2.5
Light Mediated Changes in Plastids

The major change that occurs upon receiv-
ing light is the conversion of the etioplasts
to active chloroplasts. Phytochromes as
well as cryptochromes are involved in this
process of transformation. Absorption of
light by the chlorophylls and carotenoids
drives the photosynthetic electron trans-
port and generates reducing power for
synthesis of sugars. Since the whole pro-
cess is sensitive to light, both nuclear and
plastid genes have to be regulated in light.

Most genes of the plastid, especially those
involved in the light reactions, show a
marked light induced upregulation of tran-
scription or a light mediated increase in
translation or stability of transcripts. Sev-
eral light responsive elements such as the
G-box, GT box, and so on, have been iden-
tified in the promoters of light responsive
genes that bind accessory factors to drive
light mediated transcription. Light quality
and intensity also play a major role in reg-
ulating gene expression, for example, the
psbD promoter has been shown to contain
a light responsive element that is sensi-
tive to red and blue light and responds
to signals from both the cryptochromes
and phytochrome A. Gene expression of
light responsive genes is also regulated
posttranscriptionally either through differ-
ential stability of transcripts or through
differential translation.

2.6
Light Regulation of the Circadian Clock

The circadian clock of plants helps the
plant in anticipating and preparing for the
arrival of dusk and dawn and is thus closely
linked to light input from photorecep-
tors. Light input from the photoreceptors
(PhyA, PhyB, the cryptochromes, and pos-
sibly ZTL/FKF1/LKP1) entrains the clock
with the environment making it sensitive
to small changes in light duration. The
clock itself consists of a feedback loop
consisting of components that cycle be-
tween day and night. The central oscillator
consists of two myb domain transcription
factor genes CCA1 and LHY along with
TOC1 and ELF4 as primary components
of the clock. TOC1 is a gene that is re-
sponsible for activation of the two myb
genes CCA1 and LHY. These two genes
in turn repress the transcription of the
TOC1 gene by binding on to an ‘‘evening’’
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element (AAAATATCT) in its promoter.
This results in cycling of the TOC1 mRNA
in such a way that TOC1 mRNA and ex-
pression are low during the day but begin
increasing late in the day. When levels of
TOC1 increase, it begins transcribing the
CCA1 and LHY genes causing a peak in-
crease in their levels in the morning. This
represses TOC1 during the day, which in
turn affects (reduces) CCA1 and LHY lev-
els in the evening. This results in a strong
circadian rhythm where the expression of
the CCA1 and LHY are out of phase with
TOC1. In addition, an F-box containing
gene ZTL (ZEITLUPE) has been shown to
be responsible for the degradation of TOC1
at night, thus creating a robust rhythm.
Mutations in all the clock genes result in
early flowering. The circadian clock has
been shown to regulate the expression of
several genes related to photosynthesis and
pigment biosynthesis, which peak just be-
fore dawn in anticipation of light and those
of lipid modification peak just before dusk
and help in altering the desaturation levels
of the lipids. Regulation of many of these
genes involves the ‘‘evening’’ element in
the promoter of these genes that are reg-
ulated by CCA1. Entrainment of the clock
with the environment is brought about
by the photoreceptors via PIF3 (binding
PhyB), and other light sensing domain
containing proteins such as ZTL, FKF1.
Genes such as ELF3 (EARLY FLOWER-
ING 3) and GI (GIGANTIA) help in
mediating the light input to the clock. PIF3
has been shown to upregulate both CCA1
and LHY.

2.7
Light Regulation of Flowering Time

Another major effect of light is in
determining the flowering time in some
plants. This is known as photoperiodism

and is based on the duration of light
that triggers flowering. Plants can be
classified as short day plants (SDPs, where
flowering is initiated only below a critical
day length), long day plants (LDPs, where
flowering is initiated only above a critical
day length) and day neutral plants that
flower independent of the duration of
day length. The ability to flower in a
given day length is closely linked to the
plant physiology and its adaptability to
environmental conditions in that season
that maximize the chances for proper seed
set and survival.

At the genetic level, there are several
genes involved in determining flowering
time and floral initiation. The expression
of the floral organ determinants in LDPs
and SDPs is closely associated with light
input to the circadian clock and regulation
of its components by the photoreceptors,
light quality, temperature. The circadian
clock of the plant measures the time and
day length and under favorable conditions
genes responsible for initiating flowering
are activated.

Phytochrome A and cryptochrome 2 are
believed to promote flowering by activating
floral pathway integrators and repressing
phyB. On the other hand, phytochrome
B as well as phyD and phyE repress
flowering, with these effects occurring in
a temperature-dependent fashion. PhyB
repression is predominant at 22 ◦C while
that of phyE is predominant at 16 ◦C.

In the last couple of years, the gene
CONSTANS has been shown to be a ma-
jor determinant in initiating flowering in
both short day plants and long day plants.
CONSTANS encodes a transcription fac-
tor with two B-box zinc finger domains
and can directly activate FT (FLOWER-
ING LOCUS T). Levels of CONSTANS
transcript undergo a circadian rhythm and
begin increasing during the day and reach
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a peak at the end of day. However, lev-
els of the protein begin accumulating only
late in the evening during LDs. Another
gene FKF1 (FLAVIN BINDING, KELCH
REPEAT F-BOX CONTAINING) has been
shown to be responsible at least partly
for the high levels of CONSTANS mRNA
in light. By performing some elegant ex-
periments with the use of mutants for
flowering time as well as circadian clock
it has been proposed that in long day
plants such as Arabidopsis, the expres-
sion of CONSTANS mRNA and protein
reaches a maximum at the end of the
day and the coincidence of this expression
with the light period in long days allows
it to activate the flowering time gene FT.
On short days, the peak of CONSTANS
expression occurs in the dark and it is
unable to activate FT. Moreover, there is
a dark induced degradation of the CON-
STANS protein by the proteasome brought
about by ZTL. In light, the stability of the
CONSTANS has been shown to be regu-
lated by phytochrome A and cryptochrome
2, which stabilize it at the end of the
day while phytochrome B is responsible
for its instability and low levels during
the mornings. These effects on stability
are independent of the mRNA accumu-
lation. Interestingly, in short day plants
such as rice, the CONSTANS homolog
HD1 (HEADING DATE1) also shows a
circadian peak with similar expression pat-
terns, yet it brings about opposite effects as
far as flowering is concerned. Experiments
suggest that in short day plants, during
the light phase, CONSTANS expression
represses the expression of a transcrip-
tion factor responsible for activation of
HD3a (HEADING DATE 3A- or the ho-
molog of FT in rice). This light mediated
repression by CONSTANS of the transcrip-
tion factor is activated by phytochrome.
At night, expression of CONSTANS is

high. This, along with the fact that phy-
tochromes no longer activate it at night
results in lack of repression of HD3a tran-
scription and therefore the initiation of
flowering. On long days, the CONSTANS
protein remains activated by phytochrome
and continues to repress transcription of
HD3a resulting in no flowering.

2.8
Interaction of the Light Signal with
Hormonal Pathways

Light signaling also interacts with other
hormonal pathways to bring about plant
development. Auxin has been shown to
be involved in hypocotyl elongation and
light regulates the expression of many
auxin inducible genes. In fact, IAA1, IAA9,
PsIAA4, and AXR3, have been shown to be
phosphorylated by Phytochrome A. Degra-
dation of some auxin regulated products
occurs by the COP9 signalosome. Re-
cently, a suppressor of COP1, fin219, was
also shown to encode an auxin inducible
gene. PhyB is known to promote seedling
germination by activating gibberellin (GA)
biosynthesis by activation of GA 3 β-
hydroxylase. GA synthesis is responsible
for the inhibition of hypocotyl elonga-
tion. Light also interacts with ethylene in
mediating seedling development. Ethylene
inhibits hypocotyl elongation in the dark
but promotes it in light. Cytokinins are
required during the greening process and
application of cytokinins to plants grown
in darkness causes de-etiolation, develop-
ment of chloroplasts, and the expression
of many light-regulated genes.

Light (both quality and quantity) thus
affects several processes such as chloro-
plast biogenesis, entrainment of the cir-
cadian clock, flowering by photoperiodic
responses, and general plant development
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as well as several other aspects (not cov-
ered in this article) such as photosynthetic
carbon fixation, carbon metabolism (inter-
conversion of starch and sugars), nitrogen
assimilation and so on. The responses
and gene regulation are brought about
by the action of different photoreceptors
and their interaction with other hormone-
signaling pathways as well as indirectly
by the byproducts of photosynthesis such
as reducing equivalents, sugars, ATP, and
so on.

2.9
Nuclear-organelle Interactions

As has been previously described, plant
cells contain chloroplasts and mitochon-
dria, each with their own genomes. They
perform the important functions of photo-
synthesis, lipid, and amino acid biosyn-
thesis, respiration, and so on that are
absolutely essential for the life of the
plant. Large membrane-bound multipro-
tein complexes that contain polypeptides
synthesized by both nucleus and the
organelles bring about these processes.
Almost 80 to 90% of the proteins lo-
cated in the organelles are imported from
the nucleus. Many genes, especially in
the chloroplast, are transcribed as mul-
ticistronic mRNAs forming subunits of
more than one complex that are differ-
entially regulated by the environment or
even showing tissue-specific expression as
in the case of the psbB operonic genes.
Gene expression of the organelles thus
has to be tightly regulated so as to main-
tain the stoichiometry of the subunits in
the multisubunit complexes. This is pos-
sible through a close coordination and
communication between the nucleus and
the organelles. Much of the transcription
and translation of the organellar genes is
controlled by the nucleus. The nucleus

encodes at least three organelle directed
RNA polymerases. One each is targeted at
the chloroplast and the mitochondria re-
spectively while the third has been shown
to be directed to both the organelles. The
three RNAPs are active at different times
of plant development and undergo tran-
scriptional regulation.

Besides synthesizing subunits for the
photosynthetic and respiratory complexes
of the organelles, the nucleus also exerts
a great deal of control on the expression
of the organellar genes and thus on their
biogenesis. In recent years, many nuclear
genes that are specifically required for the
transcription, RNA processing, and stabil-
ity, and translation of the organellar genes
have been identified and characterized.
Many of the regulatory genes are involved
in gene-specific mRNA processing (both
at the 5′ and 3′ ends) and translation
such as in regulation of the psbB operon.
The nuclear gene products of NAC2,
MBB1/HCF107, MCD-1 are necessary for
processing, stability, and/or translation of
the psbD, psbB/psbH and petD gene tran-
scripts of the chloroplasts respectively, by
acting at the 5′-end of the transcripts. Sim-
ilarly, RB60 (a protein disulfide isomerase)
and RB47 (a polyA binding protein mem-
ber) are proteins that have been shown
to bind the 5′ UTR of psbA and influ-
ence its translation. Secondary structures
at the 3′ end of the plastid transcripts
may also bind nuclear factors, for example,
CSP41, CSP55, and CSP29 proteins have
been shown to bind the stem loop and
AU-rich element at the 3′ end of the petD
pre-mRNA transcript in spinach. CSP41
has both RNA binding and endonuclease
activities. Some gene products may con-
trol more than one process, for example,
CRP1 seems to be independently responsi-
ble for petD transcript processing and petA
translation in maize while the HCF109
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in Arabidopsis, encodes a termination re-
lease factor that affects the expression of
many plastid genes. Although the nucleus
governs the expression of the bulk of
the organellar proteins, there has to be
compatibility between the nuclear and or-
ganellar genomes for a proper functional
interaction to occur. Interactions between
the whole nuclear plastid genomes have
been studied in the subgenus Euoenothera
of Oenothera and it has been shown that of
the three nuclear and five plastid genomes
that exist in this subgenus, only a few
combinations exist in nature. Other com-
binations can be very disruptive leading to
drastic dysfunction of the plastids resulting
in nongreen tissues.

The effect of nuclear genes on mi-
tochondrial gene expression has been
studied mainly through the use of cyto-
plasmic male sterility (CMS) phenotype.
CMS is a defect wherein plants are un-
able to produce functional pollen and are
consequently male sterile. It has been
shown that CMS results from incompati-
ble nuclear-mitochondrial interactions and
inheritance of the trait is non-Mendelian
and maternally inherited. In several plants,
CMS has been shown to occur due to
expression of chimeric genes in mitochon-
dria. These chimeric genes involve the
fusion of a known mitochondrial gene with
an unknown reading frame and this results
in a novel open reading frame. Examples
include the T-urf13 gene in the CMS-T
cytoplasm of maize (in which the coding
portion contains the 3′ noncoding portion
of rrn26), the pcf gene in petunia (contain-
ing portions of the atp9, coxII and urfS), the
pet1 gene in sunflower, orf224 in Brassica
(containing coding portions of atp8 and
rps3), orf107 in sorghum (containing por-
tions of atp9), and so on. In some cases,
the expression of these chimeric genes

may affect the normal expression or pro-
cessing of the genes adjacent to them such
as in the case of orf224 in radish, which
affects atp6 expression lying downstream
to it. In most cases, however, the chimeric
protein may disrupt mitochondrial func-
tioning by itself as in the case of TURF13
in maize and PVS in Phaseolus. This proba-
bly disrupts the energy processes especially
in tissues requiring high mitochondrial
activity such as the tapetum of male ga-
metophytes. Restoration to fertility occurs
when plants are crossed with restorer lines.
These lines possess fertility restorer genes
that are able to suppress the expression of
the CMS genes. In recent years, fertility
restorer genes or their loci have been iden-
tified for several CMS lines. Many of these
belong to or contain genes that are part
of a novel protein family termed the PPR
(penta-tricopeptide repeat) family of proteins,
for example, the restorer genes of pcf in
petunia, Brassica, radish, and rice. Mem-
bers of the PPR family are characterized
by tandem repeats of 35 amino acids. In-
terestingly, this large family of proteins in
Arabidopsis and rice, consisting of almost
400 members, is unique to plants and only
one or two members have been identified
in animals. Even more strikingly, almost
two-thirds of these proteins are predicted
to target the organelles indicating a pre-
dominantly organelle-specific function for
this family of proteins.

2.9.1 Signaling Between Nucleus and the
Organelles
Just as the nucleus controls the expres-
sion of the plastids, there is also a reverse
signaling that signals the nucleus about
the status of the chloroplasts and regulates
expression of the nuclear genes. Experi-
ments performed with the gun (genomes
uncoupled) mutants in which LHCB ex-
pression is not repressed completely even
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when plastid development is prevented by
photo oxidative damage indicate that the
gun mutants are affected in genes that
encode products involved in the synthe-
sis of tetrapyroles. Thus, much of plastid
to nucleus signaling probably involves
the chlorophyll precursors, Mg2+ proto-
porphyrin IX and protoporphyrin IX and
a subunit of the Mg2+ chetalase. When
levels of these precursors increase, they
negatively regulate expression of nuclear
genes such as CAB and RbcS. Expres-
sion of plastid and nuclear genes is also
sensitive to redox regulation. This is not
surprising considering that photosynthetic
electron transport in light causes a change
in the membrane potential as well as
pH. The redox poise of the plastoquinone
pool probably regulates LHCII kinase and
is responsible for affecting nuclear gene
expression of ferredoxin, and some PSI
genes.

Thus, a close interaction and compati-
bility between all the three genomes, that
is, the nuclear, plastid, and mitochon-
drial genomes is very essential and tight
controls are exerted to help the plant in
regulating the different process in the or-
ganelles and therefore plant development.

3
Hormonal Regulation of Gene Expression

Phytohormones are low molecular weight
substances produced by plants that affect
many processes throughout the develop-
ment of plant life and its adaptation to the
environment. They act specifically at very
low concentrations (10−6 to 10−8 M) and
usually trigger the effect after binding to
specific receptors. Their effects are specific
and not interchangeable. There are five
classical groups of phytohormones: aux-
ins, cytokinins, abscisic acid, gibberellins,

and ethylene. Besides the five classical
hormones, there are four more groups
that regulate plant growth and are now
considered as hormones. These are jas-
monic acid, brassinosteroids, systemin,
and oligosaccharides. Salicylic acid and
nitric oxide are also involved in gene reg-
ulation during different stresses but so far
they have been considered only as metabo-
lites and not as hormones. This section will
give brief information about five classical
hormones, namely, auxin, cytokinin, gib-
berellin, abscisic acid and ethylene, and
jasmonic acid and brassinosteroids. The
receptors that have been identified so far
and genes that are responsive to these hor-
mones including responsive elements will
be discussed. Systemin will be covered in
the subsection of jasmonic acid.

3.1
Regulation by Auxins

Auxins play a crucial role in most of the
major growth responses during plant de-
velopment. They regulate various cellular
processes such as cell division, differ-
entiation, and cell extension, as well as
other visible whole plant processes such
as tropism (phototropism, gravitropism),
root initiation, and apical dominance. The
genes that are regulated by auxins within
minutes of its application are referred to as
early or primary auxin response genes. These
genes are characterized as three different
classes: Aux/IAAs, SAURs (small auxin up
RNAs), and GH3s.

The aux/IAA genes are exclusively found
in plants and belong to a multigene family
with at least 27 Aux/IAA genes identified
in Arabidopsis and other plants. The
proteins encoded by these genes are small
in size (about 20–35 kDa) with four highly
conserved domains. They are localized in
the nucleus and have a very high turnover
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rate. These genes can also be induced
even after treatment with cycloheximide
(a eukaryotic protein synthesis inhibitor),
indicating that these are kept inactive by
a rapidly turned over repressor, which is
somehow inactivated by auxins. There are
some evidences that AUX/IAA proteins act
as a repressor for their own transcription.

The SAUR genes, as the name suggests,
encode small RNAs that are induced
within 2 to 5 min of auxin exposure.
They lack introns and encode small
proteins of 9 to 10 kDA. At least 70
SAUR genes are known in Arabidopsis.
Regulation of these genes is at the
transcriptional level by auxin. These genes
are not induced by cyclohexamide (protein
synthesis inhibitor) but the treatment
results in an increased accumulation of
transcript probably due to the stabilization
of SAUR transcripts. The role of the SAUR
genes is not clear.

Auxin-regulated GH3 genes, like Aux/
IAA and SAUR genes, were also iden-
tified through differential hybridization
technique. Protein synthesis inhibitor does
not affect GH3 transcripts, like those of
SAUR and Aux/IAA. In Arabidopsis, the
GH3 gene family consists of 19 members,
which are divided in three subfamilies
depending upon sequence homology and
splicing patterns. Most of these show auxin
induction. Interestingly, members of GH3
family, play a role in photomorphogenesis
also. Two mutants fin219 (far red insen-
sitive219) and fin19 of GH3 gene family
have a role in light signaling. Another mu-
tant dfl1-D (dwarf in light) has defective
DFL1-D/GH3–6. In this mutant, GH3–6
transcript is highly expressed and shows
dwarf phenotypes. Different GH3 genes
may have specific roles in auxin and light
signaling.

Another important family of genes is
the PIN-formed (PIN) family that encodes

auxin efflux carriers. These carriers are
responsible for the active and directional
transport of auxin and are required
for tropical growth, regulation of root
and shoot branching, and developmental
patterning.

Promoters for different auxin respon-
sive genes from all the three families have
been cloned and studied. On the basis of
studies on the different promoters, a 6-
bp sequence TGTCTC has been identified
as auxin responsive and is known as the
auxin responsive element (ARE). Naturally
occurring AREs are functional as simple
elements or as composite AREs in which
the ARE is functional only in combination
with coupling or constitutive element. A
trans-acting auxin responsive factor (ARF),
which binds the TGTCTC of ARE, has been
identified. At least 27 ARFs that express in
almost all tissues are known in Arabidopsis.
The ARF transcript is not auxin inducible.
The N-terminal domain of ARF proteins
has a DNA binding domain with specificity
to ARE. The C-terminal domain is related
to domain III and IV of AUX/IAA proteins,
which probably facilitate heterodimeriza-
tion. The central region of ARF functions
as an activation/repression domain. ARFs
that have a proline or a serine rich cen-
tral region act as repressors (ARF1 and
ARF2), whereas ARFs containing a glu-
tamine rich middle region function as
activators (ARF6, 7, and 8).

Regulation of gene expression by auxins
is complex and knowledge about all the fac-
tors is limiting. A hypothetical model for
auxin regulation has been proposed and
according to this, at low auxin concentra-
tion ARF activators remain associated with
AUX/IAA repressor through the carboxy
terminal–dimerization domain resulting
in repression of auxin responsive genes.
At elevated levels of auxin, AUX/IAA re-
pressor dissociates from ARFs, is bound
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by the SCFTIR1 complex (an E3 ubiquitin
ligase) and degraded by the proteasome
pathway. This dissociation and degrada-
tion of AUX/IAA allow ARFs to bind to
AuxRE to activate/derepress auxin respon-
sive genes.

3.2
Regulation by Cytokinin

Plant hormone cytokinin controls cell
division, shoot meristem initiation, leaf
and root differentiation, chloroplast bio-
genesis, stress tolerance, and senescence.
Cytokinin also plays an important role in
shoot regeneration in plant tissue culture.

Analyzes of mutants in Arabidopsis sug-
gest that the cytokinin-signaling pathway
represents a two-component signaling sys-
tem similar to bacterial two-component
system. It involves a hybrid histidine ki-
nase (AHK) as the cytokinin receptor and
signal from AHKs to nuclear response
regulators (ARRs) is transmitted through
histidine phosphotransfer proteins (AHPs,
which are about 12 kDa in size). Three
genes that encode cytokinin receptors
(AHK4, AHK2, and AHK3) have been
identified in Arabidopsis and all of them
are activated by exogenous cytokinin treat-
ment. Two more genes, CKI1 and CKI2,
also exhibit cytokinin responses but are
not activated by cytokinin and probably
act through different perception mech-
anisms. Green fluorescent protein-based
experiments provide evidence that AHPs
shuttle from cytoplasm to nucleus in a
cytokinin dependent manner.

There are about 22 ARRs in Arabidopsis
and these are divided into two classes; type
A ARRs have a response regulator and a
short N- and C-terminal end and are cy-
tokinin inducible, whereas type B ARRs
are not affected by cytokinin but act up-
stream of type A ARRs to activate them.

The type B ARRs have a C-terminal domain
with a GARP motif that is distantly related
to the Myb repeat of transcription factors
and probably bind DNA as a monomer
at the sequence 5′(A/G)GAT(T/C)3′. The
type B ARRs have a central role in cy-
tokinin signaling and overexpression of
the C-terminal domain that contains the
GARP domain and an acidic domain rich
in P/Q residues, mimics cytokinin re-
sponses. The A-type ARR (ARR4, ARR5,
ARR6, and ARR7) are induced within
10 min of cytokinin treatment. Expres-
sion of most type A ARRs is maximum
in the roots. About 823 upregulated and
917 downregulated genes have been iden-
tified in Arabidopsis following cytokinin
application. While some cytokinin genes
such as AHK4 are expressed in the glob-
ular embryo and play a role in embryonic
cell proliferation, vascular morphogenesis,
and root meristem activity, other genes
such as ARR2 regulate genes that are
involved in synthesis of components of
mitochondrial complex I and play a role in
pollen formation and sporogenesis. ARR4
can interact with phyB and stabilize it
and it also interacts with auxin responsive
genes such as AtDBP1 and AtDBP2 indi-
cating the involvement of cytokinin in light
and auxin effects. Cytokinins also regulate
expression of some ribosomal proteins
like S14, S16, L13a, and L30 and hence
these are probably involved in transla-
tional processes as well besides regulating
at transcriptional level.

The hypothetical model for cytokinin sig-
nal transduction suggests that cytokinin
signal is perceived by AHKs. AHKs initiate
a signaling cascade through phosphore-
lay and shuttle AHP to nucleus. Activated
AHPs interact with repressed ARRs in the
nucleus and release their repression. The
derepressed ARRs bind to multiple cis-
elements in the promoters of target genes.
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It has been recently suggested that the
increase in endogenous cytokinin is per-
ceived by a two-component system and
transduced into the nucleus by MAP-
kinase signaling and translated into a
response by inducing WRKY transcription
factors, which later activate downstream
genes.

3.3
Regulation by Gibberellins

Gibberellins (GAs) influence the growth
and development of the plant and are
especially important in leaf expansion,
stem elongation, seedling starch reserve
hydrolysis, and flowering. The knowledge
about GA function comes mainly from
studies carried out in Arabidopsis and on
the barley seed aleurone layer. Little is
known about GA perception, downstream-
signaling components and GA responsive
genes. DNA microarray analyses have led
to the identification of 138 upregulated and
120 downregulated GA responsive genes.
GA has been shown to activate expression
of the expansin gene in rice that causes
internode expansion allowing rice plants
submerged in floods to rise above the
water. The α-amylase gene, responsible
for starch breakdown in the aleurone layer,
is another important GA-regulated gene.
These, as well as other genes encoding
hydrolytic enzymes, are rapidly activated
in the cereal aleurone layer in response
to GA. A Myb factor, GAMYB, has been
shown to bind to the amylase promoter
and activate its transcription as well as that
of other hydrolytic enzyme genes. Another
gene, HRT (HORDEUM REPRESSOR OF
TRANSCRIPTION), encodes a zinc finger
repressor that binds to the promoter of the
amylase gene and represses transcription.
The D1 gene, that encodes a putative
α-subunit of the hetero-trimeric G-protein,

has been shown to positively regulate GA
responses.

Studies carried out on Arabidopsis mu-
tants (dominant and recessive) indicate
that GA signal transduction pathway is
activated by inhibition of the repressor
protein GAI (GA INSENSITIVE) and RGA
(REPRESSOR OF GA1-3). These are ho-
mologs and function as nuclear transcrip-
tional regulators. GAI and RGA possess
a DELLA motif in their N-terminal do-
main (hence referred to as DELLA proteins)
and belong to the large GRAS family
in Arabidopsis that act as transcriptional
regulators. Five GAI/RGA related genes
(GAI, RGA, RGL1, RGL2, and RGL3) are
present in Arabidopsis. Deletion of the 17
amino acid residues within the DELLA
sequence in RGA (rga-�17) produce a
constitutively active repressor that is not in-
activated by GA. Apparently, this deletion
makes mutant protein stable and resistant
to GA induced degradation. Probably, the
N-terminus of DELLA protein is a regula-
tory domain, which senses the GA signal,
whereas the C-terminus functions as the
repressor of GA signaling. DELLA pro-
teins repress GA signaling in other plant
species and GA-insensitive dwarf plants
have been identified in maize (D8), rice
(slr-1), barley (sln1-d), and grape (Vvgai1).
In all these mutant species, the DELLA
proteins are altered in the N-terminal re-
gion. The information on rice suggests
that it contains a single DELLA pro-
tein gene and knocking out this gene
results in a taller phenotype. This dra-
matic change, upon knocking out a DELLA
protein gene, is not seen in Arabidopsis
due to functional redundancy amongst its
five DELLA members. Other repressors of
GA signaling include SPINDLY (an O-
linked N-acetylglucosamine transferase)
and possibly SHORT INTERNODES while
positive regulators include the SLEEPY1
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gene, that encodes an F-box protein in-
volved in degradation of the GA repressors.
PICKLE, a CHD3 chromatin-remodeling
factor, that suppresses embryonic differ-
entiation in Arabidopsis, is also likely to be
a positive regulator.

GA also plays an important role in
flowering and this is achieved by direct
activation of the floral meristem identity
gene, LEAFY. An 8-bp cis-acting element,
necessary for GA dependent expression,
has been identified in the LEAFY pro-
moter. However, this 8-bp element is not
common for all GA responsive genes and
some other unidentified elements regulate
GA response. In potato, PHOR1 (PHO-
TOPERIOD RESPONSIVE 1) has been
identified as a GA upregulated gene that
may function as an E3 ubiquitin ligase
to degrade GA repressors. This gene is
also regulated by photoperiodic responses
and thus provides an evidence for interac-
tion between GA and light signaling. It is
interesting that many GA downregulated
genes also have ABA responsive elements
in their promoters indicating cross talk
between GA and ABA.

3.4
Regulation by Abscisic Acid

Abscisic acid plays a role in various
processes such as plant development,
seed dormancy, germination, and stomata
closure. It also has a major role in abiotic
stresses such as drought and salt. At a
cellular level, it modulates cell division
and cellular responses to biotic and abiotic
stresses.

Genome-wide gene expression profil-
ing in Arabidopsis reveals that at least
1300 genes are either up- or downregu-
lated by ABA. More than 90% of these
genes showed impaired regulation in the
abi1-1 mutant (which encodes protein

phosphatase2C) indicating an important
role for this enzyme in ABA signal-
ing. Besides transcription factors such as
VIVIPAROUS/ABA INSENSITIVE3 and
the bZIP and AP2 type of transcription
factors that mediate ABA gene regulation,
ABA also induces the expression of the
LEA (LATE EMBRYOGENESIS ABUN-
DANT) class of proteins during seed for-
mation and abiotic stress. These proteins
are required for protection against desicca-
tion. Many ABA-regulated genes contain
ABA responsive elements (ABRE) consist-
ing of ACGT-containing G-box. However,
optimal ABA responsiveness requires a
second GC rich coupling element (CE),
which is similar to ABRE and approx-
imately 30 bp downstream of the main
ABRE. This coupling element can bind
AP2 domain type of transcription factors.
Other cis-elements that bind Myc and Myb
domain proteins have also been reported.

Gene regulation during seed and early
seedling development is brought about by
the bZIP factor ABA INSENSITIVE5 (with
9 nine members in Arabidopsis), while
the bZIP factor AREB/ABF (ABRE BIND-
ING FACTOR) acts later during develop-
ment. Both are activated and stabilized
by phosphorylation by SNF1-related pro-
tein kinases, ABA-INDUCED PROTEIN
KINASE1 (PKABA1)/ABA ACTIVATED
PROTEIN KINASE (AAPK). The factors
activate transcription by binding the ABRE
in the promoters of several genes. ABI5 can
also interact with ABI3 to enhance tran-
scription of some of these genes. When the
ABA signal is to be attenuated or abolished,
a protein ABF (ABI5 BINDING PROTEIN)
binds ABI5 and targets the dephosphory-
lated form of ABI5 for degradation by the
proteasome.

Another regulator of ABA responses is
the homeodomain leucine zipper (HDZip)
protein HOMEODOMAIN PROTEIN 6



342 Plant Gene Expression, Regulation of

(AtHB6). This protein binds to an AT
rich cis-element and interacts with ABI1.
Nuclear localization of this protein de-
sensitizes guard cells and seeds to ABA.
ABA also controls gene expression at the
posttranscriptional level by downregulat-
ing expression of ribosomal proteins and
upregulating genes involved in proteol-
ysis. Posttranscriptional control is also
evident in the form of dephosphoryla-
tion of the carboxy-terminal domain of
RNA polymeraseII by the genes AtCPL1
and AtCPL3 (CARBOXY-TERMINAL DO-
MAIN PHOSPHATE-LIKE1 and 3), which
results in downregulation of ABA in-
ducible genes. In contrast, phosphory-
lation of AKIP1 (AAPK INTERACTING
PROTEIN1) by AAPK targets AKIP1 at
mRNAs of dehydrin, allowing their trans-
lation in the guard cells. Another pro-
tein ABA-HYPERSENSITIVE1 (ABH1)
encodes a subunit of the cap-binding
complex and participates in several RNA
processing events that may affect tran-
scripts that limit ABA-signaling events.

ABA response regulators comprise
G-proteins, protein phosphatases, and pro-
tein kinases of the Ca2+ dependent protein
kinase (CDPK) and SUCROSE NON FER-
MENTING protein (SNF-1)-like groups.
The RHO-like small G-protein ROP10
(as well as ROP2 and ROP6) negatively
regulate ABA mediated stomatal closure,
germination, and growth inhibition. This
protein mimics the role of small G-
protein RAS in the mitogenic responses
of mammals. These proteins are also as-
sociated with increased H2O2 production
because of their activation of NADPH ox-
idase. Other negative regulators include
four protein phosphatases (PP2Cs) ABI1,
ABI2, AtPP2CA, and AtP2CHA found
in Arabidopsis. However, these are tran-
scriptionally upregulated by ABA. ABI2
mediates its action by binding to CIPK15,

which is required for ABA action, and
negatively regulates the signal relay.

Cellular responses to ABA vary in differ-
ent cell types and it is possible that there
exist separate ABA-signaling pathways in
different cells. No receptors have yet been
identified for ABA. ABA regulates plasma
membrane and ion channel activities and
it is possible that ABA interacts directly
with transport proteins or metabolic fac-
tors. Studies on stomatal closure suggest
that cytosolic Ca2+ mediates stomatal clo-
sure and Ca2+ channel activation is ABA
mediated. Phospholipase C (PLC) and
phospholipase D (PLD) are activated dur-
ing ABA signaling and generate IP3 and
phosphatidic acid as second messengers.
Studies on transgenic tobacco plants with
reduced PLC expression in guard cells re-
veal impairment of ABA related activities
in both mediation of stomatal closure and
inhibition of stomatal opening.

The pH and redox status of a cell
are also crucial in regulating ABA sig-
nal transduction. H2O2 and nitric oxide
(NO) concentration increase before ABA-
induced stomatal closure. The redox sig-
nals provided by varying concentrations
of H2O2 and NO are characterized by
short biological half-life. Studies on ni-
trate reductase–deficient double mutants
(nia1 and nia2) indicate strongly impaired
NO production and stomatal closure in
the presence of ABA. Results also infer
that NO is active upstream of Ca2+ and
NO and H2O2 activate inward rectifying
Ca2+ channel. ABA signaling downstream
of Ca2+ is negatively regulated by protein
phosphatase ABI1 and ABI2.

3.5
Regulation by Ethylene

Ethylene affects all the major develop-
mental processes in plants starting from
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germination, flower and leaf senescence,
fruit ripening, abscission to programmed
cell death. It also plays an important role
in various biotic and abiotic stresses. Ethy-
lene causes exaggeration of the apical
hook, shortening and thickening of the
hypocotyls, and inhibition of root growth
in dark grown seedlings of Arabidopsis – a
phenomenon known as triple response.

Ethylene is perceived by a family of five
receptors (ETR1, ETR2, ERS1, ERS2, and
EIN4) in Arabidopsis, which share sim-
ilarity with the bacterial two-component
signaling system. These receptors show re-
dundancy in function and act as negative
regulators of ethylene responses. These
contain an amino terminal ethylene bind-
ing domain (sensor domain) that binds
ethylene via a Cu++ and a C-terminal his-
tidine kinase domain whose activity is not
necessary for receptor function. It has been
suggested that this domain in ethylene
receptors is probably required for localiza-
tion, protein stability, and/or interaction
with other functions. Besides Arabidop-
sis, a large number of studies have been
carried out in tomato to understand the
role of ethylene in development and in
fruit ripening. In tomato, six ethylene re-
ceptors (LeETR1–6) have been identified.
These are very similar to those in Ara-
bidopsis. Most of the information available
on tomato ethylene signaling is through
NEVER RIPE (Nr) and ripening inhibitor
mutants that are affected in tomato fruit
ripening.

The receptors are localized in endo-
plasmic reticulum. The ethylene signal is
transmitted by the ethylene receptors to
CTR1 (an Raf-like MAPKKK-like protein).
Ethylene signal is then transduced down-
stream via a signal transduction cascade
that involves MAP kinases to finally acti-
vate a series of transcription factors that

are specific for different genes. The signal-
ing is unique in the sense that while the
first two components of the signal cascade,
that is, ethylene receptors and CTR1 are
negative regulators, the downstream com-
ponents (MAPKK onwards) are positive
regulators of the signal. Also, it couples a
two-component system with an MAP ki-
nase cascade. In the absence of ethylene,
the receptors are in an active state and
interact with N-terminus of CTR1, which
then represses the downstream ethylene
responses. Interestingly, the MAPK cas-
cade genes involved in ethylene signaling
have also been shown to play a role in bi-
otic stress related ethylene release and salt
stress signaling.

In Arabidopsis, the EIN3 family has been
identified as containing transcription fac-
tors, which mediate all ethylene responses.
There are six members in the family but
only EIN3 and EIL1 play a major role in
ethylene responses. The rest of the mem-
bers (EIL2–5) play roles in specific devel-
opmental stages or tissues. It is speculated
that these may function in other path-
ways, which are not ethylene dependent.
Other plant species like tomato, tobacco,
and mung bean also have orthologs of
EIN3. The EIN3 family of transcription
factors is regulated by ethylene through
a posttranscriptional mechanism that in-
volves protein degradation mediated by the
ubiquitin/proteasome pathway. Interest-
ingly, glucose enhances EIN3 degradation
through functional glucose sensing hexok-
inase (AtHXK1) indicating an interaction
between ethylene and sugar signaling.

Genetic and biochemical studies have
identified an ethylene responsive gene
ERF1 as a first target for EIN3. ERF1
binds to 11 bp GCC-box element in pro-
moters of many ethylene and pathogen
induced genes. ERF1 belongs to a large
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AP2/EREBP family (ETHYLENE- RE-
SPONSE ELEMENT BINDING protein),
which is exclusive to the plant kingdom.
This family consists of 144 members in
Arabidopsis and is characterized by the
presence of a conserved AP2 domain
of 58 to 59 amino acids. This large
family is divided into two subgroups:
The AP2-like subfamily consists of two
AP2 domains and includes genes such
as APETALA2, AINTEGUMENTA (ANT)
and GLOSSY15. These genes are involved
in seed development and floral organ spec-
ification. The subfamily EREBP has a sin-
gle AP2-like domain and includes ERF1,
ERF2, ERF3, and ERF4 from tobacco, and
AtEBP, TINY, CBF1, OsEBP89, and so on.
ERFs can act both as activators and repres-
sors of gene expression. ERFs that repress
gene expression contain an additional EAR
(ERF-associated amphiphilic repression)
motif that is also present in many zinc
finger repressor proteins. These repressor-
ERFs function mainly in response to biotic
and abiotic stresses. Important targets of
the ERFs include genes such as chitinase,
β-1,3-glucanase and pathogenesis related
proteins that play a role in defence. In addi-
tion, ethylene induction of β-1,3-glucanase
also plays a role in seedling germination,
mobilization of storage reserves in the en-
dosperm, pollen development, and so on.
Studies carried out on ethylene-regulated
genes involved in fruit ripening and senes-
cence have so far not detected GCC-box.
These genes, instead, have conserved octa-
nucleotide sequence PERE (ATTTCAAA)
that confers ethylene sensitivity. This se-
quence is also present in E4 and E8
promoters of two tomato fruit specific
genes. In a recent experiment, 624 genes
out of 22 000 studied, were found to be
regulated by ethylene in the seedlings of
Arabidopsis. Other fruiting plants such as
tomato, banana, peach, apple, and so on,

are likely to possess many more genes
regulated by ethylene due to its role in cli-
macteric fruit ripening. Ethylene can also
interact with JA in defense and wounding
responses and these effects are mediated
by ERF1. It was recently shown that ERF1
acts as a common downstream component
for the two hormones and blocking either
pathway by genetic means prevents ERF1
induction by ethylene and JA, either alone
or in combination.

3.6
Regulation by Jasmonic Acid

Jasmonic acid and its derivatives affect
a variety of processes in plants such as
pollen maturation, root growth, tendril
coiling, fruit ripening, biotic and abiotic
stresses, and defense against insects. The
biochemistry of JA synthesis is well known
but its perception and receptors are not
yet very well understood. The current
information for JA signaling is mainly
available through Arabidopsis and tomato
but with several discrepancies.

JA signaling is induced by osmotic
stress, wounding, drought, and various
elicitors (chitins, oligosaccharides, etc.).
Transgenic studies reveal that in tomato a
MAP kinase, WIPK, is required for wound-
induced JA biosynthesis. In Arabidopsis,
MPK4 is responsible for mediating JA
responses indicating that different MAP
kinases act at different points in the
JA pathway. Insect attack on tomato
leaves activates systemic JA synthesis
through a small polypeptide systemin,
an 18-amino acids long peptide that has
been identified as a signal substance for
systemic activation of defense genes. It
is produced from a larger precursor and
is transported by the vascular system of
the plant. Systemin and oligosaccharides
use a similar transducer although the
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oligosaccharide effect is local, whereas
systemin leads to systemic effects.

Microarray analyses suggest that JA ac-
tivates at least five genes for its own
biosynthesis. Transcriptional activation of
these five genes (DAD1, LOX2, AOS,
OPR3, and JMT) occurs at the site of JA
biosynthesis indicating that JAs are syn-
thesized locally in response to stress. Till
date, no receptor has been identified for
JA signal transduction. Different studies
carried out in Arabidopsis indicate involve-
ment of two different pathways in JA
signal transduction. One pathway, respon-
sible for defense responses, recognizes
OPDA (12-oxophytodienoic acid) or JA.
The other pathway recognizes only JA for
pollen maturation. Screening of various
mutants for JA receptors identified only
COI1 (CORONATINE INSENSITIVE 1)
and JAR1 (JASMONATE RESISTANT1)
genes. But the proteins encoded by these
genes do not show homology to any plant
receptor protein. So far two genes that me-
diate the JA signal transduction have been
identified. The first one, ERF1, is common
to both ethylene and JA responses during
pathogenesis. The other AtMYC2 differen-
tially regulates two groups of genes; those
related to defense responses are repressed
by it while those related to JA mediated
systemic responses to wounding are ac-
tivated by it. Interestingly, ERF1 has the
opposite effect on these groups of genes.
Thus, responses of ethylene and JA can be
integrated during plant defenses but are
antagonistic during the wound response.
JA can also act synergistically with ABA
in inhibiting seed germination and has a
close interaction (both positive and nega-
tive) with salicylic acid.

Like other hormones, regulation of
JA responsive genes occurs through
proteasome-mediated degradation. Stud-
ies on coi1-1 mutant, which is insensitive

to coronatine (a structural analog of JA),
reveal that this mutant fails to express
JA-regulated genes such as VSP (VEG-
ETATIVE STORAGE PROTEIN), Thi2.1
(THIONIN 2.1) and PDF1.2 (PLANT DE-
FENSIN1.2). The COI1 gene encodes F-
box protein, which functions as a receptor,
recruiting regulatory proteins as a sub-
strate for ubiquitin mediated destruction.
Immunological studies suggest that COI-
1 forms an SCF complex, which degrades
other proteins by proteasome system. Only
one transfactor, ORCA3, is known to be
involved in JA responses. This transcrip-
tion factor has a JA responsive APETALA2
(AP2) domain. Its overexpression results
in induced expression of several genes for
metabolite synthesis. ORCA3 binds to JA
and elicitor responsive elements (JERE)
in the promoters of JA responsive genes.
The JA responsive element in the pro-
moter of plant defensin1.2 (PDF1.2) also
contains GCC-box, which is required for
ERF1 binding.

3.7
Regulation by Brassinosteroids

Brassinosteroids (BR) are plant steroids
that act as plant hormones and brassi-
nolide (BL) is the most bioactive form
of BRs. Brassinosteroids have growth-
promoting activity and affect leaf bend-
ing, cell elongation, cell division, proton
pumping, and membrane polarization.
In addition to this, these steroid hor-
mones also affect sensors and stress re-
sponses. BR-deficient mutants show dark
green dwarf phenotypes in the absence of
light suggesting potential interaction be-
tween BR and light-signaling pathways.
Inhibitors of BR biosynthesis (Brassino-
zol) also generate phenotypes mimicking
those of BR-deficient mutants.
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BL is perceived by putative recep-
tors BRASSINOSTEROID INSENSITIVE
1(BRI1), which is a plasma membrane lo-
calized leucine rich repeat (LRR) receptor
kinase. BRI belongs to the specific fam-
ily of receptors, which like kinases, have
Cf-9, TOLL, LRR, and CLAVAT2 receptors.
The extracellular portion of BRI is required
for BR dependant activation of the intra-
cellular Ser/Thr-specific kinase domain.
Interestingly, a tomato receptor kinase
SR160LRR identified as the receptor of
peptide hormone systemin is identical to
BRI1. This indicates that brassinosteroid
and systemin share one receptor for sig-
naling pathway.

BRs inhibit the genes required for their
own biosynthesis. The transcription of
CPD gene (encoding C-23 steroid hydroxy-
lase CYP90A1) is downregulated by BL and
other bioactive BRs. The BRI-5 mutant
has impaired BR perception and shows
derepressed expression of CPD. Besides
BR biosynthetic genes, BL also negatively
regulates the transcription of a number
of genes. The BR-activated gene, BRUI,
identified in soybean encodes xyloglucan
endotransglycosylase. Brassinolides also
induce xyloglucan endotransglycosylases
(XETs) in several plants and this XET
induction correlates with cell wall loosen-
ing during BL-induced growth responses.
The other important genes that are BR
inducible include cyclin gene CycD3 (in-
volved in cell cycle) and CDC2b cyclin
dependent kinase in the absence of light.
A homolog of animal translation initiation
factor eIF3 (TRIP) has been found to be
upregulated by BR in Arabidopsis and can
establish a link between BL-signaling and
developmental pathways controlled by the
homolog of translation initiation factor.

At present, all the components of BR
signaling have not been elucidated and a
hypothetical model for BR signaling has

been proposed. According to this model,
BRI1 is the receptor for signal percep-
tion. BR promotes autophosphorylation
and activation of BRI1 triggering down-
stream responses by its binding to BRI1.
KAPP-like protein phosphatase has been
suggested to modulate BRI1. BRI1 deacti-
vates the cytoplasmic GSK3/SHAGGY-like
BIN2 kinase, which is a negative regula-
tor of BR signaling and it phosphorylates
downstream components BES1 and BZR1
and prevents their translocation to the
nucleus. A MAPK cascade may come
into play and activate transcription fac-
tors that control activation or repression
of BR-responsive genes. Alternately, it is
possible that BRI1 directly phosphorylates
transcription factors and other signaling
components like TRIP modulating diverse
cellular responses.

3.8
Control of Gene Expression by Proteolytic
Degradation:Role of the Proteasome

In recent years, proteolyses of key repres-
sors or activators of response mediators
in hormonal regulation, disease resis-
tance, flowering, and light regulation has
been shown to be a very effective means
of controlling responses. It involves the
polyubiquitination of proteins marked for
degradation and their transfer to the pro-
teasome by the SCF complex proteins. The
F-box proteins that have specificity for the
target protein as well as the SCF pro-
teasome play an important role in this
process. More than 600 F-box proteins
are believed to be present in Arabidop-
sis. In hormonal responses, degradation of
repressors of auxin, gibberellins and JA
signaling, and activators of ethylene and
ABA responses provide a rapid means to
regulate responses. Repressors for auxin
signaling such as the Aux/IAA proteins
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are targeted for degradation by the SCFTIR

complex, while the DELLA motif contain-
ing repressors of GA signaling, RGA and
GAI, are degraded by the proteasome by
SCFSLYcomplex. On the other hand, ethy-
lene signaling is prevented in the absence
of ethylene by the degradation of EIN3 – a
transcription factor that activates ERFs,
while ABA signaling in the absence of
ABA is prevented by degradation of the
bZIP factor ABI5. This is similar to the
prevention of light responses in the dark
by degradation of light responsive tran-
scription factors by COP1.

3.9
Cross Talk Between Phytohormones

Modern research on the classical plant
hormones is providing interesting infor-
mation about the interaction between
these regulatory components. The cross
talk between these hormones influences
plant growth and development.

Ethylene and abscisic acid interact with
each other during root elongation and
seed dormancy. Mutant analyzes of era3
(enhanced response to ABA3) reveal that
this gene is allelic to ethylene insensitive
ein2 mutant. Increased seed dormancy of
mutant ein2–45 is counteracted by ABA
insensitive mutant abi3–4. The double
mutant abi3–4ein2–45 germinates faster
than wild type indicating a strong inter-
action between ethylene and ABA signal
transduction pathway. In contrast to seed
dormancy, ethylene, and ABA, both in-
hibit root elongation. ABA inhibits root
growth more effectively if ethylene con-
centration is low indicating that ethylene
negatively regulates root responsiveness to
ABA. It has been hypothesized that ABA
acts through ethylene signal transduction
and both of these hormones compete with
each other to activate that pathway.

Auxins and GA promote stem elongation
and normal levels of auxins are required
to maintain the normal levels of GAs.
Auxin upregulates LE mRNA, which
encodes the enzyme involved in GA1
biosynthesis. Different studies made on
pea plants suggest that auxin is transported
to elongating internodes from apical buds.
There it induces the transcription of LE
mRNA and downregulates the expression
of PsGA2ox1, which encodes an enzyme
that catalyzes the deactivation steps of GA1

to GA8. Microarray studies also indicate
that GA affects ethylene biosynthesis and
its responses. Auxin and ethylene affect
GA-regulated root and hypocotyl growth
by modifying the stability of RGA. Other
examples of phytohormone cross talk have
already been mentioned in the text. The
SCF E3 ubiquitin ligase mediated protein
degradation plays a central role in each
of the hormones (auxin, ethylene, ABA,
GA, and JA) signal cascade and it is
possible that this system provides the
molecular link to the phytohormone cross
talk.

JA signal pathway interacts with ethylene
signal pathway in the expression of defense
response and in development. It also
interacts with auxin and salicylic acid
signaling. Brassinosteroids (BR) interact
synergistically with auxins in hypocotyls
elongation. Several studies indicate that
BR-induced effects are mediated via auxin,
whereas BR alters the levels of endogenous
auxin or enhances the sensitivity to
auxin. BR upregulates many early auxin-
inducible genes suggesting overlap of
auxin and BR-regulated genes.

This cross talk between different hor-
mones is indicative of the fact that possibly
fewer elements are necessary for over-
all hormonal regulation. Probably, due to
this cross talk, a single hormone is able
to cause different responses in different
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organs by interacting differently with other
hormones that are present.

4
Gene Regulation During Stress

Plants are sessile organisms and are
constantly exposed to changes in envi-
ronment conditions. They are exposed
to biotic stresses like pathogen or fun-
gal attack, insect attack, herbivores, and
wounding. Plants are also challenged by
abiotic stresses like salt, drought, and cold.
Plants have evolved various mechanisms
to overcome the damage caused by stress.
The response to environmental change is
usually rapid and involves regulation of
various genes. Hormones like ABA and
ethylene and metabolites like salicylic acid,
nitric oxide, and reactive oxygen species
have been shown to play an important role
during these stresses evoking various gene
responses.

4.1
Regulation during Abiotic Stress

Environmental stresses such as drought,
cold, and salinity, induce several genes
that provide stress tolerance to plants. The
genes induced by abiotic stresses have
been classified into two major groups.
One group encodes proteins that directly
protect plant cells against stresses (such
as heat shock proteins, LEA proteins,
ROS scavenger proteins like SOD, catalase
etc.), whereas the proteins encoded by the
other group regulate gene expression and
signal transduction. Many stress inducible
genes include those that encode enzymes
involved in phospholipid metabolism,
various protein kinases like MAP kinases,
Ca2+ dependent kinases, receptor-like
kinases and histidine kinases.

Plants undergoing abiotic stresses in
general face dehydration and hence al-
most 50% of the genes activated by these
stresses such as drought, salinity, or ABA
treatment are common. In contrast, only
10% of the genes are common to cold
stress. Many transcription factors have
been found to be stress responsive. These
include members of DRE binding protein
(DREB), ethylene responsive factor (ERF),
the MYB family, the zinc finger family, the
homeodomain transcription factor family
and the WRKY family. Studies on the pro-
line dehydrogenase gene (ProDH), which
is rehydration inducible, reveal an impor-
tant cis-acting element ACTCAT, which
is found in many rehydration inducible
genes. The gene RESPONSIVE TO DE-
HYDRATION 29 (RD29A, also known
as COLD REGULATED 78 or COR78
/ LOW TEMPERATURE INDUCED or
LT178) is responsive to drought, salt,
and cold. The promoter of this gene
has two distinct cis-acting elements;
one DRE/CRT (dehydration responsive
element/C repeat), responsive to drought,
salt, and cold and the other ABRE, which is
ABA responsive element. DREB proteins
bind to DRE/CRT elements and are clas-
sified in two groups – DREB1 and DREB2
that are induced specifically by cold and
drought respectively. Transgenic studies
show that drought and salt trigger both
ABA-dependent and ABA-independent
pathways, whereas cold signal is trans-
mitted through ABA-independent pathway
because low temperature does not induce
accumulation of ABA in plants. Homologs
of DREB1 and DREB2 have also been
found in rice and function similar to
Arabidopsis homologs in stress respon-
sive–gene expression and stress tolerance.
Several drought-inducible genes are not
activated by cold or ABA. These genes
include ERD1 (EARLY RESPONSIVE TO
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DEHYDRATION1), which encodes a Clp
protease regulatory subunit. This ERD1
gene is also upregulated by senescence.

Recent studies indicate that Ca2+ acts as
a second messenger in abiotic stress and
ABA response. According to present hy-
pothesis, Ca2+ transmits the stress signal
downstream by interacting with protein
sensors. The Ca2+ sensors such as calmod-
ulin, calcineurin B-like (CBLs) and calmod-
ulin domain protein kinase (CDPK) bind
Ca2+ and induce conformational change.
CBL and calmodulin are small Ca2+ sen-
sors, which function by interacting with
and regulating the function of their target
genes. CBL protein interacts with a spe-
cific group of protein kinases called CBL
interacting protein kinases (CIPKs). There
are evidences that CaM gene functions as
a negative regulator of stress gene expres-
sion, whereas CBL1 acts as both a positive
and a negative regulator in different signal-
ing pathways. It acts as a positive regulator
of salt and drought stress and as a negative
regulator of cold response.

4.2
Regulation during Biotic Stress and Defense

Plants interact with a huge array of organ-
isms such as viruses, bacteria, fungi, in-
sects, nematodes, and herbivores through-
out their lives. Complex and integrated de-
fense signaling pathways that allow these
to respond to individual organisms have
been evolved in a variety of ways. The dis-
ease resistance in plants against pathogens
invokes hypersensitive responses. There is
an activation of an array of defense genes
and the production of antimicrobial phy-
toalexins. Plants are also able to develop
systemic acquired resistance in uninfected
portions of plant subsequent to attack by
the same or unrelated pathogen.

These responses are initiated by the
recognition of pathogen. A plant resistance
gene interacts with pathogen avirulence
(avr) gene and may trigger a hypersensitive
response that results in cell death. Recent
studies point out that MAPK cascade
is the integrative point to downstream
responses after perception of different
pathogens and elicitors. Fungal elicitor
xylanase from Trichoderma vivde and
bacterial elicitor harpin have been found to
induce MAPK-like activities. MAPK such
as SIPK (salicylic acid induced protein
kinase) and WIPK (wound induced protein
kinase) are activated by various biotic and
abiotic responses.

Virus resistance is mediated by the
synthesis of pathogenesis related proteins
(PRPs) and virus-induced gene silencing,
which involves the recognition of the
dsRNA of the virus, its degradation by
a DICER-like complex to small 21 to
25 nt fragments and the methylation of
promoters that drive gene expression
of these viral genes. Bacterial resistance
involves a family of proteins known
as the NBS-LRR (nucleotide binding site-
leucine rich repeat) family of receptors.
These receptor kinases have specificity for
different pathogenic proteins and mediate
gene for gene resistance against several
pathogens. Fungal resistance may involve
expression of chitinases, endoglucanases,
while herbivory and insect attack is
prevented by release of toxic volatiles such
as nitriles, isothiocyanates, epithionitriles,
and so on, by the action of myrosinases
on glucosinolates. Insect attack is also
resisted in some plant legumes such as
soybean and cowpea by the expression of
protease inhibitors that block insect gut
proteases.

Many defense genes are activated by
a group of transcription factors belong-
ing to the WRKY family. These genes
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recognize W-box elements containing a
conserved TGAC motif present in sev-
eral plant defense genes such as class
I chitinases, some PRPs, a glutathione
S-transferase, and so on. Defense re-
sponse is also initiated by activation of
genes of the phenylpropanoid pathway
that results in production of phytoalexins.
In addition, many members of ethylene-
response factors (ERF) subfamily of AP2
transcription factors (discussed in ethy-
lene section) are also involved in defense.
Several ERF genes are regulated by plant
hormones, ethylene, jasmonic acid, and
salicylic acid and also by pathogen attack.
Pti4, Pti5, Pti6 (Pto interacting kinase),
which interact with tomato disease re-
sistance proteins are members of ERF
family. AtERF3 and AtERF4 are transcrip-
tional repressors, which are induced by
both ethylene and JA. Pti4–6 indirectly
regulates SA (salicylic acid) responses
through interaction with other TFs. These
ERF genes are regulated posttranscription-
ally by MAPK mediated phosphorylation.
ERFs bind target sequence GCC-box in
promoters of many pathogenesis related
and hormone-induced genes. The overex-
pression of many of these ERFs confers
increased resistance to pathogens. Oli-
gogalacturonide products produced from
wound-induced plant polygalacturonase
and chitinase also elicit defense responses
against attack from both herbivores and
pathogens. Systemin, a wound inducible
hormone potentiates oxidative bursts in
response to oligogalacturonide products to
activate genes near the wound site.

4.3
Regulation by Metabolites

4.3.1 Role of Nitric Oxide in Defense
Recent studies have highlighted the role
of NO and its interaction with other

hormones in many plant defense re-
sponses. NO signaling is mediated by
three second messengers, namely, cGMP,
cADPribose, and Ca++. NO affects the
expression of many genes such as PHENY-
LALANINE AMMONIA LYASE (PAL) and
PR1. NO also plays a role in regulating
plant cell death and probably facilitates
the cell-to-cell spread of hypersenstive re-
sponse. However, NO can also protect
cells from the reactive oxygen species
(ROS) mediated cell damage by inducing
expression of catalase, SOD, glutathione
S-transferase. It is thus a bifunctional mod-
ulator of cell death. NO also plays a role
in mediating ABA-induced stomatal guard
cell closure.

There is an interrelationship between
NO, SA, and jasmonic acid in plant de-
fense. NO induces levels of endogenous
SA in tobacco and Arabidopsis. NO in-
hibitors attenuate SA-induced systemic
acquired resistance (SAR). On the other
hand, NO function requires SA and over-
expression of SA-degrading enzyme sal-
icylate hydroxylase abolishes NO-induced
resistance against TMV. There is cross talk
between NO and JA/wounding signaling
pathway during defense. Both wounding
and JA induce NO synthesis through an
unidentified enzyme. Conversely, NO ac-
tivates genes that encode JA biosynthetic
enzymes. This NO-induced synthesis of
JA is observed in SA-deficient plants
indicating that SA negatively regulates NO-
mediated JA synthesis.

4.3.2 Role of Reactive Oxygen in Stress
Biotic and abiotic stresses lead to pro-
duction of reactive oxygen intermediates
(ROS/ROI). These were first considered to
be toxic byproducts of aerobic metabolism
but now these are also considered as
signaling molecules, which activate var-
ious processes such as abiotic stress,
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defense against pathogen acclimation, and
programmed cell death. These are also in-
volved in stomatal closure. Various types
of stresses like salt, chilling, heavy metals,
ultraviolet radiation, ozone, mechanical
stress, and pathogen attack enhance cel-
lular ROI levels from 240 µMs−1O2

− to
720 µMs−1O2

−. Since ROI, though toxic,
participates in signaling events, plants
require two different mechanisms to reg-
ulate intracellular ROI concentration; one
enables the detoxification of excess ROI
and the other enables fine modulation for
low levels of ROIs for signaling purposes.

Superoxide dismutase (SOD), ascorbate
peroxidase (APX) and catalase (CAT)
are major ROI scavengers. SOD and
APX pathways are found in almost all
the cellular compartments whereas CAT
pathway for ROI scavenging is restricted
to only peroxisomes. APX has very high
affinity for H2O2 and is believed to be a fine
modulator of ROI for signaling, whereas
CAT is thought to be responsible for
the removal of excess ROI during stress.
Ascorbic acid and glutathione play crucial
role in plant defense against oxidative
stress. Mutant and transgenic plants
with suppressed/altered ascorbic acid and
glutathione level are hypersensitive to
stress conditions. It is important to
maintain a high ratio of reduced:oxidized
state of these antioxidants in the cell for
proper scavenging of ROI.

Besides scavenging, reduced ROI pro-
duction can also be helpful in stress
conditions. Plants reduce ROI during
stress through anatomical and physiolog-
ical adaptation. ROI production is also
decreased by alternative channeling of
electrons in organelle electron transport
chains by alternative oxidases (AOX).
ROIs also play a role in defense of
plants against biotic stress that is differ-
ent from abiotic stress. During pathogen

attack, enhanced enzymatic activities of
plasma membrane–bound NADPH oxi-
dases, amine oxidases, and cell wall bound
peroxidases produce ROI. H2O2, produced
during the response, activates many plant
defense responses along with SA and NO.
SA and NO suppress activities of APX and
CAT resulting in overaccumulation of ROI
and activation of programmed cell death
(PCD). The suppression of ROI scavenging
mechanisms together with the synthesis of
NO is crucial for the activation of PCD. The
opposite roles played by ROI during abiotic
and biotic stress could be due to the action
of SA and NO, from cross talk between
different signaling pathways or from dif-
ferences in the steady state level of ROIs
produced during different stresses.

A simplified hypothetical model for ROI
mediated–signal transduction pathway in-
volves sensing of H2O2 by a sensor fol-
lowed by activation of calmodulin and an
MAP kinase cascade. This in turn activates
or deactivates several transcription factors.
These factors regulate the response of
plants to oxidative stress. Recently, an Ara-
bidopsis mutant radical-induced cell death1
(rcd1) has been identified which, upon
ozone exposure, exhibits higher ROI pro-
duction, reduced sensitivity to ABA, ethy-
lene and methyl jasmonate, and has altered
expression of several hormone-regulated
genes. RCD1 belongs to the WWE pro-
tein–protein interaction domain protein
family and is suggested to act as an inte-
grative node in hormonal signaling and in
regulation of stress responsive genes.

5
Developmental Regulation of Genes

In plants, development of different or-
gans is governed mainly by members
of the MADS-box gene family and the
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homeodomain family of transcription fac-
tors. Different genes responsible for meris-
tem identity and development of specific
organs are expressed at specific stages
where they activate or repress other genes
to bring about development. While the
homeodomain genes specify organ iden-
tity in roots, stem, and leaves, the MADS-
box genes are mainly involved in flower
and fruit development. Owing to the com-
plexity of developmental regulation, only
the major transcription factor genes in-
volved in each process will be mentioned.

Seed development is governed by
the action of ABI3 and it activates
genes for LEA proteins that protect
the seed from desiccation effects. Api-
cal basal pattern of the plant is deter-
mined by GNOM (GN), MONOPTEROS
(MP), GURKE (GK) and FACKEL (FK),
while radial patterning is governed by
ARABIDOPSIS THALIANA MERISTEM
LAYER1 (ATML1) and KNOLLE. En-
dodermal cell identity is governed by
SCARECROW (SCR) and SHORT ROOTS
(SHR), while root meristem is regu-
lated by HOBBIT (HBT). Shoot meris-
tem and shoot development are governed
by SHOOT MERISTEMLESS (STM),
KNOTTED (KN) and WUSCHEL (WUS),
while leaf development is controlled by
AUGUSTFOLIA (AN), ROTUNDIFOLIA
(ROT), PHAVULOTA (PHV), PHAB-
ULOSA (PHB), and PHANTASTICA
(PHAN), the last of which is a repres-
sor of KNOX genes. Trichome develop-
ment is regulated by GLABRA1(GL1) and
TRANSPARENT TESTA GLABRA(TTG).
The floral meristem genes LEAFY (LFY)
and its repressor FLOWERING LOCUS
C (FLC) control the transition from vege-
tative phase to flowering phase. The floral
organ identity genes consist of four classes.
Their interactions determine the develop-
ment of the sepals, petals, stamens, and

carpels. These include APETALA1 (AP1)
and APETALA2 (AP2), which are A class
genes, APETALA3 (AP3) and PISTILLATA
(PI), which are B class genes, AGAMOUS
(AG), which is a C class gene and SEPA-
LLATA 1, 2, and 3 (SEP1, SEP2, SEP3),
which interact with all the three classes.
Genes such as RIPENING INHIBITOR
(RIN) play a role in fruit ripening while
SHATTERPROOF1 and 2 (SHP1 and
SHP2), AGAMOUS LIKE 15 (AGL15),
and JOINTLESS control dehiscence and
abscission.

The control of development is brought
about by a complex interaction of the
different gene products. MADS-box genes
are believed to function as homo- and
heterodimers through interaction from
their K-box, which is unique to plant
MADS genes. They recognize a sequence
motif CC(A/T)6TGG also known as the
CArG box.

6
Epigenetic Regulation of Plant Development

In recent years, studies on epigenetic con-
trol of eukaryotic gene expression have
added a new dimension to our understand-
ing of gene regulation. It is apparent now
that activation and repression of genes
by histone modification and chromatin
remodeling as well as by small RNA
molecules such as miRNAs and siRNAs
plays an important role in development
and temporal and spatial expression of
genes. In plants too, several recent studies
have highlighted the role of these pro-
cesses in gene expression.

6.1
Role of miRNAs in Plant Development

MicroRNAs are small 22 to 25 nt RNAs
that regulate gene expression by binding
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specific sequences in target genes and
suppressing their expression. A study of
the plant microRNAs and their putative
target sequences showed that in about
70% of the cases the target genes were
transcription factors and these are mainly
related to plant developmental processes.

Three class-III HDZIP genes PHABU-
LOSA (PHB), PHAVULOTA (PHV), and
REVOLUTA (REV) have recently been
shown to regulate miRNAs. While PHB
and PHV are involved in determining
adaxial and abaxial polarity in lateral or-
gans, REV is required for leaf development
and vascular patterning. All three genes
contain targets for two miRNAs, miR165
and miR166, and regulation probably oc-
curs by RNA degradation.

Some AP2 (APETALA2)-like genes have
also been shown to be regulated trans-
lationally by miR172. It has been shown
that AP2 (which is involved in flower de-
velopment and is transcribed in all four
whorls of the flower), restricts the expres-
sion of AGAMOUS, a class C gene that is
responsible for carpel and stamen identity,
to whorls 3 and 4. This is made possible
by expression of miR172 in whorls 3 and
4 and its repression of AP2 translation
in whorls 3 and 4. This results in accu-
mulation of AGAMOUS in these whorls.
miR172 is not expressed in whorls 1 and 2
and thus allows AP2 protein to accumulate
in these whorls and repress AGAMOUS
expression.

6.2
Repression by DNA Methylation

Another mechanism of regulation involves
the POLYCOMB group of genes that are
involved in methylation of DNA and long-
term memory of repression. In plants, the
Polycomb group (PcG) of genes are in-
volved in regulation of MADS-box genes

and thus control development, floral iden-
tity, response to vernalization, flowering
and seed development, and so on. Ex-
amples include the repression of AGA-
MOUS (responsible for carpel and stamen
development) by CURLY LEAF and EM-
BRYONIC FLOWER and of FLOWERING
LOCUS C (a floral transition repressor)
by VERNALIZATION. In both cases, the
target genes are repressed by hypermethy-
lation of an intron.

Other genes related to DNA methy-
lation and chromatin remodeling have
been identified in plants and in-
clude DECREASED DNA METHYLA-
TION (DDM1), DNA METHYLTRANS-
FERASE1 (MET1), CHROMOMETHY-
LASE 3 (CMT3 – a DNA methyltrans-
ferase), LIKE HETEROCHROMATIN
PROTEIN1 (LHP1), DOMAINS REAR-
RANGED METHYLASE 1 and 2 (DRM1
and DRM2), KRYPTONITE (KYP – an
H3K9 methyltransferase), and DEMETER
(a DNA glycosylase).

Summary

Plant gene expression presents a complex
picture of gene activity when compared
to other eukaryotes. The nuclear genome
and organelle genome show a lot of differ-
ence in their transcription and translation
machinery. Several RNA polymerases are
encoded, which have specific roles in nu-
clear and organelle gene transcription.
In general, several factors together with
RNA polymerase bind to the promoter and
other cis-elements of the gene and be-
gin transcription. The mature transcript
may be generated by a variety of posttran-
scriptional processing, which prepares the
transcript for translation on ribosomes.
The signal for the start of transcription
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may be constitutive, developmental or hor-
monal as a result of various changes
sensed by plants in its environment. The
signal may include ions, small molecules
like hormones and other metabolites, and
light and various kinds of stresses to which
plants are exposed. Several of these sig-
nals are mediated through a signaling
system, which includes receptors, tran-
scription factors, and a variety of MAP ki-
nases. Besides transcriptional regulation,
genes are also regulated posttranslation-
ally. Selective degradation of activators and
repressors of signal pathway by the protea-
some is turning out to be a very important
means of controlling signal transduction.
Changes in chromatin structure histone
modification and DNA methylation have
also been shown to regulate gene expres-
sion in plants.
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Keywords

Pathogenicity Factors
Proteins, toxins, exopolysaccharides, and other elicitors used by viruses, bacteria, fungi,
and oomycetes to cause disease on plants.

Necrotrophy
Infection where the pathogen causes plant cell death and utilizes the nutrients released.

Biotrophy
Infection where the pathogen taps into living plant cells to obtain its nutrients.

Nonhost Resistance
The general resistance that makes a particular plant species resistant to a
potential pathogen.

Host Resistance
The resistance that occurs within a plant species whereby some individuals are
resistant while others are susceptible.

Resistance Genes
Genes present in plants that are responsible for triggering host resistance to pathogens.

Systemic Resistance
A form of resistance response that spreads from the initial trigger through the plant via
the vascular system.

� The interactions between plants and microbes can take many forms and involve
complex molecular signaling between different organisms. In some cases, the
interactions result in plant disease as the virus, bacterium, fungus, or oomycete
pathogen colonizes the host tissue and accesses nutrients for its own development
and proliferation. The mechanisms through which this occurs are both elegant
and diverse, often involving production of specific pathogenicity factors, such
as toxins or cell wall degrading enzymes, and suppression of the plant defense
responses. In other cases, these plant defenses, which also include complex molecular
signaling pathways within the plant and may involve structural barriers, nonhost
resistance, induced resistance, and systemic resistance, are successful and combat
the potential pathogen.
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1
Introduction

The interactions between plants and mi-
crobes involve complex molecular signal-
ing between different organisms and can
have a range of outcomes. Many microbes
exist as saprophytes living off nutrients
released from plants, but some have devel-
oped specific mechanisms and strategies
to manipulate plant metabolism and basal
defenses for their own growth and develop-
ment. It is these specialist organisms, and,
in particular, those that infringe on our
food supply and environment, that form
the basis for studies in plant pathology.

The most significant causes of plant
disease are viruses, bacteria, fungi, and
oomycetes, and there are numerous his-
torical examples where these have had a
major impact on human populations and
health through crop failures, starvation,
and toxicity. The potato blight oomycete
Phytophthora infestans, for example, re-
sulted in complete failure of the potato crop
in Ireland in 1846, contributing directly
to 1 million deaths, while an epidemic of
Southern corn leaf blight, Bipolaris maydis,
resulted in a 50% corn yield reduction in
the United States in 1970 at an estimated
cost of $1 billion. Today, plant diseases
are estimated to be responsible for a re-
duction in potential crop yields of around
10 to 15% annually worldwide. Further-
more, new diseases continue to emerge
as pathogens evolve to overcome current
control measures, or through the move-
ment of plants and plant products between
countries as part of global trade.

While there are a diverse range of strate-
gies used by pathogens for infection and
by plants for defense, by concentrating
resources on model plant systems such
as Arabidopsis thaliana, rice, and maize,
and the pathogens that infect these plants,

there has been a rapid increase in our un-
derstanding of molecular plant pathology.
There are increasing numbers of genome
sequences and tools for mining this in-
formation. The capacity to generate large
numbers of mutagenized plants combined
with elegant screens to select mutant phe-
notypes allows specific pathways to be tar-
geted, while transformation systems and
targeted gene silencing allow sequences to
be connected to function through reverse
genetics approaches. Gene expression pro-
filing, proteomics, and metabolomics are
being used extensively, and much of this
information is readily available through
bioinformatics resources. In this chapter,
we will review the molecular mecha-
nisms used by pathogens to cause disease
on plants along with the methods used
by plants to defend themselves against
these pathogens.

2
How do Pathogens Cause Disease?

2.1
Viruses

2.1.1 General Properties of Plant Viruses
Viruses are common in plants and have
been organized into 73 genera on the
basis of size, shape, nucleic acid compo-
sition, sequence comparisons, transmis-
sion characteristics, and host range. The
majority (90%) of plant viruses possess
single-strand RNA genomes in the plus
(+) or sense polarity. There are, how-
ever, some significant plant viruses with
genomes of dsRNA (the phytoreoviruses),
ssDNA (the geminiviruses), and dsDNA
(the caulimoviruses). In most cases, the
viral genome is a single segment of nu-
cleic acid encapsidated in a simple protein
coat, and 50% of plant viruses are rod
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shaped (flexuous or rigid), while most of
the rest are isometric. There are, how-
ever, some viruses that have segmented
genomes and in many cases the segments
are encapsidated in different particles re-
sulting in multicomponent viruses, where
all the components must be present in the
plant cell simultaneously for it to replicate
and spread.

Many plant virus genomes have been
sequenced and they are generally very
compact, with the genes separated by very
short intergenic regions or overlapping.
Normally, they encode only a small
number of polypeptides, relying on host
cell components for aspects of their
translation, replication, and movement.
Some of the encoded polypeptides are
multifunctional, and, in general, the basic
requirements for a successful virus are
a replicase to promote replication of the
genome, a coat protein to encapsidate this
genome, a movement protein to enable
the virus to move between cells, and
a vector transmission protein to allow
transmission between plants. The basic
infection strategy for a model plant virus
is shown in Fig. 1.

2.1.2 Virus Replication and Assembly
The majority of plant viruses with ss-
RNA genomes replicate in the cyto-
plasm of plant cells, often associated with
membrane-bound cytoplasmic inclusions
(viroplasms) containing host endoplasmic
reticulum. A number of replication strate-
gies have been developed by viruses to
ensure that all the functions encoded by
their genomes are translated. The first of
these is the production of subgenomic
RNAs (see Fig. 1). In this process, the
capped viral genome is recognized by the
host translation machinery as mRNA, and
the 5′-most cistron up to the first stop
codon is translated. In these viruses, this

cistron is invariably the replicase, which
has three functional components, an RNA-
dependent RNA polymerase (RdRp), a
helicase, and a methyltransferase. The he-
licase and RdRp, possibly in conjunction
with host factors, act on the (+)-strand
RNA template to produce a complemen-
tary (−) strand, and then use signals
within this strand to produce more full-
length (+) strands and subgenomic (+)
strands for each of the downstream genes.
These subgenomics are capped by the
methyltransferase and in turn translated
to produce the separate functional proteins
such as the movement and coat proteins.

An alternative approach used by some
(+)-strand viruses such as Cucumber mo-
saic virus is to effectively package each of
the subgenomic RNAs into separate parti-
cles resulting in multicomponent viruses,
while a third strategy exemplified by the
Potyviridae is to have no stop codons in
the genomic RNA and produce a single
large polyprotein. This is then cleaved post-
translationally into the different functional
polypeptides, triggered by virally encoded
proteinases within the polyprotein. For
double-strand and negative-strand RNA
viruses, similar translation mechanisms
occur, but the initial replication process is
promoted through the packaging of 10 to
20 copies of the replicase protein into the
viral particles.

The ssDNA geminiviruses have a differ-
ent problem to overcome for replication.
Replication occurs in the nucleus of the
infected plant by recruiting plant enzymes
for conversion of the circular ssDNA
genome into dsDNA, which is then tran-
scribed to produce the viral replicase, and
replicated by a rolling-circle mechanism.
However, for this to happen, the virus
has to induce a permissive state for DNA
replication in already differentiated plant
cells, and it appears to do this through
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Virus (Normally vector
transmitted into the plant cell)

Movement to adjacent cells
through plasmodesmata

Ribosome

5′ 3′

5′ 3′
5′ 3′

5′ 3′

Uncoating

Translation
Viral RNA

Replicase

Viral and subgenomic RNAs

Movement
protein

Plant
cell

Nucleus

Coat protein
Reassembly

Fig. 1 General scheme for virus spread within plants. The virus enters the plant cell through
wounds made mechanically or by a vector. The RNA then becomes uncoated and, at the same
time, is surrounded by ribosomes for protection. Following replication and production of more
coat protein, the virus reassembles or forms a ribonucleoprotein complex and is then moved
between adjacent cells through the plasmodesmata, facilitated by the virally encoded
movement protein.

association of the replicase with a plant
retinoblastoma–related protein, which ef-
fectively regulates the cell cycle and shifts
mature plant cells into the S-phase.

The dsDNA Caulimoviridae are plant
retroviruses that replicate via reverse

transcription, and use a ribosome-
shunting mechanism to ensure that all the
open reading frames on the polycistronic
35S transcript are translated. This 35S
RNA is a full-length transcript, and is
then copied by the virally encoded reverse
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transcriptase into the DNA viral genome,
although unlike retroviruses of vertebrates
and bacteria, this does not appear to involve
integration into the plant genome.

Assembly of plant viruses within cells
following replication and translation is a
process that has been best studied for
Tobacco mosaic virus (TMV). This rod-
shaped virus has a 6400-nucleotide ssRNA
genome encapsidated in 2130 copies of
a single 17.6-kDa coat protein subunit.
These subunits reassemble spontaneously
into discs containing 34 units in 2 rings
of 17, and in the presence of the viral
RNA, these rings dislocate to form a helix
of 16.33 subunits/turn. The viral RNA
possesses a specific protein-binding motif,
which binds into a groove within the helix,
and additional disks are then recruited
and dislocated as the remainder of the
RNA is wound up inside the extending
helix until the entire genome has been
encapsidated. Isometric virus particles
appear to follow similar spontaneous
reassembly processes, with the subunits
taking up a basic 60T structure, where T is
an integer.

2.1.3 Viral Movement Within Plants and
Transmission between Plants
To spread within plants, viruses must
move from the initial infection site sys-
temically to other parts of the plant. The
majority of viruses are initially introduced
into epidermal or mesophyll cells by insect
vectors and must then spread through the
leaf tissue from cell to cell and then into the
phloem. This short-distance movement
between cells occurs through symplas-
tic connections known as plasmodesmata.
However, the normal size exclusion of
plasmodesmata only allows solutes of less
than 1.5-nm radius to pass, which is too
narrow for the passage of intact virions.

Viruses therefore encode movement pro-
teins, which widen these channels to allow
either intact particles or ribonucleoprotein
complexes to pass through. The main fea-
tures of these movement proteins are that
they are nonstructural nucleic acid binding
proteins that are often not virus-specific
and can facilitate the movement of un-
related viruses. They appear to work by
one of two mechanisms. One group, typ-
ified by the TMV 30-kDa protein, act as
chaperones, binding to the viral RNA, and
guiding it first toward the plasmodesmata,
and then through them in a process con-
trolled by phosphorylation mechanisms.
The second group appears to form a tubule
structure through the plasmodesmata and
then forces the 40- to 80-nm diameter
intact virions through these by a ‘‘tread-
milling’’ mechanism. Once the viruses or
ribonucleoproteins have passed through
the plasmodesmata, the movement pro-
teins return these channels to their normal
size exclusion to prevent leakage of other
solutes. Eventually, cell-to-cell movement
results in the viruses or ribonucleoproteins
entering the vascular system, and, once
there, they move from source to sink tis-
sues along with photoassimilates. They can
also be unloaded back into nonvascular tis-
sue, essentially by the same short-distance
movement mechanisms.

To move between plants, most viruses
recruit vectors and, in particular, arthro-
pods such as aphids, whiteflies, and hop-
pers. The relationship between the virus
and its vector is generally a specific one,
and the amount of genetic variation that
can be tolerated in a viral genome is of-
ten determined by the need to maintain
this specific virus/vector relationship. Tra-
ditionally, viruses have been categorized as
nonpersistent, where the virus associates
with the mouthparts of the insect rapidly,
but is lost equally rapidly when the insect
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feeds again, and persistent, where the virus
is taken up into the gut and hemolymph
during feeding and then enters the salivary
glands of the insect and so is transmitted
every time the insect feeds subsequently.
Persistent viruses in turn are subdivided
into propagative, which can replicate in the
insect as well as the plant, and circulative,
which only replicate in plants.

Many viruses, whether transmitted by
insects, nematodes, or other vectors en-
code polypeptides and/or polypeptide do-
mains within their coat proteins that are
essential for the transmission. These do-
mains encompass specific motifs that are
required for protein-protein interactions
and ensure that the virus binds to spe-
cific proteins within the insect. There
are also a significant number of viruses
(around 20%) that are transmitted through
seed rather than by vectors, either moving
into the gametes prior to fertilization, or
directly infecting the embryo after fertiliza-
tion. This capacity for seed transmission
is also controlled by genes within the virus
and the host.

2.1.4 Affects of Virus Infection on Plant
Processes
Viral infections cause major alterations
to host gene expression and metabolic
processes. These include accumulation
of starch and soluble sugars, increased
respiration, decreased photosynthesis, an
increase in the levels of amino and organic
acids in infected areas, and alterations
to plant defense responses. As a viral
infection front passes through a plant, it
induces a permissive state in cells for its
own replication, and the host cells then
return to near normality once the front
has passed. This permissive state involves
host gene ‘‘shutoff’’ in which the majority
of genes are temporarily downregulated,
except for those that are important for the

virus, levels of which remain the same
or increase. For example, expression of
genes for actin and beta-tubulin, important
for cell-to-cell movement of the virus,
may remain unchanged, while heat-shock
protein gene expression increases, which
may be important for ensuring that the
changes in gene expression are only
transient, and that the host cell does
not die.

Although host gene expression effec-
tively returns to normal once the infection
front has passed, it is clear that changes
do occur to some metabolic processes, as
indicated by the changes to respiration,
starch accumulation, and so on, and these
changes result in the characteristic viral
symptoms of patches of chlorosis, often in
the form of mosaics. It has been postulated
that plant signal molecules such as salicylic
acid and soluble sugars may be responsible
for these physiological changes.

A further property of plant viruses that
has recently been identified is their ability
to interfere with plant defense mech-
anisms. Plants have a specific defense
mechanism, posttranscriptional gene si-
lencing (PTGS), which is targeted against
foreign RNA such as viral genomes in the
cell cytoplasm. This mechanism, like RNAi
in animals, involves recognition of dsRNA,
(for example, viral replicative forms), and
degradation of this RNA by Dicer RNase
III-type enzymes. In plants, the resul-
tant small interfering ribonucleoprotein
(siRNP) complexes also enter the vascular
system and appear to enter a race with
the virus, such that if the virus moves
faster systemic infection occurs, while if
the silencing mechanism catches the virus,
infection is aborted. What has now been
shown is that some viruses encode within
their genomes specific proteins, such as
the Potato virus Y (PVY) HC-Pro, that
are able to block both the initiation and
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maintenance of PTGS in a counterde-
fense strategy.

2.2
Bacteria

2.2.1 General Properties of
Plant-Pathogenic Bacteria
Most plant-pathogenic bacteria are rod-
shaped and Gram negative and possess
flagella, and the best studied at the molec-
ular level are species of Pseudomonas,
Xanthomonas, Erwinia, Pantoea, Ralsto-
nia, and Agrobacterium. Prior to coloniza-
tion, bacteria that are potential pathogens
may inhabit the leaf surface or colonize
the soil surrounding roots at low den-
sity. For pathogenicity to occur, specific
pathogenicity factors, often encoded in
pathogenicity islands (PAIs) within the
bacterial nucleic acids, are required. These
factors may be exopolysaccharides, toxins,
cell wall degrading enzymes (CWDEs),
plant hormones, or other effector proteins,
which enable the bacterium to access nutri-
ents for its own growth, while at the same
time suppressing or evading the plant
defense mechanisms. Furthermore, these
factors are often delivered into the host cell
cytosol by specific secretion mechanisms,
and the whole process is initiated through
complex molecular signaling within bac-
terial populations, and between bacteria
and plants.

2.2.2 Establishing Infection
A common mechanism used by bacteria
that has been shown to be important for
initial plant colonization is quorum sens-
ing. This is a communication mechanism
used by bacteria that enables them to sense
population density and respond through
the regulation of expression of specific
genes. In Gram-negative systems, the bac-
teria produce autoinducers, through the

LuxI family of acyl-homoserine lactone
(AHL) synthases, which are diffusible sig-
nal molecules that can pass in and out
of bacterial membranes. At high cell den-
sity, these autoinducers reach a threshold
level in the external environment that is
detected by LuxR-encoded transcriptional
activators present in the bacterial mem-
branes, which regulate transcription of
target genes.

In many cases, further regulatory com-
plexities involving chemical signals em-
anating from plants have been added
to the basic LuxI/LuxR system, such
as in the regulation of CWDE and ex-
opolysaccharide (EPS) production of Er-
winia spp., Pantoea spp. and Ralstonia
solanacearum, and in the conjugal trans-
fer of the Ti (tumor inducing) plas-
mid in Agrobacterium tumefaciens. In R.
solanacearum, for example, swimming
motility mediated by flagella is regulated
through PhcA, a Lys-R type global reg-
ulator, expression of which is in turn
controlled by a quorum sensing mech-
anism. At low bacterial cell density, as
occurs in the rhizosphere, PhcA is not ex-
pressed so that the motility and CWDE
genes are switched on. As bacterial pop-
ulation density increases, for example,
through colonization of the xylem, PhcA
is expressed, the motility and CWDE
genes are downregulated, and produc-
tion of the EPS pathogenicity factors is
upregulated.

2.2.3 Pathogenicity Factors
Bacteria utilize a wide range of pathogenic-
ity factors and effector molecules to
colonize plants, and different secretion
mechanisms are used to deliver these into
the plant cytosol. Necrotrophic bacteria,
such as the soft rots Erwinia carotovora
and Erwinia chrysanthemi secrete cock-
tails of CWDEs, including pectinases,
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cellulases, and proteinases to soften and
macerate the plant tissue and release nu-
trients. The proteinases, which contain
C-terminal secretion signals, are secreted
by a type I secretion mechanism driven by
ATP hydrolysis, while the pectinases and
cellulases are secreted by the type II Out se-
cretion mechanism. Regulation of CWDE
gene expression is complex and involves
plant cell wall breakdown products as well
as other plant factors, and environmental
factors such as temperature, osmolarity,
and nitrogen starvation.

Bacterial toxins, which generally in-
duce chlorosis in plants and increase the
severity of many diseases, are important
pathogenicity factors, particularly of many
Pseudomonas syringae pathovars. Corona-
tine, for example, which has structural
similarities to methyl jasmonates (a signal-
ing molecule in higher plants), causes cell
wall thickening and changes in chloroplast
structure, and its production is regulated
through a two-component histidine kinase
regulatory system in response to tempera-
ture changes. Phaseolotoxin, produced by
halo blight of beans, is also temperature
regulated and inhibits the enzyme or-
nithine carbomyltransferase (OCTase) in
plants, resulting in arginine deficiency and
ornithine accumulation. The bacterium
itself copes with this toxin by produc-
ing an isozyme of OCTase that resists
the toxin.

While these toxins are important for
increasing the severity of many pseu-
domonas diseases, they are not essential
and are only part of a complex of effec-
tor molecules that these and other plant
pathogenic bacteria use to cause disease.
Many of these effectors appear to be de-
livered into plants by a type III secretion
mechanism, in which a structure is pro-
duced that spans the bacterial membranes
and forms an external hrp-pili appendage

that acts as a needle through which the
effectors are translocated (Fig. 2). These
secretion systems are encoded by clusters
of genes referred to as hrp (hypersensitive
response and pathogenicity) genes analo-
gous to the virulence associated type III
secretion genes of animal pathogenic bac-
teria such as Yersinia spp. Expression of
the hrp genes is regulated by environ-
mental and host plant factors, and it has
been shown that they are not induced
in rich artificial media, but are in min-
imal media that mimics the content of
plant apoplastic fluids. In R. solanacearum,
for example, the key regulatory protein
PrhA is induced by plant cell wall fac-
tors, though, interestingly, this occurs with
both host and nonhost cell wall extracts,
suggesting that the host range of the
bacterium is determined by the factors
that are secreted and not by the abil-
ity to form a secretion mechanism. In
Erwinia spp. and Pseudomonas spp., reg-
ulation of hrp genes is by a different
mechanism involving responses to low lev-
els of carbon and nitrogen, low pH, and low
temperature.

The effector molecules secreted by type
III systems are diverse in structure and
function. Some of these were initially char-
acterized as avirulence proteins because
they were identified as components of
gene-for-gene resistance (Sect. 3.4). How-
ever, it is now apparent that their main
role may be to suppress plant defense
responses to ensure survival of the col-
onizing bacteria, and their classification
as avirulence peptides is a consequence
of the ability of plant defense surveillance
mechanisms to detect them. For exam-
ple, AvrPtoB from P. syringae has been
shown to act as a general inhibitor of pro-
grammed cell death, while others have
nuclear localization signals and are sug-
gested to regulate host gene expression.
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Fig. 2 Model for the infection process of a bacterial plant pathogen. Plant and environmental
signals regulate the hrp genes (1) resulting in the formation of the type III secretion mechanism
and hrp pilus (2) through which pathogenicity factors are secreted that interfere with plant
processes, (3) facilitating bacterial multiplication and disease.

The role of many of the other effectors
secreted by type III systems has yet to be
established.

In some species of P. syringae, such as
P. syringae pv. savastanoi, the hrp system
is involved in the secretion of enzymes
involved in the biosynthesis of auxins.
The resultant auxin production in infected
plants then proceeds in an uncontrolled
way, since this biosynthetic pathway is
different to the one normally used by
plants for auxin production, and results
in gall formation. Equivalent auxin biosyn-
thetic genes and gall production are also

a feature of the crown gall bacterium
Agrobacterium tumefaciens. However, in
this bacterium, the genes are carried on
a 180-kb pathogenicity island referred to
as the Ti (tumor-inducing) plasmid, and it
is the genes themselves that are secreted
into the plant by a type IV secretion mech-
anism. This type IV secretion is encoded
by a set of genes on the Ti plasmid called
the vir genes, and the expression of these
is regulated by chemical signals emanat-
ing from wounded plants such as lignin
and flavonoid precursors. These wound
signals are detected and transmitted via
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a two-component histidine kinase regu-
latory system (VirA and VirG) to switch
on the other vir genes. These gene prod-
ucts, in turn, excise a fragment of DNA
(the T-DNA) encoding the auxin biosyn-
thetic genes and opine biosynthetic genes
from the Ti plasmid, and this DNA is
then enveloped in other Vir proteins and
secreted out of the bacterium through
the T-transporter (assembled from fur-
ther Vir proteins), which is a pilus that
acts as a conduit into the host cyto-
plasm. The T-complex then targets and
enters the plant nucleus, and the T-DNA
integrates into the genomic DNA facili-
tated by plant proteins. The auxin and
opine biosynthetic genes are then ex-
pressed, resulting in the gall formation
and biosynthesis of opines, which are mod-
ified amino acids that the bacterium uses
as a source of nutrients as it proliferates in
the gall.

A final class of virulence factors used
by some bacteria such as R. solanacearum,
Xanthomonas campestris, Pantoea stewartii,
and Erwinia amylovora is the production
of exopolysaccharides (EPS). Gene ex-
pression for the biosynthesis of these is
upregulated in response to quorum sens-
ing (see Sect. 2.2.2) and the resultant sugar
polymers appear to have a double role in
pathogenicity. Firstly, they produce a flu-
idal slime barrier around the bacterium
to protect it against desiccation on leaf
surfaces and so on, and, secondly, they
provide a defense against toxic plant com-
pounds and plant defenses. The regulation
of these to ensure that they are only pro-
duced when the bacteria reaches a high
cell density may be a mechanism to en-
sure that plant defenses are not activated
too early in invasion, so that the bacte-
ria have time to prepare themselves for a
‘‘mob’’ attack.

2.3
Fungi and Oomycetes

2.3.1 General Properties
Fungi form the most extensive group
of plant pathogens, and of the more
than 74 000 known species, more than
10 000 can parasitize living plants to
varying degrees. In addition to the true
fungi (which characteristically produce
mycelia containing glucans and chitin),
a number of organisms that were once
classified as fungi, but do not contain
chitin, also cause plant disease. These are
the oomycetes, which are now classified
in the Chromista kingdom, and contain
such notorious pathogens as Phytophthora
infestans (potato blight), the white rusts,
the water moulds, and the downy mildews.
However, both oomycetes and true fungi
have similar mechanisms of pathogenicity
and infection strategies in that they are
dispersed as spores, which may be carried
long distances by wind and air currents
or may be deposited in the soil and/or
splash dispersed, so they will be considered
together in this section.

To colonize plants, fungi and oomycetes
adopt a range of infection strategies. Some,
such as certain blights, are necrotrophic
and use CWDEs and toxins to break
down plant cells to release nutrients for
their own growth. Others, such as the
rusts and mildews, are obligate biotrophs
in that they can only grow on living
plant cells, and tap into these to obtain
their nutrients. Others, often referred to
as hemibiotrophs, use a combination of
these approaches, with an initial biotrophic
phase as they establish infection becoming
necrotrophic as the infection progresses. A
further group of fungi, such as ergot, cause
limited damage to plants, but are classified
as plant pathogens because they produce
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mycotoxins that can be harmful to human
and animal health.

2.3.2 Establishing Infection
Once dispersed, the spores of a fungus or
oomycete must eventually find a suitable
host plant, germinate, and penetrate to
access the nutrients. Spores of fungi that
are dispersed in the air are produced in
vast quantities so that by chance some of
them will be deposited on suitable host
plants. In the presence of moisture, a
key requirement for all spore germination
and penetration, adhesive pads are formed
on the leaf surface containing adhesins
and adhesive materials released from the
leaf through esterase and cutinase action,
which may also act as the chemical triggers
of germination. Spores of fungi that are
soilborne may remain dormant in the soil
for many years until they detect specific
chemical signals and/or electrical currents
generated around plant roots. In the case
of many oomycetes, these signals result
in germination of the dormant zoospores,
which produce flagella and swim through
moisture in the soil toward the source of
the signal.

Once the spore has adhered and ger-
minated, it must grow into the plant.
In many cases, this involves differentia-
tion of the germ tube to form a specific
swelling known as the appressorium, and,
depending on the fungal species, this may
result in direct penetration through the
plant cuticle, or through natural open-
ings such as stomata, or wounds, which
the germ tube may grow toward direc-
tionally in response to chemical and/or
physical cues on the leaf surface. One of
the best-studied model systems for the
mechanisms of direct penetration is the
ascomycete Magnaporthe grisea that causes
the rice blast disease. Here it has been

shown that transmembrane integrin pro-
teins sense the leaf surface topography
and hardness and transmit this signal
through the cell wall, where this and other
environmental cues result in changes to
the heterotrimeric G proteins inside the
cell. These are important intermediates
in a number of signaling pathways in-
volving Ca2+-dependent protein kinases,
cAMP and protein kinase A, and mitogen-
activated protein kinases (MAPK). These
result in changes to gene expression such
that the tip of the germ tube stops elongat-
ing and forms the appressorium, which
becomes separated from the germ tube
by a septum. Hydrophobins accumulate
and self-assemble in this appressorium
wall, which then becomes melanized, apart
from a small zone in contact with the
leaf surface, which forms the appresso-
rial pore. Trehalose is broken down within
the fungus along with glycogen granules
and lipid bodies, resulting in accumu-
lation of glycerol to concentrations of
up to 3.2 M. Moisture surrounding the
germinated spore passes through the ap-
pressorial wall as these osmotically active
solutes accumulate and turgor pressure
builds up, which is translated into a me-
chanical force that pushes the penetration
peg out through the appressorial pore and
through the plant cuticle. While this phys-
ical force may be enough to penetrate the
cuticle for some fungi, in other cases not
enough force is generated and CDWE are
also produced to soften the plant tissue and
aid the penetration. These include pecti-
nases, cutinases, and cellulases, and most
fungi have multigene families encoding
these enzymes.

Having breached the outer defenses, the
fungus may then need to overcome fur-
ther plant defenses to establish infection.
These will include preformed antimi-
crobial compounds (phytoanticipins) and
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induced compounds (phytoalexins) (see
Sect. 3.2). Some fungi, such as species
of Colletotrichum and Botrytis enter a pe-
riod of quiescence and wait until the levels
of these compounds decline during fruit
ripening before they become aggressive.
Others such as Gaeumannomyces grami-
nis (take-all of cereals) encode enzymes
(avenacinase) that detoxify the phytoan-
ticipins (avenacin) or phytoalexins that are
produced, and it has also been suggested
that the breakdown products of these may
in some cases induce a signal transduction
mechanism in the host plant that results in
suppression of plant defense responses. A
further strategy used by M. grisea and some
other fungi is to use ATP-binding cassette
(ABC) transporters to export the antimi-
crobial compounds out of the fungus,
while others secrete compounds (oxalic
acid from Sclerotinium sclerotiorum or man-
nitol from Alternaria alternata) to suppress
active oxygen species-mediated defenses.

2.3.3 Pathogenicity Factors of
Necrotrophs
Once established in a plant, a necrotroph
aims to kill the host plant cells and
utilize the nutrients released. Usually,
the resultant macroscopic symptoms of
this are brown necrotic areas of dead
cells in and around the site of infection.
The main weapons used by these fungi
are CDWEs, as discussed previously, and
toxins. There may also be a role for a
group of proteins referred to as the NLP
family (Nep1-like protein) that have been
identified in the range of fungi such as
Fusarium oxysporum, oomycetes such as
Phytophthora and Pythia species, and some
necrosis-inducing bacteria. These proteins
appear to induce a programmed cell death
in plants by triggering defense responses,
although the advantages of this to fungal
pathogenicity are uncertain.

Fungal toxins can be divided into three
groups, the host-selective toxins, produced
mainly by Alternaria and Cochliobolus
species, which are only toxic to the hosts
for these fungi, the nonselective toxins
that can cause damage to a wider range of
plant species, and the mycotoxins, which
cause no damage to the plants, but can
be fatal to the animals and humans that
consume them. The host-selective toxins,
such as T-toxin and Victorin of Cochliobolus
spp. and AAL of Alternaria alternata have
a broad range of chemical properties (T-
toxin is a polyketol, Victorin a chlorinated
peptide, and AAL a sphinganine-related
compound), and act by affecting mito-
chondria or host plasma membranes to
cause leakage of electrolytes and other
small molecules to disrupt photophospho-
rylation and ATP synthesis, resulting in
plant cell death. An interesting feature of
these toxins is that their biosynthetic genes
tend to be clustered into pathogenicity is-
lands in isolates that produce the toxins,
and are completely absent in non–toxin-
producing isolates, suggestive of acqui-
sition by horizontal gene transfer. Host
nonselective toxins generally have less se-
vere affects on plants, causing chlorotic
lesions and wilt, often through the induc-
tion of reactive oxygen species in the plant
that cause membrane breakdown and nu-
trient leakage. The mycotoxins by contrast
have no obvious affects on plants, but the
ergot alkaloids, aflatoxins, trichothecines,
and fumonisins that fit into this defini-
tion are amongst the most potent toxins
known in animals, causing gangrene and
convulsions (ergotism) and liver damage
and cancers (aflatoxins). Interestingly, the
biosynthetic genes for production of these
toxins are also generally in pathogenicity
islands, although the benefit to the fun-
gus in maintaining these gene clusters is
not obvious.
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2.3.4 Pathogenicity of Biotrophs
Obligate biotrophic fungi such as the rusts,
powdery mildews, and downy mildews
use stealth to obtain their nutrients
from plants. The concentrations of sug-
ars and amino acids in the apoplast
of plants are low and not conducive
to rapid fungal growth, so most of
these organisms form specialized feeding
structures known as haustoria to invagi-
nate into nutrient-rich plant cells (Fig. 3).
Interestingly, convergent evolution has
meant that basidiomycete fungi (rusts),

ascomycete fungi (powdery mildews), and
oomycetes (downy mildews) have all de-
veloped this same strategy for acquisition
of their nutrients.

Haustoria form by puncturing the plant
cell wall, but not the plasma membrane,
which remains intact and surrounds the
haustoria to form the extrahaustorial mem-
brane. How this occurs without the plant
defense responses being triggered is un-
clear, but analysis of gene expression
within haustoria suggests that suppres-
sors, such as bax inhibitors of cell
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Fig. 3 General properties of a stylized haustorium. The haustorium forms as an invagination
into the plant cell and absorbs nutrients (e.g. hexoses and amino acids from the extrahaustorial
matrix via proton-symport transporters. Vitamin B biosynthesis also occurs, and signals,
pathogenicity factors, and suppressors of defense responses are secreted into the plant cell.
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death may be produced by the fungus
and secreted along with other signals.
Other mechanisms for evading defense
responses have also been identified, such
as alterations to the cell wall composition
of infection structures so that they are
not recognized by the plant, controlling
levels of proline in plant cells to re-
duce stress responses, or disrupting plant
cell wall/plasma membrane connections
(Hechtian strands) so that cell wall associ-
ated defense responses are not activated.

For nutrient acquisition, it has been
shown that plasma membrane H+-
ATPases, hexose transporters, and amino
acid transporters are highly expressed in
haustoria and are involved in nutrient
transfer into the fungus involving a proton-
symport mechanism. To access sucrose
from plant cells, for example, it appears
that the fungus may secrete an inver-
tase to convert the sucrose to glucose
and fructose, which are then taken up by
the hexose transporters. Gene expression
for thiamine (vitamin B1) biosynthesis, an
essential cofactor for several enzymes in
carbon metabolism, is also upregulated
in haustoria.

A further role for the signals produced by
haustoria appears to be to delay senescence
in plant cells surrounding the haustoria,
resulting in ‘‘green islands’’ around infec-
tion sites. It has been suggested that the
levels of plant hormones and polyamines
are being deliberately manipulated in these
cells by the fungus to keep them alive
and photosynthetically active. The roles
of many other effector molecules secreted
into plants by fungi and oomycetes have yet
to be established, and, as with bacterial ef-
fectors (see Sect. 2.3.2), some of these are
being identified indirectly as avirulence
gene products. In the fungus Cladospo-
rium fulvum, for example, a number of
avirulence peptides have been identified

and are generally small cysteine rich pep-
tides. Of these, it has been proposed
that Avr9 may have a housekeeping role
in nitrogen metabolism, while Avr4 has
chitin-binding properties. In Rhynchospo-
rium secalis, the Nip1 avirulence protein is a
host nonselective toxin, and mutants have
significantly reduced virulence. Over the
next few years, as the genomes of more of
these biotrophic organisms are sequenced,
it is likely that the roles of many more of
these effectors in nutrient acquisition and
suppression of defense responses will be
established.

3
Plant Defense against Disease

3.1
General Properties

Having discussed the strategies used by
pathogens to cause disease, we should
now consider how plants defend them-
selves. There are multiple layers to these
defenses, as outlined in Fig. 4, and they can
be broadly divided into constitutive and in-
duced mechanisms. In many plant species,
a combination of these mechanisms will
ensure that the particular species is not
infected by a particular pathogen (non-
host resistance). For example, the potato
blight oomycete is unable to infect wheat.
In other cases, the mechanisms may re-
sult in particular genotypes within a plant
species being resistant, while others are
susceptible (host resistance).

3.2
Constitutive Defenses

The first barrier that defends plants against
microbes is the wax layer present on
the cuticle. This forms a water-repellent
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Fig. 4 The multiple layers to plant defenses and signaling. Constitutive defenses are indicated
on the left-hand side of the diagram, while induced defenses are shown down the right. The
scheme also indicates the interplay between different signaling pathways (see text for details).

surface that prevents the formation of
water droplets necessary for bacterial
ingress and fungal spore germination. In
addition, the epidermal cell walls form an

impenetrable barrier to all but those fungi
that have the necessary mechanisms for
direct penetration (see Sect. 2.3.2). This
leaves wounds and natural openings, such
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as stomata, as the main weaknesses in
structural defenses.

Should a pathogen breach these de-
fenses, antimicrobial chemicals within
the plant form a second line of de-
fense. Low molecular weight secondary
metabolites such as terpenoid derivatives,
saponins, aliphatic acid derivatives, phe-
nolics, phenylpropanoids, alkaloids, and
sulfur-containing compounds sequestered
in plant cells have been shown to be antimi-
crobial, either as preformed substances
(phytoanticipins) or when their biosyn-
thetic pathways are induced as part of
induced resistance (phytoalexins).

3.3
Induced Mechanisms

Induced resistance involves the plant rec-
ognizing that it is being invaded and
mounting a defense through a triggering
of changes in gene expression and produc-
tion of antimicrobial compounds (Fig. 4).
This response is often referred to as the
hypersensitive response (HR) and involves
kinase signaling cascades, ion fluxes, the
oxidative burst, nitric oxide (NO), pro-
grammed cell death, induction of genes for
the biosynthesis of phytoalexins, genes for
the strengthening of structural defenses
such as peroxidases and lignin biosyn-
thetic enzymes, and production of various
novel proteins known collectively as the
pathogenesis-related (PR) proteins. These PR
proteins have been grouped into at least 14
classes, and while the biochemical roles
of some are not clear, others such as
chitinases (PR-3, PR-4, PR-8, PR-11), glu-
canases (PR-2), proteinases (PR-7), and
RNAses (PR-10), are presumed to have
roles as hydrolytic enzymes against the
invading pathogen, while the defensins
(PR-12) and thionins (PR-13) are classi-
fied because of their similarities to these

antimicrobial compounds found in in-
sects and mammals. The induction of this
same battery of defenses appears to occur
whether the invading pathogen is a virus,
bacterium, fungus or oomycete, and the
macroscopic symptoms are small necrotic
lesions on the plant. The overall strategy
appears to be to combat the pathogen with
a range of antimicrobial compounds, and,
at the same time, invoke programmed cell
death in cells surrounding the site of in-
fection and changes to structural defenses
to produce a barrier against further inva-
sive growth.

A further consequence of local induc-
tion of the hypersensitive response is a
systemic resistance activated throughout
the plant, termed systemic acquired resis-
tance (SAR). This has some conceptual
similarities to the immune response in an-
imals, in that it is long lasting, and can
be boosted by repeat inoculations, but, un-
like animal immunity, it can be effective
against a range of pathogens, conferring
broad spectrum resistance. Salicylic acid is
a key signaling molecule in SAR and spe-
cific genes such as PR-1, PR-2, and PR-5
are taken as markers for this form of re-
sistance. Interestingly, necrosis-inducing
pathogens such as Alternaria spp. induce
a different systemic defense mechanism
characterized by jasmonate and ethylene
signaling and different PR gene induc-
tion, while nonpathogens such as the plant
growth – promoting rhizobacteria induce
a third type of systemic resistance, in-
duced systemic resistance (ISR). Some
components of these different systemic
mechanisms overlap, while others are an-
tagonistic, but the overall result appears to
be to prime host cells in systemic tissues
for a more rapid future deployment of de-
fenses. There is also some evidence that
these systemic signals can result in the
production of volatile signaling molecules,
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such as methyl jasmonates and methyl
salicylates, that are detected by adjacent
plants to result in a form of ‘‘commu-
nal’’ resistance.

3.4
Triggers for Induced Resistance

For induction of resistance, plants must be
able to recognize and respond to the invad-
ing organism. The triggers for this appear
to be a group of constitutively produced
peptides capable of interacting with and re-
sponding to elicitors emanating from the
pathogens. In nonhost resistance, these
elicitors may be general proteins such as
flagellin from bacteria, or oligomers of
chitins and glucans from fungi, that the
plant recognizes as ‘‘pathogen associated
molecular patterns’’ (PAMPs), as part of
a defense mechanism with similarities to
innate immunity (the ability to recognize
self from nonself) in animals. However,
as mentioned in Sect. 2.3.4, some organ-
isms have evolved the ability to mask these
elicitors and/or suppress the defense re-
sponses. When this has happened, the
second form of induced resistance, host or
gene-for-gene resistance may have evolved.
Here, the plant encodes specific ‘‘recep-
tors’’ that detect the presence of specific
elicitors from a pathogen. These elici-
tors may be individual viral proteins (coat
protein, replicase etc.), proteins secreted
from bacteria by type III secretion mech-
anisms, or those secreted through fungal
and oomycete haustoria, that the plant has
found a way of recognizing. Because they
are specific elicitors, they will be encoded
by specific genes (referred to as Avr genes),
and the recognition protein in the plant
will similarly be encoded by a specific gene
(the R gene).

This is the basis for the gene-for-gene
concept where resistance will occur as

long as the plant has the dominant al-
lele of the specific R gene that recognizes
the Avr gene-encoded elicitor. However,
if the plant has no dominant R allele, or
the pathogen loses this elicitor (through
selection and/or mutation), disease will
occur, although if the avirulence elici-
tor is a key component of pathogenicity,
loss of function may result in reduced
pathogenicity. This, in turn, may result in
an evolutionary ‘‘arms race’’ developing
with complementary changes occurring in
the plant and pathogen populations. In
natural plant/pathogen ecosystems, this
often results in evolutionary stability, but,
in agriculture, where resistance is bred
into commercial cultivars that are used as
extensive monocultures, it can be respon-
sible for severe epidemics if the resistance
gene is overcome. There are, however,
some R genes that have been shown to
be highly effective and long lasting in
crop protection, and this has led to the
concept that R genes can be subdivided
into those that are that are slow-evolving
and presumably recognize elicitors that are
essential pathogenicity factors, and those
that are rapidly evolving and presumably
detect avirulence elicitors that have little
fitness penalty on the pathogen.

3.5
The R Genes

Because of the genetic simplicity of the
gene-for-gene concept, these major resis-
tance genes have been the focus of exten-
sive research to understand the molecular
basis of disease resistance. As a result, a
significant number of R genes have been
cloned in the last decade from a num-
ber of plant species and against a range
of viral, bacterial, fungal, and oomycete
pathogens. These genes are often found
clustered in the plant genomes as families
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residing at complex loci, and the loci may
include apparently inactive resistance gene
analogs (RGAs), sequences disrupted by
frameshifts, mutations, and transposons,
and R genes capable of recognizing more
than one pathogen.

On the basis of their sequences, R genes
have been grouped into a number of
classes, with the largest class encoding
a nucleotide binding site plus a carboxy-
terminal leucine-rich repeat domain (NBS-
LRR). Some of these also possess a domain
with toll/interleukin-1-receptor homology
(TIR) at their amino terminal (the TNLs),
while others have a loosely predicted
coiled-coil (CC) domain (the CNLs). A
smaller class of resistance genes possess
serine-threonine kinase domains either
physically linked to an LRR domain (e.g.
the Xa21 gene from rice) or functionally
linked (the Pto gene from tomato linked
to Prf ). Other smaller classes of resistance
genes have more unique characteristics.

The leucine-rich repeat domains, which
consist of multiple serial amino acid
repeats containing leucines at regular in-
tervals, have similarities to domains in
mammalian proteins involved in pro-
tein–protein recognition, and it has there-
fore been postulated that they are involved
in recognition of the pathogen elicitors. Ev-
idence to support this comes from domain
swaps between resistance genes such as
the L alleles of flax, where they determine
the rust resistance specificity, although in
some cases regions of the NBS also appear
to be important. The predicted cellular lo-
cations of the LRR domains add further
support to a role in recognition. Those
that detect apoplastic fungi, such as C. ful-
vum, have an extracellular location, while
most others have a cytoplasmic location
in which they are most likely to detect
viruses, bacterial effector proteins, and se-
creted fungal peptides.

Attempts to confirm that R proteins
interact directly with avirulence proteins
have, however, been less conclusive. The
rice Pi-ta protein has been shown to inter-
act with the rice blast Avr-Pita protein in
yeast two-hybrid experiments, but in most
other cases such interactions have not been
found. Furthermore, the bacterial effector
protein AvrPto interacts with the Pto resis-
tance protein of tomato, which has no LRR
domain. A proposed model to account for
this is the ‘‘Guard hypothesis’’ in which
the LRR-type resistance proteins (in the
case of AvrPto/Pto, this might be Prf) is
there to guard a key plant protein and to
detect the interaction between this and the
pathogen elicitor. Further evidence that R
protein/Avr protein recognition involves a
number of other protein–protein interac-
tions come from studies on Pseudomonas
syringae and Arabidopsis. Here, a protein
Rin4 has been shown to interact with AvrB
and AvrRPM1, and also with the resis-
tance gene product RPM1 that recognizes
both of these avirulence peptides geneti-
cally. The Rin4 protein also interacts with
a separate resistance gene protein RPS2,
but in an inhibitory way such that removal
of Rin4 when the complementary aviru-
lence peptide AvrRPt2 is present results
in RPS2 activation. This clearly indicates
that R protein/Avr protein interactions are
often more complex than a simple ‘‘recep-
tor’’/ligand model, and involve multiple
protein/protein interactions.

3.6
Downstream Signaling of Resistance

The other domains present in resistance
gene proteins are predicted to have func-
tions in the signaling that results in the
HR (see Sect. 3.3). Protein kinases have
known roles in signaling. TIR domains
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have homology to the cytoplasmic signal-
ing domains of the Drosophila toll protein
and interleukin-1-receptors of birds and
animals, which are part of the innate
immune response, while NBS domains
have ATP- or GTP-binding activities that
regulate protein–protein interactions and
occur in apoptosis proteins such as APAF-
1 (apoplastic protease activation factor) in
humans and CED-4 (Caenorhabditis elegans
death regulator protein 4) in C. elegans.

To identify components of R gene signal-
ing pathways, genetic analysis, particularly
in Arabidopsis, has been important. Mu-
tants have been identified, for example,
with increased susceptibility, or deficien-
cies in pathogen-induced phytoalexin ac-
cumulation, and these have been mapped
on to signaling pathways. Figure 4 indi-
cates a simplified scheme for how these
signaling pathways proposed in plant de-
fense responses overlap to culminate in
changes in gene expression, programmed
cell death, and systemic signaling.

As in all eukaryotes, MAPKs are key
signaling components involved in regulat-
ing target gene expression in response to
signals, and specific MAPKKK, MAPKK,
MAPK, and WRKY-type transcription fac-
tors have been identified associated with
some signaling cascades such as that in-
volved in the flagellin receptor FLS2. In
addition, one of the most rapid measur-
able changes that occurs to a plant during
the hypersensitive response is a large tran-
sient ion flux across plasma membranes,
in particular, K+ efflux and Ca2+ influx.
Resistance genes interacting with elici-
tors directly or indirectly are thought to
modulate this through G-protein signaling
cascades operating through phospholi-
pase C, diacylglycerol (DAG), and inositol
1,4,5-triphosphate (IP3), and this in turn
activates kinase-signaling cascades to reg-
ulate target gene expression.

Along with calcium fluxes, reactive oxy-
gen species (ROS) are rapidly induced as
part of HR via NADPH/NADH oxidases
or via apoplastic peroxidases. The resul-
tant hydrogen peroxide may have direct
antimicrobial affects, but is more likely to
be involved in signaling, activating MAPK
cascades, interacting with NO signaling,
and setting off systemic defense responses.
In addition, the hydrogen peroxide reacts
through the Fenton cycle of reactions with
intracellular transition metals to form the
hydroxyl radical, which causes DNA frag-
mentation and cell damage, both in the
invading pathogen and in plant cells to
form a barrier against further pathogen
ingress. Reactive oxygen species may also
have a role in regulating protein turnover;
proteins with CHORD (cysteine and his-
tidine rich) domains, such as RAR1 in
barley, have been identified in defense
responses with proposed roles in coordi-
nating the degradation and turnover of
proteins involved in defense signaling.
RAR1 interacts with the protein SGT1,
which regulates a group of RING-type
E3 ubiquitin ligases. These are the speci-
ficity determinants that mediate transfer
of ubiquitin to target proteins, which un-
dergo degradation at the 26S proteasome.
However, it is not yet known which pro-
teins are the targets for this process in
defense responses. ROSs also work in con-
junction with NO to regulate plant cell
apoptosis and signaling, and NO may also
interact with oxygen to form peroxynitrite,
which has direct antimicrobial properties.

Downstream, low molecular weight sig-
naling molecules such as salicylic acid and
jasmonic acid are produced and are in-
volved in both local and systemic resistance
responses. Salicylic acid is synthesized
from chorismate in plants by two path-
ways, one involving phenylalanine and
the enzyme phenylalanine ammonia lyase
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(PAL), which is known to be upregulated
as part of HR. The other pathway involves
isochorismate synthase, which has been
identified in Arabidopsis through mutant
screens for enhanced disease susceptibil-
ity. Jasmonic acid is synthesized by plasma
membrane–located lipases, which are be-
lieved to be induced by calcium fluxes.

Three key components identified as part
of these downstream signaling pathways
are EDS1, NDR1, and NPR1. EDS1 has
been mapped onto TNL-type resistance
pathways and is required, both for HR
development and in association with
PAD4, for salicylic acid accumulation.
NDR1, which has been identified as a
transmembrane protein, appears to be
involved in CNL-type resistance. Both
these pathways converge at NPR1, which
is an ankyrin-repeat protein that interacts
with transcription factors of the TGA
type of basic leucine zippers. These, in
turn, appear to bind to the promoter
elements upstream of PR-protein genes
to regulate their expression. Induced
systemic resistance also appears to require
the NPR1 protein, but uses jasmonates
and ethylene as the signals, while the
systemic pathways from necrosis-inducing
pathogens are independent of NPR1 and
may be mutually antagonistic to act
through plant defensins and thionins.

3.7
Coordination of Defense Responses

The coordination of these signaling path-
ways to result in defense responses is
complex and, like in animal systems, is
believed to involve the mitochondria. In
animals, the mitochondria interprets and
amplifies stress signals such as calcium
fluxes, ion fluxes, ROS, NO, and so on, to
result in release from the mitochondrion

of cell death activators, inhibitors, and in-
hibitor derepressors such as cytochrome c
to regulate apoptosis proteins, caspase cas-
cades, and cell death. In plants, however,
there is limited evidence for the involve-
ment of cytochrome c, and the caspase-like
proteins identified are not direct homologs
of those in animals. It has been proposed
that this lack of conservation is related
to the way that defense responses man-
ifest themselves in plants and animals.
In animals, programmed cell death has
to be strictly controlled to be rapid and
to ensure that the dead cells are removed
to prevent inflammation of adjacent cells.
In plants, however, the same evolutionary
constraints do not apply and a form of pro-
grammed oncosis appears to occur where
spread to adjacent cells can act to the ad-
vantage of the plant by forming a barrier
of dead cells through which the pathogen
cannot grow.

4
Concluding Remarks

Much has been learnt about the molecu-
lar basis of disease resistance in plants
and about the mechanisms of fungal,
oomycete, bacterial, and viral pathogenic-
ity. The dynamic coevolutionary processes
have resulted in multiple facets to the
mechanisms, with microbes acquiring
pathogenicity factors so that they can
colonize plants, plants evolving a com-
plex battery of defensive mechanisms,
pathogens developing ways to evade these,
and plants developing further layers of
resistance. Added to the general mech-
anisms that have been discussed, there
are also examples of resistance conferred
by recessive genes, such as the barley mlo
gene for resistance to powdery mildew, and
there are also many cases where resistance
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is controlled quantitatively by polygenic
resistance mechanisms, and our knowl-
edge of the molecular basis of this form of
resistance is in its infancy.

From a practical perspective, un-
derstanding the molecular basis of
plant–pathogen interactions has a range of
applications in crop protection. Molecular
diagnostics for detection and identifica-
tion of organisms can be developed to
supplement and enhance traditional di-
agnostic techniques, and can be used to
ensure that appropriate and targeted crop
protection strategies are used. Molecular
markers linked to traits such as resistance
genes can be used in breeding programs to
improve commercial cultivars. Molecular
genetics can also help with the identifi-
cation of new resistance genes. Specific
target elicitors from pathogens can be
screened on different accessions and wild
relatives of crop plants using transient ex-
pression vectors to identify new sources
of resistance for breeding into commer-
cial cultivars. Alternatively, DNA shuffling
techniques could be used to create large
numbers of recombinant resistance genes
from cloned resistance genes and resis-
tance gene analogs, and these could be
screened for new specificities.

There are also many technically feasi-
ble and tested approaches for controlling
disease through the genetic modifica-
tion of plants, using methods such as
pathogen-derived resistance, overexpres-
sion of defense-related genes or cloned
resistance genes. For example, viral coat
protein genes have been introduced into
plants to give effective pathogen-derived
resistance against many viruses, and the
Xa21 gene for rice resistance to Xan-
thomonas oryzae has been transferred at the
Rice Research Institute in the Philippines
from the wild species Oryzae longistami-
nata into elite cultivars, a process that has

been difficult to achieve through conven-
tional breeding.

Whether molecular biology will be used
in the future primarily to support con-
ventional crop protection methods or for
the genetic modification of plants will
depend on public acceptance and govern-
ment policies. Appropriate deployment is
also crucial to ensure that such techniques
do not simply perpetuate the development
of new ‘‘super-pathogens’’ capable of over-
coming the control methods. However,
there is no doubt that the use of molecu-
lar biology has dramatically increased our
understanding of plant-pathogen interac-
tions and will continue to do so as the
functions of more genes and gene prod-
ucts are identified in both pathogenicity
and resistance mechanisms.
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Büttner, D., Bonas, U. (2003) Common infection
strategies of plant and animal pathogenic
bacteria, Curr. Opin. Plant Biol. 6, 312–319.

Dangl, J.L., Jones, J.D.G. (2001) Plant pathogens
and integrated defence responses to infection,
Nature 411, 826–833.

Deising, H.B., Werner, S., Wernitz, M. (2000)
The role of fungal appressoria in plant
infection, Microbes Infect. 2, 1631–1641.

De Lorenzo, G., Ferrari, S. (2002) Polgalacturo-
nase-inhibiting proteins in defense against
phytopathogenic fungi, Curr. Opin. Plant Biol.
5, 295–299.

Del Sorbo, G., Schoonbeek, H-J., De Waard, M.A.
(2000) Fungal transporters involved in efflux
of natural toxic compounds and fungicides,
Fungal Genet. Biol. 30, 1–15.

Denny, T.P. (1999) Autoregulator-dependent
control of extracellular polysaccharide pro-
duction in phytopathogenic bacteria, Eur. J.
Plant Pathol. 105, 417–430.

Devoto, A., Muskett, P.R., Shirasu, K. (2003)
Role of ubiquitination in the regulation of
plant defence against pathogens, Curr. Opin.
Plant Biol. 6, 307–311.

Dixon, R.A. (2001) Natural products and plant
disease resistance, Nature 411, 843–847.

Drugeon, G., Urcuqui-Inchima, S., Milner, M.,
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Keywords

GMP
Good Manufacturing Practice (GMP) was established by WHO in 1968 to guarantee
the optimum degree of quality during production and processing of pharmaceuticals
(cGMP means under the current regulations of the authorities).

Transgenic
Organisms that have externally introduced foreign DNA/genes stably integrated into
their genome to, for example, produce desired substances like human insulin.

Plant-based Expression
Transgenic plants can be genetically modified with a gene of interest to produce a
biopharmaceutical of interest.

Glycosylation
It is the addition of polysaccharides to a certain molecule such as a protein. The
majority of proteins are synthesized in the rough endoplasmic reticulum (ER) where
they undergo glycosylation.

Bioreactor
It is a vessel in which a (bio)chemical process that involves organisms or biochemically
active substances (e.g. enzymes) derived from such organisms is carried out.

� Biopharmaceuticals are currently the mainstay products of the biotechnology market
and represent the fastest growing and, in many ways, the most exciting sector
within the pharmaceutical industry. The term ‘‘biopharmaceutical’’ was originated
in the 1980s, when a general consensus evolved that it represented a class of
therapeutics produced by means of modern biotechnologies. Already a quarter of
a century ago, ‘‘humulin’’ (recombinant human insulin, produced in E. coli and
developed by Genentech in collaboration with Eli Lilly) was approved and received
marketing authorization in the United States of America in 1982. Since then the
market for biopharmaceuticals has been steadily growing and currently nearly 150
biopharmaceuticals have gained approval for general human use (EU and USA). Over
this period it became obvious that production capacities for biopharmaceuticals with
‘‘conventional’’ bioreactors would be a bottleneck and that worldwide fermentation
capacities are limited. One exciting solution to these ‘‘capacity crunches’’ is the
use of transgenic plants to produce biopharmaceuticals. This article describes
different plant expression systems, their advantages and limitations, and concludes
by considering some of the innovations and trends likely to influence the future of
plant-based biopharmaceuticals.
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1
Introduction

Biopharmaceuticals, which are large mole-
cules produced by living cells, are currently
the mainstay products of the biotechnology
industry. Indeed, biologics such as Genen-
tech’s (Vacaville, CA, USA) human growth
factor somatropin or Amgen’s (Thousand
Oaks, CA, USA) recombinant erythropoi-
etin (EPO) have shown that biopharma-
ceuticals can benefit a huge number of
patients and also generate big profits for
these companies at the same time. The
single most lucrative product is EPO and
combined sales of the recombinant EPO
products ‘‘Procrit’’ (Ortho biotech) and
‘‘Epogen’’ (Amgen) have reportedly sur-
passed the $6.5 billion mark. But it has
also become obvious over the last couple
of years that current fermentation capaci-
ties will not be sufficient to manufacture all
biopharmaceuticals (in the market already
or in development), because the market
and demand for biologics is continuously
and very rapidly growing; for antibodies
alone (with at least 10 monoclonal an-
tibodies approved and being marketed),
the revenues are predicted to expand to
US$3 billion in 2002 and US$8 billion in
2008. The 10 monoclonal antibodies on
the market consume more than 75% of the
industry’s manufacturing capability. And
there are up to 60 more that are expected
to reach the market in the next six or seven
years. Altogether, there are about 1200
protein-based products in the pipeline with
a 20% growth rate and the market for
current and late stage (Phase III) is es-
timated to be US$42 billion in 2005 and
even US$100 billion in 2010. But, there
are obvious limitations of large-scale man-
ufacturing resources and production ca-
pacities – and pharmaceutical companies

are competing (see ref Knäblein (2004),
review).

To circumvent this capacity crunch, it
is necessary to look into other technolo-
gies rather than the established ones, like,
for example, Escherichia coli or CHO (Chi-
nese hamster ovary) cell expression. One
solution to avoid these limitations could
be the use of transgenic plants to ex-
press recombinant proteins at low cost,
in GMP (good manufacturing practice)
quality greenhouses (with purification and
fill finish in conventional facilities). Plants
therefore provide an economically sound
source of recombinant proteins, such as in-
dustrial enzymes, and biopharmaceuticals.
Furthermore, using the existing infrastruc-
ture for crop cultivation, processing, and
storage will reduce the amount of capital
investment required for commercial pro-
duction. For example, it was estimated that
the production costs of recombinant pro-
teins in plants could be between 10 and
50 times lower than those for producing
the same protein in E. coli and Alan Dove
describes a factor of thousand for cost of
protein (US dollar per gram of raw mate-
rial) expressed in, for example, CHO cells
compared to transgenic plants. So, at the
dawn of this new millennium, a solution is
imminent to circumvent expression capac-
ity crunches and to supply mankind with
the medicines we need. Providing the right
amounts of biopharmaceuticals can now
be achieved by applying our knowledge of
modern life sciences to systems that were
on this planet long time before us – plants.

2
Alternative Expression Systems

Currently, CHO cells are the most widely
used technology in biomanufacturing be-
cause they are capable of expressing
eukaryotic proteins (processing, folding,
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and posttranslational modifications) that
cannot be provided by E. coli. A long
track record exists for CHO cells, but
unfortunately they bring some problems
along when it comes to scaling up pro-
duction. Transport of oxygen (and other
gases) and nutrients is critical for the fer-
mentation process, as well as the fact that
heat must diffuse evenly to all cultured
cells. According to the Michaelis–Menten
equation, the growth rate depends on the
oxygen/nutrient supply; therefore, good
mixing and aeration are a prerequisite
for the biomanufacturing process and are
usually achieved by different fermentation
modes (see Fig. 1). But the laws of physics
set strict limits on the size of bioreac-
tors. For example, an agitator achieves
good heat flow and aeration, but with in-
creased fermenter size, shear forces also
increase and disrupt the cells – and build-
ing parallel lines of bioreactors multiplies
the costs linearly. A 10 000-L bioreactor
costs between US$ 250 000 to 500 000
and takes five years to build (concep-
tual planning, engineering, construction,
validation, etc.). An error in estimating de-
mand for, or inaccurately predicting the
approval of, a new drug can be incredibly
costly. To compound the problem, regu-
lators in the United States and Europe
demand that drugs have to be produced
for the market in the same system used to

produce them for the final round of clinical
trials, in order to guarantee bioequivalence
(e.g. toxicity, bioavailability, pharmacoki-
netics, and pharmacodynamics) of the
molecule. So, companies have to choose
between launching a product manufac-
tured at a smaller development facility
(and struggling to meet market demands)
or building larger, dedicated facilities for a
drug that might never be approved!

Therefore, alternative technologies are
used for the expression of biopharma-
ceuticals, some of them also at lower
costs involved (see Fig. 2). One such al-
ternative is the creation of transgenic
animals (‘‘pharming’’), but this suffers
from the disadvantage that it requires a
long time to establish such animals (ap-
proximately 2 years). In addition to that,
some of the human biopharmaceuticals
could be detrimental to the mammal’s
health, when expressed in the mammary
glands. This is why ethical debates some-
times arise from the use of transgenic
mammals for production of biopharma-
ceuticals. Although there are no ethical
concerns involved with plants, there are
societal ones that will be addressed later.
Another expression system (see Fig. 2) uti-
lizes transgenic chicken. The eggs, from
which the proteins are harvested, are
natural protein-production systems. But
production of transgenic birds is still

(a)

Mechanic: Agitator Pneumatic: Gassing Hydrodynamic: Pumps

(b) (c) (d)

Fig. 1 Different fermentation modes for
bioreactors. In order to achieve best aeration and
mixing and to avoid high shear forces, different
fermentation modes are applied. (a) mechanical,
(b) pneumatical, (c) hydrodynamic pumps,

(d) airlift reactor. Source: Kn
..
ablein J.

(2002) Transport Processes in Bioreactors and
Modern Fermentation Technologies, Lecture at
University of Applied Sciences,
Emden, Germany.
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Major technology

companies

$150 $1−$2$1−$2 $0.05
Estimated cost
(cost/g raw material)*

*Company estimates

Mammalian (CHO) cells

Amgen
  (Thousand Oaks, CA)
Genentech
  (S. San Francisco, CA)
  other current biologics
  manufacturers:
Crucell
  (Leiden, Netherlands)
  uses human cells

Transgenic mammal milk Transgenic chicken eggs Transgenic plants

Croptech
  (Blacksburg, VA)
Epicyte
  (San Diego, CA)
Large Scale Biology
  (Owensboro, KY)
Meristem Therapeutics
  (Clermont-Ferrand, France)
Prodigene
  (College Station, TX)

GTC Biotherapeutics
  (Framingham, MA)
PPL Therapeutics
  (Edinburgh, UK)
BioProtein
  (Paris, France)

Avigenics
  (Athens, GA)
Origen Therapeutics
  (Burlingame, CA)
TranXenoGen
  (shrewsbury, MA)
Viragen
  (Plantation, FL)
GeneWorks
  (Ann Arbor, MI)
Vivalis
  (Nantes, France)
 

Fig. 2 Companies and technologies in
biomanufacturing. A comparison of different
expression systems shows the big differences in
terms of costs, ranging from 150 US$ per gram

for CHO cells to 0.05 US$ per gram for
transgenic plants. Source: Dove, A.
(2002) Uncorking the biomanufacturing
bottleneck, Nat. Biotechnol. 20, 777–779.

several years behind transgenic mammal
technology. Intensive animal housing con-
straints also make them more susceptible
to disease (e.g. Asia 1997 or Europe 2003:
killing of huge flocks with thousands of
chicken suffering from fowl pest). In the
light of development time, experience,
costs, and ethical issues, plants are there-
fore the favored technology, since such
systems usually have short gene-to-protein
times (weeks), some are already well es-
tablished, and as mentioned before, the
involved costs are comparatively low. This
low cost of goods sold (COGS) for plant-
derived proteins is mainly due to low
capital costs: greenhouse costs are only
US$ 10 per m2 versus US$ 1000 per m2

for mammalian cells.

3
History of Plant Expression

Plants have been a source of medicinal
products throughout human evolution.
These active pharmaceutical compounds

have been primarily small molecules,
however. One of the most popular ex-
amples is aspirin (acetylsalicylic acid) to
relieve pain and reduce fever. A French
pharmacist first isolated natural salicin
(a chemical relative of the compound
used to make aspirin) from white wil-
low bark in 1829. Advances in genetic
engineering are now allowing for the
production of therapeutic proteins (as op-
posed to small molecules) in plant tissues.
Expression of recombinant proteins in
plants has been well documented since
the 1970s and has slowly gained credi-
bility in the biotechnology industry and
regulatory agencies. The first proof of
concept has been the incorporation of
insect and pest resistance into grains.
For example, ‘‘Bt corn’’ contains genes
from Bacillus thuringensis and is currently
being grown commercially. Genetic engi-
neering techniques are now available for
the manipulation of almost all commer-
cially valuable plants. Easy transforma-
tion and cultivation make plants suitable
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for production of virtually any recombi-
nant protein.

Plants have a number of advantages
over microbial expression systems, but
one of them is of outmost importance:
they can produce eukaryotic proteins in
their native form, as they are capable
of carrying out posttranslational modifi-
cations required for the biological activity
of many such proteins (see Fischer Schill-
berg (2004), books). These modifications
can be acetylation, phosphorylation, and
glycosylation, as well as others. Per se,
there is no restriction to the kind of pro-
teins that can be expressed in plants:
vaccines (e.g. pertussis or tetanus toxins),
serum proteins (e.g. albumin), growth fac-
tors (e.g. vascular endothelial growth factor
(VEGF), erythropoietin), or enzymes (e.g.
urokinase, glucose oxidase, or glucocere-
brosidase). However, enzymes sometimes
have very complex cofactors, which are es-
sential for their catalytic mode of action,
but cannot be supplied by most expression
systems. This is why, for the expression of
some enzymes, expression systems with
special features and characteristics need
to be developed. Another very important
class of proteins is the antibodies (e.g.
scFv, Fab, IgG, or IgA). More than 100
antibodies are currently used in clinical
trials as therapeutics, drug delivery vehi-
cles, in diagnostics and imaging, and in
drug discovery research for both screen-
ing and validation of targets. Again, plants
are considered as the system of choice
for the production of antibodies (‘‘plan-
tibodies’’) in bulk amounts at low costs.
Since the initial demonstration that trans-
genic tobacco (Nicotiana tabacum) is able
to produce functional IgG1 from mouse,
full-length antibodies, hybrid antibodies,
antibody fragments (Fab), and single-chain
variable fragments (scFv) have been ex-
pressed in higher plants for a number of

purposes. These antibodies can serve in
health care and medicinal applications, ei-
ther directly by using the plant as a food
ingredient or as a pharmaceutical or diag-
nostic reagent after purification from the
plant material. In addition, antibodies may
improve plant performance, for example,
by controlling plant disease or by modify-
ing regulatory and metabolic pathways.

4
Current Status of Plant-based Expression

4.1
SWOT Analysis Reveals a Ripe Market for
Plant Expression Systems

When I analyzed the different expres-
sion systems regarding their strengths,
weaknesses, opportunities, and threats
(SWOT), the advantages of plants and their
potential to circumvent the worldwide ca-
pacity limitations for protein production
became quite obvious (see Fig. 3). Compar-
ison of transgenic animals, mammalian
cell culture, plant expression systems,
yeast, and bacteria shows certain advan-
tages for each of the systems. In the
order in which the systems were just men-
tioned, we can compare them in terms
of their development time (speed). Trans-
genic animals have the longest cycle time
(18 months to develop a goat), followed
by mammalian cell culture, plants, yeast,
and bacteria (one day to transform E.
coli). If one looks at operating and capi-
tal costs, safety, and scalability, the data
show that plants are beneficial: therefore,
in the comparison (see Fig. 3), they are
shown on the right-hand side already.
But even for glycosylation, multimeric as-
sembly and folding (where plants are not
shown on the right-hand side, meaning
other systems are advantageous), some
plant expression systems are moving in
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Speed

Minus

Operating
cost

Captial
costs

Glyco-
sylation

Multimeric
assembly

Folding

Safety

Scalability

Bacteria Yeast
TRENDS in Biotechnology 
Vol.20 No.12, 2002Plants

Transgenic
animals

Mammalian
cell culture

PlusStrengths
Access new manufacturing facilities

High production rates/high protein yield

Relatively fast 'gene to protein' time

Safety benefits;no human pathogens/no TSE

Stable cell lines/high genetic stability

Simple medium (water, minerals & light)

Easy purification (ion exchange vs protA)

•

•
•

•

•

•

•

•

•

•

•

•

•

•

Weaknesses
No approved products yet (but Phase III)

No final guidelines yet (but drafts available)

Opportunities

Reduce projected COGS

Escape capacity limitations

Achieve human-like glycosylation

Threats

Food chain contamination

Segregation risk

Fig. 3 SWOT analysis of plant expression
systems. Plant expression systems have a lot of
advantages (plus) over other systems and are
therefore mostly shown on the right-hand side of
the picture (Raskin, I., Fridlender, B., et al.
(2002) Plants and human health in the
twenty-first century, Trends Biotechnol. 20,
522–531). Herein different systems (transgenic
animals, mammalian cell culture, plants, yeast,
and bacteria) are compared in terms of speed
(how quickly they can be developed), operating
and capital costs, and so on, and plants are
obviously advantageous. Even for glycosylation,

assembly, and folding, where plants are not
shown on the right-hand side (meaning other
systems are advantageous), some plant
expression systems are moving in that direction
(as will be shown exemplarily in the section on
moss). Also the weaknesses and threats can be
dealt with, using the appropriate plant
expression system. Source: Kn

..
ablein J. (2003)

Biotech: A New Era In The New
Millennium – From Plant Fermentation To Plant
Expression Of Biopharmaceuticals, PDA
International Congress, Prague, Czech Republic.

that direction. An example of this is the
moss system from the company greenova-
tion Biotech GmbH (Freiburg, Germany),
which will be discussed in detail in the
example section. This system performs
proper folding and assembly of even such
complex proteins like the homodimeric
VEGF. Even the sugar pattern could suc-
cessfully be reengineered from plant to
humanlike glycosylation.

In addition to the potential of perform-
ing human glycosylation, plants also enjoy
the distinct advantage of not harboring

any pathogens, which are known to harm
animal cells (as opposed to animal cell cul-
tures and products), nor do the products
contain any microbial toxins, TSE (Trans-
missible Spongiform Encephalopathies),
prions, or oncogenic sequences. In fact,
humans are exposed to a large, con-
stant dose of living plant viruses in the
diet without any known effects/illnesses.
Plant production of protein therapeutics
also has advantages with regard to their
scale and speed of production. Plants
can be grown in ton quantities (using



392 Plant-based Expression of Biopharmaceuticals

existing plant/crop technology, like com-
mercial greenhouses), be extracted with
industrial-scale equipment, and produce
kilogram-size yields from a single plot of
cultivation. These economies of scale are
expected to reduce the cost of production
of pure pharmaceutical-grade therapeutics
by more than 2 orders of magnitude ver-
sus current bacterial fermentation or cell
culture reactor systems (plus raw material
COGS are estimated to be as low as 10%
of conventional cell culture expenses).

Although a growing list of heterolo-
gous proteins were successfully produced
in a number of plant expression systems
with their manifold advantages, there are
also obvious downsides. One weakness is
that no product has been approved for
the market yet (but will be soon, since
some are in Phase III clinical trials al-
ready, see Table 1). The other weakness
is that no final regulatory guidelines ex-
ist. But as mentioned before, regulatory
authorities (Food and Drug Administra-
tion (FDA), European Medicine Evaluation
Agency (EMEA), and Biotechnology Regu-
latory Service (BRS) and the Biotechnology
Industry Organization (BIO) have drafted
guidelines on plant-derived biopharma-
ceuticals (see Table 2) and have asked
the community for comments. The FDA
has also issued several PTC (Points To
Consider) guidelines about plant-based bi-
ologics, and review of the July 2002 PTC
confirms that the FDA supports this field
and highlights the benefits of plant ex-
pression systems – including the absence
of any pathogens to man from plant ex-
tracts. The main concerns of using plant
expression systems are societal ones about
environmental impacts, segregation risk,
and contamination of the food chain.
But these threats can be dealt with, us-
ing nonedible plants (nonfood, nonfeed),

applying advanced containment technolo-
gies (GMP greenhouses, bioreactors) and
avoiding open-field production.

Owing to the obvious strengths of plant
expression systems, there has been explo-
sive growth in the number of start-up
companies. Since the 1990s, a number
of promising plant expression systems
have been developed, and in response to
this ‘‘blooming field’’ big pharmaceutical
companies have become more interested.
Now, the plant expression field is ‘‘ripe’’
for strategic alliances, and, in fact, the
last year has seen several major biotech
companies begin partnerships with such
plant companies. The selection of several
such partnerships shown in Table 1 clearly
demonstrates that, in general, there has
been sufficient experimentation with var-
ious crops to provide the overall proof of
concept that transgenic plants can pro-
duce biopharmaceuticals. However, and
this can be seen in the table as well, the
commercial production of biopharmaceu-
ticals in transgenic plants is still in the
early stages of development and yet the
most advanced products are in Phase III
clinical development.

4.2
Risk Assessment and Contingency
Measures

For a number of reasons, including the
knowledge base developed on genetically
modifying its genome, industrial pro-
cesses for extracting fractionated products
and the potential for large-scale produc-
tion, the preferred plant expression system
has been corn. However, the use of
corn touches on a potential risk: some
environmental activist groups and trade
associations are concerned about the effect
on the environment and possible contam-
ination of the food supply. These issues
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are reflected in the regulatory guidelines
and have been the driving force to inves-
tigate other plants as well. While many
mature and larger companies have been
working in this area for many years, there
are a number of newcomers that are de-
veloping expertise as well. These smaller
companies are reacting to the concerns
by looking at the use of nonedible plants
that can be readily raised in greenhouses.
All potential risks have to be assessed
and contingency measures need to be es-
tablished. Understanding the underlying
issues is mandatory to make sophisticated
decisions about the science and subse-
quently on the development of appropriate
plant expression systems for production of
biopharmaceuticals.

Ongoing public fears from the food
industry and the public, particularly in
Europe (‘‘Franken Food’’) could have
spillover effects on plant-derived pharma-
ceuticals. Mistakes and misunderstand-
ings have already cost the genetically
enhanced grain industry hundreds of mil-
lions of dollars. The only way to prevent
plant expression systems from suffer-
ing the same dilemma is to provide the
public with appropriate information on
emerging discoveries and newly developed
production systems for biopharmaceuti-
cals. Real and theoretical risks involve
the spread of engineered genes into wild
plants, animals, and bacteria (horizontal
transmission). For example, if herbicide
resistance was transmitted to weeds, or
antibiotic resistance was to be transmitted
to bacteria, superpathogens could result. If
these genetic alterations were transmitted
to their progeny (vertical transmission), an
explosion of the pathogens could cause ex-
tensive harm. An example of this occurred
several years ago, when it was feared that
pest-resistant genes had been transmit-
ted from Bt corn to milkweed – leading

to the widespread death of Monarch but-
terflies. Although this was eventually not
found to be the case, the public outcry
over the incident was a wake-up call to
the possible dangers of transgenic food
technology. To avoid the same bad per-
ception for biopharmaceuticals expressed
in plants, there is the need for thor-
ough risk assessment and contingency
planning. One method is the employ-
ment of all feasible safety strategies to
prevent spreading of engineered DNA (ge-
netic drift), like a basic containment in
a greenhouse environment. Although no
practical shelter can totally eradicate insect
and rodent intrusion, this type of isolation
is very effective for self-pollinators and
those plants with small pollen dispersal
patterns. The use of species-specific, frag-
ile, or poorly transmissible viral vectors
is another strategy. Tobacco mosaic virus
(TMV), for example, usually only infects a
tobacco host.

It requires an injury of the plant to
gain entry and cause infection. Destruction
of a field of TMV-transformed tobacco
requires only plowing under or application
of a herbicide. These factors prevent both
horizontal and vertical transmission. In
addition, there is no known incidence of
plant viruses infecting animal or bacterial
cells. Another approach is to avoid stable
transgenic germlines and therefore most
uses of transforming viruses do not
involve the incorporation of genes into
the plant cell nucleus. By definition, it is
almost impossible for these genes to be
transmitted vertically through pollen or
seed. The engineered protein product is
produced only by the infected generation
of plants. Another effective way to reduce
the risk of genetic drift is the use of
plants that do not reproduce without
human aid. The modern corn plant
cannot reproduce without cultivation and
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the purposeful planting of its seeds.
If a plant may sprout from grain, it
still needs to survive the wintering-over
process and gain access to the proper
planting depth. This extinction process is
so rapid, however, that the errant loss of
an ear of corn is very unlikely to grow
a new plant. Another very well-known
example of self-limited reproduction is
the modern banana. It propagates almost
exclusively through vegetative cloning (i.e.
via cuttings).

Pollination is the natural way for most
plants to spread their genetic information,
make up new plants, and to deliver their
offspring in other locations. The use of
plants with limited range of pollen dis-
persal and limited contact with compatible
wild hosts therefore is also very effective
to prevent genetic drift. Corn, for exam-
ple, has pollen, which survives for only
10 to 30 min and, hence, has an effective
fertilizing radius of less than 500 m. In
North America, it has no wild-type rela-
tives with which it could cross-pollinate.
In addition to being spatially isolated from
nearby cornfields, transgenic corn can be
‘‘temporally isolated’’ by being planted
at least 21 days earlier or 21 days later
than the surrounding corn, to ensure
that the fields are not producing flowers
at the same time. Under recent USDA
(U.S. Department of Agriculture) regula-
tions, the field must also be planted with
equipment dedicated to the genetically
modified crop. For soybeans, the situa-
tion is different, since they are virtually
100% self-fertilizers and can be planted in
very close proximity to other plants without
fear of horizontal spread. Another option
is the design of transgenic plants that have
only sterile pollen or – more or less only
applicable for greenhouses – completely
prevent cross-pollination by covering the
individual plants. One public fear regards

spreading antibiotic resistance from one
(transgenic donor) plant to other wild-
type plants or bacteria in the environment.
Although prokaryotic promoters for an-
tibiotic resistance are sometimes used
in the fabrication and selection of trans-
genic constructs, once a transgene has
been stably incorporated into the plant
genome, it is under the control of plant
(eukaryotic) promoter elements. Hence,
antibiotic-resistance genes are unable to
pass from genetically altered plants into
bacteria and remain functional. As stated
earlier, another common fear is the cre-
ation of a ‘‘super bug.’’ The chance of
creating a supervirulent virus or bacterium
from genetic engineering is unlikely, be-
cause the construction of expression cas-
settes from viral or bacterial genomes
involves the removal of the majority of
genes responsible for the normal function
of these organisms. Even if a resul-
tant organism is somewhat functional,
it cannot compete for long in nature
with normal, wild-type bacteria of the
same species.

As one can see from the aforementioned
safety strategies, considerable effort is
put into the reduction of any potential
risk from the transgenic plant for the
environment. In general, the scientific
risk can be kept at a minimum, if
common sense is applied – in accordance
with Thomas Huxley (1825–1895) that
‘‘Science is simply common sense at its
best.’’ For example, protein toxins (for
vaccine production) should never be grown
in food plants.

Additionally, the following can be em-
ployed as a kind of risk management to
prevent the inappropriate or unsafe use of
genetically engineered plants:

• An easily recognized phenotypic char-
acteristic can be coexpressed in an
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engineered product (e.g. tomatoes that
contain a therapeutic protein can be
selected to grow in a colorless variety
of fruit).

• Protein expression can be induced only
after harvesting or fruit ripening. For
example, CropTech’s (Blacksburg, VA,
USA) inducible expression system in
tobacco, MeGA-PharM, leads to very
efficient induction upon leaf injury (har-
vest) and needs no chemical inducers.
This system possesses a fast induction
response and protein synthesis rate, and
thus leads to high expression levels with
no aged product in the field (no environ-
mental damage accumulation).

• Potentially antigenic or immunomodu-
latory products can be induced to grow
in, or not to grow in, a certain plant tis-
sue (e.g. root, leaf/stem, seed, or pollen).
In this way, for example, farmers can be
protected from harmful airborne pollen
or seed dusts.

• Although no absolute system can pre-
vent vandalism or theft of the transgenic
plants, a very effective, cheap solution
has been used quietly for many years
now in the United States. Plots of these
modified plants are being grown with
absolutely no indication that they are
different from a routine crop. In the
Midwest, for example, finding a trans-
genic corn plot among the millions of
acres of concurrently growing grain is
virtually impossible. The only question
here is, if this approach really helps
facilitating a fair and an open discus-
sion with the public. Asking the same
question for the EU is not relevant:
owing to labeling requirements, this ap-
proach would not be feasible, as, in
general, it is much more difficult to
perform open-field studies with trans-
genic plants.

5
The Way Forward: Moving Plants to
Humanlike Glycosylation

As discussed earlier, plant production of
therapeutic proteins has many advantages
over bacterial systems. One very impor-
tant feature of plant cells is their capability
of carrying out posttranslational modifica-
tions. Since they are eukaryotes (i.e. have a
nucleus), plants produce proteins through
an ER (endoplasmatic reticulum) pathway,
adding sugar residues also to the pro-
tein – a process called glycosylation. These
carbohydrates help determine the three-
dimensional structures of proteins, which
are inherently linked to their function and
their efficacy as therapeutics. This glycosy-
lation also affects protein bioavailability
and breakdown of the biopharmaceuti-
cal; for example, proteins lacking terminal
sialic acid residues on their sugar groups
are often targeted by the immune system
and are rapidly degraded. The glycosyla-
tion process begins by targeting the protein
to the ER. During translation of mRNA
(messenger RNA) into protein, the ribo-
some is attached to the ER, and the nascent
protein fed into the lumen of the ER as
translation proceeds. Here, one set of gly-
cosylation enzymes attaches carbohydrates
to specific amino acids of the protein.
Other glycosylation enzymes either delete
or add more sugars to the core structures.
This glycosylation process continues into
the Golgi apparatus, which sorts the new
proteins, and distributes them to their final
destinations in the cell (see Fig. 4). Bacte-
ria lack this ability and therefore cannot
be used to synthesize proteins that require
glycosylation for activity. Although plants
have a somewhat different system of pro-
tein glycosylation from mammalian cells,
the differences usually prove not to be a
problem. Some proteins, however, require
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Fig. 4 The glycosylation pathway via ER and Golgi apparatus. In the cytosol,
carbohydrates are attached to a lipid precursor, which is then transported into the
lumen of the ER to finish core glycosylation. This glycan is now attached to the
nascent, folding polypeptide chain (which is synthesized by ribosomes attached to
the cytosolic side of the ER from where it translocates into the lumen) and
subsequently trimmed and processed before it is folded and moved to the Golgi
apparatus. Capping of the oligosaccharide branches with sialic acid and fucose is the
final step on the way to a mature glycoprotein. Source: Dove, A. (2001) The
bittersweet promise of glycobiology, Nat. Biotechnol. 19, 913–917.

Transgenic
animals

Native
glycoproteins

Bacteria Yeast Transgenic
plants

Peptide

Xylose Fucose

Galactose Mannose

N-acetylglucosamine

N-glycolylneuraminic acid

N-acetylneuraminic acid

Fig. 5 Engineering plants to humanlike glycosylation. The first step to achieve humanlike
glycosylation in plants is to eliminate the plant glycosylation pattern, that is, the attachment of β

1–2 linked xylosyl- and α 1–3 linked fucosyl sugars to the protein. Because these two residues
have allergenic potential, the corresponding enzymes Xylosyl- and Fucosyl Transferase are
knocked out. In case galactose is relevant for the final product, Galactosyl Transferase is inserted
into the host genome. Galactose is available in the organism so that this single gene insertion is
sufficient to ensure galactosylation. Source: Kn

..
ablein J. (2003) Biotech: A New Era In The New

Millennium – Biopharmaceutic drugs manufactured in novel expression systems,
DECHEMA-Jahrestagung der Biotechnologen, Munich, Germany, 21.
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humanlike glycosylation (see Fig. 5) – they
must have specific sugar structures at-
tached to the correct sites on the molecule
to be maximally effective. Therefore, some
efforts are being made in modifying host
plants in such a way that they provide
the protein with human glycosylation pat-
terns. One example of modifying a plant
expression system in this way is the trans-
genic moss, which will be discussed in the
next section.

6
Three Promising Examples: Tobacco
(Rhizosecretion, Transfection) and Moss
(Glycosylation)

To further elaborate on improving glycosy-
lation and downstream processing, three
interesting plant expression systems will
be discussed. All systems share the advan-
tage of utilizing nonedible plants (nonfood
and nonfeed) and can be kept in either a
greenhouse or a fermenter to avoid any
segregation risk. Another obvious advan-
tage is secretion of the protein into the
medium so that no grinding or extrac-
tion is required. This is very important in
light of downstream processing: protein
purification is often as expensive as the
biomanufacturing and should never be un-
derestimated in the total COGS equation.

6.1
Harnessing Tobacco Roots to Secrete
Proteins

Phytomedics (Dayton, NJ, USA) uses to-
bacco plants as an expression system for
biopharmaceuticals. Besides the advantage
of being well characterized and used in
agriculture for some time, tobacco has
a stable genetic system, provides high-
density tissue (high protein production),

needs only simple medium, and can be
kept in a greenhouse (see Fig. 6). Opti-
mized antibody expression can be rapidly
verified using transient expression assays
(short development time) in the plants
before creation of transgenic suspension
cells or stable plant lines (longer devel-
opment time). Different vector systems,
harboring targeting signals for subcellular
compartments, are constructed in parallel
and used for transient expression. Apply-
ing this screening approach, high express-
ing cell lines can rapidly be identified. For
example, transgenic tobacco plants, trans-
formed with an expression cassette con-
taining the GFP (Green Fluorescent Pro-
tein) gene fused to an aps (amplification-
promoting sequence), had greater levels of
corresponding mRNAs and expressed pro-
teins compared to transformants lacking
aps. Usually, downstream processing (iso-
lation/extraction and purification of the
target protein) is limiting for such a sys-
tem, for example, if the protein has to
be isolated from biochemically complex
plant tissues (e.g. leaves), this can be a
laborious and expensive process and a
major obstacle to large-scale protein man-
ufacturing. To overcome this problem,
secretion-based systems utilizing trans-
genic plant cells or plant organs aseptically
cultivated in vitro would be one solution.
However, in vitro systems can be expen-
sive, slow growing, unstable, and relatively
low yielding. This is why another inter-
esting route was followed. Secretion of
molecules is a basic function of plant
cells and organs in plants, and is espe-
cially developed in plant roots. In order
to take up nutrients from the soil, inter-
act with other soil organisms, and defend
themselves against numerous pathogens,
plant roots have evolved sophisticated
mechanisms based on the secretion of
different biochemicals (including proteins
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Root secretion, easy recovery

Greenhouse contained tanks

High density tissue

Salts and water only

Tobacco is well characterized

Stable genetic system

Phytomedics (tobacco):

Fig. 6 Secretion of the biopharmaceuticals via
tobacco roots. The tobacco plants are genetically
modified in such a way that the protein is
secreted via the roots into the medium
(‘‘rhizosecretion’’). In this example, the tobacco
plant takes up nutrients and water from the
medium and releases GFP (Green Fluorescent
Protein). Examination of root cultivation medium
by its exposure to near ultraviolet-illumination
reveals the bright green-blue fluorescence
characteristics of GFP in the hydroponic medium

(left flask in panel lower left edge). The picture
also shows a schematic drawing of the
hydroponic tank, as well as tobacco plants at
different growth stages, for example, callus, fully
grown, and greenhouse plantation. Source:
Kn

..
ablein J. (2003) Biotech: A New Era in the New

Millennium – Biopharmaceutic Drugs
Manufactured in Novel Expression Systems,
DECHEMA-Jahrestagung der Biotechnologen,
Munich, Germany, 21. (See color plate. p. xxv)

like toxins) into their neighborhood (rhi-
zosphere). In fact, Borisjuk and coworkers
could demonstrate that root secretion can
be successfully exploited for the continu-
ous production of recombinant proteins
in a process termed ‘‘rhizosecretion.’’ Here,
an endoplasmic reticulum signal peptide
is fused to the recombinant protein, which
is then continuously secreted from the
roots into a simple hydroponic medium
(based on the natural secretion from roots
of the intact plants). The roots of the to-
bacco plant are sitting in a hydroponic
tank (see Fig. 6), taking up water and
nutrients and continuously releasing the
biopharmaceutical. By this elegant set up,
downstream processing becomes easy and
cost-effective, and also offers the advantage

of continuous protein production that in-
tegrates the biosynthetic potential of a
plant over its lifetime and might lead to
higher protein yields than single-harvest
and extraction methods. Rhizosecretion is
demonstrated in Fig. 6, showing a trans-
genic tobacco plant expressing GFP and
releasing it into the medium.

6.2
High Protein Yields Utilizing Viral
Transfection

ICON Genetics (Halle, Germany) has de-
veloped a protein-production system that
relies on rapid multiplication of viral vec-
tors in an infected tobacco plant (see
Fig. 7). Viral transfection systems offer
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Expression in plant tissue

(d)(c)

(b)

ICON Genetics (tobacco):
•

•

•

•

Viral transfection
Fast development
High protein yields
Coexpression of genes

(a)

GFP

CP RbcS

RbcL

Coom assie gel

Fig. 7 Viral transfection of tobacco plants. This new generation platform for fast (1 to 2
weeks), high-yield (up to 5 g kg−1 fresh leaf weight) production of biopharmaceuticals
is based on proviral gene amplification in a nonfood host. Antibodies, antigens,
interferons, hormones, and enzymes could successfully be expressed with this system.
The picture shows development of initial symptoms on a tobacco following the
Agrobacterium-mediated infection with viral vector components that contain a GFP
gene (a); this development eventually leads to a systemic spread of the virus, literally
converting the plant into a sack full of protein of interest within two weeks (b). The
system allows to coexpress two proteins in the same cell, a feature that allows
expression of complex proteins such as full-length monoclonal antibodies. Panels
(c) and (d) show the same microscope section with the same cells, expressing Green
Fluorescent Protein (c) and Red Fluorescent Protein (d) at the same time. The yield and
total protein concentration achievable are illustrated by a Coomassie gel with proteins
in the system: GFP (protein of interest), CP (coat protein from wild-type virus), RbcS
and RbcL (small and large subunit of ribulose-1,5-bisphosphate carboxylase). Source:
Kn

..
ablein J. (2003) Biotech: A New Era in the New Millennium – Biopharmaceutic Drugs

Manufactured in Novel Expression Systems, DECHEMA-Jahrestagung der Biotechnologen,
Munich, Germany, 21. (See color plate. p. xxv)

a number of advantages, such as very
rapid (1 to 2 week) expression time,
possibility of generating initial milligram
quantities within weeks, high expression
levels, and so on. However, the existing
viral vectors, such as TMV-based vectors
used by, for example, Large Scale Biology
Corp. (Vacaville, CA, USA) for production
of single-chain antibodies for treatment
of non-Hodgkin lymphoma (currently in
Phase III clinical trials, see Table 1), had
numerous shortcomings, such as inabil-
ity to express genes larger than 1 kb,
inability to coexpress two or more pro-
teins (a prerequisite for production of

monoclonal antibodies, because they con-
sist of the light and heavy chains, which
are expressed independently and are sub-
sequently assembled), low expression level
in systemically infected leaves, and so on.
ICON has solved many of these problems
by designing a process that starts with
an assembly of one or more viral vec-
tors inside a plant after treating the leaves
with agrobacteria, which deliver the nec-
essary viral vector components. ICON’s
proviral vectors provide advantages of fast
and high-yield amplification processes in a
plant cell, simple and inexpensive assem-
bly of expression cassettes in planta, and
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full control of the process. The robustness
of highly standardized protocols allows the
use of inherently the same safe protocols
for both laboratory-scale as well as indus-
trial production processes. In this system,
the plant is modified transiently rather
than genetically and reaches the speed and
yield of microbial systems while enjoying
posttranslational capabilities of plant cells.
De- and reconstructing of the virus adds
some safety features and also increases ef-
ficiency. There is no ‘‘physiology conflict,’’
because the ‘‘growth phase’’ is separated
from the ‘‘production phase,’’ so that no
competition occurs for nutrients and other
components required for growth and also
for expression of the biopharmaceutical at
the same time.

This transfection-based platform allows
the production of proteins in a plant host at
a cost of US$1 to 10 per gram of crude pro-
tein. The platform is essentially free from
limitations (gene insert size limit, inability
to express more than one gene) of current
viral vector-based platforms. The expres-
sion levels reach 5 g per kilogram of fresh
leaf tissue (or some 50% of total cellular
protein!) in 5 to 14 days after inoculation.
Since the virus process (in addition to su-
perhigh production of its own proteins,
including the protein of interest) leads to
the shutoff of the other cellular protein
synthesis, the amount of protein of inter-
est in the initial extract is extremely high
(Fig. 7). It thus results in reduced costs of
downstream processing. Milligram quan-
tities can be produced within two weeks,
gram quantities in 4 to 6 months, and
the production system is inherently scal-
able. A number of high-value proteins have
been successfully expressed, including an-
tibodies, antigens, interferons, hormones,
and enzymes (see Klimyuk, Marillonnet,
Knäblein, McCaman, Gleba (2005), books).

6.3
Simple Moss Performs Complex
Glycosylation

Greenovation Biotech GmbH (Freiburg,
Germany) has established an innovative
production system for human proteins.
The system produces pharmacologically
active proteins in a bioreactor, utilizing
a moss (Physcomitrella patens) cell cul-
ture system with unique properties (see
Fig. 8). It was stated before that posttrans-
lational modifications for some proteins
are crucial to gain complete pharmaco-
logical activity. Since moss is the only
known plant system that shows a high
frequency of homologous recombination,
this is a highly attractive tool for produc-
tion strain design. By establishing stable
integration of foreign genes (gene knock-
out and new transgene insertion) into the
plant genome, it can be programmed to
produce proteins with modified glycosyla-
tion patterns that are identical to animal
cells. The moss is photoautotrophic and
therefore only requires simple media for
growth, which consist essentially of wa-
ter and minerals. This reduces costs and
also accounts for significantly lower in-
fectious and contamination risks, but in
addition to this, the system has some
more advantages:

• The transient system allows production
of quantities for a feasibility study
within weeks – production of a stable
expression strain takes 4 to 6 months.

• On the basis of transient expression
data, the yield of stable production lines
is expected to reach 30 mg L−1 per
day. This corresponds to the yield of
a typical fed-batch culture over 20 days
of 600 mg L−1.

• Bacterial fermentation usually requires
addition of antibiotics (serving as se-
lection marker and to avoid loss of the
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• Simple medium (photoautotrophic plant needs only water and minerals)

• Robust expression system (good expression levels from 15 to 25°C)

• Secretion into medium via human leader sequence (broad pH range: 4-8)

• Easy purification from low salt medium via ion exchange

• Easy genetic modifications to cell lines

• Stable cell lines / high genetic stability

• Codon usage like human (no changes required)

• Inexpensive bioreactors from the shelf

• Nonfood plant (no segregation risk)

• Good progress on genetic modification of glycosylation
pathways (plant to human)

Greenovation (moss system):

Fig. 8 Greenovation use a fully contained moss bioreactor. This company has established
an innovative production system for human proteins. The system produces
pharmacologically active proteins in a bioreactor, utilizing a moss (Physcomitrella patens)
cell culture system with unique properties. Source: Kn

..
ablein J. (2003) Biotech: A New Era in

the New Millennium – Biopharmaceutic drugs Manufactured in Novel Expression Systems,
DECHEMA-Jahrestagung der Biotechnologen, Munich, Germany, 21.

expression vector). For moss cultivation,
no antibiotics are needed – this avoids
the risk of traces of antibiotics having
a significant allergenic potential in the
finished product.

• Genetic stability is provided by the
fact that the moss is grown in small
plant fragments and not as proto-
plasts or tissue cultures avoiding so-
maclonal variation.

• As a contained system, the moss biore-
actor can be standardized and validated
according to GMP standards mandatory
in the pharmaceutical industry.

• Excretion into the simple medium is
another major feature of the moss biore-
actor, which greatly facilitates down-
stream processing.

As discussed in detail, the first step to
get humanlike glycosylation in plants is

to eliminate the plant glycosylation, for
example, the attachment of β-1-2-linked
xylosyl and α-1-3-linked fucosyl sugars to
the protein, because these two residues
have allergenic potential. Greenovation
was able to knockout the relevant glyco-
sylation enzymes xylosyl transferase and
fucosyl transferase, which was confirmed
by RT-PCR (reverse transcriptase PCR).
And indeed, xylosyl and fucosyl residues
were completely removed from the glyco-
sylation pattern of the expressed protein
as confirmed by MALDI-TOF (matrix as-
sisted laser desorption ionization time of
flight) mass spectroscopy analysis (see
Fig. 9).

A very challenging protein to express is
VEGF because this homodimer consists
of two identical monomers linked via
a disulfide bond. To produce VEGF in
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Successful knockout of Xylosyl transferase in moss
XT-KO plants: RT-PCR and MALDI-TOF analysis

MALDI

Xylosyl transferaseRT-PCR

Control:
APS reductase (R10 and R11)

XT114F/
XT15R

R10/R11

Fig. 9 Knockout of Xylosyl Transferase in moss. To avoid undesired
glycosylation, greenovation knocked out the Xylosyl and Fucosyl
Transferase, as confirmed by RT-PCR. MALDI-TOF results show that
indeed, xylosyl- and fucosyl-residues were completely removed from
the glycosylation pattern of the expressed protein (data for knockout of
Fucosyl Transferase not shown). Source: Kn

..
ablein J. (2003) Biotech: A

New Era in the New Millennium – Biopharmaceutic Drugs Manufactured
in Novel Expression Systems, DECHEMA-Jahrestagung der
Biotechnologen, Munich, Germany, 21.
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Fig. 10 Greenovation could successfully
express the biopharmaceutical VEGF. This
growth factor is a very complex protein
consisting of two identical monomers linked via
a disulfide-bond. To produce VEGF in an active
form, the monomers need to be expressed to the
right level, correctly folded, assembled, and

linked via the disulfide-bond. The analytical
assays clearly show that expression in moss
yielded completely active VEGF. Source:
Kn
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ablein J. (2003) Biotech: A New Era in the New

Millennium – from Plant Fermentation to Plant
Expression of Biopharmaceuticals, PDA
International Congress, Prague, Czech Republic.



404 Plant-based Expression of Biopharmaceuticals

30 L pilot reactor for moss Two weeks after incubation

Fig. 11 Scaling of photobioreactors up to
several 1000 L. The moss bioreactor is based on
the cultivation of Physcomitrella patens in a
fermenter. The moss protonema is grown under
photoautotrophic conditions in a medium that
consists essentially of water and minerals. Light
and carbon dioxide serve as the only energy and
carbon sources. Cultivation in suspension allows

scaling of the photobioreactors up to several
1000 L. Adaptation of existing technology for
large-scale cultivation of algae is done in
cooperation with the Technical University of
Karlsruhe. Source: greenovation Biotech GmbH
(Freiburg, Germany) and Professor C. Posten,
Technical University (Karlsruhe, Germany).

an active form, the following need to
be provided:

• Monomers need to be expressed to the
right level.

• Monomers need to be correctly folded.
• Homodimer needs to be correctly as-

sembled and linked via a disulfide bond.
• Complex protein needs to be secreted in

its active form.

And in fact, all this could be achieved
with the transgenic moss system as shown
in Fig. 10. These results are very promising
because they demonstrate that this system
is capable of expressing even very complex
proteins. In addition to that, the moss
system adds no plant-specific sugars to the
protein – a major step toward humanlike
glycosylation. Furthermore, moss is a
robust expression system leading to high
yields at 15 to 25 ◦C and the pH can
be adjusted from 4 to 8 depending on

the optimum for the protein of interest.
Adapting existing technology for large-
scale cultivation of algae, fermentation of
moss in suspension culture allows scaling
of the photobioreactors up to several
1000 L (see Fig. 11). Finally, the medium is
inexpensive, since only water and minerals
are sufficient.

7
Other Systems Used for Plant Expression

Several different plants have been used
for the expression of proteins in plants.
All these systems have certain advantages
regarding edibility, growth rate, scalability,
gene-to-protein time, yield, downstream
processing, ease of use, and so on, which
I will not discuss in further detail here. A
selection of different expression systems
is listed:
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Alfalfa Ethiopian
mustard

Potatoes

Arabidopsis Lemna Rice
Banana Maize Soybean
Cauliflower Moss Tomatoes
Corn Oilseeds Wheat

Some of these systems have been used
for research on the basis of their ease
of transformation, well-known characteri-
zation, and ease to work with. However,
they are not necessarily appropriate for
commercial production. Which crop is ul-
timately used for full-scale commercial
production will depend on a number of
factors including

• time to develop an appropriate system
(gene-to-protein);

• section of the plant expressing the
product/possible secretion;

• cost and potential waste products
from extraction;

• ‘‘aged’’ product/ease of storage;
• long-term stability of the storage tissue;
• quantities of protein needed (scale

of production).

Depending on the genetic complexity
and ease of manipulation, the develop-
ment time to produce an appropriate
transgenic plant for milligram production
of the desired protein can vary from 10
to 12 months in corn as compared to only
weeks in moss. Estimates for full GMP
production in corn are 30 to 36 months
and approximately 12 months for moss.
Expression of the protein in various tissues
of the plant can result in a great variation in
yield. Expression in the seed can often lead
to higher yields than in the leafy portion of
the plant. This is another explanation for
the high interest in using corn, which has
a relatively high seed-to-leaf ratio. Extrac-
tion from leaf can be costly as it contains a

high percentage of water, which could re-
sult in unavoidable proteolysis during the
process. Proteins stored in seeds can be
desiccated and remain intact for long peri-
ods of time. The purification and extraction
of the protein is likely to be done by adapta-
tions of current processes for the extraction
and/or fractionation. For these reasons, it
is anticipated that large-scale commercial
production of recombinant proteins will
involve grain and oilseed crops such as
maize, rice, wheat, and soybeans. On the
basis of permits for open-air test plots
issued by the USDA for pharmaceutical
proteins and industrial biochemicals, corn
is the crop of choice for production with
73% of the permits issued. The other major
crops are soybeans (12%), tobacco (10%),
and rice (5%).

In general, the use of smaller plants that
can be grown in greenhouses is an effective
way of producing the biopharmaceuticals
and alleviating concerns from environ-
mental activist groups that the transgenic
plant might be harmful to the environ-
ment (food chain, segregation risk, genetic
drift, etc.).

8
Analytical Characterization

Validated bioanalytical assays are essential
and have to be developed to characterize
the biopharmaceuticals during the produc-
tion process (e.g. in-process control) and
to release the final product for use as a
drug in humans. These assays are applied
to determine characteristics such as pu-
rity/impurities, identity, quantity, stability,
specificity, and potency of the recombi-
nant protein during drug development.
Since the very diverse functions of dif-
ferent proteins heavily depend on their
structure, one very valuable parameter in
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protein characterization is the elucidation
of their three-dimensional structure. Al-
though over the last couple of years a lot of
effort was put into a method for improv-
ing the elucidation of protein structures
(during my PhD thesis, I was also work-
ing in this fascinating field together with
my boss Professor Robert Huber, Nobel
Prize Laureate in 1988, ‘‘for the determi-
nation of the three-dimensional structure
of a photosynthetic reaction centre’’), it is
still very time consuming to solve the 3-D
structure of larger proteins. This is why de-
spite the high degree of information that
can be obtained from the protein struc-
ture, this approach cannot be applied on
a routine basis. Therefore, tremendous ef-
forts are put into the development of other
assays to guarantee that a potent biophar-
maceutical drug is indeed ready for use
in humans.

9
Conclusion and Outlook

The production of protein therapeutics
from transgenic plants is becoming a
reality. The numerous benefits offered
by plants (low cost of cultivation, high
biomass production, relatively fast gene-
to-protein time, low capital and operating
costs, excellent scalability, eukaryotic post-
translational modifications, low risk of
human pathogens, lack of endotoxins,
as well as high protein yields) virtu-
ally guarantee that plant-derived proteins
will become more and more common
for therapeutic uses. Taking advantage of
plant expression systems, the availability
of cheap protein-based vaccines in un-
derdeveloped countries of the world is
possible in the near future. The cost of
very expensive hormone therapies (ery-
thropoietin, human growth hormone, etc.)

could fall dramatically within the next
decade because of the use of, for exam-
ple, plant expression systems. Fears about
the risks of the plant expression technol-
ogy are real and well founded, but with a
detailed understanding of the technology,
it is possible to proactively address these
safety issues and create a plant expres-
sion industry almost free of mishaps. For
this purpose, the entire set up, consisting
of the specific plant expression system and
the protein being produced, needs to be an-
alyzed and its potential risks assessed on a
case-by-case basis. As plant-derived thera-
peutics begin to demonstrate widespread,
tangible benefits to the population and as
the plant expression industry develops a
longer safety track record, public accep-
tance of the technology is likely to improve
continuously. Plants are by far the most
abundant and cost-effective renewable re-
source uniquely adapted to complex bio-
chemical synthesis. The increasing cost of
energy and chemical raw materials, com-
bined with the environmental concerns
associated with conventional pharmaceu-
tical manufacturing, will make plants even
more compatible in the future. With the
words of Max Planck (1858–1947) ‘‘How
far advanced Man’s scientific knowledge
may be, when confronted with Nature’s
immeasurable richness and capacity for
constant renewal, he will be like a mar-
veling child and must always be prepared
for new surprises,’’ we will definitely dis-
cover more fascinating features of plant
expression systems. But there is no need
to wait: combining the advantages of some
technologies that we already have in hand
could lead to the ultimate plant expression
system. This is what we should focus on,
because, then, at the dawn of this new mil-
lennium, this would for the first time yield
large-enough amounts of biopharmaceuti-
cals to treat everybody on our planet!
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Keywords

Antisense RNA
Discovered as RNA that negatively controls replication initiation by hybridizing to
primer RNA. Subsequently, it was found to control mRNAs particularly involved in
initiator synthesis. These RNA–RNA interactions are the mechanistic basis of
incompatibility in plasmids under antisense control.

Basic Replicon
Minimal sequences that allow plasmid replication characteristic of the native plasmid.

Horizontal Transfer
Horizontal (also called lateral) gene transfer is the gene exchange between individuals
and may occur across species boundaries.

Incompatibility
Defined as the inability of two plasmids to be maintained in the same cell without
selection. This happens if the plasmids in question have a common replication control
system. Incompatibility can also arise if the two plasmid partition systems are
closely related.

Iterons
Repeat sequences that bind plasmid-encoded initiator protein for replication initiation.
The binding is also involved in controlling replication and causing incompatibility.

Partition
A process that ensures plasmid distribution from mother to both daughter cells.
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� Plasmids are extrachromosomal elements common in bacteria and archea but also
found in virally transformed eukaryotic cells. The study of plasmid biology has
contributed significantly to understanding regulatory principles in chromosome
replication and segregation, gene targeting, gene amplification, maintenance of
genome identity, and genome evolution. However, the most profound impact of
plasmids on life sciences has been through their use as cloning and expression
vectors. Plasmids can also have remarkably broad host range that can cross species
and even kingdom boundaries. Thus, plasmids are powerful agents for gene transfer,
and by the same token, they are a potential risk to human health as they often carry
genes for antibiotic resistance and virulence factors. Plasmids also carry useful genes,
for example, those that encode functions capable of degrading organic pollutants
or fixing nitrogen. Given the prevalence of plasmids in natural bacterial isolates,
undoubtedly, much remains to be discovered about the roles they play.

1
Basic Facts

Information needed for life’s basic pro-
cesses is present in a coded form in
the DNA of chromosomes, whether the
cells are bacterial, fungal, plant, or animal.
But many species, bacteria in particular,
contain additional DNA molecules much
smaller than chromosomes, which they
transmit faithfully from one generation to
the next. These molecules are called plas-
mids. The term was introduced in 1952
by Joshua Lederberg as a generic term
for genetic elements that can persist out-
side of chromosomes. Our knowledge of
plasmids has come mostly from stud-
ies in bacteria, and in this article, the
term ‘‘plasmid’’ will refer to extrachromo-
somal elements of bacterial provenance.
Plasmids are not essential to their host
cells but rather carry specialized informa-
tion that enables the cell to cope with
and survive sometimes threatening envi-
ronments. Plasmids have played a crucial
role in the understanding of life processes,
out of proportion to their diminutive size
and dispensability to the life of the cell.

These features actually made plasmids at-
tractive as research objects. Their small
size made physical manipulations easy
and their dispensability allowed manipula-
tions of genes connected to vital functions
such as DNA replication without worrying
about consequences to the host survival.
Plasmids are of interest in several disci-
plines. With the advent of recombinant
DNA technology in the early 1970s, they
have become indispensable tools for re-
search in molecular biology. They are
studied for their special features such
as their being carriers of antibiotic re-
sistance and virulence genes that have
impacted profoundly the public health.
The postgenomic era has kindled new in-
terest in plasmids for their astonishing
role in bacterial adaptation and diver-
sity. Finally, plasmids are studied in their
own rights to understand functions that
maintain them so efficiently outside of
chromosomes.

This article mainly covers the current
understanding of plasmid-maintenance
functions where research has been most
in-depth and rewarding in terms of under-
standing biological regulatory principles.
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2
Maintenance

DNA replication is the primary require-
ment for plasmid maintenance. Addition-
ally, plasmids may have several other
functional units (cassettes) that contribute
to plasmid maintenance in a growing host
population. Their requirement for stabil-
ity becomes more critical the lower the
plasmid copy number. The maintenance
functions are highly controlled. Under-
standing the molecular basis of control
has been the main goal of basic research
in plasmid biology.

2.1
Replication

The basic mechanism of DNA replication
is a well-conserved process and plas-
mids are no exception. Replication can be
divided into three stages: initiation, elon-
gation, and termination. Initiation usually
occurs in conjunction with the binding of
a plasmid-specified initiator protein to a
locus called the origin or ori, resulting in
the formation of a higher order structure
that also involves host-encoded proteins.
This leads to opening of the strands of
the origin DNA duplex that allows load-
ing of helicase for unwinding the rest of
the plasmid. The synthesis of new DNA
strands on the opened template strands
by DNA polymerases requires a primer
providing a 3′-OH end. A variety of prim-
ing mechanisms have been found from
studies on bacteriophages and from the
Escherichia coli chromosomal origin. The
events subsequent to priming, elongation,
and termination of replication, are remark-
ably similar in different replicons. Since
plasmids control their replication at the
stage of initiation, aspects of elongation

and termination will not be discussed
here.

2.1.1 Principle of Replication Control
Plasmids have defined copy numbers that
can range from one to more than one
hundred in a newly born cell. However,
because of the stochastic nature of all
biological reactions, fluctuations in copy
number can arise despite stringent con-
trols. Large fluctuations also arise in the
case of plasmids like ColE1, which is be-
lieved to distribute randomly to daughter
cells. If these fluctuations are not adjusted,
the result is a broadening of distribution
of plasmid copies per cell. This is undesir-
able for plasmid maintenance. Cells with
too few plasmids can generate plasmid-
free daughter cells. At the other extreme,
cells with too many plasmids grow slowly
because of the excess genetic load or
because of toxicity from excessive plasmid-
encoded gene products. In the absence
for selection for a plasmid, these cells are
likely to be outcompeted by faster grow-
ing plasmid-free cells of the population.
Thus, narrowing of plasmid copy num-
ber distribution is imperative for stable
plasmid maintenance. Adjusting the rate
of replication does this. Instead of dou-
bling the copy number in a cell cycle, cells
with too many plasmids make fewer new
copies, and the cells with too few copies
overreplicate their plasmids to catch up to
the desired number. This ability to make
the rate of replication a decreasing func-
tion of plasmid copy number (autogenous
control or negative feedback control) is
the most basic requirement for plasmid
maintenance. In fact, the elements that
control replication have been found to
be plasmid-borne without exception, sig-
nifying the importance of the function
for plasmid survival. A few prototypes of
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plasmid initiation control mechanisms are
illustrated below.

2.1.2 Control of Primer Formation by
Antisense RNA
Control of initiation is best understood
for the high copy plasmid, ColE1, of
E. coli. ColE1 copy number is about
15, meaning it is maintained at about
15 times higher than the number of
E. coli chromosomal origin, oriC. (The
oriC number increases with growth rate
and so does the plasmid copy number
such that the ratio of the two remains
relatively constant). ColE1 has been crucial
in understanding replication control for
the commonly used multicopy cloning
vectors such as pBR322 and pACYC184.

Replication of ColE1 type plasmids
differ from many other replicons in
that the ColE1 replicons do not encode
any initiator protein and they depend
totally on host-encoded proteins for their
replication. The plasmids nevertheless
code for elements that control their copy
number. The mechanisms of initiation
and its control have been elaborated in
great detail by in vitro studies pioneered by
J. Tomizawa at NIH. The housekeeping
RNA polymerase of E. coli makes the
preprimer RNA (RNAII) constitutively
(Fig. 1). When the RNA is about 550
nucleotides (nt) long, it starts hybridizing
to the template making a R-loop that
could be more than 200 bp long. Normally
during transcription elongation, only 10 nt
of the leading edge of the RNA hybridize
to the template. To form the long R-loop,
RNAII must acquire specific secondary
and tertiary structures, which form as
RNA II is being synthesized. RNase H
then digests the RNA out of the loop
almost completely except for the 4 to 5
bases in the beginning of the loop (primer
maturation). This residual hybrid suffices

to serve as the primer for DNA polymerase
I to start DNA synthesis. The switch point
of RNA to DNA has been defined as the
origin for this plasmid.

A shorter RNA (RNA I) about 110 nt
long mediates the control of initiation.
It is fully complementary to the 5′-end
of RNA II and is therefore called anti-
sense RNA. The hybridization of RNA I
to RNA II prevents R-loop formation at
the origin sequence and thereby inhibits
priming of DNA synthesis. The RNA
polymerase now behaves canonically and
transcribes through the origin DNA as any
other template without making long R-
loops. It is reasonably clear that proper
folding of RNAII is crucial for R-loop
formation. The folding is altered upon hy-
bridization with RNA I. In ColE1, primer
maturation is rate-limiting for initiation of
replication and this process is controlled
by RNA I. There is an accessory regulator,
Rom, that strengthens RNA I–RNA II hy-
bridization, thereby making primer matu-
ration less probable (Fig. 1). In the absence
of Rom, the copy number increases about
two/three fold.

Several general remarks on replication
control can be made using the ColE1 ex-
ample. Plasmids control their replication
at the stage of initiation. The rate of initi-
ation is controlled primarily by a plasmid-
encoded negative regulator (RNA I). While
the primer RNA acts in cis, the negative
controller must be able to work in trans,
and its inhibitory power must increase
with plasmid copy number. (The negative
element has to be able to function in trans
so that the plasmid copies can commu-
nicate with each other, but the positive
element can be in either cis or trans; the
only requirement is that the replication
frequency in the absence of inhibitor is
higher than one per plasmid and cell cycle,
preferably much higher.) RNA I is made
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Fig. 1 Replication control in plasmid
ColE1. Double-stranded DNA is shown
as two parallel lines. Base pair 1 is the
starting point of transcription of
preprimer RNA, RNA II (gray arrow, a).
For replication initiation, it is imperative
that RNA II, when about 550 nt long,
starts hybridizing to template strand
and forms a large R-loop (b). RNase H
subsequently cleaves the R-loop (not
shown) and the 3′-end of the transcript
is used as the primer for DNA synthesis
(c). The transition point of RNA to DNA
is called origin (ori) in this system. If
RNA I (which is complementary to the
5′-terminal region of RNA II covering nt
110 to 2, leftward arrow in a) hybridizes
to RNA II during the time it is being
made from the inhibition window
(bp 110 to 360), R-loop formation and
replication initiation do not happen (d).
The Rom protein helps in RNA I/RNA II
hybrid formation. The schematic also
shows that RNA II folding relevant to
R-loop formation alters when it
hybridizes to RNA I. Formation of one
or more stem-loop structures is
common among the regulatory RNAs in
which the stem provides metabolic
stability and the loop, the sequences for
initial interactions with complementary
RNA sequences. Other symbols: empty
arrow head, promoter; gray circle, RNA
polymerase; black circle, DNA
polymerase.

from a constitutive promoter and is dif-
fusible (i.e. can work in trans). As the
plasmid copy number increases so does
the concentration of RNA I. This in turn
increases the probability of interaction
with the target, the preprimer RNA. When
the plasmid concentration approaches a
characteristic threshold, the RNA I con-
centration becomes high enough to engage
every preprimer RNA and prevent any
further increase in plasmid copy num-
ber. Replication can resume when the
RNA I concentration is reduced by dilu-
tion due to the increase in cell volume

due to cell growth, and by degradation by
RNases.

Efficiency of ColE1 replication control Plas-
mid stability improves with the rapidity
with which copy number fluctuations are
adjusted in a cell cycle. In an efficiently
controlled system, the replication on/off
switch should be tripped in response to
small deviations from the steady state copy
number. Ideally, replication should be neg-
ligible when plasmid concentration is high
and should be frequent when plasmid con-
centration is lower than the steady state.
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An understanding of the efficiency of con-
trol requires analysis of the dynamics of
the process. It has been shown that R-loop
formation can only be inhibited when the
primer RNA being made is of lengths from
110 to 360 nt (Fig. 1). When the RNAII is
shorter than 110 nt, it does not hybridize
to RNA I. When it is longer than 360, the
hybrid formation does not prevent R-loop
formation, since the structure of the folded
RNA relevant for R-loop formation has al-
ready been formed. This suggests that to
be effective as a negative regulator, RNA I
concentration has to be sufficiently high
since the window of opportunity to catch
the primer RNA is only the few seconds
that it takes RNA polymerase to transcribe
the 250-bp region. Mathematical model-
ing studies by Paulsson et al. have shown
that the efficiency of control would be
greatly improved if the 250-bp region pro-
vided multiple (≤250) opportunities for
hybrid formation. In the multistep mode
of hybridization, the probability of replica-
tion initiation is an exponential function
of RNA I concentration as opposed to a
hyperbolic function in the single-step hy-
bridization mode. The greater the number
of steps, the more sensitive the replication
initiation becomes to changes in RNA I
concentration, and the narrower becomes
the copy number distribution. For ColE1,
the efficiency of control remains to be ex-
perimentally established but the available
data are consistent with exponential inhi-
bition mechanism.

In ColE1, the regulatory circuit senses
copy number deviations by changes in
RNA I concentration. In order to be an
up to date reporter of plasmid concentra-
tion, the proportionality between RNA I
and plasmid copy number needs to be
maintained. If the RNA I concentration
lags behind the plasmid copy number be-
cause of the delays in RNA I synthesis,

the replication rate would remain high.
Alternatively, elevated levels of RNA I con-
centration due to its finite half-life, would
keep the replication rate artificially lower.
Out-of-date RNA I concentrations will thus
broaden plasmid copy number distribu-
tion. Thus for efficient control, constitutive
synthesis of the copy number reporter
(RNA I) is not enough; additionally, the
regulator needs to be degraded rapidly.
Counterintuitively, it is not the synthesis
rate constant that determines how rapidly
the RNAI concentration is increased but
rather the half-life of RNAI that determines
both its speed of increase and decrease.

The modeling studies also show that the
rate of copy number adjustments is higher
with increased transcription of RNA II.
The steady state plasmid copy number
(average copy number during logarithmic
phase of host growth) also depends on
the rate of primer RNA synthesis (the
plasmid copy number increases if the
primer promoter strength is increased).
Thus, the three contributors to the ef-
ficiency of control are the mechanism
of inhibition (hyperbolic vs exponential),
high degradation rate of RNA I, and high
initiation rate of RNA II. The latter (a pos-
itive function) plays as important a role in
control as the negative regulator (RNA I).
Plasmids are said to be under negative con-
trol because without a negative regulator,
continued increase in plasmid copy num-
ber cannot be checked, which is lethal to
the host (runaway replication). However,
when subjected to rigorous mathematical
modeling, the ColE1 example teaches us
that both the steady state copy number
and the rapidity with which adjustments
are made to deviations from steady state
copy number, are the result of both posi-
tive and negative activities. Adjusting the
strength of either activity can alter the
steady state and adjustment rate values.
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Stable maintenance demands correction
of fluctuations in either direction. In both
up- and down-fluctuations, a high tran-
scription rate of RNA II and repression
by RNAI are required. In other words, al-
though necessary, negative control is not
sufficient for efficient replication control.

2.1.3 Control of Initiator Synthesis by
Antisense RNA
In several plasmids, the copy number is
determined by the availability of initiator
proteins (i.e. initiators are rate-limiting for
replication). In all these cases, the primary
control element for initiator synthesis is
an antisense RNA. The interaction of the
antisense RNA with its target RNA inhibits
initiator synthesis. Some better-studied
examples are discussed below.

A straightforward mechanism is in the
case of high copy streptococcal plasmid
pMV158 (copy number about 20). The an-
tisense RNA directly interacts with the
translation initiation signals (ribosome
binding site or RBS) of the RepB ini-
tiator mRNA and thereby downregulates
its translation (Fig. 2a). The RepB–mRNA
level itself is also regulated by a transcrip-
tional repressor (CopG), a second control
element for the plasmid initiator. The an-
tisense RNA is stronger of the two control

elements as it exerts stronger incompati-
bility (see Sect. 2.5)

In plasmid R1, a low copy enterobacterial
plasmid, the initiator (RepA) translation is
regulated indirectly by the antisense RNA
(CopA) (Fig. 2b). RepA can be synthesized
from either of the two transcripts, the
longer of which also encodes the CopB
protein. CopB represses the promoter
for the shorter transcript (P2), making
the constitutively made longer transcript
practically the only source of RepA.
The CopA antisense RNA binds to a
homologous region of RepA mRNA. The
binding inhibits translation of an adjacent
small gene called tap. The translation of tap
is required to break a stable RNA secondary
structure that blocks the RBS of repA. The
translation of repA is therefore coupled to
that of tapA. Thus, CopA regulates repA
translation indirectly through TapA.

When R1 copy number becomes ex-
ceptionally low, CopB level also drops
releasing repression of P2, the stronger
of the two promoters that can synthesize
RepA. The resulting stimulation of ini-
tiator synthesis quickly increases R1 copy
number until CopB repression is reestab-
lished and the copy number returns to the
steady state level. The increased P2 activity
also increases RepA synthesis by inter-
fering with copA expression (convergent

Fig. 2 Mechanisms for limiting replication initiator proteins for controlling plasmid copy number.
The primary control element in these plasmids is also an antisense RNA. Hybridization of antisense
RNA with complimentary sense RNA sequesters the translation initiation signal (RBS) of the initiator
itself (a) or an activator of initiator translation (tap in b, RepB in d). The hybridization can also
prevent initiator transcription by prematurely terminating the initiator mRNA (c). All these plasmids
also have a protein that negatively regulates initiator transcription (a–c) or initiator translation (d).
The regulators sometimes function in more than one way. For example, when CopB level is down,
derepression of the P2 promoter of R1 not only increases repA mRNA but also helps in initiator
synthesis by interfering with (convergent) antisense transcription. In pMU720, the antisense RNA
(RNA I) prevents simultaneously translational activation of repA through RepB and pseudoknot
formation. The complementary sequences for pseudoknot formation are shown in thick gray lines
with an empty circle. Other symbols are as in Fig.1.
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transcription) to some extent. Thus, CopB
is there primarily to boost copy number
if it becomes abnormally low and thereby
avoid plasmid loss, but normally CopA
suffices to adjust for fluctuations in copy
number during steady state growth.

In IP501, a streptococcal plasmid whose
genetic organization is similar to that of
R1/pMV158 involving two negative regu-
lators, the antisense RNA limits initiators
by transcriptional rather than transla-
tional control. CopR represses the pII

RBS

RBS

RNA II

pMV158

pMU720

Pseudoknot

RBSRBS

Proximal

D
is

ta
l

Pseudoknot

SLIII

R1

CopA

P1

PI

P2

PII
pIP501

RNA III

repB RBS

repB RBSrepB RBS repA RBS

re
pA

 R
B

S

re
pA

 R
B

S

repB

repA

repR

repArepB

copGori

tap ori

ori

ori

copB

copR

RNA I

+ RNA I

(a)

(b)

(c)

(d)

RNA I



420 Plasmids

promoter, the only promoter for the ini-
tiator, RepR (Fig. 2c). The basal level of
pII activity is high enough to maintain
the plasmid. During transcription elon-
gation, the repR–mRNA can adopt two
mutually exclusive conformations depend-
ing on whether the antisense RNA is
present or not. The binding of the an-
tisense RNA leads to the formation of
a transcriptional terminator (attenuator)
that aborts transcription before the full-
length repR–mRNA is made. Transcrip-
tion attenuation is well known in many
biosynthetic operons but the modulating
translation elongation in the leader region
of the message generates the transcrip-
tion terminator.

In a group of plasmids (pMU270/pCol-
IB-P9) unrelated to R1, the replication
control region is similarly organized but
the rep translation additionally requires
activation by formation of a RNA pseudo-
knot (a tertiary motif in which nucleotides
from the loop region of a stem-loop pair
with a single-stranded distal region). In
pMU270, the repA translation is coupled
to that of a leader peptide (RepB) as in
plasmid R1 (Fig. 2d). The translation of
repB disrupts a stable stem-loop structure
(SLIII) that otherwise sequesters the distal
pseudoknot sequences, and the RBS and
translation start codon of repA. Unlike R1,
in these plasmids, the translation coupling
is not enough: repA translation further
requires activation by the formation of
a pseudoknot immediately upstream of
the repA RBS. A small antisense RNA,
RNA I, controls replication by inhibiting
translation of repB and thereby translation
coupling, and by preempting pseudoknot
formation by sequestering the proximal
pseudoknot bases.

In pT181 family of plasmids also, the
antisense RNA controls initiator (RepC)
availability by transcriptional attenuation

(Fig. 3). An additional but completely
novel mechanism operates to limit RepC
availability further. At the termination of
one round of replication, the initiator is
inactivated, preventing its recycling. The
plasmid pT181serves as a classic plasmid
example in which replication starts by the
rolling circle mechanism i.e. by nicking
the plus strand of the double-strand
origin (called DSO, Fig. 3) by one of the
subunits of RepC dimer. The inactivation
is associated with a second nicking at
DSO at the termination of replication. For
reasons not clear yet, replication continues
beyond one round by about 10 nt and then
stops. This regenerates the DSO, which is
cleaved by the unused subunit of the RepC
dimer. This initiates a concerted strand
transfer cascade, generating a single-
stranded (SS) monomer corresponding to
the displaced plus strand, and release of the
initiator protein as an inactive heterodimer
with one subunit of RepC dimer covalently
linked to an oligonucleotide corresponding
to about 10 nucleotides immediately 3′ to
the nick site. The heterodimer RepC/C*
is inactive in nicking and in initiation of
replication. The replication cycle therefore
involves two nickings, one at initiation
and one at termination, and two closings,
one for the new and one for the old
leading strand, justifying why RepC needs
to be a dimer. In other plasmids (pC194,
pUB110), although the nicking-closing
activities reside on a monomer, it has two
separate active sites.

Replication kinetics in R1 and pT181 The
kinetics of copy number control has
been experimentally analyzed in plasmid
R1. The rate-limiting step, also the case
in ColE1, is the initial complex forma-
tion between the sense and antisense
RNAs. The antisense RNA is unstable
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Fig. 3 Steps in pT181 replication with inactivation of initiator protein RepC at the
termination of replication. The replicon is shown at the top. One subunit of a RepC dimer
(black and white diamond) makes a nick at the origin (DSO) on the plus strand (I) and gets
covalently attached to the 5′ end. The free 3′-OH end is then extended by new synthesis
(gray line with arrowhead showing the growing end, II). At the end of one round of
synthesis (III), the replication continues beyond the nick site a short distance (bold arrow,
IV). The second subunit of the dimer initiates a concerted strand-transfer reaction by
nicking the newly synthesized origin (V). The newly generated 3′OH end then attacks the
old RepC–DNA bond releasing RepC and restoring the continuity of the old plus strand,
which is then released as a single-stranded circle (VI). The free RepC subunit (white
triangle of the diamond) then attacks the nick site generated on the newly synthesized
strand. Finally, the 3′OH end generated by the nicking (VII) attacks the DNA–RepC bond
generated in step V. The end products of this reaction are a double-stranded plasmid
molecule with one newly synthesized strand, and a RepC/C* heterodimer with the
covalently bound short oligonucleotide (about 12mer) to one of the subunits (VIII). The
heterodimer is inactive as an initiator.
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(t1/2 = 1–2 min), and therefore its con-
centration can be taken to sense plasmid
concentration. As in ColE1, the key pa-
rameter in determining the initiation rate
is the concentration of antisense RNA but
the inhibition kinetics is hyperbolic (e.g.
replication initiation frequency decreases
twofold if the copy number increases two-
fold). This will lead to a gradual restoration
of copy number to the steady state value.
The relatively slower rate of correction
(compared to the exponential inhibition
mechanism proposed for ColE1) appar-
ently has not been a problem because
of other maintenance functions, partic-
ularly, the CopB-mediated boosting of
initiation rates when the copy number
drops abnormally.

Replication kinetics studies in the case
of a multicopy plasmid, pT181, have been
particularly telling on how the copy num-
ber approaches the steady state value from
low copy situations (termed repopulation).
The lowering of copy number was achieved
using a repC(ts) mutant plasmid at the
nonpermissive temperature. Upon return
to the permissive temperature, copy num-
ber increased rapidly and went beyond the
steady state value before replication was
inhibited. The copy number then returned
to the steady state value gradually. The
repopulation kinetics was similar when a
plasmid copy was introduced to a plasmid-
free cell. In the low copy state, when the
inhibitor concentration was correspond-
ingly low, replication rate was maximal
that brought the copy number up to and
beyond the steady state value rapidly. The
overshoot in copy number is expected be-
cause inhibitor accumulation lags behind
copy number increase. However, when
sufficient inhibitor accumulates, negative
control becomes the overriding force that
prevents continued increase in plasmid
copy number.

Although the instability of antisense
RNA has been argued to be important
for rapid copy number correction, an
exception has been found in plasmid
pIP501 (Fig. 2c). The antisense RNA in
pIP501 is quite stable (t1/2 = about 30 min
as opposed to about 1–2 min in other
cases) but the copy number correction
is apparently not sluggish enough to
cause significant plasmid instability. The
Cop repressor of the plasmid is made
constitutively (like R1). A reduction in
copy number may therefore lead to
derepression of the Rep promoter and
increased initiator synthesis that would
help bring the copy number back to
the steady state level. The binding of
Cop repressor to its operator in pIP501
is weaker compared to the situation in
R1, and this may allow easier depression
of initiator synthesis and prevent under-
shoot of copy number that is expected
from a stable (‘‘out-of-date’’) reporter of
plasmid copy number. Cop of pIP501
is also stable (t1/2 = 40 min, comparable
to the generation time). With both the
negative regulators being stable, this
plasmid should have a relatively broad
copy number distribution in a population
of cells.

2.1.4 Control of Initiator Synthesis by
Iterons
Antisense RNA is not the only negative
regulator known to control plasmid copy
number. There is a separate group of
plasmids (prominent members include F,
RK2, R6K, P1, pSC101, and pSL10) in
which the negative regulators are short
(20 bp or so) repeated sequences, called
iterons. The hallmark of this group of
plasmids is the presence of five or so
iterons in the origin of replication. Iterons
are essential for initiation and therefore
they serve dual function of both effecting
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initiation and controlling negatively the
initiation frequency. As the iteron concen-
tration increases with increases in plasmid
copy number, the negative regulatory activ-
ity of the iterons becomes the overriding
feature that apparently turns off replica-
tion altogether when the copy number
becomes excessive.

The known activities of iterons are that
they bind plasmid-encoded replication ini-
tiator protein Rep, and they pair via the
bound Rep. The Rep protein concentra-
tion is usually controlled by transcriptional
autoregulation and posttranslationally by
the formation of inactive dimers. The rep
promoter region is either found buried
within the iterons in the origin or has
overlapping inverted half-iterons (dyads).
Rep binds to iterons as monomer and
to the dyad as dimers and shuts off the
promoter activity efficiently. Thus, Rep au-
toregulates its own synthesis. Although
the monomers serve as initiators, the pro-
tein is found largely as dimer, which are
inactive in iteron binding and hence can-
not serve as initiators. The transcriptional
autorepression and dimerization are the
two known mechanisms that can limit
active initiator availability. In the pres-
ence of some of the molecular chaperones
(DnaJ, DnaK, GrpE, ClpA, and ClpB),
the inactive Rep is converted to the ac-
tive monomeric form. The chaperones
thus contribute positively to the initiator
pool. An alternate mechanism of acti-
vation is interaction with iteron DNA
itself (DNA induces conformation change
in Rep that dissociates dimers into ac-
tive form). The primary mechanism to
prevent plasmid overreplication is cur-
rently believed to be pairing of iterons
by bound Rep (dubbed ‘‘handcuffing’’).
These multitudes of controls involving the
initiator apparently maintain the plasmid
copy number within narrow limits. Rep

proteins have domains in common with
replication initiators encoded by organ-
isms in all three kingdoms of life, making
their detailed study into one of general
importance.

The current view of the replication cy-
cle based primarily on results of P1 is
as follows (Fig. 4). The replication initiates
when origin iterons are saturated with Rep.
The binding is most likely cooperative, best
shown in the case of R6K. The act of repli-
cation elongation frees the rep promoter
of bound Rep and provides a window
of opportunity for maximal rep transcrip-
tion (‘‘replication-induced transcription’’).
The newly formed Rep is inactive and
forms dimer. Thus, although Rep syn-
thesis maximizes immediately after an
initiation event, this does not encourage
another round of replication right away.
If this were the case, runaway replication
would follow. Thus, Rep inactivation by
dimerization appears obligatory to prevent
uncontrolled overreplication. The preexist-
ing active Rep most likely gets distributed
to daughter origins (titration) so that none
can be saturated and this can aid to prevent
premature initiation also. The origins can
pair by the bound Rep and this is believed
to cause steric hindrance to origin func-
tion. It is generally accepted that formation
of a higher order nucleoprotein complex
activates an origin, and it is reasonable to
assume that handcuffing will be on the
way to the formation of such a complex.
As active Rep accumulates by the media-
tion of chaperones, the origins can saturate
again. Our best guess is that intramolecu-
lar cooperative interactions among bound
Rep molecules, Rep interactions with host
factors (DnaA, DnaB, and DnaG), and the
presence of architectural proteins like IHF
or HU all cooperate to form a complex
that reverses the handcuffing and makes
initiation possible again.
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Titration of active Rep
and handcuffing of
daughter origins

Saturation of iteron binding and
autorepression of rep promoter

Replication-induced
rep transcription

Newly synthesized Rep and
formation of inactive dimer

Chaperone-induced increase of
active Rep, participation of host
factors (DnaA, HU) and undoing
of handcuffing 

DnaJ + K
or

ClpA

Fig. 4 A model on how Rep protein controls replication of an iteron-carrying plasmid,
P1. Rep protein (gray sphere) binds to five repeated sites (iterons) in the origin that
simultaneously achieves initiation as well as autorepression (the iterons also serve as
operators of rep transcription). When the replication fork traverses the iterons (black
arrow heads), the promoter is cleaned of bound Rep, promoting a burst of rep
transcription (replication-induced transcription; bent arrows, rep transcription).
However, the newly made Rep misfolds (light gray spheres) that encourages
dimerization. Rep dimers are defective in iteron binding and require chaperones (DnaJ
and DnaK or ClpA) for activity. The active Rep is titrated by the daughter origins that also
allow pairing of origins by Rep–Rep interactions (handcuffing). Handcuffing is believed
to be an impediment to initiation and must reverse to allow the next round of replication.
Increase in Rep activity and participation of other host-encoded initiators apparently
make the origin initiation-competent again and the cycle continues.

Iteron mediated control is very precise
as it can maintain plasmids faithfully as
low as one in a newborn cell. How the
precision is achieved is not known but the
presence of multiple iterons, and multiple

modes of control on Rep synthesis and ac-
tivity (cooperative binding, autoregulation,
inactivation by dimer formation, activation
by chaperones, titration and handcuff-
ing, and interactions with multiple host



Plasmids 425

factors) are there to avoid fluctuations that
otherwise would be inherent in a low fre-
quency event.

2.2
Partition

Other than precise duplication of the
genome, chromosome maintenance in all
organisms involves equal distribution of
DNA copies (sister chromatids) to daugh-
ter cells (mitosis). A mitosis-like partition
system, called par, also functions for main-
tenance of low copy number plasmids
such as F, P1, and R1. Plasmids differ
from chromosomes in that plasmid copies
are identical to each other whereas in
mitosis only sister chromatids are iden-
tical. Unlike mitosis, there is no obligatory
need for plasmids to be equipartitioned.
In principle, plasmid maintenance can be
assured even if each daughter receives just
one plasmid copy. An efficient replication
control system can then bring the copy
number to the steady state value rapidly.
Experimental evidence in this regard is
rather meager and thus in support of the
equipartition model.

Plasmids like ColE1 do not encode a
par system. Nonetheless, the plasmids are
maintained stably because of their high
copy number. Since the probability that a
plasmid will not enter a particular daughter
is 0.5, and if there are 2N plasmid copies in
a dividing cell (N being the copy number in
a new born cell), the probability that none
ends up in that daughter is (0.5)2N , which
is the expected loss frequency per cell per
generation. For a plasmid like pBR322 in
which 2N can be 40, the loss frequency
is expected to be about 10−12, whereas for
plasmids like P1 and F, where 2N can be 2,
the loss frequency can be as high as one
out of four cells. These loss rates make it

obvious why high copy number plasmids
do not have par and vice versa.

2.2.1 Regulation of par
The par genes exist as a cassette and
are remarkably uniform in terms of their
genetic organization. In all cases, they
encode two trans-acting proteins, usually
called ParA and ParB, and one cis-
acting region called parS (S for site), the
centromere analog (Fig. 5). The genes for
ParA and ParB are in an operon that is
autoregulated. ParA is an ATPase and
ParB binds parS. However, the ATPase
can be of two types and on this criterion,
plasmids have been classified as type I
with Walker-type ATPase (as in P1 and F),
and type II with actin-type ATPase (as in
R1). The type I plasmids have been further
separated into two types depending upon
whether the operator/promoter region for
autoregulation is a separate locus (type Ia)
or coincides with the parS site (type Ib).
The autoregulatory site of type II plasmids
also coincides with parS as in type Ib. The
regulation of the par operon is known in
detail in several plasmids. It is particularly
intriguing in type Ia plasmids in which
ParA serves as the repressor primarily
when in the ADP-bound form in those
plasmids in which the two forms have
been distinguished. ParB and parS serve
as corepressors and significantly improves
the repressive effects of ParA.

The tight regulation of par suggests
that the levels of the components are
critical for function. In fact, overproduc-
tion of any of the three components
in trans destabilizes plasmids, that is,
causes partition-mediated incompatibility
(see Sect. 2.5). The mechanisms of desta-
bilization are largely unknown but likely
to vary depending upon the destabilizing
(incompatibility exerting) component. The
incompatibility due to parS could be either
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ATP

ADP

Type Ia
(P1)

Types Ib & II
(pTAR & R1)

parA

parA

parB

parB

parS

parS

Fig. 5 Genetic organization of par operons. The operons consist of genes for
two trans-acting proteins, ParA and ParB, and a cis-acting site, parS, which
serves the function analogous to a centromere. The operons have been
classified according to whether the ATPase domain of ParA is Walkerlike (type I)
or actinlike (type II), and whether the promoter and parS are separate (type Ia)
or overlapping (type Ib and II). The operons are autoregulated in all cases,
sometimes, involving all three components as in plasmid P1. The ATP form of
ParA is involved in partition whereas the ADP form is used in autorepression.

due to titration of an essential plasmid or
host component for partition. A more at-
tractive possibility is that the cloned parS
pairs with a target (incompatibility sensi-
tive) plasmid thereby precludes its pairing
with its sister, believed to be an essential
early step in partition. In P1 and F, the
mechanism of destabilization by excess
ParB is likely to be spreading of ParB on
DNA and silencing of genes on its wake
(see Sect. 2.2.3). ParA could be exerting
incompatibility by breaking plasmid pairs.

2.2.2 Partition Dynamics
Our understanding of the dynamics of
partition process owes greatly to recent
technological developments that allow
mapping of proteins and DNA sites within
cells by fluorescence microscopy. Both the
proteins and the sites can be directly tagged
with green fluorescence protein (GFP) or
its derivatives, and visualized in live cells
in real time. Alternatively, mapping can

also be done using immunofluorescence
microscopy that does not require tagging
in vivo, but this can only be done in dead
cells. On the basis of their results on
R1, Gerdes and colleagues have provided
a model for plasmid partition for the
type II (actin-type) par cassette. Following
plasmid replication in the midcell, the
sister plasmid copies pair via ParR (ParB
analog) bound to parS. The pairing process
also requires ParM (ParA analog) bound
to ATP. The pairing apparently provides
a signal to ParM to start forming a linear
polymer that pushes the sister plasmids
away from each other towards the cell
pole. On reaching the polar location,
the sisters stay anchored till the cell
division is completed. The situation is
analogous to mitosis in that the plasmids
first pair at the centromere and are then
pulled or pushed apart to opposite halves
of the cell. Several recent findings, not
necessarily from R1 alone, fit with the
above model. The replication factory is
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stationed in the midcell and plasmids are
incorporated in the midcell for replication.
In smaller cells, plasmids are found in
midcell and in longer cells either in cell
quarters (future midcells as in P1 and
F) or in more polar positions (as in
R1). Simultaneous mapping of several
plasmids has indicated that plasmids have
discreet nonoverlapping locations. The
ParM (ParA analog of R1) forms filaments
that can span the entire cell length.
This requires an intact ATPase domain
of ParA and other two par components,
ParR and parS. The genetic requirements
for filament formation and partition are
thus identical, implying that the former is
important for the latter.

The filament formation has explained
how plasmids can move apart at speeds
that are an order of magnitude faster than
the cell elongation rate. Previously, attach-
ment to cell membrane and movement
in sync with membrane growth was the
proposed mechanism of moving daughter
chromosomes/plasmids apart. This mode
of movement is too slow to account for
the observed speed of plasmid move-
ment. Hitchhiking on the chromosome
instead of membrane was another possi-
bility, but this is unlikely since plasmids
can segregate to chromosome-less (anu-
cleate) cells. ParA filaments may help in
an alternate way by providing tracks on
which plasmids can be transported, as
is the situation in mitosis where molec-
ular motors carry chromosomes along
the microtubules tracks. It is not known
whether the ATPases of type I plasmids
also form filaments or whether they pro-
vide the energy of movement in some
other way. Determination of the details
of plasmid movement remains the most
challenging aspect of understanding the
partition problem.

It is also not known how the plasmids
stay in their polar destination after they
reach there, and how they are recruited
for replication. To date, no host genes
involved in plasmid partition have been
identified. Some of the genes implicated
in partition of bacterial chromosomes (e.g.
mukB, smc), apparently, do not contribute
to plasmid partition. This is not surprising
considering the additional complexity of
partitioning a much larger size element
such as a chromosome. In fact, chro-
mosomal par genes so far identified all
seem to be involved in condensing the
nucleoid. Compaction afforded by nega-
tive superhelicity may suffice for plasmids
and additional mechanisms are called for
only when the chromosome size gets
unwieldy.

2.2.3 Unexpected Aspects
Binding of SopB of F and its analog ParB
of P1 to their centromeric sites (sopC/parS)
can silence surrounding gene expression
over several kilobases. The silenced region
has also been shown to be inaccessible
to DNA gyrase and DNA adenine methy-
lase. Such long-range effects on DNA
for sequence-specific DNA-binding pro-
teins are surprising since transcriptional
repressors only control expression in an
operon-specific way. ParB type proteins
also serve as classical repressors as they
participate in autoregulation of par oper-
ons. ParB homologs are also known to act
as transcriptional factors sometimes with-
out playing any role in partition (e.g. VirB
protein of Shigella virulence plasmid). But
only binding to the centromeric sites seem
to mediate silencing so far.

The silencing is likely to be due to
spreading of ParB bidirectionally on DNA
from the parS site by nonspecific binding.
DNA covered with ParB apparently pre-
cludes other DNA–protein interactions.
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An alternative model is that ParB con-
centrates on subcellular compartments
forming a patch that attracts parS and
sequesters adjoining DNA by nonspe-
cific binding. The nonspecific binding is
expected to follow because of high lo-
cal concentration of ParB in the patch
(homing site). The relevance of silenc-
ing to partition is not obvious, but the
latter model is easier to appreciate be-
cause it can bring a parS-containing plas-
mid to subcellular location and thereby
help in their segregation. In eukary-
otes, centromeres are associated with
heterochromatin and are transcription-
ally silent. In fission, yeast heterochro-
matin proteins serve a critical role in
chromosome segregation as they are re-
quired to load components of mitosis
such as cohesin. In budding yeast, un-
stable plasmids lacking a centromere can
be stabilized efficiently by transcription-
ally silent mating-type locus or telomeric
repeats. These spindle-independent segre-
gation mechanisms require proteins that
are also required for silencing. One such
protein, Sir4p, apparently tethers plasmid
DNA to an immobile nuclear component
that divides between progeny at mitosis.
These links of gene silencing with chro-
mosome segregation may indicate that
silencing is important in partition of bac-
terial plasmids.

ParA (of plasmid pB171) has shown
another novel phenotype – it oscillates be-
tween the two cell extremes with a peri-
odicity about one fifth of cell generation
time. The oscillation requires the ATPase
activity and other two components of par,
ParB, and parS. Two other proteins related
to ParA by virtue of having Walker-type
ATPase motif, Soj of Bacillus subtilis, and
MinD of E. coli also can oscillate requiring
other related components. MinD oscil-
lation helps to define the midcell (cell

division plane) but how the oscillation
could help plasmid segregation is unclear.
The requirements for ParA movement and
plasmid partition being identical suggest
that the former is important for the latter.

Fluorescence microscopy has revealed
that plasmids stay in clusters but there is
no clue yet as to how they do so. Clus-
tering should be problematic for stability
of plasmids lacking par, as the num-
ber of segregation units will be greatly
reduced. In spite of clustering, the sta-
bility measurements indicate as if the
plasmids diffuse freely, independent of
each other. A conceptual solution to this
paradox has been proposed. The idea is
that replication can decluster plasmids
and make them segregate as free copies
that follow replication. The Austin group
has presented a dynamic view of clus-
tering and declustering for plasmid P1
and this could lead to a radically dif-
ferent view of partition. Plasmid copies
are found first to coalesce at midcell.
At the time of cell division, the clus-
ter splits and plasmid copies are ejected
away from each other. This way, one or
more plasmid copies are segregated to
each half of the dividing cell. The place-
ment of the plasmid cluster at the cell
division plane makes the completion of
cell division contingent upon clearing the
plane of plasmids that may otherwise
cause steric hindrance. The model is at-
tractive for its inherent checkpoint control
feature.

2.3
Postsegregational Killing

Postsegregational killing (PSK) systems
are widespread among plasmids and also
in chromosomes of bacteria and archea
indicating their importance in the prokary-
otic world. The PSK systems usually
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consist of a two-gene (bicistronic) operon
that stabilizes plasmids by a different
mechanism from that of partition. One
gene codes for a stable toxin and the second
a relatively unstable antidote that neutral-
izes the effect of the toxin. As long as a
plasmid is present in a cell, the regulation
of the operon is such that the antidote
dominates over the toxin and there is no
undesirable effect on the cell. In case the
plasmid is lost, the relatively stable toxin
is retained longer than the antidote and
causes growth arrest or even death of
the plasmid-free cell. The toxin effect is
restricted to plasmid-free cells only, and
their selective loss increases the fraction of
plasmid-carrying cells in the population.
The plasmid therefore appears more sta-
ble (PSK does not reduce the frequency of
appearance of plasmid-free cells). Once a
cell has acquired a plasmid with the PSK
system, it essentially cannot survive with-
out it. For this reason, the PSK system
has also been called a plasmid addiction
system or, since these operons also exist
in genetic elements other than plasmids,
a genetic addiction system. The killing of
plasmid-free cells is quite analogous to pro-
grammed cell death or apoptosis (a Greek
word meaning ‘‘falling off’’) in multicellu-
lar eukaryotes.

Note that the killing by the addiction
system is from within. There are also plas-
mids like ColE1 that can increase plasmid
stability by killing plasmid-free neighbor-
ing cells from without. ColE1 produces
a bacteriocidal agent called colicin, which
does not harm the plasmid-carrying cells
because the plasmid also carries an im-
munity gene, but the secreted colicin can
kill plasmid-free cells in the immediate
environment, thereby conferring a com-
petitive growth advantage to the plasmid-
carrying cells.

2.3.1 Classification and Regulation of
Addiction Systems
The antidote prevents toxin action either
by direct protein–protein interactions as
in proteic systems, or by preventing toxin
translation as in antisense-regulated sys-
tems, or by modifying the target of the
toxin as in restriction–modification sys-
tems. A classic example of a proteic system
is the Ccd (control of cell death) system en-
coded in the ccdAB operon of plasmid F.
CcdB is the toxin and its expression in
the absence of the antidote protein, CcdA,
causes induction of the SOS pathway,
which entails cell filamentation and ulti-
mately cell death. In plasmid-free bacterial
segregants, CcdA is degraded by Lon pro-
tease but CcdB persists, converting DNA
gyrase to an endonuclease. DNA gyrase is
an enzyme that is essential for DNA su-
percoiling and cell viability. CcdB traps an
intermediate of the supercoiling reaction
in which the gyrase is covalently bound to
cleaved strands of DNA. The double-strand
break can cause cell filamentation by in-
ducing SOS response, which is known to
be a biological response to DNA damaging
agents. However, it is not known whether
the death is due to poisoned gyrase that
only cleaves DNA or due to loss of DNA
supercoiling or both. CcdB can also sta-
bilize the cleaved DNA–gyrase complex
and these complexes can serve as road-
blocks for elongating RNA polymerases.
This can be an additional mechanism con-
tributing to cell death. Interestingly, the
antidote CcdA can reverse the cleaved com-
plex and restore DNA integrity, as well as
remove the roadblock to transcription, by
sequestering CcdB as a tight CcdA–CcdB
complex that also frees gyrase from DNA.
Most likely, in plasmid-carrying cells, there
are not sufficient free CcdB to cause
any harm to the cell but the capabil-
ity to reverse damage ensures survival of
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plasmid-carrying cells, should the amount
of CcdB transiently rise to toxic levels.

Expression of the addiction operons
is regulated efficiently. This is expected
since the relative levels of the two gene
products are critical for cell survival. A
common mechanism in proteic systems is
autoregulation in which the antidote acts
as a transcriptional repressor by binding
to the operator–promoter region of the
operon (Fig. 6). In many cases, the toxin
acts as a corepressor and greatly improves
repression (e.g. in ccd of F and phd–doc of
plasmid P1). Moreover, the ratio of the two
proteins is important for DNA binding. In
the case of ccd, the binding is efficient with
a CcdA:CcdB ratio of one. Excess of CcdA
still maintains repression but derepression
occurs when CcdB is in excess of CcdA.
This way, the harmful effect of CcdB can
be prevented in plasmid-carrying cells but
there will be enough of it to cause harm
in plasmid-free cells. The autoregulation
is less complex in some other systems that
have a three-protein operon and the extra
protein solely serves as the autoregulator of
transcription (e.g. Omega in SegB region
of plasmid pSM19035).

The paradigm for antisense-regulated
control is the hok/sok system of plasmid
R1. Here the toxin, Hok (host killing),
is also a protein but the antidote, Sok
(suppression of killing), is an unstable
RNA that does not directly interact with
the toxin as in the proteic systems. Instead,
it interacts with the hok message and
prevents its translation. Binding of the
two RNAs allows RNase III to degrade
the hok message and thereby prevent its
killing activity. In plasmid-free cells, the
unstable Sok RNA is quickly depleted that
allows translation of the hok message.
The product, Hok, kills cells by damaging
their membrane.

The regulation of the hok/sok system
is entirely posttranscriptional but more
intricate than that has been discussed
in connection with replication control
(Fig. 2). The activity of hok mRNA de-
pends upon a complicated folding pathway
(Fig. 6). During transcription, the 5′ end is
locked into a metastable hairpin structure
that sequesters a sequence required for ac-
tivation of mok translation. Translation of
Hok is coupled to that of Mok, and there-
fore the metastable structure prevents Hok

Fig. 6 Regulation of plasmid addiction operons. (a) In the ccd operon of F plasmid the
antidote–toxin pair, CcdA and CcdB, also regulate the transcription of the operon. CcdA is the
primary repressor. CcdB joins CcdA and helps in the repression thereby serving as a corepressor. The
operon is therefore autoregulated. (b) The SegB region contains a three-gene operon in which the
first gene is a dedicated autorepressor that indirectly controls the expression of the antidote–toxin
pair. (c) The hok/sok system of plasmid R1 has three genes mok, sok, and hok. The sok antidote is an
antisense RNA that inhibits translation of mok protein, the toxin. Translation of hok is coupled to
mok, and therefore, the antidote RNA controls the toxin translation indirectly through mok. The toxin
translation is actually under more complex control. Initially, the hok message is not translated
because of the formation of a metastable structure at the beginning of the message that includes a
sequence (tac) required to activate mok translation. The metastable structure stabilizes ucb/mokRBS
hairpin and thereby makes mokRBS unavailable for translation. After a full-length transcription, a
refolding takes place destabilizing the metastable hairpin, but the ucb/mokRBS hairpin is still
maintained as the tac sequence forms a new structure that includes a hybrid with the 3′ end of the
message. The 3′ end is then slowly processed that triggers refolding of the message that allows tac to
hybridize with ucb, freeing the mokRBS for translation initiation. The refolded structure also allows
hybridization with Sok RNA.
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translation also. In the full-length hok
mRNA, the metastable structure is lost
but the message is refolded into a structure
that is still inactive and requires processing
from the 3′ end before it can be trans-
lated. However, the processed message is
also the target for Sok RNA, and there-
fore translation is possible in plasmid-free

cells. The toxin production thus requires
breakdown of RNA secondary structures,
refolding and processing, then transla-
tional coupling, and finally escape from
Sok hybridization and RNase III attack.
Avoidance of cell killing is particularly im-
portant when an addiction module is trying
to establish itself in a new host. One of the
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reasons for employing the delay tactics
in Hok toxin synthesis may be for estab-
lishment without killing the host. These
tactics will also discourage accidental toxin
production in established cells.

In the restriction–modification system,
the toxin is the restriction enzyme that can
cleave specific sequences on DNA, and the
antidote is the methylase that protects the
sequences by modifying them by attaching
methyl groups. The antidote thus does
not directly interact with the toxin nor
prevents its synthesis, but protects the
target of the toxin. In the presence of the
restriction–modification gene pair, nearly
all, if not all, of the restriction sequences
are modified. When the gene pair is lost,
mere dilution of the enzymes will suffice
to kill the cell and no differential stability
of the toxin–antidote pair is required.
This is because of the differential demand
on the two enzymes. While survival
would require modification of nearly all
restriction sites and therefore a heavy
demand on the methylase, restriction of
even a single site can be potentially
lethal. Although restriction–modification
systems are known for almost fifty years,
that they are powerful addiction systems
has been realized relatively recently.

The restriction–modification genes are
regulated at the level of transcription and
some modules have a third gene solely for
regulatory purposes as has been discussed
for other types of addiction systems. When
E. coli K12 hsdK genes are transferred
to a new host, modification activity is
observed right away but restriction activity
appears about 15 min later. Such staging of
expression would help establish the system
in an unmodified host.

2.3.2 Addiction Systems in Chromosomes
All three types of addiction modules have
been found in chromosomes, in bacteria,

and, sometimes, in multiple copies in
the same chromosome. Since addiction
modules cannot increase the stability of
the chromosomes as they do for plas-
mids, and since they are potentially toxic,
the question arises as to why they are
so prevalent in the chromosome. Their
accumulation can be understood because
once in, be it in the plasmid or chromo-
some, they would be hard to get rid of.
Even then potentially harmful elements
are expected to be eliminated unless they
confer some benefit to the host. The re-
striction–modification genes can destroy
invading foreign DNA thereby help main-
tain the genetic identity of a species. The
chromosomal mazEF operon is induced by
nutritional stress. The operon is autoreg-
ulated by the combined action of MazE
and MazF antidote–toxin pair like the Ccd
system (Fig. 6). Additionally, the expres-
sion of the operon is inhibited by high
concentration of ppGpp, which is synthe-
sized upon nutritional stress. Since MazE
antidote is labile, its level falls rapidly that
leaves MazF toxin to exert its toxicity. The
dead cells not only do not compete for
nutrients but they may also provide their
resources to surviving siblings. Similarly
in stresses like infection, precocious death
of the infected population prevents the
spread of the infectious agent to the unin-
fected population and thereby saves them.
Thus, addiction modules can be viewed as
stability elements for the chromosome as
well. In any event, death of a subpopula-
tion to save the majority (altruism) appears
to be ubiquitous in nature.

2.4
Multimer Resolution

Formation of plasmid multimers is rather
common since it is caused by homolo-
gous recombination, a highly conserved



Plasmids 433

function in bacteria. Multimerization is
undesirable for plasmid maintenance as it
reduces the number of segregation units.
This is because plasmid replication con-
trol systems generally count origins per
cell rather than number of plasmid copies.
To avoid plasmid loss due to multimer-
ization and consequent lowering of copy
number, plasmids encode systems that
reduce multimers to monomers by (in-
tramolecular) site-specific recombination.
The effect of multimerization must be sig-
nificant since multimer resolution (MR)
systems are widespread among plasmids
from such as ColE1, P1, F and RK2 Gram-
negative and pAM1, pIP50 and pSM19035
from Gram-positive bacteria. The presence
of MR systems is easily rationalized for low
copy number plasmids as further lowering
of their segregation units would have a
more significant effect on the production
of plasmid-free cells.

Detailed study in ColE1 has revealed
the requirement of the MR system even
for a high copy number plasmid. Even
if dimers (and higher multimers) form
at a low frequency, they can become
overrepresented in a fraction of the cell
population. Because dimers have twice the
origin number, they enjoy a higher chance
of being replicated as plasmids are chosen
at random for replication. Once replicated,
the chance of one of the progeny dimers
being selected remains high and this
leads to an ever-increasing bias for dimer
replication that can eventually spawn
dimer-only cells (plasmid apartheid). Since
plasmid copy number would be lowest in
dimer-only cells, they would be the primary
progenitor of plasmid-free cells. Plasmid
apartheid can increase the probability of
plasmid loss by 30 000-fold. This high
loss rate due to plasmid dimerization
and segregation to dimer-only cells has
been called dimer catastrophe by Summers.

The role of plasmid apartheid became
evident when the proportion of dimers
was correlated with the plasmid loss rate by
computer modeling. In pBR322, only 4%
of the plasmid DNA is found as dimers. If
the dimers were assumed to be distributed
randomly in the cell population, their
contribution to lowering of plasmid copy
number was found to be too low to account
for the observed plasmid loss rate. For
satisfactory accounting, about half of the
dimers needed to be present in dimer-
only cells and the rest as a mixture with
monomers. Thus, for plasmid stability,
in addition to the mean dimer copy
number, it is important how the dimers
are distributed in the population.

The MR system in the case of ColE1 re-
quires two host recombinases, XerC and
XerD, and a site in the plasmid, cer, where
catalysis occurs. The system can only
convert dimer to monomer and not the re-
verse, that is, works only intramolecularly.
For this directionality of recombination,
two other accessory host factors, ArgR and
PepA, are required. Furthermore, the sites
need to be directly repeated and the dimer
needs to be supercoiled. These topological
constraints make perfect sense if the MR
systems have evolved to resolve dimers.
A detailed molecular model has been pro-
posed where the two cer sites bound by
XerC, XerD, and PepA synapse via an
ArgR bridge, which is too weak unless rein-
forced by supercoiling. This explains why
the sites need to be in cis. XerC and XerD
also participate in resolving chromosomal
dimers that arise in about 15% of the cells
in each generation. The chromosomal site
is called dif, and instead of ArgR and PepA,
the resolution of chromosomal dimers re-
quire a cell division protein FtsK. Unlike
the plasmid case in which preventing cell
division buys more time for recombina-
tion, the connection to cell division allows
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chromosomal dimer resolution only at the
time of cell division preempting the scope
for any back reaction.

The MR system alone, however, is not
necessarily efficient enough to eliminate
the catastrophic plasmid loss due to dimer-
ization. In ColE1, the monomerization rate
is too slow compared to the rate with
which dimers build up by replication.
Fortunately, a regulator of cell division,
rcd, is made only from plasmid dimers
(multimers). The promoter for rcd maps
in cer, and the synaptic complex forma-
tion on dimers allows proper geometry of
the promoter to be active. The cell divi-
sion is delayed as dimers build up. The
extension of cell generation time allows
more opportunities for the MR system
for monomerization and this helps to
minimize plasmid loss. The rcd in fact
is a short RNA but how it interferes
with cell division is not known. Inter-
estingly, it downregulates expression of
chromosomal genes but not the plasmid
genes. Thus by overexpressing rcd, cells
can be directed to make pure cloned gene
products.

It remains to be seen if systems like
Rcd are there to help other MR systems.
In iteron-carrying plasmids, dimers are
discriminated against for replication. The
presence of two origins in cis allows
more efficient pairing (handcuffing) of the
origins that is believed to inactivate both
the origins. Thus, iteron-carrying plasmids
seem to have been selected to prevent
rather than cure plasmid apartheid.

2.5
Incompatibility

Wild strains of bacteria often contain mul-
tiple plasmids that can be stably inherited
for many generations. In E. coli, it has
been possible to maintain eight different

plasmids in the same strain at their natu-
ral copy number. In contrast, cells doubly
transformed with genetically related plas-
mids usually fail to maintain them during
growth without selection for both. These
plasmids are called incompatible and those
that can be stably maintained are called
compatible. As pointed out by Novick and
Hoppensteadt, to be incompatible the plas-
mids in question (1) must form a common
pool on the basis of some shared deter-
minants (due to genetic relatedness), and
(2) are withdrawn at random for replica-
tion and/or partition. That plasmids are
chosen at random for replication has been
verified: in a cell cycle, the same plasmid
can replicate more than once whereas oth-
ers none at all. Plasmids with compatible
replicons can also show partition-mediated
incompatibility if their par systems are
similar enough and important for stable
inheritance.

Incompatibility (inc) due to replication
can be viewed as a phenotype of plasmid
negative control functions. If a plasmid
pair is equally sensitive to each other’s
control systems, their total copy number
would be characteristic of the individual
plasmids but the ratio of the two plasmid
kinds will vary from cell to cell because
they are chosen at random for replica-
tion. Taken to the limit, this disproportion
leads to loss of one or the other plasmid
type, manifesting incompatibility. In com-
patible pairs, the control system of one
does not recognize the other, and each
is dedicated to maintain the copy num-
ber of the same kind. Since all plasmids
control their copy number, they all ex-
hibit incompatibility. This phenotype has
been exploited in plasmid classification
into separate incompatibility groups and
this has proven useful in terms of under-
standing relatedness of control functions.
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In practical terms, knowledge of incom-
patibility becomes necessary for designing
experiments that call for maintaining mul-
tiple plasmids in the same cell. With the
ease of DNA sequencing, plasmid relat-
edness is initially determined by direct
sequence comparisons. However, point
mutations in control regions can alter con-
trol specificity, making experiment-based
incompatibility classification a more reli-
able approach.

Determinants of inc are conveniently
identified by cloning and overexpression
by their ability to destabilize the par-
ent plasmid in trans. It should be noted
that not all negative control elements
exert incompatibility. Whereas all anti-
sense RNAs are strong inc determinants,
none of the accessory proteins like Rom
of ColE1 and the Cop proteins of plas-
mids under antisense control are (see
Sects. 2.1.2 and 2.1.3). The steady state
concentration of the accessory proteins
are probably saturating so that further
increase of their concentration does not
affect replication. It appears that, to be
an inc determinant, the control element
activity needs to be concentration sen-
sitive near its steady state value. Gross
overproduction can cause destabilization
artifactually. This is another reminder
that concentration sensitivity of the ac-
tivity, a control element, is at the heart
of measuring and correcting copy number
deviations.

2.6
Cell cycle Control

Plasmids do not seem to have mechanisms
to directly communicate with host cell
cycle events to ensure that their replication
and partition are complete before the
cell division. Cross talks among the cell
cycle events, chromosome replication,

segregation, and cell division, are also
not apparent for the host itself. For a
growing culture of E. coli, the events occur
in an orderly fashion with a periodicity
of once per cell generation. However, it
is clear that replication and segregation
can happen independent of cell division
since blockage to cell division does not
prevent the other two events. It has been
suggested by Boye and Nordström that the
events are best viewed as independently
regulated processes that run in parallel,
meaning that initiation of one event
does not wait for the completion of
another as in biosynthetic pathways. In
the latter, the product of a step serves
as the substrate for the next one. If
the first step is inhibited, the next one
cannot start, unlike the situation in
bacterial cell cycle events. How is the
order of cell cycle events maintained?
The suggestion is that some behind-
the-scene growth-related factors regulate
the cell cycle events independently and
indirectly maintain their order. In the case
of perturbation such as DNA damage,
checkpoint controls are induced that helps
to restore the order. For example, damage
to DNA blocks replication fork movement
that induces synthesis of an unstable
cell division inhibitor. When the damage
is repaired and replication elongation
resumes, no new inhibitor is synthesized
and cell division is no longer blocked. The
communication channel in the normal
course (without DNA damage) between
DNA replication and cell division has
not been identified. In E. coli, small
signaling molecules cAMP and ppGpp,
and in Caulobacter crescentus the CtrA
protein, which control several events are
best candidates for cell cycle regulators at
the moment.

Plasmid replication does not depend on
plasmid segregation. The par genes can
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be deleted without affecting replication.
This is best evident in integrative suppres-
sion experiments in which defects in host
replication initiation are suppressed effi-
ciently by integrating a plasmid replicon
in the chromosome. This process remains
unchanged whether or not par genes are
present. On the contrary, it is believed
that plasmid and chromosome segrega-
tion are facilitated by replication. We have
discussed earlier the possibility that repli-
cation can unclump plasmids and thereby
help in their segregation (see Sect. 2.2).
Chromosomal replication has also been
implicated in disposing daughter DNAs to
opposite cell poles and thereby their seg-
regation. In P1, cell division may trigger
plasmid segregation (see Sect. 2.2.3).

Plasmid replication and segregation ap-
pear to be unlinked to their chromosomal
counterparts. Plasmids have to adjust for
copy number fluctuations constantly. A
cell-cycle-specific unique timing of repli-
cation almost surely cannot apply for
plasmids. Helmstetter and coworkers have
studied replication of several plasmids,
and none has shown cell-cycle-specific
timing of initiation under conditions the
chromosomal origin did. It should be
noted that evidence for cell-cycle-specific
replication, even if found, could be a
side effect of replication control. For in-
stance, if the plasmid such as P1 has a
very low copy number and a replication
control that senses a threshold concen-
tration of initiators, then all cells will
replicate their plasmids at the same time
in the cell cycle, even if there is no ex-
plicit dependence on cell cycle events
(the same idea proposed by Boye and
Nordstrom). Genes such as mukB that
help chromosome segregation by con-
densing the DNA do not affect plasmid
segregation. Overall, the cell cycle con-
nections remain tenuous and will remain

so until specific regulators like CtrA are
identified.

3
Horizontal Spread

Plasmids not only move vertically but
also horizontally. The horizontal spread
is easily rationalized for its potential
for gene transfer across species and
genera, thereby contributing to bacterial
fitness and evolution. Some plasmids
can have unusually broad host range
(BHR) for extrachromosomal existence,
and potentially even a broader range of
recipient hosts in which they can be
transferred by conjugation. Even if the
plasmid cannot replicate in a new host, the
DNA can be cleaved and recombined into
the host chromosome. A BHR plasmid,
RK2, has been established in forty species
of Gram-negative bacteria. Plasmid F has
been transferred from E. coli to yeast,
RK2 from E. coli to cultured mammalian
cells, and a segment (T-DNA) of Ti
plasmid is transferred naturally from
Agrobacterium to the nucleus of plant cells,
demonstrating the capacity of horizontal
gene transfer (HGT) between genera
and kingdoms. The magnitude of HGT
among microbes, as revealed by genome
sequencing, has been startling. As many
as 40 genes have been found to be shared
exclusively by bacteria and human, that is,
without any occurrence in invertebrates.
Since the year 2000, four textbooks have
appeared on HGT (also called LGT, L
for lateral) that speaks for the current
interest on this subject (Mobile DNA II,
ASM Press; Horizontal Gene Transfer,
Academic Press; Lateral DNA Transfer,
CSHL Press; and Horizontal Gene Pool,
Harwood Academic Publishers).
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3.1
Conjugation

The primary mechanism for HGT is con-
jugation. The transfer of DNA requires
more elaborate machinery than their main-
tenance functions discussed above and can
involve even up to 50 plasmid-encoded
genes, usually called tra. Unlike verti-
cal movement where plasmids capitalize
on host cell division machinery, HGT
requires cell-to-cell contact (mating pair
formation), synthesis of an extra strand
of DNA specifically for transfer and trans-
porting DNA across the donor and recipi-
ent membrane barriers through a mating
pore. Finally, survival of the transferred
DNA in the new host environment must
have entered in the selection process
during evolution of conjugative systems.
These steps of conjugation are highly con-
served whether the transfer is between
bacteria or that between bacteria and eu-
karyotic cells.

3.1.1 Mechanisms of DNA Transfer
In Gram-negative bacteria, the mating
pair formation requires building a special
apparatus, pilus, which is a tube like extra-
cellular structure whose role is to reach
out and touch the recipient and bring
about cell–cell contact by pilus retraction
(by depolymerization of pilin subunits). In
Gram-positive bacteria, cell–cell contact
is mediated not by pili but by plasmid-
encoded aggregating substances that are
secreted in response to pheromones se-
creted by plasmid-free recipients. The
cell–cell contact is believed to send a sig-
nal to the donor to form a mating pore
through which the DNA is transferred.
The conjugative proteins that form the
pore belong to the type IV secretion sys-
tems, a widely used system to transport
protein across bacterial membranes. DNA

synthesis for transfer is well understood
and requires an enzyme relaxase (nickase)
that cleaves one strand of oriT (origin of
transfer). The free 3′-OH of the nick serves
as the primer for rolling circle replication.
The replication steps are grossly similar
to what has been described for pT181 (see
Fig. 3; Sect. 2.1.3). The relaxase remains
covalently bound to the 5′end, which is
guided through the mating pore into the
recipient and brings with it the attached
single-strand as it is being released by
replication. This process continues until
the entire plasmid has been regenerated
in the donor and a complete strand is
transferred to the recipient. According to
de la Cruz and colleagues, conjugation is
a union of two basic processes: rolling
circle replication and protein transport,
helped by a coupling protein that guides
the entry of the relaxase (pilot protein) into
the protein transport machinery (mating
pore/type IV secretion system).

3.1.2 Establishment of Transferred DNA
Establishment of the transferred strand in
the recipient cell requires first the strand
to be circularized. The relaxase covalently
bound to the leading (5′) end of the trans-
ferred strand does this job. The 3′end most
likely extends beyond one full length of the
plasmid regenerating the nic site. The 5′-
bound relaxase recognizes this site and by
a cleavage–joining reaction regenerates a
monomer circle. The next step is synthesis
of the complementary strand. The synthe-
sis would require multiple initiations as
in any lagging strand synthesis and seems
to be aided by plasmid-encoded primases
that are transferred along with DNA to
recipient. There are several safeguards to
protect the transferred DNA in the recipi-
ent from attack by nucleases. The relaxase
could be protecting the 5′-end from exonu-
cleases. The lagging strand is most likely
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synthesized as it enters the recipient. The
conversion to double-stranded DNA could
provide stability to inherently less stable
single-stranded DNA and repair possibil-
ities in case of strand breakage. Some
plasmids have genes for SSB (single-strand
binding) and PsiB proteins. The latter can
prevent SOS response. Both the genes are
transferred early and induced in the recip-
ient during conjugation. SSB can protect
single-stranded DNA and is known to fa-
cilitate many DNA metabolic processes,
including replication. PsiB may interfere
with RecA binding to single-stranded DNA
and thereby speed up their conversion to
double strand. Another early transferred
gene is ardA whose role possibly is to
protect the unmodified DNA from host
restriction.

3.1.3 Regulation of Transfer
It is natural that a complex and energy-
consuming process like conjugation will
be highly regulated. The transfer genes
are normally kept repressed (fertility inhi-
bition), and both extra- and intracellular
signals are involved in induction of the
transfer process. Apparently, a balance is
struck to minimize metabolic burden on
the host and make the transfer an ef-
ficient process. Considerable details on
regulation are known for plasmids like F,
RP4/RK2, Enterococcal plasmid pAD1 and
Agrobacterium plasmid Ti. It is also clear
that the network of tra control coordinates
with other plasmid processes like veg-
etative replication. Conjugative plasmids
encode genes, which are expressed in the
recipient at the completion of transfer to
prevent a second bacterium to transfer the
same or closely related plasmid. This re-
quires coating the outer membrane of the
recipient with plasmid encoded proteins
or lipoproteins that discourage mating

pair formation. Avoiding wasteful trans-
fers also prevents cell lysis that may occur
if donors outnumber the recipient and the
conditions permit intense mating.

When the entire machinery for conjuga-
tion is encoded by plasmids themselves,
they are called self-transmissible. There are
also plasmids that only encode the require-
ments to initiate rolling circle replication
(oriT, relaxase and a few accessory factors).
These are called mobilizable plasmids, and
a coresident self-transmissible plasmid is
required for mating pair formation and
transfer. Plasmids without any tra gene
can also be mobilized if they can hop into
a self-transmissible plasmid by transposon
or other jumping genes (IS elements) or
by homologous recombination. When F
plasmid integrates with the E. coli chro-
mosome, it can mobilize the entire 4.7 Mb
of chromosomal DNA into a recipient in-
dicating the efficiency and processivity of
the conjugative process. This may require
pushing DNA though the mating pore by
a motor protein, as is the case in chromo-
some segregation at cell division by FtsK
and during sporulation by SpoIIIE.

Horizontal transfer can also be consid-
ered a strategy for hereditary stability. In
principle, a plasmid can be conjugated to
multiple recipients and thereby outpace
the rate of plasmid spread over cell growth
rate. Although the transfer is tightly re-
pressed and normally rare, plasmids in
the recipient cells (exconjugants) remain
derepressed transiently and this may allow
further transfer to plasmid-free recipients.
Thus, HGT can be considered an alter-
nate means of plasmid maintenance. HGT
should not affect plasmid maintenance
by vertical transmission since transfer is
tied to a new round of replication that
should leave the plasmid copy number
intact.



Plasmids 439

3.2
Broad Host Range

Although a plasmid can explore and es-
tablish in an unrelated bacterial species
by conjugative transfer, its maintenance
in the plasmid state requires, most impor-
tantly, vegetative replication. Several plas-
mids seem to have acquired this capability
by minor adaptation of the mechanisms
that maintain the narrow range plasmids.
The adaptation has taken place in multiple
ways that either results in changes in ori-
gin sequences, or in the plasmid-encoded
initiator protein, in acquisition of multi-
ple replicons in the same plasmid or in
reduced dependence on host functions.

In one of the best-studied BHR plas-
mids, RK2, an iteron-type plasmid belong-
ing to IncP group, a 35-bp insertion in the
minimal origin inactivates the origin ac-
tivity in E. coli and in Pseudomonas putida
but not in Pseudomonas aeruginosa. In a
different BHR plasmid, R1162, the mini-
mal origin for replication in E. coli needs to
be extended for replication in P. putida. It
appears that one strategy to broaden plas-
mid host range is to increase the origin
information content. The initiator protein
of RK2, TrfA, also appears to have dispens-
able information for replication in some
hosts that may become essential in some
other hosts. The protein is made both
as full length, TrfA-44, and as a smaller
version, TrfA-33, from an internal in-
frame translational start site. Although the
smaller initiator suffices in many Gram-
negative bacteria, the full-length protein is
essential for replication in P. aeruginosa.

The understanding for the requirement
for the larger TrfA-44 for replication in
P. aeruginosa was greatly aided from stud-
ies in vitro. A crucial requirement for
initiation of replication for any replicon
is the loading of a replicative helicase.

Replicons use a variety of mechanisms
for this purpose. At the chromosomal ori-
gin of E. coli, the helicase DnaB loading
requires both the host initiator DnaA and
the helicase loader DnaC. DnaA interacts
with origin DNA as well as DnaB but its
transfer to origin strands requires DnaC.
DnaA also binds to many plasmid origins
including RK2 and apparently plays a sim-
ilar role in loading of DnaB. However,
TrfA-44 can load DnaB directly in P. aerug-
inosa without requiring DnaA and DnaC.
It appears that the N-terminal part of TrfA-
44 that is missing in TrfA-33 plays the
role of both inviting DnaB to RK2 origin
(normally the role of DnaA) and unload-
ing of DnaB (normally the role of DnaC).
As expected, DnaA-binding sites are not
required for RK2 replication in P. aerugi-
nosa. However, for loading of DnaB to RK2
origin in E. coli, both TrfA-44 and TrfA-33
still requires DnaA and DnaC. A better un-
derstanding of these results would require
actual affinity measurements of various
DNA–protein and protein–protein inter-
actions. For example, TrfA-44 interaction
with DnaB may be reversible enough to
obviate the need for DnaC in P. aeruginosa.

Some BHR plasmids like RSF1010
(belonging to IncQ group) have opted to
play safe by encoding both the plasmid-
origin-specific initiator and the helicase so
that the uncertainty of proper interfacing
of the two is avoided in a new host. In
E. coli, the DnaB helicase interacts with
the DnaG primase and recruits it to the
origin for the priming of DNA replication.
Since RSF1010 makes its own helicase, it
is in order that the plasmid also makes its
own primase to ensure helicase–primase
compatibility. These plasmids by not
requiring DnaA, DnaB, DnaC, and DnaG
can replicate in a wide variety of hosts
including some Gram-positive bacteria.
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The presence of more than one replicon
in the same plasmid is a common
occurrence (e.g. F, P1, R6K, pCU1) and
in some cases (pCU1 belonging to IncN
group) helps to extend the host range.
Host-specific replicons have also been
combined in the laboratory (called shuttle
vectors) that replicate efficiently in both of
their natural hosts. This provides the proof
of principle that combining replicons is a
feasible strategy to extend host range. A
narrow host range plasmid can extend its
host range by forming a cointegrate with
a BHR plasmid. The alternate replicons,
even if they do not increase the host
range, can serve as back-up replicons
in case the primary replicon fails to
function and thereby contribute to plasmid
stability.

An independent approach to study the
basis of BHR has been to start with a
narrow host range plasmid and extend the
host range by mutation. Characterization
of the mutants may then identify the
relevant basis. It is clear that improving
interactions between the plasmid-specific
initiator and the host initiator improves
the replication success in a new host.
Plasmid pPS10 replicates efficiently in
P. aeruginosa and in P. putida but not
in E. coli. The inability to replicate in
E. coli was overcome by mutating either
the plasmid initiator RepA or the host
initiator DnaA, implying that RepA–DnaA
interaction was not optimal in E. coli for
helicase loading. Since DnaA initiates the
chain of events involving other replication
proteins (DnaB, DnaC, DnaG etc.), once
the plasmid initiator can interact with
DnaA, the interactions with rest of the host
proteins should follow automatically. It
may seem that the adaptation in a new host
may minimally require the ability to recruit
DnaA to the plasmid origin. However, the
two most promiscuous plasmids known

to date, RK2 and RSF1010, have adopted
strategies for independence from DnaA
altogether for helicase loading.

Efficient maintenance would require
that the replication be controlled and other
maintenance functions like partition are
operative. The BHR plasmids described
above mostly belong to the iteron family
of plasmids where genetic requirements
for initiation and its control are the same.
Control of replication will automatically
follow with replication success. BHR plas-
mids also employ antisense RNA and/or a
separate repressor protein for controlling
copy number. Examples include several
plasmids of Gram-positive origin such
as pMV158, a Streptococcal plasmid and
pC194, a Staphylococcal plasmid that can
replicate even in a Gram-negative bac-
terium, E. coli. Extension of host range
from Gram-positive to Gram-negative has
also been obtained by mutating plasmids.
The host range of maintenance functions
other than replication is less known except
that chromosomal par system of Gram-
positive B. subtilis and Gram-negative
P. putida stabilize a partition defective F
plasmid in E. coli. The host range of
other maintenance functions are likely to
be broad as their requirement for BHR
plasmids is expected to be as important
as they are for the narrow host range
plasmids.

3.3
Bacterial Evolution

A particularly striking discovery from ge-
nomic sequencing is the degree of occur-
rence of horizontal (lateral) gene transfer
(HGT) among microorganisms. HGT is
now recognized to be a major force in shap-
ing microbial genomes and enhancing
genetic diversity and adaptation in bac-
teria. For instance, there is more than 20%
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difference in the genetic make up between
two strains of E. coli (pathogen O157:H7
vs benign K12). Much of this difference
(speciation) can be explained by gene ac-
quisition and loss by HGT. Plasmids and
other mobile genetic elements offer blocks
of DNA (an extreme example being the
transfer of entire bacterial chromosome
by conjugation) that appear to have accel-
erated bacterial adaptation and evolution
much more than what would have been
possible with point mutation and selec-
tion. Within a brief span of seven years,
diverse strains of nonsymbiotic rhizobia
were found to have acquired symbiotic
genes by HGT in the environment. One
reason for fast plasmid-mediated adap-
tation is because plasmids can replicate
faster than the host by spreading later-
ally to cells that lack them (conjugative
transfer always involves an extra round of
replication so that the donor plasmid re-
mains in the donor cell). Currently, there
is great interest in the studies of bac-
terial population genetics and evolution
and on the role of mobile genetic ele-
ments in maintaining bacterial diversity
and adaptation.

3.4
Impact on Public Health

Although understanding the mechanisms
of BHR is mechanistically challenging,
and cloning vectors based on BHR plas-
mids are boon to the burgeoning field
of research in non–E. coli bacteria, the
plasmids are potentially the most danger-
ous for spreading genes undesirable for
human health. Usually genes conferring
resistance to a variety of antibiotics and
toxic heavy metals, and encoding virulence
factors are found in mobile genetic ele-
ments such as plasmids, transposons, and

bacteriophages, not in the host chromo-
some. Plasmid-borne virulence factors are
found to be involved in a wide variety of
functions such as adhesion, host cell pene-
tration and invasiveness, high-affinity iron
transport, and diseases caused by a bac-
terial toxins including anthrax, tetanus,
diarrhea (due to labile toxin, LT) and food
poisoning (due to enterotoxin D). How-
ever, by far, the biggest impact on public
health has been the rapid spread of antibi-
otic resistance bacteria in the environment.
Every class of antibiotics has developed
resistance within a year to a decade of clin-
ical use. In the United States, resistance
to Streptococcus pneumoniae to two com-
monly prescribed antibiotics is predicted
to reach 40% by July 2004. Antibiotics re-
sistance is therefore not a matter of if but
when. The widespread use of antibiotics
is the cause of selection for this high rate
of resistance. The problem is compounded
by the presence of several resistance genes
in the same plasmid or other mobile ge-
netic elements, and consequently, in the
selection of multidrug resistance bacte-
ria that can resist all available antibiotics.
Normally, transposable elements are the
primary source of resistance genes. The
much-studied conjugative plasmid R1(also
called R100/NR1, see Sect. 2.1.3), isolated
in late 1950s, was found to carry genes
for resistance to chloramphenicol, fusidic
acid, spectinomycin, streptomycin, sul-
fonamide, and tetracycline primarily due
to transposon hops. Time has come to
explore alternates to antibiotics to treat
bacterial infections, and fundamental re-
search in plasmid will obviously guide the
future line of research on topics such as
on how to avert conjugal transfer, which is
presently thought to be the major means
of transfer of antibiotic–resistance deter-
minants in the environment.
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4
Concluding Remarks

Using a few well-studied systems, the
article tries to present our current thinking
on how plasmids are maintained and
has only touched upon other facets of
plasmid research such as public health,
and bacterial diversity and adaptation.
The emphasis has been on mechanisms.
Use of plasmid as research tools and in
biotechnology have not been discussed.
These topics deserve to be covered in
separate articles.

4.1
As Model Chromosomes

Because of their small size and dispensable
nature, plasmids appeared attractive as
models for studying chromosome mainte-
nance in the 1970s. It was certainly logical
to expect that the issues involved would be
similar. However, it turns out that the E.
coli chromosome is regulated differently
from its plasmids. The cell can tolerate
about 30 extra copies of its origin whereas
plasmid replication essentially stops with
a two-fold increase of copy number. To
date also no chromosomal centromere has
been found in E. coli, suggesting that the
chromosome segregates differently from
plasmids. Hopefully, emerging interest in
non–E. coli systems will permit general-
ization on maintenance functions in the
bacterial world.

Plasmids need to regulate its replication
independent from that of the host. Since
plasmids need to adjust the rate of repli-
cation to correct for fluctuations in copy
number, it cannot afford to follow once
per cell cycle replication characteristic of
the host chromosome. This requirement
for independence from the host appears
sufficient to justify encoding of replication

control functions in plasmids without ex-
ception. The structure of iteron-mediated
plasmids does give the impression that
its origin has evolved from the host
origin by incorporating plasmid-specific
control elements, the iterons. Although
plasmid par genes are found in the chro-
mosome of several non–E. coli bacteria
such as Bacillus subtilis, Vibrio cholerae,
Pseudomonas putida, and Caulobacter cres-
centus, it remains to be seen whether the
mechanisms are similar. It is already ev-
ident that because chromosome partition
has to deal with a much larger piece of
DNA, additional requirements are there
for chromosome condensation, which can
be dispensed with for plasmids. The par
genes are essential in Caulobacter cres-
centus suggesting that the genes might
serve additional functions. Genetic re-
quirements for dimer resolution also are
different for the ColE1 plasmid and the
E. coli chromosome. The plasmid mainte-
nance function that was least expected in
the chromosome, the toxin-antidote sys-
tem, however, is found in multiple copies
in the chromosome (see Sect. 2.3.2). It
seems that the common ground is likely to
widen as our knowledge of plasmids and
chromosomes progress.

4.2
Contributions

Even if plasmids do not exactly fit the
bill as model bacterial chromosomes, the
research in plasmid has been rewarding
in revealing several new regulatory princi-
ples. The first and foremost is the seminal
discovery of regulation by antisense RNA
(Sect. 2.1.2). Other novel mechanisms in-
clude initiator inactivation by a covalent
DNA adduct (Sect. 2.1), gene silencing by
spreading of a site-specific DNA-binding to
flanking DNA (Sect. 2.2), microtubule-like
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polymer formation in bacteria (Sect. 2.2),
pole-to-pole oscillation of a partition pro-
tein in plasmid segregation (Sect. 2.2),
plasmid addiction by toxin–antitdote gene
pair (Sect. 2.3), and plasmid multimer-
ization dependent gene expression of rcd
(Sect.2.4). One can also consider the elu-
cidation of the steps of maturation of
hok RNA as an outstanding achievement
(Sect. 2.3.1).

4.3
Future Potential

The boundary between chromosome and
plasmid has become fuzzier with the dis-
covery of chromosome-size megaplasmids
such as pSym plasmids of Shinorhizo-
bium meliloti, distribution of genome into
multiple genetic elements as in Borellia,
and ever-increasing discovery of plasmid
genes in chromosomes. The new real-
ization of the impact of plasmids on
bacterial evolution has made understand-
ing of plasmid behavior particularly in the
environment all the more necessary. Little
is known about how cells communicate
and prepare themselves for conjugative
plasmid transfer. BHR plasmids are par-
ticularly powerful to study adaptation at
the molecular level. Plasmids will remain
attractive and convenient systems to study
how genes are counted, their fluctuations
are adjusted, how they are sorted, and
how they migrate intra- and extracellu-
larly. Much of these processes need to
be understood quantitatively and in ki-
netic terms. The present day technologies
are allowing single cell and even sin-
gle molecule measurements. These are
welcome developments as steady state
measurement is an imperfect proxy to
understand control processes. If past per-
formance is any guide, a wealth of new

knowledge remains to be gained by study-
ing existing plasmids in greater depth
in the laboratory and in their natural
niche, and studying new plasmids from
exotic habitats.

See also Bacterial Growth and
Division; Bacterial Pathogenesis,
Molecular Basis of; Chromosome,
Microdissection and Microcloning;
DNA Libraries.
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Keywords

k-GRAM (k-tuple)
String (sequence) of k symbols chosen from a given elementary alphabet. In the case of
nucleotide sequences, k-grams correspond to oligonucleotides of length k. The most
frequently used nucleic acids elementary alphabet is {A, C, G, T (or U)}, where letters
stand for adenine, cytosine, guanine, and thymine (or uracil) nucleotides respectively.
Other alphabets used in nucleic acids studies include: {K, M}, where K is either
guanine or thymine (uracil in RNA) and M is either adenine or cytosine; {R, Y} where
R is a purine (adenine or guanine) and Y is pyrimidine (either cytosine or thymine); {S,
W} where S is either cytosine or guanine and W is either adenine or thymine (or uracil
in RNA).
If the elementary alphabet contains n symbols and k is fixed, we refer to a set of all nk

k-grams as k-gram (nonelementary) alphabet.

Pattern
There is no general definition of pattern. It can be any logical, geometrical or (broadly)
factual connection between elements of a model that attracts our attention. ‘‘Pattern’’ is
usually understood ostensively by experienced explorers of the same model.

Motif
Motif (sequence motif) is a term used in sequence analysis to refer to detectable and
stable feature that can be used to characterize a conserved meaningful function or
structure. There are several different specific meanings of ‘‘motif,’’ which depend on
the subject matter (specific function or structure) to which they are applied. Most
frequently used definitions of the word ‘‘motif’’ in biomolecular sequence analysis
include the following:

1. Motif is a string or regular expression that significantly often occurs in a collection
of similar sequences. Vast majority of ‘‘motifs’’ discussed in molecular biology
literature are ‘‘signature’’ sequence patterns that distinguish a specific set of protein
(or nucleic acid) sequences from all other sequences. The word ‘‘motifs’’ reflects
here a tacit assumption of the existence of meaningful functional and structural
constraints that are unique and detectable at the sequence level. Some authors also
assume the existence of a true homology (as opposite to sequence or structure
similarity) relating sequences in a given set of proteins (or just domains) or nucleic
acids primary structures (see also sequence pattern and motif descriptor).

2. Motif is a pattern that can be considered a letter (unit of pattern) in an alphabet that
is adequate for studying a specific correlation between sequences and their
functional or structural role.
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Motif Descriptor
A data structure used to define a sequence motif. Best- known descriptors include
consensus sequences, weight matrices, and profiles.

Sequence Pattern
Given a k-gram alphabet, we select k-grams that we call motifs (meaningful strings) and
k-grams that we call punctuations (semantically empty strings). (Heuristic principles for
such choice are complex because they do involve knowledge of ‘‘extra-sequential’’ facts.)
A sequence pattern is then a string of motifs and punctuations that begins and ends with
a motif. Contiguous Pattern is a sequence pattern that does not contain punctuations
whereas noncontiguous pattern is a sequence pattern that does contain punctuations.

Distance Chart
We select a particular k-gram to be a motif and then consider oligonucleotides
separating the instances of this k-gram to be punctuations. The frequency of
occurrence of punctuations plotted against their length is a distance chart. We refer to a
distance chart in which the motif is not allowed to be a substring of any punctuation as
the shortest distance chart.

Code
A mapping from one symbolic representation (input representation) of a system into
another representation (output representation). If the input and output representations
can be expressed in the form of elementary symbols chosen from finite alphabets, a
code can be seen as a relation between input and output alphabets.

� In a narrow sense, pragmatic computational biology is today’s equivalent of
theoretical molecular biology of the 1970s and 1980s combined with genome
bioinformatics of 1990s and early 2000s. Similarly, to the latter it aims toward
extended interpretation of laboratory and computational experiments in molecular
genetics (also known as functional genomics), molecular evolution, and structural
biology. The ‘‘extended interpretation’’ consists of several activities, such as
the following:

1. Relating the mechanistic and the informational aspects of biological phenomena
through appropriate generalization and modeling, for example, postulating the
triplet nature of the genetic code before it had been determined experimentally.

2. Devising principles for analyzing inexact data (quantitative representations of
qualitative descriptions included), for example, database design, annotation, and
searches; logic of heuristic reasoning.

3. Relating principles and laws inferred from studies at the molecular level with those
derived from studies of organisms, populations, and ecosystems, for example,
molecular evolution, molecular evolutionary genetics.
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4. Deriving properties of biological systems from principles of physics and
chemistry, for example, biological thermodynamics and kinetics; theories of
origin of life; molecular mechanics.

5. Modeling (usually mathematical) properties of laboratory instrumentation and
designing experiments, for example, analysis and interpretation of molecular
spectra, X-ray data, electrophoretic data, microchips, and so on.

6. Modeling properties of computational tools and designing computational
experiments, for example, sequence alignment.
These activities often draw on methods that in themselves are established research
areas with their own methodological foundations. Some of the methods pertain
to physics (for instance, molecular mechanics), some to chemistry (for example,
reaction kinetics) and yet others are parts of applied mathematics (combinatorics,
for example) or computer science (for instance, theory of algorithms). Pragmatic
computational biology differs from chemistry, physics, and even biochemistry
by systematically exploring symbolic aspects (besides the material ones) of the
biologic role(s) of nucleic acid and protein sequences.
In a larger sense, pragmatic computational biology is concerned with cognitive
systematization of concepts, theories, models, and observations that could
contribute to an explanation of the phenomenon of life itself. In this (larger)
sense, the principles of modeling biological systems appear to be more important
than design and interpretations of specific experiments. A nonexhaustive list
of activities pertaining to the larger aspect of pragmatic computational biology
includes the following:

7. Developing a general system theory and research on specific classes of general
systems, for example, anticipatory systems and their use for the description of
(biochemical) reaction networks.

8. Developing foundations of logic and mathematic such that the resulting
mathematical objects would be appropriate for modeling biological systems, for
example, theory of categories as a language for formulating models and theories.

9. Developing foundations of general information theory and information science,
for example, work on semantic and pragmatic theories of information, knowledge
representation, data integration, and so on.

Activities 7 to 9 draw on methods from other research programs such as systems
theory, cognitive science, logic, and epistemology but do not belong to the current
paradigms of these fields.

This article is primarily devoted to those aspects of computational biology that
pertain to sequence analysis and genomics (activities 1 and 2 above) and thereby are
of interest to molecular biologists proper. However, in order to satisfy those readers
who would like to predict future research directions in the field, a brief discussion of
topics belonging to the larger aspect of computer-assisted systems biology (activities
7–9 above) is given in Sect. 6.
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1
Preliminaries

1.1
Codes and (Biological) Function: A Logical
Trap

The focus on the relationship between
biopolymer (nucleic acids and proteins)
sequences and possible mechanisms of
biological processes makes ‘‘code’’ the
central, unifying metaphor in molecular
biology. From the early period in molecular
biology, biopolymer sequences and struc-
tures were thought of as texts that carry
encoded messages. The three best-known
‘‘biological codes’’ are

1. Watson-Crick-Chargaff base-pairing
rules,

2. translation code for protein biosynthe-
sis (the genetic code), and

3. cleavage sites for restriction enzymes.

In the past, many biologists assumed
that more functional codes of this kind
existed. For instance, we could think of
replication code, homologous and ille-
gitimate recombination codes, mutation
hot-spots code, protein or RNA folding
codes, and so on. However, the adequate
description of biological function at the
molecular level is a formidable task. It
requires knowledge of a great deal of mech-
anistic details that constitute the function.
This is a major methodological obstacle
in specifying a functional code. In most
cases in which we know or surmise that a
code exists, we are unable to appropriately
describe the biological function concerned
(the genetic code is a notable exception
from this common situation).

1.2
Classification Codes

The foregoing methodological problems
can be avoided when we replace the

notion of functional codes by an alternative
concept of classification codes. In principle,
there are many-to-one mappings from a
set of patterns found in (or resulting from)
a class of sequences into descriptors (such
as a name or a list of features) of this
class. We specify a classification code by
just listing patterns from its domain. We
call each individual pattern from the list
a classification code word or just a code
word. Not every pattern found in a given
collection of sequences is a classification
code word. To qualify as a code word, the
pattern must be significant according to
predetermined criteria.

1.3
Pragmatic Inference

The criteria of significance usually involve
a complex heuristics called pragmatic in-
ference. (The name indicates a focus on
the ‘‘rules’’ of usage for patterns). Prag-
matic inference explores the entire body
of available biological knowledge in addi-
tion to statistical analyzes. The resulting
measure of significance often does not
correspond to statistical significance be-
cause the rules of pragmatic inference are
different from the rules of statistical in-
ference. However, statistical modeling is a
vital part of those steps of pragmatic in-
ference in which selection of motifs and
punctuations is made. Figure 1 shows a
conceptual scheme of pragmatic inference
for sequence research as seen by most
computational biologists.

1.4
Determining Classification Code Words

Methods of determining code words draw
on several assumptions concerning those
patterns of characters (from an ele-
mentary alphabet) that are correct code
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Body of biological
knowledge

Prepare collections of
functionally equivalent

sequences

Determine a
K-gram alphabet

Arbitrary definitions

Speculation from data

Statistical modelling

Evaluate
significance

of determined patterns

Statistical analysis

Simulation

Prediction

Step 0

Step 1

Step 2

Step 3

Step 4

Step 5

Redefine criteria
(go to step 2)

or
stop procedure

Determine

B) possible patterns
A) motifs and punctuations

Choose appropriate
elementary alphabet

Examples: {A,C,G,T,N}
{Pu,Py,N}
{K,M,N}

Fig. 1 General protocol of pragmatic inference pertaining to computer-assisted sequence
analysis. Vaguely defined ‘‘biological knowledge’’ is taken into account at every step of
inference.

words. A nonexhaustive list of assump-
tions includes:

A1. Relative frequency of a given code
word should be the same (with the ap-
propriate accuracy) in all sufficiently
long sequences from a given func-
tional class. (For sequences of infinite
length, we expect that the relative
frequencies converge to definite,
invariant values (probabilities).)

A2. Probabilities of at least some individ-
ual code words should markedly differ
from one another in all sequences
from a given functional class.

A3. Probability distribution of code words
should be the same (with appropriate
accuracy) in all sequences from a
given functional class.

A4. Selected code words should occupy
distinct relative positions in every
sequence from a given functional
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class. (This assumption is known in
linguistics as a postulate of existence
of distributional structures.)

For methods to determine classification
code words from corpora of sequences,
explore assumptions A1 to A3. The most
important are perhaps those based on co-
incidence indices (string length test and
string repetition test) or on Markov anal-
yses (including hidden Markov chains
and nonhomogeneous Markov chains). A
couple of powerful methods explore distri-
butional structures (assumption A4) in the
form of distance charts or Fourier analysis.

Knowing classification code words has
practical consequences. It allows us to
develop algorithms for prediction of pu-
tative functional domains in unannotated
sequences. These algorithms (and the cor-
responding software) are of paramount
importance for all genome-sequencing
projects but we shall not discuss them
here. The relevant discussion can be found
in specialized publications on computa-
tional biology and genomics listed at the
end of this article.

2
Statistical Modeling and Frequency Counts

To determine how ‘‘unusual’’ the occur-
rence of a given k-gram in a long sequence
is, we have to compare the occurrence
frequency in the data with the frequency
expected from a model of chance.

It is in general a laborious task to find the
best model of chance (i.e. prior probability
distribution) for a given situation. A
model often used in sequence research
is a Bernoulli text in which all 1-grams
occur independently of each other and
with probabilities equal to each other.
The corresponding probability distribution

is known as discrete uniform distribution
(DUD). (The reverse distribution assigns a
k-gram to a given probability.)

Let determined from data frequency
of ith k-gram be F(i). Let the expected
frequency of this k-gram be F0(i) and
the variance (determined from a model
of chance) be V(i). The ‘‘degree of
unusuality’’ of the occurrence of ith k-
gram in the data is a function of F(i),
F0(i), and V(i). The most common such
function is a z-score defined as:

z(i) = F(i) − F0(i)√
V(i)

(1)

After having calculated z-score z(i), we
compare it with a threshold value z0.

If |z(i)| > z0, we consider the fre-
quency of ith k-gram unusually high
for z(i) − z0 > 0 (overrepresentation) or
unusually low for z(i) − z0 < 0 (underrep-
resentation).

2.1
Nonoverlapping and Overlapping
Frequency Counts

There are two general ways of calculat-
ing k-gram frequencies in a given long
sequence (of length L): nonoverlapping
count and overlapping counts. In the
case of nonoverlapping count, we take
into account k-grams in positions 1,
1 + k, 1 + 2k, . . . , 1 + mk < L. The num-
ber (m + 1) of k-grams counted in this
way equals the integer part of L/k. Cases
of overlapping counts of k-grams differ
from each other by ‘‘counting steps’’ of 1
through k − 1 (counting step k is nonover-
lapping count). In the overlapping count of
step 1 we take into account k-grams in po-
sitions 1, 2, 3, . . . , L − k + 1 and there are
exactly L − k + 1 k-grams in the sample of
total length L. (This counting is equiva-
lent to shifting the window of length k by
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1 nucleotide at the time). If we chose a
counting step of 2 and k is greater than
2, we take into account k-grams in every
other position (i.e. 1, 3, 5, . . ., and so on).
Counting step of 3 (if k is greater than
3) means taking into account every third
position (i.e. 1, 4, 7, . . ., and so on). Most
molecular biologists understand the over-
lapping count as a count of step 1 and we
will use this convention in this article (i.e.
we will not discuss cases of counting steps
other than 1 and k).

When the elementary alphabet has n
letters (1-grams) and when k is fixed, the k-
gram alphabet contains N = nk elements.
In a Bernoulli text of length L the expected
frequency of each k-gram is therefore
F0 = L/nk. For the nonoverlapping count
variance is a simple function of n, k, and L
given by the equation

V = L

nk
·
(

1 − 2k − 1

nk

)
(2)

For the overlapping, count variance is no
longer a simple function of n, k, and L and
has to be calculated for each individual

k-gram separately. The reason for this
complication is the variance’s dependence
on the self-overlap capacity of individual
k-grams.

The self-overlap capacity of a given k-
gram S is determined from a polynomial:

KS =
k−1∑

i=0

ai · xi (3)

Coefficients ai equal 1 if the first and last
(k − i)-grams in S are identical and equal to
0 otherwise. For example, the polynomial
for trinucleotide GGG is KGGG = 1 + x +
x2. For trinucleotides GAG and GAT, we
have KGAG = 1 + x2 and KGAT = 1 (no self
- overlap) respectively.

The variance of frequency distribution
for a k-gram S in a Bernoulli text of length
L over an elementary alphabet containing
n letters is a function of KS(1/n) given by
the formula:

VS = L

nk
·
[

2KS

(
1

n

)
− 1 − 2k − 1

nk

]
(4)

Fig. 2 Examples of dinucleotide frequency counts in representative (large) samples of DNA
sequences from seven different classes of genomes. Three different elementary alphabets were taken
into account. (a) – {K, M} alphabet, where K is either guanine or thymine and M is either adenine or
cytosine. Assuming that the threshold z-score values for unusually high frequency is +3 and for
unusually low frequency is −3, none of dinucleotides over this alphabet occur significantly more often
or significantly less often than others in all sequence samples studied. However, ‘‘complex’’
dinucleotides KM and MK tend to be slightly but systematically underrepresented. (b) – {R, Y}
alphabet, where R stands for purine (adenine or guanine) and Y stands for pyrimidine (cytosine or
thymine). ‘‘Complex’’ dinucleotides RY and YR appear to be unusually underrepresented in organella
and animal (i.e. primate, rodent, other mammalian, other vertebrate and invertebrate) genomes. This
underrepresentation might be due in part to the well-known avoidance of long alternating
purine-pyrimidine tracks (sequences with a potential for B-DNA – Z-DNA tertiary structure
transition). Note that in other genomes (bacteria, phages, yeast, viruses, and plants), slight
underrepresentation of RY and YR takes place as well. (c) – {S, W} alphabet, where S stands for either
guanine or cytosine and W stands for either adenine or thymine. It can be seen that dinucleotide SS is
underrepresented in phage, organella (mitochondria and chloroplast) and yeast genomes. In
contrast, dinucleotide WW is overrepresented in these genomes. Notably, dinucleotides SW and WS
are significantly underrepresented in organella (z-score < −3) and tend to be underrepresented in
other genomes as well.
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Failure to consider self-overlap capacity
in overlapping counts leads to huge
errors (hundreds of percent) in variance
calculation, particularly in cases of small-
size elementary alphabets and large values
of k. (Variance for nonoverlapping count
(Eq. 2) can be derived from Eq. 4 by putting
KS(1/n) = 1 (no self-overlap).)

2.2
Ad Hoc (Simple) Frequency Counts

Examples of the overlapping 2-gram fre-
quency counts in seven large collections
of DNA sequences are shown in Fig. 2.
Although the ‘‘folklore’’ of describing
and interpreting k-gram frequency counts
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resembles descriptive biology of the
nineteenth century (see caption to Fig. 2),
it plays an invaluable role in selecting ele-
mentary alphabets and k-gram candidates
for motifs.

2.3
Ranked Oligonucleotide Frequencies; Yule
Distribution

Ranks of word frequency in printed
alphabetic languages appear to follow the
so-called Zipf distribution, which is given
by the equation:

F = a · Rk and k < 0 (5)

where F is frequency of occurrence and R is
rank from most frequent to least frequent.

The same distribution also characterizes
a host of nonlinguistic phenomena such
as the number of species per genus, the
number of papers per author in a given
field of science, the distribution of income,
and the population of cities in a nation.

Attempts to find a fit of ranked oligonu-
cleotide frequencies to Zipf distribution
failed soon after the first nucleotide se-
quences were known. It is clear by now that
short oligonucleotide frequencies from all
known genomes do not follow Zipf dis-
tribution but a more general 3-parameter
density called the Yule distribution, which
is given by the equation:

F = a · Rk · bR (6)

Tab. 1 Fit of Yule equation to ranked hexanucleotide frequencies in several large collections of intron
and exon sequences. When plotted on log–log coordinates, all of the data exhibit the convex form
shown in Fig. 3. The mean values of parameters a, b and k in introns and exons are the same within
error limits (a-intron = 0.0034 ± 0.0026; a-exon = 0.0018 ± 0.0005; b-intron = 0.9981 ± 0.0036;
b-exon = 0.9994 ± 0.0001; k-intron = 0.25 ± 0.11; k-exon = 0.15 ± 0.03). This implies that Yule
parameters should not be used to discriminate between coding and noncoding regions in nucleotide
sequences (the sampling errors in noncoding regions are too high). However, high ρ2 values show
that fit to the Yule distribution is excellent for both coding and noncoding regions regardless of the
species. (Based on Martindale, C., Konopka, A.K. (1996), Comput. Chem. 20(1), 35–38.)

Base pairs Yule distribution

a k b ρ2

Primates introns 346,953 0.0016 −0.15 0.9994 0.96
Primates exons 500,899 0.0017 −0.14 0.9993 0.97
Vertebrates introns 232,272 0.0017 −0.16 0.9995 0.96
Vertebrates exons 370,327 0.0021 −0.18 0.9994 0.97
Invertebrates introns 181,184 0.0034 −0.28 0.9995 0.99
Invertebrates exons 499,601 0.0016 −0.15 0.9994 0.95
Organella introns 105,189 0.0045 −0.33 0.9996 0.99
Organella exons 531,943 0.0020 −0.17 0.9994 0.97
Plant introns 255,535 0.0027 −0.24 0.9995 0.98
Plant exons 588,172 0.0015 −0.13 0.9994 0.95
Yeast introns 18,821 0.0089 −0.43 0.9999 0.97
Yeast exons 333,789 0.0025 −0.19 0.9993 0.99
Viral introns 75,359 0.0015 −0.15 0.9995 0.99
Viral exons 733,231 0.0011 −0.09 0.9995 0.89
Bacterial genes 876,257 0.0015 −0.12 0.9993 0.95
Phage genes 353,104 0.0022 −0.19 0.9994 0.98
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where F is frequency and R is the rank; a,
b, and k are parameters.

Zipf distribution (Eq. 5) is a special
case of the Yule distribution (Eq. 6) in
which parameter b = 1. Even if b is
very close to 1 but not exactly equal
to 1 (for instance b = 0.9995), the Yule
distribution remarkably differs from the
Zipf distribution.

Parameters of Yule distribution for hex-
anucleotide frequencies in large collec-
tions of intron and exon sequences are
shown in Table 1. It appears that both in-
tron and exon data fit the Yule distribution
extremely well (and about equally well;
see caption to Table 1). Example plots (in
log-rank-log-frequency coordinates) of the
Yule distribution are shown in Fig. 3.
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Fig. 3 Ranked hexanucleotide frequencies fit the
Yule distribution (convex lines on Figures (a)
and (b)) much better than the Zipf distribution
(straight lines on Figures (a) and (b))
(a) ECOUW89 is a long sequence (176,195 nt) in
which 82.1% of nucleotides constitute

protein-coding regions. (b) HUMRETBLAS is a
long sequence (180,388 nt) in which only 1.5%
of nucleotides belong to exons [Based on:
Martindale, C. Konopka, A.K., (1996) Comput.
Chem., 20(1), 35–38].
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3
Measuring Deviations from Discrete
Uniform Distribution (DUD)

3.1
Entropy and Redundancy of Nucleotide
Sequences

The mathematical apparatus of Shannon’s
Theory of Communication (‘‘Information’’
Theory) has been applied to biology quite
against Shannon’s preferences. In 1954, he
dismissed psychology and biology as fields
of science that could benefit from applying
his theory because he believed that seman-
tic aspects of communication are more
important in these fields than syntactic as-
pects. Of course, he was unaware of the
important role that statistical studies of nu-
cleotide and protein sequences would play
in biology. Today, we know that indeed
communication theory does not explain
much of biology (nor did anyone sane ever
expect it to do so) but, on the other hand,
it is an extraordinary source of statistical
methods for studying sequences.

Shannon’s studies of k-grams of let-
ters in printed alphabetic languages have
been a spectacular application of his theory
of communication (‘‘information’’ theory).
The central concept in these studies is
an abstract device (called source) that gen-
erates sequences of symbols (messages)
chosen from a finite alphabet by means
of a random mechanism. Particularly im-
portant are ergodic sources in which the
random mechanism leads to ‘‘typical’’
messages with high probability (close to
1) and to ‘‘atypical’’ sequences of sym-
bols with negligible probability. (We can
say, in other words, that sequences pro-
duced by an ergodic source are statistically
homogeneous.)

It has long been known that frequency
distributions of letters are roughly the

same in all texts written in the same
language. It has then been assumed
(but not proved) that any alphabetic
writing system can be modeled by an
ergodic source. (In particular, it has been
suggested that a writing system can be
regarded as a limit of a succession of
ergodic Markov sources that in turn is
itself an ergodic source.)

The probability distribution of letters
from an alphabet of size n in a given
ensemble of texts can be characterized by a
function called entropy (of the distribution):

H1 = −
n∑

i=1

p(i) · logr p(i) (7)

where p(i) are probabilities of letters and
the log is taken to the base r = 2 (unless
otherwise specified) and a convention
0 ∗ logr(0) = 0 is applied.

If textual elements (letters) from a finite
alphabet of size n were combined in a
text by chance alone, it would have to
be a Bernoulli text. Therefore, the letters
should occur independently of each other
and with probabilities following a DUD
(i.e. equal to 1/n). The entropy of DUD
obviously equals logr(n), that is:

H0 = −n · 1

n
· logr

1

n
= logr n (8)

The entropy of strings of length k com-
posed of characters from an (elementary)
alphabet of size n is defined as

H(k) = −
n∑

i1=1

n∑

i2=1

· · ·
n∑

ik=1

p(i1, i2, . . . , ik)

· logr p(i1, i2, . . . , ik) (9)

The k-gram entropy is defined as

Hk = H(k) − H(k−1) for k > 1 (10)
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with H(1) = H1 given by (7) and H0 given
by (8).

Note that entropy has a dimension that
is determined by the basis r of logarithmic
function and by the alphabet taken into
account. In the general case, when the
basis of log function is r, the k-gram
entropy Hk is given in r-ary units per
letter and the strings of length k entropy
is given in r-ary units per k-gram. The
most frequently used value of r is 2. In
this case, H(k) is in bits per k-gram and Hk
in bits per letter (‘‘bit’’ is a name of 2-ary
unit).

A source S has entropy H(S) if

lim
k→∞

H(k)

k
(11)

exists and equals H(S).
The ergodic sources always have en-

tropy. A given writing system (sometimes
referred to as a language) L is assumed to
be an ergodic source (a limit of a succes-
sion of ergodic Markov sources). Hence,
the writing system’s entropy H(L) exists
and is bounded by the following (obvious)
chain of inequalities:

H(L) < · · · < Hk < · · · < H3 < H2

< H1 < H0 (12)

The ratio of entropy of source to the
maximum value it could have while still
restricted to the same symbols is called
relative entropy (of source). Since it follows
from (12) that H0 is the maximum value
of entropy, we have:

H(L)
′ = H(L)

H0
(13)

In a similar way, we can define relative
k-gram entropy:

H
′
k = Hk

H0
(14)

Values of relative entropy are dimen-
sionless real numbers form the interval
[0, 1].

Writing system’s (language) redundancy
is defined as:

R(L) = 1 − H(L)
′

(15)

Similarly, we can define k-gram redun-
dancy as:

Rk = 1 − H
′
k (16)

It follows from (12) that R(L) is
higher than any k-gram redundancy, that
is:

0 < R1 < R2 < · · · < Rk < · · · < R(L)

(17)

Because of high sampling errors of k-
gram entropies in finite-length sequences,
it is not obvious that the ensembles
of functionally equivalent nucleotide se-
quences have entropy. Dedicated com-
putational studies will be needed in the
future to determine how well k-gram
entropies converge to the source en-
tropy values. For the time being, we
assume that functionally equivalent se-
quences do have entropy and that ‘‘func-
tionality’’ can be thought of as an er-
godic source.

Table 2 shows the results of redun-
dancy calculation for several large collec-
tions of functionally equivalent nucleotide
sequences. As expected the sequences
of eukaryotic illegitimate recombination
regions display very high redundancy
(around 20%). This is due to the frequent
occurrence of mononucleotide repeats. In-
terestingly, the lowest redundancy can be
seen for protein-coding genes and the
highest for intergenic spacers and flank-
ing regions of genes. However, because
of very high error values, redundancy in
exons and the corresponding introns ap-
pears to be the same even at the level
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Tab. 2 Estimated redundancy in various large collections of functionally
equivalent nucleotide sequences. The estimates for k → oo were obtained
from regression analysis of 1- through 4-grams’ or 1- through 5-grams’
redundancies (depending on the length of sequences in a given
collection).The error values listed are standard errors of estimate for
hyperbolic regression. (Based on: Konopka, A.K. (1994) Sequences and
Codes: Fundamentals of Biomolecular Cryptology, in: Smith, D. (Ed.)
Biocomputing: Informatics and Genome Projects, Academic Press, San
Diego, CA, pp. 119–174.)

Redundancy

Human exons (in mature mRNAs) 0.070 ± 0.009
Human introns 0.082 ± 0.017
Human 3′UTRs 0.081 ± 0.020
Human 5′UTRs 0.083 ± 0.022
Human 3′ flanks of protein-coding genes 0.160 ± 0.034
Human 5′ flanks of protein-coding genes 0.122 ± 0.025
Eukaryotic exons (in mature mRNAs) 0.076 ± 0.021
Eukaryotic introns 0.087 ± 0.022
Eukaryotic Intergenic Spacers (non-RNA, nonhistone) 0.112 ± 0.007
Eukaryotic Intergenic Spacers (histone) 0.142 ± 0.027
Eukaryotic Illegitimate Recombination Regions 0.202 ± 0.032
Bacterial protein-coding genes 0.075 ± 0.023
Bacterial spacers (RNA genes) 0.090 ± 0.023
18s-rRNA genes 0.095 ± 0.040
Small nuclear RNAs 0.127 ± 0.032
16s-rRNA genes 0.118 ± 0.038
5s-rRNAs 0.092 ± 0.028
tRNAs 0.155 ± 0.041
23s-RNAs 0.127 ± 0.041
28s-RNAs 0.169 ± 0.024

of confidence of 33%. This precludes
using the ‘‘function-associated’’ redun-
dancy as a criterion for determining exon
and intron location in unannotated se-
quences. This also means that redundancy
is unlikely to be a basis for a classifica-
tion code.

3.2
Coincidence Indices and Their Use in
Sequence Analysis

pt For a discrete probability distribution
[p(1), p(2), . . . , p(n)] over an ensemble of
n events the index of coincidence can be
defined as:

I = n ·
n∑

i=1

p2(i) (18)

For the text of finite length L, index of
coincidence can be estimated as:

I =
n ·

n∑

i=1

f (i) · [ f (i) − 1]

M · (M − 1)
(19)

where f (i) is a frequency of ith element of
the alphabet n is a size of the alphabet
and M is the number of elements of
the alphabet present in the text (for
single letters M = L, for strings of 2
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letters M = L − 1 for strings of k letters
M = L − k + 1).

The variance of I has been found to be

Var(I) = 2I · (n − I)

M · (M − 1)
(20)

In statistical linguistics and cryptanal-
ysis tests based on coincidence, indices
are reliable tools to determine substitution
block encodings. They work particularly
well in the cases in which each string of the
code alphabet has the same length as other
strings. It also helps if the size of (encoded)
‘‘space bars’’ is negligible compared to the
size of (also encoded) ‘‘message units’’.

Classification codes for different ensem-
bles of functionally equivalent sequences
can be determined by the two tests based
on coincidence indices

Both, string repetition test and length test,
apply to the following situation: Given
a sequence of length L represented in
an elementary alphabet E = {A, C, G, T},
consider m code alphabets containing
N(k) = 4k strings each (k = 1, 2, . . . , m
and m � L). Choose ‘‘the best’’ code
alphabet (to represent a given sequence)
from the m alphabets given.

In the string repetition test we pick the
k-th alphabet and calculate coincidence in-
dex (19) along with its variance (20) in our
sequence of length L (i.e. containing M =
L − k + 1 ‘‘overlapping’’ or M′ = Int{L/k}
‘‘nonoverlapping’’ strings belonging to the
alphabet of N(k) elements). For a Bernoulli
text, the k-gram probability distribution is
a DUD and therefore Iexpected = 1. The
z-score of I in a given alphabet is:

z(I) = I − 1√
Var(I)

(21)

After calculating z(I) for each alphabet,
we consider those alphabets that maxi-
mize (21) to be ‘‘the best’’.

In the string length test, mean coinci-
dence indices (per letter) in k-grams over
an n-letter alphabet are compared with the
coincidence index over 1-grams in entire
sequence. We pick the kth alphabet and
calculate the coincidence index for all let-
ters at all positions j = 1, 2, . . . , k within
each k-gram in a given sequence, that is:

I(j) = n

M · (M − 1)
·

n∑

i=1

f (i, j)·[ f (i, j) − 1]

(22)

where f (i, j) is the frequency of ith letter
(out of n) at the jth position of a k-gram. Of
course, for nucleotide sequences expressed
in {A,C,G,T/U) alphabet we have n = 4,
while for binary alphabets such as {R,Y} or
{K,M}, n equals 2.

The above calculations provide us with a
vector J = [I(1), I(2), . . . , I(k)] from which
we can determine the mean coincidence
index 〈I〉, that is:

〈I〉 = 1
k

·
k∑

j=1

I(j) (23)

The expected value of 〈I〉 for nucleotide
sequences in {A, C, G, T} alphabet can be
estimated from (19) with M = L (number
of 1-letter subsequences equals the length
of sequence) and n = 4, that is,:

E(〈I〉) =
4 ·

4∑

i=1

f (i) · [ f (i) − 1]

L · (L − 1)
(24)

The corresponding variance is obtained
from (20) by again putting M = L and
n = 4 (if we use {A, C, G, T/U} alphabet;
for binary alphabets such as {R, Y} we
would need to put n = 2 and M = L), that
is:

Var(〈I〉) = 2I · (4 − I)

L · (L − 1)
(25)



462 Pragmatic Computational Biology: Sequence Analysis and Biological Systems Description

The z-score for this test is then:

z(〈I〉) = 〈I〉 − E(〈I〉)√
Var(〈I〉) (26)

After calculating z(〈I〉) for each alpha-
bet, we consider the alphabet that maxi-
mizes (26) to be ‘‘the best.’’

Both tests indicate unambiguously (see
Table 3) that the trinucleotide code is the
best to represent protein-coding regions
in nucleotide sequences. This result is re-
markable because it leads to a rediscovery
of codons of the genetic code solely on
the basis of the statistical structure of se-
quences. This means that knowledge of
the protein-coding function of genes is
not required to find genes among other
sequences. Needless to say, methodology
of this kind can be used for practical
purposes of finding exons in unanno-
tated sequences.

In fact, about 98.5% of known trans-
lated regions of genes (exons and bacterial
genes) display excessively high, positive
values of z(〈I〉) for the alphabets of 3-
grams, 6-grams, 9-grams, and generally,
3m-grams (m = 1, 2, 3, . . . , 20). In addi-
tion, the large fractions of remaining 1.5%
are the exons that are subject to alternative
splicing (i.e. are also parts of introns).

As far as sequences that are not
translated are concerned, the results of
string length test are less clear. For
example, in a large sample of nuclear
eukaryotic introns, about 20% of the
sequences test positively for the code
word’s length 2 [i.e. 2m-grams (m =
1, 2, 3, . . .) are unambiguously indicated
by the test (26); see Table 3]. Another
3% of intron sequences display clear
preference for strings of length 4. Both
these results are consistent with the 2-
base periodicities in large collections of
intron sequences (see Sect. 5). However,
the test (26) also indicates that about 7% of

intron sequences display a clear preference
for strings of length 5 and there exist
introns (only about 1.3% in the sample
collection) that ‘‘favor’’ heptanucleotides.

There are at least three plausible in-
terpretations of the above findings. One
possibility is that there are many dif-
ferent kinds of introns playing different
biological roles before being spliced out
of hnRNAs. Another possibility is that the
‘‘intronic’’ code alphabet contains strings
of variable length. In such a case, the
string length test would detect the mean
length of a code word but not the actual
lengths of individual code words. Finally, it
may well be that only fragments of introns
are involved in some (unknown) biological
processes. In such a case, long stretches
of sequence within introns would not code
for any function and therefore there would
be no reason to ‘‘employ’’ a statistically dis-
tinguishable k-grams’ alphabet. This last
situation would be similar to a text in
which long strings of space bars sepa-
rate individual words (or even letters) and
many different symbols would be allowed
to stand for a space bar.

As far as viral introns are concerned
they display conspicuously high z-scores
for string lengths multiples of 3 (exam-
ples are listed in Table 3), as do many
mitochondrial introns (data not shown).
This ‘‘exonic’’ characteristics is quite un-
expected in introns but can be easily
explained by the fact that viral genomes
contain overlapping genes. A given viral
intron can be an intron in one gene and
a part of exon in another (overlapping)
gene. Therefore, the ‘‘exonic’’ characteris-
tics (in the form of preference for strings of
lengths multiple of 3) of viral introns can
be detected. Similarly, those mitochondrial
introns that display ‘‘exonic’’ characteris-
tics (code word lengths 3, 6, 9, . . .) overlap
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Tab. 3 Examples of z-scores calculated from the string length test [formula (26) in the text] for
sequences belonging to different functional classes. Only string lengths between 2 and 9 are listed.
(Calculations based on: Shulman, M.J., Steinberg, C.M., Westmoreland, N. (1981) The coding
function of nucleotide sequences can be discerned by statistical analysis, J. Theor. Biol. 88,
409–420.)

Length of k-strings (i.e. k)

2 3 4 5 6 7 8 9

Typical 2-base periodic IVS (∼20% of all IVS)
>DL;FOSMS 2.1 −0.4 3.5 −0.2 7.2 2.4 4.9 −3.4
>DL;TVMSP1 2.7 −1.6 2.9 −3.1 6.1 −1.5 0.2 −5.3
>DL;HVMS3 7.5 0.1 7.0 −1.8 7.5 −1.0 7.1 −4.3
>DL;HVMS44 3.4 1.8 4.8 −3.6 5.0 −0.7 3.3 5.7
>DL;IGCMD 3.7 1.6 2.3 0.6 4.7 −0.2 4.2 −0.2
>DL;G2MSA 4.1 0.3 5.7 −2.5 5.4 −0.6 4.3 5.8
>DL;HLMSE1 2.0 0.0 6.1 0.1 1.5 −0.2 3.7 −3.0
>DL;CELDEB 2.7 −0.7 4.0 −3.0 0.6 0.6 7.3 −0.5
>DL;DROGLD 3.9 1.8 3.6 1.1 8.1 3.9 2.7 −1.0
>DL;DROLGL 4.2 −1.0 6.3 −0.5 2.3 −0.4 5.3 −1.9
>DL;DROMHC 3.9 0.1 3.6 −0.7 4.1 −2.6 3.2 −2.3

Typical translated regions of genes (‘‘true’’ coding regions)
>DL;HPHU2R −0.2 29.9 −0.5 1.4 29.1 2.5 2.8 32.5
>DL;KFHUG −1.0 26.8 −0.3 0.3 23.8 1.2 −1.7 26.3
>DL;KXHU 1.6 71.0 4.4 3.8 73.9 −3.9 5.1 71.4
>DL;UBHUB 1.2 95.5 −0.3 −2.5 98.2 −0.6 −1.6 91.1
>DL;LPHU4A −0.9 106.6 0.8 −1.3 106.8 −3.6 0.5 106.1
>DL;FGHUGG 1.4 17.6 0.6 −1.1 20.1 2.1 −3.6 19.9
>DL;APOCHO 4.5 151.0 2.9 −2.9 176.1 −1.1 1.0 229.9
>DL;BBO58M 0.0 51.2 0.4 −0.5 52.3 −1.4 0.2 47.3
>DL;BBOMER −0.6 43.9 −1.5 −2.5 44.4 −1.6 −0.1 43.9
>DL;DROCID −1.0 59.8 −1.3 0.0 59.0 −0.8 −3.4 61.5
>DL;DROCOP 0.1 175.9 −0.6 −2.9 179.8 −2.7 3.1 175.7
>DL;DROCOP −1.1 62.5 1.2 9.2 62.7 2.7 0.6 63.6

Typical viral translated regions of genes
>DL;ADLEIB −0.6 22.3 −1.9 −2.0 20.6 4.6 −0.7 28.0
>DL;ADTA1 −0.1 10.0 −0.8 0.4 9.2 0.8 −0.8 10.9
>DL;ADV40E 0.7 7.2 0.3 −1.6 6.8 −2.1 −1.5 3.5
>DL;ADVFIB 0.2 26.1 0.0 −0.1 24.9 2.4 0.8 25.9
>DL;ADX1AB 0.2 12.6 −1.1 −2.7 11.2 −0.5 −2.1 13.7

Typical viral IVS
>DL;ADLEIB 0.0 19.1 −1.9 −0.2 18.1 4.4 0.1 22.9
>DL;ADX1AB −0.1 10.3 −1.1 −2.4 9.4 −1.7 −3.7 9.8
>DL;ALRCG− −1.0 10.0 −1.8 −0.9 9.3 −2.3 −1.9 10.0
>DL;HIVBH1 −0.8 20.6 −0.9 −2.7 20.0 −3.0 0.6 24.0
>DL;PPH47C 0.0 12.6 −1.2 1.2 13.9 −1.5 −0.3 11.2
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with genes that encode the endonuclease
responsible for their splicing.

4
Noncontiguous Patterns and Distance
Charts

Distributional structures in nucleotide se-
quences from the same functional class (as
introns, exons, tRNAs, 5sRNA, illegitimate
recombination sites, and so on) can be seen
on k-gram distance charts. If there were
no distributional structures in sequences
studied, there would be no particular rea-
son for any punctuation length to occur
more frequently than other lengths. In
other words, with no distributional struc-
tures, punctuation lengths should follow a
discrete, uniform frequency distribution.
When the distributional structures are
present, some punctuation lengths should
be much more frequent and some oth-
ers much more rare than expected from
discrete, uniform distribution.

Similar reasoning applies to the short-
est distance charts. In the absence of
distributional structures, the frequency
of punctuation lengths in the shortest
distance charts would follow geometric
distribution. Again, when distributional
structures are present, some punctuation
lengths will occur more frequently and
some others less frequently than expected
from geometric distribution.

Distance charts (z-scores with regard to
discrete, uniform distribution) for motif
AC in large collections of nuclear in-
trons and exons from animal genomes
(primates, rodents, other mammals, ver-
tebrates, and invertebrates) are shown
in Fig. 4(a). The charts for an internally
mirror-symmetric motif ACA appears in
Fig. 4(b). The corresponding shortest dis-
tance charts (z-scores with regard to the

appropriate geometric distribution) are
shown in Figs. 4(c and d). It is clearly seen
from Figs. 4(a–d) that exon and intron
sequences display k-gram distributional
structures and that these structures are
transparently different for exons than for
introns. The former display a strong over-
representation of punctuation lengths 0, 3,
6, . . . and generally 3k (k = 0, 1, 2, 3, . . .)

for trinucleotide ACA whereas the later
favor distances 0, 2, 4, . . . and generally
2k (k = 0, 1, 2, . . .) for dinucleotide AC.
Inspection of shortest distances (Figs. 4(c
and d) shows that preferred nearest dis-
tances between ACs are 0 and 2 in
introns. However, exon preferred short-
est distances between ACAs (Fig. 4d) are
the same as distances from Fig. 4(b) (i.e.
0, 3, 6, 9, . . . and generally 3k). These
findings suggest that AC is involved in
‘‘true’’ 2-base periodic patterns in introns
whereas ACA is involved in strongly pro-
nounced 3-base quasi-periodic patterns
in exons.

Other than AC, nonhomopolymeric
dinucleotides and the vast majority of
nonhomopolymeric (including mirror-
symmetric) trinucleotides display distance
charts almost identical to those shown in
Fig. 4 (data not shown). This suggests that
predominant patterns in exons and introns
are 3-base quasi-periodic arrangements of
trinucleotides and 2-base periodic repeats
of dinucleotides respectively.

Notably, distance charts from the
above example allowed us to redis-
cover the triplet structure of the ge-
netic code from exon sequences alone
(i.e. without taking into account our
knowledge of the genetic code). In the
light of this rediscovery, 2-base peri-
odicities observed in introns must re-
flect meaningful, intron-specific distribu-
tional structures.
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Fig. 4 Examples of distance charts for
nonhomopolymeric dinucleotides and the
corresponding mirror-symmetric trinucleotides
in large corpora of animal, nuclear exons and
introns. (Based on and modified from: Konopka,
A.K., Smythers, G.W. (1987b) Comput. Appl.
Biosci. 3, 193–201.) (a) – Dinucleotides tend to
be separated by gaps of lengths divisible by 2 in
introns. In exons, we can see a tendency of those
gaps lengths to follow an arithmetic progression
with increment 3. This leads to predominant
distances of 1, 4, 7, 10, . . . and generally
1 + 3k (k = 0, 1, 2, . . .). (b) – Trinucleotides
(including the mirror-symmetric ones) tend to be
separated by gaps of lengths divisible by 3 in

exons. (c) – Shortest distance chart displays the
same predominant dinucleotide distances in
exons as the distance chart (Fig. 2a). However,
the predominant shortest distance for
dinucleotides in introns is 0 nucleotides. This
means that 2-base periodicity implied by
distance chart is a ‘‘true’’ periodicity (see the text
and Fig. 1). (d) – Shortest distance chart for
trinucleotides in exons displays the same,
divisible by 3, predominant distances as the
distance chart from Fig. 2b. The 3-base
periodicity implied by Fig. 2b is not a ‘‘true’’
periodicity but a 3-base quasi periodicity (see the
text and Fig. 1).
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Fig. 4 (Continued)

5
Local Compositional Complexity: A
Maximum Entropy Principle

5.1
Local Compositional Complexity

Local compositional complexity can be de-
fined by two different measures. Both of
these measures are based on a concept of
repetition vector (sometimes called complex-
ity state vector). For a string of length N,

the repetition vector is:

ñ = (n1, n2, . . . , nL) (27)

where L is the number of letters in
the alphabet, and ni is the number of
occurrences of letter i in the string (i.e.
n1 + n2 + · · · + nL = N). The elements of
the repetition vector are ordered according
to size, so n1 ≥ n2 ≥ n3 . . . ≥ nL. For
example, the string ACTGAAGT has the
repetition vector (3,2,2,1). The repetition
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vector is not dependent on the order
of the letters, so any permutation of a
given string will have the same repetition
vector, for example, AAATTGGC also has
the repetition vector (3,2,2,1). Similarly,
any permutation of the alphabet yields a
string with the same repetition vector, for
example, TGACTTCA has the repetition
vector (3,2,2,1).

One measure of compositional complex-
ity is:

K1 = (1/N) ∗ logr

(

N!
/ L∏

i=1

ni!

)

(28)

where L, N, and ni are defined as above
and r equals to L. For example, for a
DNA fragment, one alphabet would be
the possible nucleotide bases in the DNA,
that is, adenine, cytosine, guanine, and
thymine, or A, C, G, T. In this case, L
and r would be 4, and the nis would be
the numbers of As, Cs, Gs, and Ts in the
fragment.

Another measure of complexity is based
on Shannon entropy:

K2 = −
L∑

i=1

[((ni/N) ∗ logr(ni/N))] (29)

where ni, N, L, and r are the same as above.
Although K1 and K2 converge as N

approaches infinity, for short oligonu-
cleotides they differ significantly.

5.2
Surprisal

We can define a complexity class as a set
of strings that have the same repetition
vector, and therefore the same complexity.
For a string of length S � N we can
calculate the surprisal, or log-odds ratio, for
each such class.

Surprisal (log-odds ratio) is defined as:

S(ñ) = logr [Pobserved(ñ)/Pexpected(ñ)]
(30)

where ñ is the repetition vector (n1, n2, . . . ,

nL), Pobserved is the observed probability
of the repetition vector n in the string,
and Pexpected is the a priori probability of
the repetition vector ñ in the string. The
expected probability for a given repetition
vector is the sum of probabilities of each
of the distinct strings that share that
repetition vector. Assuming that each of
the letters is equally probable, then each of
these strings has equal probability, and the
probability for any repetition vector class is
simply the number of different strings that
share that repetition vector divided by the
number of possible strings. For example,
for a DNA fragment and the alphabet
ACGT, the total number of possible strings
is LN , the number of permutations of a
given string is

w(ñ) = N!

/ L∏

i=1

ni! (31)

and the number of distinct permutations of
the alphabet for a given repetition vector is

F(ñ) = L!

/ j∏

i=1

hi! (32)

where j is the number of distinct values
among the elements of the repetition
vector n, and hi is the number of elements
in ñ that have the jth value. For example, for
ñ = (3, 2, 2, 1), j = 3, h1 = 1 because there
is one element with the value 3, h2 = 2
because there are two elements with the
value 2, and h3 = 1 because there is one
element with the value 1. Note that L! is the
number of permutations of the alphabet,
and it is divided to eliminate redundancy.
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Thus, the a priori probability for ñ is:

Pexpected(ñ) = [F(ñ) ∗ w(ñ)]/LN (33)

The probability distribution generated
from the assumption of equal probabilities
for each of the letters in the alphabet we
call P0.

5.3
Log-odds Complexity Distribution

All collections of functionally equivalent
nucleotide sequences studied thus far dis-
play a linear tendency in surprisal versus
complexity distributions (see two examples
in Fig. 5). The slope of this linear relation is
negative in all cases studied. This is inter-
preted as a maximum entropy relationship
constrained by mean complexity.

It is likely that this maximum entropy
relation is a general law governing all nat-
ural nucleotide sequences. (Preliminary
evidence exists that protein sequences
‘‘obey’’ this principle as well.) On the
other hand, sequences belonging to dif-
ferent putative functional domains display
systematically different slope values. Dis-
criminative power of the slopes is much
stronger than the criteria based on se-
quence periodicity or uneven distribution
of mononucleotides between three posi-
tions in codons. This suggests that slope
values can be used as reliable classification
code words.

5.4
Patchy Complexity

Strings of symbols used to determine repe-
tition vector ñ can be generated by selecting
noncontiguous nucleotides from a given
(long) sequence. We shall discuss complex-
ity of strings of L symbols obtained by tak-
ing every kth nucleotide, k = 1, 2, . . . , 20,
from original nucleotide sequences. Patchy

oligonucleotides defined in this way are char-
acterized by patchiness, k and block length,
L. For instance, ‘‘normal’’ (i.e. nonpatchy)
hexanucleotides are characterized by k = 0
and L = 6 whereas hexanucleotides ob-
tained by concatenating (six times) every
other nucleotide in a given sequence are
described by k = 1 and L = 6. Similarly, oc-
tanucleotides generated by taking 8 times
every third nucleotide from the original
sequence are characterized by k = 2 and
L = 8 but ‘‘normal’’ octanucleotide are of
patchiness k = 0.

We refer to complexity calculated over
repetition vectors of patchy oligonu-
cleotides as to patchy complexity. Of course,
the ‘‘normal’’ (i.e. nonpatchy) local com-
positional complexity is a special case of
patchy complexity.

All standard results obtained for local
compositional complexity of nucleotide
sequences hold for patchy complexities.
In particular:

1. For every value of patchiness k, the
linear relation between complexity of
patchy L-nucleotides and surprisal is
observed. The slope values are negative
in majority of cases studied.

2. The larger block length L is the more
negative the slope of surprisal versus
complexity relationship is (for a given
k).

Examples of the relationship between
slope values and patchiness for the block
lengths 3 ≤ L ≤ 13 in {A, C, G, T/U}
alphabet are shown in Figs. 6(a–d). It can
be seen in Fig. 6(a) that the relationship
is clearly a modulo-3 periodic function
of k for exons (minimum slope values
for k = 2, 5 and 8; a clear period of 3)
but this is not the case for introns (clear
minimum at k = 1 for L > 4 as well as
weakly pronounced minima at k = 1, 3, 5,
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Fig. 5 Example of maximum entropy
relationship between complexity and surprisal
(see the text) for octanucleotides in invertebrate
introns and exons. All naturally occurring
nucleotide sequences studied thus far (over 30

large corpora of sequences) display a linear
trend (with negative slope) for tetra- through
octanucleotides. (Based on Salamon, P.,
Konopka, A.K. (1992) Comput. Chem. 16,
117–124.)

and 7, which correspond to the well-known
weak period of 2; Fig. 6b). Slopes for 3′UTR
(Fig. 6c) are an increasing function of k
with a very weakly pronounced minima at
k = 5 and k = 7 for large L. The 5′UTRs
(Fig. 6d) display a weakly pronounced
period of 3 but generally lower slope values
than exons. The difference between slope
values for different block lengths L appears

to be much more dramatic than in the case
of exons.

6
Computer-assisted Systems Biology

With the passage of time, most of to-
day’s molecular biology seems to have
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Fig. 6 Slopes of log-odds patchy complexity distributions in (a) – Primate exons (b) – Primate
introns (c) – Human 3′ untranslated regions of protein-coding genes (3′-UTRs) (d) – Human 5′
untranslated regions of protein-coding genes (5′-UTRs) (Based on unpublished work by
Konopka, A.K., Felts, B.E., and Hand, C.; Extended Abstracts – Open Problems of
Computational Molecular Biology (4), Telluride, CO, (1994) and Notes – Gene-Finding and
Gene Structure Prediction workshop, Philadelphia, PA (1995).)

been transformed into biotechnology. On
the other hand, the scientific remainder
of molecular biology is in a desperate
need of reconciliation with the rest of
biology and with other fields of science.

As far as computational molecular biology
is concerned, research agendas that per-
tain to integration of sequence analysis
with biology proper involve conceptual
foundations of life sciences, methods
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Fig. 6 (Continued)

of modeling biological systems, meth-
ods and concepts of data integration,
as well as computer-assisted techniques
of pragmatic inference. In this section,
I briefly discuss selected general top-
ics that seem to be representative of
future research in computer-assisted sys-
tems biology.

6.1
Pragmatic and Semantic Theories of
Information

The existing (Hartley-Shannon) theory
of communication has been created for
telecommunication systems and digital
computers. Despite numerous proposals
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stating otherwise, it does not seem to
provide much new insight into molec-
ular biology (it can be a useful source
of statistical methods though). On the
other hand, concepts of ‘‘information,’’
‘‘meaning,’’ ‘‘function,’’ and ‘‘organiza-
tion’’ seem to be integral parts of biology.
If we are to comprehend the phenomenon
of life despite our language limitations,
we need to develop a theory that could
handle these concepts. The need for a
theory of information pertinent to bi-
ology has been already postulated in
neurobiology and in developmental bi-
ology. Although such a need has not
troubled molecular biologists quite yet,
it begins to emerge as evidence accu-
mulates for the role of ‘‘epigenetic infor-
mation’’ in controlling gene expression
and regulation.

6.2
Logic of Heuristic Reasoning

As most of us know, heuristic reasoning
can be conclusive. Yet biologists face the
problem of not being able to specify all
the rules applied to derive conclusions.
Nor are they able to list all assumptions
on which those rules ought to operate.
It seems that these inabilities are a re-
flection of the complexity of biological
systems themselves. Biological phenom-
ena are often represented by models that
are still too complex to be described in
a communicable manner. Further and
further modeling is required until our
observations can be communicated in a
linguistically comprehensive way. The cas-
cade of models gives us the advantage
of creating ‘‘communicable reality’’ but
does not help us to judge the evidence
pertinent to ‘‘real’’ (i.e. not necessarily
communicable) reality. On the contrary,
the more advanced a model in a cascade

is, the further is its ‘‘distance’’ (in terms
of number of modeling steps) from the
modeled system.

From a logical point of view, there are
two problems here. First, we have no
formal system of inference to judge for-
mal correctness of observation sentences
that have a variable true value (credibility)
and that use ill-defined terms. Second, we
have no formal system to judge the mate-
rial adequacy of sentences derived from a
‘‘distant’’ model to the properties of mod-
eled phenomena.

The problem of formal correctness
seems to be solvable in principle. Progress
in dealing with it can be noticed al-
ready in the fields of Artificial Intelli-
gence (AI), Pattern Recognition (espe-
cially development of fuzzy mathemati-
cal techniques) and Situation Logic. In
the near future, we can expect to have
formal tools to derive plausible conclu-
sions from imprecise premises. Or, at
least, we will have the option of rely-
ing on a machine (i.e. reliable AI soft-
ware) that will perform plausible reasoning
for us.

As far as formal judgment of mate-
rial adequacy is concerned, it is unlikely
that the problem is addressable in all its
generality. At least within mathematics,
the celebrated Gödel theorem precludes
such a possibility. However, informal
(more or less educated common-sense)
judgments of material adequacy are not
only possible but all fields of science ex-
plore them.

6.3
Question of Measurement in Biology

The notion that only measurable prop-
erties of objects and phenomena belong
to reality is a persistent legacy of neo-
positivism. For physicists, it means that
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‘‘real’’ things need to be viewed as sys-
tems of states with measurable observ-
ables (i.e. selected boundary conditions)
assigned to those states. However, inter-
pretation of biological activities in terms
of microphysical phenomena will almost
certainly lead to observables not known
to physics so far. Moreover, prelimi-
nary evidence suggests that these new
observables will be irreducible to the
traditional (i.e. known) ones. How bi-
ologists will handle this measurement
problem is not clear yet. Some authors
suggest that perhaps it will be neces-
sary for biologists to abandon the concept
of states of the system as a foundation
for modeling.

6.4
Convoluted Nature of Biological Systems

Complexity of biological systems is of-
ten described as a pivotal concept in
systems biology. Unfortunately, this no-
tion is terribly vague because there are
over thirty different meanings in which it
could be used and none of these mean-
ings satisfactorily reflects the nature of
living things. A satisfactory meaning (for
‘‘complex’’) should pertain to functionally
convoluted systems (such as an organ-
ism, immune system, or ecosystem) that
can be approximately described by several
complementary models but cannot be ad-
equately represented by a single model.
This postulate of nonexistence of the
largest model has several consequences
such as:

1. Necessity to study pairs consisting of
a modeler (usually a human) and
the system to be modeled instead of
the latter (i.e. modeled system) in
isolation.

2. Promotion of the idea that functional
organization of the system as a whole

can be described by concepts and
principles, which are independent from
the properties of components.

3. The existence of general laws (or
rules) that govern systems behavior
(functioning) as a whole, which do
not need to be derivable from the
properties of the components of the
system.

The foregoing general postulates of
systems biology will likely lead to future re-
search programs that will challenge causal
reductionism (particularly the principle
of upward causation) of the past expla-
nations of emergence. Computer-assisted
experimentation and model-making (the-
orizing) will without a doubt constitute
a central methodology within these fu-
ture paradigms.

See also Anthology of Human
Repetitive DNA; Informatics (Com-
putational Biology); Nucleic Acid
and Protein Sequence Analysis and
Bioinformatics.
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Régnier, M. (1998) A Unified Approach to Word
Statistics, Proceedings of RECOMB 98, New
York, pp. 207–213.

Reidys, C., Stadler, P.F. (1996) Bio-molecular
shapes and algebraic structures, Comput.
Chem. 20, 85–94.

Ridley, M. (1996) Evolution, Blackwell Science,
Inc., Cambridge, MA.

Risler, J.L., Delorme, M.O., Delacroix, H., He-
naut, A. (1988) Amino acid substitutions in
structurally related proteins. A pattern recog-
nition approach. Determination of a new and
efficient scoring matrix, J. Mol. Biol. 204,
1019–1029.

Rosen, R. (1994) What is biology? Comput. Chem.
18, 347–352.

Rosen, R. (1996) Biology and the measurement
problem, Comput. Chem. 20, 95–100.

Rost, B. PhD (1996) Predicting One-dimensional
Protein Structure by Profile-Based Neural
Networks, in: Doolittle, R.F. (Ed.) Computer
Methods for Macromolecular Sequence Analysis,
Vol. 266, Academic Press, San Diego, CA, pp.
525–539.

Saitou, N. (1996) Reconstruction of Gene Trees
from Sequence Data, in: Doolittle, R.F. (Ed.)
Computer Methods for Macromolecular Sequence
Analysis, Vol. 266, Academic Press, San Diego,
CA, pp. 427–449.

Salamon, P., Konopka, A.K. (1992) A maximum
entropy principle for distribution of local

complexity in naturally occurring nucleotide
sequences, Comput. Chem. 16, 117–124.

Salamon, P., Wootton, J.C., Konopka, A.K.,
Hansen, L.K. (1993) On the robustness
of maximum entropy relationships for
complexity distributions of nucleotide
sequences, Comput. Chem. 17, 135–148.

Sarai, A. (1989) Molecular recognition and
information gain, J. Theor. Biol. 140, 137–143.

Sellers, P.H. (1974) On the theory and
computation of evolutionary distances, SIAM
J. Appl. Math. 26, 787–793.

Shannon, C.E. (1948). A mathematical theory of
communication, Bell Syst. Tech. J. 27, 379–423,
and 623–656.

Shannon, C.E. (1949) Communication theory
of secrecy systems, Bell Syst. Tech. J. 28,
657–715.

Shannon, C.E. (1951) Prediction and entropy
of printed english, Bell Syst. Tech. J. 30,
50–64.

Shepherd, J.C.W. (1981) Method to determine
the reading frame of a protein from the
purine/pyrimidine genome sequence and its
possible evolutionary justification, Proc. Natl.
Acad. Sci. U.S.A. 78, 1596–1600.

Shulman, M.J., Steinberg, C.M., Westmore-
land, N. (1981) The coding function of nu-
cleotide sequences can be discerned by statis-
tical analysis, J. Theor. Biol. 88, 409–420.

Smith, L., Yeganova, L., Wilbur, W.J. (2003)
Hidden Markov models and optimized
sequence alignments, Comput. Biol. Chem. 27,
77–84.

Snyder, E.E., Stormo, G.D. (1993) Identification
of coding regions in genomic DNA sequences:
an application of dynamic programming
and neural networks, Nucleic Acids Res. 21,
607–613.

Sober, E. (1994) Conceptual Issues in Evolutionary
Biology, The MIT Press, Cambridge, MA.

Solomonoff, R.J. (1964) A formal theory of
inductive inference, Inform. Control 7,
224–254.

Staden, R. (1984a) Measurement of the effects
that coding for a protein has on a DNA
sequence and their use for finding genes,
Nucleic Acids Res. 12, 551–567.

Staden, R. (1984b) Computer methods to locate
signals in nucleic acid sequences, Nucleic Acids
Res. 12, 505–519.

Staden, R. (1984c) Graphic methods to
determine the function of nucleic acid
sequences, Nucleic Acids Res. 12, 521–538.



480 Pragmatic Computational Biology: Sequence Analysis and Biological Systems Description

Staden, R. (1996) Indexing and Using Sequence
Databases, in: Doolittle, R.F. (Ed.) Computer
Methods for Macromolecular Sequence Analysis,
Vol. 266, Academic Press, San Diego, CA, pp.
105–114.

Stormo, G.D. (1990a) Consensus Patterns in
DNA, in: Doolittle, R.F. (Ed.) Molecular
Evolution: Computer Analysis of Protein and
Nucleic Acid Sequences, Vol. 183, Academic
Press, San Diego, CA, pp. 211–220.

Stormo, G.D. (1990b) Identifying Regulatory
Sites from DNA Sequence Data, in:
Sarma, R.H., Sarma, M.H. (Eds.) Structure and
Methods, Vol. 1, Adenine Press, Guiderland,
NY, pp. 103–112.

Tautz, D., Trick, M., Dover, G.A. (1986) Cryptic
simplicity in DNA is a major source of genetic
variation, Nature 322, 652–656.

Taylor, W.R. (1993) Protein structure prediction
from sequence, Comput. Chem. 17,
117–122.

Taylor, W.R. (1996) Multiple Protein Sequence
Alignment: Algorithms and Gap Insertion,
in: Doolittle, R.F. (Ed.) Computer Methods
for Macromolecular Sequence Analysis, Vol.
266, Academic Press, San Diego, CA, pp.
343–367.

Taylor, W.R., Brown, N.P. (1999) Iterated
sequence databank search methods, Comput.
Chem. 23, 365–385.

Taylor, W.R., Saelensminde, G., Eidhammer, I.
(2000) Multiple protein sequence alignment
using double-dynamic programming, Comput.
Chem. 24, 3–12.

Taylor, W.R., Munro, R.E.J., Petersen, K., Bywa-
ter, R.P. (2003) Ab initio modeling of the
N-terminal domain of the secretin receptors,
Comput. Biol. Chem. 27, 103–114.

Taylor, W.R., Xiao, B., Gamblin, S.J., Lin, K.
(2003) A knot or not a knot? SETting the record
‘straight’ on proteins, Comput. Biol. Chem. 27,
11–15.

Terzian, C., Laprevotte, I., Brouillet, S., He-
naut, A. (1997) Genomic signatures: tracing
the origin of retroelements at the nucleotide
level, Genetica 100, 271–279.

Trifonov, E.N. (1989) The multiple codes of
nucleotide sequences, Bull. Math. Biol. 51,
417–432.

Turing, A.M. (1936) On computable numbers
with an application to the Entscheidungsprob-
lem, Proc. Lond. Math. Soc., ser. 2 42, 230–265.

Turing, A.M. (1950) Computing machinery and
intelligence, Mind, 59(236), 433–460.

Uberbacher, E.C., Mural, R.J. (1991) Locating
protein-coding regions in human DNA
sequences by a multiple-sensor neural
network approach, Proc. Natl. Acad. Sci. U.S.A.
88, 11261–11265.

Ulanowicz, R.E. (1999) Life after Newton:
an ecological metaphysics, BioSystems 50,
127–142.

Ulanowicz, R.E. (2001) The organic in ecology,
Ludus Vitalis 9, 183–204.

Watson, J.D., Crick, F.H.C. (1953a) Molecular
structure of nucleic acids: a structure
for deoxyribonucleic acid, Nature 171,
737–738.

Watson, J.D., Crick, F.H.C. (1953b) General im-
plications of the structure of deoxyribonucleic
acid, Nature 171, 964–967.

White, O., Kerlavage, A. (1996) TDB: New
Databases for Biological Discovery, in:
Doolittle, R.F. (Ed.) Computer Methods for
Macromolecular Sequence Analysis, Vol. 266,
Academic Press, San Diego, CA, pp.
27–40.

Wilbur, W.J., Neuwald, A.F. (2000) A theory of
information with special application to search
problems, Comput. Chem. 24, 33–42.

Wills, C. (1996) Improving the analysis of
phylogenetic data, Comput. Chem. 20, 61–66.

Wittgenstein, L. (1922) Tractatus Logico-
philosophicus, Routledge and Kegan Paul,
London.

Wittgenstein, L. (1953) Philosophical Investiga-
tions, Blackwell, London.

Wolpert, L. (1969) Positional information and
pattern, J. Theor. Biol. 25, 1–49.

Wootton, J.C. (1994) NonGlobular domains in
protein sequences: automated segmentation
using complexity measures, Comput. Chem.
18, 269–286.

Wootton, J.C., Federhen, S. (1993) Statistics of
local complexity in amino acid sequences
and sequence databases, Comput. Chem. 17,
149–1163.

Wright, L. (1994) Functions, in: Sober, E. (Ed.)
Conceptual Issues in Evolutionary Biology, The
MIT Press, Cambridge, MA, pp. 27–47.

Yockey, H.P. (1974) An application of
information theory to the central dogma and
the sequence hypothesis, J. Theor. Biol. 46,
369–406.

Yockey, H.P. (1979) Do overlapping genes violate
molecular biology and the theory of evolution?
J. Theor. Biol. 80, 21–26.



Pragmatic Computational Biology: Sequence Analysis and Biological Systems Description 481

Zadeh, L.A. (1999) From computing with num-
bers to computing with words – from manip-
ulation of measurements to manipulation of
perceptions, IEEE Trans. Circ. Syst. – I: Fun-
dam. Theory Appl. 45, 105–119.

Zhurkin, V.B. (1983) Local mobility in the DNA
double helix; comparison of conformational
calculations with experiment, Mol. Biol.
(Russian) 17, 495–498.

Zipf, G.K. (1935) The Psycho-biology of Language,
Houghton, Boston, MA.

Zipf, G.K. (1949) Human Behavior and the
Principle of Least Effort, Addison-Wesley,
Cambridge, MA.

Zuckerkandl, E., Pauling, L. (1962) Molecules as
Documents of Evolutionary History: Gates and
Crellin Laboratories of Chemistry – California
Institute of Technology. Pasadena, CA
Contribution No. 3041, pp. 1–19.





483

Preimplantation Mammalian
Development, Regulation of
Gene Expression in

Melvin L. DePamphilis
National Institute of Child Health and Human Development Bethesda,
MD, USA

1 Preimplantation Development 485

2 Maternal to Zygotic Gene Transition 486
2.1 Timing 486
2.2 Genes 487

3 Zygotic Clock 488
3.1 Protein Translocation 489
3.2 Protein Phosphorylation 489
3.3 Translational Control 489

4 Developmental Acquisition of Transcriptional Regulation 490
4.1 Chromatin-mediated Repression 490
4.2 Enhancer Function 493
4.3 DNA Replication 495
4.4 TATA-box Function 496
4.5 DNA Methylation 496
4.6 Differential Gene Expression 498

Bibliography 499
Books and Reviews 499
Primary Literature 500

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 10
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30552-1



484 Preimplantation Mammalian Development, Regulation of Gene Expression in

Keywords

Enhancer
Cis-acting regulatory DNA element involved in transcriptional activation of genes.
Enhancers are located distal to mRNA start site, function in either orientation and at
either end of the gene, and bind specific proteins required for enhancer activity.

Promoter
Cis-acting regulatory DNA element involved in transcriptional activation of genes.
Promoters are located proximal to the mRNA start site, exhibit orientation dependence,
and bind specific proteins required for transcription.

TATA-box
A DNA sequence motif with the consensus TATA(A/T)A(A/T) that is commonly found
20- to 30-bp upstream of the mRNA start site in RNA polymerase II genes. The
TATA-box binds TFIID, a transcription factor complex containing the TATA
recognition protein, TBP (TATA-binding protein).

� Preimplantation development in the mouse involves expression of about 11 000
genes, only a few hundred of which appear during the transition from maternal to
zygotic gene expression. Transcription begins in most, if not all, mammals during
the late one-cell stage (phase I), but expression of most zygotic genes is delayed until
the 2-cell to the 16-cell stage, depending on the mammal. In mice, a small group
of genes is expressed immediately after the first mitosis, while a larger group of
genes is expressed during the subsequent G2-phase. Zygotic gene activation (ZGA)
is delayed by a time-dependent mechanism (‘‘zygotic clock’’) that regulates both
transcription and translation. It appears to involve posttranslational modification of
RNA polymerases, translational control of maternal gene expression, developmental
acquisition of chromatin-mediated repression, and the ability to alleviate this
repression with sequence-specific enhancers. This delay allows remodeling of
chromatin into a form that globally represses gene activity so that selected genes can
then be activated in a temporally and spatially specific program. Some transcription
factors (e.g. Sp1, TBP (TATA-binding protein)) function from oocyte to embryo,
while others (e.g. Tead2, Oct4) are selectively expressed during ZGA. Dramatic
changes also occur in DNA methylation. However, while DNA methylation has been
linked directly to X-chromosome inactivation, genomic imprinting, and silencing
of transposable elements, a direct role for DNA methylation in regulating gene
expression during animal development has yet to be demonstrated. For example, the
expression pattern of closely linked genes that are expressed in different cell types in
adult animals is not determined by differential DNA methylation. DNA methylation
appears to serve primarily to restrict gene expression by insuring that repressed
genes remain silent.
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1
Preimplantation Development

Preimplantation development in mam-
mals encompasses the events that take
place between fertilization (day 1) and for-
mation of the blastocyst (day 4 in mice).
In mice, fertilization activates the first of
six to seven cell cleavage cycles over a
four-day period; these cycles culminate
in the formation of a blastocyst contain-
ing 64 to 128 cells, comprising two cell
types (Fig. 1). The outer layer of cells com-
prises the trophectoderm that will form
the placenta, while the inner cell mass
consists of about 25 totipotent embryonic

stem cells that will produce the embryo.
The first round of DNA replication oc-
curs in both the maternal and paternal
pronucleus of the fertilized egg (or one-cell
embryo). About 4 h later the first mitosis
occurs to produce a two-cell embryo in
which each ‘‘zygotic nucleus’’ contains a
complete set of parental chromosomes.
This cleavage event is rapidly followed by
the second S-phase and expression of a
small number of zygotic genes. Changes
in totipotency of individual cells are first
detected at the eight-cell stage, although
clearly differentiated cells first appear at
the blastocyst stage. Here the blastomeres
of the embryo exhibit different cellular

“Zygotic clock”
S-phase arrested
1-cell embryo

Oocyte Egg 1-cell embryos 2-cell 4-cell Morula Blastocyst

MitosisMeiotic
maturation

Fertilization

0 12 3
2

~52 ~3 days ~4 days

Mitosis

(Aph)

DNA replication

Maternal gene translation

Maternal gene transcription

Early
ZGA
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Zygotic gene translation
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RNA pol IIaRNA pol IIo

Zygotic gene transcription

h

Fig. 1 Maternal to zygotic gene transition in the mouse. Maternal events are indicated in red,
paternal events in blue, and zygotic events in green. Open bars apply to all three. Embryonic
stem cells (‘‘inner cell mass’’) are indicated in yellow and trophectodermal cells in orange.
Periods of transcription are indicated by hatched bars and translation is indicated by solid
bars (see color plate p. xxi).
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features that presumably lead to the for-
mation of embryonic (inner cell mass) and
extraembryonic (trophectoderm) lineages.

The series of specific morphological,
biochemical, and molecular events that
occur postfertilization, and that allow
selected genes to be expressed, have been
reviewed elsewhere.

2
Maternal to Zygotic Gene Transition

All of the genes in sperm and eggs
are transcriptionally silent. Therefore, the
first one or two cell-cleavage events and
the activation of zygotic gene expression
must rely on the reservoir of mRNAs
and proteins stored in the egg. This
transition from maternal to zygotic gene
dependence and its associated changes in
chromatin organization, gene expression,
DNA replication, and cell division is a
phenomenon characteristic of most, if not
all, of the metazoa.

2.1
Timing

While transcription of the haploid genome
in oocytes from all species stops when
they mature into eggs, the extent of
development and the time that elapses
before transcription begins again after
fertilization varies considerably among
species. For example, before zygotic genes
are activated in flies, the fertilized egg has
undergone 10 nuclear divisions in 1.5 h,
those from frogs have undergone 11 cell
cleavages in 6 h, while those from mice
have undergone only one cleavage event
in 24 h. But even among mammals, the
major onset of ZGA varies from the 2-
cell stage in mice to the 4-cell stage in
pigs, to the 8- to 16-cell stage in cows,

sheep, and rabbits, presumably reflecting
differences in the amount of one or more
maternally inherited proteins or mRNAs.
For example, mouse oocytes specifically
express the protein ‘‘zygote arrest 1’’ that
is required for progression of one-cell to
two-cell embryos, and the protein ‘‘matter’’
that is required for progression beyond
the two-cell stage. Rad51 and profilin
also have been shown to be required for
preimplantation development.

In the mouse, a growing oocyte that
is arrested at diplotene of its first mei-
otic prophase transcribes and translates
many of its own genes, thereby producing
a store of proteins sufficient to support de-
velopment to the eight-cell stage. When an
oocyte matures into an egg, it arrests in the
metaphase of its second meiotic division
where transcription stops and translation
of mRNA is reduced (Fig. 1). Fertiliza-
tion triggers completion of meiosis and
formation of a one-cell embryo contain-
ing a haploid paternal pronucleus derived
from the sperm and a haploid maternal
pronucleus derived from the oocyte. DNA
replication begins after formation of the
pronuclear envelopes, and occurs in each
pronucleus from 10 to 16 hours postfertil-
ization (hpf). The first mitosis occurs from
17 to 20 hpf to produce a two-cell embryo
containing two diploid ‘‘zygotic’’ nuclei,
each with a set of paternal and a set of
maternal chromosomes.

Formation of a mouse two-cell embryo
marks the transition from maternal to
zygotic gene dependence (Fig. 1). Degra-
dation of maternal mRNA is triggered by
meiotic maturation and is ∼90% complete
in two-cell embryos, although translation
of maternal mRNA continues into the
eight-cell stage. Injection of plasmid DNA
and transplantation of nuclei from two-cell
stage embryos into one-cell embryos has
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shown that late one-cell embryos are tran-
scriptionally competent. Transcription of
endogenous genes has also been detected
in late one-cell mouse embryos where it
begins at the end of S-phase. However,
transcription-dependent protein synthesis
does not begin until 2 to 4 h after comple-
tion of the first mitosis and the beginning
of S-phase in two-cell embryos. Eight to
ten hours later, during G2-phase of two-
cell embryos, expression of zygotic genes
increases in both amount and complexity.

Thus, ZGA has at least three recogniz-
able phases: transcription without transla-
tion begins in late one-cell embryos (phase
I), but transcription coupled to transla-
tion does not begin until the early two-cell
stage in development (phase II), and ro-
bust transcription coupled to translation
does not begin until the late two-cell stage
(phase III). The existence of the first and
third phases can be demonstrated clearly
by injection of a plasmid-encoded reporter
gene. The reporter gene is transcribed
as soon as the one-cell embryo becomes
transcriptionally competent, but it is not
translated until the third phase of ZGA
begins in late two-cell embryos. The sec-
ond phase of ZGA is specific for a subset
of zygotic genes. An early phase of ZGA
consisting of a small group of genes ap-
pears to occur shortly after fertilization in
all vertebrates; it is the late, robust phase
of ZGA that is delayed to different extents
in different species.

2.2
Genes

The available data suggest that 38 to 282
genes are specifically expressed during
ZGA in mice, but only a few of these genes
have been identified. Unfertilized mouse
eggs contain 258 expressed sequence tags
not found in adult mouse cDNA libraries.

Tab. 1 Genes expressed at the beginning of
mouse development.

Gene Expression
begins

Imprinting

Hsp70.1 Early 2-cell
Hsp68 Early 2-cell
U2afbp Early 2-cell Paternal
eIF-1A Early 2-cell
Histone H1 Late 2-cell
Oct4(Oct3) Late 2-cell
Tead2(TEF-4) Late 2-cell
cyclin-A Late 2-cell
Xist Late 2-cell Paternal
Sry Late 2-cell
Zfy Late 2-cell
3 Zn++ finger

proteins
2-cell on;

8-cell off
SRp20 2-cell to 4-cell
Soggy 2-cell to 4-cell
Snrpn 4-cell Paternal

Analysis of cDNA expression libraries has
identified 9718 to 11 483 genes expressed
from the oocyte to the blastocyst stage,
798 to 1585 of which were not found
elsewhere in the mouse. About 2.5%
of newly synthesized proteins show a
transient increase at the two-cell stage,
and about 2.9% of unique expressed
sequence tags in preimplantation embryos
sharply increased in amount at the two-cell
stage. Early ZGA genes (Fig. 1; Table 1)
include heat shock genes, the translation
initiation factor eIF-1A, a gene of unknown
function, and three as yet unidentified
proteins known as the ‘‘transcription-
requiring complex.’’ Another candidate,
Fas, is a gene involved in apoptosis,
whose mRNA appears to be expressed
specifically at the two-cell stage in rats and
the four-cell stage in humans. Examples
of late ZGA genes include linker histone
H1, transcription factors Oct-4(Oct-3) and
Tead2(TEF-4), splicing factor SRp20, and
Sgy, a gene of unknown function that
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is closely linked to Tead2 (Table 1). In
the rabbit, ribosomal proteins S20 and
L5, splicing factor p55, α-tubulin, a
membrane transport protein VDAC2, and
chaperonin are transcribed at the 8- to
16-cell stage (late ZGA). Expression of all
of these genes is α-amanitin sensitive, and
therefore presumed to be RNA polymerase
II promoters.

Although less well characterized, RNA
polymerase I and III dependent gene
expression follows the same time course
as RNA polymerase II dependent gene
expression. Pol I, II, and III promoters
are all recognized in late one-cell mouse
embryos. Small nuclear RNAs U1 to U5,
whose synthesis is dependent on pol II,
as well as U6 whose synthesis depends on
pol III, begin to accumulate at the two-
cell stage in mice, concurrent with late
ZGA. Similarly, U2 begins to accumulate
at the 8- to 16-cell stage in cows. Changes
in nucleolar morphology and nucleolar
protein markers that provide a sensitive
indicator of pol I dependent ribosomal
gene expression are localized to the
middle of the two-cell stage during mouse
development, and the earliest stage at
which rRNA synthesis has been detected is
the mid to late two-cell stage. These results
are consistent with the hypothesis that
the high rate of ribosome assembly that
begins in two-cell embryos requires the
coordinate expression of pol I dependent
rRNA synthesis and pol II dependent
expression of genes for ribosomal proteins.
In pigs and cows, rRNA genes are also
activated at the four-cell and eight-cell
stages, respectively, concurrent with late
ZGA. Thus, it is clear that the transition
from maternal to zygotic gene expression
is a highly orchestrated sequence of events,
spanning the first 40 h in the life of a
fertilized mouse egg, and up to several
days in other animals.

3
Zygotic Clock

In organisms that undergo rapid nuclear
division after fertilization (e.g. amphib-
ians, fish, echinoderms, flies), ZGA is
determined by the ratio of nuclei to
cytoplasm. Thus, ZGA occurs after a pre-
set number of nuclear divisions have
occurred, regardless of whether cellular-
ization occurs (e.g. 13-cell cleavages in
Xenopus; 10 nuclear divisions in the syn-
cytium of Drosophila). However, in mice,
ZGA is a time-dependent event that is
delayed for about 24 hpf, and therefore be-
gins after formation of a two-cell embryo
(Fig. 1). The fact that ZGA is indepen-
dent of DNA synthesis, cytokinesis, and
the ratio of cytoplasm to nuclei allows
ZGA to begin in S-phase-arrested one-cell
embryos after they have advanced tempo-
rally to the ‘‘two-cell stage’’ (Fig. 1). The
mechanism that determines when ZGA
begins (referred to as the ‘‘zygotic clock’’)
is not simply the time required to convert
sperm and egg chromatin into a tran-
scribable form, because it also regulates
expression of injected plasmid-encoded
genes utilizing RNA polymerase I, II or
III dependent promoters. Therefore, the
zygotic clock must involve delayed ex-
pression or activation of one or more
transacting factors required for transcrip-
tion and/or translation. Nevertheless, early
ZGA genes are unique in that they begin
translation immediately following the first
mitosis, whereas plasmid-encoded genes
are not translated until late ZGA, even
though they are transcribed when injected
into late one-cell embryos. Therefore, the
zygotic clock regulates both transcription
and translation of mRNA. Furthermore,
the fact that plasmid-encoded genes are
expressed during late ZGA reveals that
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early ZGA genes are not simply more ac-
cessible to transcription factors than late
ZGA genes; early ZGA genes are in some
way predestined for immediate expression,
perhaps by association with the transcrip-
tion machinery.

3.1
Protein Translocation

Following fertilization, transcription factor
Sp1, TATA-box binding protein, and
RNA polymerase II all undergo a time-
dependent concentration in the pronuclei,
and both Sp1 mRNA and transcription
factor activity increases markedly from the
one-cell to the four-cell stage (Fig. 1). Both
Sp1 and HSF1 are present in the pronuclei
of one-cell embryos and are required for
Hsp70.1 gene expression during early
ZGA, but translocation of transcription
factors to the nucleus cannot be the only
component of the zygotic clock because, in
contrast to ZGA, the translocation of these
proteins does not require concomitant
protein synthesis.

3.2
Protein Phosphorylation

In mice, rabbits, and frogs, the carboxyl-
terminal domain (CTD) of the RNA pol II
catalytic subunit is hyperphosphorylated
and transcriptionally inactive in mature
eggs (RNA pol IIo) (Fig. 1). Fertilization
triggers dephosphorylation of the CTD
into a hypophosphorylated form IIa that is
required for initiation of transcription, and
a reduced phosphorylated form IIe charac-
teristic of somatic cells. Form IIa appears
in late one-cell embryos prior to early ZGA
in both mice and rabbits but form IIe is
not observed until late ZGA. Late ZGA oc-
curs in late 2-cell mouse embryos, at the
8- to 16- cell stage in rabbits, and at the

midblastula transition in frogs. Like ZGA,
these changes in phosphorylation require
concomitant protein synthesis, and they
may also account for the observation that
ZGA in the mouse requires protein kinase
activity. Posttranslational modifications of
other proteins required for transcription,
such as Sp1 and TBP, may also contribute
to the zygotic clock mechanism, but this
remains more speculative.

3.3
Translational Control

Maternal mRNA degradation is triggered
by meiotic maturation and is about 90%
completed in two-cell embryos, although
maternal protein synthesis continues into
the eight-cell stage. Nevertheless, some of
the newly synthesized proteins are made
from maternally inherited transcripts that
are polyadenylated after fertilization and
then translated. For example, newly syn-
thesized histone H1, Tead2, Sp1, TBP, and
cyclin-A are first translated from mater-
nal mRNA in late one-cell or early two-cell
embryos and then from zygotic mRNA
during the late two-cell to four-cell stage.
Such proteins are presumably required for
chromatin remodeling and cell prolifera-
tion. As much as one-third of the mRNAs
in two-cell embryos appear to contain a
cytoplasmic polyadenylation element.

Despite the fact that transcription is
first detected in G2-phase one-cell em-
bryos, fertilized mouse eggs can delay
expression of zygotic genes by uncoupling
translation from transcription. Injection
of plasmid-encoded genes revealed that
the time courses for nascent mRNA accu-
mulation from pol I, II or III dependent
promoters are biphasic, with the second
phase of transcription occurring just prior
to late ZGA. An RNA polymerase II depen-
dent gene can be transcribed prior to the
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first mitosis, but it is not translated until
zygotic gene expression begins (up to 15 h
later). At this time, translation of RNA
pol II transcripts becomes tightly linked
to transcription (the second phase). Thus,
the small amount of RNA synthesis that
occurs in late one-cell embryos may simply
represent premature transcription result-
ing from the appearance of transcription
machinery before the parental genomes
are completely masked by chromatin struc-
ture. In fact, one or more factors capable of
repressing DNA transcription and replica-
tion are absent from one-cell embryos; they
are produced just prior to ZGA. Thus, by
delaying transcription and by preventing
any transcripts that are made from be-
ing translated, the zygotic clock provides
a window of opportunity for remodeling
parental chromosomes in the absence of
gene expression.

4
Developmental Acquisition of
Transcriptional Regulation

4.1
Chromatin-mediated Repression

Transient expression from plasmid-
encoded reporter genes and nuclear
transplantation experiments have revealed
the presence of transacting factors that
can repress the activities of promoters and
replication origins from 20- to >500-fold as
fertilized mouse eggs develop into two-cell
and four-cell embryos. The same appears
to be true in rabbits, despite the fact that
ZGA in rabbits does not occur until the
8- to 16-cell stage. While maternal nuclei
in both oocytes and one-cell embryos
exhibit this repression, the paternal
pronucleus exhibits repression only when
one-cell embryos develop beyond S-phase

(Fig. 2). Sperm chromatin, which contains
protamines but not core histones H2B
and H3, becomes dispersed about 1 h
after fertilization, and then within the
following 7 h protamines are replaced by
core histones and the DNA is condensed,
the whole process being completed prior
to DNA replication. Paternal pronuclei
generally replicate more quickly than
maternal pronuclei, which inherit a full
set of histones from the oocyte and exhibit
a different pattern of histone acetylation.
Thus, paternal pronuclei may exhibit
an ‘‘unrepressed’’ chromatin state while
maternal pronuclei exhibit a ‘‘repressed’’
chromatin state.

This hypothesis is supported by obser-
vations that expression of microinjected
genes in paternal pronuclei is ∼5-fold
greater than in maternal pronuclei, and
inhibitors of histone deacetylase stimu-
late transcription in maternal pronuclei
while reducing transcription in paternal
pronuclei. The factor(s) responsible for
this repression is absent from the cyto-
plasm of early one-cell embryos; it is not
simply excluded from the paternal pronu-
cleus. It is produced in the cytoplasm
sometime between S-phase in a one-cell
embryo and formation of a two-cell embryo
where it can operate within any nucleus,
regardless of its parental origin or ploidy.
Repression increases as development pro-
ceeds from the two-cell to the four-cell
stage. Such changes in chromatin struc-
ture could account for the fact that Hsp70.1
expression, which is constitutive in two-
cell embryos, is repressed to a basal level
during the four- to eight-cell stage.

These observations correlate well with
changes in the synthesis and modifica-
tion of chromatin-bound histones at the
beginning of mouse development (Fig. 2).
Oocytes, which can repress microinjected
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Fig. 2 Developmental changes affecting regulation of gene expression at the beginning of
mouse development. These include changes in DNA methylation of the paternal and
maternal genomes, changes in histone synthesis and modification that lead to
chromatin-mediated repression, acquisition of chromatin-mediated repression, and
acquisition of enhancer function. Some transcription factors such as Sp1 and TBP are
ubiquitous. TATA-box function appears to be restricted to differentiated cells. Color coding
and bar coding are the same as in Fig. 1 (see color plate p. xxii).

promoter activity, synthesize a full com-
plement of histones; in addition, histone
synthesis, which originates from mRNA
inherited from the oocyte, can be observed
up to the early two-cell stage. However,
while histones H3 and H4 continue to
be synthesized in early one-cell embryos,
the synthesis of histones H2A, H2B,
and H1 (proteins required for chromatin

condensation) is delayed until the late one-
cell stage, reaching its maximum rate in
early two-cell embryos. Moreover, histone
H4 in both one-cell and two-cell embryos
is predominantly diacetylated (a modifica-
tion that facilitates DNA transcription and
chromatin assembly). Deacetylation to-
ward the unacetylated and monoacetylated
H4 population observed in differentiated
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cells, such as the fibroblasts, begins at
the late two-cell to four-cell stage. These
changes correlate with the establishment
of chromatin-mediated repression during
formation of a two-cell embryo as well as
the increase in repression from the two-cell
to four-cell stage, where accumulation of
linker histone H1 and deacetylation of core
histones are observed. The arresting of de-
velopment at the beginning of S-phase in
one-cell embryos prevents both the appear-
ance of chromatin-mediated repression of
transcription in paternal pronuclei and
synthesis of new histones. The pattern of
hyperacetylated histones throughout the
nuclei also changes as embryos progress
from the one-cell to the four-cell stage, but
the significance of these changes remains
speculative.

Similar changes in histone composition
occur during frog development. Histone
H4 is stored in a diacetylated form in Xeno-
pus eggs and then progressively deacety-
lated after ZGA begins at the blastula
stage. Histone deacetylase inhibitors can
then induce expression of specific genes.
The type of linker histone changes from
the maternal histone H1 variant (B4) at the
midblastula transition to the somatic his-
tone H1 variant at the end of gastrulation,
resulting in specific repression of oocyte
5 S RNA gene expression. The initial acti-
vation of H1 synthesis occurs entirely by
activation of maternal transcripts that then
disappear by the early gastrula stage. Thus,
the induction of chromatin-mediated re-
pression may be a common feature of
the maternal-to-zygotic gene transition in
all metazoa.

Oocytes and early embryos of many
nonmammalian species lack the somatic
cell form of the linker histone H1; so-
matic H1 was originally believed to be
absent from mouse and bovine oocytes
and then first expressed at the four- to

eight-cell stage of development. mRNA
for H1 variants could be detected in
these cells, and H10 protein could be
detected in oocytes, suggesting that H10,
rather than somatic H1, was present dur-
ing ZGA. However, the incorporation of
radiolabeled amino acids revealed that so-
matic H1 is indeed synthesized in mouse
oocytes and in preimplantation embryos
starting from the late one-cell stage. More-
over, improved methods of immunological
detection confirmed that somatic H1 is
present throughout this period, although
it is not present on maternal metaphase
II chromatin. Upon formation of pronu-
clear envelopes, somatic H1 is rapidly
incorporated onto maternal and paternal
chromatin, and the amount of somatic H1
on embryonic chromatin steadily increases
to the eight-cell stage. These data suggest
that the major changes in histone H1 that
accompany ZGA involve changes in the
amount and location of somatic H1 rather
than in selective expression of H1 variants.
Nevertheless, a maternally derived H1 vari-
ant (H1oo) that bears significant homology
with the oocyte-specific Xenopus B4 histone
and sea urchin cs-H1 histone is specifically
expressed in mouse oocytes – one-cell and
two-cell embryos – but disappears by the
four- to eight-cell stages. Thus, while so-
matic H1 appears responsible for global
changes in chromatin structure, selected
genes may be regulated by oocyte-specific
H1 variants.

Manipulation of the ratio of chromatin-
bound proteins to DNA can alter ZGA.
For example, injection of somatic cell hi-
stone H1 into mouse one-cell embryos
retards the onset of RNA polymerase
II transcription in late one-cell embryos
(phase I of ZGA), presumably by in-
creasing chromatin condensation, while
injection of HMG-1 (a protein that binds
AT-rich sequences and that can modulate
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gene expression) advances it. Similarly, the
depletion of HMG-14 and HMG-17 – two
chromosomal proteins that generally stim-
ulate transcription – by injecting one-cell
embryos with antisense oligonucleotides
delays, but does not prevent, preimplan-
tation development. The fact that these
experimental insults did not prevent de-
velopment of one-cell embryos into blas-
tocysts suggests that cells recover by de-
grading injected proteins and antisense
oligonucleotides.

Global inhibition of ZGA by H1 does
not affect all genes, because injection of
histone H1 into one-cell embryos does not
inhibit expression of the ‘‘transcription-
requiring complex’’ of proteins (phase II
of ZGA). This may also explain why nei-
ther the injection of H1 nor of HMG-1 had
a significant effect on the development
of one-cell embryos. Nevertheless, coinjec-
tion of histones H1, H2A, H2B, H3, and
H4 together with a plasmid-encoded re-
porter gene into the paternal pronuclei of
one-cell embryos can recreate the behav-
ior observed when plasmid-encoded genes
are injected into the nuclei of two-cell
embryos: the injected gene is repressed
and this repression can be relieved by in-
cluding either a functional enhancer or
histone deacetylase inhibitors. In these ex-
periments, the effect of H1 was to reduce
the amount of core histones needed to
repress gene expression. Thus, chromatin-
mediated repression that can be relieved by
embryo-responsive enhancers (phase III of
ZGA) can be made to occur in one-cell pa-
ternal pronuclei simply by assembling the
DNA into somatic cell chromatin.

4.2
Enhancer Function

Direct evidence that repression of pro-
moter activity at the beginning of mouse

development is mediated through chro-
matin structure comes from the effects of
inhibitors of histone deacetylases and en-
hancers on gene expression. Repression
can be relieved either by treating cells
with inhibitors of histone deacetylase or, in
cleavage stage embryos (two-cell embryos
to morula), by linking the promoter or
replication origin to an embryo-responsive
enhancer. Inhibitors of histone deacety-
lase, such as trichostatin A and sodium
butyrate, increase the fraction of hyper-
acetylated core histones and thereby stim-
ulate transcription from specific genes.
This is consistent with the fact that tran-
scriptionally active eukaryotic genes are
generally associated with acetylated core
histones. In mouse one-cell embryos, bu-
tyrate can stimulate promoter activity on
genes injected into the maternal pronu-
cleus (‘‘repressed’’), but not into the pa-
ternal pronucleus (‘‘unrepressed’’). Thus,
stimulation is caused by changes in chro-
matin structure of the injected plasmid
and not by increased synthesis of transcrip-
tion factors. If the latter were the cause of
stimulation, the butyrate would affect both
pronuclei.

Enhancers can substitute for butyrate
in stimulation of promoter activity, but
only after formation of a two-cell embryo
(Fig. 2). Enhancers are inactive in oocytes
and one-cell embryos even when the
appropriate sequence-specific activation
protein required for enhancer activity
is present (e.g. GAL4:VP16, Tead, Sp1),
because an enhancer-specific coactivator
activity is not produced until ZGA. This
coactivator activity works on most, if not
all, enhancers and likely represents one
or more of the proteins identified in
both yeast and mammalian cells that
appears to mediate the interaction of
upstream sequence-specific transcription
factors with the RNA pol II complex.
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In vitro, enhancers do not stimulate
transcription unless the DNA substrate
is organized into chromatin. In vivo,
enhancers have little, if any, effect on
promoters injected into two-cell embryos
cultured in butyrate. Therefore, the pri-
mary role of enhancers is not simply
to provide additional transcription fac-
tors to facilitate formation of an active

initiation complex, but to relieve repres-
sion of weak promoters by chromatin
(Fig. 3). Direct proof for this hypothesis
comes from coinjection of purified his-
tones and a plasmid-encoded reporter gene
into the paternal pronuclei of one-cell em-
bryos. Acquisition of chromatin-mediated
repression of the injected promoter and
subsequent relief of this repression either
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2 to 4-cell embryos

Unrepressed

TATA-dependent
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Sequence-specific
Enhancer activation factors

Enhancer-specific
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Fig. 3 Relationships between chromatin structure, promoter/enhancer activity
and DNA replication during the maternal-to-zygotic gene transition in the mouse.
Chromatin in the paternal pronucleus is in an open configuration that does not
suppress promoter activity. Formation of a two-cell embryo is accompanied by
changes in chromatin structure that repress promoter activity. This repression can
be relieved by enhancer activity that requires sequence-specific-enhancer binding
proteins such as Tead2 or Oct-4, and an as-yet-unidentified enhancer-specific
coactivator, all of which first become available during ZGA. DNA replication may
facilitate activation of some genes. Cell differentiation is accompanied by the need
for a TATA-box element in the promoter to enable enhancers to function.
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by functional enhancers or by histone
deacetylase inhibitors occurred at a spe-
cific ratio of histones to DNA. The extent
of the enhancer-mediated stimulation was
found to be inversely related to the acetyla-
tion status of the histones and dependent
on the developmental acquisition of the
enhancer-specific coactivator activity.

The results described above reveal that
the ‘‘zygotic clock’’ delays ZGA in mice by
preventing the bulk of transcription and
translation until two-cell embryos have en-
tered G2-phase (36 to 40 hpf). By that time,
chromatin-mediated repression has begun
and the ability to use enhancers has been
acquired. The net result is a global re-
pression of mammalian gene expression,
thus permitting specific genes to be ac-
tivated at specific times and in specific
tissues through the expression of specific
promoter and enhancer activation proteins
that activate their promoter/enhancer, as
well as by specific proteins that relieve
chromatin-mediated repression (e.g. his-
tone acetyltransferase, GAGA, SWI/SNF
complex).

4.3
DNA Replication

As discussed above, the ability of chro-
matin structure to repress DNA tran-
scription or replication, and the ability
of enhancers to relieve this repression
first appear in mouse development with
formation of two-cell and four-cell em-
bryos. However, enhancers alone cannot
always relieve chromatin-mediated repres-
sion. Once a repressed state is formed,
it may be necessary for DNA to repli-
cate in order to reprogram itself into a
transcriptionally active state (Fig. 3). When
DNA is injected into either pronucleus of
one-cell embryos, and the injected embryo
then undergoes mitosis to form a two-cell

embryo, the injected promoter becomes
‘‘irreversibly’’ repressed, in that neither
enhancers nor butyrate can restore its ac-
tivity. This is not due to loss of plasmid
DNA from the injected pronucleus during
mitosis, because repression is reversible
when the injected pronucleus is trans-
planted to a two-cell embryo that then
undergoes mitosis. Therefore, something
happens to DNA between completion of
S-phase in a one-cell embryo and forma-
tion of a two-cell embryo, which prevents
activation of injected genes while allowing
embryonic genes to undergo ZGA. One
explanation is that plasmid DNA does not
replicate when injected into mouse em-
bryos unless it contains a viral replication
origin, whereas the genome of a one-cell
embryo undergoes one round of replica-
tion prior to early ZGA and two rounds
prior to late ZGA. DNA replication may
be required to restore the newly remod-
eled zygotic genome to a transcriptionally
competent state. Chromatin assembly in
one-cell embryos occurs in the absence of
at least one factor required for enhancer
function; this factor does not appear until
the two-cell stage. Therefore, if chromatin-
mediated repression begins in late one-cell
embryos, before enhancers are functional,
DNA replication may be required to dis-
rupt the repressed state so that appropriate
transcription factors can bind. Conversely,
once an enhancer has acted to prevent
repression of its adjunct promoter, the re-
sulting transcription complex may remain
active until replication again allows repro-
gramming. Thus, the fraction of genes
encoded by plasmid DNA that are ‘‘on’’ or
‘‘off’’ will depend on the relative amounts
of repressor versus enhancer activation pro-
teins present at the time of injection.

Recent evidence provides some support
for this hypothesis. Complete inhibition of
DNA synthesis in one-cell embryos with
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aphidicolin (a specific inhibitor of replica-
tive DNA polymerases) does not prevent
early ZGA, but it does reduce the amount
of transcription observed by nearly one-
third. It also inhibits transcription of the
eIF-4C gene by nearly one-half and the
synthesis of the ‘‘transcription-requiring
complex’’ (TRC) of proteins by ∼90%.
These results suggest that expression of
some of the early ZGA genes is depen-
dent on prior replication of some or all
of the genome. The effect, however, is
overestimated by measuring TRC synthe-
sis, because inhibition of DNA replication
in one-cell embryos is accompanied by a
general decrease in total protein biosyn-
thesis that accompanies the decrease in
TRC synthesis. Nevertheless, for inte-
grated transgenes, enhancer activity first
occurs at the two- or four-cell stage, but
only after completion of DNA replication.,
suggesting that DNA replication is re-
quired to relieve chromatin repression.
Thus, the possibility that disruption of
chromatin structure by DNA replication
permits reprogramming of gene expres-
sion remains an attractive hypothesis.

4.4
TATA-box Function

Once ZGA begins, the requirements for
transcription can differ from those ob-
served at later stages in development. In
yeast, proteins binding to upstream ac-
tivator sequences can facilitate binding
of TBP to the TATA-box, thus accelerat-
ing transcription. Moreover, the TATA-box
element common to many RNA pol II pro-
moters appears to be required only when
a promoter is stimulated either by an up-
stream enhancer or by a transacting factor
equivalent to herpesvirus ICP4 or aden-
ovirus E1A proteins. However, prior to
cell differentiation, enhancer stimulation

is observed in the absence of TATA-box cell
differentiation. This would imply that the
TATA-less promoters that drive transcrip-
tion of typical housekeeping genes can
be stimulated selectively in cleavage stage
embryos, but not in differentiated cells
(Figs. 2, 3). In fact, oocytes are unique in
that they express an E1A-like activity that
may serve to stimulate genes in place of
enhancer activity (Fig. 2).

4.5
DNA Methylation

The bulk of DNA methylation in eu-
karyotes consists of 5-methyl cytosines
within CpG dinucleotides. In mammals,
three families of DNA methyltransferases
(Dnmt 1, 2, and 3) have been identi-
fied. Dnmt-1 is the enzyme responsible
for maintaining DNA methylation pat-
terns during DNA replication by convert-
ing hemimethylated CpG dinucleotides
into fully methylated CpG dinucleotides.
Dnmt-3 is involved in de novo methylation.
The role of Dnmt-2 is not yet known. In
addition to these enzymes, five proteins
have been identified that bind to mCpGs
(MeCP1 and 2, and MBD proteins 1 to 4;
MBD-2 is the mCpG-binding protein in the
multiprotein complex MeCP1). These pro-
teins are associated with mCpGs and are
believed to be involved in gene silencing.

Clearly, DNA methylation is required
for proper embryonic development. For
example, loss of Dnmt-1 results in em-
bryonic stem (ES) cells that proliferate
normally with their DNA highly demethy-
lated but that die upon differentiation, with
the consequence that embryos lacking this
enzyme are delayed in development, and
do not survive past midgestation. Simi-
larly, mice lacking MBD-3 die during early
embryogenesis. The precise reasons for
these effects, however, and the identity of
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the factors that control methylation pattern
dynamics during gametogenesis and early
development, are largely unknown.

Global methylation patterns are erased
in primordial germ cells and then reestab-
lished in sex-specific patterns in mature
male and female germ cells. There is an
additional wave of demethylation during
preimplantation development, although
some sequences, notably certain imprinted
genes, retain gametic methylation pat-
terns at all stages. While primordial germ
cells are highly methylated when com-
pared to somatic cells, both male and
female primordial germ cells undergo
global demethylation that is completed
by embryonic day 13 or 14. Both im-
printed genes and single-copy genes are
demethylated at this stage. Whether this
demethylation step involves active or pas-
sive demethylation is unknown. However,
when embryonic germ cells are fused
with somatic cells, somatic nuclei undergo
demethylation, suggesting the existence
of factor(s) in germs cells that confer
demethylation in ‘‘trans.’’ In the male
germ cells, remethylation takes place at
the prospermatogonia stage (E15/16 on-
ward), which precedes the mitosis/meiosis
step. In contrast, remethylation of fe-
male primordial germ cells occurs during
the growth of oocytes in young animals.
These demethylation/remethylation steps
are thought to be required in order to
reset the imprinting cues and reprogram
epigenetic modifications in germ cells.

Demethylation and remethylation also
take place during embryogenesis (Fig. 2).
The paternal genome is actively demethy-
lated within the first 8 h after fertilization,
prior to DNA replication. Although the na-
ture of the demethylating mechanism is
not yet clear, it would appear that chro-
matin remodeling of sperm DNA exposes
it to enzymes that can demethylate it,

while the chromatin structure of oocyte
DNA protects it from demethylation. In
contrast to the paternal genome, the mater-
nal genome is passively demethylated by
DNA replication in the absence of Dnmt-
1 activity, as cells undergo cleavage from
the 2-cell to the 32-cell (morula) to blas-
tula stages. Dnmt-1 is localized in the
cytoplasm during preimplantation devel-
opment. CpG methylation activity returns
after implantation, and confers methyla-
tion patterns similar to what is observed in
somatic cells.

DNA methylation patterns associated
with imprinted genes appear to be shielded
from demethylation during preimplanta-
tion development. Part of the mechanism
that prevents loss of these methylation im-
prints involves a novel form of Dnmt-1.
Mouse oocytes and preimplantation em-
bryos lack Dnmt1, but they express a
variant called Dnmt-1o. After fertilization,
this extremely abundant form of Dnmt1 is
relegated to the cytoplasm until the eight-
cell stage when, for a single cell cycle,
it enters the nucleus. Dnmt-1o is then ex-
cluded from the nucleus in subsequent cell
cycles until postimplantation day eight.

Although genomic methylation patterns
are established normally in Dnmt-1o-
deficient oocytes, embryos derived from
such oocytes show a loss of allele-specific
expression and methylation at certain im-
printed loci. Experiments with mice lack-
ing functional Dnmt-1o suggest that the
maintenance of imprinted methylation is
critically dependent on the role of this
enzyme during the eight-cell stage. Here
the absence of Dnmt-1o results in failure
of the newly replicated paternal strand to
become methylated. Subsequently main-
tenance methylation occurs normally, but
there is a 50% reduction of methylation on
newly replicated paternal alleles. This her-
itable change results in some cells having
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either differentially methylated parental
alleles or ones that are unmethylated.
Thus, Dnmt-1o is not required for the
establishment of maternal genomic im-
prints, but instead appears to be required
specifically for maintenance methylation
of imprinted loci.

While CpG methylation has been di-
rectly linked to a number of biological
phenomena including X-chromosome in-
activation, imprinting, and silencing of
repeat sequences and retroviruses, its di-
rect role in regulating gene expression
has yet to be demonstrated. Methylation
of CpG dinucleotides is commonly corre-
lated with a loss of gene expression both in
vivo and in vitro. Nevertheless, the absence
of a change in the DNA methylation pat-
tern of several tissue-specific genes during
early mouse development has led to the
hypothesis that CpG methylation is a con-
sequence of the absence of transcription
rather than the cause, and thereby serves to
insure that repressed genes remain silent.

What is the purpose of these demethy-
lation/remethylation events in preimplan-
tation embryos? One general consequence
of global demethylation is to remove one of
the major obstacles to the binding of pro-
teins to DNA. These proteins may include
repressor proteins whose binding is abro-
gated by methylation. With the exception
of the five proteins known to bind specif-
ically to mCpG dinucleotides, the affinity
for DNA of all other DNA binding proteins
appears to be reduced by methylation of
their DNA binding sites. Thus, demethy-
lation may facilitate remodeling of sperm
chromatin into somatic cell chromatin in
one-cell embryos, and it may allow more
subtle remodeling to take place in both pa-
ternal and maternal genomes during the
preimplantation period.

DNA methylation may also prevent
specific genes from being activated during

ZGA, because one characteristic of genes
that are destined to be transcribed during
ZGA appears to be the absence of DNA
methylation at their regulatory regions
in sperm. For example, the regulatory
regions of the Sgy and Tead2 genes
(Table 1) are not methylated in either
sperm or oocytes. A number of genes that
are expressed during ZGA are expressed
only from the paternal allele (Table 1),
and in the case of U2afbp-rs and Xist,
these alleles enter development in an
undermethylated state. DNA methylation
patterns associated with imprinted genes
appear to be shielded from demethylation
during preimplantation development. In
contrast, the tissue-specific mouse skeletal
α-actin promoter is fully methylated in
the sperm and essentially unmethylated in
the oocyte.

4.6
Differential Gene Expression

The average spacing of genes in human
cells has been estimated to be 85 kb.
However, the number of closely spaced,
divergently expressed genes is surpris-
ingly high. In some cases, two closely
spaced genes are transcribed in the same
cell (coordinately expressed), whereas in
other cases, only one of the two genes is
transcribed in a particular cell type (differ-
entially expressed). A common feature of
these bidirectional loci is the presence of a
CpG island, suggesting that DNA methyla-
tion may regulate their expression during
animal development. However, one de-
tailed analysis of such a locus has revealed
(1) that differential expression of closely
spaced genes is developmentally acquired,
and (2) that DNA methylation restricts, but
does not dictate, differential gene expres-
sion during mouse development.
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Tead2 is the only member of the Tead
gene family of transcription factors that
is expressed in mouse embryos during the
first seven days of development suggesting
that it plays a unique role at the beginning
of mammalian development, when it is
presumed to be responsible for the abil-
ity of preimplantation mouse embryos to
utilize Tead-dependent promoters and en-
hancers. In adult animals, Tead2 continues
to be expressed to varying extents in most
cell types. Soggy (Sgy) is a novel single-copy
gene whose mRNA start site is located only
3.8-kb upstream of the Tead2 mRNA start
site. The function of Sgy is unknown, but it
is presumed important because its expres-
sion pattern in the adult is restricted to
lymphocytes and pre-spermatocytes, and
it is partially homologous to the Dickkopf
gene family, potential effectors of the Wnt
signaling pathway. Since Tead2 and Sgy
are transcribed in opposite directions, their
regulatory elements lie in close proximity.
In fact, the same locus is found in humans
on chromosome 19q13.3, except that the
two mRNA start sites are separated by only
1.5 kb. Both mRNA start sites lie within
CpG islands.

Both Sgy and Tead2 are expressed con-
currently during zygotic gene activation in
mouse preimplantation embryos and in
embryonic stem cells where their regula-
tory regions are unmethylated. However,
with the onset of cell differentiation and
DNA methylation, cells express one gene
or the other, but not both. This differen-
tial gene expression is restricted by DNA
methylation, because neither gene is ex-
pressed in cells in which its regulatory
region is methylated, and Sgy expression in
permissive cells is inversely related to the
extent of methylation in the Sgy regulatory
region. Consequently, a sharp transition
between unmethylated and methylated
DNA marks the upstream boundary of

each active promoter. Moreover, recov-
ery of Sgy expression is accompanied by
demethylation of the Sgy promoter. Never-
theless, DNA methylation per se does not
determine expression at the Sgy/Tead2 lo-
cus, because some cells do not express
one of these genes even when its regu-
latory sequences are unmethylated. Thus,
while DNA methylation can restrict gene
expression during mammalian develop-
ment, it is not the primary regulatory
mechanism. Therefore, the developmental
acquisition of differential gene expression
must depend primarily on the presence of
gene-specific activators and repressors.

See also Genomic Imprint-
ing, Molecular Genetics of;
Heterochromatin and Eurochro-
matin – Organization, Packaging,
and Gene Regulation; Home-
odomain Proteins.
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Keywords

Biological Weapons
Microbial agents or their toxins with the potential of causing mass casualties.

Biological Weapons Convention (BWC)
Convention on the prohibition of development, production, and stockpiling of
biological and toxin weapons and their destruction.

Bioterrorism
The intentional use of a pathogen or biological product to cause harm to humans,
animals, plants or other living organisms to influence the conduct of government or
coerce a civilian population.

Bioterrorism Preparedness
Preparedness of the public health infrastructure, the political/administrative system,
and the health care system against bioterrorism threats and events.

Biowarfare
The intentional use of microbial agents or their toxins in warfare.

� During the Great Depression, Hans Zinser, a bacteriologist and historian wrote
that ‘‘Infectious Disease is one of the few genuine adventures left in the world.’’
Emphasizing that this has remained so, Madeline Drexler in 2002 pointed out
that ‘‘Modern adventurers like to up the ante, but even the most extreme sports
wouldn’t produce the adrenaline of a race against pandemic influenza or a cloud
of anthrax at the Super Bowl. In the field of infectious disease, reality is stranger
than anything a writer could dream up. The most menacing bioterrorist is Mother
Nature herself.’’ Accepting nature as the constant reservoir and source of infectious
agents puts bioterrorism preparedness in the more appropriate context of prepared-
ness against the infectious agents. By their very nature, infectious agents have the
capability to spread fast and cross national borders. The course of human history
has frequently been altered by epidemics that swept unchecked across continents,
claiming more lives and creating more social devastation than wars. With the ease
and speed of global travel now, the spread of infectious agents happens faster
than ever before. An example of this is the ongoing (at the time of this writing)
outbreak of Severe Acute Respiratory Syndrome (SARS). The past and the present
efforts of the World Health Organization and many national agencies to strengthen
global preparedness for defense against infectious disease threats is part and parcel
of bioterrorism preparedness. Infectious agents have been, and in the foreseeable
future will remain, potential tools of mass casualties. Historically, outbreaks (wars)
of microbial species against the human species have killed far more people than
war itself. Examples include: (1) death of 95% of Pre-Columbian Native American
populations by diseases like smallpox, measles, plague, typhoid, and influenza; (2)
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death of 25 million Europeans (a quarter of the population) caused by Bubonic
Plague in the fourteenth century; and (3) 21 million deaths due to the influenza
pandemic of 1918–1919. Worldwide, naturally occurring infectious diseases remain
the major causes of death. In the United States, the impact of a number of very
virulent biological agents and/or their toxins has been drastically reduced because of
a very accessible health care system and excellent public health infrastructure. Still, a
substantial number of people (approximately 170 000) die each year from infectious
diseases. The travel and trade necessary for economic globalization, continued
potential for transmission of infectious agents from animals to humans, and large
populations living in proximity in major urban areas of the world, make disease
outbreaks a major threat. The resistance of common pathogens to the available
antimicrobial agents adds significantly to the threat. Advances in public health,
diagnostic, and pharmacological interventions are needed to protect the population
from emerging and reemerging infectious diseases, including those related to
potential bioterrorism events.

1
Biowarfare versus Bioterrorism

The intentional use of microbial agents in
warfare dates back to days when neither
the pathogens nor the host pathogen
interactions were known. It is important
to recognize that biological agents have
been used in warfare from antiquity to
the present. The intentional use of living
organisms or infected materials derived
from them has occurred over centuries
during war and ‘‘peace’’ time by armies,
states, groups, and individuals. One of the
first recorded uses of a biological agent in
the war was in 184 B.C. The Carthaginian
soldiers led by Hannibal used snakes
in the battle against King Eumenes of
Perganium and achieved a victory. A
strong association was made between
foul odors and disease, well before the
development of the germ theory of disease,
and many early civilizations employed
crude forms of biological warfare. As
early as 300 B.C., the Greeks polluted the
wells and drinking water supplies of their

enemies with animal corpses. The same
tactics were used later by the Romans
and Persians. The bodies of dead soldiers
as well as animals were used to pollute
wells during a battle in Italy in 1155.
Pollution (poisoning) of potable water
was used as an effective and calculated
method of gaining advantage in warfare
throughout the Classical, Medieval, and
Renaissance periods. In the more modern
times, General Johnson used the bodies of
sheep and pigs to pollute drinking water at
Vicksburg during the US Civil War.

The use of catapults and siege ma-
chines during medieval times introduced
new technology to biological warfare. In
1346, the attacking Tartar force experi-
enced an epidemic of plague during the
siege of Kaffa (now Feodosia, Ukraine).
They catapulted the cadavers of their de-
ceased into the city to initiate a plague
epidemic. An outbreak of plague did oc-
cur followed by the retreat of defending
forces and the conquest of Kaffa. It is
thought that this contributed to the sec-
ond plague pandemic as the ships carrying
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plague-infected refugees and rats sailed to
Constantinople, Genoa, Venice, and other
Mediterranean ports.

The inhabitants of Central and South
America were decimated by smallpox and
measles that accompanied the Spanish
Conquistadores. In 1763, the introduc-
tion of a specific disease, smallpox, as a
weapon in the North American Indian
Wars became a significant milestone in
the history of biological warfare. This adap-
tation of Trojan horse use was employed
by Captain Ecuyes, on June 24, 1763, by
handing blankets and a handkerchief from
the smallpox hospital to the Native Ameri-
cans. Sir Jeffery Amherst, Commander of
British forces in North America, had sug-
gested the deliberate use of smallpox to
‘‘reduce’’ Native American tribes hostile to
the British.

The development of the science of
bacteriology in the nineteenth century
expanded the scope of potential biological
warfare agents. Bacillus anthracis was the
first specific agent attributed to human
disease when Robert Koch fulfilled his own
‘‘postulates’’ concerning this organism in
1877. During World War I, Germany
was accused of using cholera in Italy
and plague in St. Petersburg in 1915.
There is evidence that Germany used
glanders and anthrax organisms to infect
horses, mules, and cattle (1916–1918).
These covert operations were conducted
on neutral trading partners of the allies to
infect livestock and to contaminate animal
feed to be exported to allied forces.

The modern era of biological weapons
development began immediately before
and during World War II. The Japanese
released fleas infected with plague in
Chinese cities in the 1930s and 1940s.
Between 1940 and 1942, Japanese unit
731 dropped bombs containing up to
15 million plague-infected fleas on two

Chinese cities – Quxian and Ning-hsien,
resulting in thousands of deaths. Water
supplies and food items were contami-
nated with B. anthracis, Cholera, Shigella,
Salmonella, and Yersinia pestis.

The origin of the biological weapons
program of the former Soviet Union dates
back to statements by Lenin. Although
experimental work was started in the late
1920s, the modern era was ushered in
only with the postwar military building
programs. The Allied Biological Weapons
program had shifted from the British
research on anthrax (and the development
of the World War II anthrax cattle cake
retaliation weapon) to a large US-based
research, development, and production
capability. The US military had accepted
seven types of classified agents and could
produce 650 tons of an agent per month
at plants such as the one at Pine Bluff
in Arkansas. This offensive program was
unilaterally abandoned in 1969, giving
impetus to the creation of the Biological
and Toxin Weapons Convention. The
Soviet Union signed the Convention at
its inception in 1972. Unfortunately, the
number of countries engaged in biological
weapons experimentation grew from 4
in the 1960s to 11 in the 1990s. It is
estimated that at least 10 nations and
possibly 17 possess biological warfare
agents. Of the seven countries listed by
the United States Department of State
as sponsoring international terrorism, at
least five are suspected to have biological
warfare programs. Nations and dissident
groups have the access to the skills needed
to selectively cultivate some of the most
dangerous pathogens and to deploy them
as agents of biological terrorism and war.

Iraq’s biological weapons program dates
back to at least 1974 and has been carried
out secretly after the Biological and Toxin
Weapons Convention had been signed. In
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1995, Iraq confirmed that it had produced
and deployed bombs, rockets, and aircraft
spray tanks containing B. anthracis and
botulinum toxin. In 1973, the Soviet Polit-
buro formed the organization known most
recently as Biopreparat, designed to carry
out offensive biological weapons programs
concealed behind civil biotechnology re-
search. In January 1991, the first ever visit
to Biopreparat facilities was undertaken
by a Joint United Kingdom/United States
technical team. By the mid-1990s, substan-
tial changes took place within Biopreparat,
and a concerted effort is underway to help
the Russians civilianize these former bio-
logical weapons research and development
establishments. The current capability of
the old Russian Ministry of Defense sites
remains largely unknown. The status of
one of Russia’s largest and most sophis-
ticated former bioweapons facilities called
Vector in Koltsovo, Novosibirsk, is of con-
cern. The facility housed the smallpox
virus as well as work on Ebola, Marburg,
and the hemorrhagic fever viruses (e.g.
Machupo and Crimean-Congo). A visit in
1997 found a half-empty facility protected
by a handful of guards. No one is clear
where the scientists have gone. The confi-
dence that this is the only storage site for
smallpox outside the Centers for Diseases
Control and Prevention is lacking.

2
Chronology of Biodefense Actions

1910–1920s–The first use of chemical and
biological weapons in combat led to
efforts to ban their use.

1925–The use of biological and chemical
weapons in war was prohibited by The
Geneva Protocol. The United States
signed but failed to ratify the treaty.

The treaty contained no provision for
verifications and inspection.

1950s–1970s–The Soviet Union and
United States built arsenals of biologi-
cal and chemical weapons. International
pressures mounted to draw up new
treaties to curb such weapons.

November 25, 1969–President Richard M.
Nixon unilaterally renounced the use
of biological weapons in war by the
United States and restricted research to
immunization and safety efforts. Three
months later, he extended the ban to in-
clude toxins. The United States Army
Medical Research Institute for Infec-
tious Diseases (USAMRIID) at Fort
Detrick, Maryland, was established to
conduct unclassified research on safety
against potential agents of bioterrorism.

1972–Convention on the prohibition of the
development, production, and stockpil-
ing of bacteriological (biological) and
toxin weapons and their destruction
opened for signature at Washington,
London, and Moscow on April 10, 1972.

1975–The United States Congress ratified
the Biological and Toxin Weapons
Convention (BWC) as well as the 1925
Geneva Protocol on January 22, 1975.
The Biological and Toxin weapons
Convention entered into force on March
26, 1975.

There are now 143 state parties to
the convention and an additional 18
signatories. Article VI of the Convention
has proved to be an inadequate mechanism
for actions against noncompliance.

1980s–Arms control initiatives failed to
curb biological and chemical weapons
proliferation.

1984–President Reagan’s administration
presented a draft treaty to ban the
production and storage of chemical
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weapons to the Conference on Disar-
mament in Geneva.

1990s–Concerns over exposure to chem-
ical and biological weapons during the
Persian Gulf War increased support for
international treaties.

May 13, 1991–Shortly after the Allied vic-
tory against Iraq, President George Bush
announced that the United States will re-
nounce the use of chemical weapons for
any reason, and an international treaty
banning them took effect.

April 1992–Russian President Boris N.
Yeltsin declared that Russia’s biological
weapons program is being discontin-
ued.

January 1993–President George Bush
signed the Chemical Weapons treaty at
the convention, banning the production
and use of chemical weapons.

January 7, 1997–The Presidential Advisory
Committee on Gulf War Veterans’
illnesses found no conclusive evidence
linking Gulf War Syndrome to chemical
or biological weapons.

April 15, 1997–New regulations aimed
at limiting access to chemicals and
pathogens that could be made into
weapons went into effect under the
1996 Antiterrorism and Effective Death
Penalty Act.

April 29, 1997–The Chemical Weapons
Convention (CWC) went into effect. It
has more than 160 signatories and 65
ratifications.

July 25, 2001–The United States rejected
a protocol to strengthen the Biological
Weapons Convention as well as the
whole approach to it. As in the Chemical
Weapons Conventions (CWC), a strong
bioweapons protocol could add to the
deterrence of bioweapons, which are
a much greater threat than chemical
weapons.

November 19, 2001–Fifth BWC Review
Conference was held.

3
The Concept of ‘‘Bioterror’’

As the ease of cultivating microorganisms
increased and technology became cheap,
dissident groups and well-financed orga-
nizations used these agents to terrorize
civilians in order to accomplish political
goals. Examples of these attempts include
the following:

• Weather Underground (1970), a US
revolutionary group, intended to obtain
agents from Fort Detrick by blackmail
and to temporarily incapacitate US cities
to demonstrate the ‘‘impotence of the
federal government.’’ Report originated
with a US Customs informant.

• R.I.S.E. (1972). College students influ-
enced by ecoterrorist ideology and 1960s
drug culture planned on using agents
of typhoid fever, diphtheria, dysentery,
and meningitis to target the entire world
population initially and later narrowed
the plan to five cities near Chicago.
The attack was aborted when cultures
were discarded.

• Bulgarian defector Georgi Markov was
assassinated in Lauda (1978) using ricin-
filled pellets and a spring-loaded device
disguised in an umbrella. Similar device
used against a second defector in the
same area was unsuccessful.

• Sverdlovsk, Russia (1979). Accidental re-
lease of anthrax from Soviet bioweapons
facility caused an epidemic of inhala-
tional anthrax with at least 77 cases and
60 deaths.

• Red Army Faction (1980). Members of
a Marxist revolutionary ideology group
allegedly cultivated botulinum toxin in
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a Paris safe house and planned attacks
against at least nine German officials
and civilian leaders. This probably was
an erroneous report, later repudiated by
the German government.

• Rajneeshee Cult (1984). Indian religious
cult headed by Rajneeshee plotted to
contaminate restaurant salad bars with
Salmonella typhimurium in Dalles, Ore-
gon. The motive was to incapacitate
voters, win local elections, and seize po-
litical control of the county. The incident
resulted in a large community outbreak
of salmonellosis, involving 751 patients
and at least 45 hospitalizations. The plot
was revealed when the cult collapsed
and members turned informants.

• Minnesota Patriots Council (1991).
Right-wing ‘‘Patriot’’ movement ob-
tained ricin extracted from castor beans
by mail order. They planned to de-
liver ricin through skin with dimethyl
sulfoxide (DMSO) and aloe vera or
as dry aerosol against IRS officials,
US Deputy Marshals, and local law
enforcement officials. The group was
penetrated by Federal Bureau of Inves-
tigation (FBI) informants.

• Aum Shinrikyo (1995). New Age
Doomsday cult, seeking to establish a
theocratic state in Japan, attempted at
least 10 times to use anthrax, botulinum
toxin, Q fever agent, and Ebola virus in
aerosol form. All attempts with biolog-
ical weapons failed. Multiple chemical
weapon attacks with Sarin, Vx, and hy-
drogen cyanide in Matsumato, Tokyo,
and assassination campaigns were con-
ducted. Nerve gas Sarin killed 12 and
injured 5500 in Tokyo subway.

• Texas (1997). Intentional contamination
of muffins and donuts with laboratory
cultures of Shigella dysenteriae caused
gastroenteritis in 45 laboratory workers
and 4 were hospitalized.

• Unknown individual group (2001).
Intentional dissemination of anthrax
spores through the US Postal System
led to the death of five people, infec-
tion of 22 others, and contamination of
several government buildings. Investi-
gation into the attacks so far has not led
to any conclusions.

Although events like these do not reach
the level of national or international se-
curity, they can have significant public
health consequences and, therefore, re-
quire preparedness at the local level. Active
surveillance and rapid response at the local
level will fulfill the definition for Bioter-
rorism preparedness – ‘‘think locally, act
globally.’’

The use of microbial agents by smaller
groups or individuals who may have very
limited targets is highly likely but the
public health consequences are low.

• Larry Wayne Harris (1998) allegedly
threatened to release ‘‘military grade
anthrax’’ in Las Vegas, Nevada. He
obtained plague and anthrax (vaccine
strains), and repeatedly isolated several
other bacteria. He then made vague
threats against US federal officials on
behalf of right-wing ‘‘patriot’’ groups
and was arrested when he talked openly
about biological weapons terrorism.

4
Bioterrorism Preparedness – The Rationale

Bioterrorism has been defined as the in-
tentional use of a pathogen or biological
product to cause harm to humans, an-
imals, plants, or other living organisms
to influence the conduct of government
or to intimidate or coerce a civilian pop-
ulation. This definition put bioterrorism



514 Preparedness for Bioterrorism

under National Security and has prompted
the recent upgrading of the Homeland Se-
curity Department in the United States.
Biological agents are easy to develop as
weapons, inexpensive, and difficult to de-
tect. Biological weapons are very attractive
to the terrorist because of several char-
acteristics. Aerosols of biological agents
are invisible, silent, odorless, tasteless,
and are relatively easily dispersed. They
are 600 – 2000 times cheaper than other
weapons of mass destruction. It is esti-
mated that the cost would be about 0.05%
of the cost of conventional weapons to pro-
duce similar numbers of mass casualties
per square kilometer. The production is
relatively easy, using the common tech-
nology available for the production of
antibiotics, vaccines, foods, and beverages.
The delivery systems such as spray de-
vices from an airplane, boat, or car are
commonly available. The natural lead time
provided by the organism’s incubation
period (3 to 7 days for most potential or-
ganisms) would allow for the terrorists’
escape before any investigation starts. In
addition, the use of an endemic infectious
agent may cause confusion because of the
inability to differentiate a biological war-
fare attack from a natural epidemic. For
some agents, potential exists for secondary
or tertiary cases by person-to-person trans-
mission or by natural vectors. Depending
on the agent, a lethal or incapacitating
outcome can occur. In the military con-
text, incapacitating agents may be more
effective because the unit will not be able
to perform their mission and casualties
will consume scarce medical and evacua-
tion assets.

The consequences of biological weapons
use are many. They can rapidly produce
mass effect that overwhelms services and
the health care system of the communities.

Most of the civilian population is suscep-
tible to infections caused by these agents.
They are associated with high morbidity
and mortality rates. The resulting illness is
usually difficult to diagnose and treat early,
particularly in areas where the disease is
rarely seen. One kilogram of anthrax pow-
der has the capability to kill up to 100 000
people, depending on the mechanism of
delivery. The economic impact of a biolog-
ical attack has been estimated to be from
478 million/100 000 persons exposed (bru-
cellosis scenario) to 26.2 billion/100 000
persons exposed (anthrax scenario).

5
Bioterrorism Preparedness – The Avenues

5.1
National Security and Law

Two simulated biological attacks, Dark
Winter (smallpox) and TOPOFF (plague),
in the United States demonstrated serious
weaknesses in the public health system
that could prevent an effective response to
bioterrorism or severe outbreaks of nat-
urally occurring infectious diseases. The
Hanuman Redux 2001 exercise run in
Louisville, Kentucky, under the auspices of
the CDC, a few weeks prior to September
11, 2001, used tularemia as the biologi-
cal agent. The exercise demonstrated that
local, state and federal health, law en-
forcement, and other agencies can work
together effectively. It also showed that re-
gions with adequate bioterrorism response
plans can respond to even a sizeable attack
within the time frame needed to prevent
mass casualties. The intentional dispersal
of anthrax through the US Postal Service
that followed the terrorist attacks of Oc-
tober 2001 brought these issues into a
clear focus. The US government began



Preparedness for Bioterrorism 515

a process to strengthen the public health
infrastructure.

The need for law reform was recog-
nized as law has long been considered
an important tool for the safety of the
public’s health. The power to act to pre-
serve the public’s health is constitutionally
reserved primarily to the states as an ex-
ercise of their police powers. Some states
like Colorado and Rhode Island had devel-
oped legislation or administrative public
health plans for a bioterrorism event prior
to September 11, 2001. The Model Act
was designed to update and modernize
the state public health statutes and to
avoid problems of inconsistency, inade-
quacy, and obsolescence. The Model State
Emergency Health Powers Act (MSEHPA
or Model Act) was drafted by the Cen-
ter for Law and the Public’s Health at
Georgetown and Johns Hopkins Univer-
sities at the request of the Centers for
Disease Control and Prevention (CDC)
and in collaboration with members of
national organizations representing gov-
ernors, legislators, attorneys, general and
health commissioners. This act provides
state actors with the powers to detect and
contain bioterrorism or a naturally occur-
ring disease outbreak. The Model Act is
structured to facilitate five basic public
health functions: (1) Preparedness, com-
prehensive planning for a public health
emergency; (2) Surveillance, measures to
detect and track public health emergen-
cies; (3) Management of Property, en-
suring adequate availability of vaccines,
pharmaceuticals, and hospitals as well as
providing power to abate hazards to the
public’s health; (4) Protection of Persons,
powers to compel vaccination, testing,
treatment, isolation, and quarantine when
clearly necessary; and (5) Communication,
providing clear and authoritative informa-
tion to the public. The act also contains

a modernized, extensive set of principles
and requirements to safeguard personal
rights. On the basis of MSEHPA, leg-
islative bills have been introduced in 34
states and the District of Columbia. As of
July 26, 2002, 16 states and the District of
Columbia had enacted a version of the act
and the states enacting or expected shortly
to enact legislation, influenced by the
Model Act, were Arizona, Florida, Geor-
gia, Hawaii, Maine, Maryland, Minnesota,
Missouri, New Hampshire, New Mexico,
Oklahoma, South Carolina, South Dakota,
Tennessee, Utah, and Virginia. A critique
of the Model State Emergency Health Pow-
ers Act was published by Anna G, J., which
raised concerns about the impact of the
Model Act on civil liberties.

At the federal level, Public Health Secu-
rity and Bioterrorism Preparedness and
Response Act of 2002, HR 3448, was
passed by the US Congress on May 23,
2002, and signed into law (Public Law
107–188) June 12, 2002. The bill is in-
tended to improve the health system’s
ability to respond to bioterrorism, protect
the nation’s food supply and drinking wa-
ter from bioterrorist attacks, speed up the
development and production of new drug
treatments and vaccines, address short-
ages of specific types of health professions,
improve coordination of federal antibioter-
rorism activities, increase investment in
federal, state, and local preparedness, and
expand controls over the most dangerous
biological agents and toxins. The American
Society for Microbiology (ASM) has testi-
fied before congress on issues surrounding
biosecurity and has worked closely with
congress in the drafting of Title II of this
law to balance public health concern over
safety and security with the need to protect
legitimate scientific research and diagnos-
tic testing. Important new provisions for
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the possession, use, and transfer of se-
lect agents (42 biological agents and toxins
listed in Appendix A of 42 CFR part 72) are
included in Title II of HR 3448, leading to
enhanced Controls on Dangerous Biolog-
ical Agents and Toxins. On July 12, 2002,
the CDC announced preliminary guidance
for notification of possession of select
agents as mandated in Section 202(a) of
Public Law 107–188, the Public Health Se-
curity and Bioterrorism Preparedness and
Response Act of 2002 (Appendix B). The
notice stated that each facility should des-
ignate a responsible facility official (RFO)
to complete the notification of possession
form by September 10, 2002. The RFO will
need to inventory the facility and consult
with others (e.g. Principal Investigators) to
obtain the required information.

5.2
Medical and Scientific Preparedness

5.2.1 Assessing the Threat
A US congressional initiative to upgrade
national public health capabilities for re-
sponse to acts of bioterrorism was begun
in 1999. The Centers for Disease Control
and Prevention (CDC) was designated by
the Department of Health and Human Ser-
vices as the lead agency for overall public
health planning. A Bioterrorism Prepared-
ness and Response Office was formed
to target several areas for initial pre-
paredness activities including planning,
improved surveillance and epidemiologi-
cal capabilities, rapid diagnostic testing,
enhanced communications, and medical
therapeutics stockpiling. The biological
agents toward which the efforts should
be targeted needed to be formally identi-
fied and placed in a priority order. The
strategic usefulness of multiple agents on
the battlefield has formally been assessed
by the military. The Working Group on

Civilian Biodefense has identified several
biological agents with the potential of high
impact against civilian populations.

In June 1999, national public health ex-
perts, academic infectious disease experts,
Department of Health and Human Ser-
vices representatives, civilian and military
intelligence experts, and law enforcement
officials met to review the impact of var-
ious agents on civilian population. The
general criteria used to assess the threat
were: (1) public health impact based on
illness and death, (2) delivery potential to
large populations based on mass produc-
tion, stability, virulence, and potential for
person-to-person transmission, (3) public
perception as related to public fear and
potential civil disruption, and (4) special
public health preparedness needs based on
enhanced surveillance, diagnostic needs,
and stockpile requirements. A risk-matrix
analysis process was used to evaluate po-
tential biological threat agents. On the
basis of the overall ratings received in each
of the four areas, the agents received fi-
nal category assignments of A, B, or C
(Table 1).

Category A Category A includes the
highest priority agents that pose a risk to
national security because of the following
features:

1. They can be easily disseminated or
transmitted person to person, causing
secondary and tertiary cases.

2. They cause high mortality with po-
tential for major public health im-
pact, including the impact on health
care facilities.

3. They may cause public panic and
social disruption.

4. They require special action for public
health preparedness.
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Tab. 1 Potential agents of bioterrorism.

Category A Category B Category C

Variola major (smallpox)
Bacillus anthracis (anthrax)
Yersinia pestis (plague)
Clostridium botulinum toxin

(botulism)
Francisella tularensis

(tularemia)
Filoviruses,

Ebola hemorrhagic fever
Marburg hemorrhagic

fever
Arenaviruses,

Lassa (Lassa fever)
Junin (Argentine

hemorrhagic fever)
and related viruses

Coxiella burnetii (Q fever)
Brucella species (brucellosis)
Burkholderia mallei (glanders)
Burkholderia pseudomallei (Melioidosis)
Alphaviruses,

Venezuelan encephalomyelitis
Eastern and Western

equine\Encephalomyelitis
Ricin toxin from Ricinus communis

(castor beans)
Epsilon toxin of Clostridium perfringens
Staphylococcal enterotoxin B
T2 – Mycotoxins
Food or waterborne pathogens include

but not limited to
Salmonella species
Shigella dysenteriae
Escherichia coli 0157.H7
Vibrio cholerae, and
Cryptosporidium parvum Rickettsia

prowazekii (Typhus fever)
Chlamydia psittaci (Psittacosis)

Nipah virus
Hantaviruses
Tick-borne hemorrhagic

fever viruses
Tick-borne encephalitis

viruses
Yellow fever
Multidrug-resistant

tuberculosis

Category B This category contains the
second highest priority agents because
they

1. are moderately easy to disseminate;
2. cause moderate morbidity and low

mortality;
3. require specific enhancement of CDC’s

diagnostic capacity and enhanced dis-
ease surveillance.

Category C The agents in this group with
the third highest priority include emerging
pathogens that could be engineered for
mass dissemination. The characteristics
that render them amenable to bioterrorism
are:

1. Availability
2. Ease of production and dissemination

3. Potential for high morbidity and major
health impact.

5.2.2 Training and Recognition
To diagnose the illnesses caused by po-
tential bioterrorism agents, the health
care professionals must be aware of
the symptoms and epidemiology patterns
that may indicate a covert or unan-
nounced attack.

A terrorist attack may occur in two
scenarios – overt and covert. In the past,
emergency responses were prepared on
the basis of overt attacks like bombings
and chemical agents that cause immedi-
ate and obvious effects. However, attacks
with biological agents are more likely
to be covert. They pose different chal-
lenges and require emergency planning,
with the involvement of the public health
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infrastructure. The attack by a biologi-
cal agent will not have an immediate
impact because of the delay between
exposure and onset of illness (i.e. the
incubation period). Therefore, the first vic-
tims of a bioterrorism action will need
to be identified by physicians or other
primary health care providers. On the
basis of the first wave of victims, pub-
lic health officials will need to determine
that an attack has occurred, identify the
organism, and prevent more casualties
through prevention strategies (e.g. mass
vaccination, prophylactic treatment) and
infection-control procedures. The clues to
a potential bioterrorist attack include an
outbreak of a rare or new disease, an out-
break of diseases in a nonendemic area,
a seasonal disease during an off-season
time, a known pathogen with unusual
resistance or unusual epidemiologic fea-
tures, an unusual clinical presentation
or age distribution, a genetically identi-
cal pathogen emerging rapidly in different
geographical areas, reports of sick or
dead animals or plants, and intelligence
information.

It is now recognized that emergency
departments (EDs) are critical partners
in the early recognition of emerging
public health threats. Early recognition
depends on epidemiologic warning net-
works from the local and national public
health agencies and the clinical knowl-
edge and increased index of suspicion
by the health care providers working in
emergency departments and urgent care
centers. The ED Surveillance System,
known as EMERGEncyIDNET, designed
to detect emerging infectious diseases,
started as a collaboration between 11
academic EDs and the CDC. Food Net,
the Foodborne Disease Active Surveil-
lance Network is an analogous program
also coordinated by the CDC and is

designed to monitor and track food-
borne diseases.

Although very useful, such large
databases may not be able to provide
timely response without vigilance of local
health care providers. Surveillance systems
based in ambulatory care settings provide
worthwhile additional information in a
more timely fashion. The Department of
Defense Electronic Surveillance System
for the Early Notification of Community-
based Epidemics (ESSENCE) is one
of the best known such systems.
Minnesota operates another such system.
A system of automated ambulatory care
encounter records for the detection of
acute illness clusters has been developed
between the Centers for Disease Control
and Prevention and the Massachusetts
Department of Public Health, a large
group practice, a health plan, and an
academic department. The system is
designed to produce next-day information
about illness clusters, based on ambulatory
care visits and telephone calls. Such
measures to strengthen the surveillance
systems and improved training of
health care providers will be critical
to effective planning and readiness. A
task force of health care professionals,
central to detecting and responding to
a bioterrorism incident, was convened
by the American College of Emergency
Physicians. The goal is to examine
educational strategies, curricula, teaching
methods, and certification processes with
the outcome of better-prepared ‘‘frontline’’
health care professionals.

5.2.3 Disease Reporting – A Tool for
Determining Bioterrorism Preparedness
The timely and accurate reporting of the
diseases caused by biological agents would
likely be the triggering event for investi-
gating and responding to a bioterrorism
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event. The quality and distribution of
laws mandating the reporting of disease
caused by certain biological agents is one
measurement of the public health sys-
tem’s level of bioterrorism preparedness.
The CDC’s Bioterrorism Preparedness
and Response Program commissioned a
study of state and local laws requiring
the reporting of diseases caused by spe-
cific biological agents. These agents are
regarded as ‘‘critical biological agents’’
because of their potential to harm the
public health, especially if used in a ter-
rorist act. As of March 31, 2001, this
commission reported a significant vari-
ability in disease-reporting requirements
pertaining to critical biological agents in
the 50 states, the District of Columbia,
Chicago, New York, and Los Angeles
County. Some jurisdictions may have re-
vised these requirements since September
2001. The commission’s findings sug-
gest the draft Model State Emergency
Health Powers Act as a useful tem-
plate for states considering revisions to
reporting laws. The Model State Act
addresses which diseases should be re-
ported, who should be legally obligated
to report, the manner and time frame
in which a disease should be reported,
and the enforcement of disease-reporting
laws. Such laws may also serve as ed-
ucational tools and provide incentives
for health care providers to obtain the
necessary training and skills for diag-
nosing and managing potential agents of
bioterrorism.

5.2.4 Planning and Readiness – Public
Health Preparedness
The National Association of Counties re-
cently conducted a survey of the Directors
of County Public Health Departments,
which represented 300 counties in 36
states. A significant number of responding

counties reported less than optimal lev-
els of preparedness for biological threats
and for policies and procedures to en-
force quarantine. Among the reasons cited
for lack of preparedness were insufficient
funding, work force, and communication
networks. In most cities in the United
States, large health care institutions have
disaster plans and various types of task
forces with ‘‘experts’’ in different areas in
place. However, they need to be updated
and modified to include new informa-
tion on potential agents of bioterrorism.
The CDC was designated by the Depart-
ment of Health and Human Services
to prepare the US Public Health Sys-
tem to respond to bioterrorism events.
A strategic plan was developed by the
CDC in collaboration with the National
Center for Infectious Diseases, the Na-
tional Center for Environmental Health,
the Public Health Practice Program Of-
fice, the Epidemiology Program Office,
the National Institute for Occupational
Safety and Health, the Office of Health
and Safety, the National Immunization
Program, and the National Center for In-
jury Prevention and Control. In order to
enhance the preparedness at local and
state levels, the CDC funded coopera-
tive agreements with states and several
large cities. During the first three years of
the program (1999–2001), five areas were
emphasized: (1) Preparedness, planning,
and readiness assessment; (2) surveillance
and epidemiology capacity; (3) biological
laboratory capacity; (4) chemical labora-
tory capacity and; (5) health alert network
and training.

Recognizing the pivotal role of rapid
laboratory identification of bioterrorism
agents and the limited laboratory experi-
ence with Category A agents in the United
States, the Laboratory Response Network
(LRN) for Bioterrorism was established.
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The CDC and the Association of Public
Health Laboratories developed LRN for
bioterrorism in collaboration with the Fed-
eral Bureau of Investigation (FBI), United
States Army Medical Research Institute of
Infectious Diseases, the Naval Medical Re-
search Center, and Lawrence Livermore
National Laboratory. The LRN became
operational in August 1999, and is a mul-
tilevel system that links state and some
local public health laboratories with mil-
itary, veterinary, agricultural, water, and
food-testing laboratories. The network of
laboratories is designated Levels A through
D with progressively stringent levels of
safety, containment, and technical profi-
ciency needed to perform the essential
rule-out, rule-in, and referral functions re-
quired for identification of agents. Level
A laboratories are the hospital and other
clinical laboratories that participate in the
LRN by ruling out or referring the crit-
ical agents to the nearest Level B or C
laboratory. Levels B, C, and D laborato-
ries have access to the biodetection assays
and specialized agents that are used in
protocols for the confirmation of criti-
cal agents. Level B laboratories are state
and local public health laboratories with
Biosafety Level 2, where Biosafety Level
3 practices are observed. Level C labora-
tories are Public Health laboratories with
Biosafety Level 3 facilities or certified an-
imal facilities for performing the mouse
toxicity assay for botulinum toxin. They
perform all Level B tests and additional
tests requiring Biosafety Level 3 contain-
ment, including the handling of powders
suspected of containing anthrax spores.
Level D laboratories are the federal labo-
ratories at the CDC and the United States
Army Medical Research Institute of Infec-
tious diseases. They have Biosafety Level
4 capacity to handle agents like smallpox
and Ebola.

5.2.5 Decontamination and
Infection-control Procedures
The information in this section refers to
procedures used by health care institutions
if and when patients with communicable
diseases including those caused by the
agents of bioterrorism are managed.

The Association of Professionals in In-
fection Control and Epidemiology (APIC)
in cooperation with the CDC has pre-
pared a Bioterrorism Readiness plan to
serve as a reference document and a
template to facilitate preparation of bioter-
rorism readiness plans for individual
institutions.

Decontamination methods have an im-
portant role in the control of infectious
diseases. However, the procedures have
to be safe for people and materials
they are used on. Examples of mechani-
cal decontamination are water filtration,
air filtration, and washing with water.
Skin surfaces can be easily decontami-
nated by careful washing with soap and
water. Chemical decontamination (disin-
fectants) used in the form of liquid,
gas, or aerosol render biological agents
harmless. Some of these are harmful
to humans, animals, and the environ-
ment. Grossly contaminated skin surfaces
should be washed with 0.5% sodium
hypochlorite solution with a contact time
of 10–15 min. Physical agents (head, radi-
ation) are employed for decontamination
of objects. The potential agents of bioter-
rorism that can be transmitted person
to person require patient-isolation precau-
tions. In addition to standard precautions
employed in the care of all patients, air-
borne precautions, droplet precautions,
and contact precautions are recommended
for patients with smallpox, pneumonic
plague, and viral hemorrhagic fevers
respectively.



Preparedness for Bioterrorism 521

The personal protective equipment cur-
rently in use in the health care facilities
in the United States is adequate for deal-
ing with infectious agents with various
modes of transmission. The USAMRIID
maintains an aeromedical isolation team
to minimize the risk of transmission
from the troops to the aircrew, caregivers,
and civilians.

Patient-isolation precautions – Appendix B:
USAMRIID’s medical management of bio-
logical casualties handbook

Standard Precautions
• Wash hands after patient contact.
• Wear gloves when touching blood,

body fluids, secretions, excretions, and
contaminated items.

• Wear a mask and eye protection, or a
face shield during procedures likely to
generate splashes or sprays of blood,
body fluids, secretions, or excretions.

• Handle used patient-care equipment
and linen in a manner that prevents the
transfer of microorganisms to people
or equipment.

Use care when handling sharps and
use a mouthpiece or other ventilation
device as an alternative to mouth-to-mouth
resuscitation when practical.

Standard precautions are employed in
the care of ALL patients.

Airborne precautions

Standard Precautions Plus
• Place the patients in a private room that

has monitored negative air pressure, a
minimum of six air changes/hour, and
appropriate filtration of air before it is
discharged from the room.

• Wear respiratory protection when enter-
ing the room.

• Limit movement and transport of the
patients. Place a mask on the patients if
they need to be moved.

Conventional diseases requiring air-
borne precautions: measles, varicella, pul-
monary tuberculosis.

Biothreat diseases requiring airborne
precautions: smallpox

Droplet precautions

Standard Precautions Plus
• Place the patients in a private room

or cohort them with someone with
the same infections. If not feasible,
maintain at least 3 ft between patients.

• Wear a mask when working within 3 ft
of the patients.

• Limit movement and transport of the
patients. Place a mask on the patients if
they need to be moved.

Conventional diseases requiring droplet
precautions: Invasive Haemophilus influen-
zae and meningococcal disease, drug-
resistant Pneumococcal disease, diphthe-
ria, pertussis, mycoplasma, GABHS, in-
fluenza, mumps, rubella, parvovirus.

Biothreat diseases requiring droplet
precautions: pneumonic plague.

Contact precautions

Standard Precautions Plus
• Place the patients in a private room

or cohort them with someone with the
same infection if possible.

• Wear gloves when entering the room.
Change gloves after contact with infec-
tive material.

• Wear a gown when entering the room if
contact with patient is anticipated or if
the patient has diarrhea, a colostomy,
or wound drainage not covered by
a dressing.
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• Limit the movement or transport of the
patient from the room.

• Ensure that patient-care items, bedside
equipment, and frequently touched sur-
faces receive daily cleaning.

• Dedicate use of noncritical patient-care
equipment (such as stethoscopes) to
a single patient, or cohort of patients
with the same pathogen. If not feasible,
adequate disinfection between patients
is necessary.

Conventional diseases requiring contact
precautions: MRSA, VRE, Clostridium dif-
ficile, RSV, parainfluenza, enteroviruses,
enteric infections in the incontinent host,
skin infections (SSSS, HSV, impetigo, lice,
scabies), hemorrhagic conjunctivitis.

Biothreat diseases requiring contact pre-
cautions: viral hemorrhagic fevers.

5.2.6 Pharmaceutical Readiness
The United States Food and Drug Ad-
ministration (FDA) is participating in
an interagency group for response in
a civilian emergency. The group repre-
sents the Department of Defense, the
Veteran’s Administration, CDC, NIH,
and the Office of Emergency Prepared-
ness. The regulation of medical prod-
ucts by the FDA is based on science,
law, and public health considerations.
Research conducted at the FDA’s Cen-
ter for Biologics Evaluation and Research
contributes to the defense against bioter-
rorism agents. These efforts include de-
sign of new vaccines, pathogenesis and
mechanism of replication of bioterror-
ism agents, new methods and standards
to expedite the review of new vaccines
and immunoglobulins. The FDA also pro-
poses standards for the use of animal
efficacy data in approving new products
and ensures appropriate product surveil-
lance and compliance.

Stockpiling of supplies, antimicrobial
agents, and vaccines is considered the
key mechanism for rapid response to a
bioterrorism threat and/or event. Stock-
piles have been created by the Department
of Health and Human Services that can
reach any community within 12 h. Spe-
cial teams will accompany the stockpiles
to aid in unpacking and preparing for
distribution. The use of stockpiled antibi-
otics for mass protection has the disadvan-
tages of side effects, intolerances, and lack
of efficacy against genetically engineered
bioterrorism agents. In addition to the use
of antimicrobial agents for postexposure
prophylaxis, administration of passive an-
tibody has been proposed as a biological
defense initiative. Specific antibodies are
active against the major agents of bioter-
rorism, have low toxicity, and provide
immediate protection. Various models and
estimates of the economic impact of bioter-
rorism attacks have been published. Rapid
implementation of a postattack prophy-
laxis program is the single most important
means of reducing the huge economic im-
pact. The model proposed by Kaufamnn
et al. provides economic justification for
preparedness measures. Unlike the mil-
itary, there are not enough emergency
providers who have received sufficient
immunizations to care for patients with
infections due to critical biological agents.
Efforts to immunize health care providers
against smallpox and create a ‘‘smallpox
response team’’ in most areas of the coun-
try have been started in the United States.
After immunizing about 40 000 person-
nel, the process is currently suspended.
However, smallpox vaccination can be
protective even when given 3–4 days af-
ter infection. Thus, the personnel needed
to manage patients will be able to be
protected from the time smallpox is di-
agnosed. The currently available anthrax
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vaccine is being given to all deployed
military personnel. More efficacious an-
thrax vaccines with fewer injections are
under study.

5.3
Political Preparedness

The single most important issue in any
preparedness plan is to know who will be
‘‘in charge.’’ This question must be ad-
equately answered before an emergency
arises. All local hospitals and governments
should have an action plan, with responsi-
ble personnel and their alternates in place
prior to the incident.

Following the Oklahoma City bombing,
President Clinton signed Presidential De-
cision Directive 39 (PDD-39), which places
the management of such attacks under
the Federal Bureau of Investigation (FBI)
and the Federal Emergency Management
Agency (FEMA) for domestic incidents.
The preparations include site surveys, as-
sessment of local resources to treat victims,
and status of local stocks of antidotes. The
US Congress followed this with Public Law
104–201, the Defense against Weapons of
Mass Destruction Act.

The Office of Homeland Security, cre-
ated in the aftermath of the September
11, 2001, attacks, was upgraded to a full
Department of the Federal Government
in June 2002 by President George W.
Bush. The Department is likely to have
a budget of $32 billion a year, includ-
ing several hundred million for research.
The biodefense research will yield results
applicable to natural infectious diseases
also. However, the advantages of dissem-
inating the results to researchers can be
offset by the information also reaching
the terrorists.

The Department of Defense has the
greatest capability in Biodefense for the

military forces. In the civilian context,
the responsibility for dealing with the
effects of biological agents falls into mul-
tiple venues, including many federal,
state, and local governments, and ulti-
mately the civilian medical community.
The Department of Health and Human
Services has the lead role and the bulk of
the resources.

5.4
Global Preparedness Against the Threat of
Bioterrorism

As in the case of outbreaks of natural
infectious diseases, diseases caused by po-
tential agents of bioterrorism have quick
and devastating global implications. Most
countries do not have the resources to
prepare against bioterrorism attacks or
the spread of bioterrorism agents. The
World Health Organization (WHO) with
over 50 years of experience has the task
of a rapid, multifaceted response needed
to contain outbreaks quickly and prevent
their international spread. The staff, con-
sultants, and expert advisors of WHO have
privileged access to all countries. WHO’s
permanently positioned geographical re-
sources include the Geneva headquarters,
six regional offices, and 141 country offices
located in close proximity to ministries of
health. The country offices are concen-
trated in the areas where epidemics are
most frequent and new diseases are most
likely to emerge. All offices are linked elec-
tronically to WHO and its global network
of institutional resources and collabora-
tors. The network of formally designated
WHO collaborating centers consists of
250 laboratories and institutions. In addi-
tion, many laboratories and public health
institutions collaborate with WHO on a
regular basis. WHO has a very close
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working relationship with CDC, includ-
ing direct secondment of staff. It also
uses technical support from laboratories
included in the US Department of De-
fense Global Emerging Infections Surveil-
lance and Response System (DOD – GEIS)
and similar laboratories in other WHO
member states. Other US agencies that
provide technical and financial assistance
for WHO sponsored programs are US-
AMRIID, NASA-Goddard Space Flight
Center, the National Centers for Environ-
mental prediction, the National Institutes
of Health, and the US State Depart-
ment’s Bureau of Population, Refugees,
and Migration.

WHO is politically neutral and greatly
needed in the developing world. Min-
istries of Health in these countries rely
upon WHO as the single most important
source of authoritative advice and techni-
cal assistance pertaining to the control of
infectious diseases. The epidemiological
techniques needed to investigate natural
and deliberate outbreaks are the same.
WHO coordinates a large number of elec-
tronic ‘‘detective’’ systems and databases
to keep watch over known risks as well
as unexpected or unusual disease events.
FluNet, established more than 50 years
ago, is the oldest of these and has served
as the prototype for the design and im-
plementation of many other systems. The
recent establishment of innovative mech-
anisms for detection and response to
unknown diseases or unusual or unex-
pected disease events has added to the
global preparedness against bioterrorism.
WHO scans the world through a semi-
automatic electronic system developed by
Health Canada that continuously and sys-
temically crawls websites, news wires,
public health e-mail services, electronic
discussion groups (e.g. US-based Pro-
MED), and local on-line newspapers for

definitive and rumor-based information.
The World Health Assembly, the supreme
governing body of WHO, adopted a con-
sensus resolution on global health security
in May 2001. This allows the WHO to
investigate and verify rumored outbreaks
even prior to receipt of an official no-
tification from the government of the
country concerned. To combine height-
ened vigilance with a rapid response,
WHO has formed the Global Outbreak
Alert and Response Network and issued
guidelines for the behavior of foreign na-
tionals during and after field operations in
the host country.

Strengthening and building national epi-
demic detection and response is far more
cost effective than mobilizing an inter-
national response. In order to improve
preparedness in different parts of the
world, WHO has formed the Training Pro-
grams in Epidemiology and Public health
Interventions Network and established a
working group on long-term prepared-
ness for outbreak response. Through these
programs, Early Warning and Response
Networks have been started in partner-
ship with nongovernmental organizations
present in the field. Efforts at systematic
capacity building among the local commu-
nities help sustain the effects of interna-
tional assistance. Sustained improvements
in civil administration through the es-
tablishment of a community registry of
births and deaths is the most signifi-
cant step in the path to detection and
global preparedness against infectious dis-
eases threats including those related to
bioterrorism and will allow the med-
ical community to ‘‘think locally and
act globally.’’ WHO has issued an up-
dated edition of its standard guide to
health aspects of chemical and biologi-
cal weapons.
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Like the national efforts, international
efforts of protecting global health are
governed by laws. International Health
Regulations (IHR) adopted in 1951 pro-
vided the only legally binding instrument
implemented by WHO, governing the re-
porting of epidemic-prone diseases and
the application of measures to prevent
their spread. The IHR’s contribution to
international governance on infectious
diseases was questioned in the late nine-
teenth century (called International Sani-
tary Conventions, then) and its problems
analyzed in the 1960s and 1970s. WHO
launched efforts to revise the IHR for
new globalization challenges. Currently,
the global Network operates without the
revised IHR in place. The strengthen-
ing of global surveillance under the
revised IHR centers on requiring mem-
ber states to report all ‘‘public health
emergencies of international concern’’ to
WHO. The definition of public health
emergency would be based on WHO-
developed criteria, including whether or
not the event is serious, unexpected, and
likely to involve the international spread
and to trigger trade and travel restric-
tions. WHO has also proposed that the
member states make confidential, pro-
visional notifications and have national
surveillance systems that meet minimum
requirements.

The second objective of IHR is to provide
maximum protection against international
disease spread with minimum interfer-
ence with world traffic. In the recent
WHO proposals, changes are mentioned
as ‘‘recommendations.’’ WHO already pos-
sesses the power to issue recommen-
dations (WHO Constitution, Article 23).
Before any rule becomes binding, World
Health Assembly approval is required
(WHO Constitution, Article 21). Owing

to the guarding of sovereignty by mem-
ber states and the required approval by
the World Health Assembly, the revised
IHR would allow WHO to only make
recommendations. The revised IHR does
not address what happens when mem-
ber states ignore WHO recommendations.
The role of international law in the control
of infectious disease is more important
today than it has ever been but re-
mains uncertain.

See also Anthrax (Bacillus an-
thracis), Molecular Biology of; Epi-
demiology, Molecular; Immuno-
logic Memory; Infectious Disease
Testing by LCR; Innate Immunity.
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BAC
Bacterial artificial chromosome.

cDNA
Complementary DNA, DNA that corresponds to all or part of a gene transcript.

DNA Microarray
Sometimes also called a ‘‘gene chip,’’ spots of DNA are placed in a two-dimensional
array on a surface, typically either a glass surface or a nylon surface, so that a
nucleotide sequence labeled for detection may be hybridized to the DNA on the surface
and quantified.

Embryo
After fertilization of an ovum, the resultant zygote and subsequent stages until birth
are collectively considered ‘‘embryonic.’’ In human and other larger animals, the later
stage embryo is called a fetus.

Genome
The entire nucleotide sequence of an organism’s chromosomes.

Genomics
Field of study that addresses biological questions at the scale of the genome or
transcriptome.
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Hybridization
The process of annealing complementary nucleotide sequences, as performed in a
variety of techniques, including DNA Microarrays, SAGE, ISH, and RT-PCR.

ISH
In situ hybridization, a technique used to characterize the localization of mRNA in cells
and tissues by visualizing (using microscopy) labeled probes that hybridize with RNA
in the cell.

PCR
Polymerase Chain Reaction, a method using known probes flanking a nucleotide
sequence of interest and cycles of polymerase action to amplify, or make many copies
of, that sequence of interest.

RT-PCR
Real Time PCR (RT-PCR), a variation of PCR that scales the amplified nucleotide
sequence of interest to the original frequency of that sequence, thereby allowing an
accurate measure of the original abundance.

SAGE
Serial Analysis of Gene Expression, a technique that estimates the amount of mRNA
expression by ligating small pieces, or tags, of the entire set of expressed transcripts,
determining the sequence of this ligated sequence, and counting the occurrence of
each tag.

Transcriptome
The collection of sequences and abundances of all transcripts, or RNAs, uniquely
collected from a cell type, tissue, organ, or whole organism.

� Embryogenomics, or developmental genomics, is defined as a systematic analysis of
embryo development with large-scale approaches. This systematic analysis permits
consideration of the system as a whole by keeping whole genome sequences and
a complete gene catalog in perspective. By merging genomics and developmental
biology, embryogenomics contributes to both disciplines: large-scale methodologies
and genomewide concepts are contributed to developmental biology and the
materials and knowledge of genes specifically expressed in embryos are contributed
to genomics. Here, we review the history and recent strides in this effort, including
discussions of the genome projects, cDNA library construction, and large-scale
experiments and analysis for model organisms that have the greatest impact on
the field of embryology. We will emphasize progress in mouse embryogenomics as
it provides the basis of discussion for what is arguably the most accessible model
organism with a developmental plan that has high similarity to that of humans.
Finally, the status of current technologies as they relate to embryogenomics, the
obstacles to overcome, and the future aims for this new field are discussed.
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1
Introduction

One of the fundamental questions in de-
velopmental biology is how the expression
of individual genes is regulated in specific
cell types and how the differential expres-
sion/action of genes drive the development
of complex organisms from a simple form
(e.g., fertilized eggs in animals). In the
1960s and early 1970s, hybridization ki-
netic analyses of early embryos and many
different cell types was used to examine
global transcriptomes and this established
that different groups of genes are indeed
actively transcribed in each cell type. The
majority of these RNA molecules, how-
ever, could not be identified at that time.
The advent of molecular cloning in mid-
1970s made it possible to isolate and
characterize individual genes that play cru-
cial roles in the development of organisms.
This one-gene-at-a-time approach has be-
come the standard of molecular develop-
mental biology and forms the foundation
of our current understanding of develop-
ment. Using such an approach, however,
it is difficult to provide a global view of
genome-wide gene actions. Simultaneous
expression analyses of hundreds of genes
during development began in the early
1980s with hybridization measurements
from cDNA clones spotted on membranes.
The extension of such analyses to entire
genomes began to be formulated in the
early 1990s. The earlier approaches can
satisfy both global aspects of gene expres-
sion as in 1960s to 1970s and individual
gene aspects of gene expression since the
1970s, but owing to the much larger scale
of whole transcriptome/genome studies,
the development of new technologies was
inevitable. The Human Genome Project
that began in late 1980s revolutionized

molecular biology by developing and in-
corporating large-scale technologies into
biology. Massive handling and analysis of
DNA clones, aided by robotics and in-
formatics, are for the first time brought
into biology. As such, embryogenomics
emerges at the interface between genomics
and developmental biology.

Genomics offers three main concep-
tual frameworks to developmental biology.
First, large-scale approaches offer inves-
tigators the ability to screen a large
number of candidate molecules simulta-
neously to determine which candidates are
of interest for further study of the phe-
nomenon of interest. Large-scale efforts
in molecular biology offer a cost-effective
method of providing comprehensive re-
sources and data sets. The development of
permanent, reusable resources (e.g. cDNA
clone archives), once and for all establish
a strong infrastructure, thus increasing
the efficiency of development research.
These reusable resources for large-scale
approaches offer a huge advantage and in-
crease in the pace of research over previous
techniques that allowed only a very limited
subset of molecules to be screened in a sin-
gle experiment. This advantage also brings
the paradoxical problem of having more
data available from one experiment than
one would previously obtain from hun-
dreds or even thousands of experiments
prior to the advent of technologies such as
DNA microarrays. With this tidal wave of
data comes the necessity of improving an-
alytical and data-visualization techniques
so that the results can be fully analyzed
and understood.

Second, while the cost-effectiveness of
comprehensive coverage provides a cen-
tral motivation for large-scale efforts, an
ongoing pursuit in the use of large-scale
approaches in molecular biology is mo-
tivated in part by the desire to move



Principles and Applications of Embryogenomics 533

from using large-scale endeavors as merely
screening tools (data) to synthesizing the
results with the results of other techniques
to build sophisticated models (knowledge).
Embryogenomics poses questions at a
large scale compared to how questions
are framed with traditional molecular biol-
ogy techniques. Integrative approaches to
large-scale questions have the best hope of
providing cohesive answers. While ques-
tions that aim at a larger scale have the
merits of efficiency and broadened per-
spective, the real advantage of embryoge-
nomics is the ability to begin considering
the combinatorial actions of molecules in
the specification of developmental pro-
cesses. This interface of embryogenomics
with systems biology approaches allows
a reevaluation of the one-gene-at-a-time
paradigm to development research.

Third, the evolutionary aspects of devel-
opmental biology will be explored through
comparative genomics. The completion or
draft completion of many projects to se-
quence entire genomes has ushered in
the so-called postgenomic era for molec-
ular biology. The National Center for
Biotechnology Information (NCBI) cur-
rently reports some genomic sequence
entries for 59 metazoan species (Fig. 1).
Comparisons of the genome sequences of
different species provides opportunities to
identify orthologous genes and conserved
regulatory sequences. The emerging view
is that molecular mechanisms executed
by orthologous genes operate similarly in
different species.

Genomics approaches also benefit from
the interface with embryogenomics be-
cause of the experimental knowledge
and materials offered by embryogenomics
approaches. While available genome se-
quences play a central role in large-scale
approaches (Fig. 2), much of our under-
standing of transcript expression and gene

structure within the genome comes from
cDNA collections, where transcripts or
partial transcripts may be assembled into
consensuses and mapped to the genome.
Construction of these cDNA libraries is
normally performed with adult tissues be-
cause these tissues are easier to obtain.
Consequently, cDNAs uniquely expressed
in embryonic tissues will not be repre-
sented in these libraries, and inference
of gene structure from transcripts could
not be achieved for these embryo-specific
sequences. Efforts to build libraries from
embryonic tissues have contributed to the
ability of genomics approaches to identify
gene structures, both for the genes actu-
ally represented by these libraries and for
others through computational predictions
using these unique transcripts as part of
their training set.

Our definition of embryogenomics is
somewhat broad, and so we will focus
our discussion primarily on organisms and
large-scale approaches that are most aptly
suited for investigation of development at
the level of the transcriptome.

2
Approaches

2.1
Complementary DNA (cDNA) Projects

Expressed sequence tags (ESTs) are short
sequence reads from either the 5′ or 3′
end of complementary DNA (cDNA). Con-
struction of cDNA libraries and large-scale
analysis of these libraries forms part of the
core of embryogenomics. Building a gene
catalog from the fundamental gene iden-
tification and gene structure information
provided by EST projects is a prerequisite
for most of the expression profiling tech-
niques we discuss below (Sects 2.2 and
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Metazoa
Protostomia

Mollusca
Albinaria coerulea
Cepaea nemoralis
Katharina tunicata

Arthropoda  
Anopheles gambiae
Drosophila melanogaster
Drosophila yakuba
Apis mellifera ligustica
Locusta migratoria
Artemia franciscana

Annelida
Lumbricus terrestris

Chordata
Vertebrata

Sauropsida
Alligator mississippiensis
Gallus gallus
Rhea americana
Struthio camelus
Dinodon semicarinatus
Pelomedusa subrufa

Mammalia
Balaenoptera musculus
Balaenoptera physalus
Bos taurus
Ovis aries
Ceratotherium simum
Rhinoceros unicornis
Equus asinus
Equus caballus
Dasypus novemcinctus
Felis catus
Halichoerus grypus
Phoca vitulina
Gorilla gorilla
Homo sapiens
Pan paniscus
Pan troglodytes
Pongo pygmaeus
Mus musculus
Rattus norvegicus
Myoxus glis
Oryctolagus cuniculus
Didelphis virginiana
Macropus robustus

Metazoa
Protostomia

Chordata
Vertebrata (continued)

Amphibia
Xenopus laevis

Coelacanthiformes
Latimeria chalumnae

Dipnoi
Protopterus dolloi 

Actinopterygii 
Crossostoma lacustre
Cyprinus carpio
Oncorhynchus mykiss
Salmo salar
Polypterus ornatipinnis

Chondrichthyes
Scyliorhinus canicula

Agnatha
Petromyzon marinus

Cephalochordata
Branchiostoma lanceolatum

Echinodermata
Arbacia lixula
Paracentrotus lividus
Strongylocentrotus purpuratus
Asterina pectinifera
Florometra serratissima
Balanoglossus carnosus

Pseudocoelomata
Secernentea

Rhabditia
Ascaridida

Ascaris suum
Rhabditida

Caenorhabditis elegans
Spiruria

Onchocerca volvulus

Fig. 1 Taxonomy of the 59 metazoan species with genome entries in NCBI’s database. These
species are listed as those for which NCBI holds submitted genomic sequences. Adapted from
the NCBI Web site: http://www.ncbi.nlm.nih.gov/PMGifs/genomes/new euk.html.

2.3). ESTs give gene signatures, which
help define gene structure by alignment
with the genome, and they allow for an
evaluation of the frequency of randomly
selected cDNA clones within a library. The
cDNA clones from which ESTs are de-
rived are useful for functional studies of

a particular gene or may be used as part
of a collection in large-scale efforts such
as spotting on cDNA microarrays or in
large-scale in situ hybridization.

Early efforts at cDNA library construc-
tion and EST sequencing typically resulted
in clones with relatively short inserts
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Radiation hybrid /Genetic maps

Mutant mice/RNAi
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sequence annotation
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EST clustering
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Complete
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In situ hybridization

DNA micoarray
Northern blotting,

RT-PCR

Proteomics
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Fig. 2 Available genome sequences play a central role in embryogenomics and other
large-scale biology.

(∼1.5 kb average insert size) with relatively
short EST sequence reads (100–500 bp).
These truncated sequences are useful as
unique tags for functional studies and for
defining gene boundaries. Demand for
more complete sequences and gene def-
initions have driven development of tech-
nologies to increase clone insert length

and sequence read length, and there is
high interest in collecting cDNA clones
with full-length inserts.

While several cDNA projects began in
the early 1990s, most of these early efforts
constructed libraries from adult tissues,
resulting in the assembly of gene indices
mainly representing adult organisms. As
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expression of some genes is likely to be
specific to certain developmental stages
or tissues, this practice of constructing
cDNA libraries from adult tissues results
in the exclusion of uniquely expressed
developmental genes from gene indices.

2.2
Large-scale Analysis of Gene Expression at
the Transcriptome Level

Profiling the expression of genes at a
large scale gives valuable insights into
which genes are important to, or have
unique expression patterns in, a particular
cell type, or which genes have enriched
or depleted expression in response to a
given cue.

Several issues, all concerning the com-
plexity of biochemical and gene regulatory
networks in vivo and in vitro, confound our
efforts to analyze expression data and re-
construct gene regulatory networks from
that analysis: (1) transcript expression and
protein activity sometimes do not correlate;
(2) although we readily gather information
about how a single gene varies expres-
sion between samples, finding absolute
expression values so the expression levels
of different genes may be compared is not
yet a standard practice; (3) comparisons of
different cell types may lead to erroneous
conclusions because of heterogeneity of
some sample collections and volumetric
differences between cell types; and (4) even
when the experimental conditions are well
described (see MIAME compliance, be-
low), it is not yet clear how the results
from different experimental platforms and
methods may be compared.

Genomics approaches, such as the use
of microarrays, force questions or hy-
potheses to be framed at a different scale
or purpose. While genomics approaches
may not always give consistent answers

or provide biological ‘‘truth,’’ the same
is true for traditional biological meth-
ods, which have certainly provided some
mistaken conclusions. Just as integrative
approaches are used to independently ver-
ify traditional experiments, the same is
necessary for microarrays and other high-
throughput approaches, and this should
not be of any surprise. Conversely, these
high-throughput approaches are also not a
panacea for biological discovery but in-
stead a useful tool to ask very broad
questions that cannot be otherwise asked.

We will first discuss some of the primary
techniques used to determine expression
profiles without spatial resolution, and
then end this section with a discussion
of recent efforts at large-scale in situ hy-
bridization. In situ hybridization (ISH)
offers spatial resolution of transcripts, but
most approaches have poor quantitative
resolution. ISH thus complements quan-
titative techniques of expression profiling.

2.2.1 EST Frequency
Standard (not normalized or subtracted)
EST libraries are thought to be random
samplings of the transcriptome from the
cell type or tissue it was derived from. As
such, it has been proposed by Meyerowitz
that EST frequencies correlate with the
relative abundance of each transcript in
the sample. EST sequences are obtained
from cDNA libraries, which are transcript-
encoding sequences or sequence frag-
ments that have been cloned into plasmids
and then cultured in a biological host
(Fig. 3(a)). The primary consideration for
the construction of cDNA libraries is to
identify and analyze gene structures, to
make these cDNA clone sequences avail-
able for spotting on cDNA microarrays,
or to make these clones available for
downstream functional studies. Availabil-
ity of EST sequences for the analysis of
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Fig. 3 Techniques for measuring differential expression.

EST frequencies is an additional benefit
of cDNA projects, which have the pri-
mary goal of providing sequenced cDNA
clones as reagents for molecular biology
investigations.

2.2.2 SAGE
Serial Analysis of Gene Expression (SAGE)
offers an alternate strategy for quantify-
ing gene expression. SAGE is essentially
an accelerated version of determining
EST frequency from an EST sequenc-
ing project. Expressed sequences are cut
with restriction enzymes to produce small
unique ‘‘tags’’ representing each expressed
sequence. These tags are ligated together
with linker sequences into vectors con-
taining approximately 20 tags separated
by the linker sequences. Sequencing of

these vectors allows frequency of the
expressed sequences to be determined in a
high-throughput capacity, when compared
to normal EST sequencing efforts (Fig. 3b).
Many plasmid clones must be sequenced
for SAGE, but these costly sequencing ef-
forts produce only the expression profiles
without producing the reagents to be used
for other purposes as in EST projects.

2.2.3 Subtractive Cloning
One strategy for cloning transcripts that
are uniquely expressed in one of a pair
of transcriptomes is to use subtractive
cloning, which removes transcripts com-
mon to the pair. An investigator chooses
the transcriptome in which they are look-
ing for novel transcripts, called the tester,
and chooses which transcriptome will be
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used to subtract nonunique clones, called
the driver. Using modern PCR methods,
double-stranded cDNA from the cells or
tissues of interest is created, linkers are
ligated to the ends of the cDNA, and the
cDNA pools are amplified using PCR. Af-
ter amplification, the linkers are removed
and unique linkers are ligated to the tester
pool. The tester pool is then hybridized to a
large excess of the driver. Tester–tester hy-
brids (cDNA unique to the tester pool) are
then amplified using PCR (Fig. 3c). The so-
called representational difference analysis
(RDA) of cDNA makes use of two rounds
of hybridization, because tester–tester hy-
brids in the first phase of hybridization
may arise because of random annealing
events and thus may not necessarily be
unique to the tester pool.

2.2.4 Differential Display
Another PCR technique used to find
unique transcripts is differential display, or
RNA fingerprinting, which amplifies the
transcriptome by first using reverse tran-
scriptase and oligo-dT primer (or another
arbitrary primer) to make cDNA from the
transcriptome; then, arbitrary transcript
fragments are amplified using poly-dT
primer and another arbitrary primer (usu-
ally a 10-mer). Differences in transcrip-
tomes are evaluated by electrophoresis of
the two amplified pools (Fig. 3d).

2.2.5 DNA Microarrays
DNA microarray technology has been
leading the way in offering applications
and knowledge-seeking strategies in large-
scale biology. Microarrays give a snapshot
of gene expression for thousands of tran-
scripts simultaneously.

Three types of microarrays are cur-
rently used: (1) cDNAs spotted on ei-
ther glass slide or nylon membranes;

(2) 25-mer oligonucleotides synthesized by
the lithographic technique (Affymetrix);
(3) 50- to 80-mer oligonucleotides synthe-
sized in situ (e.g. Agilent) or spotted on
either glass slide or nylon membrane.
Transcripts are labeled, typically with Cy3
and Cy5 flourophores for two-channel
glass arrays, and with the radioisotope
phosphorous-32 for one-channel nylon
membranes. When transcripts are col-
lected from rare sample tissues such as
preimplantation embryos, they are often
linear-amplified by in vitro RNA poly-
merase reaction and then hybridized to
the microarray. The intensity of the spot is
used as a means of quantifying the tran-
script abundance relative to the abundance
of the same transcript from a different
sample, which may be measured in the
second channel on the same two-channel
array, or measured from a different array
when using one-channel arrays (Fig. 3e).

While DNA microarrays are the best
large-scale expression profiling method
at this point and offer many insights
previously inaccessible by traditional ex-
periments, there are still problems facing
those who would use microarrays in their
investigations, including questions of how
to design experiments, how to analyze the
data, and the biggest problem: how to
achieve reproducibility between different
experiments and investigators.

2.2.6 Experimental Design
For the present, the most important aspect
of array experiments is proper experimen-
tal design. The analysis of microarray data
is a subject of discussion and controversy,
but several currently popular techniques
of analysis will be effective if experiments
are properly designed. Some difficulties
may arise in choosing a design strat-
egy because no one design is suitable
for all types of experiments or for all



Principles and Applications of Embryogenomics 539

practical considerations, such as the avail-
ability of resources. Some of the design
problems one is faced with include: the
biological questions being asked (or which
comparisons are the most important to
consider), whether to use a universal refer-
ence sample, the number of hybridizations
that can be performed, sample availability,
technical variability, biological variability,
and the desired compatibility with future
experiments.

2.2.7 Reproducibility
Although many laboratories have pro-
duced quality microarray experiments
with acceptable reproducibility, the re-
producibility of experiments and conclu-
sions between different labs remains a
strong challenge to the scientific commu-
nity. Even when researchers experiment
to answer the same questions with mi-
croarrays of the same construction, the
results and conclusions may be very dif-
ferent. The formulation of guidelines for
data sharing in the Minimal Information
About a Microarray Experiment (MIAME)
standard has been an important step to-
ward realizing the goal of reproducibility.
Here ‘‘Minimal’’ is something of a mis-
nomer, as the MIAME standard requires
reporting all aspects of the microarray ex-
periment, including detailed information
about the platform, sample collection, and
all hybridizations.

Standardization of microarray data anal-
ysis will also be of benefit to the scientific
community by promoting a common un-
derstanding of techniques used and by
allowing for greater ease of comparing re-
sults from different groups. This will come
with time as the best techniques emerge
from the numerous available ideas. The
use of the False Discovery Rate (FDR)
is one example of recent progress to-
ward an improved standard of microarray

analysis. This method controls the rate
of false positives when multiple hypothe-
ses are tested simultaneously. As such,
FDR provides a moderate stringency that
provides much more reliable results than
simple T-statistics, but unlike the stringent
Bonferroni correction, FDR will typically
uncover some statistically significant dif-
ferential expressions for further study.

2.2.8 Gene Coverage and Analysis
A more complete coverage of genes
by microarrays can be expected to give
a better foundation for global assess-
ments and reconstruction of biochem-
ical pathways. One obstacle here is
that transcripts may be of low abun-
dance, and thus be missed when looking
for genes that are significantly differen-
tially expressed and measurable above
background intensities. Without address-
ing the problem of measuring tran-
scripts with low abundance, complete
assessment of the transcriptome cannot
be achieved.

In the spirit of attaining a more com-
plete coverage of nucleotide target se-
quences in an efficient, reproducible ex-
perimental system, all probe sequences
should be present on the same ar-
ray, so a single sample can be applied
to the probe sequence cohort simulta-
neously. Future arrays should include,
in order of increasing array density,
the following:

1. Complete gene coverage (every gene
represented at least once)

2. Complete transcriptome coverage (with
all alternatively spliced forms)

3. Complete exon coverage (all possi-
ble exons)

4. Complete genome coverage (with repre-
sentative probes evenly spaced through-
out genome).
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2.2.9 Sensitivity and Specificity
Amplification of target sequences contin-
ues to be used in instances where target
samples are rare, such as with mammalian
oocytes. There has previously been some
concern that amplification, however, may
skew the apparent abundance of tran-
scripts, especially when multiple rounds
of amplification are used. Multiple groups
have addressed this problem, and with
only a few rounds of linear amplification,
reproducibility was found to be good.

Sensitivity of microarray measurements
remains one of the largest technical con-
cerns for acquiring comprehensive data.
A better probe design is one way to
approach the problem of low-abundance
transcripts with measured intensities not
significantly different from background
levels, providing a way to increase mea-
sured signal intensity without corrupting
the data. Knowledge of how probe qual-
ities affect measurements also gives us
the ability to grapple with the problem
of deriving absolute abundance estimates
from these measures. Current practice
of hybridization on two-channel microar-
rays yields only information about relative
changes in expression for the same gene
between two different samples. To recon-
struct genetic/biochemical networks from
transcript data, however, knowledge of the
absolute abundance of transcripts will be
invaluable. Some attempts at making a
conversion from measured fluorescence
intensity have produced useful results, but
these early efforts have not been widely
applied to the diverse commercial and
custom platforms used throughout the sci-
entific community.

2.2.10 Spatial Resolution
The application of DNA microarrays can
also address the question of where tran-
scription occurs to the extent that tissues or

cells of interest may be microdissected or
otherwise separated from other tissues and
cells before examination with a microar-
ray. Combining laser capture microscopy
and microarray analysis seems to offer
a solution for this problem, but to have
enough spatial resolution, a prohibitively
large-number of arrays must be used. This
requires the use of ISH techniques de-
scribed below.

2.2.11 Large-scale ISH
One of the key strategies of investigating
developmental processes is to examine the
differential distribution of molecules as
development progresses. To accomplish
this with regard to transcripts, ISH
is the most direct way to visualize
tissue- or even subcellular-localization of
transcripts. Some high-throughput ISH
efforts have produced image databases
of tremendous value to the scientific
community, and efforts such as this are
likely to accelerate in the near future
with the recent development of robots
and other technologies that streamline this
laborious technique.

ISH uses hybridization of detectable
probes to the transcripts of fixed tissues
for the localization of gene expression
and offers a characterization of gene ex-
pression that is complementary to the
quantification of transcript abundance pro-
vided by DNA microarrays. Many tissues
used in microarray studies are heteroge-
neous, or made up of several cell types,
and so cell-type-specific enriched expres-
sion may be missed by microarray studies
because of dilution within the heteroge-
neous tissue. Some tissues are difficult
or presently impossible to separate by
microdissection for applications in array
experiments, so the ability to localize ex-
pression patterns to particular cell types
should provide many insights inaccessible
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to array experiments. Furthermore, cellu-
lar compartmentalization of transcripts is
also generally not accessible to microar-
ray studies, so ISH offers the ability to
explore expression patterns at a higher res-
olution, which often provides insights that
are invaluable for elucidating gene func-
tion. Probes with detectable tags attached
are created either by synthesis of an oligo
from a known sequence or by using PCR-
amplified cDNA sequences of the target
sequences.

Two recent reports described new gene
expression atlases of human chromosome
21 orthologs in mouse at various devel-
opmental stages. In the first of these
papers, researchers used an ISH robot
they developed and an automated micro-
scope to analyze about 6500 sections to
generate their atlas covering E9.5, E10.5,
E14.5, and adult tissues. Of the 178 con-
firmed human genes on chromosome 21,
the researchers recorded expression for
98% of the 161 mouse orthologs. The
second paper, by the HSA21 expression
map initiative, describes efforts that exam-
ine mapping for 158 mouse homologs of
human chromosome 21 confirmed genes
(258 human chromosome 21 genes, 168
identified mouse cognates). Here, most of
this group’s emphasis was on mapping
whole mount E9.5 embryos, although a
subset of clones was mapped at other
stages.

Each of these ISH mapping efforts has
produced a freely available, high quality
online database for retrieval of the ISH
images and the supporting data and
methods. Many new gene patterns of
expression were discovered in each project.
This work has provided an important
resource for future work on any of
the genes with transcripts mapped by
these works.

2.3
Large-scale Analysis of Gene Expression at
the Proteome Level

Proteomics, or the large-scale study of
proteins, began in 1975, when the in-
troduction of two-dimensional (2-D) elec-
trophoresis allowed for the separation of
and quantification of proteins by pI in the
first dimension and by size in the second
dimension. 2-D gels have been used in the
creation of extensive databases cataloging
spots and for measuring the differen-
tial expression of proteins. While work
with 2-D gels is the classical definition
of proteomics, large-scale yeast two-hybrid
experiments and protein identification and
detection of posttranslational modification
by mass spectrometry (MS) techniques
have joined this field. There are several
computational techniques emerging to de-
cipher metabolic networks, including the
combination of yeast two-hybrid data with
microarray studies to help define network
topology. Additionally, efforts to create a
‘‘protein-chip’’ analogous to a DNA mi-
croarray are aimed to supplant the utility
of 2-D gels.

One promising new technique is the use
of matrix-assisted laser desorption ioniza-
tion mass spectrometry (MALDI MS) of
tissues that are laser capture microdis-
sected (LCM) or contact blotted to char-
acterize the spatial distribution of a large
number of proteins in thin (∼12 µm) tis-
sue slices. MALDI MS techniques such
as these join the ranks of immunohis-
tochemistry and fluorescence microscopy
for protein detection in tissues or cells,
but MALDI MS presents an opportunity to
achieve a much larger scale of analysis in
a single experiment (hundreds of simul-
taneous protein measurements compared
to one or a few simultaneous measures
in the former techniques). MALDI MS
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with contact-blotted tissues offers a spatial
resolution of ∼50 µm and has been used
with striking results in sections of mouse
brain and human glioblastomas.

2.4
Development and Evolution: Comparative
Genomics

Recently it has become clear that many
organisms share a similar mechanism of
development; in many cases, genes that are
conserved among species convey a similar
function. For example, some transcription
factors from one species can function in
cells of other species after transfection.

One approach to finding genes and
regulatory sequences essential for exe-
cution of a developmental plan is to
compare the genomes of closely related
species, looking for highly conserved se-
quences. The converse, looking for genes
uniquely expressed in a developmental
profile, may yield insights into how that
profile generates the unique features of its
developmental plan. The two forerunners
for this kind of analysis are comparisons
between Drosophila and Anopheles, and be-
tween Mus musculus and Homo sapiens.
At this time, comparative genomics ap-
proaches have mainly been performed at
the global level, without a published ac-
count detailing a comparison of genes
with important developmental roles be-
tween genomes. Analysis of the current
draft genomes with a focus on embryology
has some beginnings in the supplemen-
tal materials accompanying the published
comparative genomics of the Drosophila
and Anopheles genomes, but we find lit-
tle else that approaches this problem in
the literature. This scarcity of ‘‘compara-
tive embryogenomics’’ approaches is likely
a consequence of our presently poor un-
derstanding of large regulatory networks

for the specification of development. It is
difficult to make comprehensive compar-
isons of the molecular details of develop-
ment in different organisms without the
corresponding network topologies to use
as a conceptual framework of comparison.

It has been proposed by Meyerowitz that
comparison of plant and animal devel-
opmental processes offers the only true
comparative studies of development, as
studies between animal species compare
only developmental plans that are similar
by descent. For example, segmental iden-
tity is established in Drosophila by spatially
specific transcriptional activation of the
HOX master regulatory genes. Vertebrates
exhibit similar processes in the developing
brain. Arabidopsis, however, has master
regulatory genes, mainly in the MADS
family (named for the founding family
members Mcm1, Agamous, Deficiens, and
serum response factor (SRF)), but these
sequences have no similarity to the HOX
genes. A second pattern specification in an-
imals, the dorsal-ventral specification, has
a logical analog in plant, but most of the
animal genes involved in this specification
are absent in plants. Gurken, the receptor
tyrosine kinases, Ras protein, and Pipe,
which are all implemented in the dorsal-
ventral specification in Drosophila, have
no homologs in plants. Adaxial–abaxial
axes in the leaves of Arabidopsis, the fi-
nal example of pattern formation given
by Meyerowitz, involves activation of the
YABBY (named for the australian fresh
water crayfish (‘‘yabby’’) as a link to Crabs
claw, the founding member of the gene
family) family of transcription factors by
the GARP (glycoprotein A repetitions pre-
dominant) family of transcription factors.
No animal genomes are known to encode
members of the YABBY or GARP protein
families, again demonstrating the lack of
molecular similarity between patterning in
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these two kingdoms. Plants and animals
have a very different molecular specifica-
tion for pattern formation, but the logic of
that patterning has striking similarity. This
relationship presents an opportunity for
‘‘true’’ comparative developmental studies
where the focus of study will be how sim-
ilar logical patterning is achieved with a
different molecular toolset.

Now that draft genomes for human
and mouse are available, comparative ge-
nomics approaches should yield valuable
insights into development. The mouse and
human genomes have 217 syntenic blocks,
from 303 kb to 64.9 Mb in size. 90.2%
of the human genome and 93.3% of the
mouse genome compose these syntenic
regions. While much comparative analysis
was completed with the publication of the
mouse genome, there was no special at-
tention given to developmental processes
in this analysis.

2.5
Functional Genomics/Large-scale
Manipulation of Expression

2.5.1 Mutagenesis
The availability of mutant model organ-
isms underpins much of our understand-
ing about development and disease. For
the mouse, less than 5% of genes have
been mutated, although there are several
large-scale mutagenesis projects under-
way. Most of these mutations were created
as targeted mutagenesis by homologous
recombination in ES cells. While targeted
mutations offer precise selection of the
gene to mutate, the standard strategy
causes the creation of a null allele. It is of-
ten preferable to generate point mutations
that may have a range of effects, as this
provides more knowledge about protein
function. Chemical mutagenesis strategies
have the advantages that they allow for

phenotype screening, which may be prefer-
able to targeting a specific gene, and they
can produce point mutations that have a
spectrum of effects on protein function.

Mutagenesis by X-ray, chlorambucil
(CHL), and ethylnitrosurea (ENU) all pro-
duce random genomic mutations. X-rays
produce large mutations and has a low ef-
ficiency. CHL also creates large deletions,
but creates mutations more efficiently.
ENU has the advantage that it creates
point mutations. ENU causes ethylation
of either O or N, with the most frequent
base pair changes being A/T→T/A (44%),
A/T→G/C (38%), and G/C→A/T (8%),
most of which are missense mutations
(64%). ENU is used with the idea of af-
fecting the early spermatogonial cells of
male mice, so these males will produce
mutated sperm for the remainder of their
lives (after a period of sterility).

2.5.2 Gene Trapping
Gene trapping is a technique that permits
reverse genetics and provides a mecha-
nism that does not require additional steps
to isolate the gene responsible for the phe-
notype of interest. The principle method
of gene trapping is to randomly insert a
promoterless construct with reporter, se-
lectable marker, and splice site(s) into the
genome. Proper integration and splicing
of this construct will result in the creation
of a fusion protein with one or more ex-
ons of the trapped locus and, ideally, the
native transcript is truncated, so it will be
nonfunctional.

Constructs with a splice acceptor (SA) or
both a SA and a splice donor (SD) are the
most commonly used gene trap vectors.
The murine engrailed-2 and the adeno
virus late major transcript SA are both
widely used, and the human BCL-2 gene
intron 2/exon 3 SA has been introduced
more recently. One potential problem is
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that typical reporters are only detectable if
the insertion is in-frame, but with gene-
trapping the insertion of the trapping
vector is random. Reporter activity is en-
hanced by the insertion of an internal ribo-
somal entry site (IRES) between the SA and
the reporter in the gene trap vector. The
IRES allows independent translation of the
reporter, and thus reporter detection does
not require in-frame gene trapping when
the gene trap vector contains an IRES.

2.5.3 RNAi/siRNA
RNA interference (RNAi) is perhaps the
most exciting technology introduced to
molecular biology in recent years. RNAi
takes advantage of cellular mechanisms
that carry out the destruction of specified
transcripts and may provide a loss-of-
function phenotype, thus providing in-
sights and motivation for further analysis.
Before the application of RNAi, gene
knockouts and knockdowns could take
many months or even years to achieve use-
ful results. Now, large-scale transient inac-
tivation of individual genes (in Caenorhab-
ditis elegans, for example) can be achieved
for thousands of genes (separately) in a
few months (see Sect. 3.1.3).

Briefly, the mechanism of RNAi begins
in the cell with the introduction of double-
stranded RNA (dsRNA), which mediates
interference with the target of interest.
Short interfering RNAs (siRNAs), 21-
to 23-nt, are produced by the cutting
action of the enzyme Dicer on dsRNA.
The siRNAs are incorporated into the
RNAi-induced silencing complex (RISC),
which is a multisubunit protein complex.
The RISC may unwind the siRNA, thus
facilitating interaction with the target
transcript. Those siRNAs that interact
with targets lead to target cleavage by
DICER and liberate new siRNA as a
result. The remaining mRNA target is

degraded by exonucleases. It also seems
likely that siRNA can act as a primer for
an RNA-dependent polymerase (RdRP),
which would allow for the amplification of
siRNA sequences. The positive feedback
loop provided by an RdRP could explain
how a relatively small amount of siRNA
can cause the degradation of a larger
amount of target and how it is that RNAi
is inheritable in worms.

RNAi may be applied to many eukaryotic
systems, but of the metazoans, C. elegans
is particularly well suited for this approach
because these worms may be fed bacteria
transfected with the dsRNA used as an
RNAi stimulus.

3
Model Organisms for Embryogenomics

Model organisms are chosen in order to
optimize suitability for a particular type
of investigation and the utility of the
knowledge gained in the study. By ‘‘suit-
ability,’’ we mean the accessibility of the
organism’s physiology to investigation, in-
cluding considerations such as gestation
period, physical properties of the body
tissues of interest, and overall effort re-
quired in maintenance of the organism.
Utility of the knowledge gained refers to
the closeness of the model organism’s ge-
netics and physiology to the organism (or
more generally, organisms) we are mod-
eling (for example, Homo sapiens). Here
we discuss the various model organisms
studied in embryology using genomics ap-
proaches. We will consider the advantages
and disadvantages of the various model
organisms, and review the current status
of genomics approaches to developmental
questions. Each organism discussed here
has a rich history as a model for devel-
opmental studies and so our discussions
will necessarily be cursory and highlight
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the salient features of each organism and
their place in the study of development in
general and in embryogenomics.

3.1
Non-mammalian Animals

3.1.1 Drosophila Melanogaster
The developmental stages of metamorpho-
sis in the fruit fly Drosophila melanogaster,
hereafter Drosophila, are the first develop-
mental plans to be studied with microarray
analysis. Drosophila has a small genome,
an extremely short life cycle, and is rel-
atively inexpensive to maintain, which
makes this organism appealing for use
in scientific investigations. Drosophila has
been the most powerful system for ge-
netic analysis with the ease of mutant
screening and the large archives of such
mutants. Completion of the Drosophila
genome has increased the value of this
model species further. There is a large
body of experimental knowledge about de-
velopment in Drosophila and over 125 000
cDNA clones from Drosophila have been
derived from embryonic stages (Table 1).
Systematic large-scale ISH of 2179 genes
has also been reported recently.

3.1.2 Anopheles Gambiae
The genome sequencing of the malaria
mosquito, Anopheles gambiae, hereafter
Anopheles, was published in 2002, thus
providing the opportunity to compare
the genomes of the two dipteran species
Drosophila and Anopheles. Prior to the avail-
ability of this genome sequence, interest
in Anopheles was primarily focused on the
prevention and treatment of malaria. Al-
though there has been interest in the
life cycle of Anopheles, this has mainly
been with the goal of understanding the
corresponding life cycle of Plasmodium
falciparum (the malaria-causing organism

that invades erythrocytes) better, and there
are no cDNA libraries with sequences in
dbEST that report derivation from Anophe-
les embryonic stages.

Comparative genomics analysis of Anop-
heles and Drosophila appeared in a compan-
ion paper to the Anopheles draft genome
paper. Although most of this analysis em-
phasized a global comparison, the supple-
mentary materials for this work included
a simple analysis of some developmentally
important genes. Flybase (Drosophila) was
queried with keywords related to embryos
and development to identify 314 Drosophila
genes (after manual corrections), and the
orthologs in Anopheles were identified.
This information was placed in a table ac-
cording to Drosophila gene name, and the
number of Anopheles orthologs was listed.
This procedure demonstrated that most of
the characterized Drosophila genes listed
that are important in development had or-
thologs in Anopheles (88%), whereas ∼12%
of these developmentally important genes
appear to be absent in Anopheles. This anal-
ysis offers some clues about genes that may
drive important differences in the develop-
mental plan of Drosophila. The absence
of the reciprocal analysis underscores that
there is much less gene information avail-
able for Anopheles.

3.1.3 Caenorhabditis Elegans
Caenorhabditis elegans, hereafter C. ele-
gans, has been of profound importance
for developmental studies, primarily be-
cause it has been possible to follow the
developmental lineage and migration of
every cell in the organism from one cell
through adulthood.

In addition to the usefulness of C. elegans
in small-scale functional studies of devel-
opment, this organism has proved useful
beyond its anticipated advantages as a
model organism because of the application
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of RNAi. C. elegans may be fed bacteria car-
rying RNAi vectors, and these vectors can
cause the destruction of targeted native
transcripts in the worm. Kamath, et al.
have recently performed a comprehen-
sive functional analysis of C. elegans using
RNAi. By their count, there are 19 427
predicted genes in C. elegans, and they
inhibited transcript function for 16 757
(about 86%) of this total. 1528 single-gene
mutant phenotypes were identified, where
a mutant phenotype was defined as re-
producible sterility, embryonic or larval
lethality, slow postembryonic growth, or
any of a number of specifically defined
postembryonic defects. This work also es-
tablished that there is high reproducibility
of RNAi techniques, regardless of meth-
ods, and showed there is a false positive
rate of <1%. Kamath, et al. claim to have
identified more than 70% of all embryonic
lethal phenotypes in C. elegans. Their ef-
forts have produced both an intellectual
contribution and a tremendous resource
for the scientific community.

3.1.4 Xenopus Laevis
Xenopus laevis has been of value to embryol-
ogy in the areas of early fate decisions and
morphogenesis (with detailed fate maps
constructed for blastula and from gastrula
through organogenesis), patterning of the
vertebrate body plan, and early organo-
genesis. Moreover, several functional ge-
nomics studies have focused on X. laevis
development. When females are injected
with human chorionic gonadotropin, they
ovulate and lay hundreds of oocytes that
may be manipulated or subjected to in vitro
fertilization. The early embryos are quite
large and are thus suitable for microin-
jections and dissections. The embryos are
also transparent, thus making the effects of
experimental conditions easy to visualize.
Recently, X. tropicalis has been identified as

a model system that retains the advantages
of X. laevis, but has the additional benefits
of having a diploid genome suitable for
genetics study and a shorter generation
time, making this species more accessible
to multigenerational approaches.

3.1.5 Brachydanio Rerio
The zebrafish Brachydanio rerio, hereafter
Danio, has been a cornerstone model
organism for developmental processes be-
cause Danios are extremely hardy and
easy to raise, a large number of Danio
mutants have been created by mutagene-
sis, and most importantly, Danio embryos
are transparent, thereby facilitating their
study by noninvasive observation. Large-
scale ISH has been done to identify genes
specific to embryonic stages in Danios.
There are more than 34 000 cDNA clones
derived from Danio embryos available
(Table 1). Recently, the first cDNA mi-
croarray constructed from Danio cDNA
libraries, including a library derived from
three-day-old embryonic heart, has been
used to study development and hypoxia.

3.1.6 Strongylocentrotus Purpurratus
The long history of the sea urchin as a
developmental model has its beginnings
with the discovery by Theodore Boveri
that chromosomes contain information
for controlling the development of em-
bryos. Of the developmental plans in the
metazoans, only the sea urchin endomeso-
derm specification has been reconstructed
from existing experimental knowledge.
This tremendous effort combined many
years of acquired experimental knowledge
with computer simulation to construct
what Davidson, et al., describe as a pro-
visional model for the specification of
the endomesoderm in Strongylocentrotus
purpurratus.
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3.2
Mammalian

Studies of mammalian systems are ex-
pected to offer the most relevant in-
sights into human developmental pro-
cesses. We begin our discussion of mam-
malian model organisms with a look at
human, mouse, and rat as systems for in-
quiry into developmental questions. Moral
and practical considerations severely re-
strict studies with human tissues, so
the emphasis of our discussion will be
on the nonhuman mammals, Mus mus-
culus and Rattus norvegicus, with most
of our attention on Mus musculus, the
preeminent model organism that most
closely matches human developmental
patterns.

3.2.1 Homo Sapiens
Mammalian species are of greatest inter-
est to embryonic investigations because
the traditional view is that these species
will provide the most relevant model
for the human. Ethical concerns limit
the availability of human embryonic tis-
sues and essentially forbid any in vivo
embryological experimentation. Despite
these limitations, several large-scale ex-
perimental studies have been performed
using human embryo tissues, and there
is great interest in studies with stem
cells derived from human. The human
draft genome sequence was made avail-
able in 2001 and the completed human
genome was announced in March 2003,
although new analysis of the present se-
quence has not been published as of
this writing. The recent availability of the
mouse genome will greatly contribute to
our understanding of regulatory elements
and conserved genes important to devel-
opment by comparison with the human
sequence.

3.2.2 Mus Musculus
The house mouse Mus musculus is the
forerunner of model organisms for use in
studies of development and pluripotency.
Similarity to human development, short
generation time, and the relatively low cost
of maintenance all contribute to the notion
that Mus musculus is the optimal model or-
ganism for relevant and rapid large-scale
developmental investigations. Of mouse,
rat, and human, only mouse has cDNA li-
braries derived from preimplantation stage
embryos. Transcript expression specific to
these early embryonic stages may be over-
looked in rat and human because of the
difficulty in working with and acquiring
these rare tissues. Another advantage of
the mouse as a model is that the largest
number of full-length cDNA clones have
been assembled and sequenced for mouse.

In response to the underrepresentation
of embryonic tissues in cDNA collections,
many new libraries have been created
from these rare tissues in mouse. The
availability of over 115 000 cDNA clones
derived from preimplantation tissues in
mouse offer a compelling reason to
choose a mouse model for study of early
development. Sequencing and subsequent
analysis has identified many novel or
rare transcripts from early embryonic
stages. Given multiple EST sequences
from these libraries, an effort to assemble
collections of representative transcripts
culminated in the construction of the
NIA Mouse 15K and NIA Mouse 7.4K
cDNA collections. Each of these collections
has been distributed worldwide to more
than 100 cDNA microarray facilities and
these clones are used in both spotting
cDNA microarrays and in downstream
functional studies.

The human and mouse genomes to-
gether represent valuable tools for com-
parative studies, revealing important cis
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regulatory elements, definition of gene
structures, and key genes for shared devel-
opmental processes. The draft sequence
and analysis of the mouse genome was
published recently. 1859 Mb of the se-
quence is draft sequence (74%) and
477 Mb is finished sequence (19%) for a to-
tal mouse genome size of 2.5 Gb (Human,
2.9 Gb). Over 96% of the assembled nu-
cleotides have only about 1 mismatch per
10 000 bases. When finished bacterial arti-
ficial chromosome (BAC) sequences were
compared to the assembly, the discrepancy
rate was 0.005%, corresponding to about 1
mismatch per 20 000 bases. Comparisons
of the high quality mouse and human
genomes underscore the usefulness of
comparative studies. For example, the Sox
family of transcription factors is impor-
tant to many developmental processes in
both mouse and human and includes the
Sry gene on the Y chromosome, which
specifies testis determination. A compar-
ative analysis of the human and mouse
genomes has determined the precise num-
ber and ortholog identity of the members
of Sox family of transcription factors, thus
resolving the nomenclature for this impor-
tant family of genes.

The utility of dsRNA for RNAi in mouse
oocytes and preimplantation embryos has
been demonstrated. It was shown that
dsRNA could be used to prevent gene ex-
pression of a GFP transgene (MmGFP)
in heterozygotes where the transgene was
parentally derived. Two-cell expression of
the GFP transgene was prevented by in-
jection of dsRNA MmGFP in the one-cell
zygote. This work showed that strong, spe-
cific depletion of target transcripts could
be achieved from the four- to six-cell
stage through the blastocyst stage. It was
later demonstrated that hairpin RNA could
achieve similar results. For these promis-
ing techniques, the main difficulty is that

injection of the RNAi vector is required in
each instance. This difficult procedure cur-
rently limits the extent of the application of
RNAi in these early embryonic tissues, and
poses a challenge to any present notion of
making this procedure large scale.

3.2.3 Rattus norvegicus and others
The first genome assembly of Rattus
norvegicus, hereafter rat, was recently an-
nounced by the Rat Genome Sequenc-
ing Consortium (announcement June 19,
2003). The rat genome is slightly larger
than the mouse genome (2.57 Gb com-
pared to 2.5 Gb). Details of the assem-
bly, as well as comparative genomics
of rat to another species, awaits fu-
ture publication as of this writing. Rat
is primarily used as a model organ-
ism for cardiovascular or physiological
research, but the availability of genome
sequence may spark interest in com-
parative genomics approaches toward a
better understanding of the common
features of genetic programs of de-
velopment among mammals. Similarly,
genome projects for other mammals or
vertebrates (Fig. 1) may also spark inter-
est in large-scale comparative studies of
development.

3.3
Plants

Plant embryology enters our discussion
because although plant and animal devel-
opment and physiology are quite distinct
at the molecular level, many of the ex-
perimental procedures and analysis share
common techniques and strategies for
elucidation of developmental pathways.
There is also the additional motivation
that comparative studies between plant
and animal development may yield evo-
lutionary insights and provide clues about



550 Principles and Applications of Embryogenomics

convergence of some aspects of their de-
velopmental plans (see Sect. 2.4).

3.3.1 Arabidopsis Thaliana
Completion of genome sequencing for
the thale cress Arabidopsis thaliana has
strengthened the utility of this plant
model for comparative approaches to
development. Arabidopsis has long been of
interest for genomics and developmental
studies because of its small genome and
short germination and development cycle.
Of plants, Arabidopsis is the canonical
species for large-scale studies.

3.3.2 Zea Maize and Others
Crop plants like Zea maize (corn) and Orzo
sativa (rice) are heavily studied because of
their importance as a food source for much
of the world. Genome projects for each of
these organisms are progressing and will
contribute to the comparative genomics
approaches between plants and the more
general comparisons of development be-
tween kingdoms.

3.4
Suitability of Approaches for Particular
Model Organisms Applied to the Study of
Development

The traditional view has been that mam-
malian systems are closest to the human in
genome organization and developmental
plan, so these systems are of greatest inter-
est as model species. The biggest trade-off
here is that viviparity makes mammalian
systems much more difficult to work with
than egg-laying organisms. The increased
cost and effort involved in working with
mammalian systems provides incentive
for working with other organisms that
are more suitable for some large-scale ef-
forts. For example, the nematode C. elegans

has been an apt choice for developmental
studies including large-scale mutagenesis
for many years. More recently, C. elegans
is the first metazoan to be extensively
studied using RNAi to selectively render
transcripts nonfunctional.

The primary benefits of the mouse as
a developmental model are the closeness
of developmental plan to that of the
human and the availability of a large
number of cDNA clones throughout the
preimplantation stages and later embryo
development. C. elegans offers a rich base
of experimental knowledge, relatively easy
application of RNAi, a large number of
available mutants, and easy maintenance.
Xenopus offers a replenishable source
of oocytes and a large oocyte (∼1 mm)
that may be collected and manipulated
relatively easily. Danios offer a rich base of
experimental knowledge, a large number
of available mutants, a translucent embryo
for easy visualization of development, and
are easily maintained.

4
Summary Remarks

Embryogenomics presents an exciting new
area that continues to grow and draw great
interest from the scientific community.
Although there are some difficulties with
current hardware and analysis technolo-
gies, these issues are being aggressively
addressed in an effort to approach the at-
tractive goal of effective systems biology
approaches that yield accurate predictions
that guide our understanding of develop-
ment and provide fertile ground for future
investigations.

See also Developmental Cell
Biology.
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Keywords

Prion
Proteinaceous infectious particle.

PrPC

Normal isoform of the prion protein.

PrPSc

Disease-causing isoform of the prion protein.

� Prions are infectious proteins that have been described in both mammals and fungi.
That prions are composed solely of proteins makes them unprecedented infectious
pathogens. Prions are proteins that can adopt at least two different conformations;
they multiply by forcing the precursor protein to acquire a second conformation.
Different conformations of proteins in the prion state encipher distinct strains and
are prone to aggregation. In mammals, prions accumulate to high levels in the
nervous system where they cause dysfunction and fatal degeneration.

Both mammalian and fungal prions have been produced in cell-free systems.
Synthetic prion protein (PrP) peptides and recombinant PrP fragments have been
used to form mammalian prions while N-terminal regions, called prion domains that
are rich in glutamine and asparagine, have been used to form fungal prions.

Prions cause a group of invariably fatal, neurodegenerative diseases. Prion diseases
may present as genetic, infectious, or sporadic disorders, all of which involve
modification of PrP. The tertiary structure of PrP is profoundly altered as prions are
formed, and as such, prion diseases represent disorders of protein conformation.
Creutzfeldt-Jakob disease (CJD) generally presents as a progressive dementia in
humans while scrapie of sheep and bovine spongiform encephalopathy (BSE)
usually manifest as ataxic illnesses.
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1
Prions

In mammals, prions reproduce by re-
cruiting the normal, cellular isoform of
the prion protein (PrPC) and stimulat-
ing its conversion into the disease-causing
isoform (PrPSc). PrPC has a high α-
helical content and little β-sheet structure,
whereas PrPSc has less α-helical structure
and a high β-sheet content. Comparisons
of secondary structures of PrPC and PrPSc

were performed on proteins purified from
Syrian hamster (SHa) brains. Limited pro-
teolysis of PrPSc produces PrP 27–30,
which retains prion infectivity; under these
conditions, PrPC is completely hydrolyzed
(Fig. 1).

Solution structures of recombinant SHa
and mouse (Mo) PrPs produced in bacteria
showed three α-helices denoted A, B,
and C as well as two short β-strands
using nuclear magnetic resonance (NMR)
imaging. The atomic structure of PrPSc

has not been determined because of
the insolubility of the protein. Two-
dimensional crystals of PrP 27–30 have
been used to constrain computational
models of PrPSc suggesting it contains
α-helix C and a portion of α-helix B
while α-helix A, the two β-strands, and
the surrounding segments form a β-
helix. From these studies as well as from
ionizing radiation inactivation analyses, it
is likely that the infectious monomer is a
trimer of PrPSc molecules. Recombinant

(a)

1

49.5

32.5

27.5

18.5

2 3 4

(b)

Prnp

PrPC

PrPSc

PrP 27–30

Consensus sequence of ragged
N-terminus: GQGGGTHNQWNKPSK

ORF

CHO CHO GPI

209 amino acids

209 amino acids

~142 amino acids

S S

Octarepeats: PHGGGWGQ

Fig. 1 Prion protein isoforms. Western
immunoblot of brain homogenates from
uninfected (lanes 1 and 2) and
prion-infected (lanes 3 and 4) Syrian
hamsters. Samples in lanes 2 and 4
were digested with 50 µg mL−1 of
proteinase K for 30 min at 37 ◦C. PrPC in
lanes 2 and 4 was completely hydrolyzed
under these conditions, whereas
approximately 67 amino acids were
digested from the N-terminus of PrPSc

to generate PrP 27–30. After
polyacrylamide gel electrophoresis
(PAGE) and electrotransfer, the blot was
developed with anti-SHaPrP R073
polyclonal rabbit antiserum. Molecular
weight markers are depicted in
kilodaltons (kDa). (b) Bar diagram of
the SHaPrP gene that encodes a protein
of 254 amino acids. After processing of
the N- and C-termini, both PrPC (green)
and PrPSc (red) consist of 209 residues.
After limited proteolysis, the N-terminus
of PrPSc is truncated to form PrP 27–30,
which is composed of approximately 142
amino acids, the N-terminal sequence
of which was determined by Edman
degradation. (See color plate p. xxvii).
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(a) (b) (c)

Fig. 2 Electron micrographs of negatively stained and immunogold-labeled prion
proteins. (a) PrPC and (b) PrPSc. Neither PrPC nor PrPSc forms recognizable, ordered
polymers. (c) Prion rods composed of PrP 27–30 were negatively stained. The prion
rods are indistinguishable from many purified amyloids. Bar = 100 nm. Reprinted
with permission, from (Pan, K-M., Baldwin, M., Nguyen, J., Gasset, M., Serban, A.,
Groth, D., Mehlhorn, I., Huang, Z., Fletterick, R.J., Cohen, F.E., Prusiner, S.B.
(1993) Conversion of α-helices into β-sheets features in the formation of the scrapie
prion proteins, Proc. Natl. Acad. Sci. U. S. A. 90, 10962–10966), copyright 1993
National Academy of Sciences, USA.

antibody fragments have been used to
map the surfaces of PrPC and PrPSc

and those results are consistent with the
foregoing structural data. The structural
transition from an α-helical protein into
a β sheet–rich molecule seems to be
the fundamental event underlying the
formation of nascent prions.

Limited proteolysis truncates the N-
terminus of PrPSc to produce PrP 27–30
consisting of the C-terminal ∼142 amino
acids. PrP 27–30 polymerizes into amyloid
fibrils that are indistinguishable from
fibrils found in amyloid plaques of the
brains of mammals with prion disease.
When full-length PrPSc was purified from
SHa brain, only amorphous aggregates
were seen by electron microscopy. While
limited digestion of purified PrPSc with
proteinase K produced PrP 27–30, the
ultrastructural appearance of the samples
remained unchanged (Fig. 2). Addition of
a detergent, such as Sarkosyl, either before
or after limited proteolysis provoked the
assembly of PrP 27–30 into rod-shaped
structures with the ultrastructural and
tinctorial properties of amyloid.

2
Prions are Distinct from Viruses

Major features that distinguish prions
from viruses are: (1) the ability to create
prion infectivity by modifying the confor-
mation of a polypeptide devoid of nucleic
acid and (2) PrP is encoded by a chromo-
somal gene, designated PRNP in humans
and Prnp in mice. The PrP gene is lo-
cated on the short arm of chromosome
20 in humans and the syntenic region of
chromosome 2 in mice.

Prions differ from viruses and viroids
in that they lack a nucleic acid genome
that directs the synthesis of their progeny.
Many investigators argued for a nucleic
acid genome within the infectious prion
particle while others contended for a small,
noncoding polynucleotide of either foreign
or cellular origin. No nucleic acid has been
found despite intensive searches using a
wide variety of techniques and approaches.
On the basis of a wealth of evidence, it is
reasonable to assert that such a nucleic
acid has not been found because it does
not exist. Prions are composed of an
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alternative isoform of a cellular protein,
whereas most viral proteins are encoded
by a viral genome and viroids are devoid
of protein.

In contrast to viruses, prions are non-
immunogenic. Prions do not elicit an
immune response because the host is tol-
erant to PrPC, which prevents the host
from mounting an immune response to
PrPSc. In contrast, foreign proteins of
viruses that are encoded by the viral
genome often elicit a profound immune
response. Thus, it seems unlikely that vac-
cination, which has been so effective in
preventing many viral illnesses, will be a
useful strategy for preventing or treating
prion diseases.

When prions and viruses are passaged
from one host species to another, the
consequences are very different. The
passage of prions from one host to another
is accompanied by the acquisition of a
new PrP amino acid sequence encoded
by the genome of the new host. The
crossing of prions from one species to
another is restricted by what has been
called the ‘‘species barrier’’. The closer the
evolutionary relationship is between the
host in which the prions last replicated
and the newly infected animal, the more
likely replication will occur in the new host.
However, particular strains of prions can
change this rule. For example, variant CJD
prions from humans replicate much more
readily in transgenic (Tg) mice expressing
bovine (Bo) PrP than in Tg mice expressing
human or chimeric mouse-human PrP.

The issue of prion strains posed a pro-
found conundrum for many years. How
could an infectious pathogen composed
only of protein encipher biological infor-
mation? This riddle was solved when prion
strains with different physical properties
were isolated. Subsequently, new strains

of prions have been isolated either by pas-
sage through mice expressing artificial PrP
transgenes or by forming synthetic prions
from PrP produced in Escherichia coli.

3
Disease Paradigms

Despite some similarities between prion
and viral illnesses, these disorders are very
different. Prion diseases are uniformly
fatal. No human or animal has ever
recovered from a prion disease once
neurologic dysfunction is manifest. No
host defenses are mounted in response
to prion infection: no humoral immunity,
no cellular immunity, and no interferons
are elicited to the replicating prion.

While prions can be spread from one
host to another, the most common form of
prion disease is spontaneous or sporadic.
In these illnesses, prions arise endoge-
nously and replicate. Recent experiments
with synthetic prions demonstrate that
only PrPC is required to generate prion
infectivity. These findings contrast with
viruses in which exogenous infection is re-
quired except in the case of latent retroviral
genomes. For example, after infection with
exogenous HIV, the virus may disappear
but its RNA genome may be reverse-
transcribed into DNA and the DNA copies
may remain dormant for years.

The dramatically different principles
that govern prion biology have often
been poorly understood. This lack of
understanding has led to some regrettable
decisions of great economic, political, and
possibly public health importance. For
example, scrapie and BSE have different
names, yet they are the same disease in two
different species. Scrapie and BSE differ in
only two respects: first, the PrP sequence
in sheep differs from that of cattle at seven
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or eight positions of 270 amino acids,
which results in different PrPSc molecules.
Second, some aspects of each disease are
determined by the particular prion strain
that infects the respective host.

Understanding prion strains and the
‘‘species barrier’’ is of paramount impor-
tance with respect to the BSE epidemic in
Britain, in which more than 180 000 cat-
tle have died over the past decade. Brain
extracts from eight cattle with BSE re-
sulted in similar incubation times and
patterns of vacuolation in the neuropil
when inoculated into a variety of in-
bred mice. Incubation times and profiles
of neuronal vacuolation have been used
for three decades to study prion strains.
Brain extracts prepared from three do-
mestic cats, one nyala, and one kudu,
all of which died of a neurologic illness,
produced incubation times and lesion pro-
files indistinguishable from those found in
the BSE cattle. Cats and exotic ungulates
(such as the kudu) presumably developed
prion disease from eating food containing
bovine prions.

4
Nomenclature

Although the prions that cause transmis-
sible mink encephalopathy (TME) and
BSE are referred to as TME prions and
BSE prions, this may be unjustified be-
cause both are thought to originate from
the oral consumption of scrapie prions
in sheep-derived foodstuffs and because
many lines of evidence argue that the
only difference among various prions is
the sequence of PrP, which is dictated by
the host and not the prion itself. Human
(Hu) prions present a similar semantic co-
nundrum. Transmission of Hu prions to

laboratory animals produces prions carry-
ing PrP molecules with sequences dictated
by the PrP gene of the last host, not that of
the inoculum.

To simplify the terminology, the generic
term PrPSc was suggested in place of such
terms as PrPCJD, PrPBSE, and PrPres. To
distinguish PrPSc found in humans and
cattle from that found in other animals,
‘‘HuPrPSc’’ and ‘‘BoPrPSc’’ are suggested
instead of PrPCJD and PrPBSE, respec-
tively. Once human prions, or HuPrPSc

molecules, have been passaged into an-
imals, the prions and PrPSc are no
longer of the human species unless they
were formed in an animal expressing a
HuPrP transgene.

The ‘‘Sc’’ superscript of PrPSc was
initially derived from the term ‘‘scrapie’’
because scrapie was the prototypic prion
disease. Because all of the known prion
diseases (Table 1) of mammals involve
aberrant metabolism of PrP similar to that
observed in scrapie, the ‘‘Sc’’ superscript
was suggested for all abnormal, pathogenic
PrP isoforms. In this context, the ‘‘Sc’’
superscript is used to designate the
disease-causing isoform of PrP (Table 2).
The development of the conformation-
dependent immunoassay (CDI) for PrPSc

led to the discovery of a protease-sensitive
form of PrPSc, designated sPrPSc. The
CDI is based on measuring antibody
binding to an epitope that is exposed
in PrPC but buried in PrPSc. Under
conditions of limited proteolysis in which
the protease-resistant form of PrPSc,
designated rPrPSc, is converted into PrP
27–30, sPrPSc is completely hydrolyzed.
Whether sPrPSc is an intermediate in the
formation of infectious prions remains to
be established.

In the case of mutant PrP, mutations
and polymorphisms can be denoted in
parentheses following the PrP isoform.
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Tab. 1 The prion diseases.

Disease Host Mechanism of pathogenesis

Kuru Fore people Infection through ritualistic cannibalism
Iatrogenic CJD Humans Infection from prion-contaminated HGH,

dura mater grafts, etc.
Variant CJD Humans Infection from bovine prions?
Familial CJD Humans Germline mutations in PrP gene
GSS Humans Germline mutations in PrP gene
FFI Humans Germline mutations in PrP gene

(D178N,M129)
Sporadic CJD Humans Somatic mutation or spontaneous

conversion of PrPC into PrPSc?
sFI Somatic mutation or spontaneous

conversion of PrPC into PrPSc?
Scrapie Sheep Infection in genetically susceptible sheep
Bovine spongiform

encephalopathy
Cattle Infection with prion-contaminated MBM

Transmissible mink
encephalopathy

Mink Infection with prions from sheep or cattle

Chronic wasting disease Mule deer, elk Unknown
Feline spongiform

encephalopathy
Cats Infection with prion-contaminated bovine

tissues or MBM
Exotic ungulate

encephalopathy
Greater kudu, nyala, oryx Infection with prion-contaminated MBM

Notes: CJD: Creutzfeldt–Jakob disease; FFI: fatal familial insomnia; sFI: sporadic fatal insomnia;
GSS: Gerstmann–Str

..
aussler–Scheinker disease; HGH: human growth hormone; MBM: meat and

bone meal.

For fatal familial insomnia (FFI), in which
it might be important to identify the
mutation, the prions would be designated
HuPrPSc(D178N,M129) (Table 3).

Parentheses following PrPSc can
also be used to notate a particular
prion strain. For example, prions
from Syrian hamsters inoculated with
Sc237 or 139H prion strains can
be designated SHaPrPSc(Sc237) or
SHaPrPSc(139H), respectively. Similarly,
sheep inoculated with scrapie or
BSE prions produce OvPrPSc(Sc) or
OvPrPSc(BSE), respectively.

The terms ‘‘PrPres’’ and ‘‘PrP-res’’ were
derived to describe the protease resistance
of PrPSc and have sometimes been used
interchangeably with PrPSc. The use of

‘‘PrPres’’ and ‘‘PrP-res’’ became particu-
larly problematic with the discovery of
sPrPSc. Protease resistance, insolubility,
and high β-sheet content should be consid-
ered only as surrogate markers of PrPSc in-
fectivity because not all characteristics may
be present. For example, MoPrPSc(P101L)
from Tg mice that express high lev-
els of MoPrP(P101L) is transmissible to
Tg(MoPrP,P101L)196/Prnp0/0 mice, but
these prions are sensitive to proteolytic
digestion at 37 ◦C. When digestions were
performed at 4 ◦C or the CDI was used
to detect PrPSc, then MoPrPSc(P101L) was
detected. In contrast, when Tg196 mice
were inoculated with mouse RML prions,
the resulting MoPrPSc(P101L) was resis-
tant to proteolytic digestion at 37 ◦C. These
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Tab. 2 Glossary of prion terminology.

Term Description

Prion A proteinaceous infectious particle that lacks nucleic acid. Prions are
composed largely, if not entirely, of PrPSc molecules.

PrPSc Abnormal, pathogenic isoform of the prion protein that causes illness. This
protein is the only identifiable macromolecule in purified preparations of
prions.

PrPC Cellular isoform of the prion protein.
PrP 27–30 N-terminally truncated PrPSc, generated by digestion with proteinase K.
PRNP Human PrP gene located on chromosome 20.
Prnp Mouse PrP gene located on syntenic chromosome 2. Prnp controls the length

of the prion incubation time and is congruent with the incubation-time
genes Sinc and Prn-i. PrP-deficient (Prnp0/0) mice are resistant to
prion infection.

PrP amyloid Fibril of PrP fragments derived from PrPSc by proteolysis. Plaques containing
PrP amyloid are found in the brains of some mammals with prion disease.

Prion rod An amyloid polymer composed of PrP 27–30 molecules. Created by detergent
extraction and limited proteolysis of PrPSc.

Protein X A hypothetical macromolecule that is thought to act as a molecular chaperone
in facilitating the conversion of PrPC into PrPSc.

Tab. 3 Examples of human PrP gene mutations found in the
inherited prion diseases.

Inherited prion disease PrP gene mutation

Gerstmann–Str
..
aussler–Scheinker disease P102La

Gerstmann–Str
..
aussler–Scheinker disease A117V

Familial Creutzfeldt–Jakob disease D178N, V129
Fatal familial insomnia D178N, M129a

Gerstmann-Str
..
aussler-Scheinker disease F198Sa

Familial Creutzfeldt–Jakob disease E200Ka

Gerstmann–Str
..
aussler–Scheinker disease Q217R

Familial Creutzfeldt–Jakob disease octarepeat inserta

aSignifies genetic linkage between the mutation and the inherited
prion disease.

findings emphasize the ambiguities that
may arise from simply assessing resistance
to proteolytic digestion. Whether PrPres is
useful in denoting PrP molecules that have
been subjected to procedures modifying
resistance to proteolysis but that neither
convey infectivity nor cause disease re-
mains questionable. Perhaps PrPres is best

reserved for PrP molecules that exhibit re-
sistance to limited proteolysis after binding
to PrPSc.

The term ‘‘PrP*’’ has been used in
two different ways. First, it has been
used to identify a fraction of PrPSc

molecules that are infectious. Such a
designation is thought to be useful because
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there are ∼105 PrPSc molecules per
infectious (ID50) unit. Second, PrP∗ has
been used to designate a metastable
intermediate of PrPC that is bound to a
putative conversion cofactor, provisionally
designated protein X. It is noteworthy that
neither a subset of biologically active PrPSc

molecules nor a metastable intermediate
of PrPC has been identified, to date.

In mice, Prnp is now known to be
identical to two genes, Sinc and Prn-i,
that are known to control the length of
the incubation time in mice inoculated
with prions. A gene, designated Pid-1, on
mouse chromosome 17 also appears to
influence experimental CJD and scrapie
incubation times but information on this
locus is limited.

Distinguishing among CJD, FFI,
and Gerstmann–Sträussler–Scheinker
syndrome (GSS) has grown increasingly
difficult with the recognition that familial
(f) CJD, GSS, and FFI are autosomal-
dominant diseases caused by mutations
in PRNP (Table 3). Initially, it was thought
that each PRNP mutation was associated
with a particular cliniconeuropathologic
phenotype, but more exceptions are
being recognized. Multiple examples of
variations in the cliniconeuropathologic
phenotype have been recorded within
a single family in which all affected
members carry the same PRNP mutation.
Most patients with a PRNP mutation
at codon 102 present with ataxia and
have PrP amyloid plaques; such patients
are generally given the diagnosis of
GSS, but some individuals present with
dementia, a clinical characteristic that is
usually associated with CJD. For most
inherited prion disease, the disease is
specified by the respective mutation,
such as fCJD(E200K) and GSS(P101L).
In the case of FFI, describing the
D178N mutation and M129 polymorphism

seems unnecessary because this is
the only known mutation–polymorphism
combination that results in the FFI
phenotype. The sporadic form of fatal
insomnia is denoted sFI.

5
Discovery of the Prion Protein

The discovery of PrP 27–30 in SHa
brain fractions progressively enriched for
scrapie infectivity transformed research on
scrapie and related diseases. PrP 27–30
was so named because it has an apparent
molecular weight (Mr) of 27 kDa to 30 kDa
(Fig. 1). PrP 27–30 is derived from the
larger PrPSc by N-terminal truncation;
both PrP 27–30 and PrPSc are infectious.
PrP 27–30 not only provided a molecular
marker that is specific for prion disorders
but it was later shown to be the sole
component of the prion particle.

The molecular biology and genetics of
prions began with the purification of PrP
27–30 that allowed determination of its
N-terminal, amino acid sequence. Multi-
ple signals in each cycle of the Edman
degradation suggested that either multiple
proteins were present in these ‘‘purified
fractions’’ or a single protein with a ragged
N-terminus was present. When the sig-
nals in each cycle were grouped according
to their strong, intermediate, and weak
intensities, it became clear that a sin-
gle protein with a ragged N-terminus
was being sequenced (Fig. 3). Determi-
nation of a single, unique sequence for
the N-terminus of PrP 27–30 permitted
the synthesis of isocoding mixtures of
oligonucleotides that were subsequently
used to identify incomplete PrP cDNA
clones from hamster and mouse. cDNA
clones encoding the entire open reading
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Relative amount
1
0.4
0.2

*Single-letter amino acid code. X = amino acid not determined at that cycle.

Amino acid sequence*
G-Q-G-G-G-T-H-N-Q-W-N-K-P-S-K

X-X-X-T-H-N-X-W-X-K-P
X-X-P-W-X-Q-X-X-X-T-H-X-Q-W

Fig. 3 Interpreted sequence, shown by single-letter amino acid codes, of
the N-terminus of PrP 27–30. The ‘‘ragged ends’’ of PrP 27–30 are shown.
X = amino acid was not detected at that cycle of the Edman degradation.

frames (ORFs) of SHaPrP and MoPrP were
eventually recovered.

6
Prion Protein Isoforms

In Syrian hamsters, PrPC and PrPSc

are 209-residue proteins that are an-
chored to the cell surface by a glyco-
sylphosphatidyl inositol (GPI) moiety and
have the same covalent structure (Fig. 1).
The N-terminal sequencing, the deduced
amino acid sequences from PrP cDNA,
and immunoblotting studies argue that
PrP 27–30 is a truncated protein of ap-
proximately 142 residues, which is derived
from PrPSc by limited proteolysis of the
N-terminus.

In general, ∼105 PrPSc molecules cor-
respond to one ID50 unit (U) using the
most sensitive bioassay. PrPSc is probably
best defined as the alternative or abnor-
mal isoform of PrP, which stimulates
conversion of PrPC into nascent PrPSc, ac-
cumulates, and causes disease. Although
resistance to limited proteolysis has proved
to be a convenient tool for detecting PrPSc,
not all PrPSc molecules possess protease
resistance, as discussed above. Some in-
vestigators equate protease resistance with
PrPSc and this erroneous view has been
compounded by the use of the term
‘‘PrP-res’’.

Although insolubility and protease re-
sistance were used in initial studies to

differentiate PrPSc from PrPC, subsequent
investigations showed that these proper-
ties are only surrogate markers of infec-
tivity, as are high β-sheet content and
polymerization into amyloid. When these
surrogate markers are present, they are
useful, but their absence does not establish
a lack of prion infectivity. PrPSc is usually
not detected by Western immunoblotting
if fewer than 105 ID50 U mL−1 are present
in a sample. Furthermore, PrPSc from dif-
ferent species or prion strains may exhibit
different degrees of protease resistance.

6.1
Cell Biology of PrPSc Formation

In scrapie-infected cells, PrPC molecules
destined to become PrPSc exit to the
cell surface prior to conversion into
PrPSc. Like other GPI-anchored pro-
teins, PrPC appears to reenter the
cell through a subcellular compartment
bounded by cholesterol-rich, detergent-
insoluble membranes, which might be
caveolae or early endosomes. Within this
cholesterol-rich, nonacidic compartment,
GPI-anchored PrPC can be either con-
verted into PrPSc or partially degraded.
Subsequently, PrPSc is trimmed at the
N-terminus in an acidic compartment in
scrapie-infected cultured cells to form PrP
27–30. In contrast, N-terminal truncation
of PrPSc is minimal in the brain, where
little PrP 27–30 is found.
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7
Rodent Models of Prion Disease

Mice and hamsters are commonly used
in experimental studies of prion disease.
The shortest incubation times are achieved
with intracerebral inoculation of prions
with a sequence identical to that of the
host animal; under these conditions, all
animals develop prion disease within a
narrow interval for a particular dose. When
the PrP sequence of the donor prion
differs from that of the recipient host,
the incubation time is prolonged, and
can be quite variable; often, many of the
inoculated animals do not develop disease.
This phenomenon is generally called the
‘‘species barrier’’.

8
PrP Gene Structure and Organization

Prnp is a member of the Prn gene family.
The second member of this family to
be identified is the Prnd gene that lies

approximately 19 kb downstream from
the PrP locus and encodes the doppel
(Dpl) protein. The respective genes that
encode PrP and Dpl appear to represent
ancient gene duplication that occurred
an prior to the speciation of mammals.
The sequences are approximately 25%
identical but the structures of the two
proteins are highly conserved (Fig. 4). In
contrast to PrP, which is expressed in
many different tissues, Dpl expression is
confined to the testis. Both Dpl and PrP
are found on the surface of sperm but
their functions are unknown. In contrast to
PrP-deficient (Prnp0/0) mice, Dpl-deficient
(Prnd0/0) mice are sterile. The knockout
of both PrP and Dpl genes resulted in a
sterile phenotype.

The entire ORF of all known mam-
malian and avian PrP genes resides within
a single exon, which eliminates the possi-
bility that PrPSc arises from alternative
RNA splicing. The two exons of the
SHaPrP gene are separated by a 10-kb
intron; exon 1 encodes a portion of the
5′ untranslated leader sequence. The PrP

DpI(26–157) PrP(121–231)

Fig. 4 Comparison of the NMR structures of mouse Dpl and PrP.
Backbone topology of mouse Dpl(26–157) and mouse PrP(121–231).
Figure prepared by Jane Dyson and Peter Wright.
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genes of Syrian hamster, mouse, sheep,
and rat contain three exons, with exon 3
encoding the ORF and 3′ untranslated re-
gion. The promoters of both the SHaPrP
and MoPrP genes contain multiple copies
of G-C–rich repeats and are devoid of
TATA boxes. These G-C nonamers rep-
resent a motif that may function as a
canonical binding site for the transcription
factor Sp1.

Like the PrP gene, the entire ORF of
the Dpl gene is encoded within a single
exon. In some lines of Prnp0/0 mice, high
levels of Dpl expression were found in
the brain. The expression of Dpl in the
CNS was due to intergenic splicing of
the nontranslated exons of the PrP gene
with the translated exon of Dpl. That Dpl
expression is neurotoxic was subsequently
demonstrated by construction of Tg mice
expressing Dpl in the brain.

8.1
Expression of the PrP Gene

Although PrP mRNA is constitutively ex-
pressed in the brains of adult animals, it
is highly regulated during development.
In the septum, levels of PrP mRNA and
choline acetyltransferase were found to in-
crease in parallel during development. In
other brain regions, PrP gene expression
occurs at an earlier age. In situ hybridiza-
tion studies show that the highest levels of
PrP mRNA are found in neurons.

Because no antibodies are currently
available that clearly distinguish between
PrPC and PrPSc, PrPC is generally mea-
sured in tissues from uninfected control
animals, in which no PrPSc is found. PrPSc

staining was minimal in the regions that
intensely stained for PrPC. A similar re-
lationship between PrPC and PrPSc was
found in the amygdala. In contrast, PrPSc

accumulated in the medial habenular nu-
cleus, the medial septal nuclei, and the
diagonal band of Broca; these areas were
virtually devoid of PrPC. In the white mat-
ter, bundles of myelinated axons contained
PrPSc but were devoid of PrPC. These find-
ings suggest that prions are transported
along axons, which is consistent with ear-
lier findings in which scrapie infectivity
migrated in a pattern consistent with ret-
rograde transport. While the rate of PrPSc

synthesis appears to be a function of the
level of PrPC expression in Tg mice, the
level of PrPSc accumulation appears to be
independent of PrPC concentration.

8.2
Overexpression of Wild-type PrP
Transgenes

Mice expressing different levels of the
wild-type (wt) SHaPrP transgene were con-
structed. Inoculation of these Tg(SHaPrP)
mice with SHa prions demonstrated ab-
rogation of the species barrier, resulting
in abbreviated incubation times due to
a nonstochastic process. The length of
the incubation time after inoculation with
SHa prions was inversely proportional
to the level of SHaPrPC in the brains
of Tg(SHaPrP) mice. Bioassays of brain
extracts from clinically ill Tg(SHaPrP)
mice inoculated with Mo prions revealed
that Mo prions, but no SHa prions,
were produced. Conversely, inoculation of
Tg(SHaPrP) mice with SHa prions led to
the synthesis of only SHa prions.

During transgenetic studies, uninocu-
lated older mice harboring high copy num-
bers of wt PrP transgenes derived from
Syrian hamsters, sheep, and Prnpb mice
spontaneously developed truncal ataxia,
hind-limb paralysis, and tremors. These
Tg mice exhibited profound necrotizing
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myopathy involving skeletal muscle, de-
myelinating polyneuropathy, and focal vac-
uolation of the CNS. Development of dis-
ease was dependent on transgene dosage.
For example, Tg(SHaPrP+/+)7 mice ho-
mozygous for the SHaPrP transgene array
regularly developed disease between 450
and 600 days of age, while hemizygous
Tg(SHaPrP+/0)7 mice developed disease
after >650 days. Attempts to demonstrate
spontaneous generation of SHa prions in
Tg(SHaPrP+/+)7 mice have been unsuc-
cessful.

8.3
PrP Gene Dosage Controls the Incubation
Time

Incubation times have been used to isolate
prion strains inoculated into sheep, goats,
mice, and hamsters. The Sinc gene is a
major determinant of incubation periods
in mice. Once molecular clones of Prnp
became available, a study was performed
to determine if control of the length of
the incubation time is genetically linked
to the PrP gene. Because the availability
of VM mice with prolonged incubation
times that were used to define Sinc was
restricted, I/LnJ mice were used in the
crosses. Indeed, the incubation-time locus,
designated Prn-i, was found to be either
congruent with or closely linked to Prnp.

Although the amino acid substitutions
in PrP that distinguish Prnpa from Prnpb

mice argued for the congruency of Prnp
and Prn-i, experiments with Prnpa mice ex-
pressing Prnpb transgenes demonstrated
a ‘‘paradoxical’’ shortening of incubation
times. These Tg mice were predicted to
exhibit a prolongation of the incubation
time after inoculation with RML prions
based on (Prnpa × Prnpb) F1 mice, which
exhibit long incubation times. Those find-
ings were described as a ‘‘paradoxical’’

shortening because we and others had be-
lieved for many years that long incubation
times are dominant traits. From studies of
congenic and transgenic mice expressing
different numbers of the a and b alleles
of Prnp, these findings were discovered
not to be paradoxical; indeed, they resulted
from increased PrP gene dosage. When
the RML isolate was inoculated into con-
genic and transgenic mice, increasing the
number of copies of the a allele was found
to be the major determinant in reducing
the incubation time; however, increasing
the number of copies of the b allele also
reduced the incubation time, but not to
the same extent as that seen with the a
allele. Gene-targeting studies established
that the Prnp gene controls the incubation
time and as such, is congruent with both
Prn-i and Sinc.

8.4
PrP-deficient Mice

Ablation of the PrP gene in mice did
not affect development of these animals.
Prnp0/0 mice remain healthy for more
than two years. Acute suppression of
PrP expression by addition of doxycycline
to the drinking water of bigenic mice
with an inducible PrP transgene under
the control of the tetracycline promoter
did not result in any untoward effects
in adult mice. Similarly, bigenic mice,
in which neuronal PrP expression was
terminated in adulthood, showed no
discernable deficits.

In two Prnp0/0 lines, Purkinje cell loss
was accompanied by ataxia beginning at
approximately 70 weeks of age. Crossing
one of these Prnp0/0 lines with Tg mice
overexpressing MoPrP rescued the ataxic
phenotype. With the discovery of Dpl, it
became clear, as described above, that Dpl
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expression in the brains of these Prnp0/0

mice provoked cerebellar degeneration.
Prnp0/0 mice inoculated with prions

are resistant to infection. Prnp0/0 mice
were sacrificed 5 days, 60 days, 120 days,
and 315 days after inoculation with RML
prions and brain extracts were bioassayed
in Swiss CD-1 mice. Except for residual
infectivity from the inoculum detected at
5 days after inoculation, no infectivity was
found in the brain extracts, as the Swiss
CD-1 mice did not develop disease.

Prnp0/0 mice crossed with Tg(SHaPrP)
mice were rendered susceptible to SHa
prions but remained resistant to Mo
prions. Because the absence of PrPC

expression does not provoke disease, it
is likely that scrapie and other prion
diseases are a consequence of PrPSc

accumulation rather than inhibition of
PrPC function. Such an interpretation is
consistent with the dominant inheritance
of familial prion diseases.

Mice heterozygous (Prnp0/+) for ab-
lation of the PrP gene had prolonged
incubation times when inoculated with
Mo prions and developed signs of neu-
rologic dysfunction at 400 to 460 days
after inoculation. These findings are in
accord with studies on Tg(SHaPrP) mice
in which increased SHaPrP expression
was accompanied with shortened incuba-
tion times.

Because Prnp0/0 mice do not express
PrPC, we reasoned that they might more
readily produce α-PrP antibodies. Prnp0/0

mice immunized with Mo or SHa prion
rods produced α-PrP antisera that bound
MoPrP, SHaPrP, and HuPrP. These find-
ings contrast with earlier studies in which
α-MoPrP antibodies could not be produced
in mice presumably because the mice had
been rendered tolerant by the presence of
MoPrPC. That Prnp0/0 mice readily pro-
duce α-PrP antibodies is consistent with

the hypothesis that the lack of an immune
response in prion diseases is due to the fact
that PrPC and PrPSc share many epitopes.

8.5
Species Variations in the PrP Sequence

PrP is posttranslationally processed to re-
move a 22-amino acid, N-terminal signal
peptide. The C-terminal 120 amino acids
contain two conserved disulfide-bonded
cysteines and a sequence that beckons
addition of a GPI anchor. Twenty-three
residues are removed during the addition
of this GPI moiety, which anchors the pro-
tein to the cell membrane. Contributing
to the mass of the protein are two Asn
side chains linked to large oligosaccha-
rides with multiple structures that have
been shown to be complex and diverse. Al-
though many species variants of PrP have
now been sequenced, only the chicken se-
quence has been found to differ greatly
from the human sequence. The alignment
of the translated sequences from more
than 40 PrP genes shows a striking degree
of conservation between the mammalian
sequences and is suggestive of the reten-
tion of some important function through
evolution (Fig. 5). Cross-species conserva-
tion of PrP sequences makes it difficult to
draw conclusions about the functional im-
portance of many of the individual residues
in the protein.

8.6
N-terminal Sequence Repeats

The N-terminal domain of mammalian
PrP contains five copies of a P(H/Q)GGG
(G)WGQ octarepeat sequence, occasion-
ally more, as in the case of one sequenced
bovine allele, which has six copies. These
repeats are remarkably conserved between
species, which implies a functionally
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Fig. 5 Species variations and mutations of the prion protein
gene. The x-axis represents the human PrP sequence, with the five
octarepeats and H1–H4 regions of putative secondary structure
shown as well as the three α-helices A, B, and C and the two
β-strands S1 and S2 as determined by NMR. Vertical bars above
the axis indicate the number of species that differ from the human
sequence at each position. Below the axis, the length of the bars
indicates the number of alternative amino acids at each position in
the alignment. Data were compiled by Paul Bamborough and Fred
E. Cohen (see color plate p. xxvi).

important role. The chicken sequence con-
tains a different repeat, PGYP(H/Q)N.
Although insertions of extra repeats have
been found in patients with familial prion
disease, naturally occurring deletions of
single octarepeats do not appear to cause
disease, and deletion of all these repeats
does not prevent PrPC from undergoing a
conformational transition into PrPSc.

It was suggested that the histidine
residues in the octarepeats might bind
metal ions and that immobilized metal
ion affinity chromatography (IMAC) might
facilitate the purification of PrP; indeed,
IMAC did prove to be useful in the purifi-
cation of PrPC. The availability of purified
PrPC allowed studies comparing the sec-
ondary structures of PrPC and PrPSc. The
metal ion-peptide complexes were found
to be much more soluble than the metal

ions bound to full-length PrP. Using full-
length recombinant (rec) PrP, Cu2+ was
found to bind with a much higher avidity
than any other metal ion, but the concen-
tration for half-maximal binding for Cu2+
was 14 µM at pH 6.0, indicating a rather
low affinity of PrP for Cu2+. At neutral
pH, Cu2+ –PrP complexes tended to form
large aggregates and precipitate, so, syn-
thetic peptides containing the octarepeats
were used to study more extensively the
interaction of Cu2+ with PrP. The con-
centration for half-maximal binding for
Cu2+ to a peptide (51–75) containing two
octarepeats was 6 µM at pH 7.5. When a
peptide (58–91) containing four octare-
peats was studied, the binding of Cu2+
was found to be cooperative and highly
pH-dependent (Fig. 6). The midpoint of
the pH-dependence transition was pH
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Fig. 6 Binding of copper ions to synthetic peptides containing
the octarepeats of PrP. (a) Cu(II) binding curves: molar
ellipticity at 570 nm with increasing amounts of Cu(II), pH 7.5.
Filled circles, 2-His peptide, PrP(51–75) (0.34 mM). Filled
diamonds, 3-His peptide, PrP(66–91) (0.021 mM). Filled
triangles, 4-His peptide, PrP(58–91) (0.033 mM). (b) pH
dependence of the ellipticity at 570 nm for PrP(58–91). The
pH-dependence curve has been fitted to the following
equation: �εobs = [�εacid[H+]n + �εbase[H+]Ka]/[H+]n + Ka],
in which n = Hill coefficient and Ka = acid dissolution
constant for the transition. The midpoint of the transition is
pH 6.7. Reprinted with permission, from (Viles, J.H., Cohen,
F.E., Prusiner, S.B., Goodin, D.B., Wright, P.E., Dyson, H.J.
(1999) Copper binding to the prion protein: structural
implications of four identical cooperative binding sites, Proc.
Natl. Acad. Sci. U. S. A. 96, 2042–2047), copyright 1999
National Academy of Sciences, USA.
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6.7, suggesting that the binding of Cu2+
occurred through the imidazole nitrogens
of histidine residues.

In studies of full-length recPrP, Cu2+
was found to catalyze the oxidation of the
histidine residues within the octarepeats.
These findings argue that PrP may func-
tion as Cu2+-binding protein. Consistent
with studies on recPrP, membranes iso-
lated from the brains of Prnp0/0 mice were
reported to have substantially lower levels
of Cu2+ than wt mice. However, attempts
to confirm this relationship between brain
Cu2+ and PrP levels were unsuccessful.
Interestingly, the copper-chelating reagent
cuprizone administered to rodents causes
spongiform degeneration resembling that
induced by prions.

8.7
Conserved Ala-Gly Region

In addition to the octarepeat, the other
region of notable conservation is in the
sequence at the C-terminal end of the last
octarepeat. Here, an unusual glycine- and
alanine-rich region from A113 to Y128
is found (Fig. 5). Although no differences
have been found in this part of the
sequence between species, a single point
mutation A117V is linked to GSS. The
conservation of structure suggests an
important role in the function of PrPC;
in addition, this region is likely to be
important in the conversion of PrPC into
PrPSc.

9
Structures of PrP Isoforms

Mass spectrometry and gas phase sequenc-
ing were used to search for posttransla-
tional chemical modifications that might
explain the differences in the properties

of PrPC and PrPSc. No modifications dif-
ferentiating PrPC from PrPSc were found.
These observations forced the consider-
ation of the possibility that a confor-
mational change distinguishes the two
PrP isoforms.

When the secondary structures of the
PrP isoforms were compared by opti-
cal spectroscopy, they were found to
be markedly different. Fourier transform
infrared (FTIR) and circular dichroism
(CD) spectroscopy studies showed that
PrPC contains approximately 40% α-helix
and little β-sheet while PrPSc is com-
posed of approximately 30% α-helix and
45% β-sheet. That the two PrP iso-
forms have the same amino acid sequence
runs counter to the widely accepted view
that the amino acid sequence specifies
only one biologically active conforma-
tion of a protein. Like PrPSc, PrP 27–30
has a high β-sheet content, which is
consistent with the earlier finding that
PrP 27–30 polymerizes into amyloid fib-
rils. Denaturation of PrP 27–30 under
conditions that reduced infectivity re-
sulted in a concomitant diminution of
β-sheet content.

Prior to comparative studies on the
structures of PrPC and PrPSc, metabolic
labeling studies showed that the acqui-
sition of protease resistance in PrPSc is
a posttranslational process. In a search
for chemical differences that would distin-
guish PrPSc from PrPC, ethanolamine was
identified in hydrolysates of PrP 27–30,
which signaled the possibility that PrP
might contain a GPI anchor. Both PrP
isoforms were found to carry GPI anchors.
PrPC was found on the surface of cells,
where it could be released by cleavage of
the anchor. Subsequent studies showed
that PrPSc formation occurs after PrPC

reaches the cell surface and localizes to
caveolae-like domains (CLDs).
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9.1
NMR Structures of recPrP

The NMR structures of more than 10 PrPs
from different species have been deter-
mined to be quite similar (Table 4). The
recPrP molecules were produced in E. coli
and isotopically labeled. When refolded
into proteins with a high α-helical content,

these recPrPs appear to be representative
of PrPC. It is noteworthy that recPrPs pro-
duced in E. coli have neither N-linked sugar
chains nor a GPI anchor, both of which
are attached to PrPC. However, synthetic
prions produced from recMoPrP(89–230)
demonstrated that neither N-linked sugar
chains nor a GPI anchor is required for
PrPSc formation. The structure of MoDpl

Tab. 4 Structures of PrP, Dpl, and Ure2pa.

Species Protein Determined
by

PDB accession codes

Mouse recPrP(121–231) NMR 1AG2
Mouse recPrP(23–231) NMR data not released?
Syrian hamster recPrP(90–231) NMR 1B10, updated 1999
Syrian hamster recPrP(29–231) NMR data not released?
Syrian hamster synPrP(104–113) in

complex with 3F4
NMR 1CU4 in complex with 3F4

Syrian hamster recPrP(90–231) NMR used to update 1B10
Human recPrP(23–230) NMR 1QLX and 1QLZ
Human recPrP(90–230) NMR 1QM0 and 1QM1
Human recPrP(121–230) NMR 1QM2 and 1QM3
Cattle recPrP(121–230) NMR 1DWY and 1DWZ
Cattle recPrP(23–230) NMR 1DX0 and 1DX1
Human recPrP(121–230), M166V NMR 1E1G and 1E1J
Human recPrP(121–230), S170N NMR 1E1P and 1E1S
Human recPrP(121–230), R220K NMR 1E1U and 1E1W
Human recPrP(90–231), E200K NMR 1QM0, 1FKC, and 1FO7
Human recPrP(90–231) X ray 1I4M
Human recPrP(121–230), M166C,

E221C
NMR 1H0L

Sheep synPrP(145–169) NMR 1G04
Sheep synPrP(145–169) NMR 1M25
Mouse recDpl(26–157) NMR 1I17
Human recDpl(24–152) NMR 1LG4
S. cerevisiae recUre2p(95–354) X ray 1G6W and 1G6Y
S. cerevisiae recUre2p(95–354)

Glutathion complex
X ray 1JZR, 1K0B, and 1K0D

S. cerevisiae recUre2p(95–354) S-P-
Nitrobenzylglutathione
complex

X ray 1K0C

S. cerevisiae recUre2p(95–354)
S-Hexylglutathione
complex

X ray 1K0A

S. cerevisiae recUre2p(97–354) X ray 1HQO

aData compiled by Holger Wille.
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is similar to that of MoPrP even though
the two proteins share only 25% sequence
similarity (Fig. 4).

The NMR structure of recSHaPrP
(90–231) was determined after the pro-
tein was purified and refolded (Fig. 7a).
Residues 90–112 are not shown be-
cause marked conformational heterogene-
ity was found in this region while
residues 113–126 constitute the con-
served hydrophobic region that also dis-
plays some structural plasticity. Although

some features of the structure of rec-
SHaPrP(90–231) are similar to those
reported earlier for the smaller recMo-
PrP(121–231) fragment, substantial differ-
ences were found. For example, the loop
at the N-terminus of helix B is defined in
recSHaPrP(90–231) but is disordered in
recMoPrP(121–231); in addition, helix C
is composed of residues 200–227 in rec-
SHaPrP(90–231) but extends only from
residues 200–217 in recMoPrP(121–231).
The loop and the C-terminal portion of

(b)
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0.6
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0.2

−0.2
0.0

0.4

−0.4

(a)

Helix B Helix C

Helix A

Fig. 7 Structures of PrPC. (a) NMR
structure of Syrian hamster (SHa)
recombinant (rec) PrP(90–231).
Presumably, the structure of the
α-helical form of recPrP(90–231)
resembles that of PrPC. recPrP(90–231)
is viewed from the interface where PrPSc

is thought to bind to PrPC. The color
scheme is: α-helices A (residues
144–157), B (172–193), and C
(200–227) in blue; loops in yellow;
residues 129–134 encompassing strand
S1 and residues 159–165 encompassing
strand S2 in green. (b) Schematic
diagram showing the flexibility of the
polypeptide chain for PrP(29–231). The
structure of the portion of the protein
representing residues 90–231 was taken
from the coordinates of PrP(90–231).
The remainder of the sequence was
hand-built for illustration purposes only.
The color scale corresponds to the
heteronuclear [1H]-15N NOE data: red
for the lowest (most negative) values,
where the polypeptide is most flexible,
to blue for the highest (most positive)
values in the most structured and rigid
regions of the protein. (See color plate.
p. xxviii)
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helix C are particularly important, as de-
scribed below. Whether the differences
between the two recPrP fragments are due
to (1) their different lengths, (2) species-
specific differences in sequences, or (3) the
conditions used for solving the structures
remains to be determined.

NMR studies of recMoPrP(23–231) and
recSHaPrP(29–231) showed that like the
shorter fragments described above, full-
length PrP is also a three helix–bundle pro-
tein with two short antiparallel β-strands.
While the three helices form a globu-
lar C-terminal domain, the N-terminal
domain is highly flexible and lacks
identifiable secondary structure under
the experimental conditions employed
(Fig. 7b). Studies of recSHaPrP(29–231)
indicate transient interactions between the
C-terminal end of helix B and the highly
flexible, N-terminal random-coil contain-
ing the octarepeats (residues 29–125).

9.2
Electron Crystallography of PrPSc

Because the insolubility of PrPSc has
frustrated structural studies by X-ray
crystallography or NMR spectroscopy,
electron crystallography was used to
characterize the structure of two in-
fectious variants of PrP. Isomorphous,
two-dimensional crystals of PrP 27–30
and a miniprion (PrPSc106) were identi-
fied by negative-stain electron microscopy.
Image processing allowed the extrac-
tion of limited structural information
to 7-Å resolution. Comparing projec-
tion maps of PrP 27–30 and PrPSc106,
the 36-residue internal deletion of the
miniprion was visualized and the N-linked
sugars were localized (Fig. 8). The di-
mensions of the monomer and the
locations of the deleted segment and
sugars were used as constraints in

the construction of models for PrPSc.
Only models featuring parallel β-helices
as the key element could satisfy the
constraints.

A single antiparallel β-sheet as previ-
ously suggested was not consistent with
the observed densities in the projec-
tion maps obtained from the 2D crys-
tals. Specifically, the sheets were far too
wide to fit into the observed hexam-
eric arrangement. Efforts to adjust the
sheet morphology to fit the density re-
quired the use of shorter strands. The
amount of β-structure in these altered
β-sheets was no longer compatible with
the amounts of β-sheet observed by FTIR
spectroscopy. Furthermore, antiparallel β-
sheets typically have a twist of ∼20◦
per strand.

From a study of 119 all-β folds observed
in globular proteins, it was determined
that if PrPSc follows a known protein
fold, it adopts either a β-sandwich or
parallel β-helical architecture. With in-
creasing evidence arguing for a parallel
β-sheet organization in amyloids, it was
argued that the sequence of PrP is com-
patible with a parallel left-handed β-helical
fold. Left-handed β-helices readily form
trimers, providing a natural template for
a trimeric model of PrPSc (Fig. 9a). This
trimeric model accommodates the PrP
sequence from residues 89–175 in a β-
helical conformation with the C-terminus
(residues 176–227) retaining the disulfide-
linked α-helical conformation observed in
PrPC. In addition, the proposed model
matches the structural constraints of the
crystals, positioning residues 141–176 and
the N-linked sugars appropriately. The par-
allel left-handed β-helical model provides
a coherent framework that is consistent
with the stacking of trimeric units of
PrP 27–30 to form PrP amyloid fibrils
(Fig. 9b).
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(a) (b)

(d)(c)

(e) (f)

Fig. 8 Two-dimensional crystals of PrPSc. (a) A 2D crystal of PrPSc106
stained with uranyl acetate. Bar = 100 nm. (b) Image processing result
after correlation-mapping and averaging followed by crystallographic
averaging. (c and d) Subtraction maps between the averages of PrP
27–30 and PrPSc106 (panel B). (c) PrPSc106 minus PrP 27–30 and
(d) PrP 27–30 minus PrPSc106, showing major differences in lighter
shades. (e and f) The statistically significant differences between PrP
27–30 and PrPSc106 calculated from (c) and (d) in red and blue,
respectively, overlaid onto the crystallographic average of PrP 27–30.
Reprinted with permission, from Wille, H., Michelitsch, M.D.,
Guénebaut, V., Supattapone, S., Serban, A., Cohen, F.E., Agard, D.A.
Prusiner, S.B. (2002) Structural studies of the scrapie prion protein by
electron crystallography, Proc. Natl. Acad. Sci. U. S. A. 99, 3563–3568
Wille et al., (2002), copyright 2002 National Academy of Sciences,
USA. (See color plate. p. xxix)
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Fig. 9 Left-handed β-helical models of
PrP 27–30. (a) Trimeric model of PrP
27–30 built by superimposing three
monomeric models onto the
coordinates of the C′

αs of the structure
of trimeric carbonic anhydrase from
Methanosarcina thermophila (PDB ID
1THJ). (b) A model of the PrP 27–30
fiber, constructed by stacking five
trimeric discs. Figure prepared by Cédric
Govaerts.

(a) (b)

10
Prion Replication

The mechanism of prion replication is
not well understood. The formation of
nascent prions requires that PrPC be
converted into PrPSc. Some investigators
have argued that this process involves a
nucleation–polymerization (NP) reaction
while others have contended that a more
likely mechanism employs a template-
assisted process.

In an uninfected cell, PrPC with the
wt sequence is likely to exist in equilib-
rium in its monomeric α-helical, protease-
sensitive state or bound to some other
protein, such as protein X (Fig. 10). The

conformation of PrPC that is bound to
protein X is denoted PrP*; this confor-
mation is likely to be different from that
determined under aqueous conditions for
monomeric recPrP. The PrP*–protein X
complex will bind PrPSc, thereby creating
a replication-competent assembly. Order-
of-addition experiments demonstrate that
protein X binding to PrPC precedes pro-
ductive PrPSc interactions. A conforma-
tional change takes place wherein PrP*, in
a shape competent for binding to protein
X and PrPSc, represents the initial phase
in the formation of infectious PrPSc.

Although many lines of evidence re-
viewed below argue for a template-assisted
process in the formation of nascent PrPSc

Protein X

PrPC

PrPSc

PrPSc/ PrP*/ protein XPrP*/ protein X (PrPSc)2 + protein X

Fig. 10 Hypothetical scheme for template-assisted PrPSc formation. In the initial
step, PrPC binds to protein X to form the PrP*–protein X complex. Next, PrPSc

binds to PrP* that has already formed a complex with protein X. When PrP* is
transformed into a nascent molecule of PrPSc, protein X is released and a dimer of
PrPSc remains. The inactivation target size of an infectious prion suggests that it is
composed of a dimer of PrPSc. In the model depicted here, a fraction of infectious
PrPSc dimers dissociates into uninfectious monomers as the replication cycle
proceeds, while a majority of the dimers accumulates in accord with the increase in
prion titer that occurs during the incubation period. Another fraction of PrPSc is
cleared presumably by cellular proteases. The precise stoichiometry of the
replication process remains uncertain. Reprinted with permission, from (Prusiner,
S.B., Scott, M.R., DeArmond, S.J., Cohen, F.E. (1998) Prion protein biology, Cell 93,
337–348), copyright 1998 Cell Press.
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in mammalian cells, the formation of syn-
thetic prions from PrP(89–143,P101L) as
well as from recPrP(89–230) establishes
that infectious prions can be generated de
novo without the aid of auxiliary proteins.

10.1
Mechanism of Prion Propagation

In attempting to probe the mechanism of
prion formation, it is reasonable to de-
termine the rate-limiting step in prion
formation. First, the impact of the concen-
tration of PrPSc in the inoculum, which
is inversely proportional to the length of
the incubation time, must be considered.
Second, the sequence of PrPSc that forms
an interface with PrPC must be taken
into account. When the sequences of the
two isoforms are identical, the shortest
incubation times are observed. Third, the
strain-specific conformation of PrPSc must
be considered. Some prion strains exhibit
longer incubation times than others; the
mechanism underlying this phenomenon
is not understood. From these considera-
tions, a set of conditions exist under which
initial PrPSc concentrations can be rate
limiting. These effects presumably relate
to the stability of the PrPSc, its targeting
to the correct cells and subcellular com-
partments, and its ability to be cleared.
Once infection in a cell is initiated and
endogenous PrPSc production is opera-
tive, then the following discussion of PrPSc

formation seems most applicable. If the as-
sembly of PrPSc into a specific dimeric or
multimeric arrangement is difficult, then
an NP formalism would be relevant. In NP
processes, nucleation is the rate-limiting
step and elongation, or polymerization, is
facile. These conditions are frequently ob-
served in peptide models of aggregation
phenomena; however, studies in ScN2a
cells and with Tg mice expressing foreign

PrP genes suggest that a different pro-
cess occurs.

10.2
Template-assisted Prion Formation

From investigations with mice express-
ing both the SHaPrP transgene and
the endogenous MoPrP gene, designated
Tg(SHaPrP) mice, it is clear that PrPSc

provides a template for directing prion
replication; a template is defined as a cata-
lyst that leaves its imprint on the product
of the reaction. Inoculation of these mice
with SHaPrPSc leads to the production
of nascent SHaPrPSc and not MoPrPSc.
Conversely, inoculation of the Tg(SHaPrP)
mice with MoPrPSc results in MoPrPSc and
not SHaPrPSc formation.

Even stronger evidence for templating
has emerged from studies of prion strains
passaged in Tg(MHu2M)Prnp0/0 mice,
which express a chimeric mouse–human
gene, as described in more detail below.
Even though the conformational tem-
plates were initially generated with PrPSc

molecules having different sequences
from patients with inherited prion dis-
eases, these templates are sufficient to di-
rect replication of distinct PrPSc molecules
when the amino acid sequences of the
substrate PrPs are identical.

Another line of evidence for template-
assisted prion replication comes from
studies of FI. In FFI, the protease-
resistant fragment of PrPSc after degly-
cosylation has an Mr of 19 kDa when
measured by immunoblotting of brain
extracts from humans with FFI or from
Tg(MHu2M)Prnp0/0 mice that were inoc-
ulated with FFI prions. In both humans
and inoculated Tg(MHu2M)Prnp0/0 mice
on both first and second passage, PrPSc

is confined largely to the thalamus. These
findings argue that the conformation of
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PrPSc that yields a 19-kDa polypeptide after
deglycosylation is propagated both in hu-
mans and in mice expressing an artificial
chimeric transgene; in addition, prion ac-
cumulation is confined to the thalamus.
Additional evidence supporting these as-
sertions comes from a patient who died
after developing a clinical disease similar
to FFI. Because both PrP alleles encoded
the wt PrP sequence and methionine at po-
sition 129, we labeled this sFI. At autopsy,
the spongiform degeneration, reactive as-
trocytic gliosis, and PrPSc deposition were
confined to the thalamus. Moreover, the
PrPSc both in the patient’s brain and in the
brains of inoculated Tg(MHu2M)Prnp0/0

mice yielded a 19-kDa fragment after deg-
lycosylation. These findings argue that the
clinicopathologic phenotype is determined
by the conformation and not the amino
acid sequence of PrPSc. Additionally, FI
prions can be replicated with mutant
human PrP(D178N), wt human PrP, or
chimeric human–mouse PrP. With these
different PrPs as substrates, the confor-
mation of PrPSc must be faithfully copied;
template-assisted prion replication pro-
vides for such a mechanism.

10.3
Evidence for Protein X

Protein X was postulated to explain the
results of the transmission of Hu prions
to Tg mice (Table 5). Mice expressing
both MoPrPC and HuPrPC were resistant
while those expressing only HuPrPC were
susceptible to Hu prions. These results
argue that MoPrPC inhibited transmission
of Hu prions, that is, the formation
of nascent HuPrPSc. In contrast, mice
expressing both MoPrPC and chimeric
MHu2MPrPC were susceptible to Hu
prions and mice expressing MHu2MPrPC

alone were only slightly more susceptible.
These findings contend that MoPrPC has
only a minimal effect on the formation of
chimeric MHu2MPrPSc.

When the data on Hu prion transmis-
sion to Tg mice were considered together,
they suggested that MoPrPC prevented
the conversion of HuPrPC into PrPSc by
binding to another Mo protein (protein
X) with a higher affinity than HuPrPC

does. It was postulated that MoPrPC has
little effect on the formation of PrPSc from
MHu2MPrPC (Table 5) because MoPrPC

and MHu2MPrPC share the same amino

Tab. 5 Influence of prion species and strain on transmission to Syrian hamsters
and micea.

Inoculum Recipient Incubation time [days ± SEM]
(n/n0)

Sc237 prions 139H prions

SHa>SHa SHa 77 ± 1 (48/48) 167 ± 1 (94/94)
SHa>SHa non-Tg mice >700 (0/9) 499 ± 15 (11/11)
SHa>SHa Tg(SHaPrP)81 mice 75 ± 2 (22/22) 110 ± 2 (19/19)

aThe species of prion is encoded by the primary structure of PrPSc and the strain of
prion is enciphered by the tertiary structure of PrPSc. We recognize that the primary
structure as well as posttranslational chemical modifications determine the tertiary
structure of PrPC, but we argue that the conformation of PrPC is modified by PrPSc

as it is refolded into a nascent PrPSc molecule.
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acid sequence at the C-terminus. This also
suggested that MoPrPC only weakly in-
hibited transmission of SHa prions to
Tg(SHaPrP) mice because SHaPrP is more
closely related to MoPrP than to HuPrP.

The search for protein X has been
frustrating because many proteins are
known to bind to PrPC but none have been
shown to participate in PrPSc formation.
Whether protein X is one protein or
a complex of proteins remains to be
established. It is reasonable to expect that
mice deficient in protein X would not
replicate prions or do so extremely slowly,
resulting in prolonged incubation times.

10.4
Dominant-negative Inhibition

To extend the foregoing findings in Tg
mice, an expression vector with an in-
sert encoding a chimeric mouse–hamster
PrP, designated MHM2PrP, was trans-
fected into ScN2a cells. MHM2PrP carries
two Syrian hamster residues, which create
an epitope that is recognized by the anti-
SHaPrP 3F4 mAb that does not react with
mouse PrP. Substitution of a Hu residue
at position 214 or 218 in MHM2PrP pre-
vented formation of MHM2PrPSc in ScN2a
cells. The side chains of these residues
protrude from the same surface of the
C-terminal α-helix, forming a discontinu-
ous epitope with residues 167 and 171 in
an adjacent loop. Like MHM2PrP(Q218K),
substitution of a basic residue at position
167 or 171 prevented PrPSc formation.
When MHM2PrP and MHM2PrP(Q218K)
were coexpressed, the conversion of
MHM2PrPC into PrPSc was inhibited,
arguing that MHM2PrP(Q218K) was
acting as a dominant negative. Simi-
lar results were obtained when studies
were performed with cells expressing
MHM2PrP(Q167R).

One interpretation of dominant-negative
inhibition of prion propagation is that
mutant PrP binds more avidly to protein X
than does wt PrP. In this scenario, mutant
PrP binds to protein X and prevents
binding of wt PrP. This explanation
is also consistent with the protective
effects of basic polymorphic residues in
PrP of humans and sheep. The E219K
substitution seems to render humans
resistant to sCJD and Q171R renders sheep
resistant to scrapie. In MHM2, the Q218K
mutation corresponds to E219K in humans
and the Q167R mutation corresponds to
Q171R in sheep (Fig. 11).

To determine whether dominant-
negative inhibition of prion formation oc-
curs in vivo, Tg mice expressing PrP with
either the Q167R or Q218K substitution
alone or in combination with wt PrP were
produced. Tg(MoPrP,Q167R)Prnp0/0 mice
expressing mutant PrP at levels equal to
non-Tg FVB mice were inoculated with pri-
ons and remained healthy for more than
550 days, indicating that inoculation did
not initiate a process sufficient to cause dis-
ease. Immunoblots of brain homogenates
and histologic analysis revealed no abnor-
malities. Tg(MoPrP,Q167R)Prnp+/+ mice
expressing both mutant and wt PrP exhib-
ited neurologic dysfunction at ∼450 days
after inoculation; the brains of three of
these mice that were sacrificed at 300 days
revealed low levels of PrPSc as well as nu-
merous vacuoles and severe astrocytic glio-
sis. Both Tg(MoPrP,Q218K)Prnp0/0 and
Tg(MoPrP,Q218K)Prnp+/+ mice express-
ing the transgene product at 16× re-
mained healthy for more than ∼450 days
after inoculation. Neither PrPSc deposi-
tion nor neuropathology was found. Tg
mice expressing MoPrP(Q218K) at 32× de-
veloped spontaneous neurodegeneration
at ∼450 days of age. These studies
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Fig. 11 Mutations and polymorphisms of the prion protein gene.
PrP mutations causing inherited human prion disease and PrP
polymorphisms found in humans, mice, sheep, elk, and cattle. Above
the line of the human sequence are mutations that cause inherited
prion disease. Below the lines are polymorphisms, some but not all
of which are known to influence the onset as well as the phenotype
of disease. Residue numbers in parentheses correspond to the
human codons. Much of the data was compiled by J.-L. Laplanche.

demonstrate that although dominant-
negative inhibition of wt PrPSc formation
occurs, expression of dominant-negative
PrP at the same level as wt PrP does not
completely prevent prion formation. How-
ever, expression of dominant-negative
PrP alone had no deleterious effects on
the mice and did not support prion
propagation.

11
Sporadic Human Prion Diseases

In most patients with CJD, there is neither
an infectious nor heritable etiology. How
prions arise in patients with sCJD is un-
known; hypotheses include: (1) horizontal
transmission from humans or animals;
(2) somatic mutation of the PRNP ORF;
(3) spontaneous conversion of PrPC into
PrPSc; and (4) the accumulation of PrPSc,
which is normally present at very low

levels. Numerous attempts to establish
an infectious link between sCJD and a
preexisting prion disease in animals or
humans have been unrewarding. Studies
demonstrating the formation of synthetic
prions from PrP(89–143,P101L) as well as
from recPrP(89–230) show that only PrPC

is needed for an animal for producing
infectious prions. Thus, the spontaneous
conversion of PrPC to PrPSc seems reason-
able and any mammal expressing PrPC is
capable of forming prions.

12
Heritable Human Prion Diseases

The recognition that 10 to 15% of CJD
cases are familial led to the suspicion that
genetics plays a role in this disease. As
with scrapie, the relative contributions of
genetic and infectious etiologies in the
human prion diseases remain puzzling.
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More than 30 different mutations of the
PrP gene have been shown to segregate
with the heritable human prion diseases.
Five of these mutations have been ge-
netically linked to the inherited human
prion diseases (Table 3). Virtually all cases
of GSS and FFI appear to be caused by
germline mutations in the PrP gene. The
brains of humans dying of inherited prion
disease contain infectious prions that have
been transmitted to experimental animals.

12.1
GSS and Genetic Linkage

The discovery that GSS, which is a familial
disease, could be transmitted to apes and
monkeys was first reported when many
still thought that scrapie, CJD, and related
disorders were caused by viruses. With
the discovery that the P102L mutation
of the human PrP gene was genetically
linked to GSS, prion diseases were con-
cluded to have both genetic and infectious
etiologies. In that study, the P102L mu-
tation was linked to development of GSS
with a logarithm of the odds (LOD) score
exceeding 3, demonstrating a tight asso-
ciation between the altered genotype and
disease phenotype (Fig. 3B). This muta-
tion may be caused by the deamination
of a methylated CpG in a germline PrP
gene, which results in the substitution of
a leucine for proline. This mutation has
been found in many families in numer-
ous countries, including the first family
identified to have GSS.

12.2
fCJD Caused by Octarepeat Inserts

An insert of 144 bp containing six octare-
peats at codon 53, in addition to the five
that are normally present, was described
in patients with CJD from four families
residing in southern England. Genealogic

investigations showed that all four families
are related, arguing for a single founder
born more than two centuries ago. The
LOD score for this extended pedigree ex-
ceeds 11. Studies from several laboratories
have demonstrated that inserts of two,
four, five, six, seven, eight, or nine octare-
peats in addition to the normal five are
found in individuals with inherited CJD
(Fig. 11).

12.3
fCJD in Libyan Jews

The unusually high incidence of CJD
among Israeli Jews of Libyan origin was
thought to be due to the consumption
of lightly cooked sheep brain or eyeballs.
Molecular genetic investigations revealed
that Libyan and Tunisian Jews with fCJD
have a PrP gene point mutation at codon
200, resulting in a Glu-to-Lys substitution
(Fig. 11). The E200K mutation has been
genetically linked to fCJD, with an LOD
score exceeding 3; the same mutation has
also been found in patients from Orava
in North Central Slovakia, in a cluster
of familial cases in Chile, and in a large
German family living in the United States.

Most patients are heterozygous for the
mutation and thus, express both mutant
and wt PrPC. In the brains of patients
who die of fCJD(E200K), mutant PrPSc

is both insoluble and protease-resistant,
whereas much of wt PrP differs from both
PrPC and PrPSc in that it is insoluble but
readily digested by proteases. Whether this
form of PrP is an intermediate in the
conversion of PrPC into PrPSc remains
to be established.

12.4
Penetrance of fCJD

Life-table analyses of carriers harboring
the codon 200 mutation exhibit complete
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penetrance. Therefore, if the carriers live
long enough, they will all eventually
develop prion disease. Some investigators
have argued that the inherited prion
diseases are not fully penetrant and thus
an environmental factor, such as the
ubiquitous ‘‘scrapie virus,’’ is required
for illness to be manifest, but no viral
pathogen has been found to date.

12.5
Fatal Familial Insomnia

The D178N mutation has been linked
to the development of FFI, with an
LOD score exceeding 5. More than 30
families worldwide with FFI have been
recorded. Studies of inherited human
prion diseases demonstrate that the amino
acid at polymorphic residue 129 with the
D178N pathogenic mutation alters the
clinical and neuropathologic phenotype.
The D178N mutation combined with
M129 results in FFI. In this disease, adults
generally over age 50 years present with a
progressive sleep disorder and usually die
within one year. In their brains, deposition
of PrPSc is confined largely within the
anteroventral and the dorsal medial nuclei
of the thalamus. In contrast, the same
D178N mutation with V129 produces
fCJD, in which the patients present with
dementia and widespread deposition of
PrPSc is found postmortem. The first
family to be recognized with CJD was
found to carry the D178N mutation.

12.6
Human PrP Gene Polymorphisms

Several polymorphisms in the PrP gene
may affect the development and expression
of prion disease. A Met/Val polymorphism
at PrP codon 129 has been identified
(Fig. 11). This polymorphism appears to

influence expression of the inherited as
well as the iatrogenic and sporadic forms
of prion disease. A second polymorphism
resulting in an amino acid substitution at
codon 219 (Glu/Lys) has been reported to
occur with a frequency of approximately
12% in the Japanese population but not in
Caucasians. In people heterozygous for
the lysine substitution, this expression
seems to act as a dominant negative
and protects against CJD by the avid
binding of mutant PrPC to protein X.
By sequestering protein X, PrPC(K219)
prevents PrPC(E219) from being converted
into PrPSc. In people homozygous for the
lysine substitution, it seems likely that
PrPC(K219) is not converted into PrPSc.
A third polymorphism results in an amino
acid substitution at codon 171 (Asn/Ser),
which lies adjacent to the protein X binding
site. This polymorphism has been found
in Caucasians but it has not been studied
extensively and it is not known to influence
the binding of PrPC to protein X. A
fourth polymorphism is the deletion of a
single octarepeat (24 bp), which has been
found in 2.5% of Caucasians. In another
study of over 700 individuals, this single
octarepeat deletion was found in 1.0% of
the population.

Studies of Caucasian patients with sCJD
have shown that most are homozygous for
Met or Val at codon 129. This contrasts
with the general Caucasian population,
in which frequencies for the codon 129
polymorphism are 12% Val/Val, 37%
Met/Met, and 51% Met/Val. In contrast,
the frequency of the valine allele in
the Japanese population is much lower.
Heterozygosity at codon 129 is more
frequent in Japanese CJD patients (18%)
than in the general Japanese population,
in which the polymorphism frequencies
are 0% Val/Val, 92% Met/Met, and
8% Met/Val.
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While no specific mutations have been
identified in the PrP gene of patients with
sCJD, homozygosity at codon 129 is consis-
tent with the results of Tg mouse studies.
The finding that homozygosity at codon
129 predisposes to sCJD supports a model
of prion production that favors PrP in-
teractions between homologous proteins,
as appears to occur in Tg(SHaPrP) mice
inoculated with either hamster prions or
mouse prions, as well as in Tg(MHM2)
mice inoculated with ‘‘artificial’’ prions.

13
Infectious Human Prion Diseases

Prions from different sources have in-
fected humans. Human prions have been
transmitted to others both by ritualistic
cannibalism and iatrogenic means. Kuru
in the highlands of New Guinea was trans-
mitted by ritualistic cannibalism, as people
in the region attempted to immortalize
their dead relatives by eating their brains.
Iatrogenic transmissions include prion-
tainted human growth hormone (HGH)
and gonadotropin, dura mater grafts, and
corneal transplants from people who died
of CJD. In addition, CJD cases have been
recorded after neurosurgical procedures
in which ineffectively sterilized depth elec-
trodes or instruments were used.

13.1
Human Growth Hormone

More than 165 young adults have been
diagnosed with iatrogenic (i) CJD between
4 and 30 years after receiving HGH or
gonadotropin from cadaveric pituitaries.
The longest incubation periods (20 to
30 years) are similar to those associated
with more recent cases of kuru. Since 1985,
recombinant HGH produced in E. coli has

been used in place of cadaveric HGH. With
recombinant HGH, no cases of iCJD have
been identified.

13.2
Variant Creutzfeldt–Jakob Disease (vCJD)

In 1994, the first cases of CJD in teenagers
and young adults that were eventually
labeled variant (v) CJD occurred in Great
Britain. More than 150 teenagers and
young adults have died of vCJD in Britain,
Ireland, Italy, and France. While the
average age of vCJD patients is 26 years
of age, the youngest patient was 12 years
old and the oldest was 74 years of age. The
median duration of illness was 13 months,
with the range from 6 to 69 months.

In addition to the young age of these pa-
tients, vCJD is characterized by numerous
PrP amyloid plaques surrounded by a halo
of intense spongiform degeneration in
the brain. These unusual neuropathologic
changes have not been seen in CJD cases in
the United States, Australia, or Japan. Both
macaque monkeys and marmosets devel-
oped neurologic disease several years after
inoculation with bovine prions, but only
the macaques exhibited numerous PrP
plaques similar to those found in vCJD.

The majority of vCJD patients presented
with psychiatric symptoms, including dys-
phoria, withdrawal, anxiety, insomnia, and
loss of interest. Generally, neurologic
deficits did not appear until at least four
months later; these neurologic changes
consisted of memory loss, paresthesias,
sensory deficits, gait disturbances, and
dysarthria. To date, all vCJD cases have
been reported from Britain, except for six
cases in France, one in Italy, one in Ireland,
and one in the United States. The US case
is a 23-year-old woman, who is thought to
have been exposed to bovine prions while
living in Britain during the first 12 years of
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her life. From both epidemiologic and ex-
perimental studies, evidence is now quite
compelling that vCJD is the result of pri-
ons being transmitted from cattle with
BSE to humans through consumption of
contaminated beef products.

Studies of the prion diseases have taken
on new significance with the identifica-
tion of vCJD. The number of cases of
vCJD caused by bovine prions that will
occur in the years ahead is unknown.
Until more time passes, it will be im-
possible to assess the magnitude of this
problem. These tragic cases have gener-
ated a continuing discourse concerning
mad cows, prions, and the safety of the
human and animal food supplies through-
out the world. Untangling politics and
economics from the science of prions
seems to have been difficult in disputes
between Great Britain and other Euro-
pean countries over the safety of beef and
lamb products.

13.3
Transmission of vCJD Prions by Blood
Transfusion

vCJD has been identified in two patients
who received blood transfusions from
donors that later died of vCJD. In one
case, the recipient was a 69-year-old male
who was transfused 6.5 years before the
onset of neurologic dysfunction. His PrP
gene encoded Met/Met at position 129.
Many details of the second case are not
published but the patient is known to
have died of a non-neurologic disease.
While vCJD prions were found in the
spleen and cervical lymph nodes of this
patient, none were found in the brain.
The patient’s PrP gene encoded Met/Val
at position 129 and as such, is the first
heterozygous codon 129 human identified
with vCJD prions.

A glimpse of future vCJD cases caused by
prion-tainted transfused blood may come
from a survey of tissues collected during
appendectomies and tonsillectomies. This
UK survey reports that of the 12 674 appen-
dectomy specimens examined, three were
positive for PrPSc by immunohistochem-
istry. This finding argues that as many
as 3800 people in the United Kingdom
may be replicating vCJD prions in their
lymphoid tissues. Considering that im-
munohistochemistry is less sensitive than
Western immunoblotting, the number of
people with vCJD prions in their lymphoid
tissues may be substantially greater than
the above estimate.

14
Strains of Prions

That goats with scrapie can manifest
two different syndromes, one in which
the goats became hyperactive and the
other in which they became drowsy,
raised the possibility that strains of prions
might exist. Subsequent studies with mice
documented the existence of multiple
strains through careful measurements of
incubation times and the distribution of
vacuoles in the CNS.

The search for an explanation of how bio-
logical information encrypting the disease
phenotype could be enciphered within the
prion posed a conundrum. Many investi-
gators kept arguing for a small nucleic acid
but none could be found. Others argued
that this information must be enciphered
within the structure of PrPSc. The first
evidence supporting the hypothesis that
strain-specific information is enciphered
in PrPSc came from studies on prions caus-
ing TME, which were passaged into Syrian
hamsters. On serial passaging, two strains
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emerged: one strain (HY) produced hyper-
activity in Syrian hamsters and the other
(DY) was manifest as a drowsy syndrome,
as was seen with scrapie strains in goats.
The HY strain was similar to the Sc237
prion strain with respect to protease resis-
tance and sedimentation properties, while
the DY strain showed minimal protease re-
sistance and was less readily sedimented.

Because the HY and DY strains emerged
after passaging TME prions in Syrian ham-
sters, concern over the origin of these
strains made the conclusions somewhat
questionable. Because of such concerns,
a more convincing investigation came
from the transmission of FFI and fCJD
to Tg mice. In this study, two differ-
ent strains of prions were generated de
novo in patients with PrP gene muta-
tions and propagated in mice expressing
the chimeric MHu2MPrP transgene. Brain
homogenates of FFI and fCJD(E200K) pa-
tients transmitted disease to Tg(MHu2M)
mice approximately 200 days after inocula-
tion. The FFI inoculum induced formation
of a 19-kDa PrPSc fragment, as measured
by SDS-PAGE after limited proteolysis
and removal of Asn-linked carbohydrates;
in contrast, fCJD(E200K) produced a 21-
kDa PrPSc fragment. On second passage,
Tg(MHu2M) mice inoculated with FFI
prions showed an incubation time of
∼130 days and a 19-kDa PrPSc fragment
while those inoculated with fCJD(E200K)
prions exhibited an incubation time of
∼170 days and a 21-kDa PrPSc fragment.
The experimental data demonstrated that
MHu2MPrPSc can exist in two different
conformations, based on the sizes of the
protease-resistant fragments, within an
invariant amino acid sequence. The re-
sults of these studies argue that PrPSc

acts as a template for the conversion
of PrPC into nascent PrPSc. Imparting

the size of the protease-resistant frag-
ment of PrPSc through conformational
templating provides a mechanism for
both the generation and propagation of
prion strains.

In another set of studies, prions from cat-
tle with BSE and humans with vCJD were
used to demonstrate distinct prion strains
in humans expressing wt PrP, in contrast
to the studies described above with pri-
ons from patients harboring the E200K
mutation. Both BSE and vCJD prions
transmitted to Tg mice expressing BoPrP
but not to mice expressing either HuPrP or
MHu2MPrP. Moreover, sCJD, iCJD, and
fCJD(E200K) prions failed to transmit dis-
ease to Tg(BoPrP) mice after more than
500 days. These findings demonstrate the
prions that cause BSE and vCJD are simi-
lar, but distinct from those responsible for
sCJD, iCJD, and fCJD(E200K).

14.1
Isolation of New Strains

Additional evidence implicating PrP in the
phenomenon of prion strains comes from
studies on the interspecies transmission
of strains. Such studies were especially
revealing when mice expressing chimeric
hamster–mouse transgenes were used.
Evidence was obtained showing that new
strains pathogenic to Syrian hamsters
could be obtained from prion strains that
had been previously replicated by limiting
dilution in mice. Both the generation and
propagation of prion strains result from
interactions between PrPSc and PrPC.
Additionally, strains that were isolated
from different breeds of sheep with scrapie
and thought to be distinct were shown to
have identical properties. Such findings
argue for the convergence of some strains
and raise the issue of the limits of
prion diversity.



Prions 589

Studies with different strains of prions
propagated in Syrian hamsters and subse-
quently in Tg mice expressing MH2MPrP
are most illustrative with respect to the
isolation of new prion strains. These
Tg mice were inoculated with the two
prion strains, Sc237 and DY that had
been serially passaged in Syrian hamsters.
On first passage in Tg(MHM2)Prnp0/0

mice, the SHa(Sc237) prions exhibited
prolonged incubation times, typical of
a species barrier. On subsequent pas-
sage in Tg(MHM2)Prnp0/0 mice, the
MH2M(Sc237) strain showed a profound
shortening of incubation time. Moreover,
PrPSc of the MH2M(Sc237) strain pos-
sesses different structural properties from
PrPSc of the SHa(Sc237) strain, as demon-
strated by relative conformational stability
measurements. Conversely, transmission
of SHa(DY) prions to Tg(MHM2)Prnp0/0

mice did not encounter a species bar-
rier and the MH2M(DY) strain retained
the conformational and phenotypic prop-
erties of SHa(DY). These results extend
the findings described above for FFI and
fCJD(E200K) prions and contend that a
change in PrPSc conformation is inti-
mately associated with the emergence of a
new prion strain.

14.2
Interplay between the Species and Strains
of Prions

The recent advances in our understanding
of the role of the primary and tertiary
structures of PrP in the transmission of
disease have given new insights into the
pathogenesis of the prion diseases. The
amino acid sequence of PrP encodes the
species of the prion (Table 5), and the
prion derives its PrPSc sequence from the
last mammal in which it was passaged.
While the primary structure of PrP is

likely to be the most important or even
sole determinant of the tertiary structure
of PrPC, existing PrPSc seems to function
as a template in determining the tertiary
structure of nascent PrPSc molecules as
they are formed from PrPC. In turn, prion
diversity appears to be enciphered in the
conformation of PrPSc and prion strains
represent different conformers of PrPSc.
The total number of prion strains, that
is, different conformations of PrPSc, in
existence remains to be established.

15
Prion Diseases of Animals

The prion diseases of animals include
scrapie of sheep and goats, BSE, TME,
chronic wasting disease (CWD) of mule
deer and elk, feline spongiform en-
cephalopathy, and exotic ungulate en-
cephalopathy (Table 1).

15.1
PrP Polymorphisms in Sheep, Cattle, and
Elk

In 1962, Parry argued that host genes
were responsible for the development of
scrapie in sheep. He was convinced that
natural scrapie is a genetic disease that
could be eradicated by proper breeding
protocols. He considered its transmission
by inoculation of importance primarily
for laboratory studies and communicable
infection of little consequence in nature.
Other investigators viewed natural scrapie
as an infectious disease and argued that
host genetics only modulates susceptibility
to an endemic infectious agent.

In sheep, polymorphisms at codons
136, 154, and 171 of the PrP gene
that produce amino acid substitutions
have been studied with respect to the
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incidence of scrapie (Fig. 11). Studies
of natural scrapie in the United States
have shown that 85% of afflicted sheep
are of the Suffolk breed. Only those
Suffolk sheep homozygous for Gln (Q) at
codon 171 developed scrapie although
healthy controls with Gln/Gln, Gln/Arg,
and Arg/Arg genotypes were also found.
These results argue that susceptibility in
Suffolk sheep is governed by the PrP codon
171 polymorphism. As with the Suffolk
breed, the PrP codon 171 polymorphism
in Cheviot sheep has a profound influence
on susceptibility to scrapie, and codon 136
also modulates susceptibility but less so
than codon 171.

In contrast to sheep, different breeds of
cattle have no specific PrP polymorphisms.
The only polymorphism recorded in cattle
is a variation in the number of octarepeats:
most cattle, like humans, have five octare-
peats but some have six. However, the
presence of six octarepeats does not seem
to be overrepresented in BSE.

In studies of CWD, the susceptibility of
elk, but not deer, seems to be modulated
by codon 132, which corresponds to codon
129 in humans (Fig. 11). Elk with CWD
consistently express Met/Met at position
132; no elk with CWD expressing leucine
at this residue have been found.

15.2
Bovine Spongiform Encephalopathy

Prion strains and the species barrier are of
paramount importance in understanding
the BSE epidemic in Britain, in which it is
estimated that between one and two mil-
lion cattle were infected with prions. The
mean incubation time for BSE is approxi-
mately 5 years. Therefore, most cattle did
not manifest disease because they were
slaughtered between 2 and 3 years of age.

Nevertheless, more than 180 000 cattle, pri-
marily dairy cows, have died of BSE over
the past decade. BSE is a massive common-
source epidemic caused by meat and bone
meal (MBM) fed primarily to dairy cows.
MBM was prepared from the offal of
sheep, cattle, pigs, and chickens as a high-
protein nutritional supplement. In the late
1970s, the hydrocarbon-solvent extraction
method used in the rendering of offal be-
gan to be abandoned, resulting in MBM
with a much higher fat content. It is now
thought that this change allowed scrapie
prions from sheep to survive the rendering
process and to be passed into cattle. Al-
ternatively, bovine prions may have been
present at low levels prior to modifica-
tion of the rendering process and with
the processing change, survived in suffi-
cient numbers to initiate the BSE epidemic
when reintroduced into cattle through in-
gestion of MBM. Perhaps, a particular
conformation of BoPrPSc selected for heat-
resistance during the rendering process
and then reselected multiple times as cattle
infected by ingesting prion-contaminated
MBM were slaughtered and their offal ren-
dered into more MBM. Against the latter
hypothesis is the widespread geographi-
cal distribution of the initial 17 cases of
BSE throughout England, which occurred
almost simultaneously.

In July 1988, the practice of feeding
MBM to sheep and cattle was banned.
Although statistical analyses demonstrate
that the epidemic is disappearing as
a result of this ruminant feed ban,
reminiscent of the disappearance of kuru
in the Fore people of New Guinea, it
is unclear how many current cases of
BSE are due to infection and how many
arise spontaneously. In 2003, there were
1390 cases of BSE; how many were due
to tainted feed is unknown. Although
evidence of a preexisting prion disease of
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cattle, either in Great Britain or elsewhere,
is scant, an outbreak of TME in Wisconsin
has been cited as evidence for sporadic
BSE. Moreover, the formation of synthetic
prions from wt PrP argues that any
mammal expressing PrPC can produce
prions spontaneously.

The origin of BSE prions cannot be
determined by examining the amino
acid sequence of PrPSc from cattle with
BSE because it has the bovine sequence
regardless of whether the initial prions
originated from sheep or cattle. The bovine
PrP sequence differs from that of sheep at
seven or eight positions.

Brain extracts from cattle with BSE
cause disease in cattle, sheep, mice, pigs,
and mink after intracerebral inoculation,
but prions in brain extracts from sheep
with scrapie fed to cattle produced an
illness substantially different from BSE.
However, no exhaustive effort has been
made to test different strains of sheep
prions or to examine the disease following
bovine-to-bovine passage.

15.3
Monitoring Cattle for BSE Prions

Although no reliable, specific test for prion
disease in live animals is available, im-
munoassays for PrPSc in the brainstems
of cattle currently provide the best avail-
able approach for preventing BSE prions
from entering the human food supply.
Determining how early in the incubation
period PrPSc can be detected by immuno-
logical methods is now possible because a
reliable bioassay is now available with the
creation of Tg(BoPrP)Prnp0/0 mice. Prior
to the construction of Tg(BoPrP)Prnp0/0

mice, cattle were used for bioassays of
bovine prions. In a very limited study us-
ing cattle bioassays, bovine prions were
undetectable in the obex of the brainstem

until 26 months after oral inoculation. In
these studies, prion infectivity was de-
tected much earlier in the lymphoid tissue
of the distal ileum.

Prior to development of Tg(BoPrP)
Prnp0/0 mice, non-Tg mice inoculated
intracerebrally with BSE brain extracts
required more than 300 days to develop
disease. Generally, many of the inoculated
mice fail to develop prion disease. It is
noteworthy that a highly stable, mouse
prion strain denoted 301V was derived
by passage of BSE inocula into non-Tg
Prnpb/b mice.

Both Western blots and ELISA tests are
currently used in the postmortem evalua-
tion of bovine brainstems. As configured,
these tests are quite insensitive. The CDI,
whose sensitivity is superior to conven-
tional Western blots and ELISAs, offers a
new approach to measuring PrPSc in tis-
sues. The sensitivity of the CDI for BSE
prions was found to be similar to that of
bioassays using Tg(BoPrP)Prnp0/0 mice.
These studies suggest that the CDI may be
able to detect BSE prions in asymptomatic
cattle even when titers are quite low.

15.4
Compelling Evidence of Transmission of
Bovine Prions to Humans

The restricted geographical occurrence
and chronology of vCJD raise the possibil-
ity that BSE prions have been transmitted
to humans. That only ∼150 vCJD cases
have been recorded and the incidence has
remained relatively constant made estab-
lishing the origin of vCJD difficult. No
set of dietary habits distinguishes vCJD
patients from apparently healthy people.
Moreover, there is no explanation for the
predilection of vCJD for teenagers and
young adults. Why have older individuals
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not developed vCJD-based neuropatho-
logic criteria? It is noteworthy that epi-
demiologic studies over the past three
decades have failed to find evidence of
transmission of sheep prions to humans.
Attempts to predict the future number
of cases of vCJD, assuming exposure to
bovine prions prior to the offal ban, have
been uninformative because so few cases
of vCJD have occurred. Are we at the be-
ginning of a prion disease epidemic in
Britain, as seen for BSE and kuru, or will
the number of vCJD cases remain small, as
seen with iCJD caused by cadaveric HGH?

Recent studies of PrPSc from brains of
patients who died of vCJD show a PrP
glycoform pattern different from those
found for sCJD and iCJD. The utility of
measuring PrP glycoforms is questionable
in trying to relate BSE to vCJD because
PrPSc is formed after the protein is gly-
cosylated and enzymatic deglycosylation
of PrPSc requires denaturation. More-
over, synthetic prions have been formed
from unglycosylated recMoPrP(89–230),
demonstrating that glycosylation is unnec-
essary for prion formation.

Prior to the investigations recorded be-
low laboratory studies were unconvincing
in establishing a relationship between the
conformations of PrPSc from cattle with
BSE and those from humans with vCJD.
Perhaps slightly more persuasive is the
relationship demonstrated between vCJD
and BSE based on similar incubation
times in non-Tg RIII mice, of ∼310 days
after inoculation with human vCJD or
bovine BSE prions. But such studies suf-
fer from transmission of both BSE and
vCJD prions to a heterologous host, that is,
non-Tg mice expressing MoPrPC. Using
Tg mice, as was done for strains gener-
ated in the brains of patients with FFI or
fCJD, compelling evidence for the trans-
mission of bovine prions to humans was

found. BSE prions transmitted to all inocu-
lated Tg(BoPrP) mice after ∼240 days but
not to Tg mice expressing either HuPrP
or MHu2MPrP. On second passage to
Tg(BoPrP)Prnp0/0 mice, the incubation
time was unaltered, demonstrating the
complete absence of a species barrier.
Similar to BSE prions, vCJD prions trans-
mitted readily to Tg(BoPrP)Prnp0/0 mice,
with a slightly longer incubation time
of ∼270 days, but poorly to Tg(HuPrP)
and Tg(MHu2M) mice. Moreover, sCJD,
iCJD, and fCJD(E200K) prions failed to
transmit disease to Tg(BoPrP) mice af-
ter more than 500 days. On second pas-
sage of vCJD prions to Tg(BoPrP)Prnp0/0

mice, the incubation time was reduced
to ∼225 days, demonstrating a small but
expected species barrier. These findings
argue that the strain-specific PrPSc con-
formations from BSE and vCJD prions
are quite similar despite substantial dif-
ferences in the amino acid sequences of
BoPrP and HuPrP. Clearly, the confor-
mation of HuPrPSc(vCJD) makes these
prions much more readily transmittable
to Tg(BoPrP)Prnp0/0 mice than to either
Tg(HuPrP)Prnp0/0 or Tg(MHu2M)Prnp0/0

mice.

15.5
Chronic Wasting Disease

Mule deer, white-tailed deer, and elk have
been reported to develop CWD, which is
unique among the prion diseases because
it seems to be far more communicable
than scrapie, BSE, or TME; moreover, it
is the only prion disease known in free-
ranging animals. CWD was first described
in 1967 and reported to be a spongi-
form encephalopathy in 1978 based on
histopathology in the brain. CWD has
been found in the United States, Canada,
and South Korea. In the United States,
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CWD has been reported in Colorado,
Wyoming, South Dakota, Nebraska, Okla-
homa, Montana, New Mexico, Minnesota,
and Wisconsin. In captive cervid herds, up
to 90% of mule deer have been reported
to be positive for prions and up to 60%
of elk in Colorado and Wyoming develop
CWD. Moreover, the incidence of CWD
in cervids living in the wild has been esti-
mated to be as high as 15%. The mode of
transmission of CWD prion among mule
deer, white-tailed deer, and elk is unre-
solved but contamination of grass with
prions excreted in fecal matter seems to be
a likely source. The high content of PrPSc

in the intestinal lymphoid tissue of cervids
with CWD supports such a scenario.

Brain homogenates from mule deer with
CWD have transmitted disease to 4 of
13 cattle after intracerebral inoculation.
These findings are particularly important
because there is great concern that CWD
prions might be transmitted to cattle
grazing in contaminated pastures. In
addition, CWD has been transmitted to
ferrets, mink, squirrel monkeys, goats,
and mice after intracerebral inoculation;
however, only mule deer demonstrate
efficient transmission of CWD prions
by intracerebral inoculation. To date,
endpoint titrations of CWD prions have
not been performed in mule deer and Tg
mice susceptible to CWD prions have not
been developed, but the CDI has been
adapted to measure CWD prions rapidly.

16
Fungal Prions

Although prions were originally defined
in the context of an infectious pathogen,
it is now becoming widely accepted
that prions are elements that impart

and propagate variability through mul-
tiple conformers of a normal, cellular
protein. It is likely that such a mech-
anism will not be restricted to a sin-
gle class of transmissible pathogens. In-
deed, it is probable that this original
definition will need to be extended to
encompass other situations in which a
similar mechanism of information trans-
fer occurs. Two notable prion-like deter-
minants, [URE3] and [PSI], have been
described in yeast and another prion-
like determinant has been reported in
other fungi.

16.1
Yeast Prion Domains

In both [PSI] and [URE3], the ‘‘functional’’
determinants have been mapped to the
C-terminal region of the protein, distinct
from the ‘‘prion’’ domain, which com-
prises the N-terminal residues 65 and
114 of Ure2p and Sup35p, respectively.
Although neither of the prion domains
displays sequence identity either to each
other or to PrP, the N-terminal regions of
both Sup35p and mammalian PrP con-
tain short repeated sequence elements:
PQGGYQQYN in Sup35p and PHGGG-
WGQ in PrP. Interestingly, when the prion
domains of both Sup35 and Ure2p are
expressed in E. coli and purified, they
polymerize spontaneously into amyloid-
like fibrils. Polymerization of the prion
domains of both Sup35 and Ure2p are
able to create [PSI] and [URE3] states in
yeast, respectively.

16.2
Dependence of Yeast Prions on Molecular
Chaperones

The intrinsic power of the yeast genetic
system has provided striking evidence of



594 Prions

the involvement of chaperones in the
propagation of yeast [PSI] ‘‘prions.’’ A
genetic screen for factors that suppress the
[PSI] phenotype resulted in the isolation
of a single suppressor plasmid, which was
found to contain the chaperone Hsp104.
Furthermore, propagation of [PSI] was
eliminated by either overproduction or
absence of Hsp104, and treatment of cells
with guanidine or UV light led to induction
of Hsp104. The significance of Hsp104 is
unclear because no published data exist
to indicate that [URE3] utilizes Hsp104;
furthermore, overexpression of Sup35 at
high levels can induce [PSI] in the absence
of Hsp104.

16.3
Differences between Yeast and Mammalian
Prions

A wealth of studies has established the
concept of fungal prions. While fungal
prions are produced in the cytoplasm,
mammalian prions are produced within
cholesterol-rich microdomains on the sur-
face of cells called rafts or CLDs. Whether
the process of fungal and mammalian
prion replication are fundamentally dif-
ferent or quite similar remains to be
established. It seems likely that many
more similarities than differences will
emerge because distinct strains of both
fungal and mammalian prions seem to
represent different conformations of a
particular protein. This finding neces-
sitates a mechanism by which a par-
ticular conformation can be templated
and reproduced with a high degree
of fidelity.

Interestingly, the prion state in yeast
is proposed to be functionally inert in
the case of both [PSI] and [URE3] and
produces the same phenotype as inactiva-
tion of the maintenance gene. In contrast,

prion diseases in mammals cannot be ex-
plained simply by the loss of function
of PrP because ablation of the PrP gene
does not as yet have a detectable deleteri-
ous effect.

17
Prion Diseases are Disorders of Protein
Conformation

The study of prions has followed several
unexpected directions over the past three
decades. The discovery that prion diseases
in humans are uniquely genetic and
infectious has greatly strengthened and
extended the prion concept. To date,
more than 30 different mutations in
the human PrP gene, all resulting in
nonconservative substitutions have been
found either to be linked genetically to
or to segregate with the inherited prion
diseases (Fig. 11).

Understanding how PrPC unfolds and
refolds into PrPSc will be of paramount
importance in transferring advances in
the prion diseases to studies of other
degenerative illnesses. The mechanism
by which PrPSc is formed must involve
a templating process in which existing
PrPSc directs the refolding of PrPC into
nascent PrPSc with the same conforma-
tion. Undoubtedly, molecular chaperones
of some type participate in a process that
appears to be associated with CLDs on the
cell surface.

Studies of prions in fungi have been
extremely helpful in establishing the prion
concept. In the case of yeast, Sup35 and
Ure2p fold into alternative conformations
that create the new metabolic states [PSI]
and [URE3], respectively. Whether PrPSc in
mammals represents a misfolded protein
or an alternatively folded protein, as with
yeast prions, remains to be established.
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18
Prevention and Therapeutics for Prion
Diseases

Because people at risk for inherited prion
diseases can now be identified decades
before neurologic dysfunction is evident,
the development of an effective therapy
for these fully penetrant disorders is
imperative. Although it is difficult to
predict the number of individuals who
may develop neurologic dysfunction from
bovine prions in the future, seeking an
effective therapy now seems most prudent.
Interfering with the conversion of PrPC

into PrPSc would seem to be the most
attractive therapeutic target.

Defining the pathogenesis of prion dis-
ease is an important issue with respect to
developing an effective therapy. The issue
of whether large aggregates of mispro-
cessed proteins or misfolded monomers
(or oligomers) cause CNS degeneration
has been addressed in several studies of
prion diseases in humans as well as in
Tg mice. In humans, the frequency of
PrP amyloid plaques varies from 100%
in GSS and vCJD to ∼70% in kuru and
∼10% in sCJD, arguing that these plaques
are a nonobligatory feature of the disease.
In Tg mice expressing both MoPrP and
SHaPrP, animals inoculated with ham-
ster prions produced hamster prions and
developed amyloid plaques composed of
SHaPrPSc. In contrast, Tg mice inoculated
with mouse prions did not develop plaques
even though they produced mouse prions
and died of prion disease.

18.1
Prion Therapeutics

Various compounds have been proposed
as potential therapeutics for treatment of
prion diseases; these include polysulfated

anions, dextrans, Congo red dye, oligonu-
cleotides, and cyclic tetrapyrroles, all of
which have been shown to increase sur-
vival time when given prior to prion
infection in rodents, but not when admin-
istered a month or more after infection has
been established.

Besides studies in rodents, ScN2a cells
chronically infected with scrapie prions
have been used to identify several can-
didate antiprion drugs but none have
been shown to be effective in halting
prion diseases in either animals or hu-
mans. Structure-based drug design based
on dominant-negative inhibition of prion
formation has produced several lead com-
pounds. Prion replication depends on pro-
tein–protein interactions and a subset of
these interactions gives rise to dominant-
negative phenotypes produced by single
residue substitutions. A particularly in-
teresting set of drugs is the branched
polyamines, or dendrimers, which en-
hance the clearance of PrPSc from cells.
While these compounds cure cultured cells
of prion infection, they have not been
successfully deployed in mice because
of difficulties in delivering such highly
charged compounds to the CNS.

18.1.1 Quinacrine and other Acridine
Derivatives
Tricyclic derivatives of acridine exhibit
half-maximal inhibition of PrPSc forma-
tion at effective concentrations (IC50)
between 0.3 µM and 3 µM in cultured
ScN2a cells. The IC50 for chlorpromazine
was 3 µM while quinacrine was 10 times
more potent. A variety of 9-substituted,
acridine-based analogs of quinacrine were
synthesized, which demonstrated variable
potencies similar to chlorpromazine and
emphasized the importance of the side
chain in mediating the inhibition of PrPSc
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formation. These studies showed that tri-
cyclic compounds with an aliphatic side
chain at the middle ring moiety con-
stitute a new class of antiprion agents.
Because quinacrine and chlorpromazine
have been used for many years in humans
as antimalarial and antipsychotic drugs,
respectively, and are known to penetrate
the blood-brain barrier (BBB), these com-
pounds became immediate candidates for
the treatment of CJD and other human
prion diseases.

An asymmetric carbon in the side chain
of quinacrine creates two stereoisomers.
(S)-Quinacrine is two to three times
more potent than the (R)-quinacrine
enantiomer in cultured cells. Whether
the use of (S)-quinacrine in place of the
racemic mixture will allow significantly
more drug to be given remains to be
established. Studies performed almost six
decades ago in humans demonstrated that
(S)-quinacrine is selectively metabolized
and that (R)-quinacrine remains intact.
Whether (R)-quinacrine or the metabolites
of (S)-quinacrine are responsible for the
side effects recorded in patients receiving
the racemic mixture is unknown. Side
effects of quinacrine include liver toxicity,
cardiomyopathy, and toxic psychoses.

18.1.2 Anti-PrP Antibodies
A panel of recombinant antibody frag-
ments (recFabs), recognizing different epi-
topes on PrP, was studied with respect to
inhibition of prion propagation in cultured
ScN2a cells. Recombinant Fabs binding to
PrPC on the cell surface inhibited PrPSc

formation in a dose-dependent manner. In
ScN2a cells treated with the most potent
recFab D18, prion replication was com-
pletely abolished and preexisting PrPSc

rapidly cleared, suggesting that this an-
tibody may cure established infection. The
activity of recFab D18 is associated with

its ability to recognize more completely
the total population of PrPC molecules on
the cell surface than other recFabs and
with the location of its epitope on PrPC.
In other studies, a monoclonal antibody,
pH4, which is thought to bind to the same
region of PrP as recFab D18, was found to
inhibit prion accumulation in ScN2a cells.

Whether antibodies or Fabs can be
effectively administered to humans for the
prevention and treatment of prion diseases
is unclear. Neither antibodies nor Fabs
cross the BBB in high concentration so
that delivery of these proteins to the CNS
remains a critical issue.

It is notable that anti-PrP antibodies de-
livered by transgenetics or by injection
were successful in blocking prion replica-
tion in mice inoculated intraperitoneally.
The same anti-PrP antibodies were inef-
fective in treating prion infection initiated
by intracerebral inoculation.

18.2
Dominant-negative Sheep

The production of domestic animals that
do not replicate prions may also prove to
be a practical way to prevent prion disease.
Sheep encoding Arg/Arg at polymorphic
position 171 seem resistant to scrapie;
presumably, this was the genetic basis
of Parry’s scrapie eradication program in
Great Britain 30 years ago. A more effec-
tive approach applying dominant-negative
inhibition for producing prion-resistant
domestic animals, including sheep and
cattle, is probably the expression of PrP
transgenes encoding K219 and/or R171
(Fig. 11). Such an approach has been eval-
uated in Tg mice and shown to be effective.
In fact, the replacement of all sheep with
Arg/Arg at codon 171 is underway in
the Netherlands. Such an approach can
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be instituted by artificial insemination us-
ing sperm from males homozygous for
Arg/Arg at residue 171.

In comparison, a less practical approach
is the production of PrP-deficient cattle and
sheep. Although such animals would not
be susceptible to prion disease, they might
suffer some deleterious effects from the
ablation of the PrP gene.

19
Some Principles of Prion Biology

Many principles of prion replication are
clearly unprecedented in biology. As such,
it is not surprising that some of these
principles have been slow to be embraced.
Although prion replication resembles vi-
ral replication superficially, the underlying
principles are quite different. For exam-
ple, in prion replication, the substrate is
a host-encoded protein, PrPC, which un-
dergoes modification to form PrPSc, the
only known component of the infectious
prion particle. In contrast, viruses carry a
DNA or RNA genome that is copied and
directs the synthesis of most, if not all,
of the viral proteins. The mature virion
consists of a nucleic acid genome sur-
rounded by a protein coat, whereas a prion
appears to be composed of a dimer of
PrPSc. When viruses pass from one species
to another, they often replicate without
any structural modification, whereas pri-
ons undergo a profound change. The prion
adopts a new PrP sequence, which is en-
coded by the PrP gene of the current
host. That change in amino acid sequence
can result in a restriction of transmission
for some species while making the new
prion permissive to others. In viruses,
different properties exhibited by distinct
strains are encoded in the viral genome,

whereas in prions, strain-specific proper-
ties are enciphered in the conformation of
PrPSc.

19.1
Implications for Common
Neurodegenerative Diseases

Understanding how PrPC unfolds and
refolds into PrPSc may also open new ap-
proaches to deciphering the causes of and
to developing effective therapies for some
common neurodegenerative diseases, in-
cluding Alzheimer’s disease, Parkinson’s
disease, and amyotrophic lateral scle-
rosis (ALS). Whether or not therapies
designed to prevent the conversion of
PrPC into PrPSc will be effective in
these more common neurodegenerative
diseases is unknown. Alternatively, devel-
oping a therapy for the prion diseases
might provide a blueprint for design-
ing somewhat different drugs for these
common disorders. Like the inherited
prion diseases, subsets of Alzheimer’s
disease and ALS are caused by muta-
tions that result in nonconservative amino
acid substitutions in proteins expressed in
the CNS.

As knowledge about prions continues
to expand, our understanding of how
prions replicate and cause disease will
undoubtedly evolve. It is important to
add that many of the basic principles of
prion biology are becoming increasingly
well understood.

See also Alzheimer’s Disease; Mo-
tor Neuron Diseases: Cellular and
Animal Models; Motor Neuron
Diseases: Molecular Mechanism,
Pathophysiology, and Treatments.
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Apoptosis
A physiological cell-suicide process whose mechanism is shared among the metazoans.

Bcl-2
An apoptosis inhibitory protein whose gene is often translocated in follicular
lymphoma.

Caspase
A family of cysteine proteases that cleave their substrates after aspartic-acid residues.

Death Receptor
Members of the tumor necrosis factor (TNF) receptor family that send proapoptotic
signals when ligated.

IAP
Member of the inhibitor of apoptosis protein family.

p53
A tumor-suppressor gene that is commonly mutated in human cancers.

Programmed Cell Death
Cell death carried out by a physiological process whose role is to cause the death of
the cell.

� Apoptosis is a physiological process of cell suicide that is implemented by activation
of latent proteases that demolish vital cellular constituents. Apoptosis is used to
sculpt the body during development, to maintain constant cell number by balancing
cell production by mitosis, and to remove cells that are damaged or infected. Failure
of cells to undergo apoptosis can lead to cancer and autoimmune disease, and
inappropriate apoptosis may contribute to or cause organ damage in degenerative
disease and ischemic vascular injury.
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1
Introduction

All cells are mortal, and they can die in
a number of ways. Cells may be killed if
exposed to a physical insult, drug, toxin, or
abnormal gene product that interferes with
a process required for ongoing survival,
or if they fail to receive the nutrients
needed to maintain their metabolism.
In vertebrates, this kind of cell death is
relatively uncommon under physiological
conditions. By far, the most common
way by which cells die is by activating
a physiological, genetically programmed,
suicide mechanism (Fig. 1).

Physiological cell death – in which a cell
dies by activating an endogenous process
whose role is to kill the cell – has been
observed in most multicellular organisms
and some single-celled organisms. In
single-celled organisms, it is used as a
contingent strategy to protect a group of
individuals by limiting spread of infection
or by reducing the consumption of limited
resources. In multicellular organisms, cell
death is programmed to occur in particular
cells in particular circumstances.

Animal cells undergoing physiological
cell death typically exhibit an appearance
that has been termed apoptosis. Apop-
totic features include shrinkage of the
cell, appearance of blebs in the plasma
membrane, and condensation of the chro-
matin against the nuclear membrane. In
culture, apoptotic cells subsequently lose
the integrity of their plasma membranes,
whereas within a tissue of an animal, apop-
totic cells are rapidly engulfed by other cells
and degraded in their lysosomes.

The molecular mechanism of apopto-
sis is shared amongst the metazoans.
Although defensive (against pathogens)
and developmental cell death occur com-
monly in plants, and some of the signaling

pathways that regulate these processes re-
semble those found in apoptosis signaling
in animals, the effector mechanism of
physiological cell death in plants and ani-
mals appears to be different.

The key event in apoptosis is activation
of a family of latent proteases, termed
caspases. Numerous control and signaling
pathways exist so that cells undergo
apoptosis in response to developmental
cues, at the appropriate time.

As well as being important for devel-
opment and homeostasis of cell number,
apoptosis is also involved in many disease
processes, such as removal of infected or
damaged cells. An increase or a decrease
in the amount of apoptosis has been ob-
served in many diseases. In some cases,
defects in apoptosis signaling are the pri-
mary cause of disease, whereas, in other
cases, the appearance of apoptotic cells is
a consequence of the disease process.

A detailed understanding of apoptosis is
important because it may allow develop-
ment of new therapies to treat diseases in
which cells die inappropriately or in which
they fail to die when they should.

2
Mechanisms of Apoptosis

2.1
Effector Mechanism

The key event in apoptosis is the cleavage
of intracellular proteins by a family
of aspartate-specific cysteine proteases,
termed caspases. Caspases exist within
healthy cells as zymogens. Once activated,
they cleave other proteins within the cell,
after particular aspartic-acid residues. If
enough of a protein required for a cell to
maintain viability is cleaved, the cell will
die. Within the tissues of animals, cells
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Physiological death signalsToxins, physical insults

Cellular metabolism

Cell death

Damage sensors Receptors

Apoptosis

Stress responses

Cell death

Fig. 1 All cells are mortal and can be
killed if a vital metabolic process is
blocked. If this process is only partially
inhibited, a cell may detect the damage
and mount a number of stress
responses. Some of these responses
protect the cell and repair the damage;
however, cells may also respond to
stress by committing suicide. Animal
cells can activate their apoptotic
cell-death mechanism either as a stress
response or under normal physiological
conditions to aid in development or to
maintain homeostasis of cell number.
Cells dying following noxious stimuli
can simultaneously exhibit apoptotic
and necrotic changes.

undergoing apoptosis are rapidly engulfed
by neighboring cells or by specialist
migratory phagocytic cells.

2.1.1 Caspases
Caspases are one of about 20 different
classes of cysteine proteases, all of which
cause cleavage of the peptide bond using
catalytic cysteine and histidine residues.
Caspases are intracellular endopeptidases
that cleave their substrates, after aspartic-
acid residues.

Mammals have genes for about 12
caspases. Some, such as caspases 1, 4,
and 5 in humans and 1, 11, and 12
in mice, have roles in innate immu-
nity by cleaving, and thereby activating
prointerleukin 1β, but it is possible that
these enzymes also function in apop-
tosis. Caspase-14 is thought to play a
role in keratinocyte differentiation, but
all other caspases (3, 6, 7, 8, 9, and hu-
man 10) are thought to be critical only for
apoptosis.

As with all cysteine proteases, during
proteolysis, the sulfur of the catalytic
cysteine in caspases acts as a nucleophile,
forming a thiol ester with the carbon
of the substrate peptide bond, and then,

the catalytic histidine provides a hydrogen
to the nitrogen that follows, allowing
separation of the peptide bond.

What makes caspases different from
other cysteine proteases is the scaffold they
use to align their substrate and to promote
catalysis. These differences also account
for the differences in substrate preference
between individual caspases. While they all
cleave after aspartic-acid residues, and they
all prefer small residues such as glycine,
serine or alanine to follow the aspartic
acid, they show specific preferences for the
P4–P2 residues. Caspase 3, for example,
prefers to cleave substrates with an
acidic P4 residue (e.g. . . .DEVD*G. . .),
whereas caspase 9 prefers an aliphatic P4
(e.g. . .IETD*G. . .).

Caspases are synthesized as single-
chain proenzymes (zymogens) that con-
tain small (p10) and large (p20) subunits.
The large subunit bears the catalytic cys-
teine and histidine residues, and residues
in the small subunit help define substrate
specificity.

Mammalian caspases can be grouped
into two different classes on the basis of
their substrate preferences, structure, and
mode of activation.
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The ‘‘downstream’’ or ‘‘effector’’ cas-
pases 3, 6, and 7 account for most of
the proteolytic activity in apoptotic cells.
They have short prodomains at their
amino-termini and are activated following
cleavage of their zymogen forms by the
‘‘upstream’’ or ‘‘initiator’’ caspases (cas-
pases 1, 2, 4, 5, 8, 9, 10, 11, and 12). In
nonapoptotic cells, the effector caspases
exist as dimers with very low zymogen
activity. The two polypeptide chains that
make up this dimer form catalytic sites in
cis position once the flexible linkers that
connect the small and large subunits of the
monomers is cut by another caspase. The
active form of effector caspases is a hetero-
tetramer with two small (p10) subunits
and two large (p20) subunits and two ac-
tive sites. Thus, for effector caspases, their
processing correlates well with their activ-
ity, and they are activated by proteolytic
processing by an ‘‘upstream’’ or ‘‘initia-
tor’’ caspase.

The ‘‘upstream’’ or ‘‘initiator’’ caspases
(1, 2, 4, 5, 8, 9, 10, 11, and 12) exist as
monomers in nonapoptotic cells. They
have long amino-terminal prodomains
bearing protein-interaction motifs, either
CARDs (caspase recruitment domains) or

DEDs (death effector domains), that al-
low them to bind to similar domains
on caspase-activating adaptor molecules.
Adaptor proteins promote activation of
initiator caspases by inducing their dimer-
ization or multimerization. Unlike the
effector caspases, the initiator caspases do
not need to be proteolytically processed
in order to have significant activity. Nev-
ertheless, once dimerized and activated,
they can autoprocess, and this is thought
to result in enhanced initiator-caspase ac-
tivation. In addition, initiator caspases can
be activated when cleaved by effector cas-
pases, allowing a feed-forward cycle of
caspase activation (Fig. 2).

2.1.2 Caspase Substrates
Several hundred potential caspase sub-
strates have been identified by adding
active caspases to cell extracts in vitro
and by proteomic analysis of extracts of
cells undergoing apoptosis. Currently, it
is unclear which of these proteins must
be cleaved for a cell to die, but cleav-
age of some cells has been shown to be
important for some of the morphological
or biochemical changes associated with

Procaspase 9

Apaf-1

Active caspase 9

Procaspase 3 Active caspase 3

Procaspase 8

FADD

Active caspase 8

Fig. 2 Upstream caspases such as caspase 8 and caspase 9 are
activated by dimerization induced by the adaptors FADD and Apaf-1
(dashed lines). These caspases can then cleave and activate downstream
caspases such as caspase 3. Active, processed caspase 3 can feed back to
cleave and activate further caspase 8 and caspase 9 (dotted lines).
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apoptosis, such as membrane blebbing or
DNA degradation.

Inhibitor of caspase activated DNAse
(ICAD), for example, functions as a chaper-
one and inhibitor of the latent endonucle-
ase CAD (caspase activated DNAse). After
ICAD is cleaved by caspases, active CAD
is liberated, which digests the cell’s DNA.
Cleavage of the Rho effector protein ROCK
I by caspases generates a truncated ac-
tive form that has been reported to be
responsible for membrane blebbing seen
in apoptosis.

2.1.3 Caspase Adaptor Proteins
Apaf-1 is the adaptor protein responsible
for activating caspase 9. ‘From the close
similarity of mice deficient in caspase
9 with those deficient in Apaf-1, it is
apparent that Apaf-1 is the main, if not
the only, activator of caspase 9, and that
Apaf-1 does not activate other caspases’?
Apaf-1 bears a CARD domain that enables
it to bind to the CARD of caspase 9. It
also bears a nucleotide-binding P loop
and a number of WD40 repeats. Apaf-1 is
activated by binding to cytochrome c and
dATP, and then, together with caspase 9,
it aggregates into a large molecular-weight
complex known as the ‘‘apoptosome.’’ The
apoptosome then recruits and activates
caspase 3.

FADD is the adaptor responsible for acti-
vating caspase 8. Recruitment of FADD to
aggregated members of the tumor necrosis
factor (TNF) receptor family, which have
an intracellular death domain (DD) (e.g.
TNFR1, Fas and TRAIL receptors), occurs
via DDsin FADD and results in formation
of a complex known as the DISC (death
inducing signaling complex). Within the
DISC, FADD aggregates caspase 8 (and
in humans, also caspase 10) through an
interaction involving the DED of FADD
and the two DEDs of procaspase 8 (or 10).

The caspase then dimerizes, activates, and
autoprocesses.

2.2
Control of Apoptosis

2.2.1 IAPs
Cell death can be controlled at multi-
ple levels. For example, caspases can be
controlled even after they are activated
by the inhibitor of apoptosis (IAP) pro-
teins. Four members of the IAP family,
XIAP, cIAP1, cIAP2 and ML-IAP, have
been shown to bind to and inhibit cas-
pases, although XIAP has been the most
extensively studied.

All the IAPs bear one to three copies
of a domain, termed a BIR (baculoviral
IAP repeat), that is a zinc-binding fold.
Each of the antiapoptotic IAPs also carries
a RING finger, another zinc-binding
domain that allows IAPs to act as ubiquitin
E3 ligases. Using their RING domains,
IAPs can ubiquitinate themselves and
other interacting proteins, targeting them
for degradation by the proteasome.

XIAP, which has 3 BIRs, can inhibit
apoptosis by binding to the catalytic
sites of active caspases 3 and 7, via a
region just amino-terminal to BIR2. XIAP
can also bind via the core of BIR3 to
the processed active caspase 9, thereby
inhibiting it. Although XIAP binds to and
inhibits caspases with high affinity, and
can potently inhibit apoptosis of cultured
cells exposed to certain stress stimuli,
it has not yet been shown to confer
long-term survival. Moreover, no major
phenotype has been detected in those mice
in which XIAP is deleted. It is, however,
possible that IAPs have essential but
overlapping functions in mammals, and
interesting phenotypes may only appear
in mice lacking two or more of these
proteins.
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2.2.2 IAP Antagonists
It has been clearly demonstrated that
regulation of apoptosis by IAPs is very im-
portant in the fly, Drosophila melanogaster.
Deletion of DIAP1 results in early embry-
onic lethality with massive apoptosis. In
Drosophila, IAPs are themselves controlled
by the proapoptotic IAP inhibitors, HID,
Reaper, Grim, and Sickle, each of which
bind to the core of BIR3 of DIAP1 to
liberate active caspases. Two mammalian
proteins, Smac/Diablo and HtrA2/Omi,
have been identified that can bind to mam-
malian IAPs in a similar way and displace
active caspases in vitro. Unlike the insect
IAP antagonists, which are located in the
cytoplasm, Smac/Diablo and HtrA2/Omi
normally reside in the mitochondria such
that they are only able to bind to IAPs and
release caspases once the mitochondria
are disrupted (Fig. 3). This may indicate
that these mammalian IAP-binding pro-
teins may regulate a caspase amplification
mechanism rather than the initiation of
the caspase cascade. Furthermore, unlike
the insect IAP antagonists, Smac/Diablo
is dispensable for normal development
as Smac/Diablo-deficient mice are phe-
notypically normal and the primary role
of HtrA2/Omi is to degrade or refold
misfolded mitochondrial proteins, rather
than to regulate apoptosis. As mentioned
above, this may indicate that multiple IAP
inhibitors have essential but overlapping
functions in mammalian development.

2.2.3 Bcl-2 Protein Family
In addition to being controlled after their
activation by IAPs, caspases are subject
to regulation of their activation. Bcl-2, the

product of a gene frequently translocated
in human follicular center lymphoma, was
initially identified as an inhibitor of cell
death because it could prevent apoptosis
of growth-factor-dependent cells deprived
of cytokine. Three groups of Bcl-2-like pro-
teins, all of which share one or more
Bcl-2 homology (BH) domains, have now
been identified. Some members, including
mammalian Bcl-2, Bcl-xL, Bcl-w, A1/Bfl1,
Mcl-1, Boo/Diva, Caenorhabditis elegans
CED-9, and certain viral homologs such
as adenovirus E1B19kD and Epstein Barr
virus BHRF1, inhibit apoptosis. Bax, Bak,
and Bok/Mtd share extensive sequence (2
or 3 BH domains) and structural homology
with their prosurvival relatives, but they
promote apoptosis and are essential for
programmed apoptosis in a wide variety
of circumstances. The third group, whose
similarity is confined to a single BH3
domain (hence their name ‘‘BH3-only pro-
teins’’), are also apoptosis promoters and
are required for programmed cell death
in response to many stimuli. This group
includes proteins such as mammalian Bid,

Fig. 3 IAPs can inhibit activated
caspases, but they can be antagonized
by proteins released from the
mitochondria, such as Smac/Diablo
and HtrA2/Omi.

Apaf-1

Mitochondria

Caspase 9

Caspase 3, 6, 7

Cytc

Substrates

Smac/Diablo
HtrA2/Omi

IAP
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Bik/Blk/Nbk, Bad, Bim/Bod, Hrk/DP5,
Puma/Bbc3, Bcl-GS, Noxa, and Bmf as
well as C. elegans EGL-1.

Although Bcl-2 was the first compo-
nent of the cell-death mechanism to be
recognized, exactly how this component
and its family members function remains
controversial. There are two main mod-
els (Fig. 4). The first suggests that Bcl-2
functions like the C. elegans cell-death
inhibitor CED-9, which acts by directly
binding to the Apaf-1-like adaptor protein
CED-4, thereby preventing it from activat-
ing the caspase CED-3. According to this
model, Bcl-2 and other antiapoptotic fam-
ily members prevent cell death by binding
to CED-4-like adaptors to prevent them
from activating caspases. In this model,

apoptosis is triggered when proapoptotic
Bax or Bak or BH3-only proteins bind to
the antiapoptotic proteins, such as Bcl-2,
and displace the adaptor proteins, thereby
allowing them to activate initiator cas-
pases. Genetic and biochemical studies
have shown that BH3-only proteins and
Bax/Bak-like proteins are both essential for
apoptosis, but it is not clear how they in-
teract biochemically. It is possible that the
Bax/Bak-like proteins participate directly
in the stimulation of adaptor proteins, but
their function in caspase activation might
be indirect.

The second model suggests that Bcl-2
prevents apoptosis by stopping release of
proteins from the mitochondria. This idea
achieved prominence when it was found

Death receptor
 ligands

BH3-only proteins Death receptors

FADD

Cytokine withdrawal
Steroids

Cell stress

Caspase 8

(a) (b)

BH3-only proteins

Cytokine withdrawal
Steroids

Cell stress

Adaptors,
e.g. Apaf-1

Mitochondria Caspase 2, 9

Caspase 3, 6, 7
Caspase 3, 6, 7

Bcl-2

Cytc

Substrates (ROCK1, ICAD, etc.)

Death receptor
 ligands

Death receptors

FADD

Caspase 8

Apaf-1

Mitochondria

Caspase 9

Bcl-2

Cytc

Bid
Bax
Bak

Substrates (ROCK1, ICAD, etc.)

Fig. 4 Alternative models of the cell-death
mechanism. In both models, independent
pathways converge on a common effector
mechanism. In the model (a), caspases are
essential for apoptosis and the mitochondria
play a nonessential role that serves to accelerate
cell death. Bcl-2 promotes cell survival by

preventing activation of caspases. In the model
(b), the mitochondria play an obligatory role in
cell death and caspases play a nonessential role
as cells will die from loss of mitochondrial
function, whether caspases are active or not.
Bcl-2 promotes cell survival by preserving
mitochondrial integrity.
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that when released from the mitochon-
dria into the cytosol, cytochrome c could
bind to and activate Apaf-1, allowing it,
in turn, to activate caspase 9. Since that
time, it has been found that other proapop-
totic proteins, such as Smac/Diablo and
HtrA2/Omi, are also released from the mi-
tochondria during apoptosis. According to
this model, the proapoptotic Bcl-2 family
members Bax and Bak form channels or
pores in the mitochondrial outer mem-
brane that directly or indirectly lead to
release of apoptogenic proteins. In this
model, the BH3-only proteins (directly or
indirectly) cause changes in Bax and Bak
that allow them to form the pores, and
the antiapoptotic family members, such as
Bcl-2, inhibit cell death by sequestering the
BH3-only proteins.

The key difference between these models
is that in the first, caspases are essential for
apoptosis, and therefore, a pharmaceutical
agent that can inhibit the relevant caspases
would allow long-term survival of a cell.
In this model, the critical events in
mammalian apoptotic cell death would be
similar to those in invertebrates, where
experiments in the worm C. elegans
have shown that the caspase CED-3 is
required for all programmed cell deaths
and experiments in Drosophila have shown
that transgenic expression of the caspase
inhibitor p35 prevents both programmed
cell death and degenerative cell death in a
retinitis pigmentosa model. In the second
model, loss of mitochondrial function and
release of mitochondrial proteins is the
key event, so that even if caspase activity
were blocked, cells would still die either
because of loss of energy production by the
mitochondria or, in a caspase independent
manner, because of release of reactive
oxygen species.

In both models, the proapoptotic sig-
naling input comes from the BH3-only

proteins. These proteins can integrate
many different cell-death stimuli onto the
apoptotic effector mechanism, and they
themselves are regulated by a number
of transcriptional and posttranslational
mechanisms. Noxa and Puma/Bbc3 are
transcriptionally upregulated by the tu-
mor suppressor p53 and are therefore
thought to be critical for DNA damage-
induced apoptosis. Hrk/DP5 and Bim
are induced by AP1 transcription factors,
and Bim is also induced by the fork-
head transcription-factor family member
FKHRL1. Bim, Bmf, Bad, Bik, and Bid
can be regulated at the posttranslational
level. In healthy cells, Bim associates with
microtubular dynein motor complex, and
Bmf associates with the actin cytoskeleton-
based myosin V motor complex, in such
a way that they can be released following
changes to the intracellular scaffolding.
Bid is activated by proteolytic cleavage,
for example, by caspase 8 or other cas-
pases and may therefore form part of
an amplification mechanism in the cas-
pase cascade. Phosphorylation induced by
cytokine-receptor stimulation allows Bad
to be kept in an inactive state by seques-
tration to 14-3-3 scaffold proteins, and
the proapoptotic activity of Bik/Blk/Nbk
may instead be induced in response to
phosphorylation.

In order to signal apoptosis, the BH3-
only proteins bind to antiapoptotic mem-
bers of the Bcl-2 family. The BH3 alpha
helix of the BH3-only protein binds to
a shallow groove on the surface of the
antiapoptotic family member. In nonapop-
totic cells, this groove may be occupied
by the hydrophobic C-terminal tail of the
antiapoptotic Bcl-2 family member. It is
possible that binding of the BH3-only pro-
tein displaces the hydrophobic tail, which
would then be free to interact with cellu-
lar membranes.
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2.3
Cell-death Signaling Pathways

In mammalian cells, there are two dis-
tinct caspase-activation pathways. One is
activated by members of the TNF recep-
tor family with an intracellular DD (also
known as death receptors, e.g. TNF-R1, Fas,
TRAIL-R1, TRAIL-R2) and signals via the
adaptor protein FADD to activate caspase
8. This pathway is known as the death-
receptor pathway. It has also been called
the extrinsic pathway, but this term is
somewhat misleading because some of
the stimuli that activate Bcl-2-regulated
apoptosis signaling (see Sect. 3.1.3) are
also extrinsic (e.g. addition of glucocor-
ticoids or TGFβ). The nondeath receptor
apoptosis-signaling pathway can be acti-
vated by stress conditions, such as removal
of cytokines, addition of glucocorticoids, or
DNA damage. In these cases, Bcl-2 is ef-
fective at blocking cell death, and release of
cytochrome c from the mitochondria is an
early feature. This pathway is known as the
Bcl-2-inhibitable pathway, intrinsic pathway,
or the mitochondrial pathway. We believe
that the term ‘‘intrinsic pathway’’ is not
entirely appropriate because, as mentioned
above, this pathway can be activated by cer-
tain extrinsic stimuli, such as treatment
with glucocorticoids or TGFβ. The term
‘‘mitochondrial pathway’’ is also problem-
atic because, although in this pathway,
mitochondria are damaged and apopto-
genic molecules are released, there is now
evidence that these changes are not essen-
tial for cell death but are a consequence of
activation of caspases acting upstream.

2.3.1 Death-receptor Pathway
Ligation of members of the TNF recep-
tor family with an intracellular DD (e.g.
TNFR1, Fas, TRAIL-R1, and TRAIL-R2)
can lead to apoptosis in a pathway that

requires the adaptor molecule FADD and
caspase 8 (with an involvement of caspase
10 in human cells). It should be noted
that activation of caspase 8 and apoptosis
is not the only event stimulated by these
receptors, as ligand binding can also acti-
vate transcription factors NF-kB and Jun.
Moreover, experiments with genetically
modified mice have shown that in T lym-
phocytes, FADD is not only required for
‘‘death-receptor’’-induced apoptosis but is
also essential for mitogen-induced pro-
liferation. It is believed that regulatory
proteins, such as FLIP (which is induced
by NF-kB), may prevent activation of cas-
pase 8 by FADD and thereby allow other
signaling functions of FADD to come to
the fore.

Once caspase 8 is activated, it can directly
cleave some protein substrates within the
cell, but it also cleaves and activates effector
caspases 3 and 7. Mitochondria lose
their membrane potential and proteins
such as cytochrome c and Smac/Diablo
leave the mitochondria and enter the
cytosol in death receptor–induced, caspase
8–dependent apoptosis. These events are
dependent on caspase 8 activity because
the mitochondrial events do not occur if
caspase 8 is inhibited, for example, by the
Cowpox-derived protein CrmA. In most
cells, Bcl-2 family members do not play
critical roles in death receptor–induced
apoptosis as lymphocytes or myeloid cells
in which Bcl-2 is overexpressed or Bax
and Bak are deleted remain sensitive to
Fas ligand.

Some believe that a subset of cells,
known as Type II cells, activate less caspase
8 following death-receptor ligation such
that death receptor–induced apoptosis in
these cells can be partly inhibited by Bcl-
2 family members. It is proposed that in
these Type II cells, caspase 8 cleaves the
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BH3-only protein Bid, which then activates
the Bcl-2-inhibitable death pathway.

2.3.2 Bcl-2 Inhibitable Pathway
When apoptosis occurs after cytokine with-
drawal, addition of glucocorticoids, or
following cell stress caused by chemother-
apeutic drugs, toxins, hypoxia, γ - or UV-
radiation, or high temperature, it can
almost always be inhibited by Bcl-2 (and
its prosurvival homologs). It is very impor-
tant to note, however, that inhibition of
apoptosis by Bcl-2 will not necessarily save
the cell; it will still die if a process essential
for its continued survival is blocked but
it will not exhibit the classical apoptotic
morphology. The fact that cells commonly
respond to sublethal damage by under-
going apoptosis means that many cells
treated with toxins or chemotherapeutic
drugs exhibit both apoptotic as well as
necrotic changes.

2.4
Fate of Apoptotic Cells

In vivo, apoptotic cells are rapidly engulfed
by either neighboring cells or professional
phagocytes before they lyse. A key event
in the recognition of apoptotic cells by
the engulfing cells is the exposure of
phosphatidylserine (PS) on the outer
surface of the plasma membrane. In
healthy cells, PS is maintained on the inner
surface through an active process that is
thought to be mediated by a translocase.
While activation of the apoptotic effector
machinery leads to rapid surface exposure
of PS, it is not currently known how
this happens, although it is presumed to
be a caspase-dependent event that causes
either inactivation of a PS translocase or
activation of a PS scramblase.

Phosphatidylserine on the apoptotic cell
is recognized by a specific receptor, termed

the PSR, but other receptors, such as
CD36, CD-14, and ABC1 and the integrins
αVβ5 and αVβ3 as well as macrophage-
secreted MFG-E8, are also implicated in
the recognition of apoptotic cells by phago-
cytes. Binding of the apoptotic cell activates
a signaling pathway within the engulf-
ing cell that involves phosphorylation of
p130 cas, recruitment of Crk-II and Dock-
180, and activation of Rac-1, which ulti-
mately causes formation of pseudopodia
around the dying cell. Engulfed cells are
then fully degraded within the lysosomal
compartment.

3
Apoptosis in Normal Physiology

3.1.1 Development
Development in mammals, as in insects,
worms, and possibly all multicellular
organisms, is characterized by generation
of excess cells, followed by removal of
those that are not needed by apoptosis. For
example, during development in C. elegans,
131 of the 1090 somatic cells formed are
fated to undergo programmed cell death.
When cell death is blocked, for example, by
mutating the genes for the caspase CED-
3, its activator CED-4, or the BH3-only
protein EGL-1, most of the 131 cells that
fail to die adopt the fate of their sister cells.

In vertebrates, apoptosis is used to
remove interdigital tissue, allowing the
fingers and toes to separate. It is also
used to create hollow tubes and to
remove epithelial cells when tissues fuse
at the midline. It is estimated that
over 80% of neurons formed during
intrauterine development are destined
to die by apoptosis in the perinatal
period. Consistent with this, deletion of
genes for proteins that promote apoptosis,
such as Apaf-1, caspase 9, and caspase
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3, lead to abnormal accumulation of
neuronal cells, and animals often die
perinatally with incomplete closure of
the neural tube. However, when Apaf-
1, caspase 9, or caspase 3 mutations are
crossed onto the C57BL/6 background,
the phenotype is much milder, and
some apparently normal animals live to
adulthood and reproduce, demonstrating
that there is no absolute requirement
for any of these proteins. Furthermore,
clonogenic experiments have shown that
in hemopoietic cells at least, neither Apaf-
1, caspase 9, nor caspase 2 are required for
cell death following cytokine withdrawal
or treatment with cytotoxins, but are only
required for rapid display of the classic
apoptotic morphology.

3.1.2 Homeostasis
Apoptosis is also used to maintain constant
cell numbers by balancing mitotic cell
production. For example, if a lobe of the
liver is removed, the hepatocytes in the
remaining lobes of the liver grow and
proliferate. Typically, there is an overshoot,
but apoptosis occurs to bring the liver back
to the appropriate size.

3.1.3 Immune System
The immune system uses apoptosis very
extensively, both for selection of its
repertoire of antigen-receptor specifici-
ties amongst lymphocytes and as a tool
for combating pathogens. Developing B
lymphocytes and thymocytes that fail to
express antigen receptors cannot transmit
signals to sustain their survival and un-
dergo an apoptotic ‘‘death by neglect.’’ In
early B cells, this death is mediated by
the Bcl-2 regulated pathway, and in T cell
progenitors, it requires the caspase adap-
tor FADD, indicating an involvement of
death receptors. Developing B and T cells

with receptors that have a high affinity
for a self antigen also undergo apoptotic
‘‘negative selection’’ that is important for
the maintenance of tolerance to self, thus
imposing a barrier against autoimmune
disease. Experiments in genetically modi-
fied mice have shown that the BH3-only
protein Bim is critical for negative selec-
tion and that Bcl-2 can inhibit this process.
During an immune response, large num-
bers of effector B and T lymphocytes are
produced, and at the end of the response,
most of the cells undergo apoptosis, but a
few ‘‘memory cells’’ remain. It appears that
both Bcl-2-regulated apoptosis signaling
that involves Bim as well as death-receptor
signaling are involved in the culling of
effector lymphocytes.

Cytotoxic T lymphocytes (CTL) kill virally
infected cells by inducing them to undergo
apoptosis. CTL can kill by two differ-
ent mechanisms. The granule-exocytosis
mechanism depends on perforin and cal-
cium and involves introduction of com-
ponents of the granules of CTL into the
target cell. Among the granule compo-
nents are several serine proteases termed
granzymes. Unlike other serine proteases,
but like the caspases, granzyme B has
preference for cleaving after aspartic-acid
residues. Granzyme B can cleave and ac-
tivate caspases in vitro and can also cleave
caspase substrates such as vital structural
components of the cell and the BH3-only
protein Bid.

Because they often express membrane-
bound Fas ligand, CTL can also kill certain
target cells that bear Fas. Comparison
of mice lacking genes for perforin with
those bearing mutations in the genes for
Fas (lpr) or Fas ligand (gld) indicate that
the perforin-dependent granule-exocytosis
mechanism is much more important
for CTL activity than Fas Ligand/Fas-
dependent killing.
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4
Apoptosis in Disease

4.1.1 Cancer
For a tumor to expand, the rate of cell divi-
sion must exceed the rate of cell death.
Although many oncogenes act by pro-
moting cell proliferation, the association
of translocations involving Bcl-2 with fol-
licular lymphoma and the production of
transgenic mice that overexpress Bcl-2
proved that inhibition of cell death could
also be oncogenic. Furthermore, because
mice bearing a transgene that stimulates
cell division (c-myc) as well as a transgene
that inhibits cell death (bcl-2) develop ma-
lignancies much more rapidly than mice
bearing either of the transgenes alone, it
is clear that promotion of cell division
and inhibition of apoptosis are potently
synergistic.

The gene most commonly mutated
in human cancers encodes the tumor
suppressor p53. In response to DNA
damage, p53 becomes stabilized and
functionally activated. p53 acts in two
different ways to prevent the formation of
tumors: it can promote production of the
cell-cycle inhibitor p21, leading to arrest
in G1 that allows time for the DNA to
be repaired and it can promote apoptosis
via the Bcl-2-inhibitable pathway. Precisely
how p53 does this is not yet clear, but
the favored model is that p53 induces
transcription of the BH3-only proteins
PUMA and Noxa.

Transgenically expressed Bcl-2 can pre-
vent apoptosis of irradiated thymocytes,
pre-B cells, and mature B and T lym-
phocytes as does deletion of p53, but
p53–/–mice develop thymomas much
more readily than Bcl-2-transgenic mice,
so not all of the tumor-suppressor activity
of p53 is due to its proapoptotic activ-
ity. On the other hand, because mutant

mice lacking the cell-cycle inhibitor p21
also have much lower incidence of tu-
mors than p53–/–mice, it appears that
the proapoptotic as well as the cell-cycle
regulatory functions of p53 are critical for
its tumor-suppressive activity.

Mutations of proapoptotic genes and
overexpression of antiapoptotic genes have
been searched for in many different cancer
types, but apart from translocations involv-
ing bcl-2 and mutation of p53, these alter-
ations are not common. Mice lacking Fas
are prone to plasmacytoma development,
and loss of FADD function promotes T
lymphomagenesis in rag-deficient mice.
Moreover, loss of Fas and Bcl-2 overexpres-
sion synergize potently in the development
of myeloid leukemia in mice, demonstrat-
ing again that ‘‘death receptors’’ and Bcl-2
regulate distinct apoptosis-signaling path-
ways. Translocations involving cIAP2 are
found in mucosa associated lymphoid tis-
sue (MALT) lymphomas, but it seems
unlikely that an antiapoptotic activity of
cIAP2 is involved. Bax mutations have
been found in some gastrointestinal tu-
mors. Although there have been numerous
reports of correlations between increased
expression of cell-death inhibitors in can-
cers, or decreased expression of proapop-
totic genes, a causal role has rarely been
established, and an increased incidence of
spontaneous tumors has not been reported
to date in mice lacking genes for caspases,
Apaf-1, Bax, Bak, or BH3-only proteins, or
in mice transgenic for XIAP or CrmA.

In theory, increased expression of apop-
tosis inhibitors, or selection of cancer cells
with higher levels of apoptosis inhibitors,
may contribute to resistance to chemother-
apeutic drugs. Because apoptosis, medi-
ated via the Bcl-2 inhibitable pathway, is a
common response to cell stress, including
that caused by chemotherapeutic agents
or γ -radiation, these drugs can cause cell



630 Programmed Cell Death

death in two very different ways. They can
kill cells directly by interfering with a vital
cellular process, such as protein synthesis
or DNA replication, or they can kill cells
indirectly by provoking an apoptotic stress
response. At present, it is unclear which
mechanism of cell death is more important
for their therapeutic effect.

4.1.2 Autoimmune Disease
Transgenic mice that overexpress Bcl-2
and those lacking the proapoptotic genes
for Bim, Fas (lpr), and Fas ligand (gld)
develop autoimmune syndromes that re-
semble systemic lupus erythematosus.
While these experiments and observa-
tions have proven that a properly regulated
apoptotic mechanism is required to avoid
autoimmune disease, the common hu-
man autoimmune diseases have rarely
been found to be due to defects in cell-
death genes.

Acute vascular disease Because hypoxia
is one of the many cell stresses that
can provoke an apoptotic response, it is
possible that many of the neurons that
die after a stroke, and the cardiomyocytes
that die after a heart attack, are not dying
purely from lack of oxygen but may be
doing so because of activation of their
apoptotic mechanism. Indeed, apoptotic
cells have been found in hypoxic tissues
of experimental animals, and experiments
with first generation caspase-inhibitory
drugs suggest that the total amount of
cell death can be reduced by inhibiting
apoptosis.

4.1.4 Sepsis
So far, the most promising results with
antiapoptotic drugs have been obtained
in preclinical studies of sepsis, where
caspase inhibitors or Bcl-2 transgene

expression in lymphocytes could prevent
the death of mice that had undergone
cecal ligation and puncture (CLP). Since
Bcl-2 expression in lymphocytes only was
effective, it appears that death or survival
of effector lymphocytes determines the
outcome of sepsis.

4.1.5 Degenerative Disease
Neurodegenerative diseases such as motor
neurone disease, Parkinson’s disease, and
Alzheimer’s disease are characterized by
gradual loss of neurons. In some cases,
signs have been found suggesting that
this death is due to apoptosis, but
because apoptosis is a rapid event, whereas
progress of these diseases is chronic, it
is very difficult to catch cells in the act
of dying.

Because the processes that initiate these
neurodegenerative diseases is still obscure,
it may be that even if the cells ultimately
die by apoptosis, they may have already
been rendered nonfunctional by the pri-
mary abnormality, perhaps indicating that
caspase-inhibitory drugs would not be able
to halt or reverse tissue damage.

Nevertheless, the possibility that inhibit-
ing apoptosis might retard progression of
these diseases may justify trials of apopto-
sis inhibitors. The chronic nature of these
diseases would necessitate long-term treat-
ment, so it is likely that trials of cell-death
inhibitors for neurodegenerative diseases
will only occur after the inhibitors have
been tested in more acute syndromes, such
as septic shock (see Sect. 4.1.1).

Mice deficient for Bcl-2 die at an
early age (3–6 weeks) from degenerative
polycystic kidney disease and also have
lymphopenia and abnormal melanocyte
death, causing premature graying (Veis
et al., 1993). All these defects could be
prevented by concomitant loss of the BH3-
only protein Bim; remarkably, loss of even
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one allele of bim completely prevented
polycystic kidney disease. This indicates
that proapoptotic Bcl-2 family members
may play critical roles in cell killing in
degenerative diseases.

4.1.6 Infectious Disease
Cell death is an effective strategy to combat
viral infections because viruses need to
subvert the machinery of an intact cell in
order to replicate. A cell that can detect the
presence of a viral particle and respond
by activating its apoptotic mechanism can
prevent the virus from reproducing and
infecting further cells.

This apoptotic antiviral strategy has put
selective pressure on viruses to carry genes
for apoptosis inhibitors. For example,
certain baculoviruses (which infect insect
cells) encode the caspase inhibitors p35
and IAP, cowpox virus carries the caspase-
1 and -8 inhibitor CrmA, and many herpes
viruses as well as adenoviruses, Epstein
Barr virus and African Swine Fever Virus,
encode Bcl-2 homologs.

4.2
Therapeutics

Hopefully, this understanding of the
mechanisms of apoptosis will allow devel-
opment of drugs to treat diseases in which
there is either failure of or inappropriate
apoptosis. With the benefit of hindsight,
it is now clear that several therapies that
were found to be useful empirically, such
as γ -radiation, glucocorticoids, TNF antag-
onists, and some monoclonal antibodies,
work to a significant extent by promoting
or inhibiting apoptosis.

New caspase inhibitors, death-receptor
agonists or antagonists, as well as in-
hibitors of anti- or proapoptotic Bcl-2
family members are likely to be tested
in the clinic in the near future.

See also Aging and Sex, DNA
Repair in; Molecular Mediators:
Cytokines; Nucleic Acids (DNA)
Damage and Repair.
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� The production of compounds used in the food and pharmaceutical industries by
biotech processes is both an old and a very young business. Over the past 70 years,
fermentation of microorganisms or the use of yeast and plants in the production of
important pharmaceuticals has been well established. The promises of genomics in
drug discovery and drug production have now been fulfilled in many areas.

Bacterial strains, especially Actinomycetes have been used in biotech production
and drug discovery for years. Genetic methods now open the field of combinatorial
biosynthesis that has improved impressingly in the past couple of years. Also, the
productivity of yeast and other fungi in a variety of different processes has improved
significantly since genetic methods have been introduced. In addition, a number
of recent works considerably widens the potential of plant biotechnology. This
review covers examples describing the use of prokaryotic cells and plant cells in
biotech production.

1
Actinomycetes in Biotech Production

Soil bacteria of the order Actinomycetes
are the most important producers of phar-
maceutically relevant bioactive metabo-
lites including antibiotics, antitumor
agents, immunosuppressants, antipara-
sitic agents, herbicides, and enzyme-
inhibiting agents. The success story of
these bacteria began about 60 years ago
with the groundbreaking work of Waks-
man, who discovered and described strep-
tomycin as the first antibiotic synthesized
by an Actinomycete. Ever since, systematic
large-scale screens performed by the phar-
maceutical industry have revealed numer-
ous therapeutically relevant drugs. More
than two-thirds of all naturally derived an-
tibiotics currently used are produced by
Actinomycetes strains, underlining their
importance to medicine.

1.1
Actinomycetes: Producer of Commercially
Important Drugs

Natural products (‘‘secondary metabo-
lites’’) have been the largest contributors to

drugs in the history of medicine. Before an-
tibiotics were introduced in the 1940s and
1950s (see above), patients with bacteremia
faced low survival chances, and the mortal-
ity from tuberculosis was 50%. It has been
stated that the doubling of our life span
in the twentieth century is mainly due to
the use of plant and microbial secondary
metabolites. Of the 520 new drugs ap-
proved between 1983 and 1994, 39% were
natural products or those derived from
natural products and 60 to 80% of antibac-
terial and anticancer drugs were derived
from natural products. Almost half of the
best-selling pharmaceuticals are natural or
related to them. In 2001, over 100 natural
product–derived compounds were in clin-
ical development. Natural products and
their derivatives account for annual rev-
enues of about US$30 billion in the anti-
infectives market, US$20 billion in the
anticancer market, and US$14 billion in
the lipid-lowering market. Actinomycetes
and, particularly, Streptomycetes (Fig. 1)
are the largest antibiotic-producing genus
in the microbial world discovered so far.
Of the 12 000 or so antibiotics known
in 1995, 55% were produced by Strepto-
mycetes and an additional 11% by other



642 Prokaryotic and Eukaryotic Cells in Biotech Production

Fig. 1 Photography of a
sporulated streptomyces strain
growing on solid medium. The
blue drops indicate the
production of an antibiotic
(aromatic polyketide). (See
color plate. p. xxii)

Actinomycetes. A compilation of numer-
ous bioactive and commercially important
metabolites, which are all synthesized
by Actinomycetes strains, is shown in
Table 1. This list includes not only very
important drugs such as the macrolide
erythromycin A synthesized by Saccha-
ropolyspora (Sac.) erythraea (in 2000, the
annual sales of semisynthetic derivatives
reached US$2.6 billion), the glycopeptide
vancomycin synthesized by Amycolatopsis
(A.) orientalis (in 2000, the annual sales

of glycopeptides reached US$424 million,)
and tetracycline synthesized by Strepto-
myces (S.) aureofaciens (in 2000, the annual
sales reached US$217 million) but also
anticancer agents like doxorubicin syn-
thesized by Streptomyces peucetius (Fig. 2).
Many compounds produced by Actino-
mycetes belong to the large family of
polyketides. Polyketides are structurally
diverse (Fig. 2) and exhibit a wide scope
of bioactivities. More than 500 aromatic
polyketides have been characterized from

Tab. 1 Origin, target, and application of commercially important secondary metabolites originating
from actinomycetes.

Antibiotic Producer Molecular target Application

A40 926 Nonomurea sp. Cell wall synthesis Antibacterial
Amphotericin S. nodosus Membrane

(pore-formation)
Antifungal

Ascomycin (FK520) S. hygroscopicus FKBP12 Immunosuppressive
Avermectin S. avermitilis Membrane

(ion-channel)
Antiparasitic

Avilamycin S. viridochromogenes Ribosome Antibacterial
Avoparcin A. coloradensis Cell wall synthesis Antibacterial growth

promotant
Bleomycin S. verticillus DNA binding Antitumor
Bialaphos S. hygroscopicus Glutamine

synthetase
Herbicide

Candicidin S. griseus Membrane
(pore-formation)

Antifungal
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Tab. 1 (Continued)

Antibiotic Producer Molecular target Application

Clavulanic acid S. clavuligerus Beta-lactamases Combined with
β-lactam
antibacterial

Chloramphenicol S. venezuelae Ribosome Antibacterial
Chlortetracycline S. aureofaciens Ribosome Antibacterial
Cyclohexamide S. griseus Ribosome Antibiotic
Dactinomycin S. parvulus DNA intercalation Antitumor
Daptomycin S. roseosporus Cell wall synthesis Antibacterial
Daunorubicin S. peucetius DNA intercalation Antitumor
Doxorubicin S. peucetius var caesius DNA intercalation Antitumor
Erythromycin A Saccharopolyspora erythraea Ribosome Antibacterial
Gentamicin Micromonospora purpurea Ribosome Antibacterial
Geldanamycin S. hygroscopicus Hsp90 Antitumor
Kanamycin S. kanamyceticus Ribosome Antibacterial
Lincomycin S. lincolnensis Ribosome Antibacterial
Milbemycin S. hygroscopicus Membrane

(ion-channel)
Antiparasitic

Mithramycin S. argillaceus DNA alkylation Antitumor
Mitomycin C S. lavendulae DNA alkylation Antitumor
Moenomycin S. ghanaensis Cell wall synthesis Antibacterial, growth

promotant
Monensin S. cinnamonensis Membrane

(ionophore)
Anticoccidial, growth

promotant
Natamycin S. nataensis Membrane

(pore-formation)
Antifungal

Neomycin S. fradiae Ribosome Antibacterial
Nikkomycin S. tendae Chitin synthase Antifungal
Novobiocin S. niveus DNA gyrase Antibacterial
Nystatin S. noursei Membrane

(pore-formation)
Antifungal

Oxytetracycline S. rimosus Ribosome Antibacterial
Pristinamycin S. pristinaespiralis Ribosome Antibacterial
Ramoplanin Actinoplanes spec. Cell wall synthesis Antibacterial
Rapamycin S. hygroscopicus FKBP Immunosuppressive
Rifamycin A. mediterranei RNA polymerase Antibacterial
Salinomycin S. albus Membrane

(ionophore)
Anticoccidial, growth

promotant
Spinosyn Sac. spinosa unknown Insecticidal
Spiramycin S. ambofaciens Ribosome Antibacterial
Staurosporin S. staurosporeus Protein kinase C Antibacterial
Streptomycin S. griseus Ribosome Antibacterial
Tacrolimus (FK506) Streptomyces spec. FKBP Immunosuppressive
Teicoplanin A. teicomyceticus Cell wall synthesis Antibacterial
Tetracycline S. aureofaciens Ribosome Antibacterial
Thienamycin S. cattleya Cell wall synthesis Antibacterial
Tylosin S. fradiae Ribosome Growth promotant
Vancomycin A. orientalis Cell wall synthesis Antibacterial
Virginiamycin S. virginiae Ribosome Growth promotant



644 Prokaryotic and Eukaryotic Cells in Biotech Production

O

N

OO

O

O

OH
OH

O
OH

OO

OH OHO
OH

O

OH
H

MeOH
H

O

OH
OH

O

OH

O

N

O O

Cl

ClO

N
N

N
N N

O

O

O O

N
OO

O

OH OH

O

OH

N
N

N
N

N

N

N
N

N

O

O

O

O

O

N
N

O

OO

O

O O

O

O

O

O

OH

OH

OH HO

HO

HO

HO

HO

HO

HO

O

O

OH

H3C

H3C

H3C

H3C

H3C

H3C
H3C

H3C

H3C
H3C

H3C
H3C

H3C

H3C

H3C

H3C

H3CH3C

H3C
H3C

CH2OH

CH2OH

NH2

NH2

NH2

Doxorubicin CH3

CH3

CH3

CH3

CH3

CH3CH3CH3

CH3 CH3

CH3

CH3

CH3

CH3

CH3

CH3

CH3

CH3

CH3

CH3

CH3

CH3

Erythromycin A

N(CH3)2

CONH2

Tetracycline

CH2

Vancomycin Cyclosporine A

Fig. 2 Structures of natural compounds used as important drugs in pharmacy and medicine.

Actinomycetes. Polyketides are particu-
larly important for drug discovery, since
statistics show that 1 out of 100 polyketides
will make its way to commercialization.
With an average of as low as 1 out of 5000
compounds, other substances are far less
likely to hit the market. Sales of drugs
based on polyketides exceed US$15 billion
a year. In general, for industrial produc-
tion, overproducing strains have to be
developed. Today, modern processes allow
the production of compounds at concen-
trations even higher than 10 g L−1.

1.2
Actinomycetes Genetics: The Basis for
Understanding Antibiotic Biosynthesis

Streptomyces coelicolor A3 (2) is the ge-
netically best-characterized strain among

the filamentous Actinomycetes. Actino-
mycetes genetics has been the subject of
research since 1958 when Prof. Dr. Sir D.
Hopwood published the first linkage map
of S. coelicolor performing the first genetic
recombination experiments considering
six marker genes. Afterwards, Actino-
mycetes genetics developed continuously,
by the identification of mutants inter-
rupted in the biosynthesis of actinorhodin.
After identification and isolation of eas-
ily selectable antibiotic resistance genes,
the first gene cloning in Streptomyces was
described in 1980. In 1984, Malpartida
and Hopwood demonstrated for the first
time that antibiotic biosynthesis genes are
usually organized as a gene cluster of struc-
tural, regulatory, export, and self-resistant
genes. Hence, once a single gene within
a cluster has been located, the others
may be identified quickly by chromosomal
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walking. In the course of the last two
decades, many molecular tools including
vector systems (phage and plasmid-based)
have been developed along with DNA
transfer and gene inactivation techniques,
which were all necessary for targeted
manipulation of Actinomycetes. The ex-
cellent manual published by the John
Innes Institute summarizes all the neces-
sary information related to handling and
molecular genetic tools essential for work-
ing with Actinomycetes. Several hundred
biosynthetic gene clusters have so far been
identified and genes encoding about 80
pathways for secondary metabolites have
been cloned, at least partially sequenced
and made available to the public. The aver-
age size of an antibiotic biosynthetic gene
cluster ranges from about 20 kb for a sim-
ple aromatic polyketide like actinorhodin
to 120 kb for complex polyketides like the
antifungal antibiotic nystatin.

A highlight in Actinomycetes genetics
was the completion of the first genome
sequence of the model Actinomycete S.
coelicolorA3(2) in July 2001. Recently, the
genome sequence of a second Streptomyces
strain, the avermectin producer Strep-
tomyces avermitilis, has been published,
opening up new perspectives for com-
parative genomics with Actinomycetes.
A characteristic feature of Actinomycete
chromosomes is their linear structure.
The genome of S. coelicolor comprises
8 667 507 bp (G/C content of 72.1%),
whereas the S. avermitilis genome con-
tains 9 025 608 bp (G/C content of 70.7%).
Both genomes are densely packed and har-
bor 7574 ORFs in S. avermitilis and 7825
ORFs in S. coelicolor, respectively. Com-
parative analysis of the S. coelicolor and
S. avermitilis chromosomes revealed that
both the genomes had an unusual bipha-
sic structure with a core region of 5 and
6.5 Mb, respectively. The most interesting

feature in both the completed Streptomyces
genomes that will impact biotechnology
is the abundance of secondary metabolite
gene clusters. Before the genome of S.
coelicolor was sequenced, three antibiotics
and a spore pigment were known to be
synthesized from this strain. The genome
sequence revealed that 23 gene clusters
(about 5% of the total genome) are di-
rectly dedicated to secondary metabolism
including clusters for further putative
antibiotics, pigments, complex lipids, sig-
naling molecules, and iron-scavenging
siderophores. In S. avermitilis, 30 gene
clusters related to secondary metabolites
were identified, corresponding to 6.6%
of the genome. From these clusters, 5
out of 30 are putatively involved in pig-
ments and siderophores, 5 in terpenes,
8 in nonribosomal peptides, and 12 in
polyketide biosynthesis. With avermectin,
oligomycin, and a polyene antibiotic, only
three complex polyketide clusters have
been characterized from this strain before.
The completed genome-sequence data can
also be used to study the regulatory net-
work of primary metabolism pathways and
the cross talk between primary and sec-
ondary metabolism (i.e. the carbon flux).
The knowledge gained by these analy-
ses will be useful for the construction
of improved strains produced in a ratio-
nal approach by deleting undesired path-
ways or adding advantageous pathways,
generating precursors and essential co-
factors. Moreover, targeted modifications
will improve cell growth and fermenta-
tion properties (metabolic engineering).
Successful metabolic engineering of a
strain producing doramectin, a commer-
cial antiparasitic avermectin analog, is an
excellent example of the importance of
this technology.
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1.3
Urgent Need for the Development of New
Antimicrobial Drugs

Stimulated by the discovery of numerous
novel antibacterial agents, which reached
a peak in the 1970s, US Surgeon General
William Stewart declared in 1969 in the
US Congress that it was ‘‘time to close
the book on infection diseases.’’ Today,
unfortunately, we know that antibiotics
have not won the fight against infectious
microorganisms and therefore there is a
permanent need for new antibiotics.

One main reason for this development
is the problem of emerging resistant
forms of pathogens. As an example,
according to the WHO more than 95%
of Staphylococcus aureus strains worldwide
are resistant to penicillin G, and up to 60%
are resistant to its derivative methicillin.
Several reasons (e.g. use of antibiotics
as growth promoters, changes in the
spectrum of pathogens) are responsible
for this development.

The past decades witnessed a major de-
crease in the number of newly discovered
compounds. In an almost 40-year period
(1962–2000), no new class of antibiotic was
introduced to the market (nalidixic acid in
1962, the oxazolidinone antibiotic linezolid
in 2000). The major reason for the de-
crease in the number of newly discovered
compounds might be a decline in screen-
ing efforts. Ironically, some of the leading
pharmaceutical companies are currently
cutting back their antiinfective programs,
especially for natural products. They would
rather focus their activities on the semisyn-
thetic modification of existing antibiotics
to produce second- and third-generation
antibiotics with improved properties.

Nevertheless, there is no need to re-
sign. According to biomathematical mod-
eling, only 3% of all antibacterial agents

synthesized in Streptomyces have been re-
ported so far. Additionally, less than 10%
of the world’s biodiversity has been tested
for biological activity, and many more use-
ful natural lead compounds are yet to
be discovered.

1.4
Strategies for the Identification and
Development of New Antimicrobial Drugs

1.4.1 Approaches to Explore Nature’s
Chemical Diversity
Vicuron Pharmaceuticals Inc., formerly
Biosearch Italia, a company screening for
new antibiotics, focuses its activities on
a proprietary strain collection of 50 000
microorganisms, including unusual fila-
mentous Actinomycetes and filamentous
fungi or strains that are difficult to isolate.
The rationale behind this campaign is that
these organisms have not been intensively
screened in the past and that they may be
producers of novel compound classes.

Another strategy to reveal the chemi-
cal diversity of a single strain is the One
strain – many Compounds (OSMAC) ap-
proach described by Bode et al. By system-
atic alteration of cultivation parameters,
the number of secondary metabolites in-
creased tremendously in a single strain.
When this method was applied, up to
20 different metabolites with, in some
cases, high production titers were detected.
Since recent estimates suggest that only
0.1 to 1% of the microbial flora in the
environment can be kept in culture, the
‘‘metagenome’’ of the unculturable mi-
croorganisms should also have a potential
to generate novel secondary metabolites.
Indeed, several reports demonstrated that
it is possible to construct DNA libraries
from ‘‘soil-DNA’’ and to use them for the
production of novel metabolites in a het-
erologous Streptomyces host.
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1.4.2 Exploiting the Enormous Genotypic
Potential of Actinomycetes by ‘‘Genome
Mining’’
The completion of the sequence of the two
Streptomyces genomes demonstrated that
between 5 and 6.6% of the whole genome
are directly involved in the biosynthe-
sis of predominantly unknown secondary
metabolites (see above). Prior to genome
sequencing, a number of reports were pub-
lished in which cryptic or silent secondary
metabolite pathways were identified dur-
ing the search for gene clusters for known
metabolites. Hence, the occurrence of mul-
tiple ‘‘orphan’’ gene clusters has been
reported for various compound classes
like nonribosomal peptides, PKSI and
PKSII. Combinature Biopharm AG is a
Berlin-based company using modern high-
throughput genomics for the systematic
genetic screening of several Actinomycetes
genomes to identify known and ‘‘orphan’’
clusters. Recently, Zazopoulos et al. de-
scribed how a genomics-guided approach
can be rewarding for the discovery and
expression of cryptic metabolic pathways
(genome mining). The genetic informa-
tion of these biosynthesis clusters is used
for the targeted generation and modifica-
tion of novel compounds in an approach
termed ‘‘combinatorial biosynthesis.’’

1.4.3 Generation of Novel Antibiotics by
Targeted Manipulation of the Biosynthesis
(Combinatorial Biosynthesis)
Researchers have started using biosyn-
thetic genes to alter the structure of natural
compounds by genetic engineering or to
combine genes from different biosynthetic
pathways. This new technology named
combinatorial biosynthesis results in the for-
mation of novel natural products.

New drugs by targeted gene disruption In-
activation of specific selected genes is a

very common methodology for the gen-
eration of novel structural variations of
known natural products. Erythromycin is a
macrolide antibiotic that is clinically useful
in the treatment of infections by gram-
positive bacteria. A hydroxyl group at C6 of
the erythronolide macrolactone is respon-
sible for acidic inactivation in the stomach
by conversion into anhydroerythromycin.
Erythromycin derivatives lacking this hy-
droxyl group are therefore interesting
from the therapeutic and pharmacological
point of view. The gene eryF that en-
codes a cytochrome P450 monooxygenase
responsible for the introduction of this
hydroxyl group into the macrolactone was
inactivated and the mutant produced 6- de-
oxyerythromycin A. This is a much more
acid-stable antibiotic and as efficient as ery-
thromycin because of its higher stability.

The orthosomycins are a prominent
class of antibiotics produced by various
Actinomycetes. Members of this class are
active against a broad range of gram-
positive pathogenic bacteria. Prominent
examples of orthosomycins are the avila-
mycins and the everninomicins produced
by Streptomyces viridochromogenes Tü57
and Micromonospora carbonacea, respec-
tively. Avilamycins and everninomicins
are poorly soluble in water, which poses
a major obstacle for their use as thera-
peutics. The avilamycin biosynthetic gene
cluster has been cloned and sequenced.
Several putative methyltransferase genes
have been found in the cluster. Double
and triple mutants have been generated
by deleting two or three methyltransferase
genes in the chromosome of the producer
strain (Fig. 3). All mutants produced novel
avilamycin derivatives with improved wa-
ter solubility.

Improved yield by expression of genes
Pristinamycin, produced by Streptomyces
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pristinaespiralis, is a mixture of two types
of macro-cyclic lactone peptolides, pristi-
namycins I (PI), a branched cyclic hexadep-
sipeptide of the streptogramin B group,
and pristinamycins II (PII), a polyunsatu-
rated cyclic peptolide of the streptogramin
A group. Both the compounds inhibit the
growth of bacteria. In combination, they
display a synergistic bactericidal activity.
The PII component of pristinamycin is
produced mainly in two forms, called PIIA
(80%) and PIIB (20%). A water-soluble
derivative of pristinamycin, now being
marketed under the trade name Synercid,
was obtained by the chemical modification
of PIIA. To generate a PIIA-specific pro-
ducer strain, two genes, snaA and snaB,
were isolated from the biosynthetic gene
cluster. The enzymes encoded by snaA
and snaB catalyze the conversion of PIIB
to PIIA. Both genes were placed under the
transcription control of a strong promoter
and were cloned into an integrative vector.
The integration of this vector into the chro-
mosome of the producer strain resulted in
the production of 100% PIIA and this was
achieved in high concentrations.

New drugs by expression of genes Mithra-
mycin is an aromatic polyketide, which

is clinically used as an anticancer agent.
It possesses a tricyclic chromophore and
is glycosylated at two different posi-
tions. Urdamycin A is an angucycline
polyketide produced by Streptomyces fra-
diae Tü2717, which also shows antitu-
mor activity. It consists of the agly-
con aquayamycin, which contains a C-
glycosidically linked D-olivose, and three
additional O-glycosidically linked deoxy-
hexoses. The UrdGT2 glycosyltransferase
catalyzes the C-glycosyl transfer of acti-
vated D-olivose as the first glycosylation
step during the urdamycin biosynthe-
sis. Landomycins are produced by S
Streptomyces cyanogenus S136 and con-
tain an unusual hexasaccharide con-
sisting of four D-olivose and two L-
rhodinose units. These polyketides also
show antitumor activities, in particu-
lar, against prostate cancer cell lines.
To generate novel compounds, genes
out of the urdamycin and landomycin
clusters were expressed in mutants of
Streptomyces argillaceus: coexpression of
urdGT2 (urdamycin biosynthesis) together
with lanGT1, (landomycin biosynthesis) in
a mutant of the mithramycin producer
led to the hybrid molecule 9-C-diolivosyl-
premithramycinone. This example was
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listed as a highlight in the field of
combinatorial biosynthesis as genes from
three different organisms yielded a ratio-
nally designed product (Fig. 4).

Recently, a plasmid-based strategy has
been described that allows the use of
deoxysugar biosynthetic genes to produce
a variety of deoxysugars in a cell, which
can then be attached to an aglycon by
the use of different glycosyltransferases.
As an example, a plasmid was generated
harboring all the genes necessary for
the biosynthesis dTDP-D-olivose. This
plasmid was coexpressed with the highly
substrate-flexible glycosyltransferase gene
elmG in S. albus. When 8-demethyl-
tetracenomycin C was fed to this strain, D-
olivosyltetracenomycin was produced. In a
similar way, L-rhamnosyl-tetracenomycin
C, L-olivosyl-tetracenomycin C, and
L-rhodinosyl-tetracenomycin C were
generated depending on the deoxysugar
biosynthetic genes used in each case.

Polyketides are synthesized by the action
of polyketide synthases (PKSs), which have
been classified into two types, type I (mod-
ular PKSs) and type II (iterative PKSs).

Modular PKSs are large multifunc-
tional enzymes. Active sites (domains)
within these enzymes ketosynthases (KS),
acyltransferases (AT), dehydratases (DH),
enoyl reductases (ER), ketoreductases
(KR), acyl carrier proteins (ACP) and
thioesterases (TE) are organized into mod-
ules such that each module catalyzes the
stereospecific addition of a new monomer
onto a growing polyketide chain and
also sets the reduction level of the car-
bon atoms of the resulting intermediate.
In 1994, the heterologous expression of
the complete erythromycin polyketide syn-
thase was accomplished. The recombinant
strain produced 6-deoxyerythronolide B.
This polyketide synthase was then used
for a variety of experiments in which

modules/domains of the polyketide syn-
thase were exchanged. As an example,
compounds produced by the substitution
of KR domains are shown in Fig. 5. In
these examples, KR domains from the
erythromycin PKS have been replaced by
domains from the rapamycin producer.

New drugs by expression of ‘‘Artificial’’
genes UrdGT1b and UrdGT1c, involved
in urdamycin biosynthesis, share 91%
identical amino acids. However, the two
GTs show different specificities for both
nucleotide sugar and acceptor substrate.
Targeted amino acid exchanges reduced
the number of amino acids, potentially dic-
tating the substrate specificity to 10 in ei-
ther enzyme. Subsequently, a gene library
was created such that only codons of these
10 amino acids from both parental genes
were independently combined. Screening
of almost 600 library members in vivo re-
vealed 40 active members, acting either
like the parental enzymes UrdGT1b and
UrdGT1c or displaying a novel specificity.
The novel enzymatic specificity is respon-
sible for the biosynthesis of urdamycin P
carrying a branched saccharide side chain,
hitherto unknown for urdamycins (Fig. 6).

1.4.4 Novel Natural Compounds by
Glycorandomization
As discussed above, combinatorial biosyn-
thesis represents an in vivo methodology
to diversify natural products, and, among
them, numerous glycosides. It is superior
to traditional synthetic chemistry in that it
makes use of specific enzymes for efficient
modifications of complex scaffolds and
avoids solubility problems. The reactions
are fed out of the host’s metabolism, and
its cytoplasm is used as an aqueous phase
instead of toxic organic solvents that need
to be carefully removed from the product
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and, in most cases, are expensive to dis-
pose of. However, a still unsolved issue is
how a novel active compound is dealt with
by the host strain. Highly antimicrobial
or cytotoxic agents that are not imme-
diately and effectively detoxified by the
host’s intrinsic mechanisms will kill the
host strain long before the compound is
detected in a screen. Therefore, especially
in case of antimicrobials, scientists run
the risk of selecting for structures innocu-
ous to pathogens, and truly combinatorial
approaches suffer from limited sugar di-
versity as a second drawback since only
those sugars are available for drug-lead di-
versification whose biosynthetic routes are
understood and the genes involved cloned.

To make use of the possibilities micro-
bial enzymes, particularly natural product
glycosyltransferases, offer to pharmaceu-
tical biotechnologists, the glycorandom-
ization paradigm has been proposed and
developed. Its two key reactions are the
bioconversion of free sugars (natural or
unnatural ones) via sugar phosphates into
nucleotide-bound sugars as substrates for
flexible glycosyltransferases.

The glycorandomization process starts
with a library of chemically synthesized
sugars, is therefore only limited by the
available chemistry and includes, for ex-
ample, halogenated, thio-, or azidosugars.
Thus, the range of available sugars is
extended far beyond what is possible
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by biosynthetic pathways. These sug-
ars are enzymatically converted to their
anomeric phosphates during the kinase re-
action, catalyzed by engineered Escherichia
coli galactokinases and subsequently to
dTDP- or UDP-derivatives by RmlA, the

α-D-glucopyranosyl phosphate thymidylyl-
transferase from Salmonella enterica LT2.
These enzymes display remarkable sub-
strate flexibility after directed evolution or
structure-based engineering. The RmlA-
generated sugar nucleotides eventually
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represent the sugar donor substrates for
enzymatic glycosyltransfer.

Thus, glycorandomization involves only
three enzymes (galactokinase, thymidy-
lyltransferase, and a glycosyltransferase)
to diversify natural product glycosides,
thereby eliminating the need for large
sets of biosynthetic genes (Fig. 7). If the
sugar carries a reactive group, such as
an azido-substituent, the glycorandomized
molecules can be subjected to further
chemical modifications under mild con-
ditions thus creating an even more diverse
pool of natural product derivatives.

Although being a very recent tech-
nique, glycorandomization has already
demonstrated its versatility in its first ap-
plication toward diversifying vancomycin
and teicoplanin; nonribosomally gener-
ated sugar-decorated heptapeptides, which
are in clinical use as antimicrobial drugs
of last resort.

Combinatorial biosynthesis, and glyco-
randomization alike, are promising ap-
proaches to make use of the metabolic
potential of prokaryotic cells and should
promote drug development in the future.
Potentially, glycorandomization can also
be executed in vivo in a streptomycete
host. In this case, the diverse intrinsic
metabolites of Streptomycetes could be
tapped as a rich source for drug backbone
structures, the process could be scaled
up easily, and expensive cosubstrates,
for example, ATP, would be provided by
the host.

Fig. 7 Schematic of the
glycorandomization strategy. Three
enzymatic steps convert a library of free
sugars into a library of natural product
glycosides. GalK: galactokinase, RmlA:
thymidylyltransferase, GT:
glycosyltransferase, NDP: nucleosid
diphosphate.
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1.4.5 Novel Natural Compounds by
Mutasynthesis
The substrate flexibility of enzymes is
also the basis for the ‘‘mutasynthe-
sis’’ approach. During ‘‘mutasynthesis,’’ a
microorganism containing a defined mu-
tation in an important precursor biosyn-
thesis gene of an interesting metabolite
can be fed with alternative or even syn-
thetic precursors. Consequently, deriva-
tives of complex natural products are
generated, which may not have been
obtained by synthetic methods. This tech-
nology was successfully applied to gener-
ate the first fluorinated vancomycin-type
antibiotics.
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2
Saccharomyces Cerevisiae and Other Fungi
in Biotech Production

Saccharomyces (Sa.) cerevisiae might be
viewed to be one of the most important
fungal organisms used in biotechnology.
It has been used in the ‘‘old biotechnology’’
for baking and brewing since prehistory.
Yeast genetics, yeast biochemistry, and,
finally, yeast molecular biology have sub-
stantially contributed to the importance of
Sa. cerevisiae also in the ‘‘new biotechnol-
ogy’’ area.

Yeast is a unicellular organism, which,
unlike more complex eukaryotes, is
amenable to mass production. It can
be grown on defined media, giving the
investigator a complete control over en-
vironmental parameters. The availability
of the complete genome sequence of Sa.
cerevisiae opened the age of ‘‘new biotech-
nology.’’ In this chapter, we first review
how genetic engineering of Sa. cerevisiae
resulted in improved productivity and yield
of important biotech products. Later, three
examples of fungal natural products (or
their derivatives) are described that have
found their way into clinical use.

2.1
Generation of Engineered Strains of
Saccharomyces Cerevisiae for the
Production of Alcoholic Beverages

Alcohol fermentation is one of the most
important processes of biotechnology.
Generally, it is initiated by adding yeast
to a carbon source and discontinues at
a given alcohol concentration. The exten-
sion of the substrate range of Sa. cerevisiae
is of major importance for the large-
scale production of several metabolites.
Sa. cerevisiae is not able to degrade starch
and dextrin, since it does not produce

starch-decomposing enzymes. Therefore,
it is necessary to add starch-decomposing
enzymes before fermentation. Attempts
have been undertaken to use recombi-
nant strains that contain the decomposing
enzymes-encoding genes in order to avoid
the preincubation process. The complete
assimilation of starch (>98%) was accom-
plished by coexpression of the sta2 gene of
Sa. diastaticus encoding a glucoamylase,
the amy1 gene of Bacillus amyloliquefa-
ciens encoding an α-amylase, and the pulA
gene of Klebsiella pneumoniae encoding a
pullulanase.

Further, genetically engineered strains
have been developed, which are able to
utilize lactose, melobiose, xylose, and other
materials. A thermostable β-galactosidase
encoded by lacA from Aspergillus niger
was expressed in Sa. cerevisiae, enabling
the strain to use lactose as carbon
source. A melibiase-producing yeast was
constructed by overexpressing the melI
gene from another Saccharomyces strain.
Moreover, after the coexpression of xyl1
and xyl2, encoding a xylose reductase and
xylitol dehydrogenase from Pichia stipitis
along with the overexpressed xylulolkinase
XKS1 from Sa. cerevisiae, xylose was
converted to ethanol.

Especially in the large-scale produc-
tion of beer, of highest significance is
not ethanol production but a balanced
flavor to obtain the desired taste. One
unpleasant off-flavor compound is di-
acetyl, which is a nonenzymatically de-
graded product of α-acetolactate. Diacetyl
is then enzymatically converted to ace-
toin and subsequently to 2,3-butanediol.
The nonenzymatic-degradation step is very
slow and requires long lager periods.

One way to avoid the off-flavor is to in-
troduce an alternative route of degradation
of α-acetolactate directly to acetoin.
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α-Acetolactate decarboxylases from dif-
ferent organisms were successfully over-
expressed in the beer-producer strains,
accelerating the brewing process by di-
minishing the time of lagering by weeks.

Another interesting example is the
expression of a β-glucanase of Bacillus
subtilis in yeast. β-Glucans, the highly
viscous side products during fermentation,
impede beer filtration, which is still
an important separation technique in
the brewing industry. The presence of
β-glucanase during fermentation did not
affect the beer quality and taste but
improved the filtration process.

2.2
Generation of Engineered Strains of
Saccharomyces Cerevisiae for Lactic Acid,
Xylitol, and Strictosidine Production

Several lactate dehydrogenases (LDHs)
were expressed in Sa. cerevisiae in order
to produce lactic acid. Most successful
was the expression of a fungal (Rhizo-
pus oryzae) lactate dehydrogenase (LDH).
A recombinant strain accumulated approx-
imately 40% more lactic acid with a final
concentration of 38 g L−1 lactic acid and
a yield of 0.44 g of lactic acid per gram
of glucose. Xylitol is an attractive sweet-
ener used in the food industry. Xylitol
production in yeast was performed by the
expression of xyl1 of P. stipitis, encoding
axylitosereductase.

A transgenic Sa. cerevisiae was con-
structed harboring the cDNAs that en-
codesstrictosidine synthase (STR) and
strictosidine β-glucosidase (SGD) from the
medicinal plant Catharanthus roseus. Both
enzymes are involved in the biosynthesis
of terpenoid indole alkaloids. The yeast
culture was found to express high levels of
both enzymes. Upon feeding of tryptamine

and secologanin, this transgenic yeast cul-
ture produced high levels of strictosidine.

2.3
The Use of Fungi in the Production of
Statins, Cyclosporin, and ß-Lactam
Antibiotics

Statins are the secondary metabolites of
a number of different filamentous fungi.
Their medical importance and commer-
cial value stem from their ability to inhibit
the enzyme (3S)-hydroxy-3-methylglutaryl-
CoA (HMG-CoA) reductase. Since this
enzyme catalyzes a key step in the endoge-
nous cholesterol biosynthetic pathway,
statins have become the widely used an-
tihypercholesterolemic drugs. Along with
some synthetic statins, the most promi-
nent examples are lovastatin, mainly from
Aspergillus terreus, and mevastatin pro-
duced by Penicillium citrinum, which was
the first statin to be discovered.

Chemical modification, for example,
hydroxylation, turned out to be rather
unproductive during derivatization ef-
forts. Therefore, biotransformation and
biotechnological approaches have be-
come the strategy of choice relatively
early. For example, a two-step fermenta-
tion/biotransformation process has been
established for the clinically important
pravastatin: Its direct precursor mevastatin
is obtained out of a culture in the first
step and is then subjected to biotrans-
formation, for example, by Streptomyces
carbophilus to complete pravastatin biosyn-
thesis by introducing a hydroxyl group
at C-6. Later, improved Aspergillus and
Monascus strains for direct pravastatin
production were described. Pioneering
work on the genetics and enzymology
underlying lovastatin biosynthesis was
published in 1999, paving the way for
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the generation of novel derivatives. Re-
cently, an approach termed association
analysis was developed to further improve
statin producers. The interrelationship be-
tween secondary metabolite production
levels and genome-wide gene expres-
sion was profiled for a minilibrary of
Aspergillus terreus strains engineered to
express either wild type or engineered
genes that are part of the lovastatin cluster
itself or implicated in secondary metabo-
lite regulation. The authors found that
multiple genes/proteins attributed to cel-
lular processes as diverse as primary
metabolism, secondary metabolism, car-
bohydrate utilization, sulfur assimilation,
transport, proteolysis, and many more
correlate with increased (or decreased) lo-
vastatin production levels. This approach
revealed multiple points from which to
start engineering and may help manipu-
late statin-producing filamentous fungi for
industrial purposes.

Cyclosporin A (INN: ciclosporin) is a
cyclic, nonribosomally-synthesized unde-
capeptide from Tolypocladium inflatum
(Fig. 2). Apart from its antifungal prop-
erties, it represents a potent immuno-
suppressive drug as it interferes with
lymphokine production. Cyclosporin A
has been introduced into clinical use
to prevent allograft rejection after organ
transplants.

The biosynthesis of cyclosporin A has
been extensively investigated. A huge 45.8-
kb open reading frame was identified
as a putative gene coding for the cy-
closporine synthetase, a multifunctional
peptide synthetase. With a molecular mass
of 1689 kDa, it represents one of na-
ture’s largest enzymes. Fungal peptide
synthetases are somewhat different from
their prokaryotic counterparts in that they
usually consist of one huge single en-
zyme, as is the case for cyclosporin,

whereas bacteria generally use multi-unit
synthetases. Further, fungal peptides often
include D-configured amino acids. How-
ever, these peptide synthetases do not
harbor an epimerization domain. In the
case of cyclosporin, an external alanin
racemase responsible for supplying the
synthetase with D-alanine has been pu-
rified and characterized. Even before the
cyclosporin synthetase was characterized,
it had become obvious that the biosynthetic
pathway tolerates a number of substrate
analogs. For example, D-alanine can be re-
placed by D-serine as was demonstrated
by precursor-directed biosynthesis thereby
leading to novel cyclosporin derivatives.

For enhanced scaled-up cyclosporin
production, a modified sporulation/immo-
bilization method has been proposed,
increasing the cyclosporin yield up to
tenfold, compared to suspended culture
techniques. The immobilization of cells
on celite carrier beads decreases the
culture’s viscosity and therefore increases
the mass transfer. It is possible to
run the fermentation continuously since
the fungal spores can be trapped in
the fermenter vessel to populate and
germinate on freshly added beads.

Ever since penicillin was discovered and
further developed into a drug for use in
humans, there has hardly been a natu-
ral product that parallels its impact on
medicine and pharmacy. Yet, penicillin is
only one example of the β-lactam antibi-
otics class, along with other fungal (and
streptomycete) secondary metabolites, for
example, cephalosporin C from Acremo-
nium chrysogenum. The commercial im-
portance of penicillins and cephalosporins
is evident from the worldwide annual
sales for these compounds (including their
semisynthetic derivatives), which is esti-
mated to reach US$ 15 billion, and of
that, US$ 4.8 billion derived from sales



Prokaryotic and Eukaryotic Cells in Biotech Production 657

in the United States. β-Lactam biosyn-
thesis has been thoroughly investigated.
In brief, a nonribosomal peptide syn-
thetase assembles the building blocks,
L-α-aminoadipic acid, L-valine (which is
epimerized to D-valin), and L-cysteine, into
a linear tripeptide, which is then cyclized
to isopenicillin N (IPN) by the enzyme IPN
synthase. The latter enzyme has been crys-
tallized and, by elegant X-ray diffraction
investigations, been used to support the
notion that the bicyclic enzymatic product
IPN is synthesized in a two-step pro-
cess, with β-lactam formation preceding
the closure of the thiazolidine ring. IPN
represents the last common intermediate
along the pathways toward penicillin and
cephalosporins. While penicillin biosyn-
thesis requires only side-chain modifica-
tions, the five-membered penicillin thiazo-
lidine ring is expanded to a dihydrothiazine
system on the route to cephalosporins.
Gene clusters coding for the enzymatic
machinery of β-lactam biosynthesis have
been cloned from Penicillium chrysogenum,
A. nidulans (Penicillins), and Acremonium
chrysogenum (Cephalosporin C). Strain de-
velopment, fermentation, recovery, and
purification conditions for β-lactam pro-
ducers have been subjected to optimiza-
tion ever since commercial production
started. For example, modern fed-batch
fermentations yield penicillin titers ex-
ceeding 40 g L−1 (compared to less than
1 g L−1 in 1950). Penicillin G and V
are produced in highly automated fer-
mentation vessels with a capacity in the
100 to 400 000 L range. Although costs
for energy and labor have increased, the
advances in penicillin production tech-
niques have led to a drastic decrease in
bulk prices from ∼US$300 per kg in
the early 1950s to ∼US$15 to 20 per
kg today.

3
Plants in Biotech Production

From the very roots of humanity, plants
have made a crucial contribution to our
well being. Plant products have been
used as food and as medicine. Even
today, plants are an important source
for the discovery of novel pharmaco-
logically active compounds, though the
recent competition from combinatorial
chemistry and computational drug de-
sign has declined the interest. In recent
years, gene technology has opened up ex-
citing perspectives and offers tools not
only to improve the existing properties of
plants, such as the amount of bioactive
compounds, but also to create trans-
genic plants with new properties. Facile
transformation and cultivation not only
make plants suitable for the production
of secondary metabolites but also for re-
combinant proteins. Plants are capable
of carrying out acetylation, phosphoryla-
tion, and glycosylation as well as other
posttranslational protein modifications re-
quired for the biological activity of many
eukaryotic proteins. This chapter gives
some examples describing the use of
plant cells in biotech production by which
pharmaceuticals as well as functional and
medicinal food are obtained. In this arti-
cle, we restrict ourselves to a secondary
metabolite plant in the low molecular-
weight range.

3.1
Transgenic Plants as Functional Foods or
Neutraceuticals

A few years ago, industry started the age
of engineered functional food. Numerous
examples such as the generation of
golden rice, the production of healthy
plant oils, and engineered plants with
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Tab. 2 Examples of new properties in
transgenic plants used as neutraceuticals.

Property Plant

Resveratrol Peanut
Increased amount of iron

and its bioavailability by
the reduction of phytic
acid

Maize

Lactoferrin Rice
Enriched ferritin leading to

the binding of iron and
consequently to its
accumulation

Lettuce

Removal of bitter-tasting
compounds
(glycoalkaloids)

Potatoes

increased levels of essential vitamins and
nutrients have been published (Table 2).
Golden rice was engineered with two
plant genes from Narcissus pseudonarcissus
encoding a phytoene synthase and a
lycopene ß-cyclase along with one bacterial
gene from Erwinia uredovora encoding
a phytoene desaturase to synthesize ß-
carotene, a precursor of vitamin A. This
was possible because the transformation
of rice was well established and all
carotinoid biosynthetic pathway genes had
been identified. Despite these promising
results, golden rice is not yet on the
market. Further work aims to increase the
provitamin A amount and to unify high-
iron rice lines with provitamin A lines, as
it is known that provitamin A potentially
increases iron bioavailability.

Wheat is a further target in the area of en-
gineered functional food. A gene encoding
a stilbene synthase was expressed in rice
that enabled wheat to produce resveratrol.
This natural antioxidant possesses positive
effects against the development of throm-
bosis and arteriosclerosis. Moreover, in its
glycosidic form it enhances resistance to

fungal pathogenes, which also occurs in
transgenic plants.

The current health-related objective of
plant seed engineering is to increase the
content of ‘‘healthy fatty acids’’ and reduce
‘‘unhealthy fatty acids’’ in oilseed crops,
such as soybean, oil palm, rape-seed,
and sunflower. Genetic engineering was
successful in reducing the levels of trans-
unsaturated fatty acids and in reducing
the ratio between omega-6 and omega-3
unsaturated fatty acids in some vegetable
oils. Metabolic engineering also succeeded
in increasing the vitamin E, vitamin C,
and the lycopene content in plants, as well
as the content of bioflavonoids, known
for their antioxidant, anticancer, and
estrogenic properties. In addition, human
milk proteins like lactoferrin can now be
expressed in plants. These proteins are
believed to have a multitude of biological
activities that benefit the newborn infant.
Functional food selected and advertised
for its high content of therapeutically
active molecules is already offered in
the shelves of supermarkets, leaving the
determination of their true medical benefit
to the consumer.

A further research area is the elimination
of natural compounds from a plant to
avoid severe side effects. As an example,
peanut causes allergies due to several
proteins. Researchers are now working
on the generation of plants with reduced
levels of these proteins.

3.2
Transgenic Plants and Plant Cell Culture as
Bioreactors of Secondary Metabolites

Biotech methods are also used to in-
crease the amount of pharmaceuti-
cally interesting compounds in plants.
Leaves of Atropa belladonna contain high
amounts of L-hyoscyamin, but negligible
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contents of L-scopolamin due to the
low activity of hyoscyamin-6ß-hydroxylase
(H6H) in roots. H6H-cDNA was iso-
lated fromHyoscyamus niger, cloned, and
introduced in A. belladonna using Agrobac-
terium tumefaciens. Transgenic plants as
well as the sexual descendents contain
the transgene and accumulate up to
1% of L-scopolamin, but only traces of
L-hyoscyamin (Table 3).

Another approach to produce biologi-
cally active secondary metabolites is the
use of plant cell cultures. Plant cell cul-
tures are advantageous in that they are not
limited by environmental, ecological, or
climatic conditions. Further, cells can pro-
liferate at higher growth rates than whole
plants in cultivation. As shown in Table 4,
some metabolites in plant cell cultures

have been reported to accumulate with
a higher titer compared to those in the
parent plants. Some industrial processes
harness this potential, for example, for
shikonin, ginseng, and paclitaxel produc-
tion. Especially Taxus cell cultures are an
interesting alternative to the isolation of
paclitaxel from plantation- grown plants as
the slow growth of Taxus species, the sig-
nificant variation in taxoid content, and the
costly purification of 10-deacetylbaccatin
III from co-occurring taxoids are signif-
icantly limiting parameters. Using cell
cultures, taxol production rates up to 23.4
mg L−1 per day with paclitaxel comprising
13 to 20% of the total taxoid fraction can
now be achieved.

However, the use of plant cell cul-
tures for the production of interesting

Tab. 3 Transgenic plants with selected improved production of secondary metabolites.

Compound Target protein Gene donor Gene recipient

Cadaverin Lysin-decarboxylase Hafnia alvei Nicotiana tabacum
Sterols HMG-CoA-reductase Hevea brasiliensis Nicotiana tabacum
Nicotin Ornithin-decarboxylase Saccharomyces cerevisiae Nicotiana tabacum
Resveratrol Stilbene synthase Vitis vinifera Nicotiana tabacum
Scopolamin Hyoscyamin-6ß-hydroxylase Hyoscyamus niger Atropa belladonna

Tab. 4 Comparison of product yield of secondary metabolites in cell culture and parent plants.

Product Plant Yield [% Dwa]

Culture Plant

Anthocyanin Vitis sp. 16 10
Euphorbia milli 4 0.3
Perilla frutescens 24 1.5

Anthraquinone Morinda citrifolia 18 2.2
Berberine Coptis japonica 13 4

Thalictrum minor 10 0.01
Rosmarinic acid Coleus blumei 27 3.0
Shikonin Lithospermum erythrorhizon 14 1.5

aDry weight.
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molecules has not gained acceptance in
industry as yet. Usually, low productivity
and high costs are the most important neg-
ative parameters. Nevertheless, research
is still going on and is well described
in the next article. Further application of
plant-cell-suspension cultures are aimed
at the production of ajmalicine, vinblas-
tine, vincristine, podophyllotoxins, and
camptothecin.

3.3
Transgenic Plants as Bioreactors of
Recombinant Proteins

Nowadays, plants such as tobacco, potato,
tomato, banana, legumes, and cereals as
well as alfalfa, are used in molecular
farming and have emerged as promis-
ing biopharming systems for produc-
tion of pharmaceutical proteins, such
as antibodies, vaccines, regulatory pro-
teins, and enzymes (Table 5). The advan-
tages offered by plants include low cost
of cultivation, high biomass production,

relatively fast protein synthesis, low oper-
ating costs, excellent scalability, eukaryotic
posttranslational modifications, low risk
of pathogenicity toward humans and en-
dotoxins, and a relatively high protein
expression level. Using transgenic plants
as a host is highly attractive in that pro-
teins can be administered in fruits and
vegetables as a source of antigens for oral
vaccination. Thus, potatoes expressing a
synthetic LT-B gene, a labile toxin from
E. coli were successfully used in a clinical
study to examine an edible plant vaccine.
Further, interesting vaccines that have
been tested clinically are directed against
viral diarrhea and hepatitis B. No plant-
derived protein has still been developed to
be used as a drug, but molecular farm-
ing has gained attention as plants can be
turned into molecular medicine factories.

Recently, plant cells have also been
considered to be an alternative host for
the production of recombinant proteins
since they are able to glycosylate pro-
teins. Of the various systems used for

Tab. 5 Examples of therapeutic antibodies produced in plants.

Antibody
format

Antigen Cellular
location

Transgenic
plant

Max. expression
level

dAb Substance P Apoplast Nicotiana benthamiana 1% TSP leaves
IgG1, Fab Human creatine

kinase
Apoplast N. tabacum

Arabidopsis thaliana
0.044% TSP leaves
1.3% TSP leaves

IgG1 Streptococcal
surface antigen
(I/II)

Plasma
membrane

N. tabacum 1.1% TSP leaves

IgG1 Human IgG Apoplast Medicago sativa 1% TSP
IgG1 Herplex simplex

virus 2
Apoplast Glycine max Not reported

SigA Streptococcal
surface antigen
(I/II)

Apoplast N. tabacum 0.5 mg g−1 FW
leaves

ScFv Carcinoembryonic
antigen

ER Pisum sativum 0.009 mg g−1 seed

Notes: dAb: single domain antibody; FW: fresh weight; TSP: total soluble protein.
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cultivation, such as hairy roots, immo-
bilized cells, and free cell suspensions,
the latter is regarded to be most suit-
able for large-scale applications. Full-size
antibodies, antibody fragments, and fu-
sion proteins can be expressed in trans-
genic plant–cell systems, such as Nico-
tiana tabacum, pea, wheat, and rice using
shake-flask or fermentation cultures. Yet,
these systems are still of low commer-
cial importance as their productivity is not
advantageous.

See also Bacterial Cell Culture Meth-
ods; Bacterial Growth and Divi-
sion; Bioprocess Engineering; Ex-
pression Systems for DNA Pro-
cesses; Mammalian Cell Culture
Methods; Plant-based Expression
of Biopharmaceuticals.
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AAA ATPases
A large subfamily of ATPases involved in separating and unfolding proteins. The six
ATPases of the 19S regulatory complex are members of the AAA subfamily.

Aggresome
‘‘Abnormal proteins’’ – pericentrosomal accumulations of abnormal proteins that
recruit chaperones and proteasomes.

Base
A nine-protein subcomponent of the 19S regulatory complex, containing six ATPases
and three proteins that recognize ubiquitin or ubiquitin-like proteins.
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Chaperone
Chaperones are proteins that assist in the folding of nascent proteins or the refolding
of denatured proteins. The heat shock proteins such as hsap90 or hsp70 are prime
examples.

COP9 Signalosome (Csn)
A protein complex containing a metalloisopeptidase that removes the ubiquitin-like
protein NEDD8 from ubiquitin ligases. Each of the eight Csn subunits is evolutionarily
related to the eight lid subunits in the 19S regulatory complex.

Degron
Short peptide motifs (or even single N-terminal amino acids) that confer rapid
proteolysis on the polypeptides bearing them.

Ecm29
A proteasome-associated protein proposed to function either as a clamp holding the
19S RC to the 20S proteasome or as an adaptor that localizes the 26S proteasome to
specific membrane compartments within cells.

Epoxomicin
A bacterial compound that is a specific inhibitor of the proteasome.

Hybrid Proteasome
A 20S proteasome with a 19S regulatory complex at one end and either PA28 or PA200
at the other.

Immunoproteasome
A 20S proteasome where each of the three constitutive catalytic subunits is replaced by
an active subunit with altered substrate specificity. Immunoproteasomes are induced
by immune cytokines and play a role in specifying epitopes presented by the Class-I
immune pathway.

Lactacystin
A fungal metabolite that is a reasonably specific inhibitor of the proteasome’s
active sites.

Lid
An eight-protein subcomponent of the 19S regulatory complex, containing a
metalloisopeptidase that removes ubiquitin chains from the substrate protein.

Metabolic Regulation
Metabolic regulation refers to the control of biological processes by changes in the
concentration of metabolites or proteins or by changes in the activities of enzymes.
Phosphorylation and ubiquitilation are widespread mechanisms for controlling
enzyme activity.
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PA28s (aka 11S REGs)
Donut shaped, heptameric protein complexes that bind the ends of the 20S proteasome
and promote peptide entry to or efflux from its central proteolytic chamber.

PA200
A large nuclear protein that binds the ends of the 20S proteasome and is thought to
play a role in DNA repair.

Proteasome Activators
Single polypeptide chains or small protein complexes that bind 20S proteasomes and
stimulate peptide hydrolysis. To date, three have been discovered.

20S Proteasome
A cylindrical proteolytic particle composed of 28 subunits arranged as a stack of four
heptameric rings. The enzyme’s active sites face an internal chamber.

26S Proteasome
The only ATP-dependent protease discovered so far in the nuclear and cytosolic
compartments of eukaryotic cells. The enzyme consists of one or two 19S regulatory
complexes attached to the ends of the 20S proteasome.

19S Regulatory Complex (aka PA700)
A multisubunit particle containing six ATPases and eleven additional proteins that
functions to bind, unfold, and translocate substrate proteins into the central proteolytic
chamber of the 20S proteasome.

Ubiquitin
An exceptionally conserved 76-amino acid protein that is covalently attached to a wide
variety of other eukaryotic proteins. Chains of ubiquitin attached to substrate proteins
target them for destruction by the 26S proteasome.

VCP
A large hexameric ATPase that transfers some polyubiquitylated substrates to the
26S proteasome.

Velcade
A peptide boronic acid inhibitor of the proteasome used clinically to treat
multiple myeloma.

� The 20S proteasome was discovered in 1980 and the 26S proteasome six years
later. Research over the past two decades has made it abundantly clear that the
Ub-proteasome system is of central importance in eukaryotic cell physiology and
medicine. At the cellular and biochemical levels, there are a number of unre-
solved problems. We need a crystal structure of the 19S RC, or better yet, the
26S proteasome, for they would surely provide an insight into the mechanism
by which the 26S proteasome degrades its substrates. How the 26S proteasome
itself is regulated and the extent to which proteasomal components vary among
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tissues in higher eukaryotes are other important unresolved problems. As for the
medical perspective, we need to know how many diseases will be found to arise
because of defects in the ubiquitin–proteasome system. Hopefully, these problems
will generate research on the UPS by some readers of this article.

1
Proteasomes – A Quick Summary

Proteasomes are multisubunit, cylindrical
proteases found in eukaryotes, eubacteria,
and archaebacteria. The proteasome’s ac-
tive sites face a central chamber buried
within the cylindrical particle. Thus, the
proteasome is an ideal intracellular pro-
tease because cellular proteins can only
be degraded if they are actively trans-
ferred to the enzyme’s central chamber.
Eukaryotic proteasomes come in two sizes,
the 20S proteasome and the considerably
larger ATP-dependent 26S proteasome.
The latter is formed when the 20S pro-
teasome binds one or two multisubunit
ATPase-containing particles known as 19S
regulatory complexes. The 26S proteasome
is responsible for degrading ubiquitylated
proteins and is therefore essential for a
vast array of cellular processes including
cell-cycle traverse, control of transcription,
regulation of enzyme levels, and apopto-
sis. Being the key protease of the ubiquitin
system, the 26S proteasome also impacts a
number of human diseases, especially can-
cer, cachexia, and neurodegenerative dis-
eases. Both 20S and 26S proteasomes can
associate with other protein complexes. As
their name implies, proteasome activators
stimulate peptide hydrolysis and may serve
to localize 20S and 26S proteasomes within
cells. Hybrid proteasomes consist of the
20S proteasome with a 19S regulatory com-
plex bound at one end and a proteasome ac-
tivator at the other. Immunoproteasomes

are formed when the catalytic subunits
found in constitutive proteasomes are re-
placed by interferon-inducible subunits
with different substrate specificities. Im-
munoproteasomes are found mainly in
immune tissues where they play a role
in Class-I antigen presentation.

2
The 20S Proteasome

2.1
Structure

We know the molecular anatomy of archae-
bacterial, yeast, and bovine proteasomes
in great detail since high-resolution crys-
tal structures have been determined for
all three enzymes. The archaebacterial
proteasome is composed of two kinds
of subunits, called α and β. Each sub-
unit forms heptameric rings that assemble
into the 20S proteasome by stacking four
deep on top of one another to form a
‘‘hollow’’ cylinder. Catalytically inactive
α-rings form the ends of the cylinder,
while proteolytic β-subunits occupy the
two central rings. The quaternary struc-
ture of the 20S proteasome can therefore
be described as α7β7β7α7. The active
sites of the β-subunits face a large cen-
tral chamber about the size of serum
albumin (see Fig. 1). The α-rings seal off
the central proteolytic chamber and two
smaller antechambers from the external
solvent. Archaebacterial proteasomes, with
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Fig. 1 20S Proteasomes. At the left is a
schematic representation of a eukaryotic
20S proteasome. Different colors serve
to emphasize the diversity of α and β

subunits. At the right is a cutaway view
of the yeast proteasome, showing the
three internal cavities and the three
protease activities: T (trypsin-like), PG
(post glutamyl cleaving) and CT
(chymotrypsin-like).

their fourteen identical β-subunits, prefer-
entially hydrolyze the peptide bonds fol-
lowing hydrophobic amino acids and are
therefore said to have chymotrypsin-like
activity. Eukaryotic proteasomes maintain
the overall structure of the archaebac-
terial enzyme, but they exhibit a more
complicated subunit composition. There
are seven different α-subunits and at
least seven distinct β-subunits arranged
in a precise order within their respective
rings (see Fig. 1). Although current evi-
dence indicates that only three of its seven
β-subunits are catalytically active, the eu-
karyotic proteasome cleaves a wider range
of peptide bonds containing, as it does, two
copies each of trypsin-like, chymotrypsin-
like, and post-glutamyl-hydrolyzing sub-
units. For this reason, it is capable of
cleaving almost any peptide bond, having
difficulty only with proline-X, glycine-X,
and, to a lesser extent, with glutamine-
X bonds.

2.2
Enzyme Mechanism and Proteasome
Inhibitors

Whereas standard proteases use serine,
cysteine, aspartate, or metals to cleave pep-
tide bonds, the proteasome employs an
unusual catalytic mechanism. N-terminal
threonine residues are generated by self-
removal of short peptide extensions from
the active β-subunits, and they act as

nucleophiles during peptide-bond hydroly-
sis. Given its unusual catalytic mechanism,
it is not surprising that there are highly spe-
cific inhibitors of the proteasome. The fun-
gal metabolite lactacystin and the bacterial
product epoxomicin covalently modify the
active-site threonines and inhibit the en-
zyme. Both compounds are commercially
available; other inhibitors include vinylsul-
fones and various peptide aldehydes that
are generally less specific. Recently, Vel-
cade, a peptide boronate inhibitor of the
proteasome, has been approved for the
treatment of multiple myeloma.

2.3
Immunoproteasomes

Interferonγ is an immune cytokine that
increases expression of a number of cellu-
lar components involved in Class-I antigen
presentation. Among the IFNγ inducible
components are three catalytically active β-
subunits of the proteasome, called LMP2,
LMP7, and MECL1. Each replaces its
corresponding constitutive subunit, re-
sulting in altered peptide-bond cleavage
preferences of 20S immunoproteasomes.
For example, immunoproteasomes ex-
hibit much reduced cleavage after acidic
residues and enhanced hydrolysis of pep-
tide bonds following branch-chain amino
acids such as isoleucine or valine. Class-
I molecules preferentially bind peptides
with hydrophobic or positive C-termini,
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and proteasomes generate the vast major-
ity of Class-I peptides. Hence, the observed
β-subunit exchanges are well suited for
producing peptides able to bind Class-
I molecules.

3
The 26S Proteasome

3.1
The Ubiquitin–proteasome System

Bacteria can express as many as five ATP-
dependent proteases. By contrast, the 26S
proteasome is the only ATP-dependent
protease discovered so far in the nuclear
and cytosolic compartments of eukaryotic
cells. Because the 20S proteasome’s in-
ternal cavities are inaccessible to intact
proteins, openings must be generated in
the enzyme’s outer surface for proteolysis

to occur. A number of protein complexes
have been found to bind the protea-
some and stimulate peptide hydrolysis.
(see Fig. 2). The most important of the
proteasome-associated components is the
19S regulatory complex (RC), for it is a ma-
jor part of the 26S ATP-dependent enzyme
that degrades ubiquitin-tagged proteins in
eukaryotic cells. Ubiquitin (Ub) is treated
in a separate chapter of this Encyclopedia.
Still, this important protein must be briefly
covered since it plays a central role in sub-
strate recognition by the 26S proteasome.

Ubiquitin is a small, evolutionarily con-
served eukaryotic protein that can be
attached to a wide variety of intracellu-
lar proteins, including itself. Although
Ub serves nonproteolytic roles, such as
histone modification or viral budding,
the protein’s major function is target-
ing proteins for destruction. To do so,

26S
proteasome

hsp90 RC

ATP

PA200

Activated
proteasome

Activated
proteasome

Hybrid
proteasome

Hybrid
proteasome

Ecm29

REGs, PA28s

Fig. 2 Schematic representation of the 20S proteasome assembling with various
activator proteins (RC, REGs, PA200) or with the chaperone hsp90, a protein that
inhibits the enzyme.
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the carboxyl terminus of ubiquitin is acti-
vated by an ATP-consuming enzyme (E1)
and is transferred to one of several small
carrier proteins (E2s) in the form of a
reactive thiolester. The carboxyl terminus
of an activated Ub then forms an isopep-
tide bond with lysine amino groups on
proteolytic substrates (S) that have been
selected by members of several large fam-
ilies of Ub ligases or E3s. Chains of Ub
are formed, and the Ub-conjugated sub-
strate is recognized by the 26S proteasome
and degraded; Ub is recycled for use in
further rounds of proteolysis (see Fig 3).
It is important to note that ubiquitin con-
tains seven lysine residues and polyUb
chains formed via Lys6, Lys27, Lys29,
Lys48, and Lys63 exist in nature. Lys29 and

Lys48 chains form directly on proteolytic
substrates and target them for destruc-
tion. Lys27 chains have been found on
the cochaperone BAG1, and they target
degradation of misfolded proteins bound
by the Hsp70 chaperone to the 26S protea-
some. Ub monomers linked to each other
through Lys63 are involved in endocytosis
and DNA repair, but not, apparently, in
targeting proteins to the 26S proteasome.

3.2
Ultrastructure of the 26S Proteasome and
Regulatory Complex

Electron micrographs (EMs) of purified
26S proteasomes reveal a dumbbell-
shaped particle, approximately 40 nm in

Ub

E1

E2

E3

26S proteasome

NH 2

NH
2

NH
2

NH 2

NH2

Fig. 3 Schematic representation of the ubiquitin-proteasome pathway.
Ubiquitin molecules are activated by an E1 enzyme (shown in green at
one-third scale) in an ATP-dependent reaction, transferred to a cysteine
residue (yellow) on an E2 or Ub carrier protein and subsequently
attached to amino groups (NH2) on a substrate protein (lysozyme
shown in purple) by an E3 or ubiquitin ligase, (the multicolored SCF
complex). Note that chains of Ub are generated on the substrate, and
these are recognized by the 26S proteasome depicted in the upper right
at one-twentieth scale. (See color plate p. xxiv).
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length, in which the central 20S protea-
some cylinder is capped at one or both
ends by asymmetric regulatory complexes
looking much like Chinese dragonheads
(see Fig 4). In doubly capped 26S protea-
somes, the regulatory complexes face in
opposite directions, indicating that con-
tact between the proteasome’s α-rings and
the RC is highly specific. However, the
contacts may not be especially tight since
image analysis of Drosophila 26S protea-
somes suggests movement of the RCs
relative to the 20S proteasome. EM images
of the 26S proteasome appear the same
in all organisms, indicating that the over-
all architecture of the enzyme has been
conserved in evolution. This conclusion is
also supported by sequence conservation
among RC subunits (see Sect. 3.4). A yeast
mutant lacking the RC subunit Rpn10 con-
tains a salt-labile RC that dissociates into
two subcomplexes called the lid and the
base (see Fig 4). The base contains 9 RC
subunits, which include six ATPases de-
scribed below in Sect. 3.4, the two largest
RC subunits S1 and S2, as well as S5a; the
lid contains the remaining RC subunits.
Thus, the RC is composed of two subcom-
plexes separated on one side by a cavity,
that is, the dragon’s mouth. Ultrastruc-
tural studies have also been performed on
the lid and on a related protein complex
called the COP9 signalosome. Both particles

lack obvious symmetry. Some particles ex-
hibit a negative-stain-filled central groove;
other classes of particles exhibit seven or
eight lobes in a disc-like arrangement.
Since both particles are composed of eight
subunits, the lobes may represent individ-
ual subunits.

3.3
The 19S Regulatory Complex (RC)

The regulatory complex is also called the
19S cap, PA700, and the µ-particle. As its
most common name suggests, the 19S reg-
ulatory complex is roughly the same size
as the 20S proteasome. In fact, it is a more
complicated protein assembly containing
17 or 18 different subunits, ranging in size
from 25 to about 110 kDa. In animal cells,
the subunits are designated S1 through
S15. Homologs for each of these subunits
are present in budding yeast where an
alternate nomenclature has been adopted
(see Table 1). Sequences for the 18 RC
subunits permit their classification into a
group of 6 ATPases and another group
containing the 12 nonATPases.

3.4
ATPases of the RC

The six ATPases belong to the rather
large family of AAA ATPases (for ATPases

Fig. 4 Electron microscopic
reconstructions of the 26S proteasome.
Two images of negatively stained,
doubly capped 26S proteasomes are
presented to illustrate the positions of
the 19S RC lid and base subcomplexes
and to identify the most probable
location of the RC ATPases.

19S

ATPasesBase

RC

20S

Lid
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Tab. 1 Subunits of the 19S regulatory complex.

Mammalian
nomenclature

Yeast nomenclature Function Motifs

S1 Rpn2 Ub/Ubl binding Leucine-rich repeats, KEKE
S2 Rpn1 Ub/Ubl binding Leucine-rich repeats, KEKE
S3 Rpn3 ? PCI
p55 Rpn5 ? PCI
S4 Rpt2 ATPase AAA nucleotidase
S5a Rpn10 polyUb binding UIM, KEKE
S5b none ?
S6 Rpt3 ATPase AAA nucleotidase
S6’ Rpt5 ATPase AAA nucleotidase
S7 Rpt1 ATPase AAA nucleotidase
S8 Rpt6 ATPase AAA nucleotidase
S9 Rpn6 ? PCI
S10a Rpn7 ? PCI, KEKE
S10b Rpt4 ATPase AAA nucleotidase
S11 Rpn9 ? PCI
S12 Rpn8 ? MPN, KEKE
S13 Rpn11 Isopeptidase MPN
S14 Rpn12 ? PCI

Associated with a variety of cellular
Activities) whose members include the
motor protein dynein, the membrane
fusion factor NSF, and the chaperone
VCP/Cdc48. The six ATPases, denoted
S4, S6, S6′, S7, S8, and S10b in mam-
mals, are about 400 amino acids in length
and homologous to one another. On the
basis of their sequences, one can distin-
guish three major regions: (1) a central
nucleotide binding domain of about 200
amino acids, which is roughly 60% identi-
cal among members of the RC subfamily;
(2) the C-terminal region, approximately
100 amino acids in length and with a lesser,
though significant, degree of conserva-
tion (∼40%); and (3) a highly divergent
N-terminal region (<20% identity) around
120 amino acids in length; this region
contains heptad repeats characteristic of
coiled-coil proteins. Despite sequence dif-
ferences among RC ATPases within an or-
ganism, each ATPase has been conserved

during evolution with specific subunits be-
ing almost 75% identical between yeast
and humans. The high degree of conser-
vation encompasses the entire sequence,
making it likely that even the divergent N-
terminal regions play an important role in
RC function. Conceivably, they are used
to select substrates for degradation by
the 26S proteasome. The ‘‘helix-shuffle’’
hypothesis proposes that the N-terminal
coiled-coils of S4 subfamily ATPases bind
unassembled substrate proteins such as
fos or jun through the latter’s unpaired
leucine zippers. Alternatively, the variable
N-terminal regions in the RC ATPases may
be involved in the assembly of the RC by
promoting the specific placement of the
ATPase subunits within the complex. In
this regard, the six ATPases associate with
one another in highly specific pairs: S4
binds S7, S6 binds S8, and S6′ binds
to S10b. Moreover, the N-terminal re-
gions of RC ATPases are required for
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partner-specific binding. Staining patterns
of two-dimensional gels show the six RC
ATPases to be present at comparable levels
and the affinity capture of yeast 26S protea-
somes indicate the presence one copy of
each in the regulatory complex. Mutational
analysis in yeast demonstrates that the AT-
Pases are not functionally redundant since
mutation of yeast S4 has a particularly
profound effect on peptide hydrolysis. It
is probable that the ATPases form a hex-
americ ring like other members of the
AAA family of ATPases such as NSF or
VCP/Cdc48. But this assumption has not
been experimentally verified. Finally, it is
quite likely that the ATPases directly bind
the α-ring of the 20S proteasome. Evidence
favoring this arrangement comes from
chemical cross-linking experiments and
the presence of the ATPases in the base
subcomplex of the yeast 26S proteasome.

3.5
The non-ATPase Subunits

Whereas the six RC ATPases are homolo-
gous and relatively uniform in size, the
nonATPases are heterogeneous in size
and sequence. Nonetheless, they can be
grouped on the basis of their location, for
example, lid versus base, on the presence
or absence of certain sequence motifs, for
example, PCI and MPN domains, and on
their affinity for Ub chains or Ub-like pro-
teins. Eight RC subunits are found in
the lid subcomplex. One of these sub-
units (S13) is a metalloisopeptidase that
removes Ub chains from the tagged sub-
strate prior to its translocation into the
proteasome for degradation. Each of the
eight lid subunits is homologous to a sub-
unit in a separate protein complex called
the COP9 signalosome. Six of the eight lid
subunits contain PCI domains, stretches
of about 200 residues so named from

their occurrence in Proteasome, COP9 sig-
nalosome, and the eukaryotic Initiation
factor 3 subunits. The PCI domains are
thought to mediate subunit–subunit in-
teractions. Two lid subunits contain 140
amino acid long MPN domains (Mpr1p
and Pad1p N-terminal regions), with one
of these subunits being the S13 isopepti-
dase. Although several models have been
proposed from 2-hybrid screens of lid and
COP9-signalosome subunits, the arrange-
ment of the eight subunits within the lid
subcomplex is not known with certainty.
S13 stands out because it exhibits isopep-
tidase activity. Functions of the remaining
seven lid subunits have not been discov-
ered, although two lid subunits, S3 and S9,
are critical for the degradation of specific
substrates. The presence of the S13 isopep-
tidase in the lid explains why the lid is nec-
essary for degradation of ubiquitylated pro-
teins, even though the RC–base complex
supports the ATP-dependent degradation
of some small nonubiquitylated proteins.
Interestingly, the COP9-signalosome also
exhibits isopeptidase activity that removes
the ubiquitin-like protein, NEDD8, from
certain ubiquitin ligases.

In addition to the six ATPases, the base
subcomplex contains the two largest RC
subunits (S1, S2) and a smaller subunit
called S5a. Besides their common location,
these three subunits share the property
of binding polyUb chains or Ub-like do-
mains. S5a binds polyubiquitin chains
even after it has been transferred from
SDS-PAGE gels, and it displays many
features that match polyubiquitin recogni-
tion by the 26S proteasome. However, S5a
cannot be the only ubiquitin recognition
component in the 26S proteasome be-
cause deletion of the gene-encoding yeast
S5a has only a modest impact on prote-
olysis. This strongly suggests that there
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are other ubiquitin recognition compo-
nents in the RC, with S1 and S2 being
prime candidates. S1 and S2 display sig-
nificant homology to each other, and both
can be modeled as α-helical toroids. They
have been shown to bind the ubiquitin-like
domains of RAD23 and Dsk2, adapter pro-
teins that target ubiquitylated proteins to
the 26S proteasome. It has also been found
that the S6′ ATPase can be cross-linked to
Ub. Currently, then it appears that the RC
contains three, or possibly four, subunits
able to recognize Ub or Ub-like proteins.
As discussed below, there are other ways
in which the RC can select proteins for
destruction.

3.6
Biochemical Properties of the Regulatory
Complex

3.6.1 Nucleotide Hydrolysis
Both the 26S proteasome and the regula-
tory complex hydrolyze all four nucleotide
triphosphates, with ATP and CTP pre-
ferred over GTP and UTP. Kms for hy-
drolysis by the 26S proteasome are two-
to fivefold lower for each nucleotide and
virtually identical to the Kms required for
Ub-conjugate degradation. Although ATP
hydrolysis is required for conjugate degra-
dation, the two processes are not strictly
coupled. Complete inhibition of the pep-
tidase activity of the 26S proteasome by
calpain inhibitor I has little effect on the
ATPase activity of the enzyme. The nu-
cleotidase activities of the RC and the
26S proteasome closely resemble those of
Escherichia coli Lon protease, which is com-
posed of identical subunits that possess
both proteolytic and nucleotidase activities
in the same polypeptide chain. Like the reg-
ulatory complex and 26S proteasome, Lon
hydrolyzes all four ribonucleotide triphos-
phates, but not ADP or AMP.

3.6.2 Chaperone-like Activity
AAA nucleotidases share the common
property of altering the conformation or
association state of proteins. So, it is not
surprising that the RC has been shown to
prevent aggregation of several denatured
proteins including citrate synthase and
ribonuclease A. The chaperone activity of
the RC may explain why the RC plays a
role in DNA repair even in the absence of
an attached 20S proteasome.

3.6.3 Proteasome Activation
The 20S proteasome is a latent protease
because of the barrier imposed by the
α-subunit rings on peptide entry. Con-
sequently, a readily measured activity of
the RC is activation of fluorogenic peptide
hydrolysis by the 20S proteasome. The ex-
tent of activation is generally found to be
in the range 3- to 20-fold. Activation is
relatively uniform for all three proteasome
catalytic subunits and presumably reflects
opening by the attached RC of a chan-
nel, leading to the proteasome’s central
chamber.

3.6.4 Ubiquitin Isopeptide Hydrolysis
The channel through the proteasome α-
ring into the central chamber measures
1.3 nm in diameter, a size too small to
permit passage of a folded protein even
as small as ubiquitin. This consideration
coupled with the fact that Ub is recycled
intact upon substrate degradation requires
an enzyme to remove the polyUb chain
prior to or concomitant with proteolysis.
Several isopeptidases that remove Ub from
substrates has been found associated with
the 26S proteasome. Of these, S13 is
an integral component of the enzyme.
S13 is a metalloisopeptidase stimulated by
nucleotides and is active only in the fully
assembled 26S proteasome. Thus, it is not
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strictly correct to list isopeptidase activity
as a property of the RC.

3.6.5 Substrate Recognition
It is clear that the RC plays a predominant
role in selecting proteins for degradation.
This important topic is covered in Sect. 5
in the context of substrate recognition by
both 20S and 26S proteasomes.

4
Proteasome Biogenesis

4.1
Subunit Synthesis

The synthesis of proteasome subunits is
markedly affected by proteasome function.
For example, inhibition of proteasome
activity by lactacystin induces coordinate
expression of both RC and 20S proteasome
subunits. Similarly, impaired synthesis of
a given RC subunit results in overex-
pression of all RC subunits. Proteasome
subunit synthesis in yeast is controlled by
Rpn4p, a short-lived positive transcription
factor that binds PACE elements upstream
of proteasome genes. Rpn4p is a substrate
of the 26S proteasome, suggesting that the
transcription factor functions in a feed-
back loop in which proteasome activity
limits its concentration, thereby regulating
proteasome levels. To date, an Rpn4-like
factor has not been identified in higher
eukaryotes; however, the presence of such
a factor could explain why proteasome in-
hibition results in higher expression of
proteasome subunits in mammalian and
Drosophila cells.

4.2
Biogenesis of the 20S Proteasome

Proteasome β-subunits are synthesized
with N-terminal extensions, and they are

inactive because a free N-terminal threo-
nine is required for peptide-bond hydrol-
ysis. The precursor β-subunits assemble
with α-subunits to form half proteasomes
composed of one α-and one β-ring. These
two ring intermediates dimerize to form
the 20S particle, and the N-terminal ex-
tensions are removed, thereby generating
a new unblocked N-terminal threonine in
the catalytically active β-subunits. A small
accessory protein called Ump1 in yeast and
POMP or proteassemblin in mammalian
cells assists in the final assembly of the 20S
proteasome. Interestingly, Ump1/POMP
is apparently trapped in the proteasome’s
central chamber and degraded upon mat-
uration of the enzyme.

4.3
Biogenesis of the RC

Assembly pathways for the RC are virtu-
ally unknown. As mentioned above, the
ATPases interact with one another and
complexes containing all six S4 subfamily
members have been observed following in
vitro synthesis. Impaired synthesis of a lid
subunit can result in the absence of the
entire lid, so presumably, lid and base sub-
complexes assemble independently and
associate in the final stages of RC for-
mation cells. In vivo, 26S proteasomes
assemble from preformed regulatory com-
plexes and 20S proteasomes.

4.4
Posttranslational Modification of
Proteasome Subunits

Proteasome and RC subunits are sub-
jected to a variety of posttranslational
modifications including phosphorylation,
acetylation, and even myristoylation in
the case of the RC ATPase S4. In yeast,
all seven α-subunits as well as two
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β-subunits are acetylated. Since acety-
lation of the N-terminal threonine in
an active β-subunit would poison catal-
ysis, it has been suggested that the
propeptide extensions function to pre-
vent acetylation. Three members of the
S4 ATPase subfamily (S4, S6, and S10b)
and two 20S α-subunits (C8 and C9) are
known to be phosphorylated. Phosphory-
lation appears to be particularly important
for 26S proteasome assembly since the
kinase inhibitor staurosporine reduces
26S proteasome levels in mouse lym-
phoma cells.

4.5
Biogenesis of the 26S Proteasome

The RC and 20S proteasome associate
to form the 26S proteasome in the
presence of ATP. Comparison of the cross-
linking patterns of RC and assembled 26S
proteasomes indicates that this association
is accompanied by subunit rearrangement.
In yeast, two proteins play a special role
in 26S proteasome assembly or stability.
Nob1p is a nuclear protein required for
biogenesis of the 26S proteasome. It
is degraded following assembly of the
26S enzyme, suffering the same fate as
Ump1 does following 20S maturation. The
molecular chaperone Hsp90 also plays a
role in the assembly and maintenance
of yeast 26S proteasomes since functional
loss of Hsp90 results in 26S proteasome
dissociation.

5
Substrate Recognition by Proteasomes

5.1
Degradation Signals (Degrons)

One of the major insights of twentieth cen-
tury cell biology was the recognition that

proteins possess built-in signals, targeting
them to specific locations within cells. Se-
lective proteolysis can be considered to be
targeting out of existence, and a number
of short peptide motifs have been discov-
ered to confer rapid proteolysis on their
bearers. These include PEST sequences,
destruction boxes, KEN boxes, and even
the N-terminal amino acid. These motifs
are recognized by one or more ubiqui-
tin ligases that mark the substrate protein
by addition of a polyUb chain. However,
some proteins are degraded by the 26S
proteasome without prior marking by Ub.
Denatured proteins are also selectively
degraded by both 26S and 20S protea-
somes. It is not clear what features of
denatured proteins are recognized by pro-
teasomes or by components of the Ub
proteolytic system.

5.2
Ubiquitin-dependent Recognition of
Substrates

Most well-characterized substrates of the
26S proteasome are ubiquitylated proteins,
so our discussion starts with them. Effi-
cient proteolysis of ubiquitylated proteins
by the 26S proteasome requires a chain
containing at least four Ub monomers.
This matches well with the Ub-binding
characteristics of the RC subunit S5a. It
also selectively binds ubiquitin polymers
composed of four or more ubiquitin moi-
eties and exhibits increased affinity for
longer chains. In addition, binding to
S5a is impaired by mutations in ubiqui-
tin that allow chain formation but reduce
the targeting competence of the chains.
These properties and the fact that dena-
tured S5a can readily regain affinity for
polyUb suggest that multiple, short se-
quences within S5a form ‘‘loops’’ that are
able to bind ‘‘grooves’’ in the polyubiquitin
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chain. S5a molecules from a number of
higher eukaryotes contain two repeated
motifs that are independent polyubiquitin
binding sites. Each motif is approximately
30-residues long and is characterized by
five hydrophobic residues that consist of
alternating large and small hydrophobic
residues, for example, leu-ala-leu-ala-leu.
Similar motifs have been found in other
proteins of the ubiquitin system and are
now called UIMs, for Ubiquitin Interacting
Motifs. Because a hydrophobic patch on
the surface of ubiquitin is critical for sub-
strate targeting, current models envision
direct hydrophobic interaction between the
UIMs in S5a and the hydrophobic patches
on ubiquitin molecules in polyUb chains.

Whereas S5a provides for direct recogni-
tion of polyubiquitylated substrates, a sec-
ond mechanism involves adaptor proteins
possessing both a UbL (a Ubiquitin-like
domain) and one or more UbA domains
(Ubiquitin-associated domains are polyUb
binding domains found in several proteins
of the Ub system). The adaptor proteins
include RAD23 and Dsk2 in yeast and
recruit substrates to the 26S proteasome
through UbL binding to 26S proteasome
subunits, while the UbA domain binds
substrate-tethered Ub chains. In yeast, the
RC subunits S1 and S2 serve as UbL bind-
ing components; in mammals, S5a also
serves this purpose.

The cochaperone BAG1 illustrates a
third way in which polyUb can target sub-
strate proteins to the 26S proteasome. In
this case, the substrate is not polyubiquity-
lated; rather, it is bound to the chaperone
Hsp70. A polyUb chain, linked through
Lys27, is attached to the Hsp70-associated
cochaperone BAG1. Apparently, the Lys27
chain promotes association of the chap-
erone–substrate complex with the 26S
proteasome, after which the substrate is

degraded while BAG1, Hsp70, and ubiqui-
tin are recycled. Direct interaction between
E3 ubiquitin ligases and RC subunits can
also deliver ubiquitylated substrates to the
protease. The yeast E3 UFD4 binds RC
ATPases, and UFD4-mediated delivery of
substrates bypasses the requirement for
S5a. In what appears to be a similar deliv-
ery system, the mammalian E3 Parkin uses
a UbL to bind the 26S proteasome. Muta-
tional analyses in yeast have shown that
whereas deletion of either S5a or Rad23
has mild impact on proteolysis, loss of
both proteins produces a severe pheno-
type. Yeast lacking S5a, RAD23, and Dsk2
are not viable, indicating that direct de-
livery by E3s cannot compensate for the
absence of all three proteins.

5.3
Substrate Selection Independent of
Ubiquitin

The 26S proteasome also degrades nonu-
biquitylated proteins. The short-lived
enzymeornithine decarboxylase (ODC)
and the cell-cycle regulator p21Cip pro-
vide well-documented examples of Ub-
independent proteolysis by the 26S en-
zyme. ODC degradation is stimulated by a
protein called antizyme that binds to both
ODC and the 26S proteasome. Antizyme
functions as an adapter much like RAD23
and Dsk2 except that polyUb chains are
not involved, although interestingly, free
Ub chains compete with antizyme–ODC
for degradation. p21Cip is also degraded
in a nonUb-dependent reaction. This was
clearly demonstrated by substitution of
arginines for all the lysine residues in
p21Cip, thereby preventing ubiquitylation
of p21Cip. The lysine-less protein was still
degraded in human fibroblasts by the pro-
teasome. The C-terminal region of p21Cip
binds to the proteasome α-subunit C8,
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and in vitro p21Cip is degraded by the
20S proteasome alone. Direct binding of
p21Cip to the 20S proteasome may open a
channel through the α-ring, allowing the
loosely structured protein to enter the cen-
tral chamber. c-Jun, ‘‘aged’’ calmodulin,
troponin C, and p53 are other proteins that
can be degraded by the 26S proteasome
absent marking by Ub. The destruction of
p53 and p21Cip can proceed by both Ub-
dependent and Ub-independent pathways.
Other 20S proteasome substrates, in vitro
at least, include oxidized proteins, small
denatured proteins, and loosely folded pro-
teins such as casein. Whether the 20S
proteasome degrades proteins within cells
is an unresolved problem.

6
Proteolysis by the 26S
Proteasome – Mechanism

6.1
Contribution of Chaperones to
Proteasome-mediated Degradation

Chaperones are connected to proteasomes
in at least four ways. First, chaperones
can deliver substrates to the proteasome
as described above for the cochaperone
BAG1. In a similar fashion, the chaperone
VCP/Cdc48 is required for the degrada-
tion of several Ub pathway substrates.
VCP is a member of the AAA family of
ATPases. The large hexameric ATPase ap-
pears to function as a protein separase
able to remove ubiquitylated monomers
from multisubunit complexes. In some
cases, the liberated proteins are degraded
by the 26S proteasome; in other cases, the
separated proteins may change their intra-
cellular location. The proteasome also de-
grades endoplasmic-reticulum membrane
proteins. If these ER membrane proteins

possess a large cytoplasmic domain, their
proteasomal degradation can require Hsps
40, 70, and 90 as well as VCP. Hsp90
is required to assemble and stabilize the
yeast 26S proteasome, providing a third
connection between chaperones and pro-
teasomes. Hsp90 is also able to bind
and suppress peptide hydrolysis by the
20S proteasome. Finally, both chaperones
and proteasomes are induced by the ac-
cumulation of denatured proteins within
eukaryotic cells.

6.2
Presumed Mechanism

Proteolysis of ubiquitylated proteins by
the 26S proteasome can be thought to be
consisting of seven steps: (1) chaperone-
mediated substrate presentation; (2) sub-
strate association with RC subunits;
(3) substrate unfolding; (4) detachment of
polyUb from the substrate; (5) transloca-
tion of the substrate into the 20S protea-
some central chamber, (6) peptide-bond
cleavage; and (7) release of peptide prod-
ucts as well as polyUb (see Fig 5). Step 1
is optional, depending on the substrate,
and in principle, steps 3 and 4 could oc-
cur in either order. Step 4 is unnecessary
for substrates like ODC that are not ubiq-
uitylated. The other steps almost have to
occur as presented. Although it is easy to
conceptualize the reaction sequence, few
experimental findings bear directly on any
of the proposed subreactions, and virtu-
ally nothing is known about molecular
movements within the 26S proteasome. It
has been shown that steps 6 and 7 are
not required for sequestration of ODC by
the 26S proteasome. But which RC sub-
units actually recognize ODC–antizyme
complexes has not been discovered. For
ubiquitylated substrates, it is very likely
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Fig. 5 Hypothetical reaction cycle for the 26S proteasome. A polyubiquitylated substrate
is delivered to the 26S proteasome possibly by chaperones such as VCP (step 1). Substrate
is bound by polyubiquitin-recognition components of the RC until the polypeptide chain is
engaged by the ATPases (step 2). As the polypeptide chain is unfolded and pumped down
the central pore of the proteasome, a signal is conveyed to the metalloisopeptidase to
remove the polyUb chain (step 3). The unfolded polypeptide is eventually degraded within
the inner chamber of the proteasome (step 4) and peptide fragments exit the enzyme.

that S1, S2, and S5a are recognition com-
ponents, but this is not certain. Even if
they are, we do not know whether they rec-
ognize just polyUb or polyUb and portions
of the substrate. Translocation is thought
to proceed by the six ATPases threading
the polypeptide through a channel in the
20S proteasome’s α-ring, but the possi-
bility that convulsive movements transfer
substrate has not been ruled out. It is
also thought that the RC ATPases proces-
sively unravel substrates from degradation
signals within the polypeptide chain and

are able to ‘‘pump’’ the polypeptide chain
in either N-terminal to C-terminal or the
opposite direction. The ATPases may even
be capable of transferring loops into the
20S enzyme. One thing that is certain is
that the peptide fragments generated in
the central chamber are generally 5 to 10
residues in length, but fragments as long
as 35 amino acids can be present. How
these fragments exit the central chamber
is not known. Clearly, there is much to be
discovered about the internal workings of
the 26S proteasome.
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6.3
Processing by the 26S Proteasome

In some cases, the 26S proteasome par-
tially degrades the substrate protein re-
leasing processed functional domains. The
best-studied example of processing in-
volves the transcriptional activator NFκB.
The C-terminal half of a 105-kDa precur-
sor is degraded by the 26S proteasome
to yield a 50-kDa N-terminal domain that
is the active transcription component. A
glycine-rich stretch of amino acids at the
C-terminal boundary of p50 is an impor-
tant factor in limiting proteolysis. It is
possible that polypeptide translocation by
the RC starts at the glycine-rich region
and proceeds in only one direction be-
cause of the presence of the tightly folded
N-terminal domain. Or the RC may start
translocation at the C-terminus and stop
when the ATPases encounter the glycine-
rich region. Another example of partial
processing involves SPT23, a yeast protein
embedded in the endoplasmic-reticulum
membrane. SPT23 controls unsaturated
fatty acid levels and membrane fluid-
ity regulates 26S proteasomal generation
of a freely diffusible transcription fac-
tor from the SPT23 precursor. Partial
processing may be a more widespread
regulatory mechanism than is currently
thought.

7
Proteasome Activators

In addition to the RC, there are two
protein complexes, REGαβ and REGγ , and
a single polypeptide chain, PA200, that
bind the 20S proteasome and stimulate
peptide, but not protein, degradation (see
Fig. 2). Like the RC, proteasome activators
bind the ends of the 20S proteasome, and

importantly, they can form mixed or hybrid
26S proteasomes in which one end of the
20S proteasome is associated with a 19S
RC and the other is bound to a proteasome
activator. This latter property raises the
possibility that proteasome activators serve
to localize the 26S proteasome within
eukaryotic cells.

7.1
REGs or PA28s

There are three distinct REG subunits
called αβγ . REGαβ form donut-shaped
hetero-heptamers found principally in the
cytoplasm, whereas, REGγ forms a homo-
heptamer located in the nucleus. REGαβ

are abundantly expressed in immune tis-
sues while REGγ is highest in brain.
The REGs also differ in their activation
properties. REGαβ activate all three pro-
teasome active sites; REGγ only activates
the trypsin-like subunit. There is reason-
ably solid evidence that REGαβ play a
role in Class-I antigen presentation, but
we have no idea what REGγ does, es-
pecially since REGγ knockout mice have
almost no phenotype. The crystal structure
of REGα reveals that the seven subunits
form a donut-shaped structure with a cen-
tral aqueous channel, and the structure of
a REG–proteasome complex provides im-
portant insight into the mechanism by
which REGα activates the proteasome.
The carboxyl tail on each REG subunit
fits into a corresponding cavity on the α-
ring of the proteasome and loops on the
REG subunits cause N-terminal strands
on several proteasome α-subunits to re-
orient upward into the aqueous channel
of the REG heptamer. These movements
open a continuous channel from the ex-
terior solvent to the proteasome central
chamber.
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7.2
PA200

A new proteasome activator, called PA200,
was recently purified from bovine testis.
Human PA200 is a nuclear protein of 1843
amino acids that activates all three catalytic
subunits, with preference for the PGPH
active site. Homologs of PA200 are present
in budding yeast, worms, and plants. A
single chain of PA200 can bind each end of
the proteasome, and when bound, PA200
molecules look like volcanoes in negatively
stained EM images. Evidence from both
yeast and mammals suggests that PA200
is involved in DNA repair.

7.3
Hybrid Proteasomes

As the α-rings at each end of the 20S
proteasome are equivalent, the 20S pro-
teasome is capable of binding two RCs,
two PA28s, two PA200s, or combinations
of these components. In fact, 20S protea-
somes simultaneously bound to RC and
PA28 or PA200 have been observed, and
they are called hybrid proteasomes. In HeLa
cells, hybrid proteasomes containing PA28
at one end and an RC at the other have been
estimated to be twice as abundant as 26S
proteasomes capped at both ends by 19S
RCs. Hybrid 26S proteasomes containing
PA200 appear to be much less abundant
in HeLa cells.

7.4
ECM29

Another proteasome-associated protein,
called ecm29, has been identified in sev-
eral recent proteomic screens. Ecm29p
is reported to stabilize the yeast 26S
proteasome by clamping the RC to
the 20S cylinder. However, in human

culture cells, ecm29p is found predom-
inately associated with the endoplasmic-
reticulum Golgi intermediate compart-
ment, a location suggesting a role in
secretion rather than stability of 26S
proteasome. Ecm29p clearly associates
with 26S proteasomes; whether it acti-
vates proteasomal peptide hydrolysis is
unknown.

8
Protein Inhibitors of the Proteasome

A number of proteins have been found
to suppress proteolysis by the protea-
some. One of these is PI31, another is
the abundant cytosolic chaperone, Hsp90,
and a third is a proline/arginine-rich 39-
residue peptide called PR39. Both PI31
and Hsp90 may affect how the proteasome
functions in Class-I antigen presentation.
PI31 is a 30-kDa proline-rich protein that
inhibits peptide hydrolysis by the 20S
proteasome and can block activation by
both RC and REGαβ. Although surveys of
various cell lines show PI31 to be consid-
erably less abundant than RC or REGαβ,
when overexpressed, PI31 is reported to
inhibit Class-I antigen presentation by
interfering with the assembly of immuno-
proteasomes. A number of studies have
shown that Hsp90 can bind the 20S
proteasome and inhibit its chymotrypsin-
like and PGPH activities. Interestingly,
inhibition by Hsp90 is observed with
constitutive but not with immunoprotea-
somes, a finding consistent with proposals
that Hsp90 shuttles immunoproteasome-
generated peptides to the endoplasmic
reticulum for Class-I presentation. PR39
was originally isolated from bone marrow
as a factor able to induce angiogene-
sis and inhibit inflammation. Two hybrid
screens showed that PR39 binds the 20S
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proteasome. Apparently, PR39 affects an-
giogenesis and inflammation by inhibiting
respectively the degradation of HIF1 or
IkBα, the latter being an inhibitor of
NFkB. Finally, HIV’s Tat protein inhibits
the 20S proteasome’s peptidase activity.
Tat also competes with REGαβ for pro-
teasome binding, and by doing so, Tat
can inhibit Class-I presentation of certain
epitopes.

9
Physiological Aspects of Proteasomes

9.1
Tissue and Subcellular Distribution of
Proteasomes

Proteasomes are found in all organs of
higher eukaryotes, but the degree to which
the composition of proteasomes and its
activators varies among tissues is largely
unexplored territory. Proteasomes are very
abundant in testis since the organ con-
tains almost fivefold more 20S subunits
than skeletal muscle. At the cellular level,
there are about 800 000 proteasomes in
a HeLa cell and roughly 20 000 protea-
somes in a yeast cell. At the subcellu-
lar level, 26S proteasomes are present
in cytosol and nucleus where they ap-
pear to be freely diffusible. They are
not found in the nucleolus or within
membrane-bound organelles other than
the nucleus. When large amounts of
misfolded proteins are synthesized by
a cell, the aberrant polypeptides often
accumulate around the centrosome in
what are called ‘‘aggresomes.’’ Under
these conditions, 26S proteasomes, chap-
erones, and proteasome activators also
redistribute to the aggresomes presum-
ably to refold and/or degrade the misfolded
polypeptides.

9.2
Physiological Importance

Deletion of yeast genes encoding 20S
proteasome and 19S RC subunits is usu-
ally lethal, indicating that the 26S pro-
teasome is required for eukaryotic cell
viability. Known substrates of the 26S
proteasome include transcription factors,
cell-cycle regulators, protein kinases, and
so on – essentially, most of the cell’s im-
portant regulatory proteins. Surprisingly,
even proteins secreted into the endoplas-
mic reticulum are returned to the cytosol
for degradation by the 26S proteasome.
Given the scope of its substrates, it is hardly
surprising that the ubiquitin–proteasome
system contributes to the regulation of a
vast array of physiological processes, rang-
ing in higher eukaryotes. Discussion of
these fascinating regulatory mechanisms
is beyond the scope of this article. A brief
review of proteasomes and disease does,
however, seem appropriate.

9.3
The Ubiquitin–proteasome System and
Human Disease

As the central protease in the ubiquitin
system, the 26S proteasome impacts
a number of diseases, especially
cancer, neurological diseases, and muscle
wasting. Ubiquitin-mediated destruction
of proteins driving cell division imparts
directionality to the cell cycle. So it
is not surprising that several cancers
arise because of an impaired or
overactive ubiquitin–proteasome system.
VonHippel-Lindau (VHL) disease is a
hereditary cancer syndrome, characterized
by a wide range of malignant tumors.
The protein defective in VHL is
the substrate-recognition component of
a Ub–ligase complex that targets
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the transcription-component hypoxia-
inducible factor 1 (HIF1) for destruction.
HIF1 induces synthesis of VEGF, a growth
factor important for angiogenesis, and
many of the tumors in VHL involve the
vasculature. The human papilloma virus
oncoprotein E6 provides an example of an
overactive Ub ligase causing cancer. E6 is
a positive regulator of the Ub ligase that
targets the tumor-suppressor protein p53
for degradation. Downregulation of p53
prevents apoptosis of HPV-transformed
cells, thereby promoting malignancy.
Angelman and Liddle’s syndromes and
juvenile-onset Parkinson’s disease are
three other human diseases involving E3
Ub ligases.

Impairment of the proteasome occurs in
a number of neurodegenerative diseases,
especially those characterized by forma-
tion of protein inclusions, such as Parkin-
son’s and Huntington’s diseases. In these
diseases, proteasomes and ubiquitylated
proteins accumulate at the inclusions. It
is thought that sequestration and/or inhi-
bition of proteasomes may impair normal
protein turnover, eventually resulting in
neuronal cell death.

The ubiquitin–proteasome system also
plays a key role in cellular immunity.
There is considerable evidence that pro-
teasomes generate the majority of peptides
presented on Class-I molecules to cytotoxic
lymphocytes. Class-I antigen presentation
is a major defense against viral infection,
and viruses have devised a number of ways
to prevent Class-I molecules from reaching
the cell surface. In several cases, viruses
actually hijack the Ub-proteasome system
to degrade newly synthesized MHC Class-I
molecules, thereby preventing surface pre-
sentation of viral peptides. Given its perva-
sive role in metabolic regulation, there is
no doubt that many more human diseases

will be shown to result from malfunction
of the Ub-proteasome system.

See also Electron Microscopy in Cell
Biology; Electron Microscopy of
Biomolecules; Membrane Traffic:
Vesicle Budding and Fusion; Mo-
tor Proteins; Ubiquitin-Proteasome
System for Controlling Cellular
Protein Levels.

Bibliography

Books and Reviews

Attaix, D., Briand, Y. (2003) The proteasome in
the regulation of cell function, Int. J. Biochem.
35, 545–755.

Bashir, T., Pagano, M. (2003) Aberrant ubiquitin-
mediated proteolysis of cell cycle regulatory
proteins and oncogenesis, Adv. Cancer Res. 88,
101–144.

Blobel, G. (2000) Protein targeting (Nobel
lecture), Chembiochem 1, 86–102.

Cope, G.A., Deshaies, R.J. (2003) COP9
signalosome: a multifunctional regulator of
SCF and other cullin-based ubiquitin ligases,
Cell 114, 663–671.

Ferrell, K., Wilkinson, C.R., Dubiel, W.,
Gordon, C. (2000) Regulatory subunit
interactions of the 26S proteasome, a complex
problem, Trends Biochem. Sci. 25, 83–88.

Goldberg, A.L., Cascio, P., Saric, T., Rock, K.L.
(2002) The importance of the proteasome and
subsequent proteolytic steps in the generation
of antigenic peptides, Mol. Immunol. 39,
147–164.

Hampton, R.Y. (2002) ER-associated degradation
in protein quality control and cellular
regulation, Curr. Opin. Cell Biol. 14,
476–482.

Hartmann-Petersen, R., Seeger, M., Gordon, C.
(2003) Transferring substrates to the
26S proteasome, Trends Biochem. Sci. 28,
26–31.

Hegde, A.N., DiAntonio, A. (2002) Ubiquitin
and the synapse, Nat. Rev. Neurosci. 3,
854–861.



22 Proteasomes

Hershko, A., Ciechanover, A., Varshavsky, A.
(2000) Basic Medical Research Award. The
ubiquitin system, Nat. Med. 6, 1073–1081.

Hill, C.P., Masters, E.I., Whitby, F.G. (2002)
The 11S regulators of 20S proteasome activity,
Curr. Top. Microbiol. Immunol. 268, 73–89.

Hilt, W., Wolf, D.H. (2004) The ubiquitin-
proteasome system: past, present and future,
Cell Mol. Life Sci. 61, 1545–1632.

Kopito, R.R. (2000) Aggresomes, inclusion
bodies and protein aggregation, Trends Cell
Biol. 10, 524–530.

Lipford, J.R., Deshaies, R.J. (2003) Diverse
roles for ubiquitin-dependent proteolysis in
transcriptional activation, Nat. Cell Biol. 5,
845–850.

McCracken, A.A., Brodsky, J.L. (2003) Evolving
questions and paradigm shifts in endoplasmic-
reticulum-associated degradation (ERAD),
BioEssays 25, 868–877.

Muratani, M., Tansey, W.P. (2003) How
the ubiquitin-proteasome system controls
transcription, Nat. Rev. Mol. Cell Biol. 4,
192–201.

Orlowski, M., Wilk, S. (2003) Ubiquitin-
independent proteolytic functions of the
proteasome, Arch. Biochem. Biophys. 415, 1–5.

Peters, J.M., Harris, J.R. Finley, D. (1998)
Ubiquitin and the Biology of the Cell, Plenum
Press, New York, pp. 472.

Rechsteiner, M., Realini, C., Ustrell, V. (2000)
The proteasome activator 11S REG (PA28) and
class I antigen presentation, Biochem. J. 345,
1–15.

Rechsteiner, M., Rogers, S.W. (1996) PEST
sequences and regulation by proteolysis,
Trends Biochem. Sci. 21, 267–271.

Reed, S.I. (2003) Ratchets and clocks: the cell
cycle, ubiquitylation and protein turnover, Nat.
Rev. Mol. Cell Biol. 4, 855–864.

Varshavsky, A. (1996) The N-end rule: Functions,
mysteries, uses, Proc. Natl. Acad. Sci. USA 93,
12142–12149.

Vierstra, R.D. (2003) The ubiquitin/26S
proteasome pathway, the complex last chapter
in the life of many plant proteins, Trends Plant
Sci. 8, 135–142.

Yewdell, J.W., Hill, A.B. (2002) Viral interference
with antigen presentation, Nat. Immunol. 3,
1019–1025.

Zwickl, P., Baumeister, W. (2002) The
Proteasome-Ubiquitin Protein Degradation
Pathway, Curr. Top. Microbiol. Immunol. 268,
1–213.

Primary Literature

Bogyo, M., McMaster, J.S., Gaczynska, M.,
Tortorella, D., Goldberg, A.L., Ploegh, H.L.
(1997) Covalent modification of the active site
threonine of proteasomal β subunits and the
Escherichia coli homolog HsIV by a new class
of inhibitors, Proc. Natl. Acad. Sci. USA 94,
6629–6634.

Braun, B.C., Glickman, M., Kraft, R.,
Dahlmann, B., Kloetzel, P.M., Finley, D.,
Schmidt, M. (1999) The base of the
proteasome regulatory particle exhibits
chaperone-like activity, Nat. Cell Biol. 1,
221–226.

Brooks, P., Fuertes, G., Bose, S., Murray, R.Z.,
Knecht, E., Rechsteiner, M.C., Hendil, K.B.
(2000) Subcellular localization of proteasomes
and their regulatory complexes in mammalian
cells, Biochem. J. 346, 155–161.

Chau, V., Tobias, J.W., Bachmair, A., Mar-
riott, D., Ecker, D.J., Gonda, D.K., Var-
shavsky, A. (1989) A multiubiquitin chain is
confined to specific lysine in a targeted short-
lived protein, Science 243, 1576–1583.

Cope, G.A., Suh, G.S., Aravind, L., Schwarz, S.E.,
Zipursky, S.L., Koonin, E.V., Deshaies, R.J.
(2002) Role of predicted metalloprotease motif
of Jab1/Csn5 in cleavage of Nedd8 from Cul1,
Science 298, 608–611.

Deveraux, Q., Ustrell, V., Pickart, C., Rech-
steiner, M. (1994) A 26 S protease subunit that
binds ubiquitin conjugates, J. Biol. Chem. 269,
7059–7061.

Elsasser, S., Gali, R.R., Schwickart, M., Larsen,
C.N., Leggett, D.S., Muller, B., Feng, M.T.,
Tubing, F., Dittmar, G.A., Finley, D. (2002)
Proteasome subunit Rpn1 binds ubiquitin-like
protein domains, Nat. Cell Biol. 4, 725–730.

Fenteany, G., Standaert, R.F., Lane, W.S.,
Choi, S., Corey, E.J., Schreiber, S.L. (1995)
Inhibition of proteasome activities and
subunit-specific amino-terminal threonine
modification by lactacystin, Science 268,
726–731.

Flynn, J.M., Neher, S.B., Kim, Y.I., Sauer,
R.T., Baker, T.A. (2003) Proteomic discovery
of cellular substrates of the ClpXP protease
reveals five classes of ClpX-recognition signals,
Mol. Cell 11, 671–683.

Gaczynska, M., Osmulski, P.A., Gao, Y., Post,
M.J., Simons, M. (2003) Proline- and arginine-
rich peptides constitute a novel class of



Proteasomes 23

allosteric inhibitors of proteasome activity,
Biochemistry 42, 8663–8670.

Glickman, M.H., Rubin, D.M., Coux, O., We-
fes, I., Pfeifer, G., Cjeka, Z., Baumeister, W.,
Fried, V.A., Finley, D. (1998) A subcomplex
of the proteasome regulatory particle required
for ubiquitin-conjugate degradation and re-
lated to the COP9-signalosome and elF3, Cell
94, 615–623.

Groll, M., Ditzel, L., Lowe, J., Stock, D.,
Bochtler, M., Bartunik, H.D., Huber, R. (1997)
Structure of 20S proteasome from yeast at
2.4 A resolution, Nature 386, 463–471.

Guterman, A., Glickman, M.H. (2004) Comple-
mentary roles for rpn11 and ubp6 in deubiq-
uitination and proteolysis by the proteasome,
J. Biol. Chem. 279, 1729–1738.

Harris, J.L., Alper, P.B., Li, J., Rechsteiner, M.,
Backes, B.J. (2001) Substrate specificity of the
human proteasome, Chem. Biol. 8, 1131–1141.

Hendil, K.B., Khan, S., Tanaka, K. (1998)
Simultaneous binding of PA28 and PA700
activators to 20 S proteasomes, Biochem. J. 332,
749–754.

Hofmann, K., Falquet, L. (2001) A ubiquitin-
interacting motif conserved in components
of the proteasomal and lysosomal protein
degradation systems, Trends Biochem. Sci. 26,
347–350.

Hoppe, T., Matuschewski, K., Rape, M.,
Schlenker, S., Ulrich, H.D., Jentsch, S. (2000)
Activation of a membrane-bound transcription
factor by regulated ubiquitin/proteasome-
dependent processing, Cell 102, 577–586.

Johnson, E.S., Ma, P.C., Ota, I.M., Varshavsky, A.
(1995) A proteolytic pathway that recognizes
ubiquitin as a degradation signal, J. Biol. Chem.
270, 17442–17456.

Kane, R.C., Bross, P.F., Farrell, A.T., Pazdur, R.
(2003) Velcade: U.S. FDA approval for the
treatment of multiple myeloma progressing
on prior therapy, Oncologist 8, 508–513.

Kenniston, J.A., Baker, T.A., Fernandez, J.M.,
Sauer, R.T. (2003) Linkage between ATP
consumption and mechanical unfolding
during the protein processing reactions of
an AAA+ degradation machine, Cell 114,
511–520.

Kimura, Y., Saeki, Y., Yokosawa, H.,
Polevoda, B., Sherman, F., Hirano, H. (2003)
N-Terminal modifications of the 19S
regulatory particle subunits of the yeast
proteasome, Arch. Biochem. Biophys. 409,
341–348.

Kleijnen, M.F., Alarcon, R.M., Howley, P.M.
(2003) The ubiquitin-associated domain of
hPLIC-2 interacts with the proteasome, Mol.
Biol. Cell 14, 3868–3875.

Lam, Y.A., Lawson, T.G., Velayutham, M.,
Zweier, J.L., Pickart, C.M. (2002) A
proteasomal ATPase subunit recognizes the
polyubiquitin degradation signal, Nature 416,
763–767.

Lee, C., Schwartz, M.P., Prakash, S.,
Iwakura, M., Matouschek, A. (2001) ATP-
dependent proteases degrade their substrates
by processively unraveling them from the
degradation signal, Mol. Cell 7, 627–637.

Leggett, D.S., Hanna, J., Borodovsky, A.,
Crosas, B., Schmidt, M., Baker, R.T., Walz, T.,
Ploegh, H., Finley, D. (2002) Multiple
associated proteins regulate proteasome
structure and function, Mol. Cell 10,
495–507.

Liu, C.W., Millen, L., Roman, T.B., Xiong, H.,
Gilbert, H.F., Noiva, R., DeMartino, G.N.,
Thomas, P.J. (2002) Conformational remod-
eling of proteasomal substrates by PA700, the
19 S regulatory complex of the 26 S protea-
some, J. Biol. Chem. 277, 26815–26820.

Lowe, J., Stock, D., Jap, B., Zwickl, P., Baumeis-
ter, W., Huber, R. (1995) Crystal structure of
the 20S proteasome from the archaeon T.
acidophilum at 3.4 A resolution, Science 268,
533–539.

Meng, L., Mohan, R., Kwok, B.H., Elofsson, M.,
Sin, N., Crews, C.M. (1999) Epoxomicin,
a potent and selective proteasome
inhibitor, exhibits in vivo anti-inflammatory
activity, Proc. Natl. Acad. Sci. USA 96,
10403–10408.

Mueller, T.D., Feigon, J. (2003) Structural
determinants for the binding of ubiquitin-
like domains to the proteasome, EMBO. J.
22, 4634–4645.

Murakami, Y., Matsufuji, S., Kameji, T., Haya-
shi, S., Igarashi, K., Tamura, T., Tanaka, K.,
Ichihara, A. (1992) Ornithine decarboxylase
is degraded by the 26S proteasome without
ubiquitination, Nature 360, 597–599.

Neher, S.B., Sauer, R.T., Baker, T.A. (2003)
Distinct peptide signals in the UmuD
and UmuD’ subunits of UmuD/D’ mediate
tethering and substrate processing by the
ClpXP protease, Proc. Natl. Acad. Sci. U S A
100, 13219–13224.



24 Proteasomes

Peng, J., Schwartz, D., Elias, J.E., Thoreen, C.C.,
Cheng, D., Marsischky, G., Roelofs, J., Fin-
ley, D., Gygi, S.P. (2003) A proteomics ap-
proach to understanding protein ubiquitina-
tion, Nat. Biotechnol. 21, 921–926.

Petroski, M.D., Deshaies, R.J. (2003) Context of
multiubiquitin chain attachment influences
the rate of Sic1 degradation, Mol. Cell 11,
1435–1444.

Reits, E.A., Benham, A.M., Plougaste, B.,
Neefjes, J., Trowsdale, J. (1997) Dynamics of
proteasome distribution in living cells, EMBO
J. 16, 6087–6094.

Rubin, D.M., Glickman, M.H., Larsen, C.N.,
Dhruvakumar, S., Finley, D. (1998) Active
site mutants in the six regulatory particle
ATPases reveal multiple roles for ATP in the
proteasome, EMBO J. 17, 4909–4919.

Sakata, E., Yamaguchi, Y., Kurimoto,
E., Kikuchi, J., Yokoyama, S., Yamada, S.,
Kawahara, H., Yokosawa, H., Hattori, N.,
Mizuno, Y., Tanaka, K., Kato, K. (2003) Parkin
binds the Rpn10 subunit of 26S proteasomes
through its ubiquitin-like domain, EMBO Rep.
4, 301–306.

Seemuller, E., Lupas, A., Stock, D., Lowe, J.,
Huber, R., Baumeister, W. (1995) Proteasome
from Thermoplasma acidophilum: a threonine
protease, Science 268, 579–582.

Sheaff, R.J., Singer, J.D., Swanger, J.,
Smitherman, M., Roberts, J.M., Clurman, B.E.
(2000) Proteasome turnover of p21Cip1 does
not require p21Cip1 ubiquitination, Mol. Cell 5,
403–410.

Studemann, A., Noirclerc-Savoye, M., Klauck, E.,
Becker, G., Schneider, D., Hengge, R. (2003)
Sequential recognition of two distinct sites
in sigma(S) by the proteolytic targeting factor
RssB and ClpX, EMBO J. 22, 4111–4120.

Taxis, C., Hitt, R., Park, S.H., Deak, P.M.,
Kostova, Z., Wolf, D.H. (2003) Use of
modular substrates demonstrates mechanistic
diversity and reveals differences in chaperone
requirement of ERAD, J. Biol. Chem. 278,
35903–35913.

Thrower, J.S., Hoffman, L., Rechsteiner, M.,
Pickart, C.M. (2000) Recognition of the
polyubiquitin proteolytic signal, EMBO J. 19,
94–102.

Unno, M., Mizushima, T., Morimoto,
Y., Tomisugi, Y., Tanaka, K., Yasuoka, N.,
Tsukihara, T. (2002) The structure of the
mammalian 20S proteasome at 2.75 A
resolution, Structure (Camb.) 10, 609–618.

Ustrell, V., Hoffman, L., Pratt, G., Rech-
steiner, M. (2002) PA200, a nuclear protea-
some activator involved in DNA repair, EMBO
J. 21, 3403–3412.

van Nocker, S., Sadis, S., Rubin, D.M.,
Glickman, M., Fu, H., Coux, O., Wefes, I.,
Finley, D., Vierstra, R.D. (1996) The
Multiubiquitin-Chain-Binding Protein Mcb1
is a Component of the 26S Proteasome
in Saccharomyces cerevisiae and Plays a
Nonessential, Substrate-Specific Role in
Protein Turnover, Mol. Cell Biol. 16,
6020–6028.

Verma, R., Chen, S., Feldman, R., Schieltz, D.,
Yates, J., Dohmen, J., Deshaies, R.J. (2000)
Proteasomal proteomics: identification of
nucleotide-sensitive proteasome-interacting
proteins by mass spectrometric analysis of
affinity-purified proteasomes, Mol. Biol. Cell
11, 3425–3439.

Walz, J., Erdmann, A., Kania, M., Typke, D.,
Koster, A.J., Baumeister, W. (1998) 26S
proteasome structure revealed by three-
dimensional electron microscopy, J. Struct.
Biol. 121, 19–29.

Whitby, F.G., Masters, E.I., Kramer, L.,
Knowlton, J.R., Yao, Y., Wang, C.C., Hill, C.P.
(2000) Structural basis for the activation of
20 S proteasomes by 11 S regulators, Nature
408, 115–120.

Wojcik, C., Yano, M., DeMartino, G.N. (2004)
RNA interference of valosin-containing
protein (VCP/p97) reveals multiple cellular
roles linked to ubiquitin/proteasome-
dependent proteolysis, J. Cell Sci. 117,
281–292.

Wu-Baer, F., Lagrazon, K., Yuan, W., Baer, R.
(2003) The BRCA1/BARD1 heterodimer
assembles polyubiquitin chains through
an unconventional linkage involving lysine
residue K6 of ubiquitin, J. Biol. Chem. 278,
34743–34746.

Xie, Y., Varshavsky, A. (2001) RPN4 is a ligand,
substrate, and transcriptional regulator of
the 26S proteasome: a negative feedback
circuit, Proc. Natl. Acad. Sci. U S A 98,
3056–3061.

Xie, Y., Varshavsky, A. (2002) UFD4 lacking
the proteasome-binding region catalyses
ubiquitination but is impaired in proteolysis,
Nat. Cell Biol. 4, 1003–1007.

Yamano, T., Murata, S., Shimbara, N.,
Tanaka, N., Chiba, T., Tanaka, K., Yui, K.,
Udono, H. (2002) Two distinct pathways



Proteasomes 25

mediated by PA28 and hsp90 in
major histocompatibility complex class I
antigen processing, J. Exp. Med. 196,
185–196.

Young, P., Deveraux, Q., Beal, R., Pickart, C.,
Rechsteiner, M. (1998) Characterization of
two polyubiquitin binding sites in the 26S
protease subunit 5a, J. Biol. Chem. 273,
5461–5467.

Zaiss, D.M., Standera, S., Kloetzel, P.M., Sijts,
A.J. (2002) PI31 is a modulator of proteasome
formation and antigen processing, Proc. Natl.
Acad. Sci. U S A 99, 14344–14349.

Zhang, M., Pickart, C.M., Coffino, P. (2003)
Determinants of proteasome recognition
of ornithine decarboxylase, a ubiquitin-
independent substrate, EMBO J. 22,
1488–1496.

Protein Aggregation: see
Aggregation, Protein





27

Protein and Nucleic Acid
Enzymes

Daniel L. Purich
University of Florida College of Medicine, Gainesville, FL, USA

1 Enzymes as Life’s Actuators 29

2 Chemical Nature of Enzymes 30

3 A Brief History of Enzyme Science 30

4 Systematic Classification of Enzyme-catalyzed Reactions 32

5 Mechanochemical Enzyme Reactions 33

6 The Catalytic Reaction Cycle 35

7 Basic Enzyme Kinetics 41

8 Enzyme Regulation 41

9 Inborn Errors in Enzyme Function 43

Bibliography 43
Books and Reviews 43

Keywords

Catalytic Antibody
An antibody that catalyzes chemical reactions.

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 11
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30648-X



28 Protein and Nucleic Acid Enzymes

Catalytic Proficiency
A measure of the rate enhancement achieved in the presence of an enzyme; the
dimensionless parameter venz/vnon, where venz and vnon are the reaction velocities in
the presence and absence of an enzyme respectively.

Energase
A mechanochemical enzyme that catalyzes energy-dependent translocation,
energy-dependent transport, and/or energy-dependent force production.

Enzyme
A biological catalyst that speeds up the making and breaking of chemical bonds
without altering the reaction’s equilibrium.

Protein Enzyme
A biological catalyst composed of one or more polypeptide chains.

RNA Enzyme
A biological catalyst composed of ribonucleic acid.

� As is true of any catalyst, the defining quality of every enzyme is the ability to
enhance chemical reactivity without altering the thermodynamic equilibrium of
the reaction catalyzed. An enzyme’s catalytic proficiency is measured by its rate
enhancement factor, a parameter that equals venz/vnon, where venz and vnon are
the reaction velocities in the presence and absence of an enzyme respectively.
Although the rates of uncatalyzed reactions are often too slow to be determined
under physiologic conditions, enhancement factors of enzymes are thought to range
typically from 109 to 1017, with a few approaching 1022 and others falling well below
100. Each catalytic cycle shares common features: (1) the enzyme must combine
with its substrate, which is then converted into the transition state; (2) and this
least stable reactant configuration then undergoes equipartition (i.e. half of the
time, reforming EnzymeSubstrate complex, and just as often proceeding to form
EnzymeProduct complex, the latter followed by product release). After each catalytic
reaction cycle, an enzyme returns to its original form, such that an enzyme’s action
is without any effect on the reaction’s equilibrium constant. Because product release
is so often the slowest step in catalysis, discrete bond-making and bond-breaking
steps, and even the formation of covalent intermediates, rarely hinder catalysis.
The rates of highly perfected enzymes are limited only by the diffusion-limited
availability of substrate; other enzymes are so sluggish that each complete catalytic
cycle operates on the seconds to minutes timescale. In terms of natural selection,
however, an organism accrues no competitive advantage should one of its enzymes
evolve catalytic proficiency beyond that needed for efficient metabolism.
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1
Enzymes as Life’s Actuators

Because normal physiologic conditions
(e.g. neutral pH, aqueous environment,
moderate ionic strength, pressures near
one atmosphere, and a narrow 0–50 ◦C
temperature range) conspire to deacti-
vate most chemical reactions, their uncat-
alyzed rates are frequently extraordinarily
low. Consider, for example, the hexoki-
nase reaction: Mg·ATP2− + D-Glucose =
D-Glucose 6-Phosphate + Mg·ADP1−. At
cellular glucose and ATP concentrations,
detectable glucose-6-P would require hun-
dreds or thousands of years in the
absence of hexokinase, but occurs in
seconds at cellular enzyme concentra-
tions. Even when nonenzymatic reac-
tions are fairly fast, as is true for the
reversible hydration of carbon dioxide
to form bicarbonate anion, the pres-
ence of an enzyme (carbonic anhy-
drase, in this case) assures the reac-
tion rate is always sufficient for effec-
tive metabolism.

The speed and specificity of enzyme-
catalyzed reactions provides cells with the
capacity to organize a series of these
reactions into pathways responsible for
the synthesis (anabolism) and breakdown
(catabolism) of essential life-sustaining in-
termediates. With hexokinase as an exam-
ple once again, exclusive phosphorylation
at position-6 of the β-D-glucopyranose
form would be impossible in the ab-
sence of enzyme. Even when nonenzy-
matic reactions are reasonably rapid, as
in the case of reversible hydration of
carbon dioxide to form bicarbonate an-
ion, an enzyme is required to assure
the reaction rate is sufficiently fast for
efficient metabolism. In this respect, en-
zymes play roles analogous to on–off
switches and amplifiers within electronic

circuits. Substrate specificity also reduces
the formation of toxic substances that
would otherwise accumulate in side re-
actions. By coupling energy-requiring and
energy-yielding reactions, enzymes also as-
sist in managing cellular bioenergetics,
thus permitting cells to store energy in
many forms (e.g. as low molecular–weight
metabolites, as macromolecules, as ion
and solute concentration gradients, etc.).
Enzymes catalyzing the first committed
step in a metabolic pathway often pos-
sess regulatory sites that bind activators
and inhibitors, allowing them to respond
to regulatory cues as substances are pro-
duced or consumed within their own and
other metabolic pathways. Moreover, be-
cause some enzymes are oligomeric (i.e.
they are composed of multiple subunits),
regulatory information can be transferred
across their subunit–subunit interfaces
in a manner that alters their catalytic
efficiency in response to small fluctua-
tions in the concentration of regulatory
(or effector) molecules. This phenomenon,
known as cooperativity, is attended by
enzyme shape changes (i.e. allosteric
transitions) that can greatly alter cat-
alytic activity.

Certain highly specialized mechano-
chemical enzymes interact with their bind-
ing partners to adopt low- and high-affinity
interaction states, the interconversion of
which is driven by the Gibb free energy
liberated upon the hydrolysis of certain
metabolites, most often ATP or GTP.
These affinity-modulated systems can also
derive free energy during the dissipa-
tion of transmembrane solute concentra-
tion gradients. Such energy-transducing
enzymes can also generate the forces
needed for cell division and motility,
solute transport, as well as intracellu-
lar trafficking, and sorting of molecules
and/or organelles. By generating the
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forces and mechanical work needed to
power sensory processes, transport and
translocation, and the ability to divide,
these mechanochemical enzymes bestow
upon organisms the essentially animat-
ing qualities of irritability, motility, and
proliferation.

2
Chemical Nature of Enzymes

From earliest times, enzymes were invari-
ably found to be associated with proteins.
On the basis of his Nobel prize–winning
work establishing the structures of heme
and chlorophyll molecules, the German
chemist Willstätter incorrectly asserted
what he believed to be a universal prin-
ciple, namely, that the catalytic entity of
every enzyme would prove to be some
small molecule that is bound to a protein
that serves only passively as a stabilizing
colloidal support. Sumner’s crystallization
of urease proved that the active enzyme is
itself a protein, and this accomplishment
earned him a Nobel Prize. However, while
most known enzymes are proteins, others
are partly or entirely composed of nucleic
acid. Nobel laureates Cech and Altman
demonstrated that certain RNA molecules
are efficient catalysts of RNA self-splicing,
phosphotransfer, and even peptide bond-
forming reactions. These catalytic RNA
molecules, also known as ribozymes, often
achieve rate enhancements approaching
1011. The hammerhead-shaped ribozyme
was the first RNA motif observed to cat-
alyze sequence- specific self-cleavage. With
only around 30 nucleotides in their cat-
alytic cores, these enzymes are among
the smallest known catalytic RNAs. They
display Michaelis–Menten kinetics, with
Michaelis constants values ranging from
20–200 nM and turnover numbers in

the range of 0.03 s−1. Product release
is generally fast, suggesting that the
rate-determining step is phosphodiester
bond-scission. Ribozyme-catalyzed phos-
phoryl transfer appears to involve desta-
bilization of the substrate’s ground state.
This transesterification reaction is anal-
ogous to the catalytic mechanisms used
by the mRNA spliceosome as well as
DNA topoisomerases. Some evolution ex-
perts have argued that the likely early
appearance of nucleic acids necessitated
reliance on their catalytic properties in
what might have been a ‘‘preprotein’’ bi-
otic world.

One cannot dismiss the possibility that
other biological substances (e.g. polysac-
charides, complex lipids, etc.) may prove
to be biological catalysts. The phenomenon
of micellar catalysis, for example, is al-
ready firmly rooted in modern organic
chemistry. In fact, some micellar cata-
lysts even exhibit chiral recognition (i.e.
the capacity to combine with and trans-
form substrate molecules in a stere-
oselective manner). Whether the same
holds for cellular membranes remains to
be determined.

3
A Brief History of Enzyme Science

On the basis of his studies of diastase,
a crude preparation of the enzyme α-
amylase, the Swedish chemist Berzelius
advanced the germinal concept that, to
hasten product formation, a catalyst must
first combine with its reactant. In keep-
ing with his idea that a catalyst must
weaken the bonds within a reactant, he
coined the term catalysis by combining
the Greek words kata (‘‘break’’) and lyein
(‘‘release’’) to describe its ability to break
apart chemical reactants. The birth of
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the field of enzymology can be traced
to 1810, when the French chemist and
physicist Gay-Lussac demonstrated that
anaerobic growth of yeast on sugars pro-
duces mainly ethanol and carbon dioxide.
In 1878, Kühne coined the name enzyme,
taken from the Greek words en (‘‘within’’)
and zyme (‘‘yeast’’), to designate the fer-
mentative catalyst within yeast. In 1896,
Büchner successfully opened yeast cells in
a mortar and pestle through the abrasive
action of fine grains of sand on the mi-
croorganism’s cell wall. Upon addition of
sugars to this cell-free extract, he noted
the evolution of CO2 bubbles, a prop-
erty that he took as a telltale sign of
active metabolism. Büchner’s sensational
conclusion that biochemical reactions can
occur outside a living cell gave birth to in-
vestigative enzyme chemistry and earned
him the Nobel Prize. The discipline of
enzyme kinetics was firmly established
in 1913, when Michaelis and Menten
published the famous rate law that now
bears their names. A decade later, Briggs
and Haldane introduced the concept of
a steady state to enzyme kinetics and
metabolism. By improving rapid mixing
kinetic methods, Chance detected En-
zymeSubstrate complexes spectrally and
characterized their subsequent conversion
to product. About the same time, Racker
also discovered an enzyme (glyceralde-
hydes 3-phosphate dehydrogenase) that
formed covalent enzyme–substrate inter-
mediates during catalysis, thus dispelling
notions that formation of covalently bound
intermediates would be an unproductive
detour (or umweg, as the German Nobelist
Warburg put it), serving only to retard
catalysis. Surging interest in shock waves
and sonar during World War II, along
with Einstein’s extension of Maxwell’s
theory of chemical relaxation to include
pressure-induced perturbations, provided

an impetus for investigating the individ-
ual steps (or elementary reactions) within
multistep mechanisms. For their pioneer-
ing work in developing and exploiting
novel techniques that detect and quantify
changes in rapid chemical and biologi-
cal processes, Eigen, Norrish, and Porter
shared the Nobel Prize in chemistry.

Enzymology is now a highly sophis-
ticated and innovative discipline that
continues to provide powerful insights
into enzyme catalysis and metabolic reg-
ulation. Among its most notable con-
tributors are: Abeles – for mechanism-
based (or suicide) inhibitor design; Al-
bery and Knowles – for enzyme ener-
getics and catalytic perfection; Altman
and Cech – for the discovery of catalytic
RNA; Benkovic and Lerner – for catalytic
antibodies; Boyer – for isotope tracer ki-
netics, equilibrium exchange theory, and
ATP synthase binding change mecha-
nism; Chance – for stopped-flow rapid
mixing techniques, heme–protein kinet-
ics; Cleland – for nomenclature, exchange-
inert metal-nucleotides, exchange kinetics,
and kinetic isotope effects; Cohn – for
oxygen-18 probes of phosphotransfer reac-
tions and NMR distance measurements;
Eigen, De Maeyer, and Hammes – for
temperature-jump reaction techniques to
enzyme systems; Fersht – for site-directed
mutagenesis as mechanistic probes as
well as kinetic proofreading mechanism of
protein folding; Frieden – for enzyme hys-
teresis; Fromm – for reversible inhibitors
as tools for discriminating multisubstrate
systems; Hartley – for burst kinetic meth-
ods for detecting reaction intermediates;
Jencks – for catalytic strategies in chem-
istry and enzymology, as well as the
conceptual basis for catalytic antibod-
ies; Koshland – for the induced-fit hy-
pothesis and cooperative ligand-binding
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mechanisms; Mitchell – for the chemios-
motic principle; Monod, Wyman and
Changeux – for cooperativity and allosteric
models; Rose – for dynamic stereochem-
ical probes and isotope trapping meth-
ods; Westheimer – for enzyme stereo-
chemistry, stereochemistry of phosphoryl
transfer, and photoaffinity labeling; and
Wolfenden – for transition-state inhibitor
theory and the conceptual basis of catalytic
proficiency.

4
Systematic Classification of
Enzyme-catalyzed Reactions

The number of classified protein enzymes
now approaches 7000; fewer than several
hundred reactions are known to require
RNA enzymes. Given the diversity of liv-
ing organisms, there must be thousands
more that catalyze reactions remaining
to be defined. The Enzyme Commission
and the Joint Commission on Biochemi-
cal Nomenclature have distinguished en-
zymes into six chemically distinct classes,
based entirely on the ways that enzymes
break, rearrange, and form covalent bonds
(See Table 1).

For more than a half century, enzymes
have been named and classified only on
the basis of the making and breaking of
covalent bonds. There are, however, nu-
merous examples of biological catalysis
involving the interconversion of noncova-
lent substrate-like and product-like states.
Consider the hundreds of mechanochem-
ical enzyme reactions (see following text)
that catalyze reactions that accomplish
mechanical work or that generate force.
Another prominent example is the en-
tire group of so-called nucleotide exchange
factors. These proteins play important

physiologic roles, as illustrated by the fa-
cilitated exchange of solution-phase GTP
with tightly bound GDP on GTP-regulatory
proteins (or G-Proteins), resulting in
the formation of G-ProteinGTP com-
plex and solution-phase GDP. Another
example is the adenine nucleotide ex-
change factor known as profilin (Re-
action: Actin·ADP + ATPsolution-phase =
Actin·ATP + ATPsolution-phase, where bold-
face type is used to indicate that exchange
is the purely physical release of bound
ADP, followed by binding of ATP). This
uncatalyzed exchange reaction is too slow
to sustain the high filament elongation
rates (400–500 monomer per filament per
second) during actin-based motility. To
overcome this kinetic barrier, the protein
profilin accelerates the ADP ↔ ATP ex-
change reaction by a factor of 150, without
any effect on the equilibrium constant for
the exchange reaction. These features in-
dicate that G-protein exchange factors and
profilin must be regarded as biological cat-
alysts, and hence as enzymes.

In the face of the growing number
of instances where biological catalysis is
not attended only by changes in covalent
bonding, Purich offered a definition in
2001: ‘‘An enzyme as a biological catalyst
that facilitates the making and/or break-
ing of chemical bonds.’’ While appearing
to be no more encompassing than exist-
ing definitions of enzyme catalysis, the
crucial difference lies in the use of chem-
ical in place of covalent to describe the
bonding changes. In The Nature of the
Chemical Bond, Linus Pauling offered the
following definition of chemical bonds:
‘‘We shall say that there is a chemi-
cal bond between two atoms or groups
of atoms in case that the forces act-
ing between them are such as to lead
to the formation of an aggregate with
sufficient stability to make it convenient
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Tab. 1 Systematic classification of enzyme-catalyzed reactions

Class 1: Oxidoreductases catalyze redox reactions.
Dehydrogenase: Ethanol + NAD+ = Acetaldehyde + NADH + H+

Class 2: Transferases catalyze the transfer of functional groups.
Sugar kinase: Glucose + MgATP2− = Glucose = 6-P1− + MgADP1−
Aminotransferase: Oxaloacetate + Glutamate = Aspartate + 2-Oxoglutarate

Class 3: Hydrolases catalyze hydrolysis reactions.
Esterase: Ester + H2O = Acid + Alcohol
Amidase: Glutamiine + H2O = Glutamic Acid + Ammonia
Phosphatase: Glucose-6-P2− + H2O = Glucose + HPO4

2−

Class 4: Lyases catalyze addition/elimination reactions.
Fumarase: Malate = Fumarate + H2O.
Aspartase: Aspartate = Oxaloacetate + NH3

Class 5: Isomerases catalyze intramolecular rearrangements.
Isomerase: Glucose-6-P2− = Fructose-6-P2−

Class 6: Ligases catalyze joining reactions.
Synthetase: Glutamate + NH3 + MgATP2− = Glutamine + MgADP1−
Polymerase: DNAn + dNTP = DNAn+1 + PPi

for the chemist to consider it as an in-
dependent molecular species.’’ Note that
Pauling made no comment about cova-
lent bonding. In this respect, because
many protein conformational states and
numerous ProteinLigand complexes are
sufficiently long lived to exhibit chemi-
cally definable properties, their formation
and/or transformation must be considered
as chemical reactions. The same logic ap-
plies to the persistent, chemically definable
position of a solute relative to the faces of
a membrane, representing substrate-like
and product-like states. For this reason,
transporters should be regarded as en-
zymes. Finally, Purich in 2001 suggested
that each mechanochemical ATPase can
be termed an energase, a name he offered
for those specialized enzymes catalyzing
energy-dependent translocation, energy-
dependent transport, energy-dependent
force production, and so on. He also
suggested that these mechanochemical en-
zymes should be considered as an entirely
separate class, as these enzymes cannot

be rationally accommodated in the current
Enzyme Commission classification.

5
Mechanochemical Enzyme Reactions

There are literally hundreds of catalyzed
force-generating and/or work-producing
reactions that culminate in a change of
some molecular condition (i.e. transport
against a concentration gradient, loco-
motion against an opposing load, or
stabilization of an otherwise unstable
conformation/configuration). These reac-
tions are typically driven by the Gibbs
free energy liberated upon the hydroly-
sis of such molecules as ATP, GTP, P-
enolpyruvate, and acetyl-phosphate. With
the input of sufficient Gibbs free en-
ergy, these mechanochemical enzymes
facilitate their reactions by interconvert-
ing between two or more noncovalent
substrate- and product-like interactions
states:



34 Protein and Nucleic Acid Enzymes

ConditionA + ·ENZ·ATP = ConditionA·ENZ·ATP (1)

ConditionA·ENZ·ATP = ConditionA·ENZ·ADP·Pi (2)

ConditionA·ENZ·ADP·Pi = ConditionB·ENZ·ADP + Pi (3)

ConditionB·ENZ·ADP + ATP = ConditionB + ·ENZ·ATP (4)

ConditionA + ATP = ConditionB + ADP + Pi
∑

(1–4)

Note that the above reaction forms a
catalytic reaction cycle, culminating in
recycling of the enzyme to its initial
form. In some cases (e.g. microtubule
assembly/disassembly), the entire process
may also require a considerable period of
time to complete its cycle.

These reactions utilize Gibbs free energy
liberated upon the hydrolysis of molecules
such as ATP, GTP, P-enolpyruvate, and
acetyl-phosphate. While certain bonds
within these substances are thermody-
namically highly unstable, they are highly
stable kinetically. Mechanochemical en-
zymes share the capacity to catalyze the
hydrolysis of these P−O−P or C−O−P
anhydride bonds, thereby triggering a
conformational transition from one inter-
action state to another.

Active solute transporters promote the
transport of ionic and neutral solutes
by forming a high-affinity TransporterSo-
lute complex on the side of the mem-
brane where the solute concentration is
low. Hydrolysis of transporter-bound ATP
subsequently drives the conversion of
the high-affinity TransporterSolute com-
plex into its low-affinity TransporterSo-
lute complex, such that solute release
is facilitated on the membrane’s high-
solute concentration side (see Table 2).
In a similar manner, molecular motors
power contractile processes, intracellular
organelle trafficking, and cell crawling.

Likewise, the building up and tearing down
of supramolecular structures depends on
ATP/GTP-driven affinity-modulated inter-
actions (e.g. regulatory G-proteins, chap-
eronins, and proteasomes, and various
other latching and switching molecules).
The field of cell biology can be re-
garded as structural metabolism, where
the supramolecular components are con-
tinually formed, remodeled, and degraded.
Endocytosis and organelle traffic, cell
crawling, signal transduction, and mito-
sis/meiosis are processes that are taking
on the appearance of the pathways of in-
termediary metabolism. Even long-term
potentiation, a neuronal process lying
at the root of our memory and con-
sciousness, is now known to depend
on actin polymerization motors that re-
model and maintain structures known
as dendritic spines into functional neu-
ronal synapses.

The essence of these energase-type
enzymes is a molecular discrimination
(or affinity-modulating) mechanism com-
prised of a succession of conformational
states that transit between high- and low-
affinity ligand interaction states. In a
similar fashion, electron transport systems
convert the free energy of NADH oxida-
tion into the proton-motive force (pmf)
driving ATP synthesis in oxidative phos-
phorylation. In its well-choreographed
succession of electron transfer steps, a
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Tab. 2 Mechanochemical enzymes: Affinity-modulated clamps, latches and switches

Reaction Energy source High-affinity interaction partner

Transporters ATP Ligand on low-concentration side of membrane
ATP synthase ATP Itself (αβ –γ subunit interface)
Myosin ATP Actin filament
Electron transport chain emf Proton on high pH side of gradient
Dynein and kinesin GTP Microtubule
GTP-regulatory proteins GTP Target protein
DNA topoisomerase (type II) ATP Itself (at its dimer interface)
ATP sulfurylase GTP Active site
Actoclamplin ATP Clampin (Ena/VASP, N-WASP and formin protein

families)

membrane-bound electron transport pro-
tein complex undergoes conformational
change(s) altering the acidity of one or
more acid-base groups, thus permitting
the transmembrane protein to extrude one
or more protons across a membrane bi-
layer. After NADH is formed upon the
oxidation of foodstuffs, it undergoes oxida-
tion (a net loss of electrons) and initiates
the chemical reduction (a net gain of
electrons) of electron transport proteins
(ETP) situated in the inner mitochon-
drial membrane. Subsequent chemical
reduction of molecular oxygen is medi-
ated by various ETP complexes, resulting
in the accumulation of protons within
a submitochondrial compartment. Pre-
cisely how the electromotive force (emf)
of electrochemical gradient generates the
proton-motive force, remains an area of
intense investigation. The current view is
that electron transport drives a confor-
mational change that lowers the affinity
of carboxyl groups within the ETP com-
plex for their protons. When viewed in
this manner, the action of these mul-
tiprotein ETP complexes represents a
highly specialized example of molecular
discrimination.

6
The Catalytic Reaction Cycle

The long-standing problem in biologi-
cal catalysis concerns the origin of en-
zyme rate enhancement and the func-
tional coupling of enzyme and reactant in
transformations of EnzymeSubstrate, En-
zymeIntermediate, and EnzymeProduct
complexes. The following table (Table 3)
lists some of the ways in which an enzyme
is thought to increase chemical reactivity.
There is presently no single enzyme-
catalyzed reaction for which the precise
contribution of each factor has been un-
ambiguously determined. The alert reader
will also recognize that many of these fac-
tors are surely acting simultaneously and
synergistically, and in various degrees, at
defined stages in the reaction cycle.

Of all the explanations advanced to
account for the catalytic proficiency of
enzymes, the most appealing is that
enzymes promote catalysis by stabilizing
reaction transition states. This concept was
assumed implicitly in writings of Haldane
in 1930 and was explicitly stated by Pauling
in 1940: ‘‘In order to catalyze a reaction
an enzyme must recognize the transition
state in a selective way (i.e. it must
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stabilize it better than the substrate).’’
The following diagram (Fig. 1) illustrates
this fundamental concept by comparing an
uncatalyzed reaction proceeding through a
highly unstable transition-state (X‡) and a
hypothetical enzyme operating by a three-
stage mechanism entailing the formation
of an Enzyme·Substrate complex (E·S),
an Enzyme·Transition State (E·X‡), and
an Enzyme·Product complex (E·P). Note
that the stabilization free energy may
be written as: ��G‡ = �G

‡
non − �G

‡
enz,

where �G
‡
non is the energy change for

forming the nonenzymatic transition state,
and �G

‡
enz is the energy change for

forming the enzymatic transition state.
On the basis of absolute rate theory,
the vnon/venz may be estimated from
the relationship: vnon = venze−��G‡/RT ,
where R and T are the universal gas
constant and the absolute temperature.

Hammes in 2002 offered the view
that ‘‘when a substrate binds to an
enzyme, it becomes an integral part of the

macromolecule. The subsequent dynam-
ics of the macromolecular conformational
changes are then the catalytic process it-
self. This view of catalysis means that
the making and breaking of noncovalent
bonds within the structure are part of the
catalytic process, and that these events can
occur close to and far from the active
site. The advantage of having hundreds
of intramolecular interactions dynamically
involved in catalysis is that the energetics
of the reaction can be easily manipulated to
produce catalysis, and extremely fine tun-
ing is provided by hundreds of intramolec-
ular interactions. This mechanism could
be viewed as a ‘‘gear shift’’ mechanism:
the conformational transitions are analo-
gous to shifting gears, and the interactions
between the enzyme and substrate corre-
spond to the gear coupling mechanism.
Asking what ‘‘drives’’ the reaction is not
terribly meaningful, as the essence of co-
operative processes is that many events are
occurring essentially simultaneously.’’
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transition-state
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Fig. 1 Reaction coordinate diagram illustrating the steps in an uncatalyzed
reaction (upper pathway) and those in an enzyme-catalyzed process (lower
pathway). Note that the energy of the initial and final states are the same for the
enzymatic and nonenzymatic processes.
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These fundamentally important ideas
are tantamount to saying that an en-
zyme creates a catalytic environment, one
that dynamically promotes the reaction
trajectory from substrate to product. Al-
though E·X‡ has been widely employed
to represent the transition state, the latter
should be represented as (E·X)‡ to indicate
that enzyme and substrate are mutually
altered as the catalytic reaction cycle pro-
ceeds. That enzyme and substrate jointly
reach the transition state also complies
with the principle of thermodynamic reci-
procity, which requires that substance a
cannot affect substance without the latter
likewise affecting the former. Traditional
use of E·X‡ leaves a mistaken impres-
sion that the enzyme is an immutable
template, such that only the substrate
reaches the activated transition-state con-
figuration.

The chief ambition of enzyme chemists
is to understand the catalytic process
used by enzymes by obtaining a com-
plete description of all of the physical
and chemical events occurring during an
enzyme-catalyzed reaction. Such a daunt-
ing undertaking inevitably leads to the
formulation of a reaction mechanism, a
chemical model or framework consist-
ing of all of the elementary reactions
comprising the overall catalytic process.
The mechanism must be consistent with
the reaction’s overall stoichiometry and
stereochemistry, its kinetic and thermo-
dynamic properties, the structures of
detected intermediates and inferred tran-
sition state(s), the energetics of intermedi-
ates involved in rate-determining step(s),
as well as effects of temperature, ph,
ionic strength, and solvent. modern en-
zymology has benefited enormously from
the atomic level molecular structures, as
provided by X-ray crystallography and
high-resolution, multidimensional nmr

spectroscopy. even so, while structural
biologists have glimpsed various stages
of catalysis, there is no such thing as a
‘‘tell-all motion picture’’ of even the sim-
plest catalytic process. Enzyme chemists
must also rely on stereochemistry to learn
whether certain covalent intermediates
are formed during catalysis. The opti-
mal approach is to construct hypotheses
offering testable predictions that can be
recursively tested in kinetic experiments
designed to discriminate among rival ex-
planations or at least to suggest a more
definitive experiment.

Intensive investigation of proteolytic en-
zymes over the past half century has cul-
minated in a self-consistent mechanism
for chymotrypsin catalysis (Fig. 2). This
enzyme cleaves peptide bonds where the
carboxyl group–donating residue contains
a hydrophobic side chain. The reaction is
facilitated by push–pull acid/base interac-
tions involving three residues common to
hundreds of other mechanistically related
‘‘serine’’ proteases. An acyl-serine inter-
mediate permits one product (designated
by the R-group) to dissociate such that wa-
ter can replace the departing amino group
in a manner that leads to hydrolysis of
the peptidyl-acyl-enzyme and subsequent
release of the second peptide fragment
(designated by R′).

Enzyme chemists are reasonably confi-
dent of the general outline of this reaction
mechanism, especially in the light of the
wealth of structural, chemical, and kinetic
information gleaned from persistent and
systematic investigation. That said, there
remain obvious voids in our understand-
ing of chymotrypsin catalysis. A major
limitation stems from an almost exclusive
reliance on data obtained from the use
of synthetic chromogenic substrates (i.e.
molecules that generate spectral change
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in the visible and/or ultraviolet spectrum
upon peptide bond cleavage). Virtually
nothing is known about chymotrypsin’s
action on natural protein substrates.

Whenever it becomes feasible to ex-
plain the nature of biological catalysis,
biochemists can also begin to understand
the structural, dynamic, and catalytic fea-
tures responsible for effective regulation.
Activators and inhibitors of enzymes have
the effect of respectively lowering and
raising reaction barrier(s), as do the acti-
vating and inhibitory effects of posttransla-
tional covalent modifications of enzymes.
Another benefit of developing detailed,
well-reasoned models for enzyme cataly-
sis is the improved prospect for designing
highly effective inhibitors that may be
employed as therapeutic agents. Not sur-
prisingly, pharmaceutical companies con-
tinually make huge investments of time
and money in their investigative efforts
to gain such valuable information about
key enzyme reactions. An excellent exam-
ple is angiotensinogen-converting enzyme
(ACE), for which well over a million com-
pounds have been synthesized and evalu-
ated in terms of their potential to become
reliable blood pressure–regulating drugs.

Finally, a long-standing aspiration in
chemistry is the creation of synthetic
molecules that attain the stereochemical
selectiveness, if not the catalytic profi-
ciency, of naturally occurring enzymes.
The rationale for this approach is to cir-
cumvent the limited stability of proteins,
especially in nonaqueous solutions. One
approach for obtaining novel catalysts
for specific organochemical reactions in-
volves the creation of catalytic antibodies
(or ‘‘abzymes’’). The idea that enzymes
promote catalysis by stabilizing reaction
transition states led Jencks in 1969 to
offer the following prediction that appro-
priately selected antibodies would prove to

be effective catalysts. ‘‘If complementarity
between the active site and the transition
state contributes significantly to enzymatic
catalysis, it should be possible to synthe-
size an enzyme by constructing such an
active site. One way to do this is to pre-
pare an antibody to a antigenic group
which resembles the transition state of
a given reaction. The combining sites of
such antibodies should be complementary
to the transition state and should cause
an acceleration by forcing bound sub-
strates to resemble the transition state.’’
Because transition states are intrinsically
unstable, catalytic antibodies are selected
by using chemically stable transition-state
analogs as immunigens. For example,
antibodies generated against a bent por-
phyrin ring were found to catalyze the
metal ion insertion into heme groups, pre-
sumably by straining the planar substrate
toward a bent transition-state conforma-
tion. Extensive investigations, chiefly in
the laboratories of Lerner and Benkovic,
demonstrated that the observed rate en-
hancements correlated with an antibody’s
affinity for analog versus that for the re-
actant. While many details of antibody
catalysis remain to be elucidated, it is
safe to assert that antibodies are unlikely
to approach the efficiency of enzymes, at
least not in the foreseeable future. Be-
yond stabilizing one or more transition
states in a catalytic reaction cycle, syn-
thetic enzymes must also undergo an
intricate series of energetically and tem-
porally controlled conformational changes,
which permit naturally occurring enzymes
the capacity to control their acid/base,
nucleophilic, electrophilic, and/or redox
chemistry. Achieving the skill and insight
to ‘‘teach’’ synthetic catalysts the finely
honed art of catalysis remains a stubbornly
elusive goal in modern enzyme science.
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7
Basic Enzyme Kinetics

The Michaelis–Menten treatment of
enzyme-catalyzed reactions is based on
the following key assumptions: (1) the
enzyme combines rapidly and reversibly
with the substrate to form a single E·X
complex, such that the Michaelis constant
KS equals {([Etotal] − [E·X]) × ([Stotal] −
[E·X])}/[E·X]; (2) the total enzyme
concentration is negligible relative to the
total substrate concentration (i.e. [Etotal] �
[Stotal]), thereby simplifying the earlier
expression to: KS = {([Etotal] − [E·X]) ×
[Stotal]}/[E·X]; (3) the reaction rate (i.e.
v = kcat [E·X]) is constant during the
initial reaction phase, when substrate
consumption and product accumulation
is minimal; and (4) the concentration
of active enzyme remains unchanged.
The resulting Michaelis–Menten rate
equation is:

v = Vmax[S]/{KS + [S]}
where Vmax is the maximal rate (units =
Molarity per second). [Note: Vmax/[Etotal]
equals the catalytic constant kcat (units =
second−1), a measure of the frequency
of catalytic cycling.] In more rigor-
ous steady state treatments, particu-
larly those accounting for isomeriza-
tions among many enzyme-bound species
(e.g. E + S = E·S1 = E·S2 = · · ·E·Sn· · · =
(E·X)‡ = E·Pn· · · = E·P2 = E·P1 = E+P),
the Michaelis constant KM (units = Molar-
ity) is more complicated than the thermo-
dynamic parameter KS. For this reason, the
Michaelis constant should not be regarded
as an accurate measure of the dissociation
constant for the E·S complex.

Most enzyme-catalyzed reactions actu-
ally utilize more than one substrate, es-
pecially when ATP, NAD+, Coenzyme
A, and similar cosubstrates are required.

The kinetic behavior of multisubstrate en-
zyme systems depends on the order in
which substrates bind and products are
released. In hydrolase-type reactions, wa-
ter is the second substrate; however, its
concentration (55.5 M) is so high that, for
kinetic purposes, water cannot be treated
as a variable.

8
Enzyme Regulation

Homeostasis arises from the ability of
enzymes, membrane-bound and mobile
receptors, as well as key regulatory pro-
teins to sense changes in the concentra-
tion of substrates, coenzymes, activators,
as well as inhibitors, to integrate these
input signals and to make appropriate re-
sponses that modify metabolic activity. Of
particular significance are the enzymes
catalyzing the first committed reactions
within a pathway, and often play a pace-
making role in controlling metabolic flux
(or throughput). Other enzymes within
a pathway may simply adjust their in-
dividual catalytic properties in response
to changes in the availability of pathway
intermediates. Because most pathways
are interconnected at branch points (or
nodes), enzymes catalyzing first steps of
pathways must be regulated in a hierar-
chical manner. Fast signaling occurs on
the millisecond-to-second timescale and
requires rapid binding and release of regu-
latory molecules to and from specific bind-
ing sites on target enzymes. On the second-
to-minute timescale, cellular regulation
is achieved by hormone and/or effector
controlled enzymes catalyzing posttransla-
tional modifications (e.g. phosphorylation,
methylation, nucleotidylation, ADPRibo-
sylation, acetylation, proteolysis, etc.) of
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target enzymes, thereby altering the lat-
ter’s catalytic performance. Subsequent
removal of the transferred group by certain
phosphatases, phosphodiesterases, glyco-
sylases, and hydrolases restores the target
enzyme’s original activity state. Regulatory
processes taking place on the minutes-
to-days timescale often reflect changes
in the rates of biosynthesis or degra-
dation of regulated enzymes. Some en-
zymes have short biological half-lives
(e.g. 12 min for ornithine decarboxylase),
whereas others, like lactate dehydroge-
nase, are highly stable and persist for
weeks or longer.

Feedback inhibition allows enzymes cat-
alyzing committed steps to be inhibited
as pathway end products eventually ac-
cumulate. Feedback inhibitors most of-
ten bind at discrete regulatory sites that
are topologically remote from the ac-
tive site, and they possess the ability
to modify catalytic activity by altering
the properties of active-site residues. In-
hibitors have a net effect of raising the
height of energy barriers limiting the
rate of substrate binding and/or cataly-
sis; activators have the opposite effect. It
should be stressed that feedback inhibi-
tion at pathway branch points presents
the opportunity for highly coordinated
metabolic regulation of highly branched
metabolic networks.

The most common mode of enzyme
regulation results from spontaneous or
ligand-induced conformational changes.
In the case of spontaneous changes, a
protein may exist in two states X and Y
that are in thermodynamic equilibrium
with each other. The equilibrium concen-
trations of X and Y are determined by
the relative stabilities of each conforma-
tion. In other cases, a ligand molecule
selectively alters the stability of one con-
formational state of the enzyme. In either

case, structural alterations may arise from
short-range effects (i.e. at distances much
less than a nanometer) or they can occur
from long-range changes at the quaternary
structural level (i.e. through rearrange-
ments in subunit–subunit interactions).
The term allostery is derived from the
Greek prefix allo (meaning ‘‘another’’)
and the suffix ‘‘steros’’ (meaning ‘‘shape’’
or ‘‘form’’). Allosteric interactions are at-
tended by changes in substrate binding
affinity and/or catalytic efficiency, by rais-
ing or lowering thermodynamic barriers
for substrate binding and/or catalysis.
Allosteric activators have the net effect
of increasing an enzyme’s affinity for
its substrate(s) and/or its catalytic per-
formance; allosteric inhibitors have the
opposite effect.

Unlike those enzymes lacking regula-
tory mechanism, almost every allosteric
enzyme possesses multiple, mutually in-
teractive subunits, each with its own
active site and one or more sites for
activators and/or inhibitors. Cooperativ-
ity is the phenomenon wherein effector
molecule binding on one subunit of an
oligomeric protein results in local struc-
tural changes that are communicated to
and from sites on other subunits. In
the Monod–Wyman–Changeux concerted
transition model, an oligomeric protein
undergoes an all-or-none transition in
response to changes in the concentra-
tion of effector molecules; alternatively,
in the Adair–Koshland model, the con-
formational changes occur sequentially,
again in response to changes in regula-
tory molecule concentration. Such binding
interactions alter catalytic activity, often
over narrow ranges of substrate and/or ef-
fector concentrations. The need for such
responsiveness becomes clear where one
realizes that most enzymes are not par-
ticularly responsive to changes in the
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concentration of input signals. Enzymes
obeying the Michaelis–Menten kinetics
(see preceding text) require large changes
in substrate concentration, whereas the
activity of highly cooperative enzymes
responds over a more narrow concentra-
tion range.

9
Inborn Errors in Enzyme Function

Genetic mechanisms minimize the occur-
rence of mutant enzymes that improperly
catalyze a reaction or inappropriately re-
spond to regulatory cues. Such renegade
enzymes can wreak havoc on cells, tis-
sues, and organs. Biomedical research has
uncovered countless instances wherein
improper catalysis/control of even a sin-
gle enzyme can greatly distress a living
organism. In fact, many animal and plant
diseases arise from point mutations al-
tering enzyme efficiency through an in-
correct substitution of a single amino
acid. Other injurious mutations result
in over/underproduction of enzymes, de-
fective regulatory interactions, impaired
stability, incorrect posttranslational mod-
ification, improper subcellular targeting,
and so on. Diseases are linked to the
failure of specialized enzymes designed
to remediate any DNA damage aris-
ing from photolysis, oxidation, hydroly-
sis, racemization, and other molecular
rearrangements. A notable example of
an enzyme-associated pathophysiology is
amyotrophic lateral sclerosis (ALS) (also
known as Lou Gehrig’s disease), a terri-
ble neurodegenerative disorder linked to
impaired action of superoxide dismutase.
This enzyme plays a powerful role in
mitigating oxidative stress by catalyzing
the conversion of two superoxide (O2

•−)
ions to produce dioxygen and the less

toxic substance, hydrogen peroxide. Ex-
cess superoxide destroys essential cellular
components, especially in neurons where
oxidative stress has profound pathologi-
cal sequelae. Another example, taken from
research on Alzheimer’s disease, is the
very finding that enzyme-catalyzed prolyl
isomerization can regulate folding of the
cytoskeletal protein Tau in axons, such
that enzyme knockouts in mice bring
about progressive age-dependent neuropa-
thy characterized by motor and behavioral
deficits, tau hyperphosphorylation, paired
helical filament formation, and neurode-
generation. Finally, the devastating effects
observed in primary oxalemia have been
traced to the mistargeting of an oxalate-
degrading enzyme from peroxisomes to
mitochondria.

See also Heme Enzymes; Metallo-
enzymes; Organic Cofactors as
Coenzymes; Ribozymes; Telom-
erase.
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Keywords

Amber
The name given to the UAG stop codon, which is the least used of the three stop
codons in E. coli and yeast.

Amber-suppressor tRNA
A tRNA that is capable of decoding the amber stop codon, UAG, is said to ‘‘suppress’’
amber nonsense mutations.

Aminoacyl-tRNA Synthetase (aaRS)
An enzyme capable of esterifying an amino acid onto a tRNA. These enzymes activate
free amino acids to adenylates using ATP, and some actively ‘‘edit’’ misacylated tRNAs
by hydrolysis of the errant amino acid.

Codon
The unit of mRNA that codes for an amino acid. Natural codons are three consecutive
ribonucleotides (G, A, U and C); there are therefore 64 natural codons of which three
(UAG, UGA, and UAA) code for termination of protein synthesis (i.e. ‘‘stop’’). Codons
are read by complementarity to anticodons on tRNAs at the ribosome.

Identity Element
The portions of tRNAs responsible for conferring specificity for a cognate
aminoacyl-tRNA synthetase.

Library
A collection of related molecules that vary in a specified way, typically synthesized in a
highly parallel fashion. For example, a library might consist of a large collection of
mutants of a specific protein, such as an aminoacyl-tRNA synthetase.

Orthogonal Pairs
Aminoacyl-tRNA synthetases and their tRNA substrates that do not interact with the
tRNAs and synthetases of the host cell in which they are expressed.

Selection
A procedure for sorting cells on the basis of their ability to survive under specified
conditions. Selections can be used to sort libraries of enzymes expressed in cells,
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if the survival of the organism requires the activity of the enzyme. In contrast, a screen
is a procedure for sorting cells on the basis of phenotype, such as fluorescence.

tRNA
Small RNAs, typically about 75 nt ending with the sequence CCA-3′, which deliver
amino acids for protein synthesis at the ribosome in response to the mRNA codons to
which they correspond. tRNAs are acylated with amino acid by aminoacyl-tRNA
synthetases.

Unnatural Amino Acids
Protein monomer building blocks not inserted by the biosynthetic machinery of living
organisms. There are 20 natural amino acids normally incorporated into proteins.

� The Genetic Code consists of 64 three-base codons that code for 20 amino acids and
three stop signals. Recent engineering of the cell’s protein synthesis machinery has
allowed unnatural amino acids to be encoded in the genetic code of prokaryotic and
eukaryotic organisms. Importantly, the approaches discussed add unnatural amino
acids to the genetic code, without detracting from the cell’s ability to incorporate
the common 20 amino acids into proteins. Here we discuss the intellectual and
practical strategies that have been employed in the challenging, but ultimately
successful expansion of the genetic code. We also discuss the emerging applications
of expanded genetic codes in solving basic biological and biophysical problems and
in creating a new synthetic biology.

1
Expanding the Genetic Code

1.1
The Chemical and Biosynthetic
Incorporation of Unnatural Amino Acids
into Proteins

One of the remarkable chemical mysteries
of life is that molecules composed of just
20 amino acid monomers carry out the en-
tire repertoire of protein function – which
spans structural roles, metabolism, sig-
nal transduction, immunity, replication
and degradation, to name just a few. The
chemical repertoire of proteins is natu-
rally enlarged by the occasional insertion

of selenocysteine or pyrrolysine, and by
the common addition of posttranslational
modifications (including phosphorylation,
sulfation, lipidation, biotinylation, glyco-
sylation, hydroxylation, methylation and
acetylation), particularly in higher organ-
isms. Those taking a chemical approach
to biology have long recognized that ex-
panding and precisely controlling the
functionalities that can be incorporated
into proteins would allow the creation of
powerful tools for enzymatic, biophysical,
and cellular studies. Despite its obvious
utility, achieving the facile incorporation
of ‘‘unnatural’’ amino acids has been and
continues to be a difficult problem.
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A number of methods have been de-
veloped for the insertion of unnatural
amino acids into proteins, from syn-
thetic to biosynthetic. Solid-phase pep-
tide synthesis combined with enzymic or
chemoselective ligation now permits the
in vitro synthesis of small proteins with
total control over the amino acid compo-
sition. Larger proteins are accessible in
vitro using semisynthetic methods such
as expressed protein ligation, wherein a
synthetic peptide is chemoselectively lig-
ated to a recombinant protein fragment.
Biosynthetic approaches give access to es-
sentially any size protein, but have their
own limitations. For example, addition
of near-homologs of natural amino acids
(such as selenomethionine) to the growth
medium sometimes results in widespread
replacement of a natural amino acid, but,
while useful, this does not actually expand
the genetic code. Site-specific biosynthetic
expansion of the genetic code has been
achieved by chemical esterification of a
tRNA with an unnatural amino acid, both
in cell-free translation systems and with
microinjection or electroporation of cells.
Here, the rarest stop codon is used as a
‘‘blank’’ in the genetic code, read by the
esterified tRNA. While this is a power-
ful approach, its use has been limited by
the heroic synthetic effort required. Recent
ribozyme-based approaches for acylation
of tRNAs with unnatural amino acids may
expand the scope of this method.

A quantum leap forward has occurred
in recent years in this field – the first or-
ganisms have been engineered that site
specifically utilize a twenty-first amino
acid monomer. One advantage to this ap-
proach is that the researcher need only
transform an expression vector for the
protein of interest into a strain with the
appropriate biosynthetic machinery, and
addition of unnatural amino acid to the

growth medium results in protein con-
taining unnatural amino acid. The ease
of use finally makes available proteins
with unique reactive handles, homoge-
neous posttranslational modifications, and
intrinsic biophysical probes, to the experi-
mentalists such as enzymologists and cell
biologists who can make the best use of
them. Here we describe the engineering
of prokaryotic and, more recently, eu-
karyotic organisms with expanded genetic
codes, highlighting uses, challenges and
future directions.

1.2
A General Strategy for Expanding the
Genetic Code of Organisms

Expanding the genetic code of an organism
involves the addition of an unnatural
amino acid to the organism’s genetic
repertoire without loss of the ability
to insert any of the 20 natural amino
acids into proteins. An organism with
an expanded genetic code will incorporate
unnatural amino acids at specific sites in
a protein in response to a unique codon,
through a unique enzyme (an aminoacyl-
tRNA synthetase) capable of acylating a
tRNA for delivery of the unnatural amino
acid in response to that codon (see Fig. 1).
Ideally, the amino acid will be incorporated
with a fidelity rivaling that for natural
amino acid–incorporation. To achieve an
organism with an expanded genetic code,
the following are required:

1. A host organism: Owing to the exten-
sive engineering required to expand
the genetic code, well-understood sys-
tems like Escherichia coli and yeast have
proven good starting points.

2. An insertion signal (codon): The amber
stop codon is a good first choice, since
it is rarely used in E. coli and yeast, and



Protein Expression by Expansion of the Genetic Code 49

Aminoacylation

DNA

Transcription

mRNA

mRNA

tRNA aaRS

NH2

Protein

Translation

Unique codon

Unnatural
amino acid

Fig. 1 Scheme of protein biosynthesis: Expansion of the genetic code first requires
a unique codon (e.g. amber stop codon or 4-base codon), which is specified in the
DNA and transcribed into the mRNA. A unique aminoacyl-tRNA synthetase (aaRS)
must acylate a unique tRNA with the unnatural amino acid. This tRNA then delivers
the unnatural amino acid to the ribosome in response to the unique codon,
incorporating it into protein site specifically.

since robust ‘‘suppressors’’ of amber
mutations are known. Expansion of
the genetic code with multiple distinct
unnatural amino acids is possible using
extended insertion signals such as four-
base codons.

3. An ‘‘orthogonal’’ tRNA corresponding
to the insertion signal that is neither
acylated nor deacylated (‘‘edited’’) by
any endogenous aminoacyl-tRNA syn-
thetase (aaRS).

4. An orthogonal aaRS, that acylates only
the orthogonal tRNA, and only with an
unnatural amino acid. For simplicity,
an aaRS without hydrolytic editing is a
good choice.

5. An unnatural amino acid that is neither
toxic nor incorporated into proteins by

endogenous aaRSs, but that is readily
taken up by the cell (or produced there).

1.3
Unique Codons

The genetic code consists of 64 three-base
codons that code for 20 amino acids and
three stop signals. Since only one stop
codon is needed for translational termina-
tion, the other two can in principle be used
to encode unnatural amino acids. The am-
ber stop codon (UAG) has been extensively
used in the in vitro and in vivo biosynthe-
sis of unnatural amino acid–containing
proteins. This codon is also the least
used stop codon in both E. coli and in
yeast, and several laboratory E. coli strains
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contain suppressors that insert a natural
amino acid in response to UAG without
significantly affecting growth rates. Sup-
pressors have also been discovered for
amber codons in mammalian cells and
in higher organisms, such as yeast, worms
and mice. It should therefore be possible
to incorporate unnatural amino acids in
response to an amber codon in a range
of host organisms from prokaryotes to eu-
karyotes without significant perturbation
of the host. In fact, orthogonal pairs that
decode amber codons and insert unnatural
amino acids have been developed for E.
coli, yeast, and mammalian cells.

An alternative and potentially comple-
mentary set of codons to the amber codon
are four-base and other extended codons.
Naturally occurring frameshift suppres-
sors in yeast and Salmonella are known,
typically functioning by decoding a 4-base
codon using a tRNA with an extended
anticodon loop (8 nt instead of 7 nt). Sup-
pression of 4-base and 5-base codons has
been demonstrated in E. coli and in E. coli
cell-free translation systems. Variants of
tRNASer with randomized, extended anti-
codon loops (8 or 9 nt instead of 7 nt) have
been selected for the ability to suppress
randomized four-base codons in the gene
for β-lactamase. The selected variants in-
cluded suppressors for the codons AGGA,
UAGA, CCCU, and CUAG, with efficien-
cies comparable to amber suppression. A
similar approach afforded fairly efficient
5-base codon suppressors of CUAGU,
CUACU, and AGGAU.

In practice, it has been demonstrated
that a four-base codon AGGA and the
amber codon UAG can be used to di-
rect the incorporation of two distinct
unnatural amino acids into a single
site in protein in E. coli with high fi-
delity and specificity. Moreover, simulta-
neous insertion of two unnatural amino

acids has been accomplished in cell-free
transcription/translation systems with two
4-base codons. The number of 4-base
codons with reasonable suppression effi-
ciency probably places a small, finite upper
limit (perhaps 4) on the number of amino
acids that can be inserted this way. An alter-
native approach is to develop ‘‘unnatural
codons’’ that utilize a nonnatural base pair,
and this is actively being pursued by sev-
eral groups. The ability to generate a stable
base pair that can faithfully be enzymati-
cally incorporated into both DNA and RNA
in living cells (which must make or uptake
the monomers) is a difficult problem that
is still far from a practical solution.

2
Expanding the Genetic Code of Bacteria

2.1
Orthogonal
Aminoacyl-tRNA-Synthetase/tRNA Pairs
for Bacteria

The first stage in expanding the genetic
code of an organism is to generate an
orthogonal tRNA/aaRS pair, and second,
to change the specificity of the aaRS
with respect to amino acid. (Hereafter,
the notation OotRNAAaa(NNN) for tR-
NAs and OoAaaRS for aminoacyl-tRNA
synthetases shall be used, where Oo de-
notes the organism, Aaa denotes the
amino acid, and NNN denotes the an-
ticodon.) All initial work was carried
out in E. coli using amber-suppressing
tRNAs. The Schultz laboratory first em-
ployed an engineering approach to gen-
erate an orthogonal tRNA/synthetase
pair based on the exceedingly well-
characterized E. coli glutaminyl-tRNA
synthetase/tRNAGln(CUA) pair. (GlnRS
naturally acylates an efficient amber
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suppressor in E. coli.) Despite a remarkable
change in specificity toward the orthogonal
tRNA, the engineered mutant GlnRS was
still capable of efficiently acylating the wild-
type tRNAGln as well. If the amino acid
specificity of this enzyme had been subse-
quently altered, the unnatural amino acid
would have been inserted at Gln codons
throughout the proteome, in addition to
amber codons.

Selection against aminoacylation of en-
dogenous wild-type tRNAs might lead to
aaRSs with specificity for the orthogonal
tRNA. RajBhandary and coworkers pur-
sued such a strategy with a mutant E.
coli initiator tRNA that is not aminoa-
cylated by endogenous synthetases and
the tyrosyl-tRNA synthetase from Saccha-
romyces cerevisiae. The wild-type ScTyrRS
also aminoacylates E. coli tRNAPro, and
is therefore toxic in E. coli. However,
when a library of ScTyrRS mutants was
screened simultaneously for a lack of tox-
icity and the ability to suppress amber
mutations in the gene for chloramphenicol
acetyltransferase (which confers resistance
to the antibiotic chloramphenicol), non-
toxic variants of TyrRS were isolated,
which discriminated 15-fold against E. coli
tRNAPro.

A second strategy for generating new
orthogonal pairs involves importing a het-
erologous amber-suppressor aaRS/tRNA
pair from another organism. This ap-
proach was, in part, driven by the ob-
servation that the identity elements in
tRNAs for eukaryotic aaRSs often differ
significantly from their prokaryotic coun-
terparts. Many eukaryotic aminoacyl-tRNA
synthetases therefore do not charge E.
coli tRNAs and should be orthogonal in
E. coli. In particular, several yeast syn-
thetases (notably glutamine, aspartic acid,
arginine, and tyrosine) do not aminoacy-
late total E. coli tRNA, and might be useful

for the construction of orthogonal tRNA-
synthetase pairs.

On the basis of the observation that
S. cerevisiae tRNAGln (SctRNAGln) is not
acylated by E. coli GlnRS (EcGlnRS),
Liu and Schultz demonstrated that a
modified SctRNAGln(CUA) and ScGlnRS
constitute a functional orthogonal pair
in E. coli. Despite nearly 10 man-years
of work engineering this pair, it was
not possible to alter the amino acid
specificity of ScGlnRS, even though much
of the selection and library construction
technology was worked out on this system.

Archaeal tRNA synthetases are more
similar to their eukaryotic than prokary-
otic counterparts in terms of homology and
tRNA identity elements. However, unlike
synthetases from eukaryotic cells, syn-
thetases from archaea can be expressed in
good yields in E. coli and can be readily pu-
rified in active form. Numerous archaeal
genome sequences are currently available,
which, together with the absence of in-
trons in archeal genomes, facilitate the
cloning of the archaeal synthetase genes.
Moreover, early work on the halophile
Halobacterium cutirebrum indicated that
almost all its tRNAs (notably those for
leucine, arginine, tyrosine, serine, histi-
dine, and proline) cannot be charged by
E. coli aminoacyl-tRNA synthetases, sug-
gesting that these tRNAs are potentially
orthogonal in E. coli. Consequently, atten-
tion has recently focused on the archaea,
rather than on eukaryotes, as a source
of orthogonal tRNA-synthetase pairs for
E. coli.

It was shown that a tRNATyr(CUA) and
TyrRS from the archea Methanococcus jan-
naschii constitute an orthogonal pair in
E. coli. However, while the MjTyrRS is
considerably more active than ScGlnRS,
the MjtRNATyr(CUA) was not ‘‘as orthog-
onal’’ as SctRNAGln(CUA); that is: the
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MjtRNATyr(CUA) is detectably acylated by
E. coli synthetases. A semirational design
strategy was used to increase the orthog-
onality of this tRNA using a variant of
the ‘‘double-sieve’’ selection for unnatu-
ral amino acids (see the following section).
The resulting orthogonal tRNA/synthetase
pair has been the most useful one so
far in E. coli, due to the high activity of
the synthetase and good orthogonality of
the tRNA. The relatively large, hydropho-
bic amino acid binding pocket of TyrRS
has allowed the incorporation of many
useful amino acids. Recently, solution of
the MjTyrRS crystal structure permitted
design of a mutant synthetase with bet-
ter recognition of the MjtRNATyr(CUA),
which may be useful in further work
altering the amino acid specificity of
the synthetase.

A number of other pairs have also been
introduced into E. coli including yeast
tRNAAsp(CUA) and a point-mutant of
yeast AspRS; derivatives of Halobacterium
NRC-1 tRNALeu and Methanobacterium
thermoautotrophicum LeuRS that result in
suppression of amber, opal (UGA), and
4-base (AGGA) codons; and a consensus-
derived archaeal tRNAGlu(CUA) and Py-
rococcus horikoshii GluRS. However, there
has been no success in altering the amino
acid specificity of any of these synthetases.
Recently a mutant Pyrococcus horikoshii
LysRS derivative has been selected for
the incorporation of homoglutamine in
E. coli in response to the four-base codon
AGGA using a consensus-derived archaeal
tRNALys(UCCU). This is only the second
orthogonal pair shown to be useful for
unnatural amino acid incorporation in E.
coli, and the fact that it allows four-base
suppression means that it is now pos-
sible to simultaneously, site specifically
introduce two unnatural amino acids into
proteins.

2.2
Methods for Evolving Synthetases with
Unnatural Amino Acid Specificity in E. coli

Once an orthogonal tRNA-synthetase pair
has been developed for use in E. coli,
the next step is the modification of
the synthetase specificity such that it
aminoacylates the orthogonal tRNA with a
desired unnatural amino acid and no other
endogenous amino acid.

This problem is complicated consid-
erably by at least five factors. (1) The
small amino acid substrates are contacted
by a large number of residues concen-
trated in three-dimensional space but often
spread over the primary structure of the
synthetase. This makes it technically dif-
ficult to construct reasonable mutagenic
libraries. (2) In spite of this, mutations
far from the active site of aaRSs are
known to affect aminoacylation kinetics.
(3) Mutations to the synthetase can also af-
fect recognition of tRNA, thereby altering
the orthogonality of the enzyme. (4) It is
extremely difficult to alter the specificity of
an aaRS without reducing its aminoacyla-
tion activity, but a certain level of activity
is required to support high-level protein
synthesis. Thus, the engineering of syn-
thetases with weak aminoacylation activity
toward native substrates has proven to
be exceedingly difficult. (5) Selecting for
unnatural amino acid specificity requires
that the survival of the organism be tied
to the insertion of an unnatural amino
acid, and no direct way to do this has
been developed.

A small number of attempts have been
made to alter the specificity of aaRSs by in-
spection or semiempirically, with varying
results. For example, from genetic screens,
it was known that the EcPheRS Ala294 →
Ser mutant resisted incorporation of p-
F-Phe. Ibba and Hennecke showed that
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the Ala294 → Gly mutant of this enzyme,
with an expanded binding pocket, is ca-
pable of inserting p-Cl-Phe and p-Br-Phe,
and the Tirrell group has shown that para-
iodo, azido-, cyano-, and ethynyl-Phe are
also accepted. Furter used the associated

p-F-Phe resistant E. coli strain to engineer
the first bacterium able to site-selectively
insert an unnatural amino acid by in-
troducing a ScPheRS/SctRNAPhe(CUA)
pair that accepts p-F-Phe. However, the
EcPheRS(A294S) accepts p-F-Phe weakly,
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Survivors encode synthetases able to
utilize natural or unnatural amino acids,
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are chloramphenicol resistant

Survivors encode synthetases able to
utilize only unnatural amino acids
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Fig. 2 ‘‘Double-sieve’’ selections for unnatural amino acid activity: (a) Schematic of a
generic double-sieve selection. A library of orthogonal aminoacyl-tRNA synthetases is
transformed into cells with an orthogonal tRNA. First, positive selection is done in the
presence of unnatural amino acids, such that the selective phenotype requires acylation of
the orthogonal tRNA and suppression of the unique codon. Cell with inactive synthetases
(white) die, but those with synthetases active toward natural (grey) or unnatural (black)
amino acids survive. Second, a negative selection is carried out in the absence of unnatural
amino acid, where the selective phenotype requires that the tRNA not be acylated. Only cells
with synthetases that lack activity toward natural amino acids survive. Thus, survival of both
selections implies activity only toward unnatural amino acids. (b): A double-sieve selection in
E. coli. (c): A double-sieve selection in yeast. (See color plate p. xxvi.)
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and the SctRNAPhe(CUA) is also acy-
lated with Phe and Lys (presumably by
EcLyrsRS, in the latter case). Kiga et al.
converted EcTyrRS into an enzyme capa-
ble of accepting 3-iodotyrosine (3-I-Tyr)
as a substrate by selecting three sites for
mutagenesis based on structure, and ex-
amining the aminoacylation properties of
50 mutants in vitro. Interestingly, while
>95% of amber-encoded sites were occu-
pied by 3-I-Tyr in a wheat-germ extract
translation reaction, Tyr-containing pro-
tein was produced if 3-I-Tyr was left out of
the reaction mixture. This is potentially a
problem when moving this technology into
cells, since the concentration of unnatural
amino acid cannot be controlled arbitrar-
ily. A number of attempts have been
made to change GlnRS into GluRS, but
the resulting enzymes still prefer Gln (al-
though by a considerably smaller amount

than wild-type GlnRS). Additionally, some
attempts to computationally predict muta-
tions to alter amino acid specificity have
been reported.

By far the most successful and gen-
eral method for altering the specificity of
aminoacyl-tRNA synthetases has been di-
rected combinatorial mutagenesis of the
amino acid binding pocket of synthetase
enzymes coupled to a general ‘‘double-
sieve’’ selection (see Fig. 2). Several gen-
eral methods have been developed to alter
the specificity of orthogonal aminoacyl-
tRNA synthetase/tRNA(CUA) pairs that
function in E. coli so that they use only
a desired unnatural amino acid.

The selection of a library of aaRS vari-
ants was first carried out by a two-step
procedure. In the first step, the library of
synthetases is selected in bacteria bear-
ing tRNA(CUA) and an amber mutant
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of β-lactamase, with ampicillin and un-
natural amino acid supplementation of
the medium. Use of a permissive site
in β-lactamase ensures that survivors of
the selection contain aaRSs that are ca-
pable of acylating the tRNA(CUA) – thus
producing β-lactamase and conferring re-
sistance to ampicillin – but which amino
acid was esterified onto the tRNA is un-
known. The synthetases from the survivors
of this positive selection are then expressed
in bacteria bearing the tRNA(CUA) and a
barnase gene containing multiple amber
codons (wild-type barnase is a lethal ri-
bonuclease in E. coli). No unnatural amino
acids are added to the medium, so sur-
vival at this stage ensures that no cellular
amino acids (proteinogenic or otherwise)
are a substrate for the mutant synthetases.
Clones that survive both steps of the se-
lection should therefore be active only
toward the unnatural amino acid. The ini-
tial implementation of this strategy (with
the ScGlnRS/SctRNAGln(CUA) orthogo-
nal pair, a large library of mostly commer-
cially available amino acids, and synthetase
libraries created by random mutation) re-
sulted in no useful synthetases.

Two critical technical improvements to
the methodology were (1) the replace-
ment of the β-lactamase positive selection
with a chloramphenicol acetyltransferase-
based selection, and (2) use of a directed,
semirational library-construction method.
Chloramphenicol is bacteriostatic and acts
cytosolically, allowing a broad range of
chloramphenicol concentration to be suit-
able for selection. Random mutagenesis
of wild-type GlnRS had two negative
consequences. First, most of the library
members were very active toward Gln, re-
quiring exceptional performance from the
negative selection. Second, the probabil-
ity of mutation in the proximity of the
amino acid substrate was low. Instead,

guided by the ternary X-ray crystal struc-
ture of EcGlnRS, tRNAGln, and a Gln-AMP
analog, 5–10 residues proximal to the sub-
strate were first mutated to Ala and then
randomized to all 20 amino acids. The re-
sulting libraries contained few synthetases
with activity toward Gln, allowing one
to forego the negative selection in early
rounds, and were almost certain to have
an altered amino acid binding pocket.

Unfortunately, libraries designed for use
with carboxamide N-alkylated Gln analogs,
analogs elaborated from the γ -carbon, and
the α-hydroxy acid analog of Gln were not
found to contain any synthetases capable
of activating the unnatural amino acids
at useful levels. However, using the very
same library construction and selection
methodology, it has been possible to alter
the specificity of MjTyrRS and PhKRS, al-
lowing the delivery of several useful unnat-
ural amino acids (see section 4 and Fig. 4).
Santoro et al. extended the selection tech-
nology by developing a fluorescence-based
screen for amber suppression. An amber
mutant of T7 RNA polymerase was used
to drive the transcription of green fluores-
cent protein (GFP). In combination with
fluorescence-activated cell sorting (FACS),
this system can be used as both a positive
screen for amber suppression (where one
sorts for fluorescent cells in the presence
of unnatural amino acids) and a negative
screen against amber suppression (sorting
for dim cells in the absence of unnatu-
ral amino acids). A multivalent system,
where chloramphenicol-based selection is
possible in addition to screening, has been
especially effective.

The fidelity of incorporation of each
amino acid was established by several
methods. First the clones were character-
ized by their ability to confer chloram-
phenicol resistance on cells transformed
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with the CAT(amber) reporter in the pres-
ence and absence of a particular unnatural
amino acid. In all successful cases, the IC50
values with respect to chloramphenicol
were large (100 µg mL−1) in the presence
of unnatural amino acid, and were gener-
ally less than 10 µg mL−1 in the absence
of the unnatural amino acid. Similarly, cel-
lular fluorescence can be measured with
the T7/GFP system in the presence and
absence of unnatural amino acid.

Expression of amber mutants of DHFR,
myoglobin, and the Z-domain of protein A
was also directly assessed. In the presence
of unnatural amino acid, synthetase, and
tRNA, milligrams of each protein could
be purified from a liter of liquid culture.
Yields were typically 25 to 30% of wild-
type protein. In the absence of any one
component synthetase, tRNA, or amino
acid, no protein could be observed by

Western blot, silver stain, or Coomassie
stain. Proteins were subjected to mass
analysis of intact protein, and tryptic
digests confirmed that the unnatural
amino acid and only this amino acid
is incorporated in response to the UAG
codon and at no other site in the protein.

It is likely that the high activity of the
MjTyrRS and the excellent orthogonality
of the synthetase and tRNA account for
the malleability of this enzyme’s substrate
specificity. Though all of the libraries of
MjTyrRS were designed using the Bacillus
stearothermophilus structure, the structure
of the M. jannaschii protein has recently
been solved. There are a number of
differences in the tyrosine binding pocket
that will improve further library design
with the enzyme, and may even suggest
ways to improve some of the existing
mutant synthetases (see Fig. 3).

Bacillus stearothermophilus
TyrRS

Phe177
Leu180 Leu162

Asp176 Asp158

Tyr34

Leu68

Asn123

Ligand Tyr

Methanococcus jannaschii
TyrRS

Ile159

His70

Leu65

Ligand Tyr

Tyr32
His177

Glu107

(a) (b)

Fig. 3 The active site of TyrRS: Amino acids near the substrate tyrosine of
(a) Bacillus stearothermophilus and (b) Manococcus jannaschii TyrRS. The
Bacillus structure is a good model for the EcTyrRS used to expand the genetic
code of yeast. All the EcTyrRS variants for the insertion of unnatural amino
acids were derived from variants of Tyr37 (Tyr34), Asn126 (Asn123), Asp182
(Asp176), Phe183 (Phe177) and Leu186 (Leu180), where the corresponding
amino acids in BsTyrRS are noted parenthetically. Nearly all of the MjTyrRS
derivatives used for insertion of unnatural amino acids in Escherichia coli were
generated by randomization of the Tyr32 (Tyr34), Glu107 (Asn123), Asp158
(Asp176), Ile159 (Phe177), and Leu162 (Leu180). These amino acids were
selected from the BsTyrRS structure, which was available at the time, but the
recent MjTyrRS structure suggests some possible improvements. Rendered
using PyMOL (Warren Delano, 2002, http://www.pymol.org) from PDB entries
4TS1 and 1J1U.
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Fig. 4 Unnatural amino acids incorporated site
specifically in living cells with modified
aminoacyl-tRNA synthetases:
(1) p-azido-L-phenyalanine,
(2) p-benzoyl-L-phenylalanine,
(3) o-nitrobenzyl-L-cysteine,
(4) p-iodo-L-phenylalanine,
(5) m-hydroxy-L-tyrosine,
(6) p-acetyl-L-phenylalanine,
(7) m-acetyl-L-phenylalanine,
(8) p-propargyloxy-L-phenylalanine,

(9) β-GlcNAc-L-serine,
(10) β-GlcNAc-L-threonine,
(11) p-amino-L-phenylalanine,
(12) homoglutamine, (13) O-allyl-L-tyrosine,
(14) α-aminocaprylic acid,
(15) O-methyl-L-tyrosine,
(16) 3-(2-naphthyl)-L-alanine,
(17) p-isopropyl-L-phenylalanine,
(18) p-bromo-L-phenylalanine,
(19) 5-hydroxy-L-tryptophan,
(20) m-iodo-L-tyrosine.
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3
Expanding the Genetic Code of Eukaryotic
Cells

3.1
Stoichiometric Aminoacylation Methods

The first expansion of a cell’s genetic code
was performed in Xenopus oocytes by mi-
croinjection of a chemically misacylated
Tetrahymena thermophila tRNA(CUA), and
a mutant mRNA containing the amber
nonsense codon. An advantage of this
approach, shared with the in vitro in-
corporation methods from which it is
derived, is that the chemical groups that
can be incorporated are constrained only
by the translational machinery of the cell
(which is highly permissive to a variety of
amino acids with altered side chains) and
by the chemistry of aminoacylation. This
methodology allowed the detailed biophys-
ical study of the nicotinic acetylcholine
receptor in oocytes by the introduction of
amino acids containing side chains with
unique physical or chemical properties and
the study their effect using patch clamp
methods. A disadvantage of this approach
for studying other cellular proteins is that
it is not applicable to producing mutant
versions of many proteins at their nor-
mal in vivo levels or for producing enough
protein to assay using standard cell biolog-
ical approaches.

Recent extensions of this approach have
extended the type of eukaryotic cell that
it can be used to study, by altering the
method of delivery of chemically acylated
tRNAs and mRNA. It has been shown that
chemically aminoacylated tRNAs can be
electroporated or transfected into mam-
malian cells (including neurons) in cul-
ture. Again, since the tRNA cannot be
re-acylated in vivo, the yield of protein pro-
duced is very low and this potentially limits

the range of cellular processes that these
methods can be used to study.

3.2
Catalytic Aminoacylation Methods

There has been considerable interest in
extending the principles for expanding
the genetic code of bacteria to eukary-
otic cells. This would have significant
technical and practical advantages over sto-
ichiometric incorporation methods, since
tRNAs would be acylated by their cog-
nate synthetases, leading to large amounts
of mutant protein. Moreover, genetically
encoded aminoacyl-tRNA synthetases and
tRNAs are, in principle, heritable, allowing
the unnatural amino acid to be incor-
porated into proteins through many cell
divisions without exponential dilution.

The steps necessary to add new amino
acids to the genetic code of E. coli have been
described; similar principles are likely to
be useful for expanding the genetic code of
eukaryotes. However, because the cellular
tRNAs and aminoacyl-tRNA synthetases
are not well conserved between prokary-
otes and eukaryotes, the translational com-
ponents from M. janaschii added to E. coli
are not orthogonal in eukaryotic cells. The
challenges in extending this approach are
therefore to discover new orthogonal pairs
in which the tRNA is produced in a func-
tional form in vivo, to devise selection
methods for altering the specificity of the
orthogonal synthetase, and to create large
libraries of mutant synthetases in a eu-
karyotic cell.

3.3
Orthogonal Aminoacyl-tRNA
Synthetase/tRNA Pairs in Eukaryotic Cells

The orthogonal pairs reported to date
for eukaryotes are derived from bacterial
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pairs. This reflects the fact that the
divergence of identity elements of tRNAs
from prokaryotes to eukaryotes is greater
than that from eukaryotes and archea
and between one eukaryote and another.
However, it is clear that in some instances
bacterial tRNA cannot simply be cut and
pasted into eukaryotic cells. In eukaryotes,
the synthesis of tRNAs is dependent on
RNA Polymerase III and its associated
factors, which recognize A and B box
sequences that are internal to the tRNA
structural gene (‘‘internal promoters’’).
The A and B box consensus sequences
place limitations on the tRNA sequences
that can be used in eukaryotic cells, and
some bacterial tRNAs that diverge from
the eukaryotic A and B box sequence are
simply not transcribed in eukaryotic cells.
Moreover, many eukaryotic tRNAs have
the 3′ CCA sequence added enzymatically
by CCA transferase, while all E. coli
tRNAs encode this sequence in the DNA
sequence, and it may be necessary to
delete the 3′ CCA in the tRNA gene
imported from E. coli. The processing
or transcription of a tRNA appears, in
some cases, to require organism-specific
flanking sequences 5′ and 3′ to the
tRNA gene. Posttranscriptional nucleotide
modifications, that may be absent in the
host eukaryote, may also be necessary to
produce a functional tRNA molecule. In
addition, since the tRNA is transcribed in
the nucleus, it must be exported to the
cytoplasm to function in translation via an
exportin-dependent process. Nonetheless,
several potential orthogonal pairs have
been described in eukaryotes.

E. coli tyrosyl-tRNA(CUA) can be ex-
pressed and correctly processed, as judged
by Northern blot, in S. cerevisiae when the
flanking sequences 5′ and 3′ to the struc-
tural gene are included and the 3′ flanking
sequence is altered to a poly T stretch to

allow Pol III transcriptional termination.
To demonstrate the functionality and or-
thogonality of E. coli tyrosyl-tRNA(CUA)
in yeast, a reporter strain was constructed
that contained three auxotrophic amber-
suppressible alleles, allowing qualitative
comparison of amber suppression on me-
dia lacking methionine, tryptophan, or
histidine. When this strain was trans-
formed with a plasmid containing the
E. coli tRNA(CUA) at a variety of copy num-
bers, all transformants were MET− HIS−
TRP−, indicating that any aminoacylation
of this tRNA by yeast cytoplasmic syn-
thetases was at a low level. When the same
yeast strain was cotransformed with plas-
mids encoding the E. coli tRNA(CUA) and
its cognate synthetase, suppression of all
three alleles was observed, and shown to be
correlated with the expression level of the
tRNA. These experiments demonstrated
that E. coli tyrosyl-tRNA is orthogonal in
S. cerevisiae, and can be aminoacylated by
its cognate synthetase. Numerous in vitro
experiments have demonstrated that E. coli
tyrosyl-tRNA synthetase does not aminoa-
cylate total S. cerevisiae tRNA. Thus, the
E. coli tyrosyl-tRNA synthetase/tRNA pair
is a candidate orthogonal pair. Two other
orthogonal pairs have subsequently been
reported for S. cerevisiae. One is derived
from E. coli glutamine-tRNA synthetase
and an amber suppressor derived from
human initiator tRNA while the other is
derived from an E. coli leucine pair. Thus
far the tyrosine and leucine orthogonal
pairs form E. coli have been used to expand
the genetic code of S. cerevisiae.

There have also been efforts to create or-
thogonal pairs in higher eukaryotic cells.
A derivative of the E. coli glutamine pair is
orthogonal and functional in mammalian
cells. The tRNA of this pair, a variant of
E. coli tRNAGln(CUA), was created by re-
placing C9 in the bacterial tRNA with the
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mammalian A box consensus base A9,
and the native flanking sequences were
replaced with those of the human ini-
tiator tRNA. These changes were shown
to drastically increase the transcription
of the tRNA in a HeLa cell-free system.
When COS-1 cells were transformed with
a CAT reporter containing an amber codon
at a permissive site, a tRNAGln(CUA)
gene driven to high copy on an SV40-
based vector and an EcGlnRS gene, amber
suppression was observed in a CAT as-
say. CAT activity was dependent on the
presence of all three components. Since
EcGlnRS does not charge total mammalian
tRNA, the EcGlnRS/tRNA(CUA) consti-
tute an orthogonal pair in mammalian
cells. However, the amount of suppres-
sion observed with this pair was much
lower than observed for a human serine
amber suppressor, suggesting that this
synthetase/tRNA pair is far from optimal.
Yokoyama and coworkers have subse-
quently investigated bacterial tyrosyl-tRNA
synthetase tRNA(CUA) pairs for their po-
tential as orthogonal pairs in mammalian
cells. These experiments showed that E.
coli tyrosyl synthetase/BstRNA(CUA) form
a potential orthogonal pair in mammalian
cells. The efficiency of this pair appears
to be good, with Ras yields from an am-
ber mutant of the ras gene being about
25% of those from the wild-type ras gene
in the same system. The synthetase of this
pair has subsequently been altered to allow
the incorporation of numerous unnatu-
ral amino acids in mammalian cells (see
the following). In addition, it has subse-
quently been shown that the tryptophanyl
synthetase and cognate opal suppressor
derived from B. subtilis are orthogonal in
mammalian cells. The efficiency of the pair
appears to be comparable to the E. coli tyro-
sine pair and it was used to incorporate an
unnatural amino acid in mammalian cells.

3.4
Methods for Evolving Synthetases
with Unnatural Amino Acid Specificity
in Eukaryotic Cells

With an orthogonal aminoacyl-tRNA syn-
thetase that aminoacylates the orthogonal
suppressor tRNA in hand, a method
is required to alter the specificity of
the aminoacyl-tRNA synthetase so that it
aminoacylates its cognate tRNA, and only
its cognate tRNA with desired unnatural
amino acid and no endogenous amino acid
present in a eukaryotic cell.

The first approach to this problem was
to screen a small number of active site
variants. Using this method, Yokoyama
and coworkers evaluated a small collec-
tion of EcTyrRS mutants in an in vitro
wheat-germ translation system and dis-
covered an EcTyrRS variant that utilizes
3-iodotyrosine more effectively than tyro-
sine. However, this enzyme still incorpo-
rates tyrosine in the absence of the unnat-
ural amino acid. More recently, Yokoyama
and coworkers have also demonstrated
that this EcTyrRS mutant functions with
a tRNA(CUA) from B. stearothermophilus
(see preceding text for a discussion of this
orthogonal pair) to suppress amber codons
in mammalian cells. The fidelity of incor-
poration was shown by LC-MS to be greater
than 95%. A similar approach was subse-
quently used to discover mutants of the
orthogonal B. subtilis TrpRS/tRNA(UCA)
that incorporate 5-hydroxy-L-tryptophan
(5-HTPP). On the basis of the crystal struc-
ture of the homologous enzyme from B.
stearothermus, Val144 that points toward
C5 of bound tryptophan adenylate was
mutated to all other 19 amino acids. One
mutant Val144 → Pro was able to sup-
press a TGA codon placed in the foldon
gene in the presence of 5-HTPP. More-
over, in the absence of the unnatural
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amino acid, no full-length Foldon protein
was synthesized, suggesting the mutant
synthetase is specific for 5-HTPP. Mass
spectrometry confirmed the incorporation
with a fidelity >97%.

To add numerous unnatural amino acids
to the genetic code of eukaryotic cells, Chin
et al. developed a general, in vivo selection
method for the discovery of variants of
EcTyrRS/tRNA(CUA) or other orthogonal
pairs that function in yeast to incorporate
unnatural amino acids, but no endogenous
amino acids, in response to the amber
codon UAG. A major advantage of a se-
lection is that enzymes that incorporate
unnatural amino acids can be rapidly se-
lected and enriched from libraries of 108

EcTyrRS active site variants, 6 to 7 orders of
magnitude more diverse than can be easily
screened in vitro. This increase in diversity
vastly increases the likelihood of isolating
EcTyrRS variants for the incorporation of
a diverse range of useful functionality with
very high fidelity.

A key to the selection was a strain of
S. cerevisiae, MaV203:pGADGAL4 (2TAG)
(see Fig. 2), that contains a plasmid en-
coded gene for the transcriptional activator
protein GAL4 in which the codons for
Thr44 and Arg110 (for which substitu-
tion with numerous other amino acids
has minimal effects on GAL4 activity) were
converted to amber nonsense codons. Sup-
pression of these amber codons leads to
the production of full-length GAL4, which
in turn leads to transcriptional activa-
tion of genomic GAL4 responsive HIS3,
URA3, and LACZ reporter genes. Expres-
sion of HIS3 and URA3 complement the
histidine and uracil auxotrophy in this
strain, allowing clones expressing active
aaRS/tRNA pairs to be selected. Upon
addition of 5-fluoroorotic acid (5-FOA),
which is converted to a toxic product by the
URA3 protein, clones expressing inactive

aaRS/tRNA pairs can be selected. The lacZ
reporter allows active and inactive syn-
thetase/tRNA pairs to be discriminated
colorimetrically. Thus, a single strain of
S. cerevisiae can be used for positive and
negative selections, minimizing the num-
ber of manipulations necessary to identify
aaRS/tRNACUA pairs that use unnatural
amino acids.

To use this selection method to expand
the eukaryotic genetic code, a library of
EcTyrRS mutants was generated. On the
basis of the crystal structure of the homol-
ogous BsTyRS in complex with tyrosine,
five residues within 7 Å of the para posi-
tion of the bound tyrosine were randomly
mutated to all amino acids, and the li-
brary was transformed into the selection
strain yielding 108 transformants. To select
for cells containing mutant synthetases
that selectively aminoacylate the orthogo-
nal E. coli tRNA(CUA), a two-step selection
was carried out. In the first step, a posi-
tive selection for cells able to grow on
media lacking uracil or containing 20 mM
3-aminotriazole (3-AT, a competitive in-
hibitor of the HIS3 protein) in the absence
of histidine was performed. If a mutant
TyrRS charges tRNA(CUA) with an amino
acid, then the cell biosynthesizes histidine
and uracil and survives. In a second step
aimed at removing clones that incorpo-
rate endogenous amino acids in response
to an amber codon, a negative selection
was applied. Cells were grown on me-
dia containing 0.1% 5-FOA, but lacking
the unnatural amino acid. Those cells ex-
pressing URA3, as a result of suppression
of the GAL4 amber mutations with natu-
ral amino acids, convert 5-FOA to a toxic
product and cause cell death. Surviving
clones were amplified in the presence
of unnatural amino acid and reapplied
to the positive selection. Synthetases for
the incorporation of numerous unnatural
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amino acids have been developed through
this method.

The specificity and activity of each
mutant synthetase/tRNA pair was tested
in several ways. First, individual clones
were tested for the ability to confer survival
on MaV203:pGADGAL4 on – Ura or – His
+20 mM 3-AT in the presence and absence
of an unnatural amino acid, and the
blue/white phenotype was tested on X-Gal
in the presence and absence of the amino
acid. Clones that grow on selective media
and turn blue on X-Gal only in the presence
of the unnatural amino acid were selected
for further characterization. Second, an
amber mutant of hexahistidine tagged
human superoxide dismutase (SOD) was
overexpressed in the presence of each
synthetase/tRNA pair with and without
cognate unnatural amino acid (see Fig. 5).
In the presence of the unnatural amino
acid, SOD-His6 was produced, but in
the absence of added amino acid no
SOD could be purified. Moreover, the
SOD purified from yeast cell growth in
the presence of each unnatural amino
acid was shown, by mass spectrometry,
to contain the desired unnatural amino
acid at the desired position with fidelity
in excess of 99.9%. The total yield of
purified SOD was about 20% of that

produced from the analogous wild-type
SOD gene.

Synthetases evolved in yeast can be read-
ily transplanted to higher eukaryotes when
paired with a functional cognate orthogo-
nal tRNA for the higher organism. Using
this strategy, the unnatural amino acid de-
pendent synthetases evolved in yeast have
been transplanted into mammalian cells,
along with the cognate amber-suppressor
tRNA derived from B. stearothermophilus,
and incorporation of each unnatural amino
acid demonstrated.

4
Using Expanded Genetic Codes

4.1
The Utility of Expanded Genetic Codes

Several applications of expanded genetic
codes have been demonstrated. Numer-
ous future applications can be predicted
from applications that have been achieved
with other methods including the in vitro
incorporation of amino acids, multisite
amino acid–incorporation, and expressed
protein ligation. Perhaps even more ex-
citing are the entirely novel applications
that are beginning to emerge, in which
in vivo incorporation of unnatural amino

+6 −6 +2 −2 +1 −1 +15 −15 +4 −4

Coomassie

Anti-hSOD

Anti-HIS6

Fig. 5 Unnatural amino acid dependent protein expression in yeast: An hSOD
gene containing an amber codon at position 33 was used to produce protein in
yeast strains with aminoacyl-tRNA synthetase/tRNA pairs for specific amino
acids (see Fig. 4). HSOD was purified from yeast in the presence (+) and
absence (−) of the unnatural amino acid indicated and SOD expression was
visualized by Coomassie stain or Western blot using antibodies against hSOD
and the C-terminal hexahistidine tag.
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acids are used to interrogate processes in-
side living cells with molecular precision.
Here we focus on the utility of the ex-
panded genetic code in E. coli using pairs
derived from MjTyrRS/tRNA(CUA) or in
yeast using the EcTyrRS/tRNA(CUA) pair
or EcLeuRS/tRNA(CUA).

4.2
Biophysical Probes

Aryl iodides have been site specifically in-
corporated into proteins in both E. coli
and yeast, and have subsequently been
used for X-ray structure determination
via single wavelength anomalous diffrac-
tion on a home X-ray source. The
method appears to require significantly
less data than selenomethionine incorpo-
ration. Both p-benzoyl-phenylalanine and
p-azido-phenylalanine have been incorpo-
rated into proteins in bacteria and yeast
(see Fig. 6). These amino acids allow pho-
toaffinity labeling of interacting proteins
upon irradiation at 360 nm. The cova-
lently linked proteins can then be isolated

or visualized electrophoretically after in
vitro or in vivo cross-linking. This util-
ity of this method was demonstrated in
a model system, and has subsequently
been used to determine a binding site of
a client protein on the chaperone ClpB.
Isotopic labeling (e.g. 19F) of unnatural
amino acids should aid NMR structure
determination. Other biophysical probes
such as spin labels for EPR studies are
likely future targets.

The genetic code of yeast has been
expanded to include a nitrobenzyl cys-
teine. This photocaged cysteine can be
deprotected, allowing the temporal con-
trol of protein function. Several unnatural
amino acids have been useful for engineer-
ing chemical scission sites into proteins,
though these have not yet been incorpo-
rated into proteins in vivo. Hydroxyacids
inserted through chemical acylation of
tRNA result in an ester linkage that can be
cleaved in base. Similarly, specific cleav-
age at aminooxyacetic acid can be achieved
with zinc and acetic acid, and cleavage
of the protein backbone at allylglycine

Fig. 6 An example of the utility of
expanded genetic codes:
p-azido-L-phenyalanine (1) is inserted
into glutathionine-S-transferase at
position 52 (a) or position 198 (b). On
irradiation with UV light (c) the azido
group photocross-links protein
monomers in the dimeric GST complex.
This cross-linking is dependent on the
azido group being at the protein
interface (position 52). Similar
experiments have been used to map
protein–protein interactions both in
vitro and in cells. (See color plate p. xxv.)

SjGST (Tyr52Az)
(a)

(c)

(b)
SjGST (Tyr198Az)

(Phe 52 Az)

(GST)2

GST

SjGST

UV − + − + − +

(Tyr 198 Az)
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is possible upon treatment with iodine.
Photochemical proteolysis occurs upon ir-
radiation at 2-nitrophenylglycines.

4.3
Unique Reactive Handles

Expanding the reactivity of proteins, partic-
ularly in a site-specific way, is a potentially
useful alteration to proteins. Chemical
modification of natural proteins is basi-
cally limited to use of the nucleophilic
groups: cysteine’s thiol, amines on lysine,
and at the N terminus, histidine’s imida-
zole, and the alcohols, depending upon
pH. However, it is often difficult to pre-
vent cross-reaction with other nucleophilic
groups in the protein, and extensive mu-
tation (for example, to yield a single-Cys
version of a protein) is often required. It is
possible to introduce an electrophile into
a protein by mild oxidation of N-terminal
serine or threonine, but more general ap-
proaches to unique reactive handles have
many potential applications.

The genetic codes of E. coli and yeast
have been expanded to include a ketone
that allows the chemoselective formation
of hydrazones and oximes using hy-
drazides and hydroxylamines respectively.
Hydrazone formation is possible in liv-
ing cells to label ketone-containing protein
with fluorophore hydrazides. Both cytoso-
lic and outer-membrane proteins have
been labeled in this fashion. Ketones also
allow for the possibility of protein stabiliza-
tion by formation of an imine with lysine.
The addition of an azides and alkynes to
the genetic code of both E. coli and yeast
allows site specific–protein derivatization
via a Cu(I) catalyzed 3 + 2 cycloaddition.
This reaction has been used to specifi-
cally PEGylate proteins or to add biotin or
fluoroscein groups. An alternative deriva-
tization strategy for azides would involve

a Staudinger-like ligation, which has been
used to selectively modify sugar moieties
on cell surfaces, in mice, and for the la-
beling of azidohomoalanine introduced
into proteins using in vivo amino acid
replacement.

4.4
Posttranslational Modifications

Understanding the roles of proteins in
cellular function necessarily means under-
standing the extent and function of post-
translational modification, particularly in
eukaryotes. However, it is difficult to ob-
tain specifically, homogeneously modified
protein. The genetic code of E. coli has
been expanded for the incorporation of
β-GlcNAc-serine, where proteins are not
normally glycosylated, permitting homo-
geneous preparation of large amounts of
glycoprotein. Expressed protein ligation
has also been used to study posttransla-
tional modifications via the synthesis of
phosphorylated or nonhydrolyzable phos-
phorylation mimic amino acids, or via
geranylgeranyl amino acids. It is likely that
the expansion of the genetic code will al-
low the direct incorporation of these and
other posttranslational modifications into
proteins in vivo.

4.5
Organism Evolution

In all the above studies, the amino acid
must be added to the growth medium and
taken up by the cell in order to be in-
corporated into a protein in response to
the amber codon. An alternative strategy
is to engineer a pathway for the biosyn-
thesis of the unnatural amino acid in
the host organism. In this way, a com-
pletely autonomous bacterium has been
generated that contains genes for the
biosynthesis of p-amino-L-phenylalanine
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(pAF) from simple carbon sources, an
aminoacyl-tRNA synthetase that uses this
new amino acid and no other endogenous
amino acids, and a tRNA that delivers into
proteins in response to the amber codon.

To biosynthesize pAF, the papA, papB,
papC genes from S. venezuelae were
imported into E. coli. The PapA pro-
tein, 4-amino-4-deoxychorismate, was ex-
pected to convert chorismate to 4-amino-
4-deoxychorismic acid using ammonia
from glutamine in a simple addition-
elimination reaction. PapB should con-
vert 4-amino-4-deoxychorismic acid to 4-
amino-4-deoxyprephenic acid, and PapC
should then convert 4-amino-4-deoxypre-
phenic acid to p-aminophenylpyruvic acid.
The endogenous aminotransferases (tyrB,
asps, ilvE) were expected to convert this to
pAF. E. coli containing these genes were
found to produce p-amino-L-phenylalanine
at levels comparable to those of other
aromatic amino acids and had normal
growth rates. Cells producing p-amino-L-
phenylalanine were able to incorporate it
into myoglobin in response to an amber
codon with high fidelity, as judged by mass
spectrometry of the mutant protein and in
high yield of 2 mg L−1 of culture. These
yields are comparable to those observed
when the unnatural amino acid is added
to the growth media directly. In addition
to p-amino-L-phenylalanine, it should be
possible to biosynthesize and genetically
encode other amino acids in vivo as well
including methylated, acetylated, and gly-
cosylated amino acids.

The creation of a 21 or 22 amino acid
code removes a billion year constraint
on the evolution of life, allowing the
experimental assessment of the fitness of
organisms with expanded genetic codes.
By placing amber, opal, or four-base codons
throughout the genome, we can compare
the survival of various 20, 21, and 22 amino

acid organisms in response to selective
pressures. Some unnatural amino acids,
such as ketones, expand the reactivity
of proteins, permitting new mechanisms
of stabilization (imines with lysine, for
example) and new chemistries (ketones
and aldehydes are found in cofactors but
not among the natural amino acids). It will
be interesting to see how nature can make
use of these new reactivities in response
to stresses like extremes of temperature
of pH.

5
Summary

Expanding the natural repertoire of amino
acids is creating a powerful set of tools
for biochemical, biophysical, and cellu-
lar studies far beyond the possibilities
afforded by site-directed mutagenesis. En-
gineering the biosynthetic machinery also
tests our understanding of how organisms
achieve fidelity in protein synthesis, and
has resulted in some of the most profound
changes in enzyme function attained by
any method of protein engineering. How-
ever, it is still not possible to easily generate
a synthetase with substrate specificity for
any desired amino acid, and there is a strict
limit on code expansion imposed by the
small number of blanks in the genetic code
from suppressible stop codons and 4-base
codons. The development of further highly
active and orthogonal tRNA/synthetase
pairs and the development of unnatural
codons will be major areas of effort in the
upcoming decade.

Acknowledgment

Thomas J. Magliery is an N.I.H. Post-
doctoral Fellow (GM065750), and he



66 Protein Expression by Expansion of the Genetic Code

thanks Lynne Regan (Yale University)
for additional support while writing
this manuscript.

See also Bacterial Cell Culture
Methods; Synthetic Peptides: Che-
mistry, Biology, and Drug Design.

Bibliography

Books and Reviews

Cornish, V.W., Mendel, D., Schultz, P.G. (1995)
Probing protein-structure and function with
an expanded genetic-code, Angew. Chem. Int.
Ed. Engl. 34, 621–633.

Cropp, T.A., Schultz, P.G. (2004) An expanding
genetic code, Trends Genet. 20, 625–630.

Dawson, P.E., Kent, S.B. (2000) Synthesis of
native proteins by chemical ligation, Annu.
Rev. Biochem. 69, 923–960.

Hohsaka, T., Sisido, M. (2002) Incorporation of
non-natural amino acids into proteins, Curr.
Opin. Chem. Biol. 6, 809–815.

Magliery, T.J. (2005) Unnatural protein
engineering: producing proteins with
unnatural amino acids, Med. Chem. Rev. Online
(expected August, 2005).

Magliery, T.J., Pasternak, M., Anderson, J.C.,
Santoro, S.W., Herberich, B., Meggers,
E., Wang, L., Schultz, P.G. (2003) In
vitro Tools and in vivo Engineering:
Incorporation of Unnatural Amino Acids into
Proteins, in: Lapointe, J., Brakier-Gingras,
L., (Eds.) Translation Mechanisms, Landes
Bioscience/Eurekah.com, Georgetown, TX
and Kluwer Academic/Plenum, New York, pp.
95–114.

Muir, T.W. (2003) Semisynthesis of proteins
by expressed protein ligation, Annu. Rev.
Biochem. 72, 249–289.

Soll, D., RajBhandary, U.L. (Eds.) (1995) tRNA:
Structure, Biosynthesis and Function, ASM
Press, Washington, DC.

Primary Literature

Anderson, J.C., Schultz, P.G. (2003) Adaptation
of an orthogonal archaeal leucyl-tRNA and

synthetase pair for four-base, amber, and opal
suppression, Biochemistry 42, 9598–9608.

Anderson, J.C., Magliery, T.J., Schultz, P.G.
(2002) Exploring the limits of codon and
anticodon size, Chem. Biol. 9, 237–244.

Anderson, J.C., Wu, N., Santoro, S.W.,
Lakshman, V., King, D.S., Schultz, P.G. (2004)
An expanded genetic code with a functional
quadruplet codon, Proc. Natl. Acad. Sci. U.S.A.
101, 7566–7571.

Chin, J.W., Schultz, P.G. (2002) In vivo
photocrosslinking with unnatural amino acid
mutagenesis, ChemBioChem 11, 1135–1137.

Chin, J.W., Martin, A.B., King, D.S., Wang,
L., Schultz, P.G. (2002) Addition of a
photocrosslinking amino acid to the genetic
code of Escherichia coli, Proc. Natl. Acad. Sci.
U.S.A. 99, 11020–11024.

Chin, J.W., Cropp, T.A., Chu, S., Meggers,
E., Schultz, P.G. (2003) Progress toward an
expanded eukaryotic genetic code, Chem. Biol.
10, 511–519.

Chin, J.W., Santoro, S.W., Martin, A.B., King,
D.S., Wang, L., Schultz, P.G. (2002) Addition
of p-Azido-L-phenylalanine to the genetic code
of Escherichia coli, J. Am. Chem. Soc. 124,
9026–9027.

Chin, J.W., Cropp, T.A., Anderson, J.C.,
Mukherji, M., Zhang, Z., Schultz, P.G. (2003)
An expanded eukaryotic genetic code, Science
301, 964–967.

Deiters, A., Cropp, T.A., Summerer, D.,
Mukherji, M., Schultz, P.G. (2004) Site-specific
PEGylation of proteins containing unnatural
amino acids, Bioorg. Med. Chem. Lett. 14,
5743–5745.

Deiters, A., Cropp, T.A., Mukherji, M., Chin,
J.W., Anderson, J.C., Schultz, P.G. (2003)
Adding amino acids with novel reactivity to
the genetic code of Saccharomyces cerevisiae, J.
Am. Chem. Soc. 125, 11782–11783.

Drabkin, H.J., Park, H.J., RajBhandary, U.L.
(1996) Amber suppression in mammalian
cells dependent upon expression of an
Escherichia coli aminoacyl-tRNA synthetase
gene, Mol. Cell. Biol. 16, 907–913.

Edwards, H., Schimmel, P. (1990) A bacterial
amber suppressor in Saccharomyces cerevisiae
is selectively recognized by a bacterial
aminoacyl-tRNA synthetase, Mol. Cell. Biol.
10, 1633–1641.

Furter, R. (1998) Expansion of the genetic
code: site-directed p-fluoro-phenylalanine



Protein Expression by Expansion of the Genetic Code 67

incorporation in Escherichia coli, Protein Sci.
7, 419–426.

Henry, A.A., Romesberg, F.E. (2003) Beyond A,
C, G and T: augmenting nature’s alphabet,
Curr. Opin. Chem. Biol. 7, 727–733.

Hohsaka, T., Ashizuka, Y., Sisido, M. (1999)
Incorporation of two nonnatural amino acids
into proteins through extension of the genetic
code, Nucleic Acids Symp. Ser. 42, 79–80.

Ibba, M., Hennecke, H. (1995) Relaxing the
substrate specificity of an aminoacyl-tRNA
synthetase allows in vitro and in vivo synthesis
of proteins containing unnatural amino acids,
FEBS Lett. 364, 272–275.

Kiga, D., Sakamoto, K., Kodama, K., Kigawa, T.,
Matsuda, T., Yabuki, T., Shirouzu, M., Harada,
Y., Nakayama, H., Takio, K., Hasegawa, Y.,
Endo, Y., Hirao, I., Yokoyama, S. (2002)
An engineered Escherichia coli tyrosyl-tRNA
synthetase for site-specific incorporation of
an unnatural amino acid into proteins in
eukaryotic translation and its application in a
wheat germ cell-free system, Proc. Natl. Acad.
Sci. U.S.A. 99, 9715–9720.

Kobayashi, T., Nureki, O., Ishitani, R.,
Yaremchuk, A., Tukalo, M., Cusack, S.,
Sakamoto, K., Yokoyama, S. (2003) Structural
basis for orthogonal tRNA specificities of
tyrosyl-tRNA synthetases for genetic code
expansion, Nat. Struct. Biol. 10, 425–432.

Kohrer, C., Xie, L., Kellerer, S., Varshney,
U., RajBhandary, U.L. (2001) Import of
amber and ochre suppressor tRNAs into
mammalian cells: a general approach to site-
specific insertion of amino acid analogues
into proteins, Proc. Natl. Acad. Sci. U.S.A. 98,
14310–14315.

Kowal, A.K., Kohrer, C., RajBhandary,
U.L. (2001) Twenty-first aminoacyl-tRNA
synthetase-suppressor tRNA pairs for possible
use in site-specific incorporation of amino acid
analogues into proteins in eukaryotes and in
eubacteria, Proc. Natl. Acad. Sci. U.S.A. 98,
2268–2273.

Link, A.J., Mock, M.L., Tirrell, D.A. (2003) Non-
canonical amino acids in protein engineering,
Curr. Opin. Biotechnol. 14, 603–609.

Liu, D.R., Schultz, P.G. (1999) Progress toward
the evolution of an organism with an expanded
genetic code, Proc. Natl. Acad. Sci. U.S.A. 96,
4780–4785.

Liu, D.R., Magliery, T.J., Pasternak, M.,
Schultz, P.G. (1997) Engineering a tRNA

and aminoacyl-tRNA synthetase for the site-
specific incorporation of unnatural amino
acids into proteins in vivo, Proc. Natl. Acad.
Sci. U.S.A. 94, 10092–10097.

Magliery, T.J., Anderson, J.C., Schultz, P.G.
(2001) Expanding the genetic code: selection
of efficient suppressors of four-base codons
and identification of ‘‘shifty’’ four-base codons
with a library approach in Escherichia coli, J.
Mol. Biol. 307, 755–769.

Mehl, R.A., Anderson, J.C., Santoro, S.W., Wang,
L., Martin, A.B., King, D.S., Horn, D.M.,
Schultz, P.G. (2002) Generation of a bacterium
with a 21 amino acid genetic code, J. Am. Chem.
Soc. 125, 935–939.

Monahan, S.L., Lester, H.A., Dougherty, D.A.
(2003) Site-specific incorporation of unnatural
amino acids into receptors expressed in
Mammalian cells, Chem. Biol. 10, 573–580.

Noren, C.J., Anthonycahill, S.J., Griffith, M.C.,
Schultz, P.G. (1989) A general-method for
site-specific incorporation of unnatural amino-
acids into proteins, Science 244, 182–188.

Nowak, M.W., Kearney, P.C., Sampson, J.R.,
Saks, M.E., Labarca, C.G., Silverman, S.K.,
Zhong, W., Thorson, J., Abelson, J.N.,
Davidson, N., Schultz, P.G., Dougherty,
D.A., Lester, H.A. (1995) Nicotinic receptor-
binding site probed with unnatural amino-
acid-incorporation in intact-cells, Science 268,
439–442.

Pasternak, M., Magliery, T.J., Schultz, P.G.
(2000) A new orthogonal suppressor
tRNA/aminoacyl-tRNA synthetase pair for
evolving an organism with an expanded
genetic code, Helv Chim Acta 83, 2277.

Sakamoto, K., Hayashi, A., Sakamoto, A., Kiga,
D., Nakayama, H., Soma, A., Kobayashi, T.,
Kitabatake, M., Takio, K., Saito, K., Shirouzu,
M., Hirao, I., Yokoyama, S. (2002) Site-specific
incorporation of an unnatural amino acid into
proteins in mammalian cells, Nucleic Acids Res.
30, 4692–4699.

Santoro, S.W., Wang, L., Herberich, B., King,
D.S., Schultz, P.G. (2002) An efficient
system for the evolution of aminoacyl-tRNA
synthetase specificity, Nat. Biotechnol. 20,
1044–1048.

Schlieker, C., Weibezahn, J., Patzelt, H., Tessarz,
P., Strub, C., Zeth, K., Erbse, A., Schneider-
Mergener, J., Chin, J.W., Schultz, P.G., Bukau,
B., Mogk, A. (2004) Substrate recognition by
the AAA+ chaperone ClpB, Nat. Struct. Mol.
Biol. 11, 607–615.



68 Protein Expression by Expansion of the Genetic Code

Trezeguet, V., Edwards, H., Schimmel, P. (1991)
A single base pair dominates over the novel
identity of an Escherichia coli tyrosine tRNA
in Saccharomyces cerevisiae, Mol. Cell. Biol. 11,
2744–2751.

Wang, L., Schultz, P.G. (2001) A general
approach for the generation of orthogonal
tRNAs, Chem. Biol. 8, 883–890.

Wang, L., Magliery, T.J., Liu, D.R., Schultz,
P.G. (2000) A new functional suppressor
tRNA/aminoacyl-tRNA synthetase pair for the
in vivo incorporation of unnatural amino
acids into proteins, J. Am. Chem. Soc. 122,
5010–5011.

Wang, L., Brock, A., Herberich, B., Schultz,
P.G. (2001) Expanding the genetic code of
Escherichia coli, Science 292, 498–500.

Wolin, S.L., Matera, A.G. (1999) The trials and
travels of tRNA, Genes Dev. 13, 1–10.

Wu, N., Deiters, A., Cropp, T.A., King, D.,
Schultz, P.G. (2004) A genetically encoded
photocaged amino acid, J. Am. Chem. Soc. 126,
14306–14307.

Xie, J., Wang, L., Wu, N., Brock, A., Spraggon,
G., Schultz, P.G. (2004) The site-specific
incorporation of p-iodo-L-phenylalanine into
proteins for structure determination, Nat.
Biotechnol. 22, 1297–1301.

Zhang, Z., Alfonta, L., Tian, F., Bursulaya,
B., Uryu, S., King, D.S., Schultz,
P.G. (2004) Selective incorporation of
5-hydroxytryptophan into proteins in
mammalian cells, Proc. Natl. Acad. Sci. U.S.A.
101, 8882–8887.

Zhang, Z., Gildersleeve, J., Yang, Y.Y., Xu, R.,
Loo, J.A., Uryu, S., Wong, C.H., Schultz, P.G.
(2004) A new strategy for the synthesis of
glycoproteins, Science 303, 371–373.



69

Protein Mediated Membrane
Fusion

Reinhard Jahn
Max-Planck-Institute for Biophysical Chemistry, G

..
ottingen, Germany

1 Introduction and Overview 71

2 Physical Principles of Bilayer Fusion 72

3 Transition States of Protein-mediated Fusion and Fusion Pores 74

4 Viral Fusion Proteins 75
4.1 Structure of Class I Fusion Proteins 75
4.2 Fusion Mechanism of Class I Proteins 76
4.3 Class II Viral Fusion Proteins 78

5 Mitochondrial Fusion 79

6 Fusion Reactions in the Secretory Pathway 79
6.1 Overview 79
6.2 Tethering and Docking – the Role of Rab Proteins and Their

Effectors 81
6.3 Fusion – SNARE Proteins as Fusion Catalysts 83
6.3.1 The SNARE Assembly– Disassembly Cycle 84
6.3.2 Mechanism of SNARE-mediated Membrane Fusion 86
6.3.3 Conformational Intermediates of SNAREs 87
6.3.4 Topology and Specificity of SNAREs in Intracellular Fusion Reactions 89
6.4 Regulators of SNAREs 91
6.4.1 SM Proteins 91
6.4.2 Synaptotagmin and Complexin – Regulators of Ca2+-dependent

Exocytosis 92
6.4.3 ‘‘Pseudo’’ SNAREs 94

7 Conclusion and Outlook 94

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 11
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30648-X



70 Protein Mediated Membrane Fusion

Bibliography 95
Books and Reviews 95
Primary Literature 95

Keywords

Exocytosis
Fusion of an intracellular organelle (usually a trafficking vesicle or a specialized
secretory vesicle) with the plasma membrane. Exocytosis can be further subdivided
into regulated and constitutive exocytosis. Examples for the former are
neurotransmitter release by exocytosis of synaptic vesicles or hormone and enzyme
release by secretion from exocrine and endocrine glands. Examples for the latter
include the continuous incorporation of trafficking vesicles as required for receptor
recycling and cell growth. For many years, neuronal exocytosis has served as a
paradigm for studying the mechanisms of membrane fusion.

Fusion Peptides
Stretches of usually 20–60 amino acids that are part of viral fusion proteins and are
thought to be inserted into the target membrane upon activation. Fusion peptides are
amphiphilic, that is, when forming an α-helix one face contains hydrophobic/large-side
chains whereas the rest of the surface is hydrophilic. Isolated fusion peptides insert
into membranes, and several of them were shown to be potent fusogens, that is, they
are capable of fusing membranes even without being attached to a protein.

Fusion Pore
The opening of an aqueous connection between the distal sides of the two fusing
membranes. In a protein-mediated fusion, fusion pores are tight so that no leakage
occurs between the distal and proximal sides of the fusing membranes. While fusion
pores can be characterized with electrophysiological methods, the molecular structure
of these intermediates in the fusion pathway is unknown. Both proteinaceous and
lipidic intermediates are discussed.

Hemifusion
A hypothetical intermediate in bilayer fusion in which there is already a free exchange
of membrane lipids, although an aqueous connection (fusion pore) is not yet formed.

SNAREs
A superfamily of small proteins (molecular weight between 10 and 35 kDa) that
catalyze membrane fusion in the secretory pathway of eukaryotic cells. Each fusion
step involves a specific set of SNAREs that spontaneously assemble into ternary or
quaternary complexes, bridging the membrane and initiating fusion. After fusion,
SNARE complexes are disassembled by the ATPase NSF (NEM-sensitive factor) in
conjunction with cofactors termed SNAPs (soluble NSF attachment proteins).
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Viral Fusion Proteins
Membrane proteins on the surface of enveloped viruses, that is, viruses that are
surrounded by a phospholipid bilayer. Viral fusion proteins are metastable. Upon
activation during cell contact or after endocytosis they undergo a spontaneous
conformational change that mediates the fusion of the viral with the cell membrane,
resulting in the injection of the nucleocapsid into the host cell cytoplasm. Viral fusion
proteins are divided into class I and class II fusion proteins, which differ with respect
to overall structure and fusion kinetics.

� The fusion of biological membranes is one of the most fundamental reactions of
life. It involves the initial recognition of the membranes, the close apposition of
the membranes followed by the generation of nonbilayer intermediates, and finally
the opening of an aqueous fusion pore. While the intermediates in various fusion
reactions share common features, diverse classes of proteins evolved independently
to carry out the task. Single proteins may be responsible for the entire reaction
sequence as is the case for fusion proteins of enveloped viruses. In contrast,
intracellular fusion reactions are mediated by cascades of reactions carried out by
multiprotein complexes allowing for tight spatial and temporal regulation. Although
the precise mechanism of fusion proteins is not yet fully understood, it is becoming
clear that fusion proteins are nanomachines that exert mechanical force upon the
membranes destined to fuse. Intriguingly, all characterized fusion proteins undergo
major refolding during the reaction. Refolding proceeds downhill an energy gradient
and yields highly stable oligomeric complexes with a stiff rodlike structure suggesting
similarities in the fusion pathway.

1
Introduction and Overview

Membranes are fundamental to all forms
of life. They form barriers that cannot
be penetrated by hydrophilic molecules
and that allow the enclosing of com-
partments containing biological macro-
molecules. Every cell is surrounded by
a membrane that usually is represented
by a bilayer of amphiphiles (phospho-
lipids and related compounds). Further-
more, eukaryotic cells contain membrane-
surrounded organelles.

Since the barrier function of membranes
must be maintained at all times, special

mechanisms that enable membranous
compartments to merge or to split have
been evolved. These mechanisms are re-
ferred to as membrane fusion and membrane
fission. Both fusion and fission of bio-
logical membranes are characterized by
specific features:

• no leakage occurs between the inside
and the outside of the membrane-
delineated spaces

• the asymmetry of the membrane
is maintained, that is, amphiphiles
do not randomize between the two
monolayers

• they are mediated by specific proteins.
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Biological membrane fusion events can
be classified in

• extracellular fusions between cells, for
example, sperm–egg fusion and fusions
yielding polynucleated cells such as
muscle cells or osteoclasts

• fusions of enveloped viruses with the
plasma membrane of host cells

• intracellular fusions of and between
organelles with the surrounding plasma
membrane.

In recent years, significant progress has
been made in identifying the proteins
responsible for fusing biological mem-
branes. Although there is still considerable
debate about the precise role of many of
these proteins, it has become clear that
proteins capable of fusing membranes
originated several times independently
during evolution. Best understood are the
fusion proteins of enveloped viruses. They
fall into at least two major classes that are
structurally unrelated to each other, and
the diversity in either one of the classes
is so great that even for these a common
evolutionary origin is doubtful. Eukary-
otic cells contain at least three classes of
fusion proteins: those involved in extracel-
lular fusions whose identities are largely
unknown, those involved in the homotypic
fusion of mitochondria, and finally those
involved in fusion events of the so-called
secretory pathway.

2
Physical Principles of Bilayer Fusion

Membranes are typically organized in
bilayers composed of two leaflets of am-
phiphilic molecules such as phospho-
lipids. These molecules have an elon-
gated shape, with a hydrophilic head
group and a hydrophobic tail that is

often composed of hydrocarbon chains.
The hydrophilic groups are exposed to
the aqueous environment, whereas the
hydrophobic tails face the hydrophobic in-
terior of the bilayer.

Membrane fusion first requires that
the two membranes destined to fuse
be brought into close contact, requiring
that electrostatic and hydration repulsion
is overcome. Next, transition states that
locally disrupt the bilayer structure must
be generated, involving both hydrophilic
and hydrophobic contacts between the
membrane constituents. These transition
states are governed by the hydrophobic
effect, that is, by forces that minimize the
exposure of hydrophobic surfaces to water.
Finally, the bilayer structure is reinstated,
which is associated with the local opening
of an aqueous fusion pore.

Fusion sites are ‘‘dirty nanostructures’’
in that they have a variable composition
involving hundreds of amphiphiles but
with a size too small for resolving them
with a light microscope. Furthermore, they
dynamically change during the reaction,
and it is not easy to arrest the fusion
reaction at a defined intermediate state.
Thus, the structure of the nonbilayer tran-
sition states cannot be directly determined.
However, both theoretical and experimen-
tal approaches have led to well-founded
models that describe the steps involved
in membrane fusion in accordance with
physical principles. The most widely ac-
cepted model is referred to as stalk hy-
pothesis (Fig. 1). In its original version, the
stalk hypothesis is based on macroscopic
physics (continuum models) and describes
the energy landscape of the fusion path-
way on the basis of parameters such as
bending energy, intrinsic curvature of the
lipids, tilt of hydrocarbon chains, and it
takes into account energy penalties due to
the presence of hydrophobic voids in the
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Stalk TMC

Hemifusion Fusion pore

Distal proximal

monolayer

Fig. 1 Transition states in membrane fusion according to the stalk hypothesis. The
monolayers are shown as smooth and bendable sheets. TMC, transmembrane
contact. On the right, a snapshot of a nonbilayer intermediate is shown that is
derived from a simulation of membrane fusion using simplified (coarse-grain)
models for membrane lipids. Reprinted from Jahn, R., Lang, T., S

..
udhof, T.C. (2003)

Membrane fusion, Cell 112, 519–533.

nonbilayer transition states. According to
this hypothesis, the first steps involve the
merger of proximal monolayers, a process
that may be facilitated by thermal motions
of individual amphiphiles perpendicular to
the membrane plane. As a result, a fusion
stalk is formed, followed by a symmetrical
structure in which the first contact be-
tween the distal monolayers is established,
which is also referred to as transmembrane
contact (TMC). From this intermediate, a
fusion pore may directly form or else, a
hemifusion diaphragm is formed in which
the contact zone of the distal monolayers
expands, with a fusion pore forming at a
later state (Fig. 1).

A large body of experimental evidence
supports the overall description by the
stalk hypothesis of the fusion pathway.
For instance, structures similar to the in-
termediate involving the first TMC (Fig. 1)
have been observed by X-ray diffraction
in stacks of dehydrated bilayers. Similarly,
such structures are part of the so-called
rhombohedral/hexagonal phase of certain
membrane lipids. Furthermore, addition
of amphiphiles, which promotes either
positive or negative curvature promotes
or inhibits progression through the tran-
sition states as predicted by the model,

and in many fusion events lipid mixing
is observable before an aqueous connec-
tion is formed. However, the structure
and precise orientation of the membrane
lipids during the transition states is not
known, and it has not been possible to
show directly that stalks are intermediates
of biological fusion reactions. Recent ef-
forts to simulate membrane fusion using
coarse-grain models also resulted in stalk-
like intermediates, but the transition states
appeared to be more disordered than orig-
inally assumed by the stalk hypothesis.
While these models presently suffer from
an arbitrary choice of fitting parameters,
it is hoped that full atomistic simulations
using refined force fields will yield more
realistic and less biased structural models
of fusion intermediates.

Unless strained or otherwise destabi-
lized, membranes do not spontaneously
fuse with each other under normal condi-
tions (ambient temperature and pressure).
However, amphiphilic molecules such as
polyethylene glycol or certain amphipatic
peptides can mediate spontaneous fusion
of membranes. Similarly, certain am-
phipatic proteins (e.g. annexins) induce
fusion of artificial membranes although
there is no evidence that they act as fusion
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proteins in their native environment. Ap-
parently, the activation energy barrier for
membrane fusion is not very high, requir-
ing less specificity for the catalyst than,
for example, an enzyme-catalyzed metabo-
lite conversion.

3
Transition States of Protein-mediated
Fusion and Fusion Pores

In the 1980s, two models were proposed ex-
plaining how proteins may mediate fusion.
They describe two possible extreme situa-
tions that are instructive and that are still
widely used as reference (Fig. 2). The first
model describes the initial steps of fusion
analogous to the formation and activation
of gap junction channels. Each membrane
contains oligomeric fusion proteins that
assemble into a closed, ringlike oligomeric
structure. Upon membrane contact, these
rings connect and form an aqueous chan-
nel that represents the first opening of the

fusion pore. Capacitance patch-clamping
experiments revealed that fusion pores
with an initial diameter of about 2 to
5 nm may reversibly open and close at a
millisecond timescale (‘‘flickering’’), sup-
porting the view that fusion pores, at least
in their initial state, resemble channel pro-
teins. Subsequently, both the oligomeric
assembly and the TMC need to be broken
up in order for the fusion pore to expand
and for fusion to be completed. According
to this model, the initial states of fusion
including the transition states are primar-
ily governed by protein–protein interac-
tions and subsequently by protein–lipid
interactions.

The second model assumes that the role
of proteins in fusion is confined to provid-
ing a scaffold that lowers the activation en-
ergy barrier, while the transition states and
the initial fusion pore is exclusively lipidic
and thus must be in accordance with lipid
biophysics. Accordingly, there is no need
for the proteins to span the membrane.
Rather, the role of fusion proteins may be

(a)

(b)

Fig. 2 Classical models for protein-mediated
membrane fusion. (a) Channel-model. Here, the
fusion proteins form a closed channel that
connects in ‘‘trans,’’ resulting in a tight
connection between the two membranes that is
reminiscent of gap junctions. Formation of a
fusion pore is due to the opening of a
proteinaceous channel. Enlargement is mediated

by lipid invasion between the dissociating
subunits. (b) Scaffold model. Here, the role of
the proteins is confined to bending of the
membrane (in the original version it was
assumed that a dimple is created in one of the
membranes), with all transition states governed
by lipid biophysics.
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confined to forming a tight connection be-
tween the membranes, or else, they may
destabilize the hydrophilic–hydrophobic
boundary of the membrane to facilitate
nonbilayer transition states. Fusion pore
flickering, originally considered to be a
hallmark of protein-mediated fusion, was
later also observed in fusion events of
protein-free artificial membranes, thus de-
priving the ‘‘channel’’ model of one of its
strongest supportive arguments.

As discussed in more detail below,
it is still unknown which of the two
models is more accurate. Furthermore,
the hypothesis that different classes of
fusion proteins operate by different mech-
anisms cannot be excluded. While most
investigators agree that lipids play a ma-
jor role in the early transition states
as suggested by the scaffold model,
modifications of fusion proteins were
reported to directly affect fusion pore
characteristics indicating that fusion pro-
teins do more than just clamping mem-
branes together.

4
Viral Fusion Proteins

Enveloped viruses are enclosed by a
host cell–derived bilayer that protects
the nucleocapsid containing the viral
genome. In order to infect cells, the
viral membrane needs to fuse with the
host cell membrane, resulting in the
delivery of the nucleocapsid into the
cytoplasm of the host cell. For this
task, enveloped viruses contain specific
membrane proteins whose purpose is to
execute the fusion of the viral with the
host cell membrane. Viral fusion proteins
can be divided into class I and class
II proteins, with class I proteins being
better understood.

4.1
Structure of Class I Fusion Proteins

Class I fusion proteins typically are
homooligomeric glycoproteins with a sin-
gle transmembrane domain. They are
oriented perpendicular to the viral mem-
brane and often form characteristic spikes.
At or near the N-terminal end, these pro-
teins contain an amphiphilic region of 15
to 35 amino acids, referred to as fusion
peptide, which is essential for function. All
class I fusion proteins have one remark-
able feature in common: before the viruses
bud from the host cell, the otherwise stably
folded fusion proteins are posttranslation-
ally processed by a single proteolytic cut
yielding a stable globular N-terminal and
a metastable C-terminal fragment con-
taining the transmembrane domain. The
metastable C-terminal fragments are the
fusion catalysts. When these proteins are
triggered by binding to a surface recep-
tor or by low pH, as encountered after
endocytosis of the virus particle, they spon-
taneously undergo major conformational
changes. As a result, elongated helical bun-
dles (usually consisting of trimeric coiled
coils) are formed and the previously buried
fusion peptides are exposed at the tip of the
bundle. After completion of the conforma-
tional transition, the resulting protein is
very stable and inactive. Thus, viral fusion
proteins are ‘‘single-shot’’ devices resem-
bling a loaded spring: they can be triggered
only once. Biologically, this makes sense
since they are needed only once in an
infectious fusion reaction.

The fusion peptides play an essential
role in virus-mediated fusion. These do-
mains insert into the membrane of the
host cell upon activation with the large
hydrophobic side chains buried in the inte-
rior of the membrane. Perturbation of the
amphiphilic nature of the fusion peptide,
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for example by site-directed mutagenesis,
either cripples or completely inactivates fu-
sion activity. Interestingly, many isolated
fusion peptides derived from viral fu-
sion proteins are efficient fusogens: when
added to a suspension of liposomes, spon-
taneous fusion occurs. However, it is likely
that their prime role is to provide a firm
anchor in the target membrane.

Much of our understanding of viral
membrane proteins is derived from the
influenza hemagglutinin (HA) fusion pro-
tein that for many years served as a
paradigm for class I fusion proteins. It
is the only fusion protein for which
fragments were crystallized both for the
metastable prefusion state and the relaxed
postfusion state. In the prefusion state,
the HA trimer contains a central trimeric
coiled coil that is connected to the fu-
sion peptide by a long loop that folds
back to the base of the molecule. Trig-
gering of the protein by low pH results
in two major rearrangements. First, the
connecting loop is converted into a helix
that now extends the coiled-coil region,
effectively propelling the fusion peptide
from the base to the top of the elongated
molecule. Second, a reverse turn is gen-
erated in the middle of the original helix,
rotating the C-terminal part by 180◦, with
these helical parts and some nonhelical ex-
tensions now fitting into the grooves of the
central trimer (Fig. 3). While the purpose
of the first molecular motion is obvious
(exposure of the fusion peptide and its
‘‘shooting’’ into the target membrane), the
significance of the second motion was only
fully appreciated when structures of other
viral fusion proteins (e.g. gp41 of the hu-
man immunodeficiency virus) were solved
in which such back folding (resulting in
an inner coiled coil and an outer ring of in-
verted helices) is more obvious than in HA.

It is thought that the second motion repo-
sitions the transmembrane domain from
the base of the molecule to its tip, that is,
adjacent to the fusion peptide. It should be
borne in mind, however, that the region
adjacent to the transmembrane domain
was not part of the structure, and thus
the precise position of the transmembrane
domain in the relaxed form remains to be
determined. In addition to HA, the crystal
structures of several additional class I pro-
teins have been determined, but for these
only the relaxed structures are available.
They all contain a central trimeric coiled
coil and three surrounding outer helices
although there is no sequence similarity
between most of these proteins.

4.2
Fusion Mechanism of Class I Proteins

Despite a wealth of structural information
and numerous studies on fusions me-
diated by wild-type and mutated class I
fusion proteins, there is still no consen-
sus about the mechanism by which these
proteins fuse membranes. It is undisputed
that any interference with the conforma-
tional change (or part of it) either inhibits
fusion completely or leads to an arrested
intermediate state, suggesting that these
fusion proteins are nanomachines that ex-
ert mechanical force on the membranes
destined to fuse. The most popular model
(‘‘jackknife model’’) envisions fusion as a
two-step process progressing via defined
intermediates (Fig. 3). In the first step, the
fusion peptide is propelled at the tip of the
protein, resulting in its insertion and thus
anchoring in the host cell membrane. In
this state, the fusion protein is in an ex-
tended conformation, being connected to
the viral membrane by its transmembrane
domain and to the host cell membrane by
its fusion peptide. In the second step, the
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Fig. 3 Models for membrane fusion mediated
by class I (a) and class II (b) viral fusion proteins
involving a two-step mechanism. In the first
step, the fusion peptides are exposed and are
inserted in the target membrane. In the second
step, the C-terminal part of the proteins
undergoes another conformational change,
resulting in bending/pulling that results in
fusion. Red balls depict the fusion peptides,

green cylinders the transmembrane domains.
Note that the cellular receptors and the viral
receptor–binding proteins are not shown. The
colors indicate different domain of the proteins.
Note that in class I proteins the colored boxes
indicate α-helices, whereas in class II proteins
they define folded domains that are not helical.
Arrows indicate the presumed movements (see
color plate p. xxiii).

outer helices revert and fold back on the
rigid coiled coil, thus dragging the trans-
membrane domains from the base to the
top of the molecule adjacent to the fusion
peptide. As a result, the two membranes
are forced into close apposition, with the
fusion peptides probably destabilizing the
monolayer surface by displacing water at
the contact site, facilitating the formation
of nonbilayer transition states.

Although widely accepted, the jackknife
model suffers from some shortcomings.
First, the rotational symmetry of the
trimeric fusion proteins (see cartoon in
Fig. 3) precludes bending to one side
(as mandatory for the jackknife model)
unless one assumes that the second

folding step occurs asynchronically, that
is, that back folding in only one of the
subunits allows for lateral bending of the
molecule. Second, it has been known
for some time that activation of HA
in the absence of a target membrane
results in insertion of the fusion peptide
into the viral membrane. Again, it is
difficult to explain how such ‘‘reverse’’
insertion is prevented upon contact with
a host membrane. To overcome these
problems, alternative mechanisms were
proposed that differ from the jackknife
model in that the fusion peptide is either
exclusively or partially inserted into the
viral membrane. According to the first
scenario, the formation of the coiled coil
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would then exert a strong bending force
on the viral membrane, while the protein
remains attached to the cell membrane by
binding to the receptor. Fusion proteins
grouped in a ring around the prospective
fusion site would create a membrane
protrusion that extends in the direction
of the target membrane, resulting in its
destabilization and initiation of fusion.
A second alternative is that the fusion
peptides of a given trimer are inserted
randomly into the viral and the target
membrane. In this scenario, the extension
of the central coiled coil rather than
the backfolding would exert the primary
pulling force that brings the membranes
in close apposition. While both of the
latter models account for the ‘‘symmetry
problem,’’ experimental support for either
of them presently is lacking.

4.3
Class II Viral Fusion Proteins

Class II fusion proteins including the
E-glycoproteins of flaviviruses and al-
phaviruses are also activated by low pH
to undergo conformational changes, but
it appears that the mechanisms are very
different from those of class I proteins.
Recently, the structure of whole virus
particles containing class II fusion pro-
teins has been solved by a combination
of cryoelectron microscopy and crystal-
lography. These fusion proteins form an
interconnected lattice on the viral surface.
They are oriented horizontally rather than
perpendicular to the viral membrane. Pro-
teolytic activation usually occurs in an
accessory protein rather than in the fu-
sion protein itself. α-helices and coiled
coils are not part of the protein structure,
rather, they are primarily composed of β-
strands. The E-glycoproteins have three

domains: an N-terminal domain, a mid-
dle domain that carries the fusion peptide
(rather than being positioned near the
N-terminus), and a C-terminal domain
containing the transmembrane domain.
The fusion peptides form short loops,
which, in the nonactivated form are lo-
cated close to the viral membrane and
are covered either by an accessory pro-
tein involved in receptor binding or by
a dimerization interface. Upon activation,
the fusion peptides are exposed by what ap-
pears to be a coordinated conformational
change of neighboring molecules. In the
case of the Semliki forest virus, activa-
tion reorients the E1-fusion protein from
a dimer with its accessory protein E2 to a
homotrimer, associated with a movement
away from the viral membrane surface
(Fig. 3). This motion probably causes the
insertion of at least part of the fusion pep-
tides into the target membrane, probably
in a β-barrel conformation. In vitro fu-
sion of viruses carrying class II proteins
with artificial membranes is consider-
ably faster than that of viruses with class
I proteins.

Despite the differences in structure,
recently solved crystal structures of class
II fusion proteins have revealed striking
similarities between class I and class II
fusion proteins. In both cases, activation
leads to conformational rearrangements
that result in a juxtapositioning of the
transmembrane domain with the fusion
peptide, with the final conformation being
very stable. In the relaxed low pH trimeric
form, domains 1 and 2 form a thick,
rodlike structure with the fusion peptides
at their tips, again reminiscent of the class
I protein structure. Thus, it is conceivable
that despite a very different structural basis
the fusion mechanisms of class I and class
II proteins are similar (Fig. 3).
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5
Mitochondrial Fusion

Mitochondria continuously undergo dy-
namic shape changes including frequent
fusion and fission events. Since mito-
chondria are surrounded by an inner and
an outer membrane with very different
protein compositions, homotypic fusion
of mitochondria must involve the con-
secutive fusion of the outer and inner
membrane, respectively.

Until recently, the protein machinery
involved in mitochondrial fusion has re-
mained enigmatic although it is clearly
distinct from the protein complexes me-
diating fusions in the secretory pathway.
A few years ago, a first putative pro-
tein participating in mitochondrial fusion
has been discovered. Originally identified
as a gene involved in the formation of
a special mitochondrial aggregate in the
sperm of Drosophila, a conserved integral
membrane protein, termed fzo (for ‘‘fuzzy
onion’’), was discovered to be essential
for fusion. Fzo represents a small protein
family of evolutionary highly conserved
proteins (termed mitofusins in mammals)
that possess two transmembrane domains
and an N-terminal GTPase domain, with
both the C- and N-terminus facing the cyto-
plasm. Adjacent to the membrane-anchor
domain are regions that are predicted to
have a high propensity for the formation
of coiled coils, thus bearing superficial
similarities with bona fide fusion pro-
teins such as the class I viral fusion
proteins and the SNAREs. While yeast
possesses a single family member (Fzo1p),
higher organisms and mammals contain
two mitofusins.

Recently it has been discovered that
mitofusins can form dimers in which the
C-terminal regions of mitofusins form an-
tiparallel coiled coils, thus tethering the

outer membranes of two adjacent mito-
chondria. Furthermore, an active GTPase
domain is required for mitochondria to
fuse. However, it is not clear at present
whether the role of mitofusins is con-
fined to tethering or whether they are
also involved in later states of the fu-
sion reaction. Additional proteins are
likely to be involved including, for exam-
ple, Ugo1p, an outer membrane protein
with several transmembrane domains,
and Mgm1p, a dynamin-like GTPase on
the outer surface of the inner mem-
brane. Furthermore, recent screens in
yeast have uncovered more genes that
appear to be involved in mitochondrial
fusion and whose molecular roles are yet
to be elucidated.

6
Fusion Reactions in the Secretory Pathway

6.1
Overview

The term secretory pathway refers to all
organelles that originate from the endo-
plasmic reticulum and that are connected
by defined vesicular trafficking routes.
They include both the biosynthetic route,
leading from the endoplasmic reticulum
to the Golgi complex, and from there
lead either to the plasma membrane or
to endosomal intermediates, and the en-
docytotic/degradative route leading from
the plasma membrane to the lysosomes
via early and late endosomal intermedi-
ates. Additional connections and shortcuts
are provided by further specialized traffick-
ing routes, some of which may be tissue
and cell-type specific such as regulated
exocytosis (Fig. 4).

Each trafficking step in the secretory
pathway can be broken down into three
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Fig. 4 Overview of the secretory pathway in a prototype eukaryotic cell. The boxed numbers
indicate distinct fusion steps. CCV, clathrin-coated vesicle, COPI/II-CV, COPI/II-coated vesicle,
TGN, trans-Golgi network. The biosynthetic route is depicted in green, the endocytotic pathway in
pink (see color plate p. xxv).

elementary steps: the generation of a trans-
port vesicle by budding from a precursor
membrane, the movement of the vesicle
to its target membrane mediated by the
cytoskeletal machinery, and the consump-
tion of the transport vesicle by fusion with
its target compartment. In addition, there
is ‘‘homotypic’’ fusion between organelles
of the same class such as endosomes
and cisternae of the endoplasmic reticu-
lum. Intracellular trafficking pathways are
highly organized, and they exhibit a high
(but not absolute) degree of specificity.
Thus, a vesicle derived from the endo-
plasmic reticulum will normally not fuse
with the plasma membrane. Furthermore,
vesicles originating from common sorting
platforms such as the trans-Golgi network
or the early endosome may have different
destinations. This specificity is a feature
of the organelles and trafficking vesicles,

and as discussed in more detail below it is
encoded in specific proteins that provide
layers of regulation.

Unlike viral fusion proteins that single
handedly carry out the jobs of dock-
ing and fusion, complex supramolecular
assemblies mediate fusion in the secre-
tory pathway, which act in concert with
each other and carry out cascades of se-
quential reactions. These supramolecular
machines are not represented by stable
entities with fixed stoichiometries. Rather,
they are assembled on demand and disso-
ciate from the fusion site when the task
is completed.

Despite the diversity of intracellular
fusion reactions with respect to structure
and kinetics, it appears that the fusion
machines of the secretory pathway operate
by principally similar mechanisms. This is
suggested by the fact that several of the
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proteins required for docking and fusion
represent evolutionarily conserved protein
families that have diversified to adjust to
the specific demands of individual fusion
reactions. Such conserved proteins include
the small GTPases of the Ypt/Rab family,
the SM proteins, and the SNARE proteins.

Before intracellular trafficking orga-
nelles fuse, they need to be transported
into close proximity. Furthermore, signal-
ing between the membranes is required
in order for them to ‘‘know’’ that an-
other potential fusion partner is nearby.
This also involves ‘‘proofreading,’’ that is,
mechanisms that ensure that the fusion
partner is appropriate. These steps may
or may not be associated with the estab-
lishment of physical contact that proceeds
via first loose (‘‘tethering’’) and then firm
(‘‘docking’’) contact. Next, the fusion reac-
tion is executed which may require prior
activation of the fusion machinery. After
fusion, the fusion machinery is disassem-
bled and regenerated to be available for
another round of fusion.

Intriguingly, it appears that with ex-
ception of the presumed fusion catalysts
(the SNARE proteins) and some regula-
tory proteins involved in specialized fusion
reactions (such as the synaptotagmins),
all other proteins are recruited on de-
mand from the cytoplasm and thus are
not permanently associated with the mem-
brane. The advantage of such a mechanism
is probably to minimize the ‘‘efforts’’
a cell needs to spend on protein recy-
cling. After fusion of a trafficking vesicle,
membrane-resident fusion proteins need
to be returned by membrane traffick-
ing to the precursor compartment for
the proteins to be reused. This neces-
sity also explains why membrane-bound
fusion proteins (SNAREs) are not only
present in the organelle for whose fusion
they are responsible but also in all other

organelles belonging to the recycling path-
way required for returning these proteins
to their original compartment.

6.2
Tethering and Docking – the Role of Rab
Proteins and Their Effectors

What is the first step in the reaction
cascade leading to fusion of two proximal
organelles? Very little is known about the
initial signaling events. However, it is
well established that Rab GTPases play
a central role in defining a site for fusion
and in orchestrating the recruitment of
protein complexes.

Rab proteins belong to the ras-super-
family of small monomeric GTPases. They
operate as molecular switches that exist
in an active GTP-bound and an inactive
GDP-bound conformation. The switch be-
tween these conformations is made by
regulatory proteins, the GTPase-activating
proteins (GAPs) that stimulate the in-
trinsic GTPase activity of the rabs, and
the guanine nucleotide exchange factors
(GEFs) that replace GDP with GTP. Su-
perimposed on the GTP-GDP cycle is
a membrane association–dissociation cy-
cle. Rab proteins carry posttranslationally
attached polyprenyl chains that anchor
the proteins in the membrane. GDP-Rab
proteins are removed from the mem-
brane by the action of a universal protein
termed GDP-dissociation inhibitor (GDI)
that forms soluble complexes with all
GDP-Rabs by hiding the prenyl anchor
in a hydrophobic pocket. Rebinding is as-
sociated with GTP-reloading by GEFs and
may require assistance of additional pro-
teins such as the members of the Yip/Pra1
family. These proteins displace GDI and
thus are termed GDFs (for GDI displace-
ment factors).
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Rab proteins display the most organelle-
specific localization of all known traf-
ficking proteins, and they have therefore
been assigned a major role in defining
the identity of organelles. More than 60
Rab proteins are known in mammalian
species. Individual organelles may con-
tain multiple Rabs that probably define
functionally distinct subdomains on the
organellar surface. However, it is still not
understood by which mechanisms this
exquisite specificity is achieved.

The main job of active Rab proteins is
to recruit specific proteins (termed Rab ef-
fectors) to defined sites at the membrane.
While many effectors are exquisitely spe-
cific for a given Rab protein, others are
shared between multiple rabs. Examples
for the latter are rabaptin, the TRAPP com-
plex, and mss4. The number of known
Rab effectors is increasing steadily, with
individual Rab proteins known to bind
to dozens of different proteins. Presently,
there are no common denominators be-
tween the many prospective Rab effec-
tors. However, in some well worked out
cases such as the homotypic fusion of
early endosomes it is becoming clear that
Rab effectors orchestrate the initial steps
in docking and fusion. Effectors of the
early endosomal Rab5 include large pro-
teins such as EEA1, which is capable of
forming homooligomeric structures, teth-
ering prospective fusion partners. Other
effectors include a phosphatidylinositol
3-kinase and proteins containing FYVE
and PX domains that in turn bind to
specific polyphosphoinositides. Phospho-
inositides are known to be centrally in-
volved in intracellular membrane traffic,
and it is possible that together with an
active Rab they provide a local binding
site for further proteins that is highly spe-
cific for a given fusion step. For instance,
EEA1 is both an effector for Rab5 and

it contains a FYVE domain that binds
to phosphatidylinositol-3-phosphate, sug-
gesting that only the combination of
both – active Rab5 and a sufficiently high
concentration of phosphatidylinositol-3-
phosphate – is effective in recruiting EEA1
to the membrane.

While it is generally agreed upon that
active Rabs recruit docking and tether-
ing complexes, the underlying molecular
mechanisms are not known. Many Rab
effectors are multiprotein complexes in-
cluding the exocyst (presumably involved
in constitutive exocytosis), the GARP,
TRAPPI, TRAPPII, and COG complexes
that are involved in trafficking steps at
the Golgi apparatus, and the HOPS/VpsC-
complex that functions in the homotypic
fusion of yeast vacuoles. For the homo-
typic fusion of yeast vacuoles, sequentially
occurring assembly and disassembly reac-
tions were worked out involving compo-
nents of the VpsC-complex and additional
proteins such as LMA1. An example from
the other end of the spectrum is repre-
sented by the RIM proteins, effectors of
the Rab3 that function in neurotransmitter
release at the synapse. RIM is part of the so-
called active zone, an electron-dense struc-
ture at the presynaptic plasma membrane
to which synaptic vesicles dock. Active
zones consist of an insoluble supramolec-
ular complex containing a set of large
and insoluble proteins including Pic-
colo/aczonin, bassoon, ERCs (acronym for
ELKS/Rab3-interacting molecule/CAST),
RIM-binding proteins 1 and 2, and α-
liprins. Taken together, there is little sim-
ilarity between the components of these
multiprotein complexes, and it is thus
conceivable that the diversity of Rab effec-
tors is responsible for imprinting specific
features to each fusion reaction in the se-
cretory pathway and to specialized fusions
in certain cell types.



Protein Mediated Membrane Fusion 83

6.3
Fusion – SNARE Proteins as Fusion
Catalysts

SNARE proteins (acronym for soluble
NSF acceptor protein receptors) repre-
sent a superfamily of small and mostly
membrane-bound proteins that are con-
served throughout the eukaryotic king-
dom, with 24 members in yeast, at least
35 members in mammals, and more than
50 in plants. SNARE proteins typically con-
tain a C-terminal transmembrane domain,
an adjacent stretch of 60–70 amino acids
arranged in heptad repeats that is charac-
teristic for the entire SNARE superfamily
and that is referred to as SNARE motif,
and an N-terminal region that either con-
sists of only few amino acids or else, is
composed of a separately folded domain
(Fig. 5). There is considerable heterogene-
ity among SNARE family members both
with respect to primary structure and to
domain structure. In addition to the pro-
totypical SNARE described above, some
family members contain two instead of one

SNARE motifs. Examples include the neu-
ronal SNARE SNAP-25, its relatives SNAP-
29 and SNAP-23, and the yeast SNAREs
Sec9p and Spo20. In these proteins, the
SNARE motifs are connected with a linker
region. These SNAREs lack a transmem-
brane domain; instead, some of them carry
hydrophobic palmitoyl side chains. Other
exceptions include SNAREs with single
SNARE motifs that carry either a posttrans-
lationally added polyprenyl anchor (such
as Ykt6) and the yeast SNARE Vam7 that
lacks a membrane anchor altogether.

The importance of SNARE proteins
was originally recognized because of
three independent lines of evidence: first,
the SNAREs involved in neuronal exo-
cytosis (including the proteins synapto-
brevin/VAMP, SNAP-25, and syntaxin 1)
were identified as the targets of botulinum
and tetanus toxins, second, the proteins
were recognized in genetic screens in
yeast as being essential for intracellular
fusion reactions, and third, the SNAREs
were identified as the membrane receptor
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Fig. 5 Domain structures of SNARE proteins. Dotted lines delineate domains that may
be absent in some of the family members. TMR, transmembrane region.
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of the ATPase NSF (hence the name
SNARE) that was previously recognized as
an important component of intracellular
fusion reactions.

6.3.1 The SNARE Assembly–
Disassembly Cycle
SNARE proteins undergo an assem-
bly–disassembly cycle that involves the
SNARE motifs and that is essential for
membrane fusion. Monomeric SNARE
motifs are unstructured in solution. How-
ever, when appropriate sets of SNAREs
are combined, they spontaneously form
complexes in which four different SNARE
motifs form a stable helical bundle. The

crystal structures of two only distantly
related SNARE complexes revealed an
extraordinary degree of structural conser-
vation despite limited sequence homology.
The structures are represented by four
elongated α-helices that form a coiled
coil containing 16 layers of interacting
amino acid side chains stacked on top of
each other. These amino acids are mostly
hydrophobic with the exception of an un-
usual layer in the middle of the complex,
termed ‘‘0’’ layer, to which three SNARE
motifs each contribute a glutamine, and
one an arginine (Fig. 6). On the basis
of this highly conserved layer, SNAREs
are now classified into subfamilies termed

(a)

Fig. 6 (a) Crystal structure of the neuronal SNARE complex
containing syntaxin 1 (red), SNAP-25 (green), and
synaptobrevin/VAMP (blue). The structure is modeled between two
membranes, the transmembrane domains and immediately adjacent
residues are not part of the structure. (a) Structure of the ionic ‘‘0’’
layer that is conserved among all SNAREs and that is the basis for the
classification of SNAREs into Q- and R-SNAREs, respectively.
Modified from Sutton, B., Fasshauer, D., Jahn, R., Br

..
unger, A.T.

(1998) Crystal structure of a core synaptic fusion complex at 2.4 Å
resolution, Nature 395, 347–353 (see color plate p. xxviii).
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(b)

Fig. 6 (Continued)

Q-SNAREs and R-SNAREs, with the Q-
SNAREs being further subdivided into Qa-
SNAREs (representing the ‘‘true’’ syntax-
ins), Qb-SNAREs, Qc-SNAREs (homologs
of the two SNARE motifs of SNAP-25,
respectively), and R-SNAREs (relatives of
VAMP/synaptobrevin). The division of
SNAREs into these four subfamilies is
strongly supported by additional similar-
ities that were derived from sequence
comparisons. As a general rule, SNARE
complexes can only form if one SNARE
motif of each subfamily is contributed.
It replaces the previous classification of
SNAREs to v-SNAREs (vesicular SNAREs)
and t-SNAREs (SNAREs residing in tar-
get membranes) since the intracellular
topology that was used for this classi-
fication does not agree with the sub-
classes as defined by activity, crystal
structures, and sequence alignment. In
fact, in vitro SNARE motifs of the ap-
propriate subclasses can – within certain
limits – substitute for each other.

Although due to an unusual hysteresis,
it is not possible to determine the free
energy of SNARE assembly, assembly pro-
ceeds downhill an energy gradient. The
stability of assembled SNARE complexes is
remarkable, requiring temperatures above
80 ◦C or very strong denaturants such as
5 M guanidinium chloride for dissociation.
Both the elongated structure of the helical
bundle and the stability toward heat, denat-
urants, and proteases is strikingly parallel
to the relaxed conformation of class I viral
fusion proteins discussed above. However,
unlike the viral fusion proteins, SNAREs
are reactivated by disassembly, involving
the ATPase NSF (acronym for NEM-
sensitive factor). On its own, however, NSF
cannot interact with SNAREs; it requires
cofactors termed SNAPs (acronym for sol-
uble NSF attachment proteins). Both in
yeast and in mammals only one NSF gene
has been found. In contrast, mammalian
species contain three variants of SNAP
termed α-, β-, and γ -SNAP respectively,
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with α-SNAP being the ubiquitous iso-
form. Three SNAPs bind to one SNARE
complex, resulting in the recruitment of
NSF. Remarkably, the SNAP-NSF system
interacts with all known SNARE com-
plexes in this manner despite the fact
that the surface amino acid composition
is highly variable with respect to charge
and size. The crystal structure of the yeast
SNAP-homolog Sec17p revealed a rigidly
packed protein with an N-terminal region
in which nine α-helices are packed against
each other in an antiparallel fashion, re-
sulting in a bent sheet and a C-terminal
globular region. The N-terminal region is
responsible for SNARE binding, whereas
the C-terminal region recruits NSF. Sev-
eral SNAP mutants are known, which are
defective in binding and/or activation of
NSF, they are strong inhibitors of all fusion
reactions of the secretory pathway.

NSF is a hexameric ATPase that belongs
to the AAA superfamily (ATPases associ-
ated with other activities). AAAs frequently
operate as unfoldases, that is, they dissoci-
ate tightly packed or aggregated proteins.
NSF monomers consist of three domains:
an N-terminal region that binds to the
substrate and that undergoes large confor-
mational changes upon ATP hydrolysis,
and two homologous ATP binding regions
termed D1 and D2, with only D1 being
catalytically active and D2 being responsi-
ble for hexamer formation. Single-particle
and cryoelectron microscopy as well as
crystallographic studies on NSF domains
and on VCP (valosin-containing protein),
a relative of NSF, have revealed that the
protein is represented by a double barrel
structure with a conspicuous hole in the
middle. Presently it is unknown how AAAs
manage to disentangle proteins as tightly
packed and stable as SNARE complexes. It
has been proposed that unfolding involves
threading of the substrate through the

central channel (resembling some chap-
erones). Alternatively, it is possible that
the barrel opens sideways (‘‘clamp loader’’)
thus getting a ‘‘grip’’ on the substrate and
exposing it to hydrophobic side chains in
the interior of the oligomeric molecule.
The ATP-requirement has not yet been
precisely determined, and thus it is not
known whether a full catalytic cycle of all
six subunits is required for disassembly.
Mutations of NSF are known both in yeast
and in Drosophila, which loose activity at
mildly elevated temperature, resulting in a
general impairment of membrane traffic.
In Drosophila, the dominant effect is in
synapses where exocytotic release of neu-
rotransmitters is affected first, resulting in
paralysis (‘‘comatose’’) and an accumula-
tion of SNARE complexes.

6.3.2 Mechanism of SNARE-mediated
Membrane Fusion
The most widely accepted model describ-
ing how SNAREs mediate membrane
fusion implies that it is the spontaneous as-
sembly of SNAREs into SNARE complexes
that drives the membrane merger. Accord-
ing to this model, each of the membranes
destined to fuse contains complementary
sets of SNAREs that upon close contact
spontaneously interact with each other in
‘‘trans’’ and form a SNARE complex by
zippering up from the N- toward the C-
terminal ends of the respective SNARE
motifs. Such zippering would force the
transmembrane domains in close appo-
sition. The energy being released during
assembly is used to overcome the repulsive
energy barrier separating the membranes,
thus exerting strain on the membranes.
During fusion, the SNAREs change from
a strained ‘‘trans’’ into a relaxed ‘‘cis’’
conformation, in a remarkable parallelism
to the class I viral fusion proteins. Af-
ter fusion is complete, the NSF-SNAP
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disassembly system then dissociates the
complex and makes available the SNAREs
for another round of fusion.

This model, although not undisputed,
is supported by a large body of evidence
such as

• experiments using yeast vacuolar fusion
in vitro have shown that NSF is not re-
quired for the fusion reaction but rather
is needed for a preceding activation step;

• many SNARE mutants from yeast,
flies, and worms causing functional
impairments map to amino acids of the
central interacting layers, supporting the
view that the formation of the helical
bundle is critical for fusion;

• cells can be enticed to fuse when
SNAREs are ‘‘flipped,’’ that is, expressed
by facing the exterior rather than
the cytoplasm;

• any interference with SNAREs in in-
tact cells or in cell-free assays using
antibodies, clostridial neurotoxins, or
recombinant SNARE motifs as competi-
tors invariably inhibits fusion;

• proteoliposomes reconstituted with ap-
propriate sets of SNAREs sponta-
neously fuse with each other, and
this fusion requires the formation of
SNARE complexes.

6.3.3 Conformational Intermediates of
SNAREs
Recent studies have shown that the zip-
pering model described above, while pro-
viding a useful overall description of the
SNARE mechanism, is an oversimplifica-
tion that needs to be refined. For instance,
while SNAREs spontaneously form com-
plexes and fuse liposomes in vitro, these
reactions are many orders of magnitude
slower than their biological counterparts,
although high protein concentrations were
used in the assays, and artificial docking

of the liposomes also does not accelerate
the reaction. Similar to viral fusion pro-
teins, the attention has therefore focused
on conformational intermediates of the
SNARE cycle.

A model outlining potential intermedi-
ate steps is shown in Fig. 7. This model is
primarily based on studies of the SNARE
proteins involved in neuronal exocytosis
that served as paradigms. It is possible
that certain depicted states do not exist
in other SNARE complexes. The following
features are noteworthy:

• Hotspots of concentrated clusters of
SNAREs. In plasma membranes,
SNAREs are not uniformly distributed
across the membrane but rather
concentrated in microdomains. These
microdomains are dependent on
the presence of cholesterol in the
membrane but are not resistant to
detergent, that is, they are different
from rafts. The local concentration
of SNAREs in these hotspots appears
to be very high. This is particularly
noteworthy in neurons where the two
Q-SNAREs syntaxin 1 and SNAP-25
each contribute at least 1% of total
brain protein, making them by far the
most abundant membrane proteins in
the nervous system. In PC12 cells,
secretory granules exclusively undergo
exocytosis on such hotspots suggesting
that for fusion to be efficient many
SNARE complexes need to cooperate. In
addition, the SNAREs in these hotspots
readily form complexes with both
exogenous and endogenous SNAREs
suggesting that activation of SNAREs
prior to fusion is not rate limiting.

• SNARE acceptor complexes. Considering
that the SNARE motifs are unstruc-
tured in solution, it is not surprising
that SNARE complex formation in vitro
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Fig. 7 Model of the cycle of the neuronal SNAREs and its regulation by accessory proteins. See
text for details.

is exceedingly slow as it requires the si-
multaneous association of four different
molecules. In vitro, the neuronal Q-
SNAREs syntaxin 1 and SNAP-25 form
a binary complex consisting of two syn-
taxin and one SNAP-25 molecule. This
complex resembles the SNARE core
complex but is less stable. For synap-
tobrevin to bind, one of the syntaxins
needs to be displaced which appears to
be rate limiting. Recent work revealed
that an unstable intermediate is formed
between SNAP-25 and a single syntaxin
molecule. Binding of synaptobrevin to
this complex appears to be considerably
faster. This intermediate may represent

the ‘‘true’’ acceptor complex that can ei-
ther recruit a second syntaxin, resulting
in a nonconstructive ‘‘dead-end’’ reac-
tion, or bind synaptobrevin in a pathway
leading to fusion. Intriguingly, indepen-
dent lines of evidence suggest that such
acceptor complexes are stabilized by SM
proteins (see below).

• SNARE trans-complexes. Regulated exo-
cytosis implies that the pathway leading
to fusion is arrested at some step, requir-
ing activation by a trigger that is usually
an elevation of intracellular Ca2+. In
neuronal exocytosis, the delay time be-
tween Ca2+ triggering and membrane
fusion is extremely short (<1 ms). The
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question arises whether SNARE assem-
bly can be arrested at an intermediate
state, with the N-terminal parts of the
SNARE motifs being already assembled,
whereas the C-terminal parts are still
apart. Evidence for such intermediates
primarily stems from studies of exocyto-
sis of chromaffin cells, which can be
monitored with high time resolution
using electrophysiological techniques.
Following a jump in intracellular Ca2+,
distinct pools of granules are observed
that undergo exocytosis with a char-
acteristic time constant: a cytoplasmic
depot pool, a reserve pool representing
membrane-attached vesicles that still
need to be activated (‘‘primed’’), and
two pools of release-ready vesicles, re-
ferred to as slowly releasable pool (SRP)
and rapidly releasable pool (RRP). These
pools are in dynamic equilibria with
each other. Recent studies suggested
that in the RRP, SNAREs are associated
with each other in a trans-complex prior
to fusion, and similar conclusions have
also been reached from studies at the
crayfish neuromuscular junction. While
all these studies are indirect (i.e. conclu-
sions about molecular states are drawn
from kinetic data), they suggest that
metastable folding intermediates may
exist in the SNARE assembly pathway,
again paralleling similar observations
on class I viral fusion proteins.

• Contribution of SNARE transmembrane
domains. For the final step in mem-
brane fusion, the model predicts that
a pulling force is exerted on the mem-
branes, suggesting that the linkers be-
tween the transmembrane domains and
the SNARE motifs are stiff. Both the-
oretical calculations and experimental
evidence suggest that this may be the
case. Furthermore, it is possible that
the transmembrane domains do more

than just providing a membrane anchor.
For instance, peptides corresponding to
SNARE transmembrane domains have
recently been shown to be capable of
fusing liposomes, suggesting that they
may also be involved in destabilizing
the bilayer. Furthermore, recent studies
indicate that the transmembrane do-
mains of syntaxin may contribute to
the fusion pore structure. Also, trans-
membrane domains of syntaxin and
synaptobrevin have the capacity to form
homooligomers and heterooligomers,
again supporting the view that in addi-
tion to providing membrane attachment
they may participate in transition states
in a specific manner.

6.3.4 Topology and Specificity of SNAREs
in Intracellular Fusion Reactions
The model outlined above for SNARE func-
tion implies that of the fusing membranes
each one carries at least one of a com-
plementary set of SNAREs that contains
a transmembrane domain. In neuronal
exocytosis this requirement is fulfilled,
with synaptobrevin (R-SNARE) being lo-
calized primarily to the synaptic vesicle
and syntaxin 1 (Qa-SNARE) to the plasma
membrane. Intracellular fusion reactions,
however, often involve SNARE complexes
in which three or all four SNARE motifs
are contributed by SNAREs possessing a
transmembrane domain, allowing, at least
in theory, variable distributions between
the membranes. However, it is conceiv-
able that the need for preformation of
acceptor complexes limits the choices, for
example, if, as in the case of neuronal
exocytosis, an acceptor complex consists
of Qa/Qb/Qc-SNARE motifs. Indeed, lipo-
some fusion experiments suggested that
only one type of topology of a given SNARE
complex results in fusion. However, in
yeast there are examples of SNAREs that



90 Protein Mediated Membrane Fusion

may function in different complexes with
different topology. For instance, the yeast
R-SNARE Sec22p functions both in an-
terograde as well as in retrograde traffic
between the endoplasmic reticulum and
the Golgi apparatus. In anterograde traf-
fic, Sec22p appears to be colocalized with
the Qb- and Qc-SNAREs Bos1p and Bet1p
respectively, on the transport vesicle, with
the Qa-SNARE Sed5p residing in the ac-
ceptor membrane. In contrast, all three
Q-SNAREs for retrograde traffic includ-
ing Qa (Ufe1p), Qb (Sec20p), and Qc
(Use1p) are localized to the endoplas-
mic reticulum, with Sec22p being the sole
functional SNARE on the retrograde trans-
port vesicle.

The example of yeast anterograde and
retrograde traffic between the endoplasmic
reticulum and the Golgi apparatus also
raises the question to which extent SNARE
pairing is specific. Although this issue
continues to be controversially discussed,
the following points can be made:

• In vitro, SNAREs can be assembled
into SNARE complexes rather promis-
cuously as long as the QabcR-SNARE
rule for SNARE complexes is obeyed.
However, while in some experiments
no differences were observed between
different R- or Q-SNAREs, respectively,
it is likely that promiscuity is not abso-
lute, that is, that not every SNARE of a
given subfamily is capable of substitut-
ing for a particular family member in a
given complex.

• Certain SNAREs are known to be
involved in different trafficking steps
involving different SNARE partners. In
addition to Sec22p discussed above,
other yeast examples include Sed5p (a
Qa-SNARE operating in ER to Golgi,
and intra Golgi trafficking steps), Vti1p
(a Qb-SNARE operating in traffic to

the cis-Golgi, and from the Golgi to
the prevacuole (late endosome) and
the vacuole compartment), and Ykt6p
(an R-SNARE operating in retrograde
traffic to the Golgic, in traffic from the
Golgi to the prevacuole (late endosome)
and the vacuole compartment, and in
anterograde traffic from the ER to
the Golgi).

• Conversely, in a given SNARE complex
certain SNAREs can functionally substi-
tute for each other, albeit the efficiency
appears to be lower than with the ‘‘cog-
nate’’ SNARE. For instance, in yeast
Ykt6p can substitute for Sec22p in an-
terograde but not retrograde ER to Golgi
traffic, and SNAP-23 can substitute for
SNAP-25 in exocytosis of chromaffin
granules. Such functional substitutions
of one SNARE for another one may ex-
plain why genetic deletion of individual
SNAREs in some cases is known to yield
surprisingly mild phenotypes.

The question then arises to which extent
SNARE complexes are specific for a given
fusion step. Although a definitive answer
cannot be given at this time, it appears
that the SNAREs active in a specific
intracellular fusion event are precisely
regulated, that is, a given SNARE complex
functions only in one defined step even if
some flexibility is allowed in the identity of
some of its participating SNARE proteins.
It should be noted, however, that presently
it cannot be excluded that more than one
SNARE complex operates in parallel in
certain fusion events.

It is not known how nonspecific pair-
ing (as observed in vitro) is prevented.
Furthermore, it is not known by which
mechanism the correct SNAREs are se-
lected for a given fusion step. As integral
membrane proteins, SNAREs need to re-
cycle by membrane traffic to their resident
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membrane after fusion, explaining the
widespread intracellular distribution of
many SNAREs. Probably every traffick-
ing vesicle carries ‘‘passenger’’ SNAREs
in addition to the ones needed for the
forthcoming fusion step. For instance,
in neurons and neuroendocrine cells the
recycling pathway of synaptic vesicles in-
cludes at least two fusion steps – exocytosis
and fusion with an early endosomal inter-
mediate that is reached after endocytosis
via clathrin-coated vesicles (CCV). The
SNAREs involved in these two fusion steps
are distinct (exocytosis: syntaxin 1 (Qa),
SNAP-25 (Qbc), synaptobrevin (Qc); endo-
some fusion: syntaxin 13 or 16 (Qa), Vti1a
(Qb), syntaxin 6 (Qc), and VAMP4 (R)).
Functionally, there appears to be no cross
talk at least between the R-SNAREs as only
exocytosis but not endosome fusion is in-
hibited by clostridial neurotoxins cleaving
the R-SNARE synaptobrevin.

6.4
Regulators of SNAREs

An almost overwhelming panoply of
proteins is reported to interact with
SNAREs in a functionally relevant manner,
either regulating fusion or else, being
regulated by the SNAREs. In particular, the
neuronal SNARE proteins were the target
of intense investigations, with syntaxin
1 alone being thought to bind to more
than 40 different proteins including many
ion channels and receptors. However,
in most of these cases the evidence
is limited to qualitative binding studies,
complemented with perturbation studies
in intact cells, making it difficult to
assess the specificity of the reported
interactions. As discussed above, SNAREs
can assume different conformations, and
for proteins thought to specifically interact
with SNAREs it is essential to determine

where exactly these proteins act in the
conformational cycle of SNAREs. While
the discussion will be restricted here to
those proteins for which experimentally
supported molecular models are available,
it needs to be borne in mind that this is
an actively ongoing field of research, with
additional proteins likely to be involved.

6.4.1 SM Proteins
SM proteins comprise a small group of
conserved cytoplasmic proteins that, as
far known, are as essential as SNAREs
for all fusion steps of the secretory path-
way. In fact, impairment or knock out of
SM proteins leads to dramatic phenotypes.
For instance, genetic deletion of Munc-
18, the SM protein involved in neuronal
exocytosis, leads to mice whose nervous
system by and large develops normally but
in which synapses are completely silent,
that is, no exocytotic release of neurotrans-
mitter occurs. There are fewer SM proteins
than SNAREs, with four members in yeast
and seven in mammals. Crystallographic
studies on several SM proteins revealed a
high degree of structural conservation, be-
ing represented by globular, arch-shaped
molecules with a conspicuous cleft.

Numerous genetic and biochemical
studies suggest that SM proteins regulate
SNAREs. However, major confusion has
arisen from the fact that despite a high
degree of structural conservation among
both SNAREs and SM proteins, the inter-
action between these proteins, at least in
vitro, occurs by different mechanisms:

• Munc-18, the SM protein involved in
neuronal exocytosis binds to the N-
terminal region of the Qa-SNARE syn-
taxin 1 with high affinity. Like many
other SNAREs, syntaxin 1 possesses
an antiparallel three-helix bundle at its
N-terminus that is connected to the
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SNARE motif by a linker region. In
a reversible intramolecular transition
between an ‘‘open’’ and a ‘‘closed’’ con-
formation, this N-terminal domain can
fold back onto the SNARE motif, pre-
venting the latter from entering SNARE
complexes. In vitro, Munc-18 exclusively
binds to the closed conformation, effec-
tively preventing it from interacting with
its SNARE partners. Indeed, the crystal
structure of the Munc-18/syntaxin com-
plex reveals that both the N-terminal
helix bundle and part of the SNARE
motif are bound to the large cleft in
the middle of Munc-18, with numerous
crystal contacts between Munc-18 and
both regions of syntaxin.

• The yeast SM proteins Sly1p and Vps45
(and probably also their mammalian
counterparts) bind to the respective
Qa-SNAREs Sed5p and Tlg2p in a com-
pletely different manner. Here, a short
sequence at the N-terminal end of the
Qa-SNAREs (i.e. beyond the folded part)
binds to the outside of the SM protein.
This interaction does not prevent for-
mation of SNARE complexes; rather, it
appears to facilitate them.

• In trafficking steps of the endocytotic
pathway, the SM proteins do not ap-
pear to interact directly with SNAREs.
Rather they form complexes with other
proteins. Interestingly, this includes not
only the SM protein Vps33p that is part
of the VpsC or HOPS complex involved
in the fusion of vacuoles but also Vps45p
that forms a complex with Vac8p. Thus,
one and the same SM protein may either
bind directly to a SNARE, or else, oper-
ate via multiprotein complexes without
displaying direct SNARE binding.

Recent evidence suggests that, at least
in the case of Sly1p, direct binding to the
SNARE is not required for function. Thus,

at least some of the bindings described
above may be recruiting mechanisms to
ensure a sufficiently high concentration of
SM proteins at the site of action rather
than reflecting part of the mechanism
these proteins are involved in, explaining
the surprising structural diversity of the
SM-SNARE complexes. How then are
SM proteins regulating SNAREs? Several
lines of evidence suggest that some
SM proteins facilitate SNARE assembly,
raising the possibility that the main job
of SM proteins is to form and maintain
SNARE acceptor complexes. Such acceptor
complexes are probably unstable and thus
hard to measure – the more stable they are,
the less energy is left for the ensuing fusion
reaction. Furthermore, it has recently been
suggested that SM proteins may be part of
a proofreading system that ensures pairing
of appropriate SNAREs.

6.4.2 Synaptotagmin and Complexin –
Regulators of Ca2+-dependent Exocytosis
Exocytosis of synaptic vesicles represents
a membrane fusion event that is tightly
regulated by the intracellular Ca2+ con-
centration. Delay times between increases
in intracellular Ca2+ and fusion are ex-
tremely short (below 1 ms), suggesting
that the system is arrested at a very late step
in the pathway of protein–protein interac-
tions leading to fusion. The Ca2+ receptor
responsible for triggering exocytosis was
identified as synaptotagmin, an integral
membrane protein of synaptic vesicles.
Genetic deletion of synaptotagmin 1 leads
to a massive loss of Ca2+-stimulated exo-
cytosis, whereas spontaneous transmitter
release persists. Intriguingly, stimulation
of exocytosis by means of bypassing the
Ca2+ trigger (e.g. using the active ingredi-
ent of black widow spider venom) persisted
but was sensitive to clostridial neurotox-
ins, documenting that SNARE function
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in fusion was not affected in the dele-
tion mutant.

Synaptotagmin is represented by a pro-
tein family of hitherto 15 members in
mammals. Synaptotagmin 1 and 2 that
function in neuronal exocytosis are type
I transmembrane glycoproteins, that is,
with the C-terminus facing the cytoplasm
and the glycosylated N-terminus being ex-
posed to the vesicle lumen. Characteristic
for synaptotagmins are two tandem C2-
domains (C2A and C2B) that represent
Ca2+ binding modules binding 3 and 2
Ca2+ ions, respectively. Whereas the in-
trinsic Ca2+ affinity of both C2-domains is
very low (close to 1 mM), it is increased by
almost three orders of magnitude in the
presence of acidic phospholipids. Struc-
tural studies revealed that the C2-domains
provide only a partial coordinations sphere
for Ca2+ ions that requires acidic phos-
pholipids for completion. C2-domains are
present in many additional proteins, and
in some instances (e.g. protein kinase C)
they are known to convey Ca2+-dependent
translocation of the protein to the mem-
brane. Furthermore, Ca2+ binding is very
rapid and it is not associated with a con-
formational change in the C2-domain.

While it is undisputed that Ca2+ binding
to the C2-domains of synaptotagmin trig-
gers exocytosis, the mechanism by which
this occurs is still not clear. One possi-
bility is that Ca2+-dependent binding to
phospholipids at a site where SNAREs
are already forming trans-complexes suf-
fices to further destabilize the membrane
surface, leading to the formation of a fu-
sion pore. Indeed, both mutant analysis
and ion dependence suggest that phospho-
lipid binding is critical for synaptotagmin
function. On the other hand, both Ca2+-
dependent and Ca2+-independent binding
of synaptotagmin to SNAREs has been

observed, raising the possibility that synap-
totagmin directly acts upon the SNAREs,
for example, by driving the assembly of a
partially zippered trans-complex to com-
pletion. Intriguingly, Sr2+ ions, known to
substitute for Ca2+ in stimulating exocy-
tosis, promote only phospholipid but not
SNARE binding of synaptotagmin. While
this finding shows that Ca2+-dependent
phospholipid interaction is essential for
function, it is conceivable that binding to
SNAREs increases efficiency, for example,
by positioning the C2-domains precisely
before the arrival of the Ca2+ signal.

Intriguingly, a phenotype similar to
synaptotagmin deletion albeit weaker was
observed upon the deletion of complexins,
two small and highly homologous iso-
forms that bind to the surface of assembled
neuronal SNARE complexes. Structural
studies revealed that part of the com-
plexin forms a helix positioned in the
groove formed by syntaxin I and synapto-
brevin, which bends away from the SNARE
complex toward the C-terminal trans-
membrane domains. Thus, it is possible
that complexins bind and stabilize trans-
SNARE complexes, maintaining them in
a metastable state and allowing for synap-
totagmin to act efficiently in promoting
the reaction. Lack of complexins may thus
result in less stable SNARE complexes
(i.e. complexes that reversibly loosen and
tighten), requiring more Ca2+ binding to
synaptotagmin for efficient fusion.

It remains to be established whether
similar regulatory mechanisms also apply
to other SNARE-mediated fusion reac-
tions. Many intracellular fusion reactions
are known to require Ca2+ albeit at
a concentration well below 1 µM, that
is, the normal cytoplasmic concentration
suffices for fusion to proceed. It is con-
ceivable that other ubiquitously expressed
synaptotagmin isoforms participate in
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such intracellular fusion reactions. How-
ever, some synaptotagmins do not bind
Ca2+ at all, raising the possibility that
synaptotagmins may have other functions.
Conversely, several additional synaptic
proteins possess tandem C2-domains in-
cluding the active zone components RIM
(an effector of Rab3) and Piccolo/Aczonin.

6.4.3 ‘‘Pseudo’’ SNAREs
Two soluble proteins, termed tomosyn
and amisyn respectively are known, which
possess C-terminal R-SNARE motifs but
otherwise have no similarities to SNAREs.
Tomosyn is a large protein of approxi-
mately 110 kDa (SNAREs rarely exceed
35 kDa) whose large N-terminal region
bears similarity to the lethal giant larvae
proteins, whereas amisyn is represented
by a smaller protein. Both proteins, when
introduced into secretory cells, inhibit ex-
ocytosis. Detailed studies on the R-SNARE
motif of tomosyn revealed that it directly
competes with synaptobrevin in the forma-
tion of SNARE complexes, thus reducing
the number of active acceptor complexes
that are available for fusion. Presently, it
cannot be decided whether competition by
soluble SNARE motifs (resulting in the for-
mation of nonconstructive cis-complexes)
is a general physiological means to down-
regulate SNARE complexes or whether
these proteins are specialized for neu-
ronal exocytosis.

7
Conclusion and Outlook

Despite the diversity of fusion proteins,
the examples discussed above show that
there appear to be some common de-
nominators between viral fusion proteins
and SNAREs. In both cases, fusion is

associated with a spontaneous conforma-
tional change that involves movement of
membrane-anchor domains (transmem-
brane domains or fusion peptides) over
large distances. At the end of the confor-
mational change, an elongated and stiff
rodlike structure is generated in which all
membrane-anchor domains are localized
at one end. Furthermore, both viral fusion
proteins and SNAREs are oligomers that
exhibit at least some rotational symmetry
(trimers in the case of viral fusion pro-
teins, trimers and tetramers in the case of
SNAREs). These intriguing features sug-
gest that the basic mechanism of operation
is principally similar in all cases. However,
there are still many unresolved issues. For
instance, it is unknown whether all fusion
reactions transit through hemifusion in-
termediates. Furthermore, it remains to
be established whether the fusion proteins
are either part of the initial fusion pores
or at least directly influence their diameter
and enlargement kinetics.

There is still only scant knowledge about
the proteins involved in cell–cell fusion.
Several candidate proteins were identified
during the last years but in most cases
it is not clear whether these proteins
are primarily functioning in attachment
rather than fusion. These include the
tetraspanins CD 9 and CD 81, the single-
pass membrane proteins of the ADAM
family that may be involved in sperm-
egg fusion, and the Caneorhabditis elegans
protein EEF-1. Of these, EEF-1 is presently
the strongest candidate for a bona fide
fusion protein. It is both necessary and
sufficient for cell–cell fusion, and it
is structurally related to class II viral
fusion proteins, containing an internal
putative fusion peptide. Indeed, the search
for cellular fusion proteins was driven
for many years by the expectation that
cellular fusion proteins must be similar
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to viral fusion proteins. After all, viral
fusion proteins must have originated from
primordial eukaryotes.

See also Membrane Traffic: Vesicle
Budding and Fusion; Membrane
Transport; Protein Translocation
Across Membranes.
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Rothman, J.E. (2000) Compartmental speci-
ficity of cellular membrane fusion en-
coded in SNARE proteins, Nature 407,
153–159.

Misura, K.M., Scheller, R.H., Weis, W.I. (2000)
Three-dimensional structure of the neuronal-
Sec1-syntaxin 1a complex, Nature 404,
355–362.

Modis, Y., Ogata, S., Clements, D., Harri-
son, S.C. (2004) Structure of the dengue virus
envelope protein after membrane fusion, Na-
ture 427, 313–319.

Monck, J.R.F. (1995) The exocytotic fusion pore
and neurotransmitter release, Neuron 12,
707–716.

Novick, P., Guo, W. (2002) Ras family therapy:
Rab, Rho and Ral talk to the exocyst, Trends
Cell Biol. 12, 247–249.

Pelham, H.R. (2001) SNAREs and the specificity
of membrane fusion, Trends Cell Biol. 11,
99–101.

Peng, R., Gallwitz, D. (2004) Multiple SNARE
interactions of an SM protein: Sed5p/Sly1p
binding is dispensable for transport, EMBO J.
23, 3939–3949.

Pfeffer, S. (2003) Membrane domains in the
secretory and endocytic pathways, Cell 112,
507–517.

Pobbati, A.V., Razeto, A., Boddener, M.,
Becker, S., Fasshauer, D. (2004) Structural
basis for the inhibitory role of to-
mosyn in exocytosis, J.Biol.Chem. 279,
47192–47200.

Reim, K., Mansour, M., Varoqueaux, F., McMa-
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Keywords

Capture Agents
An antibody or antibody mimetic that is immobilized on a surface for the purpose of
binding an analyte of interest from a test sample.

Enzyme Activity Profiling
Determination of the activities of multiple enzymes in parallel, or of a single enzyme
with respect to multiple substrates and/or potential inhibitors.

Multiplexed Protein Assay
An assay in which a single sample aliquot is simultaneously tested with respect to the
abundance or activity of multiple proteins.

Protein Expression Profiling
Determination of the expression levels of multiple proteins in parallel and changes of
expression levels.

Protein Interaction Profiling
Identification of the interactions between proteins and other molecules such as DNA,
RNA, metabolites, or other proteins.

Protein Microarray
A two-dimensional surface with different antibodies or proteins attached at different
defined locations, used for the study of the abundance or activity of proteins.

� Protein microarrays allow for the parallel analysis of a large number of proteins with
respect to their abundance or activity and, therefore, are playing an emerging role in
proteome research.

Protein expression profiling, detection of enzymatic activity and protein interaction
mapping are the most important applications of protein microarrays. The biological
content, as well as the detection strategies, vary significantly between these
applications, making the protein microarray technologies much more varied than
those used with DNA microarrays.

In most cases, the biological content on the microarray, as well as the analytes, are
proteins, which, due to their delicate nature and the heterogeneity of their properties,
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complicate the manufacturing and assay design. The potential advantages of
protein microarrays over nonparallel, macroscopic technologies cannot, however, be
overestimated.

1
Introduction

Microarrays are miniaturized surface-
based assay devices that allow for the
multiplexed analysis of biological sam-
ples. In the case of DNA microarrays,
which were developed in the 1990s, se-
quences of DNA are immobilized on a
glass surface in a two-dimensional (2D) ar-
ray format. These DNA microarrays are
used for a number of applications in
genome research.

In gene expression profiling, for exam-
ple, differences in the expression levels
of genes can be measured. DNA probes,
each of which is composed of a sequence
that is complementary to an mRNA se-
quence of interest, are immobilized on a
glass surface in an array format. In or-
der to detect different expression levels,
mRNA from different biological samples
is then extracted, amplified into cDNA and
labeled with different fluorophores repre-
senting the different biological samples.
Differences in gene expression can then
be detected by an increase or decrease in
fluorescence.

Today, DNA microarrays are commer-
cially available and have been proven to be
a very important tool in genomic research
for the multiplexed comparative analysis of
gene expression and gene polymorphism.
Many important insights into gene expres-
sion patterns associated with disease states
have been derived from such technology.

It is the proteins, however, that are the
functional product of almost all genes,

and mRNA levels correlate only weakly
with protein levels. The measurement
of mRNA also does not provide infor-
mation about the activity or posttransla-
tional modification of proteins. To gain a
realistic understanding of biological sys-
tems, it is necessary to understand the
expression and activity of the full com-
plement of proteins in different biologi-
cal systems.

Inspired by the power of DNA arrays
to measure mRNA expression, several
academic and industrial groups have
created protein microarrays, with the
aim of multiplexing and miniaturizing
protein analysis. Protein microarrays allow
researchers to quantify the abundance
or activity of many proteins in parallel
while expending minimal amounts of
precious sample.

The main types of protein arrays
are (1) expression profiling arrays, con-
sisting of immobilized protein-capture
molecules such as antibodies, which pro-
vide information about protein abundance;
(2) functional arrays, consisting of ar-
rays of correctly folded proteins, peptides
or other molecules, which can be used
to characterize enzymatic activities; and
(3) protein interaction arrays, which can
be used to characterize protein–protein,
protein–DNA, protein–carbohydrate and
protein–small-molecule interactions. Pro-
tein array technology has been developed
to such an extent that it now has the req-
uisite robustness, breadth, reproducibility,
and flexibility to play a leading role in
proteomics research.
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2
Protein Microarrays for Protein Expression
Profiling

2.1
Principle

The rationale for using protein arrays for
expression profiling has been explained
in the previous section, and can be
justified by several studies showing that
more information can be culled from the
analysis of multiple molecular markers
than could be obtained from analyzing
individual ones.

The principle behind the construction of
arrays for measuring multiple proteins in
parallel is similar to that used in the con-
struction of DNA arrays for multiplexed
mRNA analysis. To construct DNA arrays,
each feature is derivatized with a probe
that hybridizes to a single mRNA species.
The production of these DNA-based ‘‘cap-
ture agents’’ is relatively straightforward:
one simply needs to design and synthesize
a DNA sequence that is complementary
to the mRNA that is to be measured.
For protein arrays, however, there is no
comparable method for creating capture
agents using bioinformatics tools alone.
Protein-capture agents – usually antibod-
ies – must be developed experimentally,
usually by immunizing an animal with
the protein target and then isolating the
resulting antibodies for immobilization.

The other major difference between
arrays for measuring mRNA versus those
for measuring proteins relates to how the
captured analytes are detected. Captured
nucleic acids can be labeled with fluores-
cent probes and directly detected using a
confocal fluorescence scanner. Proteins in
a sample can also be directly labeled, but
the process is much less reproducible than
is the labeling of nucleic acids. Alterna-
tively, proteins captured on an array can be
indirectly detected by the use of labeled an-
tibodies that recognize a different epitope
on the captured target proteins. These and
other issues regarding the development
of the biological content for expression
profiling applications are discussed in the
following section.

2.2
Content for Protein Expression Profiling
Chips

Most protein-profiling platforms rely on
‘‘sandwich pair’’ reagents – two different
antibodies that can simultaneously bind to
a target protein. For each target protein,
one of these antibodies is immobilized
onto the array, and the other one, which
contains a label, is used to detect the target
protein that has been captured on the array
(Fig. 1). The principle behind the sandwich
assay, and its advantages, are discussed in
Sect. 2.4.

F F
Fig. 1 Principle of a sandwich
assay. A capture antibody is
immobilized on a solid support.
The captured analyte is detected
using a second, fluorescently
labeled antibody.



Protein Microarrays 105

2.2.1 Source of Antigen
The first step in developing such sand-
wich pairs is usually to express and
purify significant amounts of the target
protein in a form as close as possible
to its native state. This task can re-
quire as much, if not more, work than
creating the capture agents themselves.
Most proteins of interest need to be ex-
pressed in systems such as mammalian
or insect cells, which require the in-
vestment of considerable time and cost.
Most mammalian proteins are misfolded
and insoluble when expressed in bacte-
ria, and refolding protocols need to be
individually tailored to each protein. The
possibility of forgoing protein production
altogether by using peptide antigens is
rarely successful since most of the re-
sulting antibodies have insufficient affinity
against native proteins.

There are several sources of cDNAs
for cloning into expression vectors, such
as the NIH Mammalian Gene Collec-
tion, the Harvard Institute of Proteomics,
the IMAGE Consortium, and the Amer-
ican Tissue Culture Collection (ATCC),
and private companies such as Open
Biosystems (Huntsville, AL) and Invit-
rogen (Carlsbad, CA). Modern cloning
methods that avoid the use of restriction
enzymes and contain various character-
istics that favor correct insert orientation
can make the cloning as high through-
put and generic as possible. Multihost
vectors and recombination-based transfer
systems allow for the production of tar-
get proteins, including purification and
detection tags for expression in multiple
hosts. The first step is to transfer the gene
into a ‘‘transfer’’ or ‘‘donor’’ vector and
confirm its sequence; in the second step,
the insert is shuttled into vectors for ex-
pressing the proteins in mammalian or
insect cells. Both Invitrogen (Carlsbad,

CA) and BD Biosciences Clontech (Palo
Alto, CA) have commercialized such sys-
tems. The inclusion of N- or C-terminal
purification tags in the encoded con-
structs allow for ‘‘generic’’ purification
systems. The use of two affinity tags, such
as the His tag plus the Glutathione-S-
transferase (GST), or FLAG tag, can result
in >95% pure protein using generic oper-
ating procedures.

For proteins that are large or contain
important posttranslational modifications,
it is often necessary to use expression
systems based on higher eukaryotes.
Recent improvements in technologies
for introducing DNA constructs into
cells, either virally or through transient
transfection, have allowed for yields of up
to 50 mg L−1 in mammalian cells or even
higher in baculovirus-infected insect cells.

2.2.2 Types of Protein-binding Agents
Monoclonal antibodies (mAbs) are the
most commonly used protein-binding
agents for protein expression profiling
platforms since they are monospecific and
can be produced in unlimited quantities
at low cost once a hybridoma cell line
is developed. In some cases, proteolytic
fragments of antibodies (Fabs) are used,
since these can give improved perfor-
mance due to the fact that an oriented
presentation of the binding agent is pos-
sible. For sandwich-based approaches, the
capture agent is almost always a mAb but
the detection agents are occasionally poly-
clonal antibodies.

Monoclonal antibodies used in protein
biochips should have dissociation con-
stants (KD) in the single-digit nanomolar
range. Lower affinity antibodies generally
have rapid (>10−3 s−1) dissociation rates
(koff ), which result in the loss of the
vast majority of captured antigen during
the assay steps of washing and (in the
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case of sandwich assays) incubation with
detection antibodies. Capture antibodies
should preferably have koff < 10−4 s−1

and KD < 10−10 M. It usually requires
repeated attempts at immunization to ob-
tain such reagents.

Polyclonal antibodies are generally
poorly suited as capture agents for pro-
tein biochips because only 0.1 to 10% of
the antibodies in a preparation are specific
to the immunogen used to create them.
The only way to improve on this is to
affinity-purify the antigen-specific antibod-
ies away from the bulk immunoglobulin,
but this requires large amounts of antigen,
and such affinity-purified polyclonal anti-
bodies cannot compare to mAbs in terms
of homogeneity and lot-to-lot consistency.
For these reasons, polyclonal antibodies
instead find a more suitable role as the
detection agents in multiplexed platforms
using arrays of mAbs. In the detection step,
the captured antigen will be selectively tar-
geted by the highest affinity antibodies in
the polyclonal preparation, and the fact
that >95% of the antibodies in this prepa-
ration have limited or no affinity to the
antigen is relatively unimportant.

The high expense and slow nature of
mAb development has inspired the inven-
tion of alternative methods for making
antibodies and antibody mimetics. Dis-
play technologies in which recombinant
antibody fragments are linked to the
genetic information encoding them are
increasingly used. Such systems include
phage display, ribosome display, mRNA
display, yeast display, and bacterial dis-
play. The displayed libraries are usually
in a Fab or single-chain variable region
(scFv) configuration, the latter of which
is less suitable due to its instability and
conformational heterogeneity, which leads
to lower affinities toward antigens. Ar-
tificial libraries of ‘‘antibody mimetics’’

have been created in which certain sur-
face loops of nonantibody proteins are
replaced by random sequences to make
artificial complementarity-determining re-
gions (CDRs). Although there have been
several demonstrations of the creation of
high-affinity protein-binding agents from
naı̈ve libraries using display methods, typ-
ical dissociation constants are in the 10−6

to 10−8 M range and therefore not suitable
for multiplexed protein analysis platforms.
Another drawback of these methods is
that antibody fragments are significantly
more expensive to manufacture than tra-
ditional mAbs.

Perhaps the most radical approach for
creating the protein-binding agents is to
use nucleic acid–based molecules. Li-
braries of random nucleic acid sequences
can be subjected to systematic evolution
of ligands by exponential enrichment (SE-
LEX) to identify ‘‘aptamers’’ – rare single-
stranded molecules that fold into a struc-
ture capable of binding to protein targets.
Arrays of aptamers can be used to cre-
ate protein expression profiling arrays.
‘‘Photoaptamers’’ are bromodeoxyuridine-
substituted DNA molecules that can photo-
crosslink to their target proteins. The
photo-crosslinking event provides a second
dimension of specificity since it requires
close juxtaposition of reactive groups. The
covalent crosslink allows for stringent
washing of the arrays to remove non-
specifically bound proteins. Nonspecific
protein-reactive dyes can be used to de-
tect the captured proteins on the arrays.
Photoaptamers can crosslink low picomo-
lar concentrations of target proteins with
very high specificity, even in the pres-
ence of high concentrations of noncognate
proteins from serum. A fluorescent im-
age of a photoaptamer array is shown in
Fig. 2.



Protein Microarrays 107

Fig. 2 Example of a photoaptamer array. Universal protein stain (UPS) photoaptamer
array for the simultaneous assay of 26 analytes. The array was exposed to 10% human
serum. After photo-crosslinking, the array was washed and stained with Alexa 647 dye
and read on a TECAN LS300 scanner. (Figure courtesy SomaLogic Inc).

2.3
Protein-immobilization Methods

Proteins are very fragile molecules that
are easily denatured at liquid–solid and
liquid–air interfaces, and therefore the
nature of the surfaces to which proteins
are attached, as well as the dispensing
method, can have pronounced effects
on the surface protein density and the
fraction of immobilized protein that is
active. This section discusses dispensing
methods and surface chemistries used for
two-dimensional protein arrays.

Three approaches to protein immobi-
lization are in common use.

Physical adsorption. The easiest way to
immobilize proteins is by physical ad-
sorption to surfaces with inherent nonspe-
cific protein-binding activity. The surface-
binding energy is hydrophobic in nature

when using materials such as plastic,
or electrostatic in nature when using
charged surfaces such as polylysine-coated
glass or nitrocellulose. A protein film is
spontaneously formed on such surfaces
when brought into contact with a pro-
tein solution, making this the simplest
procedure for creating arrays. In such
films, each protein is attached via mul-
tiple weak noncovalent interactions, but
since the overall interaction surface on
each protein is large, the sum of these
weak interactions results in binding ener-
gies that are orders of magnitude stronger
than typical specific protein–protein inter-
actions. The main disadvantage of these
approaches is that the interaction energies
are so great that they frequently denature
or otherwise inactivate the immobilized
proteins. Generally, 75 to 90% of pro-
teins attached to surfaces in this way are
inactivated.
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Random chemical attachment. The sec-
ond most facile protein-immobilization
method is based on random covalent
attachment of proteins to substrates.
Most methods take advantage of the
fact that proteins typically contain sev-
eral surface-exposed lysine residues. The
amino group on the lysine side chains
can react with surfaces containing, for
example, N-hydroxysuccinimide moieties.
The random chemical coupling results in
heterogeneity with respect to the num-
ber of crosslinking sites per protein,
the position of the crosslinks, and, as
a result, the orientation of the pro-
teins with respect to the surface. Many
of the proteins are therefore inacti-
vated by modification, by inaccessibility
of the binding site, or by denatura-
tion arising from strain caused by mul-
tiple attachment sites. A variation on
this theme relies on random chemi-
cal biotinylation of lysine residues fol-
lowed by exposure to streptavidin-coated
surfaces.

Site-specific attachment. Optimal pro-
tein activity-retention is achieved by using
single point oriented surface attachment
of the binding agents. The most facile
way of achieving this is to conjugate a
binding agent through a unique cysteine
residue that is either naturally present
or has been introduced by genetic en-
gineering. Surfaces can be derivatized
by a number of thiol-reactive function-
alities such as maleimide. Coupling can
be made to occur almost exclusively to
the thiol group on the unique cysteine,
giving homogeneously oriented binding
agents. Several studies have demonstrated
the superior performance of protein arrays
made using this method. Alternatively, the
glycosylated functionalities on the Fc re-
gion of antibodies, which is distal from

the antigen-binding site, can be used as
an immobilization handle. Recombinant
proteins can also be attached to surfaces
in an oriented fashion by incorporating
affinity tags such as the hexahistidine
tag or the biotin-accepting peptide, which
can be enzymatically biotinylated. These
tags allow for the oriented immobilization
on surfaces coated with Ni-complexes or
streptavidin.

The choice of methods for immobiliza-
tion depends highly on the sensitivity
required in the assay and the number
of binding agents that will be immobi-
lized. For example, the amount of work
involved in creating protein arrays with
site-specifically attached proteins may not
be justified when the number of pro-
teins is high. Alternatively, arrays of 10
to 20 proteins in which a 2 to 5-fold in-
creased sensitivity would be highly valued
would justify the added effort required
to create arrays with specifically oriented
binding agents.

Flat surfaces have an inherent limitation
on the number of protein molecules
that can be immobilized per unit area.
To extend beyond this limit, one must
build a brush or gel structure onto the
surface and attach the proteins to it. One
theoretical drawback to this approach may
be poor penetration into and out of the
structure, leading to slow equilibration
times and high nonspecific binding. This
approach led to the commercialization of a
‘‘hydrogel’’ slide based on polyacrylamide,
now sold by Perkin-Elmer Life Sciences
(Foster City, CA). Slides such as these
have been shown capable of immobilizing
active proteins at a density at least fivefold
higher than is possible using optimized
flat surfaces. Another advantage is that
the hydrogel can protect proteins from
dehydration and therefore provide for a
higher specific activity.
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2.4
Detection Techniques

Nearly all reports of protein arrays rely
on detection by fluorescence or chemilu-
minescence. Charge-coupled device-based
cameras or laser scanners with confocal
detection optics are commercially avail-
able. The proteins in a biological sample
can be directly labeled with fluorescent
dyes or with biotin, captured by the bind-
ing agents on the features of the array,
and then detected using such fluorescent
scanners (Fig. 3). To compare expression
patterns between two different samples,
each of the two samples is labeled with
a different fluorescent dye. After labeling,
the two samples are mixed together and
then exposed to the array. A confocal fluo-
rescence scanner then quantifies the signal
from the two dyes (typically Cy3 and Cy5).
However, such methods generally have
very poor sensitivity for the following rea-
sons: (1) fewer labels can be conjugated per
protein without causing loss of solubility
than for nucleic acids; (2) many proteins in
samples are prone to nonspecific binding
to surfaces, resulting in high background;
and (3) different proteins are labeled with
different efficiencies, usually relating to
the number of accessible lysine residues.
Owing to these reasons, chemical labeling
of proteins has very limited applications
for protein arrays.

Orders of magnitude higher sensitiv-
ity and reproducibility can be obtained
with the use of ‘‘sandwich pair’’ antibodies

(Fig. 1). In this case, two different antibod-
ies, reacting to different regions (epitopes)
of the target protein, are exploited. One
antibody – the ‘‘capture agent’’ – is immo-
bilized onto the array feature and captures
the target protein; the other one – the ‘‘de-
tection agent’’ – carries a label and binds
to the captured target protein, forming a
‘‘sandwich’’ around it. The use of two anti-
bodies greatly increases both the absolute
amount of signal per captured target pro-
tein (since the detection antibody can be
derivatized with very bright labels such as
phycoerythrin), as well as the specificity
of the signal (since two antibody-target
protein-binding events must occur to pro-
duce signal). Such an assay format has the
additional advantage of lending itself to
high sample throughput since the biologi-
cal sample need not be chemically labeled.
The disadvantage of the use of sandwich
reagent pairs is that two antibodies, both
of which must recognize the target pro-
tein in its native form, must be developed
and validated.

The sensitivity of sandwich assays can
be pushed to new limits by amplifying
the signal from the detection antibody
using rolling circle amplification (RCA).
To accomplish this, the detection antibody
is labeled with a DNA primer annealed to a
circular DNA template. Upon localization
of the detection antibody on the array,
the DNA primer on the antibody can
be extended by a DNA polymerase on
the circular template. Since the template
has no end, the polymerase creates very

Fig. 3 Fluorescently labeled
proteins are captured on an
antibody array.

F F
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long DNA products in a ‘‘rolling circle
amplification’’ reaction. Hybridization of
fluorescently labeled oligonucleotides to
this DNA product leads to a high density
of fluorophores on the feature. Using
this approach, it is possible to detect
dozens of cytokines in parallel in the low
picomolar range.

Another strategy for the fluorescent
detection of proteins on array surfaces
is to use planar waveguide technology
in conjunction with fluorescently labeled
detection antibodies. In this case, only
the surface-bound fluorescently labeled
molecules are detected, so no washing
step is required. This allows one to take
measurements under equilibrium condi-
tions, thus avoiding the time-consuming
array-washing steps.

In contrast with fluorescence and
other optical readouts, mass spectrom-
etry (MS) provides information as to
the molecular weights of the captured
proteins. The most widely used sys-
tem relies on matrix-assisted laser des-
orption–ionization (MALDI) or surface-
enhanced laser desorption–ionization
(SELDI). The target proteins are captured
by surface immobilized antibodies. One
limitation of this system is the relatively
low sensitivity in comparison to sandwich
assay–based methods and the need to treat
the surface-captured proteins with pro-
teases prior to MALDI analysis. It is also
difficult to obtain quantitative data on the
basis of a purely MS-based approach.

2.5
Applications

2.5.1 Antibody Arrays
Antibody arrays have been used to monitor
relatively small numbers of proteins in par-
allel, mainly due to the lack of developed
antibody content for these platforms. Most

arrays investigating >100 specificities have
relied upon direct sample labeling since
there are few proteins for which high qual-
ity sandwich pair antibodies are available.
Generally, the two-dye labeling method
mentioned above is used to compare two
different samples. Several groups have
analyzed changes in protein expression
among cells as they become cancerous,
or progress through different cytological
stages, or are exposed to radiation.

Protein expression changes have been
identified in squamous cell carcinoma,
for example, with the aid of laser cap-
ture microdissection to separate out the
different cell types prior to sample label-
ing. Samples were applied to an array of
368 antibodies against known signaling
proteins. Eleven different proteins were
identified that changed expression levels,
some of which were in the cancer cells and
others were in the surrounding stroma. A
similar approach of combining laser cap-
ture microdissection with antibody arrays
to find cancer biomarkers was used to
study hepatocellular carcinoma. Antibod-
ies to 83 proteins likely to be involved in
proliferation made up the array, and differ-
ences in expression were observed for 32 of
them. The data was confirmed by the use
of western blots and tissue microarrays.

Most published reports of protein ex-
pression profiling arrays focus on a smaller
number (10–75) of specificities, generally
all within a restricted class of proteins,
and use sandwich-based antibody pairs for
detection. One high-density array that al-
lowed for the measurement of expression
levels of 75 cytokines was constructed.
Similar products have been reported, but
with a smaller number of specificities.
Such cytokine-detection arrays have made
it possible to uncover the complex changes
in cytokine abundance that result from
exposure to proinflammatory factors such
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as lipopolysaccharide or tumor necrosis
factor-α. Similar arrays have also delin-
eated differences in cytokine production
between TH1 and TH2 helper cells, as well
as uncovered an unexpected relationship
between vitamin E levels and the cytokine
monocyte chemoattractant protein-1.

In another study, the relationship be-
tween 78 inflammatory mediators and
cerebral palsy was studied. Cord blood
from 19 cerebral palsy children and 19
gestation matched controls were analyzed
and significant differences were observed
in the expression of 11 of the 78 proteins
studied. In addition, it was found that cord
blood from preterm infants with cerebral
palsy showed even more elevated levels of
certain inflammatory mediators than the
gestation matched controls.

2.5.2 Antigen Arrays
Antigen arrays, sometimes referred to
as reverse arrays, are used to measure

the levels of antibodies with defined
specificities in serum. Proteins of interest,
allergens, or proteins known to elicit an
autoimmune response are arrayed on a
substrate. Serum samples of patients are
applied, allowing the antibodies from the
patient to bind to the arrayed proteins, if
antibodies with such binding specificity
are present. Then, a fluorescently labeled
antihuman antibody–antibody is added
to reveal which types of antibodies are
present in the serum (Fig. 4).

Antigen arrays have been successfully
applied to the fields of allergy, autoim-
mune disease, and inflammation. An
array of 430 distinct proteins and overlap-
ping peptides that represent the simian-
human immunodeficiency virus (SHIV)
proteome, for example, was used to an-
alyze serum from vaccinated and non-
vaccinated primates after challenge with
SHIV. It was observed that the vaccinated
versus nonvaccinated animals could be
distinguished and survival predicted. A

Fig. 4 Scheme and example of an
antigen array. (a) Antigens are arrayed
on a two-dimensional surface.
Autoantibodies in serum are captured
and detected with a fluorescently labeled
antihuman antibody-antibody.
(b) ‘‘Arthritis Array’’ characterization of
autoantibodies in systemic lupus
erythematosus. Arthritis arrays were
produced by printing common lupus
antigens including DNA, histone
proteins, and additional nuclear
proteins on microscope slides. Arrays
were incubated with patient serum, and
binding of autoimmune antibodies was
detected with green fluorescent markers
(green spots). The yellow spots are used
as ‘‘marker features’’ to orient the
arrays. (Figure courtesy Dr. William
Robinson, Stanford University) (see
color plate p. xxix).

(a)

FF

(b)
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second study used an array of proteins
and peptide fragments representing all the
known proteins in myelin to monitor au-
toantibody development in experimental
autoimmune encephalomyelitis, a model
for multiple sclerosis.

Antigen arrays were used to profile
antibodies from patients diagnosed with
various rheumatoid diseases, including
rheumatoid arthritis, systemic lupis, sys-
temic sclerosis, and Sjogrens syndrome.
A characteristic autoantibody pattern for
each of the diseases was observed, giving
hope that such an array could be used as a
diagnostic and monitoring tool.

It is well known that cancer patients
often develop antibodies against proteins
expressed in their tumors. In an effort
to use such immunological information in
the diagnosis of cancer, Qiu and colleagues
fractionated protein lysates from a human
lung cancer cell line and then arrayed
them onto nitrocellulose-coated slides. The
serum from individuals with or without
lung cancer were then applied to the arrays
to visualize the autoreactivity to cancer
antigens. The signals from duplicate spots
(within-slide) and duplicate slides were
highly reproducible, exhibiting correlation
values >0.9. Of the 1840 arrayed fractions,
63 demonstrated increased reactivity in
cancer patients relative to normal, as
measured by a rank-based statistic (p <

0.008). This type of approach, or one based
on arraying purified cancer antigens, may
be useful in the future in the identification
and classification of patients.

2.6
Alternative Technologies

To increase the sample throughput and
still maintain at least a modest degree
of multiplexing, several groups have con-
structed antibody arrays within the wells

of microtiter plates, generally containing
96 wells/plate. In such cases, the readout
is typically based on a sandwich assay in
which the detection antibodies are labeled
with an enzyme that catalyzes a reaction
to form locally precipitating fluorescent or
chemiluminescent products. A commer-
cial system for cytokine analysis has been
commercialized by Pierce (Rockford, IL).

A more radical departure from the array
configurations considered in the previ-
ous chapters is the so-called ‘‘liquid ar-
ray’’ – suspended, encoded particles, each
coated with a single antibody specificity.
The most common way to encode beads
relies on the incorporation of different
ratios of two or more fluorophores with
distinguishable spectral properties. A flow
cytometer is exploited to read particles one
at a time, thus decoding the identity of each
particle (and thereby the identity of the im-
mobilized antibody), while simultaneously
reading a third fluorescent signal that rep-
resents binding of the target protein. This
third signal is generally produced by the
binding of a detection antibody labeled
with the strongly fluorescent protein phy-
coerythrin, in a sandwich setup. The most
popular suspension array platform is mar-
keted by Luminex (Austin, TX). Several
companies sell kits for multiplexed de-
tection of cytokines and other proteins.
Instruments and reagents are also avail-
able commercially to allow researchers to
construct their own liquid arrays. Some
of the key similarities of the liquid ver-
sus the more standard two-dimensional
array platforms are shown in Table 1. The
key advantages of the liquid array system
are as follows: (1) manufacturing is eas-
ier since antibodies can be incubated in
batch mode with the beads, thus overcom-
ing difficulties in reproducible spotting
due to denaturation, evaporation, and so
on; (2) commercial systems are already
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Tab. 1 Comparison of multiplexed protein analysis platforms.

Two-dimensional arrays Suspended particle arrays

Assay type Direct capture, sandwich assay,
functional assays

Direct capture, sandwich assay

Array construction
method

Robotic spotting Batch incubation of encoded
particles with antibodies
followed by particle mixing

Detection Fluorescence, radioactivity, SPR,
mass spectrometry

Fluorescence

Multiplexing High Medium
Sample throughput Low High
Storage Dry In buffer

available for fully automating the assay
procedure; (3) ability to ‘‘mix and match’’
beads with a variety of specificities, as
needed; and (4) compatibility with mi-
crotiter plates, since samples are loaded
from 96-well plates and instruments can
analyze an entire plate of samples in less
than one day. Because of these advantages,
the liquid array systems are becoming
more popular and useful in life sciences
than the two-dimensional arrays and will
continue to be so for multiplexing applica-
tions in which the number of specificities
is <100 and when sample throughput
is important.

There are numerous publications us-
ing liquid arrays for multiplexed pro-
tein expression profiling, mostly involving
the measurement of a limited number
of cytokines or other secreted signaling
molecules. One example is the measure-
ment of cytokines in the serum of children
infected with rotavirus. Three cytokines
showed significantly higher expression
levels in infected children. In another
study, Soldan and colleagues profiled
seven cytokines from stimulated periph-
eral blood mononuclear cells from females
with relapsing-remitting multiple sclerosis
(RRMS), and secondary progressive multi-
ple sclerosis (SPMS). Two cytokines were

significantly different between the RRMS
and SPMS patients, which may indicate
therapeutic directions for treating these
two ailments.

3
Protein Microarrays for Enzyme Activity
Profiling

3.1
Principle

Although it is of great value to determine
the abundance of proteins in complex
biological systems, it is also important to
measure the enzymatic activity of proteins.
Kinases, for example, play an essential role
in almost all signal transduction processes
in cells. The multiplexing capability of
microarrays is especially suited for these
screening efforts.

Two microarray formats are most com-
monly used for enzyme activity screening.
In one case, the substrates of enzymes
such as kinases or proteases are immobi-
lized (Fig. 5a). The reaction can be mon-
itored by a variety of different detection
strategies that depend on the modification.
If used for the determination of enzyme
abundance, this format can also lead to
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(a) Substrate arrays

(b) Enzyme arrays

Substrate and inhibitor

Immobilized enzymes

Specific
phosphorylation
of a peptide
substrate

Detection of
phosphorylation

Enzyme

P

Peptide
substrates

Fig. 5 The two most common formats for enzyme activity screening on
microarrays. (a) Substrates, in this case of kinases, are arrayed on a surface,
and their modification by enzymes detected. (b) Enzymes are immobilized,
typically in nanowells, and their activity is measured by incubation with
substrates in the absence or presence of inhibitors.

improved sensitivity, as the enzyme abun-
dance is measured by its activity, which
only requires the presence of a specific
substrate and not through its binding to
an immobilized capture agent, in which
case the sensitivity depends on the affinity.

In the other case, an array of enzymes
is prepared and their activity detected at
their location, usually in a nanowell format
(Fig. 5b). This format can also be used for
inhibitor screening.

3.2
Immobilization of Enzymes
or their Substrates

As in the case of protein-profiling microar-
rays, the immobilization strategy is also a
key feature for the sensitivity and repro-
ducibility of enzyme assays in microarray

formats. The advantage in the manufac-
turing of peptide or small-molecule arrays,
however, is the lack of complex and envi-
ronmentally dependent three-dimensional
structures of these molecules as com-
pared with proteins. To ensure repro-
ducibility and allow for a quantitative
comparison of results across microarrays,
however, it is still crucial to immobilize
peptide substrates in an oriented and uni-
form fashion.

Peptide substrates for enzyme activity
screening can be readily produced in a
high-throughput fashion by solid-phase
synthesis, which also allows for the
incorporation of a variety of functional
groups for covalent surface attachment.
Several elegant approaches for covalent
immobilization have been developed using
different reaction schemes (Table 2).
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An advantage of these approaches is
the oriented immobilization, thereby de-
creasing the fraction of peptides that are
immobilized in an orientation that in-
hibits their participation in the enzymatic
reaction.

Another approach towards manufactur-
ing peptide arrays is the direct synthesis of
the peptides on surfaces. In the so-called
SPOT synthesis, reaction reagents, to-
gether with the amino acid monomers, are
spotted onto a supporting membrane, such
as cellulose, allowing for the construction
of arrays with about 100 sequences/cm2.
An additional on-chip peptide synthesis
method has been described by Gao and
coworkers, which uses t-Boc-based chem-
istry to generate acids on the surface by
photolithography for spatial deprotection
of the amino acids during the synthe-
sis process.

Nitrocellulose has been used to create
arrays, not only of proteins, but also of pep-
tides. This surface, like many others, has a
very high nonspecific protein-binding ten-
dency, which can however, interfere with
assays. Bovine serum albumin (BSA) is
a very common blocking agent in protein
microarray assays to minimize nonspecific
protein binding to microarrays surfaces.
In peptide microarrays, however, it can
mask the much smaller peptides and
prevent enzymes from gaining access to
them. The use of oligo(ethylene glycol)
groups on the surface has proven to be
very useful in the prevention of nonspe-
cific adsorption. These groups can also
act as a linker between the surface and
the immobilized peptides. Another ap-
proach exploits the nonspecific adsorption
of BSA onto surfaces such as glass; the
film of BSA can then be modified by at-
taching N-hydroxysuccinimide groups that
can react with amino groups on the pep-
tide substrates.

In cases where the enzyme, rather
than the substrate, is arrayed, it is often
necessary to create a diffusion boundary
between the different features of the array;
as a result, any modified substrate remains
associated with the feature containing the
arrayed enzyme. Fabricated chips with
microwells containing covalently attached
kinases or proteases have been used to
characterize the specificity of enzymes and
to identify inhibitors. In this case, the
assay strategy is very similar to plate-based
enzyme assays, in which the enzyme is
incubated with its substrate in the presence
of different inhibitors and the extent of
substrate modification is an indication of
the inhibitory potential of the inhibitors.

3.3
Detection of Enzymatic Activity
on Microarrays

The strategy for detecting enzymatic ac-
tivity on a microarray depends on the
nature of the catalyzed reaction. To profile
proteolytic or otherwise hydrolytic reac-
tions, one can take advantage of the reac-
tion releasing an immobilized fluorescent
dye from the substrate. Coumarin-based
derivatives are the most commonly ex-
ploited dyes for such studies and have
been used to monitor proteolysis of pep-
tide substrates (Fig. 6).

Kinase activity results in a phosphoryla-
tion of a specific target sequence in a pep-
tide or protein substrate on the microarray.
Such a reaction requires the presence of
a cosubstrate such as ATP, from which
the phosphate group is transferred to the
substrate on the surface. A very sensitive
approach for the detection of phosphoryla-
tion events is to use radioactive [γ 32P]-ATP
and quantify the amount of radioactive
phosphate transferred to different arrayed
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Substrate with enzyme
recognition site

Fluorophore in
nonfluorescent state

Fluorophore in
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Fig. 6 Detection of protease activity on microarray surfaces with fluorescently labeled
peptide substrates. The peptide substrates are immobilized on the array surface with
fluorophores adjacent to the enzyme recognition site. Cleavage releases the peptide
substrate and the immobilized fluorophores become fluorescent.

substrates using phosphorimaging anal-
ysis or autoradiography. Because these
detection methods suffer from low spa-
tial resolution, an alternative is to apply a
photographic emulsion directly to the ar-
rays (after the enzymatic phosphotransfer
reactions were complete), and visualize the
results by light microscopy.

Owing to the inconvenience and poten-
tial health hazard of working with radioac-
tivity, nonradioactive alternatives to the
detection of phosphotransfer reactions on
arrays can also be applied. Phosphorylated
peptide substrates can be detected using
fluorescently labeled antiphosphopeptide
antibodies. The universal application of
this technique compared with radioactive
detection, however, is problematic, as the
affinity of antibodies varies depending on
the phosphoamino acid sequence context.
Another possible detection strategy for ki-
nase microarray assays exploits the use
of phosphospecific fluorescent dyes; such

dyes are used in gel electrophoresis for the
detection of phosphorylation.

Figure 7 summarizes the different de-
tection technologies for kinase activity
arrays.

3.4
Applications

Microarrays of substrates or enzymes are
becoming increasingly important for the
characterization, abundance determina-
tion and inhibitor screening of enzymes.
Perhaps because it is far easier to array the
substrates than the enzymes themselves,
most published applications to date de-
scribe peptide microarrays used to detect
protease or kinase activity. Mrksich and
coworkers, for example, developed a pep-
tide chip used to characterize inhibitors
of the nonreceptor tyrosine kinase c-Src.
The chip was prepared by immobilizing
the kinase substrate onto a self-assembled
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Detection with a labeled
antiphospho antibody

Incorporation of radioactive
phosphate by using [g32P]-ATP

Detection with a phosphate-specific dye

ADP ATP
Site-specific phosphorylation
by a kinase

P 32P P

Fig. 7 Overview of the different detection technologies for kinase activity arrays.

monolayer of alkanethiolates on gold.
Phosphorylation of the immobilized pep-
tides was characterized by surface plasmon
resonance, fluorescence, and phosphor-
imaging. Three inhibitors of the en-
zyme were quantitatively evaluated in
an array format on a single, homoge-
neous substrate.

Most applications that have been de-
scribed so far, however, are proof-of-
concept studies evaluating either the im-
mobilization or the detection strategies
that have been described above. Exam-
ples of these applications to characterize
kinases or proteases with substrate mi-
croarrays can be found in the list of
the primary articles listed at the end of
this chapter.

Novel microwell-based protein chip tech-
nology for high-throughput analysis of bio-
chemical activities has also been described
for the analysis of nearly all protein kinases

from the yeast Saccharomyces cerevisiae. Of
the 122 known and predicted yeast protein
kinases, 119 were overexpressed and ana-
lyzed using 17 different substrates. Studies
of this nature have shown that many novel
activities can be identified and that a large
number of protein kinases, not known
to be capable of phosphorylating tyrosine
peptide sequences, do possess this bio-
chemical activity.

3.5
Alternative Technologies

The advent of microarrays for enzyme
activity profiling has made tremendous
progress in the last few years, as reflected
by the number of recent publications, espe-
cially concerning peptide microarrays for
kinase activity profiling and protease fin-
gerprinting. The use of this technology in
industrial research, however, is still limited
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owing to the fact that most laboratories to-
day perform assays in 384- or 1536-well
plates, and existing automation technol-
ogy facilitates high-throughput screening.
Such plate-based assays do not require as
much technology and assay development
as surface-based setups.

One interesting alternative to microar-
rays for multiplexing the analysis of enzy-
matic activity was reported by Kozarich,
who applied the principles of enzyme
chemistry, mechanism of action and in-
hibitor design to create a set of activity-
based probes. The use of suicide inhibitors
allows for interrogation of enzyme family
members, both known and unknown, in
cells and protein extract fractions without
the need for individual assay develop-
ment and isolation. The serine hydrolases
and cysteine proteases have provided the
proofs of concept for this type of activity-
based proteomics platform, and other
studies are rapidly following.

4
Protein Microarrays for Protein Interaction
Profiling

4.1
Principle

The interactions of proteins with each
other and with other molecules constitute
an essential component of all biological
processes. In addition to the profiling of
enzymatic activity, functional proteomics
is therefore also focused on the elucida-
tion of protein interaction networks, also
called protein interaction maps. Different
research groups, using different methods,
however, often report conflicting results,
emphasizing the importance of using a va-
riety of methods in order to verify results.

Because of the complexity of these
networks and the large number of interac-
tions, high-throughput methods are essen-
tial for generating comprehensive data sets
on any of the critical pathways controlling
biological events. Microarrays are ideally
suited for the parallel analysis of thou-
sands of interactions of proteins with each
other and with other key metabolic and
regulatory molecules such as DNA, RNA,
lipids, carbohydrates, metabolites, and al-
losteric effectors. Most of the reports on
the use of protein microarrays for interac-
tion profiling have, to date, focused on the
interaction of proteins with non-protein
molecules. The main reasons for this are
(1) high-throughput methods already exist
for studying protein–protein interactions,
most notably the yeast two-hybrid system
and (2) the difficulty in creating and pu-
rifying large collections of active proteins
(as discussed in Sect. 2.2.1) in compari-
son to the relative ease of producing small
molecules, peptides, RNA, or DNA.

The on-chip detection of substances,
whether proteins or other molecules, that
bind to the proteins on the arrays poses
an additional challenge. If the analyte
contains a complex mixture of molecules,
it is not trivial to identify which ones are
binding to the arrayed proteins. In the
simplest case, for example, the analyte
contains only one substance that is labeled
by a fluorescent group–in which case the
readout is straightforward (Fig. 8).

The used label is usually very similar
to the ones that were described in
Chapter 2 for protein expression profiling
microarrays.

4.2
Applications

To date, at least one whole proteome mi-
croarray has been developed, consisting of
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Incubation of the array with the labeled protein of interest
and detection of specific binding

DNA array Carbohydrate array Protein or
protein domain array

Fig. 8 Principle of a protein interaction microarray.

almost the entire yeast proteome on a chip.
High-throughput protein expression and
purification methods are critical for the
success of such endeavors. To establish
such a proteome microarray, open read-
ing frames encoding the proteins must be
cloned into an expression vector that al-
lows for the production of fusion proteins
with affinity tags that can be used in high-
throughput purification (e.g. GST tag for
purification on glutathione columns) and
immobilization (e.g. His tag for immo-
bilization on Ni2+-nitrilotriacetic acid (Ni-
NTA), coated glass slides). These proteome
microarrays can then be probed, for exam-
ple, with biotin-labeled proteins or other
molecules and the interactions detected by
adding fluorescently labeled streptavidin.

More commonly, a subset of proteins
from an organism, defined by a protein
or disease class are immobilized and then
probed for interactions.

An elegant approach for alleviating the
difficulties with fabrication of protein mi-
croarrays, as opposed to the relatively
straightforward methods for arraying

DNA, is the following: DNA sequences
encoding proteins of interest, genetically
fused to an immobilization tag, are incu-
bated in a cell-free expression lysate on a
tag-binding surface. Proteins are synthe-
sized in situ and directly immobilized by
the interaction of the tag with the surface
(Fig. 9).

Despite these efforts, the high-through-
put production of correctly folded proteins
still poses an obstacle in the fabrication
of protein microarrays (Sect. 2.2.1). One
way to alleviate this is to synthesize and
immobilize smaller, functional domains of
proteins that are responsible for a specific
activity or interaction. The so-called SPOT
synthesis, for example (see Sect. 3.2),
has been used for the preparation of
microarrays of protein domains that can
then be probed for interaction with
target molecules.

Protein–DNA interactions are crucial
for the regulation of gene transcription
and DNA replication. The fact that the
methods for the construction of DNA
microarrays are well established makes
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PCR product 1. Cell-free
transcription/translation

2. In situ
immobilization

Protein with
affinity tag

Tag-binding surface

Fig. 9 Example of in situ immobilization of proteins on surfaces by the DiscernArray

technology described by He and colleagues.

them an ideal tool for the screening of
DNA–protein interactions. This approach
can, for example, be used to screen
the interaction of transcription factors or
DNA-modifying enzymes.

Carbohydrates constitute another im-
portant class of molecules that inter-
act with proteins. Advancements in the
synthesis of carbohydrates, as well as
carbohydrate-compatible immobilization
strategies, led to the first manufacturing
of arrays in 2002 and established carbohy-
drate microarrays as an important tool in
‘‘glycomics.’’ Carbohydrates can be immo-
bilized on microarray surfaces and remain
accessible to interacting with proteins.
The application of carbohydrate arrays
to answer important biological questions
has been demonstrated by Seeberger and
coworkers, who used them to characterize
the binding specificity of different gp120-
binding proteins, important for HIV entry
into host cells.

Another potentially important applica-
tion in drug discovery will be the use of
small-molecule microarrays for the screen-
ing of protein inhibitors. Small molecules
can be routinely synthesized in large
numbers by parallel synthesis technolo-
gies and modified with functional groups
for specific immobilization onto surfaces.
Small-molecule microarrays are therefore
of growing interest to the research com-
munity. Most of the groundbreaking work
in this field has been performed by
Schreiber and coworkers, who developed
a variety of immobilization schemes for
small molecules and demonstrated the
use of small-molecule microarrays in elu-
cidating pathways in glucose signaling
and in discovering transcription factor
inhibitors.

Additional recent innovations with re-
spect to the immobilization of small
molecules have been reported. The
so-called Staudinger ligation has been
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successfully used selectively to immo-
bilize azide-functionalized molecules on
phosphane-derivatized glass slides by
forming an amide bond. Another strat-
egy, which allows for the immobilization
of non-functionalized molecules, includ-
ing natural products, can also be applied
for the production of small-molecule mi-
croarrays by using photoaffinity labeling.
Although the small molecules are not im-
mobilized in an oriented fashion, this
technology is widely applicable and the
random orientation enables one to dis-
play the molecules such that most, if
not all, of the functional groups will be
available on some proportion of the im-
mobilized compounds.

A different but elegant approach has
been to use a DNA array to derive in-
formation about protein–small-molecule
interactions. To accomplish this, each

of the small molecules is coupled to a
unique PNA (peptide nucleic acid hybrid
molecule) sequence and a fluorescent dye.
A library of fluorescent small molecule-
PNA hybrids are then mixed together and
incubated with a target enzyme to allow
binding to occur. Next, size-exclusion chro-
matography is used to separate the bound
from the unbound library members. The
bound members are then hybridized to an
array of DNA sequences that hybridize to
the different PNA tags, and a fluorescence
scan of the array reveals which molecules
have affinity for the target protein (Fig. 10).

The possibility of screening large li-
braries of small molecules with a variety
of target proteins, under conditions of
minimal sample consumption, could po-
tentially have an important impact on the
efficiency of the early steps in the drug
discovery process.

Hybridization on an oligonucleotide array
(PNA hydridizes with specific sequence 
on surface)

Incubation followed by size exclusion filtration

Library of small molecules
with unique PNA tags

PNA tag

PNA tag

PNA tag

PNA tag

PNA tag

Crude cell extract

Fig. 10 Screening of protein interactions with PNA-encoded small molecule libraries as
described by Winssinger and colleagues.
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4.3
Alternative Technologies

The most important technology to date for
the elucidation of protein–protein inter-
actions are the two-hybrid systems. These
are genetic-based in vivo screening systems
that have been used extensively for the
discovery of new interactions between pro-
teins. The most widely used such system is
in yeast and is based on the functional re-
constitution of the transcriptional activator
Gal4p. The interaction of two proteins is
detected by fusing one protein to the DNA-
binding domain of Gal4p and the other to
the transcriptional activation domain. The
interaction of the two proteins reconsti-
tutes the activity of Gal4p, allowing for
the transcription of reporter genes. Using
the yeast two-hybrid system in large-scale
screens, a detailed analysis of the whole
‘‘interactome’’ of yeast S. cerevisiae has al-
ready been performed. A disadvantage of
the yeast-based system, however, is the
fact that all interactions take place in the
yeast nucleus, which is not an optimal en-
vironment for the proper folding of certain
proteins, especially with respect to post-
translational modifications. To solve this
problem, other two-hybrid systems have
been developed that allow for the interac-
tion of two proteins in the cytoplasm of
yeast or in mammalian cells.

Another in vivo screening system is
based on reconstituting an enzyme from
two polypeptide fragments by genetically
fusing one protein of interest to one
fragment and another protein to the
other fragment. If the two proteins of
interest interact, they bring together and
reconstitute the genetically fragmented
enzyme, making it active. The activity
of the enzyme can then be followed by
using a substrate that is converted into a
fluorescent product, for example.

Many protein–protein interactions are
not binary in nature but rather require
the formation of multiprotein complexes.
Different approaches have been developed
to tackle this problem in which a large
number of proteins are cloned into
expression vectors and expressed with
fusion tags, such that they can form protein
complexes under physiological conditions.
The tag can then be used to extract
the protein complexes from cell lysates
and then identify the proteins in these
complexes by gel electrophoresis and mass
spectrometry.

Each of these techniques has its advan-
tages and disadvantages. The two-hybrid
system, for example, can only elucidate
binary interactions but is very efficient
at detecting transient or weak interac-
tions, in contrast to methods requiring
the extraction of protein complexes. Only
a combination of techniques can result
in a more complete picture of protein
interaction maps for complex biological
systems. Protein microarrays are especially
useful for the determination of protein in-
teractions with other molecules such as
DNA, RNA or carbohydrates. Even for the
detection of protein–protein interactions,
protein arrays can be in vitro alternatives to
the cell-based two-hybrid system and may
be useful where the latter is deficient, such
as for identifying interactions involving
secreted proteins.

5
Concluding Remarks

The emergence of proteomics has gen-
erated the need for new technologies
that introduce parallel measurements and
miniaturization into protein analysis. Pro-
tein expression profiling is particularly
well suited to miniaturization, especially
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for the analysis of soluble proteins such
as growth factors and cytokines. Dozens
of platforms that rely on different types
of configurations and detection methods
have been established. Both planar and
suspension-based antibody arrays, using
fluorescent sandwich pair antibodies for
detection, have demonstrated that dozens
of proteins can be analyzed quantitatively
at picomolar concentrations in parallel.
Further broadening the applications of this
powerful technology will require the de-
velopment of hundreds to thousands of
new high quality antibodies. Multiplexed
analysis of enzyme activity and protein in-
teraction profiling is also technically well
established and already has enabled im-
portant advances. For these technologies
also, the rate-limiting step in developing
further applications is the development of
biological content, that is, collections of
functional recombinant proteins. As such
content becomes available, there is little
doubt that protein microarrays will become
a mainstream tool for biological research.

See also Microarray-Based Technol-
ogy: Basic Principles, Advantages
and Limitations; Peptide and Non-
Peptide Combinatorial Libraries;
Total Analysis Systems, Micro.
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Keywords

Ab Initio Modeling
The goal of ab initio modeling is to predict the structure of a protein from only its
amino acid sequence.

Brownian Dynamics Simulation
Brownian dynamics simulations are related to molecular dynamics, but do not include
the same amount of detail. Solvent in particular is normally represented as a
continuous medium, which significantly decreases the complexity of the models and
allows much longer simulations.

CASP, CAFASP, CAPRI
Critical Assessment of Structure Prediction (CASP), Critical Assessment of Fully
Automated Structure Prediction (CAFASP), and Critical Assessment of PRedicted
Interactions (CAPRI) are large-scale assessments in which hundreds of research
groups submit their best structure predictions on the same set of targets, allowing a
critical comparison between methods and an assessment of strengths and weaknesses
of different methods and the field as a whole.

Docking
The term docking incorporates a group of methods for studying the interactions of
small molecules and proteins. The process typically involves extensive searching of
possible orientations of the small molecule in a binding site of the protein, and a
scoring function that ranks different orientations by their likelihood of occurrence.

Fold Recognition
The goal of fold recognition is to predict which fold, out of ca. 1000 observed protein
folds, a given sequence will adopt.

Homology Modeling
Predicting the three-dimensional structure of a protein on the basis of known structure
of a related protein.

Molecular Dynamics Simulation
A computer simulation method in which the motions of all atoms in a molecular
model, including water and ions are calculated over a period of up to a microsecond.
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This computationally expensive method is one of the most detailed ways of studying
the dynamics of macromolecules.

Molecular Graphics
Modern computer graphics are used to visualize molecular structures and models. The
ability to highlight different features or properties in a three-dimensional model is a
powerful way to explore molecules. Stereo hardware and immersive environments
further enhance the usefulness of molecular graphics.

Poisson–Boltzmann Equation
The Poisson–Boltzmann equation describes electrostatic interactions between charges
in a continuous medium (e.g. water) in the presence of salt. It can be solved
numerically by several popular software packages to give insight into electrostatic
interactions in proteins, between proteins and their substrates, between proteins and
membranes, and in other systems. A common application is the calculation of
pKa-shifts for acidic and basic residues in proteins due to their environment.

Primary, Secondary, Tertiary, and Quaternary Protein Structure
The amino acid sequence of a protein is its primary structure. The α-helices, β-strands,
and random coils are typical secondary structures that form between consecutive
residues. They are defined by the hydrogen-bonding pattern and dihedral angles
observed in the protein backbone. The tertiary structure of a protein describes the
relative position of all the protein atoms in three-dimensional space. Elements of
secondary structure that were far apart sequentially may now form higher order
structures such as parallel or antiparallel β-sheets, or helix bundles. The quaternary
structure describes how multiple proteins are arranged together in larger complexes.

QM/MM Simulation
A computer simulation method in which an important part of a system, such as the
active site of an enzyme, is described by quantum mechanics, with the rest of the
system described by molecular dynamics methods. The part of the system treated by
QM includes explicit treatment of electrons.

Structural Genomics
A concerted effort to determine experimentally the high-resolution structure of all
proteins in a genome, often with a focus on proteins that are predicted to be structurally
different from all structures that are already in the database. This greatly increases the
likelihood that a given sequence can be modeled using homology modeling.

� Protein modeling consists of a broad range of computational techniques to un-
derstand the properties of proteins and has become an integral part of structural
biology and drug design. Modeling can be used to predict the secondary structure
or fold of a protein on the basis of its sequence alone, to predict the three-dimensional
structure of a protein on the basis of knowledge of the structure of a related protein,
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to design new proteins, and to predict properties that depend on the experimentally
determined three-dimensional structure of a protein. Examples of such properties
include drug binding, protein–protein interactions, and interactions with elements
in a protein’s environment, including ions, lipids, carbohydrates, and nucleic acids.
Conformational changes in proteins can be investigated by molecular dynamics
simulations to provide detailed insight into the dynamics of proteins, a crucial aspect
of protein function. In recent developments, quantum mechanical calculations are
used more and more frequently to study reactions in proteins. With the ever-
increasing power of computers, increasingly detailed aspects of protein function can
now be investigated by modeling methods, at a scale and level of detail that is often
very difficult or impossible to achieve by experimental methods.

In this chapter, the main principles and techniques involved in protein modeling
are introduced. A few examples from the literature will highlight how protein
modeling can be used in complement with other methods.

1
Introduction

1.1
Primary, Secondary, Tertiary,
and Quaternary Structure of Proteins

Proteins are structured at different lev-
els. The primary structure of a protein
is its amino acid sequence, encoded
by DNA. All proteins are constructed
from about 20 common amino acids
as well as some amino acids that are
formed through chemical modification.
The secondary structure of a protein is
a sequence of common structural, three-
dimensional elements or building blocks.
These secondary structure elements in-
clude α-helices and β-strands as best-
known elements, but there are many other
building blocks. The tertiary structure of
a protein is its three-dimensional struc-
ture in space, which can be thought of
as placing the secondary structure ele-
ments together in space. The quaternary
structure of a protein describes how multi-
ple proteins interact through noncovalent

forces to form larger protein complexes.
An example of the different levels of struc-
ture is shown in Fig. 1, based on the
protein barstar. It is shown in a protein
complex with barnase to illustrate quater-
nary structure. The minimal requirement
for modeling proteins is knowledge of the
primary structure. Since the primary se-
quence is one of the main results of
genome sequencing, this is a very mod-
est requirement. As more experimental
structural information becomes available,
modeling typically becomes more accurate
by using that experimental information to
identify plausible models. Any experimen-
tal information that puts limitations on
possible models is useful.

1.2
Relationship between Structure
and Function

A basic assumption in protein science
is that the function of a protein fol-
lows from its structure. Yet, proteins
with very similar three-dimensional struc-
ture can have very different functions, so
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(a)

MKKAVINGEQIRSISDLHQTLKKELALPEYYGENLAALWDCLTGWVEYPLVLEWRQ
FEQSKQLTENGAESVLQVFREAKAEGCDITIILS 

(b)

(c) (d)

Fig. 1 (a) The primary sequence of the protein barstar in FASTA format. (b) The
secondary structure of the first 60 residues of barstar, colored purple for helices, and
yellow for β-strands. All are shown in ribbon format. (c) The complete tertiary structure
of barstar in cartoon format. The helices are now bundled together, and the β-strands
have formed a three-stranded parallel β-sheet. (d) Example of quaternary structure: the
barnase/barstar complex. Barstar (red) and barnase (blue) area shown in ribbon and
spacefilling formats. Images created with VMD using the PDB entry 1B2U. (See color
plate p. xxx.)

precise details of the three-dimensional
(tertiary/quaternary) structure are very im-
portant. Nonetheless, there is a large
amount of information contained in the
primary and secondary structure of a pro-
tein. Indeed, nature in most cases only
seems to need the primary sequence, but
computational methods are not yet able
to reliably predict the three-dimensional
structure of proteins based on primary
sequence alone. At the current state of
the art, a primary sequence is useful
to compare proteins of known function
with a similar sequence and sometimes
allows assignment of a tentative func-
tion. Knowing the secondary structure
of a protein significantly narrows down

the range of possible three-dimensional
structures. It allows a comparison with
databases of the secondary sequence of
known proteins, which often makes it pos-
sible to recognize the three-dimensional
fold of a protein on the basis of the
secondary structure alone. Interestingly,
although in principle the number of
possible three-dimensional structures is
practically infinite, only about 1000 dif-
ferent ‘‘folds’’ seem to occur in nature.
This is particularly useful for whole-
genome studies: if we can use the
primary sequence and predictions or
knowledge of the secondary structure,
chances are reasonable that the fold of
the protein can be recognized. This is a
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constructive step toward attaining a three-
dimensional structure.

The three-dimensional structure of a
protein is the most useful level for molecu-
lar modeling. At this level, the interactions
between small molecules (drugs, sub-
strate) and an enzyme, permeation prop-
erties of ion channels and transporters,
activation of receptors by ligand binding,
and chemical reactions in enzymes and
other processes that require a very detailed
knowledge of atomic structure to under-
stand them can be studied. This level is
also required to study interactions between
protein subunits or for protein–protein or
protein–peptide interactions. In practice,
the best way to obtain knowledge of the
three-dimensional structure is from ex-
perimental structure determination, but
prediction methods primarily based on
homology modeling (see Sect. 2) are in-
creasingly becoming accurate enough to
provide useful starting points for further
computational studies.

1.3
Experimental Structure Determination
Methods

There are several experimental methods
to determine the structure of proteins.
The primary structure is determined by
sequencing, either of the protein itself or
of the DNA that encodes the protein. The
secondary structure can be measured by
spectroscopic methods, which usually de-
termine a percentage of various secondary
structure elements. Common techniques
to do this are CD (circular dichroism)
spectroscopy, IR (infrared) spectroscopy,
and NMR (nuclear magnetic resonance)
spectroscopy.

As a basis for detailed modeling prob-
lems, high-resolution 3-dimensional struc-
tures are typically required. The two main

methods to experimentally determine 3D
structures are X-ray crystallography and
nuclear magnetic resonance. Electron mi-
croscopy is a third method that has been
used to solve the structure of several mem-
brane proteins. Crystallography is a very
powerful method that can be used on pro-
teins and protein complexes of any size.
The main limitation of the method is
that a protein must form regular crys-
tals. Not all proteins do this (especially
membrane proteins), and sometimes crys-
tallization forces proteins in structures
that are probably not physiologically rel-
evant. NMR experiments can determine
the structure of a protein in solution,
which is usually a more realistic environ-
ment. The main limitations of solution
NMR are that it is difficult to apply the
method in practice to proteins that are
larger than ca. 40 kDa, and that it is usu-
ally considerably more labor intensive to
determine a structure by NMR compared
to crystallography. These limitations have
spurred the development of new meth-
ods that are catered to work with larger
proteins, and to make the process of
structure calculation from a measured
spectrum more automated. Solid-state pro-
tein NMR is a relatively new field that
can be used to determine the structure
of proteins in ordered systems, such as
membranes. Electron microscopy as a
method to determine 3-D structures has
been mainly used for membrane proteins,
which are especially difficult to crystal-
lize for X-ray crystallography. The method
is very labor intensive. It does have a
significant strength for very large com-
plexes, where the overall arrangement
of large subunits can be seen at low
resolution. The details of the structure
can then be added from crystal struc-
tures of individual proteins that make up
the complex.
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1.4
Role of Modeling

Modeling has many potential uses, at dif-
ferent levels of protein structure. Protein
modeling is such a broad field it may be
beneficial to distinguish two separate gen-
eral goals.

One set of goals consists of predict-
ing aspects of the structure of a protein
based on less detailed information. If only
the primary structure (the sequence) of a
protein is known, we can try to predict
the secondary structure with reasonable
accuracy, often in the 75 to 85% range.
On the basis of the degree of hydropho-
bicity of predicted helices, it is usually
also possible to predict transmembrane
segments, identifying a protein as a mem-
brane protein, with reasonable accuracy.
The secondary structure can be useful to
predict the general fold of a protein, which
may make it possible to assign a tentative
function to the protein. Predicting the ter-
tiary structure directly from the sequence
is a very difficult problem with a low suc-
cess rate. If a high-resolution structure of
a related protein is known, then homology
modeling can be used to provide a good
model of the target protein. In principle,
such modeling efforts make it possible
to circumvent experimental structure de-
termination. One major goal of protein
structure research at the moment is to im-
prove all steps in the process that leads to
an accurate three-dimensional model, both
by improving ab initio prediction meth-
ods and by experimentally determining
enough protein structure that homology
modeling becomes feasible for most pro-
teins in the genome – ideally, one could
then obtain structural models for all pro-
teins in an organism directly from its
genome sequence. As the number of struc-
tures solved experimentally increases, the

algorithms to detect homology between
remotely related proteins and built homol-
ogy models will improve, making this goal
increasingly feasible.

A second set of goals starts from an ex-
perimentally determined high-resolution
structure (or a very high-quality homology
model) and uses physics-based methods
to model aspects of a protein that can-
not be easily determined experimentally.
This type of approach could include elec-
trostatics calculations to understand how
proteins interact with substrates or other
proteins, docking calculations to under-
stand differences in binding constants and
design new inhibitors for enzymes, or de-
tailed molecular dynamics simulations to
investigate the dynamics of proteins. This
type of goal usually involves much more
biochemical knowledge of the protein and
is often centered on very specific questions:
why does mutating residue x to alanine
change the binding affinity of a particu-
lar drug by a factor of 1000? Why is this
ion channel selective for potassium over
sodium, even though the only difference
between potassium and sodium superfi-
cially is a small difference in radius?

In the following sections we consider
each set of goals in more detail and give
specific examples.

2
Structure Prediction Methods

2.1
The Protein-folding Problem

One of the most challenging problems
in biophysics is to understand how it is
possible that proteins fold rapidly (mi-
croseconds to seconds) into a well-defined
structure when based on their primary se-
quence alone, a practically infinite number
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of structures is possible. Levinthal showed
that folding on a realistic timescale could
therefore not occur through a system-
atic search of all possible conformations
(Levinthal’s paradox). Major research ef-
forts are devoted to understanding protein
folding, with a significant focus on the
physics of simplified models. Clearly, if it
is possible to fold a protein in vivo from
the sequence only, then with a proper un-
derstanding of the laws governing protein
folding, we should be able to predict any
protein structure computationally. This is
still a lofty goal, but in the past years major
progress has been made in improving pre-
diction methods at all levels of structure.
This progress has been documented strik-
ingly in the proceedings of the semiannual
CASP competition (Critical Assessment of
Structure Prediction).

CASP is an interesting and exciting
venture involving a large scientific com-
munity. Its main goal is to obtain an
in-depth and objective assessment of
our current abilities and inabilities in
the area of protein structure predic-
tion (http://predictioncenter.llnl.gov). It
involves a neutral organizing commit-
tee that collects unpublished, but already
solved protein structures from experi-
mental structure determination groups.
Specific information, such as the protein’s
primary sequence, is published on a Web
site, and modeling groups can attempt
to predict the structures. A panel of as-
sessors judges the predictions against the
real structures, and at the CASP scien-
tific meeting the results are discussed,
areas of progress and areas of prob-
lems are identified, and the progress and
directions of the field as a whole are ex-
amined. This procedure makes CASP a
very fair way of establishing the merits
of particular methods and of identifying

where future efforts can be most pro-
ductively focused. CASP6 was held in
December 2004 in Italy. In the last few
years, CASP has begun to introduce auto-
mated prediction software as a separate
exercise (CAFASP – Critical Assessment
of Fully Automated Structure Predic-
tion). The process has also been adapted
to predicting protein–protein interactions
(CAPRI – Critical Assessment of PRedic-
tion of Interactions), which saw its first
edition in 2001. More details about CAPRI
can be found at http://capri.ebi.ac.uk.
These competitions give a novice in the
field of structure prediction an excellent
starting point to compare the many protein
modeling programs and help a user to de-
cide which program would work best with
their requirements. Despite differences in
the performance of these programs, many
of them draw from the same fundamental
approaches to protein structure prediction.
The three main approaches are discussed
in the following.

2.2
De Novo/Ab Initio Methods

De novo methods are a general designation
for methods that predict the structure of
a protein on the basis of the primary
sequence alone. The ideal method to do
this would be based on simple physical
laws only. Although this would be a
true de novo method, it is exceedingly
difficult and has only been modestly
successful for peptides and small proteins.
The difficulty is the extremely large
number of possible conformations for a
polypeptide chain; predicting the structure
of a protein from the sequence only
would indeed be equivalent to solving
the protein-folding problem. In practice,
de novo methods incorporate a variety
of information derived from a database
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of existing structures. This can be very
direct information, such as taking the
conformation of a loop with the same
sequence directly from the database, or
less direct, such as through heuristical
rules derived from statistical analysis of
all known protein structures.

2.3
Fold Recognition Methods

Fold recognition methods attempt to
identify structures within a new protein
(the query) by comparing its sequence
to proteins with known structure (the
template). This can be called the inverse
folding problem, since the goal is to find
probable folds that might fit the sequence
instead of trying to determine how the
sequence will fold.

There are two broad approaches to fold
recognition methods. The first approach
is sequence-based. It relies on finding ho-
mologous sequences and then assumes
that strong sequence similarity equates
to strong structure and function similar-
ity. While this may seem straightforward,
current algorithms may not be sensitive
enough to recognize distant homologs,
and therefore the ‘‘correct’’ template might
be missed; as well, mutations between
these sequences, including gaps and in-
sertions, sometimes make it difficult to
identify the correct sequence alignment. It
can be misleading to rely on the sequence
alignment alone for fold recognition. It
is possible to identify proteins with some
sequence identity that do not have any
structural or functional similarity to the
query, and so, blind sequence alignments
may not yield a successful prediction. Clas-
sifying protein sequences into families,
and then identifying the patterns within
the family such as strongly conserved
residues (which might be important to

function) and the pattern of mutations (For
example, is a hydrophobic residue always
replaced by another hydrophobic residue?
That is an acceptable mutation.) can im-
prove the confidence of your alignment.
PSI-BLAST is one of the most popular ho-
mology recognition algorithms, although
there are a number of others that also
perform well.

The second approach to fold recogni-
tion is structure-based. ‘‘Threading’’ is a
popular term for this approach, which
evokes the image of the thread-like pri-
mary sequence being ‘‘threaded’’ through
the three-dimensional structure of tem-
plate proteins. Finding the optimal fit of
the sequence with each framework is a
complex process, particularly if there are
gaps and deletions among the sequences
of the two proteins. It is very common to
use sequence-based methods in conjunc-
tion with threading to identify the best
matches. Each iteration of the threading
process is scored and this score is used
to determine the best matches. Following
Anfinsen’s hypothesis that the native state
of the protein is the lowest energy struc-
ture, the evaluated energy of the query’s
fit to the template is a strong predictor
of which models are ‘‘good’’ within an
experiment. There are a number of thread-
ing algorithms available, varying in their
choice of protein model (backbone atoms
vs just α-carbon atoms, side chains vs in-
teraction sites), their method of alignment,
as well as their method of evaluating the
energy of the proposed structure, just to
name a few differences.

When embarking on a fold recognition
study, the state of the art of current fold
recognition methods can be judged from
results of the previously discussed CASP
competition, and also of the Live Bench
Project. Unlike CASP, the targets in this
exercise are recently deposited structures
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from the Protein Data Bank. All of the
methods assessed are fully automated.
An expanding number of fold recognition
servers (as well as metapredictors and se-
quence comparison servers) participate in
this weekly assessment exercise, and the
most current results can be found on the
Web at http://bioinfo.pl/livebench/. It is
important to recognize that fold recogni-
tion methods are mostly knowledge-based.
They are making predictions based only on
what is already known. This means that it
is impossible to identify any novel folds.
Novel fold prediction would fall into the
category of an ab initio method, where the
predictions are based primarily on physi-
cal principles.

2.4
Homology Modeling

Homology modeling is the only generally
useful method to predict the total three-
dimensional structure of a protein. It is
based on the observation that the structure
of a protein during evolution is much
more conserved than the sequence, so
that sequences that differ somewhat are
still likely to have the same structure.
‘‘Somewhat’’ can be quantified on the
basis of the database of known structures:
if two proteins with more than ca. 50
residues have a sequence identity of ca. 20
to 30%, they will likely have the same
structure. Thus, homology modeling can
be used if there is a protein with a known
structure (the template) that is sufficiently
homologous to the protein whose structure
we want to model (the target). In practice,
homology modeling follows a series of
steps, each of which involve choices by
the modeler, or an automated computer
server. Following Krieger et al., homology
modeling can be thought of as involving
seven steps:

1. Template recognition and initial
alignment

2. Alignment correction
3. Backbone generation
4. Loop modeling
5. Side-chain modeling
6. Model optimization
7. Model validation

The overall strategy is to begin with
aligning the sequence of the target with
that of the template, to build the overall
chain structure of the target, and then to
consider ‘‘details.’’ The accuracy of this
alignment is the most important determi-
nant of the accuracy of the model. Step
2 is a manual correction of the align-
ment if there is a compelling reason to
do so. For example, in potassium chan-
nels there is a nearly universally conserved
motif TVGYG that is likely to be aligned
even if multiple-sequence alignment algo-
rithms offer alternative alignments. The
backbone of the target is typically ini-
tially copied from the template, followed
by algorithms that allow some flexible
adjustments where necessary. The major
problems in homology modeling typically
involve insertions that are not present in
the template. In potassium channels, the
loops between transmembrane helices can
be very different between channels, even
if the transmembrane segments are very
similar. Similarly, the loops connecting
the transmembrane helices in G-protein
coupled receptors convey much of the
specificity of different receptors, but this
most interesting part generally cannot be
modeled by homology modeling. Thus, be-
ing able to model loops for the targets that
are missing in the template is an important
step, and a significant research focus. Once
the backbone has been optimized as much
as possible, side chains can be modeled
and the model tested against experimental
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information. In many cases, steps have to
be repeated.

It is now usually fairly easy to generate
homology models, provided a suitable
template is available. Commonly used
programs include Modeller and WhatIf,
as well as automated Web servers such
as SwissModel. The key measure of
success for homology models is their
experimental validation, but less than
perfect models can be very useful in
interpreting experiments and guiding the
design of new experiments.

3
Structure-based Modeling

3.1
Molecular Graphics-based Methods

Over the past 5 to 10 years, the personal
computer has begun to replace the large

supercomputers and dedicated worksta-
tions once needed to use molecular vi-
sualization tools. Today, a number of
molecular graphics programs are available
for use on personal computers, often as
freeware. Any program with basic render-
ing capabilities can be a valuable tool to
study a particular protein. A variety of rep-
resentations, illustrated in Fig. 2 for the
protein barnase, can help the modeler un-
derstand the link between the protein’s
structure and its function. By manipulat-
ing colors and representations, one can
interrogate the structure to see where
conserved residues/sequences are in the
protein’s structure, look at the overall
surface of the protein as a guide to po-
tential protein–protein interactions, and
look for cavities that might be ligand-
docking sites, just to name a few examples.
In this section, we aim to point out a
few commonly used programs for protein

(a) (b) (c)

Fig. 2 Barnase rendered in three formats:
(a) colored by atom-type (carbon – blue,
nitrogen – navy blue, oxygen – red); (b) colored
by secondary structure features in ribbon format,
where β-sheets are colored yellow, helices are
colored purple, and turns and random coil
features are colored blue and white; (c) rendered

in surface format, colored by residue type, where
charged residues are colored red or blue, polar
residues are green, and nonpolar residues are
white. All figures are rendered with the same
view of the protein, looking into the barstar
binding pocket. All figures were rendered with
VMD. (See color plate p. xxxii.)
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modeling. Besides those mentioned here,
a few more are described by Tate, and
even more are listed on the PDB Web site
(http://www.rcsb.org/pdb/software-list.
html).

Rasmol is one of the most widely used
programs for molecular visualization. Be-
sides the basic options in which the
display of the protein can be altered from
sticks to spacefilling to ribbon format, and
so on, there are a variety of tools that
can be used through the command line
interface. Examples include selection of
specific residues of the protein, measur-
ing distances, and highlighting parts of
the protein within a certain radius. Rasmol
can be used to probe all of the informa-
tion contained in a ‘‘.pdb file,’’ but it has
few tools to alter that information. With
Swiss-PDB Viewer, protein structures can
be manipulated in a number of ways.
Residues can be ‘‘mutated,’’ and dihedral
angles can be modified. This program pro-
vides a graphical interface within which
several protein structures can be analyzed
and manipulated at the same time. More-
over, Swiss-PdbViewer is tightly linked
to SwissModel, an automated homology-
modeling server. Working with these two
programs greatly reduces the amount of
work necessary to generate models, as it
is possible to thread a protein primary se-
quence onto a three-dimensional template
and get an immediate feedback of how
well the threaded protein will be accepted
by the reference structure before submit-
ting a request to build missing loops and
refine side-chain packing.

VMD is another very powerful visual-
ization program, which can also be used
to view trajectories from molecular dy-
namics simulations. It has a broad range
of representations for proteins, including
molecular surfaces, electrostatic potential

maps, and crystal information. Other use-
ful programs are PyMol and MolMol.

3.2
Poisson–Boltzmann/Electrostatics
Calculations

Poisson–Boltzmann theory (PB) has be-
come an important tool for studying
biomolecular systems. This type of calcu-
lation provides a view of a protein in terms
of regions of positive or negative potential.
PB calculations are useful for identifying
interaction sites on proteins with charged
ligands or other proteins. They can also
be used for calculating amino acid pKas in
different environments, such as in enzyme
active sites where catalytic residues often
have large pKa shifts due to their local en-
vironment. PB calculations also provide a
basis for Brownian dynamics simulations
(see Sect. 4).

PB is based on the Poisson equation,
which describes electrostatic interactions
in general, but includes implicitly the pres-
ence of ions in solution. It is assumed that
at equilibrium, the distribution of mobile
ions in the system can be approximated by
a continuous charge density ρeq(r), deter-
mined by the Boltzmann factor:

ρeq(r) =
∑

i

zien0i exp
[
−zieφ(r)

kT

]

where i is an ionic species, zi the charge
of ion species i, n0i a reference number
density for species i, e is the unit charge,
and ρ(r) and φ(r) are the local equilibrium
charge density and the average electrostatic
potential, respectively. The electrostatic
potential φ(r) is the solution of Poisson’s
equation:

ε0∇.[ε(r)∇φ(r)] = −ρeq(r) − ρex(r)



Protein Modeling 145

Assuming a 1 : 1 electrolyte, these two
equations can be combined to give:

ε0∇.[ε(r)∇φ(r)] = 2en0

× sinh
[

eφ(r)
kT

]
− ρex(r)

Here the mobile charges represented
by ρeq are in equilibrium, and the fixed
charges on the protein or membrane
are represented by ρex. This is the full
nonlinear Poisson–Boltzmann equation,
which can be solved numerically. It can be
linearized by expanding sinh and retaining
only the leading term. When there are
no fixed charges and assuming a spatially
homogeneous dielectric, this simplifies to:

∇2φ = κ2φ

with κ−1 is Debye screening length, given
by:

κ−1 =
√

ε0εkT

2e2n0

The Debye screening length κ−1 = 8 Å
for 150 mM salt at 298 K in water with
a dielectric constant of 80. The screening
of a central charge in bulk solution is
about 80% at r = 3κ−1, or ca. 25 Å. This
distance decreases to about 9 Å for 1 M
salt solution.

The Poisson–Boltzmann equation, ei-
ther in its linear or nonlinear form, can be
solved for macromolecules by a number
of commonly used programs, including
DelPhi, UHBD, and APBS.

3.3
Ligand Docking

The binding of small molecules to proteins
is a key determinant of many biological
processes. The ligand-docking problem is
the challenge to predict where, in what

orientation, and with what affinity a small
molecule binds to a binding site in a pro-
tein. In the ultimate state of the art, one
would like to predict all three with high
accuracy, for a high computational cost
if necessary. In addition, we also need
methods that allow rapid (computation-
ally inexpensive) screening of a library
of millions of compounds to search for
drug leads that may interact favorably with
potential drug targets. Broadly speaking,
ligand docking can be approached from
two angles. In the first approach, com-
pounds of known structure are docked
into the active site of a protein of inter-
est, and some form of scoring function
is a measure of how likely the compound
will bind tightly to the protein. In the sec-
ond approach, starting from the known
structure of the protein, a molecule can
be designed by fitting functional groups
in the active site to optimize the interac-
tions with the protein target. The resulting
‘‘computational’’ molecule can then be
synthesized and tested. Several classes of
scoring functions exist. One class is based
on a combination of interaction energies,
with terms that are similar to the potential
function used in molecular dynamics sim-
ulations. Simpler functions based on, for
example, the number of hydrogen bonds or
penalties for steric clashes are also useful
and can be computationally faster. A sec-
ond class tries to directly calculate the free
energy of binding using a parameterized
function or an approximate description of
the free energy of binding derived from a
potential function. A third class uses statis-
tical information about similar molecules
and general features of the binding site to
rank ligand–protein complexes. At the mo-
ment a combination of methods seems to
give the best results, but to our knowledge
there is no consensus on which method is
the best in any given case.
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3.4
Protein–Protein Interactions

Protein–protein interactions are emerging
as one of the most important themes in
biochemistry. Some interactions are suffi-
ciently stable that a complete complex can
be crystallized, but this is relatively rare.
More often, proteins interact transiently
with other proteins at some point in their
lives, often in critical processes such as
signaling. The protein database contains
mainly single proteins, because to crystal-
lize them they are normally purified to a
high degree, thus disrupting all but the
strongest noncovalent interactions.

The general goal of protein–protein
docking could be described as predicting
correctly the structure of a protein–protein
complex, given only the structures of
the two independent proteins. This as-
sumes that these structures are already
known. Whether the proteins are allowed
to change their structure somewhat upon
binding, which seems realistic, is an
additional complexity. There are many
approaches in the literature, with two
common themes. First, there is a remark-
able degree of surface complementarity in
most stable complexes. This suggests that
it should be possible to draw a molec-
ular surface on both proteins (e.g. see
Fig. 1d) and search for all possible rela-
tive orientations of the two proteins for
the most favorable orientation. This type
of search is expensive, and the challenge
is to identify the most favorable orienta-
tion among many possible orientations.
Usually, some form of energy function is
used, which gives more favorable values
for orientations that optimize interactions
such as hydrogen bonding, burying of hy-
drophobic exposed area, and matching up
complementary electrostatic potentials on
the surfaces of the proteins that form the

complex. A second approach combines ex-
perimental data with energy functions to
guide the two proteins to a solution that is
compatible with experimental data. A re-
cent successful example of this approach is
HADDOCK, which combines a molecular
mechanics energy function, a simplified
form of dynamics to enable flexibility of
parts of the interface, and incorporation of
‘‘ambiguous interaction restraints.’’ These
are ‘‘soft’’ restraints that, by themselves,
are insufficient to guide docking but com-
bine to yield more reliable solutions than
energy functions alone, provided there
is experimental information that can be
used as restraints. As mentioned above,
progress in the area of protein–protein
docking is monitored in the CAPRI chal-
lenge (http://capri.ebi.ac.uk).

4
Simulations of Protein Dynamics

Three common simulation methods used
to study protein dynamics are explained
here.

4.1
Molecular Dynamics Simulation

The most common atomistic simulation
technique is molecular dynamics (MD). In
MD simulations, the interactions between
all atoms in the system are described
by empirical potentials. An example of a
frequently used potential function is:

V(rN) =
∑

bonds

ki

2
(li − li,0)

2

+
∑

angles

ki

2
(θi − θi,0)

2

+
∑

torsions

Vn

2
(1 + cos(nω − γ ))
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This potential function contains har-
monic terms for bonds and angles, a
cosine expansion for torsion angles, and
Lennard–Jones and Coulomb interactions
for nonbonded interactions. The constants
ki are harmonic force constants, li, is
the current bond length, li,0 the refer-
ence bond length, θi the current angle,
θi,0 the reference angle, Vn, n and γ are
the barrier height, multiplicity, and off-set
from the origin for the cosine function
used to describe dihedral angles (rota-
tions around a central bond), ε and σ

are Lennard–Jones parameters (a differ-
ent pair for each possible combination of
two different atom types), qi and qj are
(partial) atomic charges, and rij is the dis-
tance between two atoms, and ε0 (different
than ε in the Lennard–Jones potential)
is the dielectric constant of the medium.

Using this potential function, the forces
(the derivative of the potential with respect
to position) on all atoms in the system of
interest are calculated and used to solve
classical equations of motions to gener-
ate a trajectory of all atoms in time. An
example of a system studied with MD is
shown in Fig. 3: a simulation snapshot of
the ABC transporter BtuCD in a realistic
environment consisting of lipids, water,
and ions.

The primary result of the simulation
is a trajectory of all atoms in time,
from which specific details of the system
can be analyzed. This is an exciting
idea, because atoms can be followed as
they move in real time on a timescale
of up to ca. 100 ns, although longer
simulations have also been reported. In
principle, any properties that depend
on coordinates, velocities, or forces can
be calculated, given sufficient simulation
time. No assumptions are required about
the nature of the solvent, there is no need
to choose dielectric boundaries because
all atoms are explicitly present, and
in principle all interactions (water–ions,

Fig. 3 An orthographic view of the
periodic box for the ATP-bound BtuCD
simulation, showing water (red and
white), lipid with phosphorus atoms
enlarged, and the protein. The
transporter consists of two
transmembrane domains (blue and
purple) and two nucleotide binding
domains (orange and ochre). The two
docked MgATP molecules are partially
visible (green and red). Figure courtesy
of E. Oloo. See Oloo, E.O., Tieleman,
D.P. (2004) Conformational transitions
induced by the binding of MgATP to the
vitamin B12 ABC-transporter BtuCD, J.
Biol. Chem. 279, 45013–45019 for more
details. Rendered with VMD. (See color
plate p. xxx.)
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water–protein, water–lipid, lipid–protein
etc.) are incorporated.

The main limitations of MD are its
computational cost, the limited time and
length scale that can be treated in a
simulation, and technical limitations such
as the accuracy of current empirical
force fields.

4.2
Free-energy Calculations

Several useful extensions of the basic
simulation method make it possible to
calculate free-energy differences from sim-
ulations. If a reaction coordinate can be
identified, processes that are orders of
magnitude slower can be studied than
would be possible by direct simulation.
Such a reaction coordinate could be a
concerted conformational change, or a
pathway for ion permeation in ion chan-
nels. In umbrella sampling, a biasing
potential is used to restrict a simulated
system to sample phase space within a
specified region (called a window). By plac-
ing windows along the reaction coordinate,
one can generate a free-energy profile (also
called potential of mean force), which will
quantitatively describe why one region of
space is more favorable than another.

Relative free energies of different side-
chain mutations in a protein can be
studied using free-energy perturbation by
slowly changing one side chain into an-
other within the computer (also known
as computational alchemy). This makes it
possible to investigate in the computer
the effect of mutations on the stabil-
ity of a protein or on, for example, the
binding affinity of a ligand. The theory
behind this kind of calculations is well
developed and the algorithms have been
implemented in many molecular dynam-
ics software packages.

4.3
Brownian Dynamics Calculations

In Brownian dynamics (BD) simulations,
the trajectories of individual particles
(ions, molecules) are calculated using the
Langevin equation:

mi
dvi

dt
= −γivi + FR + Fi

where mi, and vi are the mass and ve-
locity of atom i. Water molecules are not
included explicitly, but are present implic-
itly in the form of a friction coefficient
γ = kT/Dimi (where k is the Boltzmann
constant, T is temperature, and D is
the diffusion coefficient) and a stochastic
force FR arising from random collisions
of water molecules with ions, obeying the
fluctuation-dissipation theorem. Fi is the
force due to other particles in the system as
well as external sources, such as an applied
electric field. When the friction is large and
the motions are overdamped, the inertial
term midv/dt may be neglected, and the
simplified form

vi = Di

kT
Fi + FR

may be used. This is the approximation
made in Brownian dynamics.

BD simulations require only a few input
parameters: in its simplest form, only
the diffusion coefficients of the different
species of ions and the charge on the ions
are needed. However, the model can be
refined. To study a protein such as an ion
channel, the residues of the protein can
be modeled as a set of partial charges,
and some form of interaction potential
between the mobile ions and the protein
must be specified (as seen earlier).

The result of BD simulations is a large
set of trajectories for diffusion particles
such as ions, proteins, or ligands. By
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averaging over these trajectories macro-
scopic properties such as the conduc-
tance of ion channels or association rate
of protein–protein or protein–ligand en-
counters can be calculated. In addition,
the simulations yield molecular details of
the paths through space for the diffus-
ing particles.

Although Brownian dynamics simula-
tions are conceptually simple, replacing
solvent by a continuum description and ig-
noring internal conformational changes in
proteins are significant assumptions that
require careful consideration. When BD
simulations are valid, they are a very pow-
erful method to study biological processes
on a timescale that is much longer than
can be reached by MD.

5
Example Applications

The literature is now very extensive, and
hundreds of papers are published that are
based on each of the methods described
above. For illustration purposes, we give
a few examples of biochemical problems
that have been addressed by modeling and
simulation methods.

5.1
Acetylcholinesterase

Acetylcholinesterase (AChE) is an ex-
tremely fast enzyme that hydrolyzes the
neurotransmitter acetylcholine to termi-
nate signaling in cholinergic synapses.
It has been studied in great detail by a
number of computational methods, in-
cluding molecular dynamics simulations,
continuum electrostatics calculations and
Brownian dynamics simulations.

One of the first puzzles posed by the
crystal structure of AChE is the question

of how the substrate acetylcholine gains
access to the active site, since in the
crystal structure there is no unobstructed
pathway to the active site. This original
observation for AChE from the fish
Torpedo californica has subsequently been
reiterated in mouse and human AChE.
Simulations have shown how breathing
motions in the enzyme facilitate the
displacement of substrate from the surface
of the enzyme to the buried active site.
These motions appear quite complex
and spatially extensive, which suggests
possible modes of regulation of the activity
of the enzyme. Such a mechanism has
been observed in other proteins, including
hemoglobin and myoglobin, but the fast
reaction rates of AChE are hard to reconcile
with major structural rearrangements. MD
simulations suggest that the primary point
of access opens and closes on a timescale
that is fast enough not to slow down
the entrance of the substrate substantially.
Interestingly, the protein appears to have
several secondary channels that allow
water to enter and leave the active site
as the substrate enters.

The reaction rate of AChE is limited
by the diffusion of the neurotransmit-
ter acetylcholine. Brownian dynamics are
a suitable method to study encounters
of acetylcholine with AChE. The acetyl-
choline diffuses under the influence of in-
termolecular interactions between acetyl-
choline and the protein and a random
force. The net effect is that the protein
‘‘guides’’ the acetylcholine to its active site
through an electrostatic mechanism that
enhances the rate of finding acetylcholine
beyond the pure diffusional limit. A sim-
ilar mechanism has since been identified
for several fast-reacting proteins.

AChE is the target of the neurotoxin fas-
ciculin, a peptide. Brownian dynamics of
the peptide and AChE give insight into
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Fig. 4 Schematic illustration of the
association of fasciculin (on the left)
with acetylcholinesterase. Blue and red
contour lines indicate regions of
positive and negative electrostatic
potential, respectively. Figure courtesy
of D. Sept and A. Elcock. See
Elcock, A.H., Gabdoulline, R.R.,
Wade, R.C., McCammon, J.A. (1999)
Computer simulation of protein-protein
association kinetics:
acetylcholinesterase-fasciculin, J. Mol.
Biol. 291, 149–162 for more details.
(See color plate p. xxiv.)

the binding kinetics of fasciculin and the
structure of the resulting complex. In a
series of Brownian dynamics simulations,
Elcock et al. investigated the effect of mu-
tations in the protein on association rate
constants. The electrostatic interaction be-
tween AChE and fasciculin that promotes
association is illustrated in Fig. 4. In its
simplest form, the Brownian dynamics
simulations reproduced the correct order
of rate constants for different mutants, al-
though the absolute values were too large
by about a factor of 30. In a more accurate
treatment of the continuum electrostatics
problem, this discrepancy can be reduced
greatly. Interestingly, these calculations
make it possible to distinguish kinetic and
thermodynamic effects, and suggest that
for the case of fasciculin-AChE-binding
mutations can separately affect the rate of
association and the binding constant.

5.2
Water Transport Through Aquaporins

Aquaporins are ubiquitous membrane
proteins that aid in the maintenance of
crucial osmotic balance in cells, on whose
discovery the Nobel Prize in chemistry
was awarded in 2003. The road to high-
resolution structures of these proteins, and
to understanding with atomic detail how

they function, is a nice example of the
link between experiment, modeling, and
simulations.

In early 2000, De Groot and coworkers
used 4.5-Å resolution data, insufficient to
identify the fold of the protein directly,
to predict the fold of aquaporin based
on the constraints of helix packing,
atomic force microscopy data, and primary
sequence. From 1440 possible folds, they
were able to identify a maximum of 8
possible folds. Later that year, a 3.8-Å
resolution structure of aquaporin from
cryoelectron microscopy became available,
as well as a 2.2-Å X-ray crystal structure
for a homolog of aquaporin, GlpF, the
glycerol transport facilitator. The fold of
aquaporin is illustrated in Fig. 5(a). It
has six transmembrane helices in an
‘‘hourglass’’ arrangement. The protein
pore is shaped by two reentrant loops
on either side of the membrane that
have a conserved coil–NPA–helix motif,
in which the Asn-Pro-Ala (NPA) residues
of these loops meet in the middle of the
channel. The partial helices of this motif
are labeled HB and HE. The aromatic
rich constriction region (ar/R), labeled in
Fig. 5(a), is suspected of contributing to
aquaporin’s highly specific behavior.

Direct simulation of the AQP structure
obtained from cryoelectron microscopy
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(a) (b)

Fig. 5 (a) Ribbon diagram of the aquaporin monomer and (b) spacefilling
representation illustrating a water file through the channel pore. (a) Starting at
the N-terminus of the monomer, there are two transmembrane helices, followed
by the coil–NPA–helix motif. A third transmembrane helix completes the first
half of the protein. The second half of the monomer has two transmembrane
helices, followed by the coil–NPA–helix motif, followed by another
transmembrane helix. (b) The path of the water channel is through the core of
the protein, following the path of the coil motifs, which meet at the NPA
signature. This is more clearly illustrated in 5(b). The protein is rendered as a
molecular surface in white, with the front surface of the protein cut away so that
we can clearly see the pore in the middle of the protein. Surfaces colored yellow
are those that interact most strongly with passing water molecules. The waterfile
displayed is an overlay of a number of snapshots from the 10 ns simulation. The
dipole inversion of water at the NPA motif is clearly illustrated here. Figure
courtesy of B. de Groot. See De Groot, B.L., Grubmuller, H. (2001) Water
permeation across biological membranes: mechanism and dynamics of
aquaporin-1 and GlpF, Science 294, 2353–2357. De Groot, B.L., Frigato, T.,
Helms, V., Grubmuller, H. (2003) The mechanism of proton exclusion in the
aquaporin-1 water channel, J. Mol. Biol. 333, 279–293 for more details. (See
color plate p. xxxi.)

showed a discontinuous water file through
the channel and obvious defects in the
structure, particularly at the NPA motifs,
because of instability observed through
the MD simulations. Further homology
modeling between the available struc-
tures yielded improved stability in the
core of the channel. Simulations of the
high-resolution GlpF structure, and the

improved homology model of AQP1 both
observed continuous water files diffusing
through the water channel, illustrated in
Fig. 5(b), at rates comparable to those ob-
served experimentally.

In late 2001, a 2.2-Å resolution X-
ray crystal structure was obtained of
human aquaporin-1. With confidence
in the three-dimensional structure, the
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simulation studies that followed were able
to focus on measuring physical properties
of the channel using classical simulation
methods, and also tried to pinpoint the ori-
gin of aquaporin’s ability to transport water
at high diffusion rates, while restricting
proton transport. The basis of proton trans-
port is a topic better addressed by quantum
mechanical simulations, and so combi-
nations of classical dynamics methods
with semiempirical methods have been
employed by a number of groups to de-
termine the basis for proton exclusion by
these channels.

What is particularly exciting about aqua-
porin as a case study is that the biological
function of this protein, to act as a water
channel across the cell membrane, occurs
at a rate which is accessible to study by
the current state of the art in molecular dy-
namics simulations. Through simulations,
researchers were able to point out deficien-
cies in the low-resolution crystal structures
on the basis of structural instability, and
because the observed behavior in silico did
not agree with that measured experimen-
tally. This observation helped to point out
the significance of certain structural mo-
tifs in the protein (i.e. the reentrant loops
with the NPA motif). The evolution of our
understanding of the aquaporin structure
through experiments, homology model-
ing, and simulations has lead to similar
methods being applied to other aquaporins
with yet unsolved structures.

5.3
ABC Transporters and Multidrug
Resistance Proteins

Many human proteins of major medical in-
terest are difficult to obtain in large enough
quantities for structural studies. The only
exceptions have been proteins that occur
in large amounts, such as bovine lens

protein rhodopsin or Aqp1 from blood
(as seen earlier). An emerging theme in
membrane protein structural biology over
the past years has been the use of bac-
terial homologs of human proteins, with,
as striking examples, several potassium
channel structures and several structures
of ABC transporters. ATP-binding cassette
(ABC) transporters are modular mechan-
ical machines that couple the hydrolysis
of ATP with the transport of molecules
across membranes. They consist of two
nucleotide binding domains (NBDs), two
transmembrane domains, and optional ad-
ditional domains, organized in a varying
number of polypeptide chains. Mutations
in the genes encoding many of the 48
ABC transporters of human cells are as-
sociated with several diseases, including
cystic fibrosis. Increased expression of cer-
tain ABC transporters is a major cause
of resistance to peptide antibiotics, anti-
fungals, herbicides, anticancer drugs, and
other cytotoxic agents. Interestingly, ABC
transporters probably form the largest
group of homologous proteins and exist
in all species. In an exciting recent devel-
opment, three crystal structures of ABC
transporters have been determined: MsbA
from Escherichia coli at 4.5-Å resolution,
MsbA from Vibrio cholera at 3.8-Å res-
olution, and BtuCD from E. coli at 3.2-Å
resolution. In addition, about 10 structures
of nucleotide binding domains (NBDs)
have been solved as well as ATP bind-
ing domains from other proteins. Despite
this impressive progress in structural stud-
ies, several of the key questions about the
basic mechanism of action of ABC trans-
porters are unresolved. Simulations and
homology modeling can be used to make
some progress toward understanding the
dynamics of ABC transporters and to trans-
lating the bacterial structures to human
homologs like P-glycoprotein.
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Molecular dynamics simulation stud-
ies have been used to investigate the
‘‘real-time’’ dynamics of the vitamin B12

importer BtuCD from E. coli, based on
the single snapshot captured in the crys-
tal structure. An example of a simulation
model that incorporates BtuCD is shown
in Fig. 3. In this model, the crystal struc-
ture is incorporated in a realistic environ-
ment of phospholipids, water, and ions,
and simulated for 20 ns, both in the ab-
sence and presence of MgATP in the
two binding sites. The results demon-
strate that the docking of ATP to the
catalytic pockets progressively draws the
two cytoplasmic nucleotide-binding cas-
settes toward each other. Movement of
the cassettes into closer opposition in turn
induces conformational rearrangement of
α-helices in the transmembrane domain.
The shape of the translocation pathway
consequently changes in a manner that
could aid the vectorial movement of vita-
min B12. These results suggest that ATP
binding may indeed represent the power
stroke in the catalytic mechanism. More-
over, occlusion of ATP at one catalytic site
is mechanically coupled to opening of the
nucleotide-binding pocket at the second
site. This may indicate that asymmetric
behavior at the two catalytic pockets forms
the structural basis by which the trans-
porter is able to alternate ATP hydrolysis
from one site to the other. While this re-
mains to be tested, this study is an example
of the use of dynamics simulations that
build on a single crystal structure to obtain
more information about the full process
the protein is involved in.

The multidrug resistance P-glycoprotein
mediates the extrusion of chemotherapeu-
tic drugs from cancer cells. Characteri-
zation of the drug binding and ATPase
activities of the protein have made it the
paradigm ATP binding cassette (ABC)

transporter. Although no high-resolution
structure is known, P-glycoprotein has
been imaged at low resolution by electron
cryomicroscopy and extensively analyzed
by disulfide cross-linking. Stenham et al.
used an interesting combination of ap-
proaches to create a molecular model
of P-glycoprotein (shown in Fig. 6) that
fits with most experimental data from
cross-linking and imaging, helps inter-
pret these experiments, and provides in-
sight into possible mechanisms of drug
transport. As described earlier, the only
ABC transporter structures whose high-
resolution structures are known are MsbA
and BtuCD. There is no homology be-
tween the transmembrane domains of
BtuCD and P-glycoprotein, but the ho-
mology between MsbA and P-glycoprotein
is 23% sequence identity for the trans-
membrane domains and 51% sequence
identity for the nucleotide binding do-
mains. MsbA is the closest known bacterial
relative of P-glycoprotein. Unfortunately,
the nucleotide binding domains in MsbA
are poorly resolved and the structure has
a low resolution. In contrast, the nu-
cleotide binding domains in BtuCD are
well resolved. The situation is further com-
plicated by the tertiary and quaternary
organization of the domains of MsbA,
which is not consistent with either the
BtuCD crystal or the extensive cross-
linking data already published for P-gp.
Nevertheless, Stenham et al. have shown
that it is possible to generate atomic scale
models of P-gp by combining experimental
and theoretical methods. Their homology
models are based on an MsbA template
but with a tertiary organization that re-
flects the increasingly accepted consensus
NBD dimer interface. This model will be
useful in designing and interpreting ex-
perimental work on P-gp. In turn, results
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(a) (b)

Fig. 6 (a) Construction of a molecular model
for P-glycoprotein (P-gp). Each half of P-gp was
modeled by homology to the crystal structure of
MsbA (PDB code 1JSQ), which had been
extended to a full atom representation. The two
halves of P-gp were assembled such that the
NBDs adopt the ATP-dependent orientation
observed in MJ0796 (PDB code 1L2T). The
constituent domains are individually colored.
(b) Reconciliation of cross-linking data with a
P-gp model. P-gp-Model-B was generated by
rotation of each NBD with respect to its cognate

TMD. The final model contains a parallel
TMD:TMD interface (blue and gold subunits)
and a consensus NBD:NBD interface (green and
purple subunits). Adapted from Stenham, D.R.,
Campbell, J.D., Sansom, M.S.P., Higgins, C.F.,
Kerr, I.D., Linton, K.J. (2003) An atomic detail
model for the human ATP binding cassette
transporter P-glycoprotein derived from
disulphide cross-linking and homology
modeling, FASEB J. 17, 2287–2289. (See color
plate p. xxxii.)

from experimental work can be used di-
rectly to improve the model, driving an
iterative process that may advance our un-
derstanding of medically important ABC
transporters.

6
Perspectives

Molecular modeling methods have become
standard techniques to address biochemi-
cal problems at the level of biomolecular

structure. A number of factors have con-
tributed to this success. Computers them-
selves have become vastly more powerful
in the past decades. Initially, simulations
were restricted to very simple systems on
timescales and levels of detail that were
typically not adequate to answer specific
questions about proteins. With a 10-fold in-
crease in speed every 5 years a wide range
of problems is now accessible directly
by computer simulation, such as water
transport in aquaporins. The fastest fold-
ing proteins can now be studied directly
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by simulations on the same timescale
as the fastest experiments, with unprece-
dented progress in our understanding of
protein folding. Computer graphics hard-
ware has enjoyed a similar increase in
speed, enabling complex surface represen-
tations of large biomolecular complexes
and interactive 3D graphics. A second
factor is the improvement in simulation
and modeling software, which has led to
the development of software that is vastly
more user friendly than even a few years
ago and runs on commodity hardware in-
stead of exotic (expensive) workstations.
A third factor is the improvement in al-
gorithms and parameters that describe
interactions between atoms or predict
the structure of proteins. With increas-
ing accuracy or more efficient algorithms,
molecular modeling is able to answer in-
creasingly more detailed and complicated
questions. Finally, the massive advances
in experimental studies at the level of
biomolecular structure feed back into com-
puter modeling. The expanding database
of high-resolution protein structures is
a key resource for further development
of modeling methods. Advanced single-
molecule experiments provide a direct link
with simulations that was very rare in the
past, and an increasing number of exper-
imental techniques can now be linked to
simulation results directly. An example
of this is data from nuclear magnetic
resonance spectroscopy, which provides
both structural and dynamical data on
timescales that are comparable to those
of simulations.

Because molecular modeling is such
a broad area, it is difficult to indicate
exactly where most progress can be ex-
pected. Technical advances in hardware
and software engineering, algorithm and
parameter development will continue to
increase the number of problems that

can be addressed by molecular model-
ing. These advances will also facilitate
incorporation of computationally intense
calculations such as QM and QM/MM
methods into accessible programs that
are user-friendlier to the molecular mod-
eler. The use of Grid technology, dis-
tributed computing, and massively parallel
commodity-based Beowulf clusters will
bring CPU-intensive calculations within
reach of an increasing number of re-
searchers, allowing us to study bigger
and more complex systems. We ex-
pect that important areas of growth
will be a stronger link between mod-
eling and experiments, the routine in-
corporation of modeling and simulation
in otherwise mostly experimental stud-
ies, and improved methods to study
protein–protein interactions and chemi-
cal reactions.

Acknowledgment

Tieleman is a Scholar of the Alberta Her-
itage Foundation for Medical Research
and a Sloan Foundation Fellow. Work
in his laboratory is supported by the Na-
tional Sciences and Engineering Research
Council and the Canadian Institutes of
Health Research.

See also Mass Spectrometry of Pro-
teins (Proteomics); Protein NMR
Spectroscopy; Protein Structure
Analysis: High-throughput Appro-
aches; Proteomics; RNA Three-
Dimensional Structures, Computer
Modeling of.



156 Protein Modeling

Bibliography

Books and Reviews

Bourne P.E., Weissig, H. (Eds.) (2003) Structural
Bioinformatics, John Wiley & Sons Inc., New
Jersey, MI.

Day, R., Daggett, V. (2003) All-atom Simulations
of Protein Folding and Unfolding, in:
Eisenberg, D., Kim, P. (Eds.) Advances in
Protein Chemistry, Vol. 66, Elsevier Academic
Press, New York, pp. 373–403.

Frenkel, D. Smit, B. (2001) Understanding Molec-
ular Simulation. From Algorithms to Applica-
tions, 2nd edition, Academic Press.

Honig, B., Nicholls, A. (1995) Classical electro-
statics in biology and chemistry, Science 268,
1144–1149.

Jorgensen, W.L. (2004) The many roles of
computation in drug discovery, Science 303,
1813–1818.

Karplus, M., McCammon, J.A. (2002) Molecular
dynamics simulations of biomolecules, Nat.
Struct. Biol. 9(9), 646–652.

Leach, A.R. (2001) Molecular Modeling, Principles
and Applications, 2nd edition, Pearson
Education Limited, England.

Petsko, G.A., Ringe, D. (2004) Primers in Biology:
Protein Structure and Function, New Science
Press Ltd.

Schlick, T. (2002) Molecular Modeling and Sim-
ulation – An Interdisciplinary Guide, Springer,
New York.

Primary Literature

Agre, P. (2004). Aquaporin Water Channels
(Nobel Lecture). Angew. Chem. Int. Ed. 43,
4278–4290.

Altschul, S.F., Madden, T.L., Schaeffer, A.A.,
Zhang, J., Zhang, Z., Miller, W., Lipman, D.J.
(1997) Gapped BLAST and PSI-BLAST: a
new generation of protein database search
programs, Nucleic Acid Res. 25, 3389–3402.

Ash, W.L., Zlomislic, M.R., Oloo, E.O., Tiele-
man, D.P. (2004) Computer simulations of
membrane proteins, Biochim. Biophys. Acta-
Biomembranes 1666, 158–189.

Baker, N.A., McCammon, J.A. (2003) Electro-
static Interactions, in: Bourner, P.E., Weis-
sig, H. (Eds.) Structural Bioinformatics, Wiley
& Sons, Inc., New Jersey, MI.

Baker, D., Sali, A. (2001) Protein structure
prediction and structural genomics, Science
294, 93–96.

Baker, N.A., Sept, D., Joseph, S., Holst, M.J.,
McCammon, J.A. (2001) Electrostatics of
nanosystems: application to microtubules and
the ribosome, Proc. Natl. Acad. Sci. U.S.A. 98,
10037–10041.

Berendsen, H.J.C. (2001) Bioinformatics –
Reality simulation – Observe while it happens,
Science 294, 2304–2305.

Berman, H.M., Westbrook, J., Feng,
Z., Gilliland, G., Bhat, T.N., Weissig, H.,
Shindyalov, I.N., Bourne, P.E. (2000) The
protein data bank, Nucleic Acids Res. 28,
235–242.

Bradley, P., Chivian, D., Meiler, J., Misura,
K.M.S., Rohl, C.A., Schief, W.R., Wedemeyer,
W.J., Schueler-Furman, O., Murphy, P.,
Schonbrun, J., Strauss, C.E.M., Baker, D.
(2003) Rosetta predictions in CASP5:
Successes, failures, and prospects for complete
automation, Proteins: Struct., Funct., Genet. 53,
457–468.

Burykin, A., Warshel, A. (2003) What really
prevents proton transport through aquaporin?
Charge self-energy versus proton wire
proposals, Biophys. J. 85, 3696–3706.

Campbell, J.D., Biggin, P.C., Baaden, M., San-
som, M.S.P. (2003) Extending the structure
of an ABC transporter to atomic resolution:
modeling and simulation studies of MsbA,
Biochemistry 42, 3666–3673.

Chakrabarti, N., Tajkhorshid, E., Roux, B.,
Pomes, R. (2004) Molecular basis of proton
blockage in aquaporins, Structure 12, 65–74.

Chance, M.R., Fiser, A., Sali, A., Pieper, U.,
Eswar, N., Xu, G.P., Fajardo, J.E., Rad-
hakannan, T., Marinkovic, N. (2004) High-
throughput computational and experimental
techniques in structural genomics, Genome
Res. 14, 2145–2154.

Chang, G. (2003) Structure of MsbA from
Vibrio cholera: a multidrug resistance ABC
transporter homolog in a closed conformation,
J. Mol. Biol. 330, 419–430.

Davis, M.E., McCammon, J.A. (1990) Electrostat-
ics in Biomolecular Structure and Dynamics,
Chem. Rev. 90, 509–521.

De Groot, B.L., Grubmuller, H. (2001) Water
permeation across biological membranes:
mechanism and dynamics of aquaporin-1 and
GlpF, Science 294, 2353–2357.



Protein Modeling 157

De Groot, B.L., Engel, A., Grubmuller, H. (2003)
The structure of the aquaporin-1 water
channel: a comparison between cryo-electron
microscopy and x-ray crystallography, J. Mol.
Biol. 325, 485–493.

De Groot, B.L., Frigato, T., Helms, V., Grub-
muller, H. (2003) The mechanism of proton
exclusion in the aquaporin-1 water channel,
J. Mol. Biol. 333, 279–293.

De Groot, B.L., Heymann, J.B., Engel, A.,
Mitsuoka, K., Fujiyoshi, Y., Grubmuller, H.
(2000) The fold of human aquaporin-1, J. Mol.
Biol. 300, 987–994.

Dill, K.A., Chan, H.S. (1997) From Levinthal to
pathways to funnels, Nat. Struct. Biol. 4, 10–19.

Dominguez, C., Boelens, R., Bonvin, A.M.
(2003) HADDOCK: a protein-protein docking
approach based on biochemical or biophysical
information, J. Am. Chem. Soc. 125,
1731–1737.

Elcock, A.H. (2004) Molecular simulations of
diffusion and association in multimacromolec-
ular systems, Numerical Comput. Methods, Pt
D 383, 166–198.

Elcock, A.H., Sept, D., McCammon, J.A. (2001)
Computer simulation of protein-protein
interactions, J. Phys. Chem. B 105, 1504–1518.

Elcock, A.H., Gabdoulline, R.R., Wade, R.C.,
McCammon, J.A. (1999) Computer simula-
tion of protein-protein association kinetics:
acetylcholinesterase-fasciculin, J. Mol. Biol.
291, 149–162.

Ermak, D.L., McCammon, J.A. (1978) Brownian
dynamics with hydrodynamic interactions,
J. Chem. Phys. 69, 1352–1360.

Fiser, A.S., Sali, A. (2003) MODELLER:
generation and refinement of homology-
based protein structure models, Macromol.
Crystallogr., Pt D 374, 461–46.

Gabdoulline, R.R., Wade, R.C. (2001) Protein-
protein association: Investigation of factors
influencing association rates by brownian
dynamics simulations, J. Mol. Biol. 306,
1139–1155.

Godzik, A. (2003) Fold Recognition Methods,
in: Bourner, P.E., Weissig, H. (Eds.) Structural
Bioinformatics, John Wiley & Sons, Inc., New
Jersey, MI, pp. 525–546.

Gues, N., Peitsch, M.C. (1997) Swiss-model and
the Swiss-PDB viewer: an environment for
comparative protein modeling, Electrophoresis
18, 2714–2723.

Hartley, R.W. (1989) Barnase and barstar – 2
small proteins to fold and fit together, Trends
Biochem. Sci. 14, 450–454.

Holland, I.B., Cole, S.P.C., Kuchler, K., (Eds.)
(2002). ABC Proteins: From Bacteria to Man.
Academic Press.

Honig, B., Nicholls, A. (1995) Classical electro-
statics in biology and chemistry, Science 268,
1144–1149.

Humphrey, W., Dalke, A., Schulten, K. (1996)
VMD – visual molecular dynamics, J. Mol.
Graph. 14, 33–38.

Ilan, B., Tajkhorshid, E., Schulten, K., Voth, G.A.
(2004) The mechanism of proton exclusion in
aquaporin channels, Proteins 55, 223–228.

Janin, J., Henrick, K., Moult, J., Eyck, L.T., Stern-
berg, M.J., Vajda, S., Vakser, I., Wodak, S.J.
(2003) CAPRI: a critical assessment of pre-
dicted interactions, Proteins 52, 2–9.

Jensen, M.O., Tajkhorshid, E., Schulten, K.
(2003) Electrostatic tuning of permeation
and selectivity in aquaporin water channels,
Biophys. J. 85, 2884–2899.

Kollman, P. (1993) Free-energy calcula-
tions – applications to chemical and biochem-
ical phenomena, Chem. Rev. 93, 2395–2417.

Krieger, E., Nabuurs, S.B., Vriend, G. (2003)
Homology Modeling, in: Bourner, P.E.,
Weissig, H. (Eds.) Structural Bioinformatics,
Wiley & Sons, Inc, New Jersey, MI.

Kuhlman, B., Dantas, G., Ireton, G.C.,
Varani, G., Stoddard, B.L., Baker, D. (2003)
Design of a novel globular protein fold with
atomic-level accuracy, Science 302, 1364–1368.

Lee, L.P., Tidor, B. (2001) Barstar is electrostat-
ically optimized for tight binding to barnase,
Nat. Struct. Biol. 8, 73–76.

Levinthal, C. (1969). How to Fold Graciously.
Mossbauer Spectroscopy in Biological Systems,
University of Illinois Press, Urbana, Illinois,
MN.

Locher, K.P., Lee, A.T., Rees, D.C. (2002) The
E-coli BtuCD structure: a framework for
ABC transporter architecture and mechanism,
Science 296, 1091–1098.

MacKinnon, R. (2004) Potassium channels and
the atomic basis of selective ion conductance
(Nobel lecture), Angew. Chem.-Int. Ed. 43,
4265–4277.

Marti-Renom, M.A., Stuart, A.C., Fiser, A.,
Sanchez, R., Melo, F., Sali, A. (2000) Compar-
ative protein structure modeling of genes and
genomes, Annu. Rev. Biophys. Biomol. Struct.
29, 291–325.



158 Protein Modeling

McCammon, J.A., Gelin, B.R., Karplus, M. (1977)
Dynamics of folded proteins, Nature 267,
585–590.

McCammon, J.A., Gelin, B.R., Karplus, M.,
Wolynes, P.G. (1976) Hinge-bending mode in
lysozyme, Nature 262, 325–326.

Oloo, E.O., Tieleman, D.P. (2004) Conforma-
tional transitions induced by the binding of
MgATP to the vitamin B12 ATP-binding cas-
sette (ABC) transporter BtuCD, J. Biol. Chem.
279, 45013–45019.

Rost, B. (2003) Prediction in 1D: Secondary
Structure, Membrane Helices, and Accessi-
bility, in: Bourner, P.E., Weissig, H. (Eds.)
Structural Bioinformatics, John Wiley & Sons,
Inc, New Jersey, MI.

Rychelewski, L., Fischer, D., Elofsson, A. (2003)
LiveBench-6: large-scale automated evaluation
of protein structure prediction servers,
Proteins: Struct., Funct., Genet. 53, 542–547.

Sali, A., Blundell, T.L. (1993) Comparative
protein modeling by satisfaction of spatial
restraints, J. Mol. Biol. 234, 779–815.

Sayle, R., Milner-White, E.J. (1995) RasMol:
biomolecular graphics for all, Trends Biochem.
Sci. 20, 374.

Schreiber, G., Fersht, A.R. (1995) Energetics of
protein-protein interactions – analysis of the
barnase-barstar interface by single mutations
and double mutant cycles, J. Mol. Biol. 248,
478–486.

Sharp, K.A., Honig, B. (1990) Electrostatic
interactions in macromolecules – theory and
applications, Annu. Rev. Biophys. Biophys.
Chem. 19, 301–332.

Shen, T.Y., Tai, K.H., Henchman, R.H., Mc-
Cammon, J.A. (2002) Molecular dynamics
of acetylcholinesterase, Acc. Chem. Res. 35,
332–340.

Smith, G.R., Sternberg, M.J. (2002) Prediction
of protein–protein interactions by docking
method, Curr. Opin. Struct. Biol. 12, 28–35.

Smith, G.R., Sternberg, M.J. (2003) Evaluation of
the 3D-dock protein docking suite in rounds
1 and 2 of the CAPRI blind trial, Proteins 52,
74–79.

Stenham, D.R., Campbell, J.D., Sansom, M.S.P.,
Higgins, C.F., Kerr, I.D., Linton, K.J. (2003)

An atomic detail model for the human ATP
binding cassette transporter P-glycoprotein
derived from disulphide cross-linking and
homology modeling, FASEB J. 17, 2287–2289.

Tajkhorshid, E., Nollert, P., Jensen, M.O., Mier-
cke, L.J.W., O’Connell, J., Stroud, R.M., Schul-
ten, K. (2002) Control of the selectivity
of the aquaporin water channel family
by global orientational tuning, Science 296,
525–530.

Tajkhorshid, E., Aksimentiev, A., Balabin, I.,
Gao, M., Israelwitz, B., Phillips, J.C., Zhu, F.,
Schulten, K. (2003) Large Scale Simulation
of Protein Mechanics and Function, in:
Eisenberg, D., Kim, P. (Eds.) Advances in
Protein Chemistry, Vol. 66, Elsevier Academic
Press, New York, pp. 195–247.

Tate, J. (2003) Molecular Visualization, in:
Bourner, P.E., Weissig, H. (Eds.) Structural
Bioinformatics, Wiley & Sons, Inc, New Jersey,
MI.

Taylor, R.D., Jewsbury, P.J., Essex, J.W. (2002)
A review of protein-small molecule docking
methods, J. Comput. Aided Mol. Des. 16,
151–166.

Tieleman, D.P., Marrink, S.J., Berendsen, H.J.C.
(1997) A computer perspective of membranes:
molecular dynamics studies of lipid
bilayer systems, Biochim. Biophys. Acta-Rev.
Biomembranes 1331, 235–270.

Van Gunsteren, W.F., Berendsen, H.J.C. (1990)
Computer-simulation of molecular-dynamics
- methodology, applications, and perspectives
in chemistry, Angew. Chem.-Int. Ed. Engl. 29,
992–1023.

Vaughan, C.K., Buckle, A.M., Fersht, A.R. (1999)
Structural response to mutation at a protein-
protein interface, J. Mol. Biol. 286, 1487–1506.

Vriend, G. (1990) What if – a molecular
modeling and drug design program, J. Mol.
Graph. 8, 52–55.

Warshel, A., Aqvist, J. (1991) Microscopic
Simulations of Chemical Processes in
Proteins and the Role of Electrostatic
Free Energy, in: Beveridge, D.L., Lavery, R.
(Eds.) Theoretical Biochemistry and Molecular
Biophysics, Vol. 2, Adenine Press, New York,
pp. 257.



159

Protein NMR Spectroscopy

Thomas Szyperski
State University of New York, Buffalo, NY

1 Aspects of Multidimensional Protein NMR Spectroscopy 161

2 NMR Instrumentation 165

3 Experimental Protein NMR Parameters 165

4 Recently Developed Techniques 167

5 Structure Determination 172

6 Dynamics 175

7 Hydration 176

8 Folding 177

9 Structural Genomics 177

Bibliography 178
Books and Reviews 178
Primary Literature 178

Keywords

Correlation Spectroscopy
‘‘COSY’’: NMR experiment devised to correlate chemical shifts via through-bond scalar
nuclear spin–spin couplings.

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 11
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30648-X



160 Protein NMR Spectroscopy

Fourier Transformation
Mathematical transformation that provides an analysis of the angular frequencies
encoded in a given function.

Nuclear Magnetic Moment
Since atomic nuclei are positively charged, the nuclear spin is proportional to a nuclear
magnetic moment.

Nuclear Magnetic Resonance
Owing to their magnetic moment, atomic nuclei interact with external magnetic fields.
This enables one to pursue nuclear magnetic resonance (NMR) spectroscopy.

Nuclear Overhauser Enhancement Spectroscopy
‘‘NOESY’’: NMR experiment to measure through-space dipolar interactions between
the magnetic moments of protons. This allows one to estimate distances between
protons in proteins.

Nuclear Spin
The nuclear spin is a nonclassical angular momentum associated with atomic nuclei
possessing a spin quantum number larger than zero.

Triple Resonance NMR Experiment
Experiment devised to correlate the chemical shifts of three types of nuclei, that is, 1H,
13C, and 15N.

� Nuclear magnetic resonance (NMR) spectroscopy provides unique information about
protein structure, dynamics, hydration, and folding in aqueous solution, and has
become a pivotal biophysical technique to investigate biological macromolecules.
Although the first application of NMR spectroscopy to study proteins date back
to the 1960s, its widespread use for proteins was fostered only in the late
1970s and early 1980s by introduction of two-dimensional NMR spectroscopy
conducted on spectrometers equipped with superconducting high-field magnets.
Advances made in the subsequent 25 years until today have established NMR as
an indispensable tool to study even large proteins with molecular masses above
100 kDa. These advances were due to new approaches for efficient production
of stable isotope labeled proteins, novel spin relaxation, optimized and rapid
sampling of NMR data collection strategies, and the advent of highly sensitive
cryogenic probes used for signal detection at field strengths corresponding to
500–900 MHz proton resonance frequency. Recently, the outstanding value of
NMR was demonstrated for high-throughput structure determination in the newly
emerging field of structural genomics, which makes protein NMR spectroscopy also
a key tool for systems biology.
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1
Aspects of Multidimensional Protein NMR
Spectroscopy

Nuclear magnetic resonance (NMR) spec-
troscopy is based on the existence of a
nonclassical angular momentum, the nu-
clear spin. All atomic nuclei with a nonzero
nuclear spin quantum number possess
such a spin. Since nuclei are positively
charged, the spin generates a colinearly ori-
ented magnetic moment, which interacts
with magnetic fields as compass needles
interact with the earth’s magnetic field.
‘‘Spin- 1

2 nuclei,’’ with a spin quantum
number of 1

2 , exhibit neither electric dipole
nor electric quadrupole moments. Hence,
spin- 1

2 nuclei are quite weakly coupled
to the environment (often called the lat-
tice) via their magnetic dipole moments
only: these interact with random fluctu-
ations of magnetic fields that arise from
thermal motions. In proteins, the weak
coupling enables the observation of coher-
ent spatial reorientations of spins (briefly
named coherences) about the axis of a strong
external magnetic field, B0, for time peri-
ods up to several hundred milliseconds.
For a typical study, this allows accurate
measurement of hundreds or even thou-
sands of NMR parameters. This wealth of
information is unrivaled among solution
spectroscopic techniques and is a central
reason for the success of modern protein
NMR spectroscopy.

Protein NMR relies on the three spin- 1
2

nuclei 1H, 13C, and 15N. Since these nuclei
possess the same spin quantum number
of 1

2 , the absolute value of their spin angu-
lar momenta is equal. However, owing to
varying charges (and charge distributions
within the nuclei), the resulting magnetic
moments differ greatly. 1H possesses the
largest magnetic moment, while the mag-
netic moments of 13C and 15N are fourfold

and tenfold smaller, respectively. Since
resonance frequencies scale accordingly,
this has far-reaching consequences for
the design of protein NMR experiments:
highest sensitivity is achieved for exper-
iments starting with proton polarization
and ending with proton signal detection.
Furthermore, only 1H is 100% abundant
in nature, while 13C (natural abundance:
∼1%; mainly naturally occurring is 12C,
a spin-0 nucleus which is ‘‘invisible’’ in
NMR) and 15N (∼0.5%; mainly naturally
occurring is 14N, a spin-1 nucleus with
an electric quadrupole moment that re-
sults in broad NMR lines) need to be
enriched if a protein has to be studied
with more demanding heteronuclear NMR
spectroscopy based on 13C and/or 15N.

Radio frequency (rf) pulses created with
an rf coil can induce the coherent preces-
sion of spin magnetic moments about the
axis of an external magnetic field. This pre-
cession and its decay can be detected with
an rf coil, and the resulting signal (‘‘free
induction decay’’) yields, after Fourier
Transformation (FT), a one-dimensional
(1D) NMR spectrum. For proteins, the
resonance lines provide chemical shifts
and, in favorable cases, estimates for scalar
spin–spin couplings from resonance fine
structures, and nuclear spin relaxation
times from line widths. However, ow-
ing to the large number of nuclei, 1D
NMR spectra of proteins and other bio-
logical macromolecules are very crowded.
Hence, protein NMR primarily relies on
two-, three-, and four-dimensional (2D, 3D,
and 4D) spectral information. The high di-
mensional NMR spectra afford increased
spectral resolution and correlate several
chemical shifts in a single data set.

A 2D data set is obtained if the sig-
nals of a 1D spectrum are modulated
by the evolution of an NMR parameter
(usually a chemical shift) in an ‘‘indirect
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dimension’’ prior to acquisition (Fig. 1).
Fourier transformation along the indirect
dimension yields the 2D frequency do-
main spectrum. In the same fashion, 3D
(4D) NMR data sets are obtained by record-
ing many 2D (3D) data sets, which are
modulated by an additional NMR param-
eter. As a result, we have the minimal
measurement time, Tm, increasing steeply
with dimensionality: acquiring 32 points in
each indirect dimension (with one scan per

1D spectrum each second) yields Tm(3D)
∼0.5 h, Tm(4D) ∼9 h, Tm(5D) ∼12 days
and Tm(6D) ∼1 year. This obstacle for
acquiring the highest dimensional NMR
spectral information has been named the
NMR sampling problem.

Figure 2(a) shows a 2D [15N,1H]-
correlation spectrum (‘‘COSY’’), which
was recorded for a 15N-labeled 21-
kDa globular protein on a spectrometer
operating at 900 MHz 1H resonance

t1
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Fig. 1 Principle of 2D NMR. 1D spectra (on the right), obtained after
Fourier transformation (FT) of the free induction decays along t2, are
modulated by the evolution of an NMR parameter (e.g. a chemical shift) in
an indirect dimension (‘‘t1’’). The frequency domain 2D spectrum is
obtained after a second FT along t1. Courtesy of Jeff Mills.
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Fig. 2 (a) 2D [15N,1H]-COSY spectrum recorded in the transverse relaxation optimized
(‘‘TROSY’’) acquisition mode (see Sect. 4) on a 900-MHz Varian INOVA spectrometer (25 ◦C)
for the uniformly 15N-labeled 21-kDa protein FluA(R95K). The peaks are labeled using the
one-letter code for amino acids. (b) For comparison, a 2D [15N,1H]-COSY spectrum recorded
without ‘‘TROSY’’ at 600 MHz is shown. (c) Chemical shift index (CSI) consensus plot for
identification of regular secondary structure elements. The eight β-strands forming a β-barrel
(black bars) as well as the α-helices (gray bars) are indicated. (a and b are reproduced with
permission from Liu, G., Mills, J.L., Hess, T.A., Kim, S., Skalicky, J.J., Sukumaran, D.K.,
Kupce, E., Skerra, A., Szyperski, T. (2003) Resonance assignments for the 21 kDa engineered
fluorescein-binding lipocalin FluA, J. Biomol. NMR 27, 187–188).
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frequency. To generate this spectrum,
1D 1H NMR spectra of amide protons
are modulated with the chemical shift
of the covalently attached 15N nucleus,
and one signal is detected for each
amino acid residue (except for prolinyl
residues and the N-terminal residue).
Owing to high intrinsic sensitivity, one
can rapidly obtain site-specific information
along the entire polypeptide backbone.
This feature makes 2D [15N,1H]-COSY
(correlation spectroscopy) one of the
most important experiments in modern
NMR-based structural biology. First, the
signal dispersion allows one to assess
the degree to which the protein is
folded: unfolded polypeptide segments
tend to exhibit signals in a comparably
narrow range attributed to ‘‘random coils.’’
Secondly, the comparison of expected
and detected number of signals enables
one to investigate if parts of the
protein, for example, loops connecting
regular secondary structure elements,
are affected by slow motional modes
in the microsecond to millisecond time
range. Such motions quite often lead to
broadening of signals beyond detection.

Prior to using NMR spectroscopy for
deriving site-specific information on struc-
ture or dynamics of proteins, the nuclear
magnetic resonances must be ‘‘assigned,’’
that is, one has to identify the chem-
ical shifts (see Sect. 3) of spins. Since

proteins contain each type of amino acid
several times at various positions along
the polypeptide chain, it is not sufficient to
identify the type of proton (e.g. 1Hα of glu-
tamate) belonging to a given resonance.
Instead, one has to obtain ‘‘sequence-
specific’’ resonance assignments (e.g. 1Hα

of the glutamate in position 79). Obtain-
ing (nearly complete) sequence-specific
resonance assignments is generally con-
sidered a prerequisite for determining pro-
tein structures (see Sect. 5). This so-called
‘‘assignment problem’’ is comparable to
the crystallographic ‘‘phase problem’’ in
the sense that a structural interpretation
of experimental data depends on solv-
ing these problems. Nowadays, sequen-
tial resonance assignment of 15N/13C-
labeled proteins relies largely on recording
15N/13C/1H triple resonance NMR ex-
periments (Fig. 3). In these experiments,
several proton, carbon, and nitrogen chem-
ical shifts are correlated. These originate
either from the same, or from two sequen-
tially neighboring residues. Combining
the information from the two experiments
then allows one to effectively ‘‘walk’’ along
the polypeptide chain to obtain sequence-
specific resonance assignments for back-
bone (and often 13Cβ shifts). Importantly,
these chemical shifts can provide the
location of regular secondary structure
elements (Fig. 2c) without reference to
nuclear Overhauser effects (NOEs). The

Ni Ni

Hi Hi

C Ca
i

Cb
i

Cb
i−1

C

Ca
i−1

O O
Fig. 3 Example of chemical shifts of nuclei (in
color) correlated in triple resonance NMR
experiments for obtaining sequence-specific
backbone resonance assignments of proteins. A
first experiment correlates the shifts of amide
proton, nitrogen, α-carbon, and β-carbon within a
given residue i (on the left). A second experiment
correlates the shifts of amide proton and nitrogen
of residue i with those of the α- and β-carbons of

the preceding residue i − 1. Combining the two experiments allows one to obtain sequence-specific
resonance assignments for the backbone (and 13Cβ shifts) of the entire polypeptide. (See color plate
p. xxix).
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backbone NMR experiments are then com-
bined with other experiments to assign
resonances of side chains, thus yielding a
complete protein resonance assignment.

2
NMR Instrumentation

Transitions between nuclear spin states
are associated with radio frequency energy
quanta that are, at ambient temperature,
several orders of magnitude smaller than
kT (k and T represent Boltzman constant
and temperature). Hence, NMR transi-
tions are lowest energy transitions. This re-
sults in both, the greatest strength and the
greatest weakness of NMR spectroscopy.
The strength is due to the fact that the
low energy required for observing the sys-
tem (using the nuclear spins as ‘‘spies’’)
hardly affects even the subtlest conforma-
tional equilibria in their structural and
dynamic manifestation. The weakness as-
sociated with the low interaction energy
is due to the low sensitivity of NMR
spectroscopy when compared with, for
example, optical spectroscopy. This prob-
lem is further aggravated in protein NMR,
since slowly tumbling macromolecules ex-
hibit short transverse spin relaxation times
and thus exhibit broad resonance lines.
Hence, to alleviate this drawback, modern
protein NMR depends on using large su-
perconducting magnets (Fig. 4a). In 2005,
the largest commercially available magnets
have a price tag of about four million US
dollars and can induce a 1H resonance fre-
quency of 900 MHz. Apart from increased
sensitivity, which scales with B0

3/2, high
magnetic fields yield increased signal dis-
persion scaling with B0

N , where N is the
dimensionality of the NMR experiment.
A second major breakthrough in hard-
ware development was the construction of

cryogenic NMR probes (Fig. 4b). In such
probes, the rf coil for signal detection is
cooled to about 25 K, which leads to a
large reduction in thermal noise in the
rf circuitry. In spite of the fact that the
insulation between rf coil and NMR sam-
ple (which needs to be kept at ambient
temperature) reduces the filling factor of
the coil, 2 to 3 fold gains in sensitivity
can be routinely achieved in protein NMR.
This corresponds to about 5 to 10 fold re-
duced NMR data collection times, so that
rapid NMR data collection techniques (see
Sect. 4) are best suited to take advantage of
the high sensitivity of such probes.

3
Experimental Protein NMR Parameters

Protein NMR spectroscopy aims at mea-
surement of parameters, which provide the
desired structural and/or dynamic infor-
mation of a system under consideration.
Chemical shifts are due to the site-specific
shielding of the external magnetic field at
the location of the nucleus. Hence, chemi-
cal shifts depend on the covalent and con-
formational environment in which a spin
is embedded and are affected by long-range
electrostatic and ring current effects. The
dispersion of chemical shifts arising from
the folding of a polypeptide into a tertiary
structure is pivotal for using NMR: without
such conformation-dependent dispersion,
one could not resolve the site-specific in-
formation. Chemical shifts are routinely
measured in multidimensional NMR spec-
tra (see Sect. 1), and the resonance as-
signment is quite generally considered a
prerequisite for the site-specific interpre-
tation of other NMR parameters described
below. Importantly, backbone and 13Cβ

chemical shifts provide the location of
the regular secondary structure elements
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(a) (b)

(c)

Fig. 4 Modern high-field NMR equipment used
for protein NMR spectroscopy. (a) Spectrometer
at the New York Structural Biology Center
operating at 900 MHz 1H resonance frequency
(Courtesy of David Cowburn). (b) Cryogenic

probe installed at the University at Buffalo
high-field NMR facility (Courtesy of Dinesh
Sukumaran). The probe is inserted from below in
the magnet, and its rf coil is cooled to 25 K, as
can be read off the monitor shown in (c).

(Fig. 2c). Moreover, chemical shifts are
not isotropic, that is, the shielding of
the external magnetic field depends on
the orientation of the molecule relative to
the field. Chemical shifts are thus accu-
rately described by using a ‘‘chemical shift
tensor.’’

Scalar nuclear spin–spin couplings, J,
arise from the through-bond coupling
of the nuclear magnetic moments. The
J-coupling is the most important inter-
action used to devise multidimensional
experiments for measurement and correla-
tion of chemical shifts (Fig. 2a). Moreover,
three-bond J-couplings are related through

the ‘‘Karplus-relations’’ to dihedral an-
gles and thus encode valuable structural
information.

1H−1H NOEs arise from through-space
coupling of the magnetic dipole moments
of protons. Owing to the r−6 dependence
of the dipolar coupling (with r being the
distance between two protons), the mea-
surement of NOEs in [1H,1H]-NOESY
(nuclear Overhauser enhancement spec-
troscopy) allows one to estimate distances
between protons: NOEs effectively con-
stitute a ‘‘molecular ruler.’’ Thus, hav-
ing a large number of such 1H−1H
distance constraints, one can calculate
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three-dimensional molecular structures
(see Sect. 5).

Residual dipolar couplings (RDCs) arise
if a protein is partially aligned in a di-
lute liquid crystalline medium. Notably, for
paramagnetic metalloproteins, such align-
ment takes place at high magnetic fields
without the presence of a liquid crystalline
medium. Owing to the partial alignment,
the dipolar through-space coupling be-
tween dipole moments is not completely
averaged out, as in the case of molecules
tumbling in an isotropic medium. RDCs
encode orientational constraints, that is,
they provide information regarding the
orientation of the internuclear axis of
the dipolarly coupled nuclei relative to
the principle axes of the alignment ten-
sor. RDC-derived orientational constraints
are thus quite distinct from – and comple-
mentary to – NOE-derived distance con-
straints for NMR structure calculation
and validation. Since RDCs depend on
motional averaging, they also provide
valuable information about internal mo-
tional modes.

Nuclear spin relaxation parameters, such
as longitudinal/transverse spin relaxation
times and heteronuclear Overhauser ef-
fects reflect dynamic features of the protein
under investigation. Hence, the majority of
our insights into protein dynamics, be it
overall rotational reorientation or internal
motions, have thus far been obtained from
measurement of these parameters.

4
Recently Developed Techniques

The introduction of (1) multidimensional
triple resonance NMR and heteronuclear
resolved [1H,1H]-NOESY, and (2) efficient
13C/15N labeling and protein deuteration
protocols until the mid 1990s, made

NMR a key tool to study structure and
dynamics of proteins up to about 15 to
20 kDa. During the last decade, new NMR
techniques were introduced to study much
larger systems and to dramatically increase
NMR data collection speed.

Transverse relaxation optimized NMR
spectroscopy (TROSY) takes advantage of
the mutual cancellation of nuclear spin
relaxation pathways in slowly tumbling
macromolecules studied at high mag-
netic fields (Fig. 5). 2D [15N,1H]-TROSY
(Fig. 2a), and triple resonance NMR vari-
ants thereof, are most prominent and shall
be discussed. Both, the 15N and the 1H
nucleus of a polypeptide backbone H−N
moiety exhibit substantial chemical shift
anisotropy (CSA). As a result, two ma-
jor pathways for transverse 15N and 1H
spin relaxation are encountered: one ow-
ing to the dipolar 1H−15N interaction
and the other owing to the CSA. While
spin relaxation due to random fluctuation
of the shielding is independent of spin
states, the sign of the fluctuating local
B-field arising from the spatial modula-
tion of the dipolar interaction does depend
on spin states. Hence, the transverse re-
laxation rate of a given 15N or 1H spin
is accelerated when both the CSA and
dipolar interaction random B-field fluc-
tuations add up, whereas the transverse
rate is reduced in cases where the two ran-
dom fluctuations (partially) cancel. Since
short transverse relaxation times lead to
broad NMR lines, this phenomenon can
be directly monitored in a 2D [15N,1H]-
COSY experiment in which the one-bond
1H−15N J-coupling (∼95 Hz) places the
various transitions into separate spectral
regions (no ‘‘15N−1H’’ decoupling; Fig. 5).
Out of the four transitions registered for
a given 15N−1H moiety, one is broadened
in both dimensions, two are broadened in
one dimension but narrow in the other,
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and one is narrow in both dimensions.
TROSY relies on selecting the latter narrow
component, while discarding the others.

Since CSA-based transverse relaxation
scales with B0

2, TROSY is best performed
at a magnetic field strength where the
two relaxation pathways cancel (nearly)
entirely. Fortunately, 1H and 15N CSA
are of comparable magnitude (in Hz),
so that about the same optimal TROSY
field strength is predicted for both 1H
and 15N transitions (corresponding to
900–1100 MHz 1H resonance frequency).
This makes triple resonance [15N,1H]-
TROSY feasible. In conjunction with
protein deuteration, this allows one to
study systems with molecular masses well
above 100 kDa, that is, up to about an
order of magnitude larger than what could
be approached without TROSY.

Methodology for rapid acquisition of NMR
data focuses on resolving the ‘‘NMR

sampling problem’’ (see Sect. 1), that is,
on making high dimensional spectral in-
formation available at short measurement
times. Currently, two broader classes of
rapid data sampling approaches can be
distinguished.

First, G-matrix Fourier Transform (GFT)
NMR is a projection technique, which
can also serve to reconstruct the higher-
dimensionality parent NMR spectra one
would obtain if no projection is applied.
GFT NMR is based on the joint sampling
of indirect chemical shift evolution periods
that leads to signals with a multiplet
fine structure, encoding several chemical
shifts. A ‘‘G-matrix transformation’’ is
applied in order to sort the components
of the shift multiplets into subspectra, so
that the peaks in each subspectrum encode
a distinct linear combination of the jointly
measured chemical shifts (Fig. 6). Hence,
monitoring of chemical shifts in FT NMR
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Fig. 6 15 2D planes constituting a (5,2)D HACACONHN GFT NMR experiment,
which can provide the information of a 5D FT NMR experiment within less than an
hour of measurement time. The type of linear combination of chemical shifts
detected in a given plane is indicated. (a) The basic spectra. (b), (c) and (d) First,
second, and third order central peak spectra in which linear combinations with fewer
shifts are monitored to resolve assignment ambiguities. (e) Cross sections showing
that signals do not broaden with an increasing number of shifts being jointly
sampled. Reproduced with permission from Kim, S., Szyperski, T. (2003) GFT NMR,
a new approach to rapidly obtain precise high dimensional NMR spectral
information, J. Am. Chem. Soc. 125, 1385–1393.
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spectroscopy is replaced in GFT NMR
spectroscopy by measuring permutations
of linear combinations of chemical shifts.
This leads to approximately an order
of magnitude reduction of measurement
times per indirect dimension that is
included in the joint sampling scheme.

Second, single-scan acquisition of 2D
NMR spectra, named ultrafast NMR, was
introduced. This approach constitutes an
interface between high-resolution NMR
and magnetic resonance imaging. The in-
direct chemical shift evolution is spatially
encoded by use of pulse-field gradients
applied along the axis of the external mag-
netic field B0, and then ‘‘read out’’ together
with the chemical shift evolution in the
direct dimension in a single scan. In prin-
ciple, this single-scan acquisition scheme
can be extended to an arbitrary number
of dimensions, that is, to the implementa-
tion of 3D and 4D single-scan acquisition.
For proteins, however, reduced sensitiv-
ity currently limits this concept to the use
of 2D single-scan acquisition. Importantly,

ultrafast NMR is the only technique pro-
viding multidimensional NMR spectral
information without sampling of indirect
chemical shift evolution periods (Fig. 7).
This allows one to acquire a multidimen-
sional spectrum within the fraction of
a second, and enables high-throughput
acquisition of such spectra at unprece-
dented speed.

5
Structure Determination

NMR solution structures are usually solved
in several major steps as outlined in
the following. At the outset, a suitable
sample (usually about 500 µL of a 1-mM
protein solution) is prepared. Nowadays,
both prokaryotic and eukaryotic high-
yield overexpression systems serve for
that purpose. If the molecular weight of
a protein exceeds about 10 kDa, labeling
with the NMR active spin- 1

2 nuclei 13C
and 15N is required to resolve spectral
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overlap and to measure heteronuclear
chemical shift correlations. For systems
above about 25 kDa, one would usually
consider deuterating the protein.

The sample thus obtained is used to
record a set of multidimensional NMR ex-
periments at temperatures around 30 ◦C.
These allow (nearly) complete sequential
NMR assignments to be obtained, and
the conformation-dependent dispersion of
the shifts enables one to derive experi-
mental constraints for the NMR structure
calculation. In most cases, structures are
calculated on the basis of 1H−1H up-
per distance limit constraints derived from
[1H,1H]-NOESY (Fig. 8).

The assignment of NOESY cross peaks
and the calculation of the NMR structure is

quite generally pursued in an iterative fash-
ion. An initial set of distance constraints,
which can be unambiguously obtained
from the chemical shift data alone, is
used to determine a low-resolution de-
scription of the protein. In turn, this initial
structural model allows one to resolve
the remaining NOE assignment ambigu-
ities. This improves the precision of the
structural model and allows the identifi-
cation of yet additional constraints in the
next round. Iterations involving structure
calculations and identification of new con-
straints are usually pursued until (nearly)
all experimentally derived constraints are
in agreement with a bundle of protein
conformations representing the NMR so-
lution structure, in which conformational
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variations reflect the precision of the NMR
structure determination. Finally, the NMR
structure can be refined using molecular
force fields, which in essence reflect our
knowledge about conformational prefer-
ences in proteins.

In order to sample the ‘‘conforma-
tional space’’ allowed by experimental

constraints, NMR structures are usually
represented by an ensemble of conformers
(typically ∼10–30). Various representa-
tions (Fig. 9) are used to (1) display the
structural information and (2) indicate the
local and global precision of the struc-
ture determination, which is reflected by
rmsd values calculated for sets of atom

I
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B
C

D

E
F
G

N

(a) (b)

(c) (d)

Fig. 9 Commonly used representations of NMR solution structures,
exemplified for the 18-kDa Northeast Structural Genomics consortium
target protein CC1736. (a) Ribbon drawing of the conformer exhibiting the
smallest residual constraints violations. α-Helices and β-strands are
depicted, respectively, in red/yellow, and cyan. (b) Superposition of the
polypeptide backbone of the 20 conformers chosen to represent the NMR
solution structure. The higher precision of the atomic coordinates of the
regular secondary structure elements is apparent when compared with the
loops. (c) The polypeptide backbone is represented by a spline function
through the mean Cα coordinates, where the thickness represents the rmsd
values for the Cα -coordinates after superposition of the regular secondary
structure elements for minimal rmsd. The superpositions of the best
defined side chains of the molecular core are shown in green to indicate the
precision of their structural description. (d) Same as in (c), also showing
the superposition of the more flexibly disordered side chains on the protein
surface. The protein sample was provided by Drs. Acton and Montelione,
Rutgers University. Courtesy of Yang Shen. (See color plate p. xlv).
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positions for the ensemble of conformers.
Additional criteria, such as the number
and size of residual constraint violations
or the completeness of stereo-specific res-
onance assignments, can be used to assess
the quality of an NMR structure.

6
Dynamics

Proteins are not rigid but quite dynamic
biological macromolecules. In fact, the
internal mobility of proteins is of key im-
portance for their function. Nuclear spin
relaxation experiments provide unique in-
sights into protein dynamics on the sub-
nanosecond to millisecond timescale. This
is because the KHz to MHz random mag-
netic field fluctuations associated with the
motions can be monitored by measur-
ing relaxation parameters. In particular,
for 15N, 13C, and 2H-labeled proteins,
the measurement of corresponding non-
proton relaxation parameters can afford
a rather complete coverage of the en-
tire protein.

In a typical protein dynamics study, lon-
gitudinal (T1) and transverse relaxation
times (T2) and heteronuclear Overhauser
effects are measured. These measure-
ments can be complemented by use of
multidimensional exchange spectroscopy,
which provides information regarding very
slow motional modes on the ∼100 ms
timescale. The first key challenge that
is encountered for proper interpretation
of relaxation parameters is the dissection
of the impact arising from the overall
rotational reorientation and the internal
motional modes.

While the overall tumbling of the
protein is important for ‘‘finding’’ an
interaction partner, the internal motional
modes are likely the key to linking

function with dynamics. Proteins are
usually not of spherical shape, so that their
overall tumbling can be highly anisotropic.
Any failure to accurately consider this
anisotropy leads to a biased picture of
the internal motions. Once the overall
tumbling properties of a protein are
known, the proper selection of an internal
motional model remains as the second
key challenge. In the so-called ‘‘model-
free’’ approach, the internal motional
mode is described by a minimal set
of two parameters: an order parameter
reflecting spatial motional restriction and
a correlation time. Importantly, the model-
free approach is limited to situations in
which the internal motions occur on a
faster timescale than the overall tumbling.
In contrast, detailed assumptions on the
nature of the internal motions are made
within the framework of analytical models.
These are inferred from either intuition or
molecular dynamics simulations.

Comparable to reaction mechanisms in
chemical kinetics, motional models can
never be truly ‘‘proven’’ by measurement
of spin relaxation parameters. Instead, one
can only attest consistency between model
and experimental parameters. This is
because the complexity of possible spatial
motional modes far exceeds the complexity
that can be encoded in a rather small
number of scalar relaxation parameters.
In the same spirit, a more extensive
body of data, for example, relaxation
parameters measured for various types
of nuclei at different magnetic field
strengths, allows one to develop more
refined multiparameter motional models.
Very recently, the measurement of RDCs
(see Sect. 3) has been established as
a valuable complement to characterize
protein dynamics.

Among the currently better character-
ized motional modes are low-amplitude
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segmental motions of loops, large-
amplitude flipping of aromatic rings and
disulfide bonds, as well as the relative mo-
tion of entire domains in multidomain
proteins. Moreover, important progress
has been made in recent years to link
the investigation of protein motion with
functional aspects.

7
Hydration

Proteins have evolved in aqueous so-
lution, and their surface interacts with
water molecules. Hence, protein hydration
plays a key role for understanding struc-
ture, dynamics, and function of proteins.
In particular, macromolecular recognition
involves protein surfaces: the hydration
water molecules need to be ‘‘stripped
off’’ prior to the formation of direct con-
tacts between biological molecules. Hence,
thermodynamics and kinetics of protein
hydration deserve proper consideration in
structural biology. Two NMR techniques
provide complementary insights into pro-
tein hydration: measurement of 1H−1H
NOEs between water molecules and pro-
tein, and measurement of 17O and 2H
nuclear spin relaxation times at different
magnetic field strengths.

For a few selected systems, such studies
have shown that more than 95% of the
water molecules being in contact with the
protein surface are less than twofold mo-
tionally retarded compared to bulk water
molecules. Hence, it appears that stripping
off the hydration layer can hardly consti-
tute a rate-limiting step for biomolecular
interactions. This finding has evidently far-
reaching consequences for understanding
the kinetic properties of biological systems.
In contrast to the very mobile hydra-
tion water molecules with ‘‘lifetimes’’ on

the picosecond timescale, water molecules
with longer lifetimes on the millisecond
timescale have been identified and char-
acterized. These may well play an integral
structural role for proteins.

8
Folding

The rules governing the folding of a
protein from an ensemble of ‘‘random
coil’’ state into its native, functional con-
formation remain a major enigma of
structural biology. NMR spectroscopy has
been extensively employed to investigate
thermodynamics and kinetics of protein
folding. Measurement of chemical shifts
(see Sect. 3), spin relaxation parameters
(see Sect. 7), exchange spectroscopy (see
Sect. 6), as well as determination of back-
bone amide proton–deuteron exchange
rates can provide valuable insights. The
majority of NMR studies focused on a
few small model systems. These studies
fostered the development of intriguing
theoretical concepts shaping our view of
how protein folding may take place, but
have as yet not lead to algorithms en-
abling one to predict protein structure
from sequence. In fact, even the existence
of a concise algorithm to predict protein
structure, for example, from first physi-
cal principles, could be called in question.
John von Neumann noted in the frame-
work of his automata theory, that systems
may exhibit a degree of complexity, which
is so high that their (empiric) description
represents the easiest approach to assess
them. Such complex systems have subse-
quently been named von Neumann systems,
and one may ask the question whether
proteins are possibly such systems. If so,
it appears that the solution of the pro-
tein folding problem through structural
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genomics (see Sect. 9) might be the most
viable way to proceed. Notably, all methods
currently available for ‘‘ab initio’’ predic-
tion of protein structures, that is, without
direct reference to an experimental tem-
plate, rely on our empiric knowledge of
protein structures. Recently, NMR studies
have also proven the common existence of
intrinsically unstructured but functional
proteins, and showed that folding of pro-
teins may take place upon binding to their
physiological target molecules.

9
Structural Genomics

Since the genetic code is known, genomic
DNA sequences can provide the amino
acid sequence of all proteins encoded in

a genome. However, since the protein
folding problem (see Sect. 8) is not solved,
the three-dimensional structure of the pro-
teins cannot be inferred from sequence
alone. One central aim of the new disci-
pline of ‘‘structural genomics’’ is to make
available at least one experimentally deter-
mined protein structure for each naturally
occurring family of sequence homologs.
This shall allow one to (1) homologically
model the remaining members of the fam-
ily using an experimental X-ray or NMR
structure as a template, and (2) support
the functional annotation of the gene en-
coding the protein. One may thus argue
that structural genomics corresponds to
seeking a ‘‘semi-empirical’’ solution of the
protein folding problem.

Structural genomics relies on high-
throughput structure determination

Fig. 10 ‘‘Structure gallery’’ accessible
at the Web site of the Northeast
Structural Genomics consortium in the
United State (http://www.nesg.org),
documenting successful
implementation of a high-throughput
NMR structure production pipeline.
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(Fig. 10). Protein NMR spectroscopy
has only very recently been shown
to be a valuable technique for
structural genomics (and thus also
for systems biology). The ability to
achieve protein structure determination
(see Sect. 5) in high throughput depends
primarily on: (1) sensitive high-field NMR
spectrometers equipped with cryogenic
probes (see Sect. 2); (2) methodology for
rapid NMR data acquisition (see Sect. 4);
(3) software for efficient analysis of NMR
spectra and fast structure calculation;
and (4) methods for automated structure
quality assessment, validation, and data
bank deposition. The setup of an
efficient NMR-based structural genomics
pipeline thus requires development of
methodology, which strengthens the
scientific infrastructure available for NMR-
based structural biology in general.

See also Protein Modeling; Pro-
tein Structure Analysis: High-
throughput Approaches; Proteo-
mics; Structure-based Drug Design
and NMR-based Screening.
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Keywords

Fractionation
The process of separating different proteins based on differences in their properties,
such as size, charge, shape, solubility, and binding properties.

Inclusion Body
An insoluble form of a recombinant protein often observed when the protein is
overproduced in a bacterial expression host.

Protein
A macromolecule formed by the covalent joining of amino acids to make a polypeptide.
The properties of a protein are determined by the number and sequence of its amino
acids, and how the polypeptide chain folds into a native structure. Proteins can
function as enzymes, as structural components, or as regulators.

Protein Refolding
Protein in an inclusion body is solubilized with a denaturant and then the denaturant
is removed to allow the protein to reform its native structure, determined by its
primary sequence, and its biological activity.

� Protein purification is the process of separating a given protein from all the
other proteins, nucleic acids, polysaccharides, lipids, metabolites, and other small
molecules in a cell extract. This purification is done ideally with reasonable speed,
yield, final purity, and economy, while retaining the biological activity and chemical
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and structural integrity. A purification scheme involves a series of fractionation steps
that exploit the many differences in the properties of the protein of interest and
the other components in the mixture. Design of such fractionation steps must take
into account the molecular forces that determine molecular interactions between
proteins and various materials used in purification. Care must be taken to prevent
inactivation, degradation or absorptive losses during the purification. In recent years,
most researchers purify recombinant proteins whose genes have been cloned into
an expression vector and expressed in a suitable expression host organism, often the
bacterium Escherichia coli. The use of purification tags to aid in affinity purification is
common. Sometimes, the overproduced protein is found as an insoluble inclusion
body that must be isolated, solubilized by denaturants, and then refolded.

1
Introduction

The magnitude of the challenge of protein
purification becomes clearer when one
considers the mixture of macromolecules
present in a cell extract. In addition to
the protein of interest, several thousand
other proteins with different properties are
present in the extract, along with nucleic
acids (DNA and RNA), polysaccharides,
lipids, and small molecules. The pro-
teins present in the bacterium Escherichia
coli may be dramatically visualized after
resolution by two-dimensional gel elec-
trophoresis as shown in Fig. 1. A given
protein may be present at more than 10%
or at less than 0.001% of the total pro-
tein in the cell. Enzymes are found in
different states and locations: soluble, in-
soluble, membrane bound, DNA bound,
in organelles, cytoplasmic, periplasmic,
and nuclear. The challenge, therefore, is
to separate the protein of interest from
all of the other components in the cell,
especially the unwanted contaminating
proteins, with reasonable efficiency, speed,
yield, and purity, while retaining the bio-
logical activity and chemical integrity of
the polypeptide.

Sections 1 to 6 provide background on
classical protein fractionation and purifi-
cation; that is, the isolation of a pro-
tein from its natural source. Sections 7
and 8 give a brief introduction to
overproduction and purification of re-
combinant proteins cloned and overex-
pressed in a bacterial host expression
system.

2
Types of Molecular Interactions and
Variables that Affect Them

With regard to protein structure and
stability and the interaction between
an individual protein and other pro-
teins, DNA, or materials used in protein
purification, one must understand the
molecular forces involved and how the
strength of these forces varies as one
varies conditions such as temperature,
pH, and ionic strength of a solution.
The atomic interactions that seem to
be the most important with regard to
protein interactions are hydrogen bonds,
hydrophobic interactions, and ionic in-
teractions. These are described briefly
below.
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Fig. 1 E. coli proteins resolved on a two-dimensional gel. The approximate
isoelectric point and molecular weight scales are indicated. E. coli K12 strain
W3110 was labeled with 35SO4 during growth in glucose minimal medium at
37 ◦C. A composite autoradiogram was made from nonequilibrium (left side) and
pH 5–7 (right side) isoelectric focusing gels. (Adapted, with permission, from
Neidhardt, F.C., Phillips, T.A. (1985) The Protein Catalog of E. coli, in: Celis, J.E.,
Bravo, R. (Eds.) Two-Dimensional Gel Electrophoresis of Proteins, Academic Press,
New York, pp. 417–444.)

2.1
Hydrogen Bonds

Hydrogen bonds (Fig. 2) occur when a
proton is shared between a proton donor
(−NH and −OH) and a proton acceptor
(O=C− and :N−). Optimal hydrogen
bonds have a linear geometry and a
distance between the donor and acceptor
atoms between 2.6 and 3.1 Å. Hydrogen
bonds are stronger at low temperature
and are weakened as the temperature is
raised.

2.2
Hydrophobic Interactions

Nonpolar residues (isoleucine, leucine,
valine, phenylalanine, and tryptophan)
cannot make favorable hydrogen bonds

with water. In order to avoid water, they
tend to come together in a so-called hy-
drophobic interaction (see Fig. 2) usually
resulting in their being buried in the inte-
rior of a protein. Hydrophobic interactions
are strengthened at high salt and high
temperature.

2.3
Ionic Interactions

Ionic interactions (see Fig. 2) occur
between charged molecules, with like
charges repelling and opposite charges
attracting. The force of the electrostatic in-
teraction is given by an approximation of
Coulomb’s law, E = ZAZBe2/DrAB, where
rAB is the distance between two charges,
A and B, ZA, and ZB are their respec-
tive number of unit charges, e is one
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Fig. 2 Hydrogen bonds, hydrophobic interactions, ionic interactions.

unit of electronic charge, and D is the
dielectric constant of the solvent. The
strength of ionic interactions is there-
fore inversely proportional to the distance
between the charges and the dielectric
constant of the solvent, which varies
from 2 in nonpolar solvents like hex-
ane to 80 in highly polar solvents such
as water. Ionic interactions are weakened
as the ionic strength of the solvent in-
creases and the charge is shielded by
counterions. Ionic interactions are af-
fected by the pH of the solution, since
pH determines the number of charged
residues.

2.4
Variables that Affect Molecular Forces

One can vary conditions to affect the
relative strength of the above molecular
forces. One can easily vary temperature,
ionic strength, ion type, dielectric constant,
and pH. In a few cases, researchers have
also varied pressure.

3
Protein Properties that Can Be Used as
Handles for Purification

The reason one is able to purify one protein
from a mixture of thousands of proteins
is that proteins vary tremendously in a
number of their physical and chemical
properties. These properties are the result
of proteins having different numbers and
sequences of amino acids. The amino
acid residues attached to the polypeptide
backbone may be positively or negatively
charged, neutral and polar, or neutral and
hydrophobic. In addition, the polypeptide
is folded in a very definite secondary
structure (α-helices, β-sheets, and various
turns) and tertiary structure to create a
unique size, shape, and distribution of
residues on the surface of the protein.
By exploiting the differences in properties
between the protein of interest and other
proteins in the mixture, one can design a
rational series of fractionation steps. These
properties include the following.
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3.1
Size

Proteins may vary in size from peptides
of a few amino acids (with molecular
weights of a few hundred) to very large
proteins containing over 10 000 amino
acids (with molecular weights of over
1 000 000). Most proteins have molecular
weights in the range 10 000 to 150 000
(see Fig. 1). Proteins that are part of
multisubunit complexes may reach much
larger sizes. Proteins are often fraction-
ated on the basis of size (really on the
basis of effective radius or Stokes’ ra-
dius) by passing down a gel-filtration
column (or size-exclusion column (SEC).
The column is filled with porous beads
with characteristic pore sizes. The largest
proteins cannot penetrate into the bead
and are excluded and elute first in what
is called the void or excluded volume.
Very small proteins and salts easily pass
in and out of the beads and see the
entire volume of the column (the col-
umn volume). Other intermediate-sized
proteins elute between the void and the
column volume based on how much
time they spend outside and inside the
beads.

3.2
Shape

Protein shapes range from approximately
spherical (globular) to quite asymmet-
ric. The shape of a protein influences
its movement through a solution dur-
ing centrifugation, through small pores
in membranes, into beads during gel
filtration, or through gels during elec-
trophoresis. For example, consider two
monomeric proteins of the same mass
where one is spherical and the other
is cigar shaped. During centrifugation

through a glycerol gradient, the spher-
ical protein will have a smaller Stokes’
radius and, thus, will encounter less fric-
tion as it sediments through the solution.
It will sediment faster, and thus, appear
to be larger than the cigar-shaped protein.
On the other hand, during size-exclusion
chromatography, the same spherical pro-
tein with its smaller Stokes’ radius will
more readily diffuse into the pores of a
gel-filtration bead and will elute later, thus
appearing smaller than the cigar-shaped
protein.

3.3
Charge

The net charge of a protein is determined
by the sum of the positively and nega-
tively charged amino acid residues. If a
protein has a preponderance of aspartic
and glutamic acid residues, it has a net
negative charge at pH 7 and is termed
an acidic protein. If it has a preponder-
ance of lysine and arginine residues, it is
considered to be a basic protein. The equi-
librium between charged and uncharged
groups and hence the charge of a protein
is determined by the pH of the solution.
The charge of the ionizable groups found
on unmodified proteins as a function of
pH is shown in Table 1. Generally, one
used a positively charged resin (an anion-
exchange column) to bind a negatively
charged protein and a negatively charged
resin (a cation-exchange column) to bind
a positively charged protein. Bind the pro-
tein to the column at low salt (e.g. 0.1 M
NaCl) and elute with an increasing salt
gradient. At some stage, the ionic attrac-
tion of the protein to the column resin
will become weak enough to cause the
protein to dissociate from the column and
elute.
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Tab. 1 The charge of the ionizable groups found on unmodified proteins as a function of pH.

Ionizable group pKa
a pH 2 pH 7 pH 12

C-terminal (COOH) 4.0 0 0 0 0 0 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Aspartate (COOH) 4.5 0 0 0 0 0 0 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Glutamate (COOH) 4.6 0 0 0 0 0 0 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Histidine (imidazole) 6.2 + + + + + + + + + 0 0 0 0 0 0 0 0 0 0 0 0
N-terminal (amino) 7.3 + + + + + + + + + + + 0 0 0 0 0 0 0 0 0 0
Cysteine (SH) 9.3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 - - - - - - - - -
Tyrosine (phenol) 10.1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 - - - - - - -
Lysine (amino) 10.4 + + + + + + + + + + + + + + + + + 0 0 0 0
Arginine (guanido) 12.0 + + + + + + + + + + + + + + + + + + + + 0

apKa is the pH at which the ionizable group is half ionized. The precise pKa value for a given ionizable
group can be influenced by the immediate local environment.

3.4
Isoelectric Point

The isoelectric point (pI) is the pH at
which the charge on a protein is zero
and is determined by the number and
titration curves of the positively and
negatively charged amino acid residues
on the protein. Protein pI values generally
range from 4 to 10 (Fig. 1). An example
of a theoretical titration curve and pI
determination of E. coli RNA polymerase
transcription factor, sigma32 (σ 32), is
shown in Fig. 3.

3.5
Charge Distribution

The charged amino acid residues may
be distributed uniformly on the surface
of the protein or they may be clustered
such that one region is highly positive
while another region is highly negative.
Such nonrandom charge distribution can
be used to discriminate among proteins.
An example is the E. coli σ 32 protein
(Fig. 3). At pH 7.9, σ 32 has a negative
charge of −46 and a positive charge of
+40, giving a net charge of −6. It is able

to bind reasonably tightly to both anion-
and cation-exchange columns, apparently
because its charged residues are not evenly
distributed on the surface. This property
can be used to purify this protein because
most proteins will not bind to both types
of ion-exchange columns under a single
solvent condition.

3.6
Hydrophobicity

Most hydrophobic amino acid residues are
buried on the inside of a protein, but some
are found on the surface. The number
and spatial distribution of hydrophobic
amino acid residues present on the sur-
face of the protein determine the ability
of the protein to bind to hydrophobic
column materials (as in hydrophobic in-
teraction chromatography or HIC) and,
therefore, can be exploited in fraction-
ation. Generally, load a protein mixture
onto a HIC column at high salt (e.g. 1 M
ammonium sulfate), where hydrophobic
interactions are strongest, and then elute
with a decreasing salt gradient to succes-
sively elute more and more tightly bound
proteins.
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Fig. 3 Titration curve and isoelectric point (pI) of E. coli σ 32. This graph shows
theoretical plots of the number of positively charged and negatively charged
groups and the net charge as a function of pH for the E. coli RNA polymerase
transcription factor σ 32, based on its amino acid sequence. The pI is indicated
by the asterisk and is 5.78. The charged groups are Arg (23), Lys (16), His (6),
Tyr (7), Glu (22), and Asp (23). This plot was generated using the Genetics
Computer Group Sequence Analysis Software package.

3.7
Solubility

Proteins vary dramatically in their solubil-
ity in different solvents, all the way from
being essentially insoluble (<10 µg mL−1)
to being very soluble (>300 mg mL−1).
Key variables that affect the solubility of
a protein include pH, ionic strength, the
nature of the ions, temperature, and the po-
larity of the solvent. Proteins are generally
less soluble at their isoelectric point where
there is less charge repulsion. Proteins are
commonly fractionated by adding higher
and higher concentrations of the mild salt,
ammonium sulfate. Generally, the solubil-
ity of a given protein will decrease about
10-fold as the ammonium sulfate increases
about 6% in saturation. (It takes about 760

gm of ammonium sulfate added to a liter
of water to give a 100% saturated solu-
tion, which is about 4.1 M, at 20 ◦C). Since
ammonium sulfate is mild and stabiliz-
ing to proteins, is relatively inexpensive
and pure, and is highly soluble, it is the
most common material used to fractionate
proteins on the basis of solubility.

3.8
Density

The density of most proteins is
between 1.3 and 1.4 g cm−3 and this
is not generally a useful property for
fractionating proteins. However, proteins
containing large amounts of phosphate
(e.g. phosvitin, density = 1.8) or lipid
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moieties (e.g. β-lipoprotein, density =
1.03) are substantially different in density
compared with the average protein and
may be separated from the bulk of proteins
using density methods.

3.9
Ligand Binding

Many enzymes bind substrates, effector
molecules, cofactors, or DNA sequences
quite tightly. This binding affinity can be
used to bind an enzyme to a column
to which the appropriate ligand or DNA
sequence has been immobilized. For ex-
ample, the transcription factor AP-1 is
purified by binding to a specific DNA affin-
ity column.

3.10
Metal Binding

Many enzymes bind certain chelated metal
ions (e.g. Cu++, Zn++, Ca++, Co++, and
Ni++) quite tightly, usually through inter-
actions with cysteine or histidine residues.
This binding can be used to bind an
enzyme to a column to which the ap-
propriate chelated metal ion has been
immobilized. See Sect. 3.15 on the use
of metal-chelate column for purification of
protein tagged by the addition of 6 to 10
terminal histidines.

3.11
Reversible Association

Under certain solution conditions, some
enzymes aggregate to form dimers,
tetramers, and so on. For example, the abil-
ity of E. coli RNA polymerase to be a dimer
under one condition (0.05 M NaCl) and a
monomer under another condition (0.3 M

NaCl) can be used if two fractionations
based on size are carried out sequentially
under those two different conditions.

3.12
Posttranslational Modifications

After protein synthesis, many proteins
are modified by the addition of carbo-
hydrates, acyl groups, phosphate groups,
or a variety of other moieties. In many
cases, these modifications provide handles
that can be used in fractionation. For ex-
ample, proteins containing carbohydrates
on their surface can often be bound to
columns containing plant lectins, which
are molecules capable of binding tightly to
certain carbohydrate moieties on glycopro-
teins. Phosphoproteins will in some cases
bind to a chelated Fe++ column.

3.13
Specific Sequence or Structure

The precise geometric presentation of
amino acid residues on the surface of
a protein can be used as the basis of
a separation procedure. For example, an
antibody that recognizes only a particular
site (epitope) on a protein can usually be
obtained. An immunoaffinity column can
be prepared by attaching a monospecific
antibody (which binds only to the protein
of interest) to a resin. Immunoaffinity
chromatography (IAC) can result in highly
selective separation and provides a very
effective purification step. One can also
immobilize a protein of interest and use it
to specifically bind another protein out of
a complex protein extract. This process is
called protein affinity chromatography.

3.14
Unusual Properties

In addition to the types of properties
mentioned above, certain proteins have
unusual properties that can be exploited
during their purification – an example is
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unusual thermostability. Most proteins
unfold and coagulate or precipitate when
heated to 95 ◦C. A protein that remains
soluble and active after such heat treat-
ment can be separated easily from the
bulk of the other cellular proteins. An-
other such property is unusual resistance
to proteases. These two properties often
go hand in hand. An interesting example
of a purification involving these proper-
ties is that of E. coli alkaline phosphatase.
The cellular extract is heated and the insol-
uble coagulated proteins are removed by
centrifugation. The supernatant that con-
tains the phosphatase is then treated with a
protease, which digests the remaining con-
taminating proteins, leaving an essentially
pure preparation of alkaline phosphatase.

3.15
Genetically Engineered Purification
Handles

With the advent of genetic engineering,
it has become relatively easy to clone the
cDNA encoding a given protein. It is then
possible to construct an overproducing
strain of E. coli that can be induced to
produce large amounts of a desired gene
product. Recently, it has become common
to alter the cDNA in such a way as to
add a few extra amino acids on the amino
terminus or the carboxyl terminus of the
protein being expressed. This added ‘‘tag’’
can be used as an effective purification
handle. One of the most popular tags is
addition of 6 to 10 histidines onto the
amino terminus of a protein. One then
purifies the protein by its ability to bind
tightly to a column containing chelated
Ni++ or Co++ in which it can be washed
and then eluted with free imidazole or by
lowering the pH to 5.9, where histidine
becomes fully protonated and no longer
binds to chelated metal.

3.16
What Can Be Learnt from the Amino Acid
Sequence of a Protein that is Useful in
Purification?

These days it is very common to purify
a protein in which the gene has been se-
quenced. Thus, one can easily deduce the
amino acid sequence of the correspond-
ing protein. Can this knowledge help in
designing a purification scheme? The an-
swer is that it can be somewhat, but not
very, helpful. It is easy to determine the
precise molecular weight of the polypep-
tide chain, but not to predict whether it
forms dimers or tetramer or is part of
a multisubunit complex. Its charge ver-
sus pH and its isoelectric point can be
determined as shown in Fig. 3, which
gives some idea as to which type of ion-
exchange column to use, but again this
will only be useful if it is not associ-
ated with other proteins. It is possible
to calculate its extinction coefficient on
the basis of its tryptophan and tyrosine
content, which is very useful when it
is pure. It is possible to determine if
it has membrane-spanning regions or it
has potential modification sites. One may
be able to deduce that it is a member
of a larger family of proteins by se-
quence alignment or by the presence of
conserved sequence motifs that suggest
cofactor affinity. However, its shape is
not known, since the three-dimensional
structure from sequence cannot yet be
reliably predicted. Its multisubunit fea-
tures cannot be predicted. Its ammonium
sulfate precipitation properties cannot be
predicted. Surface features such as hy-
drophobic patches, charge distribution,
or antigenic sites cannot be predicted.
Therefore, one must conclude that protein
purification is still an empirical science.
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4
Types of Separation Methods

There are a large number of separation
processes that can be utilized to fraction-
ate proteins on the basis of the properties
listed above. These are summarized in
Table 2. The sequential use of several of
these separation processes will allow the
progressive purification of almost any pro-
tein. If the processes are chosen carefully,
and if proper attention is paid to separation
conditions, and to maintaining the stability
of the protein, the purification will result in
reasonable efficiency, speed, yield, and pu-
rity, while retaining the biological activity
and chemical integrity of the polypeptide.

An example of a hypothetical protein
fractionation scheme is shown in Fig. 4.

This scheme relies on three of the most
common fractionation methods, ammo-
nium sulfate precipitation, ion-exchange
chromatography, and gel-filtration or size-
exclusion chromatography. The purifica-
tion summary in Table 3 is a typical way of
summarizing the yield and specific activity
of each of the major steps in a purifica-
tion scheme.

5
Protein Inactivation and How to Prevent It

A protein purification scheme will
generally not be considered successful
if the result is a protein that is pure,
but inactive. Therefore, one of the key
considerations in working with a protein
is to prevent it from becoming inactivated.

Tab. 2 Separation processes that can be utilized to fractionate proteins.

Separation process Basis of separation

Precipitation
Ammonium sulfate Solubility
Acetone Solubility
Polyethyleneimine Charge, size
Isoelectric Solubility, pI

Phase partitioning (e.g. with polyethylene glycol) Solubility

Chromatography
Ion exchange (IEX) Charge, charge distribution
Hydrophobic interaction (HIC) Hydrophobicity
Reverse-phase HPLC Hydrophobicity, size
Affinity Ligand-binding site
DNA affinity DNA-binding site
Lectin affinity Carbohydrate content and type
Immobilized metal affinity (IMAC) Metal binding
Immunoaffinity (IAC) Specific antigenic site
Chromatofocusing (CF) pI
Gel filtration/size exclusion (SEC) Size, shape

Electrophoresis
Gel electrophoresis (PAGE) Charge, size, shape
Isoelectric focusing (IEF) pI

Centrifugation Size, shape, density

Ultrafiltration Size, shape
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(36 mg)

Fig. 4 A hypothetical purification scheme.

Table 4 summarizes some of the main
reasons why a protein might become
inactivated and what can be done to
prevent this inactivation. In general, one
works quickly and at low temperature (in a
cold room or ice bucket) to avoid proteolytic
degradation. One avoids foaming or undue
exposure to oxygen and adds a reducing
agent to prevent oxidation. One uses a

buffer to maintain pH and a chelating
agent like EDTA to protect against heavy-
metal ions. Addition of 5% glycerol seems
to stabilize most proteins and reduce
adsorption to the walls of the container.
A low salt concentration (e.g. 100 mM)
helps increase solubility and prevent ionic
adsorption to surfaces. Table 5 gives a
good all-purpose buffer that in most
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Tab. 3 Summary of hypothetical purification in Fig. 4.

Fraction Total Protein
[mg]

Total
Activity [%]

Specific Activity Step Yield
[%]

Overall
Yield [%]

Extract 12 000 100 =1 =100
75

AS pptn (45–50%) 1800 75 5 75
80

IEC (pooled peak) 240 60 30 60
75

Gel filtration (peak) 36 45 150 fold purification 45 final yield

Pure standard 150

Tab. 4 Protein inactivation and ways of preventing it.

Reasons for inactivation How to prevent it

Oxidation, foaming Add DTT or TCEP, store under argon
Protease degradation Add protease inhibitors, cooler, purer
Adsorption to container Use polypropylene tubes, BSA carrier,

glycerol nonionic detergent, protein
more concentrated

Aggregation and precipitation Store less concentrated, add salt, pH
away from pI

Heavy metals Add EDTA, cleaner tube, reagents
Temperature inactivation Store cooler, add ligand or glycerol to

stabilize
Bacterial growth Use Tris, EDTA, azide, avoid PO4, OAc−
Enzymatic reaction (phosphatase) Cooler, purer, add specific inhibitor
Dissociation of

subunits/cofactors
Store more concentrated

pH changed Avoid CO2 in room, Tris changes pH
with temperature

Inactive/misfolded conformation Incubate at 37 ◦C to anneal the structure

Tab. 5 A good all-purpose buffer for keeping proteins happy.

TGED + 0.1 M NaCl

Buffer 50 mM Tris-HCl, pH 7.9 at 20 ◦C
Stabilizer 5% glycerol
Chelator 0.1 mM EDTA
Reducing agent 0.1 mM DTT (dithiothreitol)
Salt 0.1 M NaCl
Storage buffer – similar to above but has

50% glycerol. Will not freeze at
−20 ◦C. Best stored at −70 ◦C.
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cases will keep a protein active and
happy.

6
Protein Purification Strategy

How one designs a purification scheme
will, in large part, determine how suc-
cessful one will be in achieving the goal
of a protein purification: that of getting a
high yield of highly pure and active protein
in the minimal number of steps. Achiev-
ing a high final yield requires a high
recovery at each step. Four steps at 80%
step yield will be (0.8)4 = 0.41 = 41% fi-
nal yield, while 4 steps at 60% step yield
will give a 13% final yield. Final purity
will be guided by the intended use of the
protein, but it should be free of major
contaminants and any traces of enzymes
that interfere with the intended use. High
activity will depend on maintaining the sta-
bility of the protein as discussed in Sect. 5.
By choosing high-resolution fractionation
steps, one can achieve a given fold purifi-
cation in fewer steps. For example, if the
target protein is 0.01% of the total protein
in the extract, it will require a 104-fold pu-
rification. This can be achieved in 4 steps,
each giving a 10-fold purification, or 3
steps with a 22-fold purification, or 2 steps
capable of 100-fold purification. The fewer
the steps the faster the preparation, the
lower the protein losses the lower the cost
of the purification procedure. Some of the
key considerations in designing a purifica-
tion procedure are (1) to have a convenient
assay to follow purification; (2) choose a
starting material rich in protein; (3) take
precautions to minimize damage, inactiva-
tion or loss; (4) use the minimal number
of steps; (5) remove the bulk of material
quickly; (6) avoid unnecessary duplication,

dialysis, and delay; (7) generally use frac-
tionation steps in the order: precipitation,
ion exchange, affinity, sizing; and (8) use
high-resolution steps where possible.

7
Overproducing Recombinant Proteins

The advent of genetic engineering has
given us the ability to routinely clone
genes and overproduce their gene prod-
ucts. This has changed the way we think
about protein purification. For most pro-
tein purifications, one no longer starts with
large amounts of naturally occurring ma-
terial. Instead, clone the gene of interest,
insert it into a suitable expression vector,
transform the vector into a suitable ex-
pression host (e.g. E. coli), grow the cells,
induce the transcription of the gene of
interest, harvest the cells, break open the
cells and purify the overproduced recom-
binant protein. By using an expression
vector where the target gene has a strong,
inducible promoter, it is possible to ex-
press the target to levels as high as 20 to
40% of the total cellular protein.

The most commonly used bacterial
expression system was developed by Bill
Studier and colleagues at Brookhaven
National Laboratory, in the late 1980s.
The host strain BL21(DE3) is a derivative
of E. coli B that is deficient in several
proteases to help prevent proteolysis of
the recombinant protein and that has
an inducible copy of the T7 phage RNA
polymerase integrated as a phage lambda
lysogen in the bacterial chromosome. The
T7 RNA polymerase is kept repressed
by the lactose operon repressor due to
the placement of a lac operator near the
promoter. The gene of interest is inserted
into a multicopy expression vector under
the control of a T7 RNA polymerase
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promoter, also with a lac operator to
keep it off. The vector also contains an
extra copy of the lac repressor gene to
enhance repression. The repressor and
the presence of an additional plasmid
(pLysS, that encodes a T7 lysozyme to
inhibit low levels of T7 RNA polymerase
activity) help keep uninduced transcription
of the target gene low. When the cells have
been grown to the desired cell density,
the lac operon inducer, IPTG, is added
to about 1 mM, causing the repressor
to dissociate from the lac operators
and allowing expression of the T7 RNA
polymerase. The T7 RNA polymerase in
turn actively transcribes the many copies
of the plasmid-encoded recombinant gene
and the resulting mRNA is efficiently
translated into the protein of interest. The
result can be the production of very large
amounts of the recombinant protein, to
as much as 20 to 40% of the total cell
protein within about 4 h after induction.
This means that it is possible to purify
as much as 30 to 50 mg of recombinant
protein from 1 gm of wet weight bacterial
cell paste.

Several refinements have been intro-
duced in the last few years to improve
the chances that overproduction will be

successful, especially if one is trying to
overproduce a mammalian, plant, or ar-
chaeal protein. One problem is that human
proteins often use codons that are rarely
used in E. coli. These codons correspond
to E. coli tRNAs that are very low in
abundance in the cell. When one tries
to overexpress a gene containing many
of these rare codons, the result is that
very little, if any, of the protein is pro-
duced. This problem was originally solved
by changing the DNA sequence of the re-
combinant gene so that it did not contain
rare codons, but it contained the preferred
E. coli codons. A much easier and more ele-
gant solution has now been developed and
is marketed by several biotech research
products companies. This involves cre-
ation of an improved host bacterial strain
that has had 3 to 5 of its rare tRNAs
augmented. Many poorly expressed pro-
teins can now be expressed at very high
levels. Table 6 lists this and several other
problems that have been encountered in
protein overexpression in E. coli along with
how these problems have been solved or
alleviated. There are a wide variety of ele-
gantly engineered expression vectors and
bacterial expression hosts available from
many different biotechnology research

Tab. 6 Problems of poor recombinant protein expression and their solutions.

Problem Solution

1. Target gene contains rare E. coli
codons

Supplement host E. coli with rare tRNAs

2. Target mRNA is degraded Use E. coli strain deficient in RNase E
3. Target protein is toxic to host cells Use tighter repression, lower copy

plasmid
4. Target protein is a membrane protein Use a strain that has extra internal

membranes
5. Target protein needs to form disulfide

bonds
Use strain that is deficient in several key

reductases, Gor, TrxB
6. Product normally forms stable

heterodimers
Simultaneous coexpression of two

different proteins in one E. coli strain
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products companies worldwide. In addi-
tion to many E. coli-based expression hosts,
there are also expression hosts such as:
Bacillus subtilis, Pichia pastoris, Aspergillus,
baculovirus/insect cells, mammalian cells,
plants, and animals.

8
Refolding Proteins Solubilized from
Inclusion Bodies

One of the most common problems
in overexpressing a recombinant protein
in E. coli is the fact that while large
amounts of the protein are produced,
most of it is not soluble, but is found
as an insoluble inclusion body. Appar-
ently, the newly synthesized protein, when
partially folded into its native structure,
exposes some hydrophobic regions and
is quite sticky and prone to interaction
with other partially folded proteins, leading
to aggregation and inclusion body for-
mation. There are two main approaches
to dealing with inclusion bodies: (1) try
to increase the proportion of the over-
produced protein that is soluble; and
(2) purify the inclusion body, solubilize
it by dissolving it in a protein denatu-
rant, and then refold it into its native
structure.

8.1
Increasing Production of Soluble Protein

To purify the soluble material, one will
want to increase as much as possible the
proportion of the overproduced protein
that is soluble. The most common ap-
proach is to induce the overproduction
in cell growing at 20 to 25 ◦C. Appar-
ently, the slower growth rate and lower
temperatures results in more refolded pro-
tein and less aggregation and inclusion

body formation. People have tried co-
expressing cloned chaperone proteins to
facilitate proper folding, but this is not
common as it is only effective in some
cases. An elegant recent approach, has
been to grow the cells at 37 ◦C, shift the
temperature briefly to 42 ◦C to induce the
heat shock response, and then shift the
cells to 20 ◦C for induction. Often if two
proteins that normally form stable het-
erodimers are individually overexpressed
they are insoluble, but if coexpressed in
the same cell they form soluble, native het-
erodimers. Finally, many proteins remain
soluble when overexpressed as genetic fu-
sions with known proteins that readily
fold to form stable native structures (pro-
tein fusion partners like NusA, GST, and
TrxA).

8.2
Refolding Inclusion Bodies

If one chooses to refold protein solubi-
lized from inclusion bodies, it is com-
mon to first wash the inclusion bodies
with a nonionic detergent like TritonX-
100 to solubilize membranes and break
any unbroken cells. The washed inclu-
sion body is then almost pure, and is
ready to be solubilized. The real chal-
lenge is not the purification, but the
refolding. The key to refolding without
reaggregation and precipitation is to re-
fold under low protein concentration.
Under these conditions, the concentra-
tion of sticky, partially refolded material
is lower, decreasing the opportunity for
interaction and aggregation. However, for
larger preparations, the large volumes be-
come a major problem. Usually, one can
find refolding conditions that give effi-
cient refolding yields at reasonable protein
concentrations.
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8.3
A General Procedure for Refolding
Proteins from Inclusion Bodies

A general method that the author has
found to be quite effective for many
proteins is given below.

a. Grow cells and induce overexpression
of target protein.

b. Harvest cells, weigh cell pellet, store
frozen at -80 ◦C

c. Break cells by sonication (pLysS cells
are easy to break because of the pres-
ence of some T7 lysozyme). Otherwise
adding lysozyme helps.

d. Centrifuge cell lysate, wash the IB
pellet with 1% TritonX-100 to solubilize
membranes and membrane proteins,
then wash with buffer to remove
TritonX-100.

e. Solubilize IB with a denaturant such
as 6 M guanidium hydrochloride or
0.3% Sarkosyl to about 1 mg protein
mL−1. Difficult-to-refold proteins may
need to be diluted to 0.1 mg mL−1 in
denaturant; 8 M urea can also be used,
but there is a risk of carbamylation of
the protein.

f. Centrifuge out any undissolved mate-
rial and slowly drip dilute the solubi-
lized protein into 15 to 60 volumes
of suitable refolding buffer. Additives
or various buffer variables are often
used to improve folding efficiency of
a particular protein. These include
0.5 M arginine, 25% glycerol, varying
the pH, temperature, presence of di-
valent ions, and presence of redox
buffers.

g. Pass dilute refolded protein over a
suitable high-resolution ion-exchange
column, wash the column, and then
elute with an increasing salt gradient.
This step accomplishes several impor-
tant things: (1) it concentrates the dilute

protein; (2) it removes the denaturant;
(3) it removes impurities that do not
bind to the column or bind weaker or
stronger than the target protein; and
finally (4) it often separates refolded
monomer from soluble multimers that
tend to bind tighter and elute later in
the gradient.

h. The resulting protein is usually fully
active, homogeneous, and capable of
forming crystals suitable for three-
dimensional structure determination.

See also Proteomics.
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Keywords

Alternative splicing
Creation of several different protein variants from one gene sequence using different
exons.

Convergence
Independent invention of similar features.

Domain
A distinct (evolutionary) unit within a protein – can be defined from a structural,
sequence-based, functional, or evolutionary perspective. Here, we concentrate on the
structural and evolutionary domains.

Domain accretion
Tendency of eukaryote proteins to have more domains than their prokaryote homologs.

Domain architecture
The total number and type of domains within a protein and their relative orientations
to one another.

Domain combination
Two or more structural domains that have combined at some time within a protein
generally in tandem, though, domain insertions also exist.

Domain or protein family
Closely related sequences of domains or whole proteins.
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Essential gene; essentiality
Gene with a lethal knockout phenotype.

Gene silencing
Upon a gene duplication event, the redundant gene copy is turned nonfunctional.

Homolog; homologous
Inferred evolutionary relationship.

Inserted domains
Protein domain A inserted into another domain B, so that B is interrupted in sequence.

Linker region; linker sequence
Amino acid sequence joining two domains.

Neo-functionalization
Emergence of novel protein function, usually after relaxation of selection upon a gene
duplication event.

Nonsynonymous substitutions
Nucleotide substitutions that change the type of resulting amino acid.

Orphan (sequence)
Sequence without detectable homologs. Also called singleton.

Orthologue; orthologous
Homologs; homologous sequences related by descent, that is, speciation.

Paralogue; paralogous
Homologs; homologous sequences in one organism, related by gene duplication.

Protein Repertoire
The full complement of proteins encoded within an organism’s genome.

Proteome
The fraction of the protein repertoire that is expressed in a particular organism or cell
at a particular time.

Pseudogenes
Presumably untranscribed and untranslated, formerly active but now nonfunctional
genes.

Sequence–structure–function Relationship
Relationship between the sequence, structure, and function of a protein. Protein
evolution is marked by changes in these three characteristics at different rates.
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Structural class
Top level of the hierarchical classification of protein domains. Groups domains
according to their composition of alpha-helices and beta-strands.

Subfunctionalisation
Modification and divergence protein function, usually after relaxation of selection upon
a gene duplication event.

Superfamily
One or more families of related domains or whole proteins.

Superfold
Notion of folds that are populated by many superfamilies.

Synonymous substitutions
Nucleotide substitutions that do not affect the type of resulting amino acid.

Transcriptome
The complete collection of transcribed elements from a genome.

Unifold
Notion of folds that comprise only one or very few superfamilies.

Abbreviations

aa: amino acid (residues)
BDIM: birth-death-innovation models
CATH: class(C), architecture(A), topology(T) and homologous superfamily (H)
DNA: deoxyribonucleic acid
3D: 3-dimensional
EC: enzyme commission
GO: gene ontology
HGT: horizontal gene transfer
HMM: hidden Markov model
NCBI: National Center for Biotechnology Information
NRDB: non-redundant database
NTP: nucleotide triphosphate
PDB: protein data bank
RMSD: root mean square deviation
RNA: ribonucleic acid
SCOP: structural classification of proteins
TIM: triose phosphate isomerase
WHD: winged helix domain
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� Proteins are the key players in our cells. Their entirety is what we call an organism’s
protein repertoire, encoded in its genome. Proteins are made up of smaller units
called domains. Although single-domain proteins exist, the majority of proteins
consist of at least two domains; the individual domains and nature of their
interactions determine the function of the protein. Today, we have information
on the sequence and structure of many proteins and domains. These data enable
us to identify, describe, and compare the protein repertoires of a wide range of
organisms and how they are determined by the tight interplay of sequence, structure,
and function. The main evolutionary processes that form the protein repertoire are
duplication, recombination, and divergence of the encoding sequences. Here, we
describe these processes and how they affect protein structure and function. This
allows us to draw general conclusions on the evolution of the protein repertoire on
the organismal scale.

1
General Characteristics of the Protein
Repertoire

Millions of different species inhabit our
planet. One of the most fundamental
problems in biology is to describe, or-
ganize, and understand the evolution of
organisms that have very diverse charac-
teristics. Although natural selection does
not necessarily lead to an increase in
complexity as organisms evolve, it is appar-
ent that the complexity of certain lineages,
such as our own, has increased dur-
ing evolution.

The anatomy and physiology of an
organism and its changes during evolution
are determined primarily by its protein
repertoire. The modularity of proteins,
in turn, reveals the versatility of living
organisms and their amazing ability to
constantly evolve. One can imagine an
increase in complexity by employment of
three main mechanisms: (1) the invention
of novel modules, for example, proteins
or cells; (2) an increase in abundance of
existing modules and their divergence;
or (3) novel interactions between existing

modules. The first of these mechanisms, de
novo protein construction is relatively rare.

Here, we examine the protein repertoire,
how it was formed via the duplication and
recombination of existing modules, and
how this contributed to the multitude of
organisms that exist today. This provides,
in contrast to single protein analyses, a
much broader evolutionary insight into
phylogenetic relationships. Understand-
ing how the protein repertoire has evolved
to produce functionally diverse and distinct
proteins permits an appreciation of how
speciation and evolution have occurred at
a higher level.

1.1
Sequence, Structure, and Function

Proteins function as enzymes, regulators,
messengers, or receptors; they form cel-
lular structures, transporters, and storage
devices. Proteins enable cells to grow, di-
vide, and communicate with other cells
or to respond to environmental input.
They are found in cellular compartments
or even outside the cell, attached to
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the membrane or freely moving around.
Proteins bind other molecules, such as
DNA, RNA, lipids, metal ions, or carbo-
hydrates, but they also interact with each
other, forming large structures or func-
tional complexes.

Proteins are characterized by the inti-
mate relationship between their sequence,
structure, and function (Fig. 1). Proteins
of similar structure can have an enormous
variety of functions, and an example of
these are the TIM barrels. In contrast,
the same function, for example binding to
DNA, can be fulfilled by proteins of most
different structures.

Similarly, the sequence and structure
of a protein are intrinsically linked, and
the chemistry of certain residues along

with their surface location is responsible
for maintaining the function of bind-
ing to the receptor protein. Even though
apparently simple, understanding the re-
lationships between these characteristics
is crucial for an understanding of protein
evolution. The amino acid sequence de-
termines the structure a protein forms.
Homologous proteins are of common evo-
lutionary descent, and they often have
similar sequences. Such sequence similar-
ity is easy to detect and quantify with tools
available today. However, protein struc-
ture is more conserved than sequence,
and, frequently, the structure of related
proteins will be similar despite the se-
quences having greatly diverged from
one another.

>1PVH:B LEUKEMIA INHIBITORY FACTOR

CAIRHPCHNNLMNQIRSQLAQLNGSANALFILYYTAQGEP

FPNNLDKLCGPNVTDFPPFHANGTEKAKLVELYRIVVYLG

TSLGNITRDQKILNPSALSLHSKLNATADILRGLLSNVLC

RLCSKYHVGHVDVTYGPDTSGKDVFQKKKLGCQLLGKYKQ

IIAVLAQAF

Structure Sequence

Function

Fig. 1 Proteins are characterized by their sequence, structure, and function. The
sequence, individual domain structure (colored purple), and interacting structure
(with Gp130 colored blue) of leukemia inhibitory factor are shown (Protein Data
Bank (PDB) ID: 1pvh). Within the sequence and interacting domains residues that
are colored red form hydrogen bonds with the receptor. (See color plate p. xxxiii.)
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In the triangular relationship between
sequence, structure, and function (Fig. 1),
small changes at the level of the sequence
can produce either large or small changes
in the structure, which, depending on loca-
tion, may impact the protein’s function. A
single nucleotide substitution can produce
an amino acid change, which might al-
ter specificity or binding affinity. A classic
example of this is the discovery of sickle
cell anemia by Vernon Ingram in 1956,
the first disease that was documented on
a molecular level. Ingram showed that
the replacement of glutamic acid by va-
line at position 6 in hemoglobin β-chain
was responsible for the abnormality. This
substitution produces alterations in the
structure such that haem binding and thus
iron transport is compromised, resulting
in sickle cell–shaped red blood cells and
serious anemia.

In the following sections, we describe
some aspects of the sequence, structure,
and function of proteins and how they
relate to each other.

1.2
Related Proteins Form Families

In order to understand the protein reper-
toire and how it evolves, we need to
know the evolutionary or phylogenetic re-
lationships between the proteins. Margaret
Dayhoff was amongst the first to introduce
the notion that proteins can be grouped
into families and superfamilies of related
molecules and recognized the role of these
relationships in protein evolution. These
concepts of families and superfamilies
have played heavily into construction of
our present-day classifications of proteins.

A family was defined as a group of related
sequences based on sequence similarity.
The evolutionary relationship is obvious
from the amino acid sequence alone: if

two sequences are highly similar, the
proteins are likely to be related. Many
methods exist to detect these sequence
similarities today, for example, BLAST. As
we commented on earlier, the structure of
two related proteins can be remarkably
similar despite their sequence having
diverged beyond recognizable similarity.
In superfamilies, which can comprise
one or more related families, sequence
similarity is often undetectable, and the
evolutionary relationship is demonstrated
by structural and functional information.

A wonderful example of related proteins
with minimal or no sequence similarity
is the four-helical cytokine superfamily.
These proteins are known to bind to
receptors and trigger signaling cascades
functioning in immune and circulatory
systems. Distinctive structural features
reveal, however, that four-helical cytokines
can be subdivided into three different
families: the interferons that have a
fifth helix, the short chain cytokines that
have a small two-stranded beta-sheet and
subtle folding differences, and finally
the long-chain cytokines, which have
longer chains. The structure-based family
classification was confirmed by analysis
of the gene structure, which showed
remarkable conservation of intron/exon
structure with respect to the secondary
structure elements.

1.3
Most Proteins Fold into Structures

Most proteins fold into very distinct three-
dimensional globular structures. Protein
structures solved by X-ray crystallography
or NMR are deposited into the protein
data bank (PDB), a central repository for
all proteins of known structure. At a
basic level, we distinguish alpha-helices,
beta-strands that fold into sheets, turns,
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and loops, as structural elements. These
elements are connected to form simple
motifs. These structural motifs fold into
domains. Polypeptide chains or proteins
can consist of several such domains.

A small set of proteins are fibrous pro-
teins that often play structural roles in,
for example, keratin in hair. In addition,
a significant fraction of proteins do not
fold into distinct structures and form so-
called unstructured or disordered proteins.
Often, this group of disordered proteins
is overlooked when considering the pro-
tein repertoire. Machine learning neural
network predictors trained to detect re-
gions of sequence that are likely to be
disordered predicted that 35 to 51% of

eukaryote proteins have at least one disor-
dered region of >50 residues, and that fully
disordered proteins correspond to 11% of
proteins in Swiss-Prot and 6 to 17% of
proteins in various genomes. At this time,
most of our protein evolution knowledge
is derived from globular proteins – and it
is unclear how similar the evolution of
unstructured proteins is.

1.4
Domains are the Units of Protein Evolution

We now discuss one of the key concepts
for studying the protein repertoire – that
of protein domains, that is, the structural
and functional units that make proteins

P-loop
containing
nucleotide
triphosphate
hydrolases

Translation
protein

Elongation factor eEF-1alpha, 1jny

EF-Tu/eEF-1alpha
C-terminal domain

Fig. 2 Domains are the units that make proteins. The eukaryote
elongation factor eEF 1-alpha is a beautiful example of a protein that is
structured into domains: the P-loop hydrolase domain hydrolases GTP and
thus triggers conformational change, the Translation protein domain
interacts with the ribosome (not shown) in order to prolong translation.
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(Fig. 2). We also discuss the definitions,
classification schemes, and properties of
domains, and explain how domains allow
us to understand protein properties and
the evolution of proteins.

The concept of protein domains arose
when the first X-ray structures of proteins
were determined. These structures, for
example, globin or insulin, appeared to
be single compact entities. Other protein
structures seemed to contain several of
these compact entities, and this suggested
that proteins are divided into distinct
structural units that fold independently,
analogous to beads on a string. Typically,
domains are regions of compact protein
structure with a hydrophobic core. Levitt
and Chothia were the first to classify
the arrangements of secondary structure
elements in a set of proteins available
at that time. These representations led to
the identification of four distinct protein
classes: all-alpha, all-beta, alpha + beta
and alpha/beta – these remain the main
classes used today.

In 1974, Rossmann et al. realized that
domains represented evolutionary rather
than only structural units. They observed
that several nucleotide-binding domains
displayed structural similarity, and they
speculated that these domains had de-
scended from a domain present in an
ancestral protein. Importantly, they also
recognized the value of structural in-
formation for these analyses: only ‘‘a
combination of structure and sequence
permits a measurement of more distant
evolutionary relationships’’. Later, Murzin
et al. constructed the structural classifica-
tion of proteins database (SCOP), which
uses such an evolutionary domain defini-
tion (Fig. 3). In SCOP, a structural unit
within a protein only qualifies as a do-
main if it is observed in isolation as a
single-domain protein and/or in different

combinations with other structural units.
Evidence for the evolutionary relationship
between domains is taken from detailed
examination of protein structure, and, ad-
ditionally, sequence and function.

Alternative views on domains include
the idea that fold space consists of
repeated small structural motifs, such
as helix-turn-helix motifs, smaller than
the compact entities considered domains
in other structural approaches. Certainly,
folds such as TIM-barrels and other barrel
type structures consist of the same small
structural motif repeated several times. It
is easy to imagine how duplication and
assembly of the smaller motifs might lead
to the evolution of these larger protein
domains. Indeed, some protein fragment
matching and assembly-based approaches
have been very successful recently when
applied to the ab initio protein fold
prediction problem.

Protein domains are of great diversity,
and today there are many databases using
their own domain definitions and different
protein classifications. The definition of a
protein domain remains complicated and
can be approached from a structural, se-
quential, or functional perspective. For
answering evolutionary questions, how-
ever, it is crucial to define a domain in an
evolutionary context – and this is why we
use the term domain always with reference
to the evolutionary unit defined in SCOP.

1.4.1 Evolutionary Hierarchical Domain
Classification (SCOP)
SCOP is a completely manual classifi-
cation for proteins of known structures
and is considered by many as the gold-
standard classification. The hierarchical
classification starts at the level of indi-
vidual domains or small proteins (Fig. 3).
A SCOP domain typically has 100 to 250
amino acid residues, though smaller and
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All alpha All beta Alpha/beta Alpha+beta

Immunoglobulin-like
beta sandwich

Prealbumin-like Cupredoxin-like

Immunoglobulin Fibronectin type II Cadherin

Vset C1 set C2 set I set

Class

Fold

Superfamily

Family

Fig. 3 The SCOP classification. The hierarchical classification is illustrated by the example of the
Immunoglobulin domains. One representative structure is given at every level – note that not all folds
are shown for this class, and not all superfamilies for this specific fold.

larger domains do occur. Closely related
domains are then grouped into families
on the basis of having a common evolu-
tionary ancestor evidenced by structural
similarity and more than 30% sequence
identity. Superfamilies at the next level are
made up of families for which the structure
and function suggest a common evolution-
ary relationship, but which have sequence
identities below 30%.

The subsequent level of classification is
the fold. Superfamilies and families of do-
mains of the same fold have equivalent
major secondary structure elements in a
similar arrangement with the same topo-
logical connections. Superfamilies within
the same fold have an unresolved re-
lationship and may be convergently or
divergently related – but for which we are
currently lacking information either way.
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The final level of SCOP is class, which
comprises the original all-alpha, all-beta,
alpha/beta (a/b), alpha + beta (a + b), and
seven additional, smaller classes.

Note that in the literature, the expres-
sions fold, family, and superfamily are often
used with different and overlapping mean-
ings and the hierarchical levels are then
blurred. For example, fold is sometimes
used to describe superfamilies or even
single structures; or protein families are
not grouped into superfamilies. There are
many potential additional relationships be-
tween proteins for which we lack evidence
as yet, for example, between superfami-
lies of the same fold. As more protein
structures and sequences become avail-
able and our methods advance, some of
these relationships will be clarified and
classifications updated.

1.4.2 Alternative Domain Classifications
In addition to the evolutionary domain
definition used in SCOP, there are many
other systems of domain classification
and they use a variety of definitions and
methods. Some databases center their clas-
sification completely on structure, others
on sequence similarity; the classification
can be done manually, completely auto-
matically, or using a combination of both
approaches. Some so-called metasites, for
example, Interpro, combine the output of
several different databases.

An alternative and also commonly used
protein structural database is the classifi-
cation architecture topology and homology
(CATH) database. CATH uses structural
criteria and a domain definition similar
to the one used in SCOP. It classifies
domains into homologous superfamilies,
topologies, architectures, and classes using
a combination of manual and automated
methods. The main automated approach to
domain definition is to identify segments

of protein structure with more internal
contacts than contacts to other regions of
the structure. Additionally, there are many
other structural domain classifications,
for example, the families of structurally
similar proteins (FSSP) or the molecu-
lar modeling database (MMDB), both of
which are fully automated.

In both SCOP and CATH, the top
levels of the hierarchy are defined by
the three-dimensional structure, whereas
lower levels are identified by sequence
similarity. There is an extensive agreement
of the classification of the proteins in
both databases, although some exact
criteria on topological similarity have yet
to be determined. There are, however,
some striking differences between the
domain definitions of these two resources.
One such example is that of protein
kinases, which are classified as one single
domain in SCOP, but is split into two
domains in CATH (Fig. 4). In favor
of the CATH definition, there are two
distinct lobes within the kinase domain.
These two lobes, however, are only ever
found together and bind ATP at their
interface, and this strongly supports the
SCOP single-domain definition of kinases
as an individual evolutionary domain.
Such classifications are to some extent
subjective – it is important to remember
that alternatives exist and should be used
according to the precise context and what
question is being looked into.

Some databases rely on sequence rather
than structural similarity for clustering do-
mains into families. Examples of these
databases are Pfam and SMART, both
of which use HMMs as a basis for the
alignments they provide. Other databases
rely completely on the conservation of se-
quence stretches in multiple alignments,
such as the ones used for TRIBE-MCL
or ProtoMap.
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Fig. 4 Protein kinases, as defined in SCOP and CATH. On the left is the kinase domain (PDB
ID: 1hck) colored according to the CATH definition of two distinct structural domains (first
CATH domain residues 1–84 red, the second CATH domain residues 85–297 blue). On the
right, the same coloring is implemented; however, we also show the surface of the entire
kinase domain and the location of the bound ATP. This highlights the fact that in terms of
surface the entire domain appears as one globular structure, and the location of the ATP binds
at the interface of the two CATH defined domains. Functionally, both domains are necessary
for ATP to bind and therefore the single-domain SCOP definition seems more accurate in
terms of functional, evolutionary domain definition. (See color plate p. xxxiv.)

Sequence-based domain definitions have
the advantage that domains of as yet un-
known structure and unstructured regions
can be included. Homology from sequence
similarity, when present, is easier to detect
than from structural similarity. We are pos-
itive that when significant similarity exists
between two sequences, domains are ho-
mologous. However, in order to detect all
remote relationships, sequence similarity
alone is often insufficient and thus it is only
of limited use for answering evolutionary
questions. In such cases, other conserva-
tion of other structural features should
be included for consideration. Structure
and its finer details, for example, alpha-
helix caps, beta-bulges, conserved turns
and so on, is a potentially better tool
for understanding evolution of the protein
repertoire. Currently, such approaches are
limited to mostly manual analyses, and we
need to develop more automated tools to
render their use possible on a genome-
wide scale.

1.4.3 Implications and Complications
of Domain Definitions
The evolutionary domain definition in
SCOP and the knowledge inherent within
this classification on the relationships
between proteins have important impli-
cations. We discuss some of these below.

Firstly, information about the evolution-
ary relationships between domains is most
useful to identify homologous proteins in
different genomes. When we find domains
of the same superfamily in two different
proteins, we know that these proteins, or
at least parts of them, are related by de-
scent. The proteins must have arisen by
duplication and recombination of the an-
cestral sequence.

Secondly, the exact definition of a
domain in terms of its start and end
location within the protein sequence is
sometimes complicated. The domains can
be joined by long linker regions, which
sometimes fold into secondary structure
elements. Many domains can also have
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long insertions in the form of loops,
alpha helices, or other elements. In
the extreme case, whole domains, called
inserted domains, can be introduced into the
middle of another domain, interrupting
the sequence contiguity. Thus, despite
all efforts to consistently classify protein
structures, many exceptions or special
cases have to be considered.

Finally, it remains a matter of debate
whether individual folds (structural topolo-
gies) arose only once during evolution or
whether some of them arose by conver-
gence from unrelated ancestors. The basic
physicochemical interactions and associ-
ated structural and sequence motifs are
often conserved across different superfam-
ilies within one fold. In contrast, the same
activity and/or function can be performed
by two or more completely unrelated
structures. Anecdotal cases of convergent
evolution have been reported in the litera-
ture where there is currently no evidence of
the proteins being derived from a common
ancestor. A well-known example are serine
proteases: chymotrypsin and subtilisin are
members of two different superfamilies,
but the three-dimensional arrangement
of the catalytic residues and the reaction
mechanism are the same. Another exam-
ple is MutS and topoisomerise II, which
share a structural motif that in its dimeric
form is suitable for sensing DNA topology
and binding recombination intermediates.
Such examples might prove wrong once
our ability to detect remote homology im-
proves. When we do not have sufficient
evidence of different origins of two protein
folds, the relationship is really unresolved
in terms of evolution rather than a definite
case of convergent evolution. This general
lack of proof for convergent evolution led
to the suggested use of the term parallel
rather than convergent evolution.

There is, however, very little doubt that
domains with clear structure, sequence,
and/or functional evidence of homol-
ogy have one common ancestor, even
in the absence of detectable sequence
identity. While classification systems such
as CATH contain some information on
domain homology, to the best of our
knowledge, SCOP is the only one, which
defines domains from a more hierarchi-
cal evolutionary perspective and incor-
porates several homology levels. Thus,
the evolutionary domain definition in
SCOP provides the basis for many ex-
citing analyses into the evolution of the
protein repertoire. We can examine the
changes in structure across homologous
proteins, and how this is linked to changes
in sequence and function. We can also
compare orthologous proteins in differ-
ent organisms and try and understand
how they may contribute to organism-
specific features. Finally, knowledge of the
relationships between proteins can help
method development, such as to estab-
lish evaluation procedures for homology
recognition algorithms.

1.4.4 Domain Prediction
In order to study the protein repertoire,
for example, the number, distribution,
or sizes of domain families in different
organisms, we need as comprehensive as
possible knowledge on the presence or
absence of particular domains in those
organisms. While we currently know the
structure of more than 25 000 proteins, this
covers only a small fraction of all proteins
in a particular organism. We can increase
this coverage by predicting domains and
their structures. This is done by inference,
that is, exploiting homology with proteins
of known structure, or ab initio, that is,
prediction of the structure of proteins with
new folds.
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Many classification systems mentioned
above include algorithms to predict do-
mains based on sequence and/or struc-
tural homology. Today, we have the com-
plete genome sequence for more than
130 organisms, and, for example, with
the use of the SUPERFAMILY database,
it is possible to make domain predic-
tions for 40% of eukaryote sequences by
inferring homology from sequence sim-
ilarity – and these are the data that we
discuss here. Despite some apparent bi-
ases in the proteins of known structure,
for example, more globular and soluble
proteins, and overrepresentation of some
proteins of high biological interest, for ex-
ample, immunoglobulins and globins, we
assume that the conclusions drawn from
this partial information are still of general
relevance and depict a more refined picture
of the protein repertoires than that which
was previously known – and this picture
will continue to be polished as more data
becomes available.

1.5
How Many Different Families,
Superfamilies, and Folds Exist in Nature?

The first important question that may
arise, after consideration of appropriate
domain definition and classification, is on
the size of the protein universe, that is,
how many different families actually exist
in nature and how many novel families are
yet to be discovered.

There are more than 1200 domain su-
perfamilies in the current version of the
SCOP database, and it is likely that these
cover the most common superfamilies.
Estimates on the total number of folds
or superfamilies, however, vary – partly
due to the blurred definitions of fold
and superfamily. Early speculation about
the total number of protein families and

superfamilies relied largely on the rate
of discovery of new families, and they
predicted around 1000 common superfam-
ilies. When other assumptions or methods
were used, the estimates of the total num-
ber of existing families, superfamilies, or
folds vary from a few hundred to sev-
eral thousand.

In some respect, the exact number of
domain superfamilies might be of little
importance, since the distribution of the
number of proteins per superfamily or
the number of superfamilies per fold is
extremely uneven: a few folds are very
popular and have many superfamilies.
These superfamilies, in turn, also occur
in many different proteins (Fig. 5). These
folds are also called superfolds. Super-
folds often have very generic functions
and contain structures such as the P-
loop NTP hydrolases, Rossmann folds or
TIM barrels. In contrast, the majority
of novel folds that have been discovered
recently tend to only have a small num-
ber of superfamily members. They are
also known asunifolds; it remains unclear
how many of the unifolds encompass
the still unknown proportion of the pro-
tein repertoire.

1.6
The Distribution of Protein and Domain
Families Across Different Genomes

Once we have an idea of the number
of different domain families that exist in
nature, we might like to know how they
are distributed across different species.
We obtain a first and simple measure of
similarity between organisms, how they
are related and evolved, and how the
organisms’ complexity is determined by,
for example, the number of different
domain superfamilies that occur, their
kind, and size.
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Fold ID Fold # of
superfamilies

b.69 7-bladed beta-propeller 10
a.2 Long alpha-hairpin 11
d.15 Beta-Grasp(ubiquitin-like) 11
a.4 DNA/RNA-binding 3-helical bundle 12
a.60 SAM domain-like 13
b.34 SH3-like barrel 13
a.24 Four-helical up-and-down bundle 16
c.23 Flavodoxin-like 16
b.1 Immunoglobulin-like beta-sandwich 20
c.1 TIM beta/alpha-barrel 26
d.58 Ferredoxin-like 48
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Fig. 5 Distribution of the number of superfamilies within folds in SCOP 1.65. The inset table
provides details of the super- or hyper-folds with 10+ superfamilies. There are 602 folds, which have
only one superfamily – this is not shown as a bar on the histogram.

Early studies provided a census of
genomes in terms of structures, high-
lighting differences in preferences for
secondary structures and folds. Some stud-
ies suggest that globular domains occurred
early in evolution, with the alpha/beta class
being possibly the first.

Later, these analyses were tailored to
the distribution of domain families and
superfamilies; and again, any conclu-
sions we draw are from those 40% of
the sequences to which one or more
domains are assigned. For example, in
most metazoans, we find about 800 dif-
ferent domain superfamilies out of a
total of about 1200 known superfami-
lies, whereas the unicellular baker’s yeast
and bacteria have about 650 or even
fewer (Fig. 6). Some superfamilies are con-
served across different genomes; and the
more closely related are two genomes,
the larger the fraction of conserved su-
perfamilies. For example, around 400

superfamilies or 35% occur in 14 eu-
karyote organisms including yeast, inver-
tebrates, and vertebrates. The members of
these superfamilies form up to 90% of
the domains in these organisms, which
makes the protein repertoires between
these organisms very similar in terms
of domain composition. In contrast, only
about 20% of the domain superfamilies
or even less occur in all three kingdoms
of life. These 20% of all superfamilies
comprise, however, around 80% of all
domains.

This means that most of the su-
perfamilies evolved long before the
split of eukaryotic clades. Sequences
encoding domains of these superfam-
ilies have subsequently been dupli-
cated many times and are modified
and reused in many different con-
texts; and we discuss these mech-
anisms – duplication, modification, and
reuse – later in more detail.
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Fig. 6 Different features of the genome and
protein repertoire. From top: The total number
of sequences (genes) predicted for each
organism. The total number of different SCOP
domain superfamilies predicted with
SUPERFAMILY version 1.65 (http://supfam.mrc-
lmb.cam.ac.uk/SUPERFAMILY/). The average
number of proteins per domain superfamily that
is, number of duplicates per domain
superfamily. Finally, the number of different
two-domain combinations. Red – Archaea: Tac,
Thermoplasma acidophilum; Mja,

Methanocaldococcus jannaschii; Mth,
Methanothermobacter thermautotrophicus Delta
H; Hal, Halobacterium sp. NRC-1; Afu,
Archaeoglobus fulgidus DSM 4304.
Yellow – Bacteria: Mge, Mycoplasma genitalium;
Hpy, Helicobacter pylori 26695; Bsu, Bacillus
subtilis ssp. subtilis 168; Eco, Escherichia coli K12;
Sty, Salmonella typhimurium LT2. Blue – Eukarya:
Sce, Saccharomyces cerevisiae; Dme, Drosophila
melanogaster 3.2; Cel, Caenorhabditis elegans
WS123; Hsa, Homo sapiens 22.34d; Ath,
Arabidopsis thaliana 5. (See color plate p. xxxv.)

1.7
Proteins Interact

Proteins interact – they are part of com-
plexes, cellular structures, and pathways.
Many stable protein complexes are cru-
cial for the cell to work: the transcription

factor assembly, the splicing machinery.
Transient interactions of proteins or pro-
tein domains have important roles, for
example, in signaling cascades or cell cycle
regulation. These interactions are part of
protein function and hence constrain the
evolution of sequence. Indeed, proteins
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in stable complexes are more conserved
than proteins in transient complexes, and,
generally, the more interaction partners
a protein has, the slower it evolves. Pro-
teins with many interaction partners tend
to have well-conserved sequences and
frequently have essential functions. Do-
mains within proteins also interact, and
we discuss the details of their spatial ar-
rangement in a later section.

Recent years have produced an enor-
mous growth of genome-scale protein
interaction data and revealed that, simi-
lar to other biological phenomena, protein
interaction networks are of a scale-free
nature. The hubs in these networks, i.e.,
proteins with many interaction partners,
are either part of stable complexes or are
involved in crucial transient interactions
mentioned above. With a map of protein
interactions, we can better understand the
evolution of the protein repertoire with
reference to the constraints placed by in-
teractions and the resulting functions.

1.8
Proteins are Part of Pathways

Many proteins, for example enzymes or
signaling molecules, are part of path-
ways, such as in metabolism or signal
transduction. In the Escherichia coli small-
molecular metabolism, about 600 proteins
act in about 100 pathways, and one-quarter
of the enzymes are involved in multiple
pathways. Even this basic set of ancient en-
zymes seems to have evolved by means of
extensive duplication and recombination.

Whether the function of a single protein,
or of the entire pathway, is essential de-
cides whether the organism will survive in
case of a mutation and thus influences the
rate of evolution of the protein. Again, we
see many biases: most domain superfami-
lies occur in only a few pathways, whereas

a few domain superfamilies of very generic
function occur in many pathways.

The ‘‘Horowitz’’ model assumes that
duplicated enzymes tend to be employed
in the same pathway so that enzymes in
consecutive reaction steps are often homol-
ogous. However, despite extensive domain
and protein duplication across metabolic
enzymes, this is only partially true. For
most of the homologous proteins, the
catalytic mechanism or cofactor-binding
properties are conserved or only slightly
modified while the substrate specificity
has changed. This suggests that it is
much easier to evolve new binding sites
than new catalytic mechanisms. Thus, the
recruitment of homologous domains in
novel pathways primarily occurred on the
basis of catalytic mechanism or cofac-
tor binding, and this speaks against the
Horowitz model.

The network of biological pathways is
amazingly robust. More than half of all
genes in yeast have, when knocked out,
no, or hardly any, apparent effect on
the fitness of the organism, that is, they
are nonessential. Many of these genes
might, however, be of important function
under nonhomeostatic conditions such
as when subject to stress. The apparent
robustness is not only due to the functional
redundancy created by the many duplicate
genes but also by alternative routes to
producing the same molecules.

The same pathway in different organ-
isms can contain species-specific sets of
isozymes. Enzymes responsible for the
same reaction in the same pathway but
in different organisms can also be com-
pletely unrelated. This phenomenon is
called nonorthologous replacement, and one
example is lysyl-tRNA-synthetases, which
occurs in two unrelated protein families
across bacteria and archaea.
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The recruitment of single enzymes from
different pathways could be the driving
force for pathway evolution, and some en-
zyme families are capable of changing both
reaction and substrate chemistry. Such re-
cruitment seems more prevalent than, for
example, whole pathway duplication, en-
zyme specialization, de novo invention of
pathways, or retroevolution of pathways.
Together, these variations produce ‘‘mo-
saic’’ network of pathways in different
organisms with a widespread plasticity.

1.9
Protein and Domain Function

The function of a protein is usually deter-
mined by the interplay of its sequence
and three-dimensional structure. How-
ever, two proteins of very similar functions
may have arisen from different ances-
tor molecules and/or can have different
structures. A well-documented example of
functional convergence is the Ser/His/Asp
catalytic triad of the serine proteases found
in several different protein folds. The
converse is also true: proteins that are
structurally or evolutionarily related do not
necessarily have identical functions such
as is seen for the large TIM-barrel fold.

Similar to structure classification, the
identification and useful classification of
protein function is nontrivial. Several
classification schemes for protein function
have been developed in recent years, and
it is important to choose the scheme
according to the question that is to be
addressed. Each scheme has its own
advantages and disadvantages. One of the
oldest systems is that of EC-numbers,
classifying chemical reactions of enzymes.

A more recent classification, that
comprises both enzymes and nonenzyme
proteins, is gene ontology (GO) which
classifies protein subcellular localization,

molecular function, or the biological pro-
cess of proteins in three separate ontolo-
gies. The distinction between the molecu-
lar function of a protein and the biological
process in which it acts is very important,
and, to the best of our knowledge, GO is
the only classification system thus far that
makes it. For example, a kinase’s molec-
ular function is to transfer phosphate
groups. Kinases can, however, also act in
processes as different as signal transduc-
tion, glycolysis, or muscle movement. A
disadvantage or difficulty in GO is its non-
hierarchical character and that the depth of
description is inconsistent at various levels
of the graph.

1.9.1 Indirect Function Characteristics
The function of a protein is tightly coupled
to its sequence and structure, but also
to many other characteristics, such as its
interaction partners, its localization in the
cell, position in the genome, and so on.
These characteristics co-evolve and, thus,
they can be used to predict protein function
and to study function evolution.

Firstly, function prediction often relies
on sequence similarity, assuming that ho-
mologous proteins have related functions.
The predictions are reliable if the se-
quence identity to a homolog of known
function is greater than about 40%. If
the sequence identity is low, the three-
dimensional structure of the protein might
still give clues as to the function, but the
situation is much less clear.

Secondly, proteins of similar function
tend to co-localize on the genome. In
prokaryotes, genes that participate in
the same process tend to be organized
in an operon; but a nonrandom gene
order is also observed in eukaryotes.
Housekeeping genes, for example, tend
to form clusters on the chromosome.
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Thirdly, proteins of the same pathway
tend to interact. Fourth, a functional
link between two proteins is assumed to
encourage the physical fusion of the two
genes, and this approach has been termed
Rosetta Stone principle. In the fifth place,
two functionally linked proteins also tend
to show the same phylogenetic profile.
That means two genes that show the same
pattern of presence or absence in a number
of organisms tend to be functionally
linked. Penultimately, functionally related
proteins are often co-regulated in the same
subcellular compartment or have similar
effects on the knockout phenotype.

Last but not least, the existence of
the same domains in two proteins, for
example, two enzymes from different
organisms, and their interactions with
other domains can also tell us whether
these enzymes carry out a similar function.
Thus, the domain composition can be used
to predict protein function or localization.

1.9.2 Functional Annotation of Domains
The function annotation of protein do-
mains is even more difficult. GeneOntol-
ogy annotation is available for some Pfam
domains, but only a few hundred of them
have equivalents to SCOP domain super-
families. It is, however, difficult to use
a whole-gene-based annotation scheme,
such as GO, for domains. Most pro-
teins consist of several domains, which
can have different functions. For exam-
ple, a kinase domain can be found with
a lipid-binding and/or protein interac-
tion domain. Such considerations made
it necessary to develop a novel domain-
based annotation scheme, and Bashton
and Chothia have done so. Their scheme
is domain-centric and emphasizes domain
function in the context of domain neigh-
bors in multidomain proteins, providing
functional annotations for a subset of

SCOP domains. The annotation is based
on detailed examination of the protein
structures. In this domain-centric func-
tional classification scheme, domains are
classified into seven categories that encom-
pass catalytic activity, cofactor-binding,
responsibility for subcellular localization,
protein–protein interaction, and so forth.

2
Mechanisms in the Evolution of Single
Proteins and the Protein Repertoire

In the previous sections, we described the
characteristics of single proteins and of
the protein repertoire as it is encoded in
an organism’s genome. We will now focus
on the processes that form the protein
repertoire during evolution: firstly, whole
sequences or parts thereof are duplicated
and therefore the number of copies of
a protein or domain is increased in a
genome. This can amplify the function of
the protein, but also provides material for a
second mechanism: sequences, especially
of duplicated proteins or domains, diverge
by mutations, deletions, and insertions
that produce modified structures and
functions. Thirdly, whole genes or single
exons recombine so that novel protein
domain arrangements emerge.

2.1
Orthology and Paralogy

Before discussing the details of these three
mechanisms, it is important to introduce
an important notion on homology: the dis-
tinction between paralogy and orthology.

Paralogs are homologous proteins that
arose via gene duplication within one
organism (Fig. 7); they are also called
duplicate genes. The redundancy created
by gene duplication relaxes selection
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Gene duplication

Speciation

B′A B Fig. 7 Orthology and Paralogy. The tree
represents the orthologous and
paralogous relationships of a gene,
protein, or domain. Speciation results in
one copy of the gene in each species: A
and B are orthologs (gray and black
branch, respectively). A gene duplication
event in one species (gray branch)
results in B′, which is a paralog to B.

pressure and encourages the divergence of
protein function. In many cases, however,
paralogs still have identical or similar
biochemical activities.

Orthologs are protein homologs that
arose during a speciation and not a gene
duplication event. Thus, orthologous pro-
teins are still under selective pressure
and will often have identical functions in
different organisms. While we generally
observe a core proteome of 1 : 1 orthologs
across eukaryote organisms, orthologous
genes can, of course, also be duplicated.
If the duplication occurs after the spe-
ciation event, the duplicates are called
in-paralogs or co-orthologs, since the orthol-
ogy is ‘‘shared’’ between the duplicates.
If the duplication occurs before the spe-
ciation event, the duplicates are called
out-paralogs. A very useful database collects
clusters of orthologous groups of pro-
teins (COGs). Even though these groups
of proteins merge paralogs and orthologs,
proteins within these clusters often have
similar functions.

Finally, ‘‘horizontal’’ gene transfer, as
described below, introduces xenologs into
an organism, for example, proteins that are
homologous to proteins in another organ-
ism without these two organisms being
directly related by descent. In addition,
proteins that substitute for function in al-
ternative pathways or in nonorthologous
displacement, discussed above, could be

considered analogs, that is, proteins of
functional or structural similarity with-
out homology.

2.2
Duplication – Mechanisms to Create
‘‘More’’

Duplication of existing building blocks
drives evolution and creates paralogs
as mentioned above. Haldane (1932)
and Muller (1935) were the first to
note the importance of duplication, later
followed by more exact descriptions and
estimates. The genomes of organisms
of all three kingdoms of life seem to
be formed by many gene duplication
events, accompanied by extensive loss of
genes. This is also clear at the level of
domains: at least 58% of the domains in
Mycoplasma and 98% of the domains in
humans are duplicates. Nice examples of
evolution by gene duplication are the HisF
and HisA beta/alpha barrels, which have
arisen through duplication and fusion of
an ancient half-barrel.

Several different mechanisms can be
responsible for duplication of existing
available coding sequences. First, whole
genome duplication takes place as a conse-
quence of nondisjunction during meiosis
within species or hybrids. Whole genome
duplication has presumably occurred sev-
eral times at least during the evolution
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of eukaryotes: once in yeast, later another
one in vertebrates. The model plant Ara-
bidopsis thaliana shows evidence of at least
two rounds.

Second, whole chromosomes or parts
of chromosomes can be duplicated. There
are well-known human genetic disorders,
which are the result of such chromosomal
duplications. Perhaps the best known of
these is trisomy 21 or Down syndrome
in which affected people have a third
copy of chromosome 21. These types
of chromosomal aberrations are called
aneuploidy. The majority of chromosome
duplications or deletions are deleterious
since the duplication of a large number
genes causes severe dosage imbalance in
the levels of the gene products.

Third, single genes can be duplicated
via tandem duplication, retroposition, or
transposition as the result of ectopic re-
combination. Single gene duplication is
assumed to be a major mechanism for
the creation of recent duplicates. Tan-
dem duplications are the result of un-
equal crossing-overs during meiosis. Un-
equal crossing-over between misaligned
sequences generates a chromosome with
a duplicated region and a chromosome
with a deleted region.

Finally, part of a gene or one exon can
be duplicated in unequal crossing-overs or
replication slippage during DNA replica-
tion. Repetitive sequences can increase the
chances of unequal crossing-over. Replica-
tion slippage has been found to happen
for domains, resulting in long stretches of
repeated domains in some proteins.

2.2.1 Horizontal Gene Transfer
and Transposons
In addition to gene duplication, horizontal
gene transfer (HGT) plays an impor-
tant role in the evolution of prokaryote
genomes. HGT is the acquisition of new

genes via the movement of genetic mate-
rial between species, other than by descent.
Many eukaryote genes are found in bac-
teria, interestingly, however, not so in
archaea. In eukaryotes, the rates of HGT
seem much lower than in prokaryotes.
The presence of many genes that arrived
through horizontal transfer can seriously
distort our picture of the distribution of
protein and domain families and impair
the reconstruction of the correct evolution-
ary pathway. In fact, the extensive HGT in
prokaryotes led to the depiction of their
phylogeny being a ‘‘mesh’’ or network,
rather than a tree without a single common
bacterial ancestor.

Finally, eukaryote genomes appear to
be frequently shaped by jumping genes
or transposons that move around in the
genome, copying and pasting themselves.
Estimates suggest that at least half of the
human DNA consists of transposons, mak-
ing a total of around 4 million all together.
By their influence on protein structure,
for example, via insertion of additional do-
mains, they are of some influence on the
shape of the protein repertoire.

2.2.2 Duplication Leads to Protein
and Domain Family Expansions
While the earliest evolution of the protein
repertoire must have involved the ab initio
invention of proteins and domains, later
on, this may have been replaced by the
easier and more efficient reuse of existing
building blocks. Thus, it is unsurprising
that even the simplest bacterial genomes
are the product of extensive gene duplica-
tion and recombination.

Lineage-specific expansions of protein
families result from relatively recent du-
plications and are prominent in genomes.
Across bacteria, protein, and domain fam-
ilies that function as transcription factors
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or in signal transduction increase expo-
nentially in number with the size of the
bacterial genome. In eukaryotes, we ob-
serve the expansion of protein or domain
families with very specific functions, and
this can give clues on why the organ-
isms have different physiological features.
For example, the largest superfamilies in
humans are mostly involved in or part
of cell surface receptors, protein–protein,
or cell–cell interaction, signaling, or cy-
toskeleton structure, and this explains why
we can have so many different cell types
forming intricate tissues and organs.

Proteins that function as regulators
or cell-adhesion molecules are associated
with the advent of multicellularity, and
thus the expansion of protein or domain
families that have these functions give
clues as to how the multicellular organ-
isms evolved. For example, Immunoglob-
ulin and Cadherin domains expanded
in the fruit fly as compared to the ne-
matode worm. The functions of these
domains in cell-adhesion molecules in
the embryonic development of the ner-
vous system can explain why the fly has a
much more intricate nervous system than
the worm.

The observed extent of domain duplica-
tion varies – across different superfamilies
and across genomes. In vertebrates, such
as human and mouse, each domain super-
family occurs on average in 30 different
proteins, while in invertebrates, they occur
in only 20 proteins. The numbers are even
smaller for bacteria. Generally the duplica-
tion results in a distribution of family sizes
in genomes that follow a power law, with
remarkably constant parameters across
organisms. This means that there are
only a few highly abundant superfamilies,
for example, the P-loop NTP hydrolases,
NAD(P)-binding Rossmann domains and
certain kinase families. This relationship

was first recognized for gene family size,
later for domain families or even pseudo-
gene families, and its general implications
are discussed in a later section.

2.2.3 Reconstructing the Evolutionary
History of Proteins
A classic way to study evolution of a
protein repertoire is to reconstruct phy-
logenetic trees from sequence alignments
using one of several methods. One of the
most reliable but also the most computa-
tionally expensive are maximum likelihood
approaches, followed by parsimony, and
then distance methods. From the recon-
structed trees, it is possible to follow the
evolutionary pathway of a protein. This
permits an understanding of one protein
family – more recent approaches have in-
volved constructing trees for all or most of
an organism’s proteins in order to obtain
an overview of the evolutionary pathway
of as many components of the organ-
ism as possible. These kinds of analyses
can be performed on individual domains,
entire sequences, or on concatenated align-
ments of multiple proteins or domains.
Unfortunately, xenologs, that is, homologs
in organisms that are not directly re-
lated, create difficulties. Therefore, it is
advisable to consult several phylogenetic
trees since their consensus may reflect
the organisms’ true evolutionary relation-
ships best.

By reconciling a tree with a species
tree, it is then possible to estimate where
the duplication and speciation events took
place and this differentiates orthologs
from paralogs (Fig. 7). This method is
vital in phylogenomic-type approaches,
which attempt to elucidate function from
a proteins phylogenetic location within a
tree with respect to homologous proteins
of known function.
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2.3
Divergence after Duplication

In the absence of duplication, any muta-
tion that occurs is under selective pressure
to maintain the protein’s structure and
function. Once a domain or protein has
duplicated, this pressure is relaxed and
one copy of the domain can evolve a new
or modified function. This can occur by se-
quence divergence or by combining with
other domains to form a multidomain
protein with a new series of domains.
The positive, negative, or neutral effect
on the function determines if the dupli-
cate is retained. Apart from changes in
sequence, structure, and function, which
we discuss below, duplication also relaxes
selection pressure on other characteristics,
for example, gene regulation or expres-
sion patterns.

Many eukaryotes are diploid, which
means they have two copies of each chro-
mosome. Thus, there naturally exists a
duplicate of each gene. The diploid na-
ture of many organisms delivers potential
for divergence and modification of protein
function even without any additional gene
duplication. This is exemplified in many
well-known cases of dominant and reces-
sive mutations that are carried through
populations. One example is the recessive
mutation that is the cause of sickle cell
anemia, which we discussed earlier.

2.3.1 Changes in Sequence
The first level of changes that occur are
at the nucleotide level. Mutations can af-
fect a single nucleotide (point mutations)
or several adjacent nucleotides (segmen-
tal mutations). Depending on the type of
change caused by the mutational event,
there can be substitutions, recombina-
tions, deletions, insertions, or inversions.
Substitution mutations can be transitions,

where one purine is replaced by a different
purine or transversions, where a purine
is replaced by a pyrimidine or vice versa.
If these changes happen in protein-coding
regions, they can affect the amino acid
sequence in two different ways:

Many single nucleotide changes are
called synonymous substitutions, as they
do not alter the resulting amino acid
due to the redundancy of the genetic
code. Synonymous substitutions are not
as much affected by selection, as the
protein sequence and structure remains
the same, and they display similar rates
across different protein families. They
can therefore serve as a measure of
the overall substitution rate and the
absolute evolutionary distance between
two sequences.

In contrast, nonsynonymous substitutions
change the resulting amino acid and
are likely to affect the protein and fall
under selection. As a consequence of
different selection pressures on different
protein families, the nonsynonymous sub-
stitution rates vary enormously amongst
protein families.

We usually distinguish three different
effects of sequence changes: deleterious
(or negative), neutral, and advantageous
(or positive) mutations. The neutral effect
of, mostly, synonymous substitutions has a
long history in research. One common way
to analyze for advantageous mutations is to
compare the frequency of nonsynonymous
and synonymous substitutions. Examples
of advantageous mutations seem relatively
rare, and are observed in resistance or
pathogen defense genes, for example,
in MHC proteins. It is very difficult to
estimate the absolute or relative mutation
rates, as many different factors affect
them: the level of expression of the gene,
the function of the resulting protein, the
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essentiality of the gene, or the relative
amino acid cost.

2.3.2 Changes in Function
Once a gene is duplicated within a genome,
one of the two copies is free to evolve, while
the first can maintain the original function.
This evolution may produce modified or
new molecular functions that act within
the same biological process, or it could
create functionality within an unrelated
biological process. We distinguish three
major effects on protein function after
a duplication event. First, the redundant
sequence can have a highly negative effect
on the fitness of the organism and is
consequently silenced. The whole gene is
lost or turned into a ‘‘dead,’’ untranscribed
pseudogene. This is a very common process.
Second, the redundant protein can evolve
a new function that is different from
the original function, for example, by
sequence divergence or combination with
a novel domain partner, and this process
is called neo-functionalization. Last, if the
original gene has multiple functions, they
may become split between the two copies,
a process called subfunctionalization. In
eukaryotes, neofunctionalization is much
more common than subfunctionalization.

The evolution of domain function is
even more complicated, since a domain
can either have an independent function,
and/or contribute to the function of a
multidomain protein in cooperation with
other domains. In order to assess domain
function evolution, knowledge of the three-
dimensional structure is vital. Todd et al.
found that for most domains within a
superfamily the reaction chemistry is fully
or at least largely conserved. The substrate
specificity, rather than reaction chemistry,
is modulated; this often occurs via changes
in the kind of domains adjacent to
the catalytic domains, embellishments in

the active site, or by variations in the
oligomeric state of relatives. Catalytic
residues can ‘‘migrate’’ with respect to
their position in the amino acid sequence,
but their relative position in the three-
dimensional structure is mostly preserved.
In sum, domain function evolution occurs
in two major ways: first, a domain
can perform the same function, but in
different protein contexts, that is, with
different partner domains. Second, a
domain may diverge and acquire a novel
or modified function.

The way in which an individual protein
or protein domain will evolve is very much
dependent on the interactions it maintains
with other molecules. There is a high
level of evolutionary constraint on enzyme
binding sites that have chemically specific
ligands and restricted binding orientation
so that mechanistically the function can
still be maintained. Similarly, regulator
proteins that bind to specific DNA or RNA
sequences also need to maintain a very
specific binding site. Conversely, a protein
that binds a receptor protein is freer to
evolve as the receptor may co-evolve at the
same time. Therefore, proteins involved in
such interactions can evolve more quickly
than proteins that must bind and localize
a specific small molecule.

This is exemplified by the fast-evolving
four-helical cytokines, specifically human
and mouse Interleukin-5, the sequences
of which are 70% identical, but they will
no longer cross-bind to one another’s re-
ceptors. Such fast-evolving proteins often
seem to have functions with the im-
mune system – a facet of living organisms,
which needs to evolve quickly in order
to adapt to the many new and chang-
ing invasive viruses and bacteria present.
For immunoglobulins, crucial for anti-
gen recognition in higher eukaryotes, the
ability to evolve quickly is indispensable.
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Indeed, they have evolved the ability to
switch only one of their domains (the
variable domain or V-set) by alternative
splicing in order to create more combi-
nations, thus increasing the likelihood of
antigen recognition.

In sum, the nature of a protein domain’s
specific interactions, and the number of
interactions it is physically a part of, is
likely to impact greatly the rate of evolution
for that particular protein or at least the
domains within it. The greater the number
of interactions and the more constrained
structurally the binding partners, the
slower the evolution.

2.3.3 Structural Tolerance to Amino Acid
Changes – a Case Study on Globins
Implicitly, alterations within the amino
acid sequence of a protein will produce
changes in the resulting structure. How-
ever, the effect on the structure is depen-
dent on where in the protein the change
occurs. Traditionally, there have been two
approaches to understand tolerance to
amino acid changes – theoretical compar-
ison of related sequences and structures
from present-day organisms and mutage-
nesis experiments. In mutagenesis exper-
iments, the roles of specific residues in
the folding and stability of a protein are
probed by replacing them with alterna-
tive residues.

These two approaches convey a similar
message on acceptability of mutations in
proteins. The hydrophilic exterior of a
protein is tolerant to a wide variety of
mutations. However, there is a restriction
on the choice of mutations in the protein
interior; in general, mutations conserve
the hydrophobic nature of the core. Thus,
the nature and accessibility of the side
chains play an important role in the folding
and stability of proteins.

Globins represent wonderful examples
of how evolutionarily related proteins can
be of similar three-dimensional structure
and function, but of hardly recognizable
sequence similarity. The first two protein
structures to be determined, that of sperm
whale myoglobin and horse hemoglobin,
have only 28% sequence identity. Lesk
and Chothia examined the relationship
between sequence, structure, and packing
in globins in order to understand the
effect of sequence divergence on structure
and to understand how proteins adapt
to mutations.

Although there are approximately 150
residues in globins, the principal determi-
nants of the three-dimensional structure
are the 59 residues that are involved in the
packing of helices and in the interactions
between the helices and the haem group.
Only half of these residues are buried. Any
mutations of the buried residues retain
nonpolar sidechains, although the amino
acid shape and size vary. The interface
structure between the alpha helices within
the globin domains is extensively con-
served, except for some shifts and rotations
between pairs of helices as a consequence
of dense helix packing. If a mutation at the
interface changes the volume of the amino
acid side chain, the helices move to adjust
the packing.

Rare or disallowed changes in globins
illustrate the global effect of mutations
on the structure and how they are
accommodated. If the interface residues
switched instead to a completely new set
of contacts, the stability of the contact
would be lost as the complementarity
of the helix surface is compromised
beyond allowed limits of variability. For
example, a single insertion in the helix
interior would turn at least part of
the interface by 100◦, destroying surface
complementarity. Thus, insertions and
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deletions are never found within a globin
helix. Furthermore, mutations in the
individual residues in contact with the
haem are difficult to accommodate as the
haem has comparatively little flexibility. In
order to maintain the geometry of haem
packing, changes in helix packings are
coupled and do not occur independently.

2.3.4 Changes in Structure
How far can sequences diverge given the
requirements of structural stability? In or-
der to understand the relationship between
divergence of sequence and structure,
Chothia and Lesk compared 25 structures
from eight different protein families. They
determined the common core of a pro-
tein family by individually superposing
the main-chain atoms of major secondary
structure. The core regions undergo struc-
tural change as their sequences diverge
and accumulate mutations. The further
the sequences diverge and the lower the
sequence identify, the small is the core
common to the proteins. For those pairs
of proteins, whose sequence identity is
50% or more, 90% of the residues of the
individual structures are part of their com-
mon core. In contrast, for pairs whose
residue identity drops to about 20%, their
common cores contain commonly half of
the residues in the individual structures.
The structural differences in the common

cores of members of individual protein
families consist mainly of changes in the
relative position and orientation of packed
secondary structures and local changes in
case of beta-sheets. A more recent study
of the four-helical cytokines found around
5% of sites within the proteins that had any
kind of minimal hydrophobicity or volume
conservation within the hydrophobic cores
of the proteins.

This demonstrates how rapid evolution
can take place at the sequence level while
still producing the same or a similar
protein structure. There is, however, also
great scope for alterations to protein
structure.

First, secondary structure can be
changed and additional regions of
secondary structure (decorations) can be
added around the core. Frequently, N-
and C-terminal extensions are added
to structural domains. Occasionally,
we observe wonderful snapshots of
such structural evolution in progress.
For example, recent work by Newlove
shows how one part of a protein
domain in closely related Cro proteins
can switch its secondary structure
depending on its oligomeric state (Fig. 8).
Other fold changes include divergent
relationships between proteins with
distinct topological isomers such as the
catalytic domain of carboxypeptidase G2

Fig. 8 Cro protein evolution. The
dimeric Cro lambda repressor protein is
shown on the left-hand side (PDB ID:
1cop with the different domains shaded
differently) and on the right is the
evolutionarily related Cro 434 protein
(PDB ID: 2cro). Secondary structure
switching occurs at the dimer interface
of Cro lambda, which forms
beta-strands, compared to the
C-terminal helices in the equivalent
position in Cro 434.
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and the aminopeptidase from Aeromonas
proteolytica, and interchangeable parts, that
is, topological differences, but similar
secondary structures, for example, triabin
and the lipocalins.

Second, oligomeric state also contributes
to the evolution of the protein repertoire.
Paralogs of proteins can have differ-
ent oligomeric dependencies for stability
and functionality. Alteration of oligomeric
state can be a mechanism for enor-
mous functional, as well as structural,
divergence as seen in the cupin family.
Often, within multimeric protein struc-
tures we observedomain-swapping, that
is, individual monomers become inter-
twined and even more dependent on
one another. Indeed domain-swapping
has been suggested as a mechanism
of protein evolution toward multimeriza-
tion. Thus, in multimeric proteins, we
see again how the modularity of pro-
teins, that is, by combining different
numbers of domains, provides a fantas-
tic resource for a variety of evolution-
ary processes.

Overall, the variety of evolutionary mech-
anisms, such as insertion, deletion and
substitution of sequences, circular permu-
tations, strand invasions and withdrawals,
hairpin flips and swaps, can eventually
lead to changes in the protein fold, and
Grishin et al. detail many wonderful exam-
ples. Circular permutations are alterations
of protein connectivity evident through
ligation of the termini and cleavage at
another site. Strand invasion refers to
the insertion of a strand into a beta-
sheet such that hydrogen bonds have to
be broken in the existing sheet, and re-
formed with the inserted strand. Strand
withdrawal means the removal of a strand.
In hairpin flips and swaps, beta-strands
are internally flipped, more commonly,
this is observed for strands adjacent to one

another – this creates or removes cross-
ing loops.

This illustrates how the evolutionary
relationship between two proteins, that
is, homology, and similarity between
their structures are different features
and how one does not necessarily de-
termine the other. Rapid evolution can
take place at the sequence level and
still produce a similar structure and vice
versa.

2.4
Recombination – Mechanisms to Create
‘‘Novel Combinations’’

Another way for Nature to diversify the
repertoire of proteins is to shuffle their
units, the domains, around and create
novel combinations. Already 30 years ago,
examination of protein structures showed
that many proteins are formed of two or
more domains; and domains from the
same or from different superfamilies com-
bine with each other. Several molecular
mechanisms underlie this reshuffling. The
major molecular mechanism that leads to
multidomain proteins and novel combina-
tions is nonhomologous recombination of
domains, sometimes referred to as domain
shuffling.

There is evidence that in eukaryotes
there is a tendency for exon boundaries to
coincide with domain boundaries, which
suggests that the proteins are formed by
intronic recombination.

There is a lot of debate as to whether
introns were inserted early on in evo-
lution or late. A detailed study on the
conservation of the introns and exons
between proteins of known structure re-
vealed that probably some introns were
inserted earlier and others later – and,
in some cases, their positioning was
more conserved within superfamilies than
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in others. Most of the intron positions
showed little or no conservation support-
ing the view that intron insertion appeared
only after the duplication or speciation. In
contrast, some extreme examples, for ex-
ample, the four-helical cytokines, showed
an amazing conservation of intron posi-
tions with respect to secondary structure
elements, and this implied that they were
inserted already in the proteins’ com-
mon ancestor.

Another important recombinatorial
mechanism, especially in eukaryotes, is the
fusion of genes leading to so-called Rosetta-
Stone sequences. Gene fusion seems more
common than splitting or fission of genes.

2.4.1 Most Proteins Have More than One
Domain
Proteins form complex networks of in-
teractions. Thus, even a modest increase
in the number of domains in a protein
could result in numerous new interac-
tions. Small proteins generally contain just
one domain. Large proteins are more of-
ten formed by combinations of domains.
The total number of domains found in
one protein and their relative orientation
determines what we call the protein’s do-
main architecture. The majority, or at least
two-thirds, of proteins consist of two or
more domains in prokaryotes and an even
larger fraction in eukaryotes. Higher eu-
karyote proteins also have, on average,
more different types of domains than lower
organisms. Last, eukaryote proteins ac-
quire domains additional to those seen
in their prokaryote orthologs, and this ten-
dency has been termed domain accretion.
The increasing complexity of domain ar-
chitectures in higher eukaryotes (Fig. 6)
has been correlated with their increased
physiological complexity, since more do-
mains in a protein allow a greater variety
of interactions and functions.

2.4.2 The Repertoire of Domain
Combinations is Limited and Highly
Biased
Even though most proteins consist of
several domains, the repertoire of com-
binations of different domains seems very
limited. The proteins from more than one
hundred different organisms contain only
several thousand different combinations
of two-domain superfamilies. This is far
fewer than would be possible given the
total number of about 1200 known super-
families or the number of multidomain
proteins per proteome. This fraction is
likely to decrease even more if membrane
proteins are included.

There are a few domain superfamilies
that are highly versatile and have neigh-
boring domains from many superfamilies,
while most superfamilies have only a
few different types of adjacent domains.
The distribution of the number of part-
ner superfamilies per superfamily follows
a power law, like the distribution of su-
perfamily sizes mentioned above. A most
versatile superfamily is, for example, the
P-loop hydrolase with more than 80 dif-
ferent combination partners in the human
genome. We also observe that particular
combinations of domains occur in many
different proteins, such as the combina-
tion of SH3 and SH2 domains is part of
many signal transduction proteins. These
recurring domain combinations are supra-
domains, for example, combinations that
are duplicated as one unit and reused in
different proteins. Thus, supra-domains
represent evolutionary units larger than
single domains – and they appear to be a
major part of the protein repertoire.

2.4.3 The Sequential Order of Domains
and Their Geometry are Conserved
Since most proteins consist of multi-
ple domains, and domains determine the
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function and evolutionary relationships of
proteins, it is important to understand
the principles of both domain combina-
tions and interactions. If the same domain
combination is observed in two differ-
ent proteins, one possibility is that they
have assembled independently by differ-
ent recombinatorial routes. We assume,
however, that most instances of the same
two-domain combination or domain ar-
chitecture have evolved from the same
ancestor, and there are several lines of
evidence that support this.

First, three-dimensional structural anal-
yses of individual protein families such
as the Rossmann domains have shown
that proteins with the same domain ar-
chitecture are related by descent, that is,
evolved from one common ancestor. This
may even be true for most two-domain
protein families of known structures in
the current databases. Second, with only a
small fraction of exceptions, two domains
occur in only one N- to C-terminal or-
der in structural assignments to genome
sequences. This conservation of domain
order is likely to be historical instead of
functional, as a very similar interface and
functional sites could be formed by two do-
mains in either order, for instance, given
a long linker. Finally, proteins sharing a
series of domains also tend to have the
same function, which is rarely the case if
domain order is switched.

In addition to their conserved sequential
order in a protein, the spatial arrange-
ment, or domain geometry, is remarkably
conserved if the two domains are homo-
logous. This has first been shown for the
example of Rossmann domains and their
catalytic partner domains, but is possibly
true for most of the domain combinations
found in SCOP. Studies of small numbers
of families of protein complexes, where
the interdomain geometry occurs across

different polypeptide chains, have also
revealed extensive conservation of geome-
try; and there is a tendency for geometry
of interaction of protein domains to be
the more conserved, the more similar the
domain sequences are.

These results suggested that for proteins
of unknown structure, the quarternary
structure and protein complex geometry
can usually be modeled on the basis
of homologous polypeptide(s) of known
structure; and impressive examples of
such protein models of complexes are the
yeast ribosome and exosome.

2.5
Selective and Random Processes

As illustrated above, the sequence, struc-
ture and function of proteins are tightly
linked and place strong constraints on
evolution. In contrast, many evolutionary
changes seem to occur in a random fash-
ion. Selection then modifies the outcome
of these processes: it favors advantageous
changes, rejects disadvantageous changes,
and tolerates changes of neutral effect.
Some changes may be of neutral effect.
This is also true at the level of proteins
and domains.

On the one hand, we have seen that
many domain or protein families have
properties useful in a wide range of
contexts; it seems obvious that certain
specialized biochemical functions are se-
lected more often than others. Examples
are the C2H2 and C2HC zinc-finger do-
mains, which are found in a wide variety
of proteins associated with DNA-binding,
such as transcription factors. From a struc-
tural point of view, there is a tight interplay
between the folding kinetics, the stability,
and the function of a protein, and the so-
called designability of a protein, domain,
or domain combination could also be an
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important selection criterion. According
to this view, certain folds have topolog-
ical properties that make them especially
designable that is stable, modular, and func-
tional. One example is the TIM-barrel fold
with a uniquely symmetrical construction.

On the other hand, one of the most
striking observations in recent years was
that mathematical laws seem to govern
many biologically relationships, and it is
difficult to imagine how specific selec-
tive procedures may have produced them.
In particular, power laws describe the
distribution of gene family sizes pseu-
dogene families, the lengths of proteins
in terms of domains, or the domain su-
perfamilies among folds. Power laws also
describe properties of scale-free networks
that depict the relationships or interactions
between proteins in metabolic pathways
and domains within proteins.

Stochastic birth, death, and innovation
models (BDIM) deliver one explanation of
the power laws. They describe a preferential
attachment mechanism in which the ‘‘fit
get fitter’’ : large protein families tend to
get larger; highly versatile domains tend to
get even more different combination part-
ners. Innovation comprises both the di-
vergence of sequences and processes that
introduce novel sequences into a genome,
such as horizontal gene transfer. BDIMs
approximate the observed power law dis-
tributions remarkably well and support a
random mode in evolution. However, they
basically ignore the individual properties
of proteins and domains – a most crucial
abstraction and simplification.

3
Summary and Conclusions – Evolutionary
Principles

If life was like a book, written in an
unknown language, then the words of

this language may be the proteins. These
proteins form sentences of pathways.
Several sentences in a paragraph might
correspond to an organelle; organelles are
parts of cells, and cells of organisms. Here,
we considered the protein vocabulary,
and how the protein words are made
of syllables called domains. Since the
first determination of protein structures
some 40 years ago, researchers have been
studying these basic units, the domains.
Now that the complete genome sequence
of many organisms and their domain
assignments are available, we can start
to understand the rules of how domains
form proteins and how our molecular
vocabulary evolved.

We have given a description of the
repertoire of proteins and their domains,
how it has evolved thus far, and the
mechanisms involved in bringing about
this evolution. Our description revolved
around the relationship between sequence,
structure, and function of these domains,
and how these characteristics determine
the rate of protein evolution. We showed
how the duplication, recombination, and
divergence of protein domains had an
enormous impact on the protein repertoire
as we see it today.

In a very succinct review, Chothia and
colleagues gave two possible reasons why
these mechanisms of domain duplication,
divergence, and recombination take place
so commonly rather than via ab initio
protein construction. The first sets of
proteins created must have arisen via ab
initio invention. Once an initial set of
domains and proteins had evolved that was
varied enough to support a basic form of
life, it was much faster and more efficient
to use duplication and recombination to
create new protein combinations with
altered functions. In addition, once repair
mechanisms present in DNA replication
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and protein synthesis had been created,
they made the ab initio process for domain
invention too costly and difficult to be used
very often.

In addition, many other processes,
such as regulation of gene expression,
alternative splicing, RNA editing or protein
modification, determine how many and
which kinds of proteins are active in
a particular cell at a particular point
in time. They represent mechanisms
by which the complexity of the protein
repertoire that is active in a cell is
increased and delivers one explanation
of why higher eukaryotes can do with
relatively few genes. They are important
mechanisms that deserve separate, more
detailed description, and go beyond the
scope of this discussion.

For an even more complete under-
standing of evolution, an integration of
most different fields will be necessary:
‘‘genomics’’ analyses will have to join
molecular evolution approaches; structural
biologists, population geneticists, and ex-
perimentalists will have to interact more
closely. Today, we already see some fruitful
outcomes of such integrative approaches.
One example is the recent work by Lynch
and Conery. The authors analyze the rela-
tionship between the genome complexity
and population size: species of large po-
pulations, such as bacteria, have small
genomes, while for species of small po-
pulations, such as humans, we observe
the opposite. Another beautiful exam-
ple examines the link between molecular
sequence variation and molecular and
macroscopic phenotype; and this is for
the chaperone Hsp90, which acts as a
buffer and regulator in response to envi-
ronmental changes. The chaperone assists
the maturation, that is, the correct fold-
ing, of many key regulatory proteins.
Thus, genetic variation can accumulate

in genomes and can remain phenotypi-
cally silent due to the buffering by the
chaperone. Upon environmental changes,
however, for example, under stress, the
chaperone’s function is challenged and it
releases novel phenotypes of folded pro-
tein structures.

While the groundwork for an under-
standing of protein structures and their
evolution has been done, the exact in-
teraction between selection and random
processes is not yet clear. Only future
comprehensive, integrative analyses of
domain superfamilies and their combi-
nations will reveal how the selection, in
combination with random processes, can
have produced a most complex protein
universe. Thus, eventually, once we fully
understand the vocabulary of proteins and
grammar of protein evolution, we will be
able to read the whole story of the book
of life.

See also Genetic Analysis of
Populations; Immunoassays; Mole-
cular Systematics and Evolution;
Origins of Life, Molecular Basis of;
Paleontology, Molecular; Protein
Expression by Expansion of the Ge-
netic Code.
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Keywords

Extein
The exteins are the flanking polypeptides interrupted by an intein.

HINT Domain
The HINT domain is the common structural folding pattern shared by hedgehog
proteins and inteins.

Homing Endonuclease
Homing endonucleases recognize and cleave a target allele, facilitating the lateral
transfer of the gene encoding an intein (or intron) to a homologous allele lacking the
intervening sequence.

Intein
Inteins are intervening protein sequences that facilitate their own posttranslational
excision from, as well as the ligation of, the flanking polypeptides.

Protein Splicing
Protein splicing is a posttranslational autoprocessing event by which an intervening
protein facilitates its own excision from flanking polypeptides and the specific ligation
of those polypeptides.

Trans-splicing
Protein splicing facilitated by a split intein. Intein reassociation must precede protein
splicing in trans.

� Protein splicing is a posttranslational autoprocessing event by which an intervening
polypeptide sequence, the intein, facilitates both its own excision from flanking
polypeptides, or exteins, as well as the ligation of the exteins. Since the discovery of
protein splicing in 1990, significant progress has been made in elucidating the
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chemical mechanism of protein splicing by both biochemical and structural studies.
The more recent discoveries of inteins that can facilitate protein trans-splicing,
inteins that splice via noncanonical mechanisms, and bacterial intein-like domains
have provided further insight into the mechanism and evolution of protein splicing.
The study of protein splicing has also deepened our understanding of related forms
of protein autoprocessing, particularly the processing of hedgehog proteins. Inteins
have also found wide use in biotechnology applications, including systems for
protein purification, ligation, and cyclization.

1
Discovery of Protein Splicing

Protein splicing was discovered in 1990
in Saccharomyces cerevisiae (Sce). The Sce
VMA1 gene is interrupted by an inter-
vening sequence, which is absent from
homologous genes in related organisms.
The split gene is transcribed into the cor-
responding full-length mRNA, with no
spliced mRNA product detected. Equal
amounts of ATPase and intein are de-
tected using Western blot, indicating that
the intervening gene is translated. Protein-
splicing elements were also discovered in
the recA gene of Mycobacterium tuberculosis
(Mtu) and the DNA polymerase gene in
Thermococcus litoralis.

The experiments that followed defined
the essential elements for a functional
intein. The fact that splicing occurs if the
intein is inserted into a foreign context
indicates that the intein itself contains all
of the genetic information necessary for
protein splicing. Inteins have homology to
homing endonuclease domains similar to
those found in mobile introns, although
it was demonstrated by deletion analysis
that the endonuclease activity is not
essential for protein splicing. Essential
residues were identified by analysis of
the modulation of protein splicing by
mutation. The nucleophilic cysteine or

serine flanking the intein, as well as the
conserved asparagine at the C-terminus of
the intein, play a role in efficient in vivo
protein splicing.

2
Chemical Mechanism of Protein Splicing

2.1
N-S (or N-O) Acyl Rearrangement

The first step of protein splicing involves
the formation of a linear thioester or ester
intermediate at the N-terminal splice junc-
tion. (See Fig. 1.) This ester intermediate
is the result of an N-S or N-O acyl shift
of the peptide bond involving the amino
group of the N-terminal cysteine or serine.
A linear thioester intermediate was first
observed in a Pyrococcus sp. GBD Pol in-
tein in which the N-terminal serine was
replaced by cysteine. The thioester was
detected by reaction with neutral hydroxy-
lamine or ethylenediamine, which results
in cleavage at the N-terminal splice junc-
tion. The splice junction was identified
by analysis of the C-terminal hydroxa-
mate residue of the N-terminal extein
after hydroxylamine-induced cleavage. A
thioester intermediate was also observed
in the Sce VMA intein, which naturally
contains an N-terminal cysteine.
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Fig. 1 Chemical mechanism of protein splicing. The nucleophilic residues are shown
as cysteine in this example, although the upstream can be cysteine or serine and the
downstream nucleophile can be cysteine, serine, or threonine.

Not all inteins initiate protein splicing by
an N-S or N-O acyl shift of the scissile pep-
tide bond, as inteins lacking an N-terminal
nucleophile have been identified, three of

which have been shown to splice. This
suggests that these inteins have evolved
to splice by bypassing the initial N-S or
N-O shift through a direct attack by the
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downstream nucleophile on the upstream
scissile peptide bond. In the Methanococ-
cus jannaschii KlbA intein, replacement
of the N-terminal alanine with cysteine
or serine yields significant amounts of
spliced product, and a double mutant of
the intein N-terminal alanine to cysteine
and the N-terminal cysteine of the C-
exteins (The term C-extein will refer to
the C-terminal extein segment, and N-
extein will refer to the N-terminal extein
segment. Amino acid numbering begins
with the first residue of the intein, such
that the ‘‘N-1 residue’’ is the C-terminal
residue of the N-extein and the ‘‘C+1’’
residue is the N-terminal residue of the
C-extein.) to alanine can promote N-
terminal cleavage by neutral hydroxy-
lamine. The fact that this modified intein is
able to facilitate an N-S acyl shift suggests
that the replacement of the N-terminal
nucleophilic amino acid of the intein by
alanine may have occurred recently.

Uncatalyzed N-O or N-S acyl shifts
have not been detected, but are known
to occur in peptide bonds involving the
α-nitrogen of serine or threonine in the
presence of strong acid. It has been
suggested that catalytic strain may serve
in both accelerating the rate of this step
of protein splicing as well as in shifting
the equilibrium more favorably toward
the ester. For instance, in the crystal
structure of the Mycobacterium xenopi
(Mxe) GyrA intein, the scissile bond is in a
cis conformation. In addition, distortion
of the scissile bond in a catalytically
active Mxe GyrA intein is suggested by
NMR data obtained using a segmental
isotopically labeled intein. These data
include an abnormally low one-bond
dipolar coupling constant for the scissile
bond and an unusually large upfield proton
shift for the amide proton. Experimental
evidence suggests that this bond strain is

mechanistically relevant, as the identity of
the N-1 residue of the Mxe GyrA intein has
an effect on both splicing yield in vivo and
DTT-induced N-terminal cleavage in vitro.
In the crystal structure of the Sce VMA
intein, the backbone τ angle of the N-1
residue is distorted by 10◦. For this intein
as well, a subset of mutations of the N-1
residue prevents protein splicing and DTT-
induced N-terminal cleavage, and another
set of mutations shifts the equilibrium of
the N-S acyl shift to favor the thioester On
the other hand, no distortion of the scissile
bond is observed in crystal structures of
nonsplicing mutants of the Sce VMA intein
or the Synechocystis sp. PCC6803 (Ssp)
DnaB intein.

2.2
Transesterification

The second step of protein splicing in-
volves the transesterification of the linear
ester by the downstream nucleophile (See
Fig. 1). The result is a branched ester inter-
mediate, first discovered in the Psp-GBD
Pol intein. The branched intermediate was
identified by reduced mobility in SDS-
PAGE and by the results of sequential
Edman degradation, in which two amino
acids were released at each sequencing
cycle, consistent with the N-terminal se-
quences of the N-extein and intein. Raising
the pH shifts the equilibrium to the amide,
and the lowering of the pH restores the
branched ester, indicating full reversibil-
ity. An ester bond between the side chain
of the downstream serine and the N-
extein was discovered by trapping the
branched ester by denaturation and cleav-
ing it under mildly alkaline conditions.
Branched thioester intermediates are also
observed with inteins with cysteine at the
C+1 position.
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The upstream and downstream nucle-
ophilic side chains are less than 4 Å apart
in a crystal structure of a Sce VMA in-
tein, suggesting facile transesterification.
However, in the crystal structures of the
Sce VMA and Ssp DnaB inteins, the nu-
cleophilic side chains are separated by 8.5
and 9 Å, which suggests that either these
inteins are not in an active form or re-
quire a significant conformational change
to allow splicing. The downstream cysteine
residue in the Mtu RecA intein has an un-
usually low pKa of 5.8, which may indicate
that the transesterification can be facili-
tated by the unique dielectric environment
of the intein. On the other hand, general
base catalysis may facilitate transesterifica-
tion in the Sce VMA intein, as the amino
group of the intein N-terminal cysteine
produced by the N-S shift may improve
the nucleophilicity of the N-terminal thiol
of the C-extein.

2.3
Asparagine Cyclization Coupled to Peptide
Bond Cleavage

The third step of protein splicing is the
cyclization of the C-terminal asparagine
of the intein, which is coupled to cleav-
age of the peptide bond joining the
intein and C-extein. (See Fig. 1.) Sponta-
neous asparagine cyclization in proteins
typically results in side-chain deamida-
tion and involves nucleophilic attack of
the main-chain amide nitrogen on the
side-chain carbonyl carbon to form an
amidosuccinimide, followed by hydroly-
sis to either aspartic acid or iso-aspartic
acid. An alternative mode of cyclization
involves attack of the side-chain amide
nitrogen on the main-chain carbonyl
and leads to aminosuccinimide forma-
tion coupled to peptide bond cleavage.
This may be preceded by deprotonation

of the side-chain amide nitrogen, as in-
dicated by studies of model peptides in
which the rate of cleavage increases with
pH. Spontaneous peptide bond cleavage
via succinimide intermediates is observed
in some long-lived proteins, such as
α-crystallin.

The third step of protein splicing was
elucidated by the isolation and analysis
of C-terminal aminosuccinimide residues
formed during protein splicing medi-
ated by the Psp-GBD Pol intein and
the Sce VMA intein. Branched interme-
diate can accumulate if the conserved
asparagine at the C-terminus of the Psp-
GBD Pol intein is mutated to aspartic acid
or glutamine.

It has been proposed that the con-
served penultimate histidine residue plays
a role in asparagine cyclization. For in-
stance, protein splicing is arrested and
branched intermediate accumulates if the
penultimate histidine in the Psp-GBD Pol
intein is mutated to alanine. Protein splic-
ing can be enhanced in inteins lacking
a penultimate histidine by introducing a
histidine residue by mutation. Structural
evidence points to a role for the penul-
timate histidine as well. For instance, in
the Mxe GyrA crystal structure, His197
is in a position to serve as a proton
donor to the backbone amide nitrogen
of the scissile bond. In the Ssp DnaB
structure, the penultimate histidine could
make a hydrogen bond with the main-
chain carbonyl oxygen of the adjacent
asparagine. However, at least 27 inteins
lacking a penultimate histidine are known.
Some of these inteins splice in the ab-
sence of the histidine residues, and in
some cases splicing is impaired if the
penultimate residue is replaced with his-
tidine by mutation. It is possible that this
histidine may play a role in coordinat-
ing the steps of protein splicing rather
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than facilitating the asparagine cycliza-
tion directly.

Two inteins with C-terminal glutamine
can facilitate splicing, as can an intein
with a C-terminal aspartic acid. Although it
seems likely that these inteins splice via cy-
clization of the C-terminal residue to a glu-
tarimide or succinanhydride, respectively,
excised inteins with cyclized C-terminal
residues have not been detected, even if
the C-terminal glutamine is changed to as-
paragine. This is surprising because other
inteins with C-terminal aminosuccinimide
residues have been isolated, and suggest
that the noncanonical inteins may splice
via an alternative mechanism.

2.4
Finishing Reactions

Asparagine cyclization leads to the exci-
sion of the intein and leaves the exteins
linked by an ester. The completion of pro-
tein splicing thus requires the hydrolysis of
the C-terminal aminosuccinimide residue
of the intein and the conversion of the
thioester or ester bond ligating the extein
segments to a native peptide bond (See
Fig. 1). The N-O or N-S acyl rearrange-
ment is probably uncatalyzed because the
rearrangement in synthetic depsipeptides
occurs in less than a minute, much faster
than the measured rates of in vitro splicing
reactions. However, a crystal structure of a
spliced Sce VMA intein shows that the N-
terminal amino group of the intein could

stabilize the oxythiazolidine intermediate
in the S-N rearrangement. Enhancement
of the rate of this rearrangement could
prevent hydrolysis of the nascent ester-
linked extein segments. The hydrolysis of
the C-terminal aminosuccinimide is prob-
ably uncatalyzed as well, as the timescale
of the isolation of inteins containing C-
terminal aminosuccinimide is consistent
with the 2.3-h half-life of the L-imide in
model peptides.

3
Intein Structures

3.1
Domain Organization

Inteins can vary in size from 134 to 608
residues, and many are themselves inter-
rupted by a homing endonuclease domain.
In general, inteins contain six conserved
motifs related to protein splicing, which
are labeled in Fig. 2 according to the re-
vised nomenclature of Pietrokovski. Con-
served elements include an N-terminal
nucleophilic residue (either Cys or Ser) in
block N1, a conserved aspartic acid or glu-
tamic acid in blocks N2 and N4, a TXXH
motif in block N3, and a His-Asn sequence
in block C1. Inteins are flanked at the C-
terminus with a conserved cysteine, serine,
or threonine residue. Although inteins can
promote protein splicing in a foreign con-
text, the efficiency of protein splicing can

Homing endonuclease

Intein C-exteinN-extein

N1 N2 N3 N4 C2 C1

C
S
T

Motifs:

C
S

D
E

D
E HNTXXH

Fig. 2 Conserved elements in a typical intein. The motif
nomenclature is that of Pietrokovski. Highly conserved
residues are indicated in bold.
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be influenced by the extein amino acid se-
quence. Random mutagenesis and genetic
deletion studies have shown that the hom-
ing endonuclease domain is not required
for protein-splicing function, and about
10% of inteins lack this central endonu-
clease domain, yet such mini-inteins can
still promote splicing. This discovery led
to the development of inteins split within
the endonuclease domain that could splice
in trans both in vivo and in vitro, and
the discovery of a naturally split intein in
Synechocystis sp. PCC6803.

3.2
Three-dimensional Structures

The crystal structure of the VMA in-
tein from S. cerevisiae consists of two
separate domains: the protein-splicing do-
main, which contains both termini of
the protein, and the endonuclease do-
main. The protein-splicing domain is an
elongated structure of seven β-sheets in
two substructures. A crystal structure of
a zinc-inactivated Sce VMA intein with
the endonuclease domain deleted shows
that the N-terminal scissile bond is in a
strained trans conformation, although a
later crystal structure with short N- and
C-terminal exteins has a normal trans-
peptide bond at both splice junctions.
The M. xenopi GyrA intein forms a flat-
tened ‘‘horseshoe’’ shape, the edges of
which are composed of two long, curved
antiparallel β-stands. Two three-stranded
β-sheets, related by pseudo twofold sym-
metry, form a cleft in which the N-
and C-terminal residues are separated
by less than 3 Å. The N-terminal scis-
sile bond is in a cis conformation. The
crystal structure of the Ssp DnaB mini-
intein has a similar overall folding pat-
tern, but exhibits strain in the C-terminal
scissile bond and two separate catalytic

sites that may be separately responsible
for the reactions at the intein N- and
C-termini. The crystal structure of the
Hedgehog autoprocessing domain reveals
that Hedgehog domains and inteins share
a common fold, as is expected from their
sequence homology. This common fold is
called the HINT module (for Hedgehog-
INTein).

4
Protein Splicing in Trans

The discovery of minimal inteins pro-
vided the impetus for the search for
further intein modifications that would al-
low protein splicing in trans (See Fig. 3).
Trans-splicing was first demonstrated in
vivo in Escherichia coli using a plasmid
encoding the Mtu RecA intein in which
the DNA encoding the central homing
endonuclease domain was replaced by a
linker containing overlapping translation
stop and start codons. Protein trans-
splicing in vitro was demonstrated using
separately expressed fragments, one con-
sisting of E. coli maltose-binding protein
fused to the 105 N-terminal residues of the
RecA intein and the other consisting of
the 107 C-terminal residues of the intein
fused to a domain containing a His-tag.
These fragments could be reassociated
by denaturation followed by joint renat-
uration and efficiently mediated in vitro
protein splicing. This trans-splicing sys-
tem was improved by the generation of a
semisynthetic split intein by replacement
of the C-terminal expressed segment of
the trans-splicing intein with a synthetic
polypeptide. A similar trans-splicing sys-
tem was derived from the Psp-GBD Pol
intein, although the homing endonucle-
ase domain could not be deleted without
loss of function.
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Fig. 3 Protein splicing in trans.
The vertical lines are used to
suggest interactions between
the N- and C-intein segments.
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A naturally split intein was discovered
to interrupt the DnaE protein in Syne-
chocystis species PCC6803. The N-terminal
segment of the DnaE protein is fused to the
N-intein, and the C-intein is fused to the
C-terminal segment of the DnaE protein.
The genes encoding these two proteins are
separated by 745 kb of DNA and reside
on opposite strands. The split intein can
splice in vivo if overexpressed in E. coli. As
a result of this discovery, an in vitro trans-
splicing system using the DnaE intein
was developed that could mediate splicing
without the need for joint denaturation
and renaturation, which has been used
to discover zinc as an inhibitor for protein
splicing, allowed for extensive kinetic anal-
ysis of protein splicing, and encouraged
the development of biotechnological ap-
plications and protein-splicing screening
systems that will be described below.

5
Kinetic Studies of Protein Splicing

Because inteins facilitate an autoprocess-
ing reaction, they serve as both enzyme and

substrate and are not true ‘‘catalysts.’’ To
study the kinetics of the protein-splicing
reaction, one must be able to activate an
intein from an inactive precursor. This
was first accomplished in detail with the
split Ssp DnaE intein. The rate constant of
trans-splicing at 23 ◦C was 6.6 × 10−5 s−1.
The first step of splicing, the N-S acyl shift,
was fast in comparison, with a pseudo-
first-order rate constant of DTT-induced
N-terminal cleavage of 1.0 × 10−3 s−1.
Preincubation experiments suggest that
intein association is even faster. On the
other hand, the rate constant of C-terminal
cleavage, that is, asparagine cyclization
coupled to peptide bond cleavage, was
1.9 × 10−4 s−1. These data suggest that,
for the Ssp DnaE intein, the N-S acyl re-
arrangement proceeds more rapidly than
asparagine cyclization, which could serve
to ensure that the steps of splicing proceed
in order. Further detailed kinetic analysis
of inteins and modified inteins could help
determine how the intein catalyzes and
coordinates the individual chemical steps
of splicing.
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6
Relationship of Inteins with Introns and
Homing Endonucleases

Inteins and introns both interrupt the cod-
ing sequence of genes. As with inteins,
group I and group II introns can catalyze
their own excision from and the religation
of flanking sequences. However, although
inteins are excised posttranslationally, in-
trons are excised at the RNA level. Like
protein splicing, the splicing of introns
from precursor RNA consists of a series
of transesterification reactions. However,
the self-splicing of introns in vivo is of-
ten inefficient in the absence of protein
cofactors. Over 80% of inteins are inter-
rupted by homing endonuclease domains,
and many introns contain open reading
frames outside of their core domains that
encode homing endonucleases.

Homing endonuclease domains inter-
rupt the majority of known inteins and
are usually members of the dodecapeptide
(LAGLI-DAG) family. The endonuclease
domain of the Sce VMA intein can medi-
ate intein homing. It cleaves at the intein
insertion locus of an intein-less allele of
the Sce VMA gene during meiosis and
converts the allele lacking the intein into
one containing an intein. However, the
endonuclease is not required for protein-
splicing activity. The crystal structure of
this intein shows that it is a two-domain
protein, with one domain responsible
for protein-splicing activity and the other
for endonuclease activity. The wide ge-
netic distribution of mini-inteins that lack
homing endonucleases suggests that the
homing function may have evolved early
and that modern mini-inteins lost their
endonuclease domains.

The homing ability of inteins due to the
endonuclease domain may explain some
interesting aspects of intein distribution.

For instance, few inteins are found in
eubacteria aside from those in the my-
cobacteria and cyanobacteria. This could
be explained by the fact that homing events
have not been found to occur in E. coli. An-
other strange case involves the relationship
of the DnaB inteins found in Synechocystis
sp. PCC6803 and in Rhodothermus mari-
nus. The DnaB inteins have 54% sequence
identity and are inserted at the same site in
the host protein, but the codon usage in the
R. marinus intein is very different from the
codon usage in the extein. If this is the re-
sult of homing by the same intein, it is curi-
ous how it could occur between such unre-
lated organisms. A third example is that the
host proteins can share greater sequence
similarity than the inteins. The VMA in-
teins in Candida tropicalis and S. cerevisiae
are only 37% identical, whereas the host
proteins are 88% identical. It would seem
unlikely that unrelated inteins would in-
vade the same gene if there were not some
role for protein splicing that exerts genetic
pressure to maintain the intein.

It is unclear if inteins or introns are more
than merely parasitic DNA elements. In-
teins usually interrupt conserved domains
and introns are usually inserted at domain
boundaries, suggesting that they might
serve a regulatory function. The most likely
case for possible gene regulation by an in-
tein would seem to be the naturally split
DnaE inteins, which could play a role in
regulating DNA replication.

7
Relationship of Protein Splicing with Other
Forms of Protein Autoprocessing

7.1
Bacterial Intein-like Domains

Bacterial intein-like domains (BILs) have
been discovered in a wide range of bacterial
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species. The BILs have more conserved
sequence motifs than inteins, and are
inserted into variable regions of their host
proteins. There are two major categories
of BILs: the A-type BILs contain the
conserved intein sequence blocks, but
mostly lack a C-terminal nucleophile, and
the B-type BILs lack intein motifs C1 and
C2, but usually have a nucleophilic residue
at their penultimate positions.

A-type BILs have been shown to facili-
tate protein splicing as well as C-terminal
cleavage reactions. An interesting case is
an A-type BIL from Clostridium thermo-
cellum, which facilitates proteins splicing,
although it has a C-terminal alanine. This
suggests that the BIL might splice via an
alternative mechanism in which an N-
S acyl rearrangement at the N-terminal
splice junction and asparagine cyclization
coupled to peptide bond cleavage at the
C-terminal splice junction occur indepen-
dently, and the free amino group of the
C-extein’s N-terminus then attacks the lin-
ear ester, resulting in ligation of the exteins
(See Fig. 4). To date, B-type BILs have not
been shown to facilitate protein splicing,
but some can undergo N- and C-terminal
cleavage reactions.

7.2
Hedgehog Proteins

Inteins and hedgehog proteins have many
similarities, including amino acid se-
quence, three-dimensional structure, and
catalytic function. Hedgehog proteins are
involved in cell patterning during meta-
zoan development, and disruption of the
hedgehog-signaling pathway can lead to
developmental disorders and tumorigen-
esis. They are found in almost all meta-
zoans, whereas inteins are found only in
unicellular organisms.

Hedgehog proteins, like inteins, un-
dergo posttranslational autoprocessing.
The Drosophila hedgehog protein was first
shown to generate two protein domains
from one larger protein precursor. The
mechanism of this self-cleavage is sim-
ilar to that of intein-mediated protein
splicing (See Fig. 5). First, an N-S acyl re-
arrangement of the peptide bond between
a conserved Gly-Cys sequence results in
a thioester intermediate. Next, a trans-
esterification between the 3β-hydroxyl of
cholesterol and the newly formed thioester
results in peptide bond cleavage and
conjugation of the upstream fragment
with cholesterol. In analogy with the
role of exteins in protein splicing, the
upstream signaling fragment is not re-
quired for autoprocessing, as hedgehog
self-cleavage can occur in a foreign pro-
tein context.

HINT domains also occur in Caenorhab-
ditis elegans, and are called Groundhog
and Warthog. Although one of these
HINT domains undergoes cleavage near
the expected site if expressed in cul-
tured Drosophila cells, the polypeptides
flanking the HINT domain are dissim-
ilar from those in the hedgehog pro-
teins, which suggests that they may func-
tion differently in autoprocessing and
cell signaling.

It is likely that the hedgehog proteins and
inteins share a common ancestor. There is
significant amino acid sequence homology
between inteins and the autoprocessing
domain of hedgehog proteins. In addition,
the Drosophila hedgehog protein shares
structural homology with intein domains.
It has been suggested that inteins evolved
from this common ancestor and propa-
gated as a result of the invasion of a
homing endonuclease. The hedgehog pro-
teins may have lost the ability to splice
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Fig. 4 Proposed alternate mechanism for splicing of a BIL without a C-terminal nucleophile.

while retaining the ability to facilitate an
N-S acyl shift.

7.3
Pyruvoyl Enzyme Autoprocessing

A class of decarboxylases and reductases
use a covalently linked pyruvoyl moiety
as a prosthetic group instead of pyridoxal
phosphate cofactors. In both histidine de-
carboxylase and aspartate decarboxylase,
the pyruvoyl moiety is the result of self-
catalyzed processing. Although there is

no sequence or structural homology to
inteins, the reaction is initiated by an
N-O acyl rearrangement (See Fig. 5). A
vestige of this reaction is seen in the
crystal structure of E. coli aspartate de-
carboxylase. The precursor protein, π , is a
tetramer, but only three subunits undergo
processing. Autoprocessing is initiated by
an N-O acyl rearrangement of the peptide
bond between Gly24 and Ser25. The pres-
ence of an ester intermediate is suggested
by the electron density of the unpro-
cessed subunit.
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Fig. 5 Related forms of autoprocessing.
Following an N-O or N-S acyl shift, the ester can
be resolved by (1) transesterification with
cholesterol as in hedgehog autoproteolysis;
(2) β-elimination following by hydrolysis, as in

pyruvoyl enzyme formation; or (3) hydrolysis as
in N-terminal nucleophile or nucleoporin
autocleavage. ‘‘N’’ and ‘‘C’’ in the boxes
indicate the N- and C-terminal domains
respectively.

Instead of the second transesterifica-
tion reaction of inteins or hedgehog
proteins, the breakdown of the ester
is facilitated by β-elimination, followed
by hydration to a carbinolamine and

elimination of ammonia to form an N-
terminal pyruvoyl group. As with some
inteins, the position of the N-O equilib-
rium may be affected by catalytic strain,
in this case by the presence of a tight
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turn immediately preceding the scis-
sile bond.

7.4
N-terminal Nucleophile Hydrolases

N-terminal nucleophile hydrolases, such
as penicillin acylase, glutamine PRPP ami-
dotransferase, and the proteosome are ac-
tivated by cleavage of the peptide bond up-
stream of the catalytic residue to generate a
catalytic subunit from a larger, inactive pre-
cursor. Direct evidence for intramolecular
processing in this class of structurally re-
lated enzymes exists for glycosylasparagi-
nase from Flavobacterium meningosepticum
(Fme). Active glycosylasparaginase hy-
drolyzes the β-N-glycosidic bond between
asparagine and N-acetylglucosamine in
asparagine-linked glycans. Activation of
the enzyme initiates with an N-O acyl
rearrangement. In place of the transes-
terification reaction found with inteins,
the ester is hydrolyzed to form two pro-
tein segments. The discovery that free
glycine inhibits autoprocessing allowed
the detection of a thioester intermediate
by cleavage with neutral hydroxylamine
in a Thr1Cys glycosylasparaginase mu-
tant. Although there is no structural or
evolutionary relationship between inteins
and glycosylasparaginase, it is possible
that glycosylasparaginase has also adopted
conformational strain as a means to pro-
mote an amide to ester rearrangement.
The crystal structure of the Fme glycosy-
lasparaginase reveals a tight turn involving
the scissile bond, resulting in a deviation
from planarity of the peptide bond imme-
diately downstream of the scissile bond
by more than 20◦, as well as deviation of
the backbone τ angles by more than 9◦.
The distortion is stabilized by interaction
of the side chain of the N-1 aspartic acid

residue (Asp151) with Thr203 and the cat-
alytic Thr152. Perhaps the release of this
steric strain favors formation of the ester
intermediate.

7.5
Nucleoporins

Another example of protein autoprocess-
ing involves the self-catalyzed cleavage of
the yeast nucleoporin Nup145. The nuclear
pore complex is responsible for many as-
pects of cellular function, including the
exchange of protein and RNA between the
nucleoplasm and the cytosol. Nup145p is
a 145-kDa protein that is posttranslation-
ally processed into a 65-kDa N-terminal
domain and an 80-kDa C-terminal do-
main. The C-terminal domain functions
as part of a nucleoporin complex that
controls mRNA export and nuclear archi-
tecture. The function of the N-terminal
fragment is not clear, but it is improp-
erly localized if separately expressed from
the C-terminal fragment. Thus, Nup145p
autoprocessing plays a regulatory role in
the cellular localization of essential pro-
teins. The autoprocessing is initiated by
an N-O acyl rearrangement that results in
hydrolysis of the peptide bond between
phenylalanine and serine in a conserved
His-Phe-Ser motif (See Fig. 5). Deletion of
the first 712 residues of Nup145p does not
eliminate autoprocessing, which suggests
that the information required for process-
ing is located mostly in the C-terminal
domain. In the crystal structure of human
nucleoporin Nup98, hydrogen bonding is
evident between the histidine and serine
of the conserved triad. Although there is
no evidence of catalytic strain, there is
tight anchoring of the side chain of the
conserved phenylalanine of the conserved
triad in a hydrophobic pocket as well as
β-strand interactions downstream of the
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scissile bond, which may suggest the use of
constrained geometry in the promotion of
the amide–ester rearrangement. Although
nucleoporin autoprocessing and protein
splicing share the same first step, there
is no structural or sequence homology be-
tween these autoprocessing domains.

8
Inteins in Biotechnology

8.1
Self-cleavable Affinity Tags

One of the first applications developed
that takes advantage of protein-splicing
elements was the use of inteins modulated
by mutation for use in protein purification.
Protein purification is often facilitated
by the use of affinity tags, but it is
sometimes necessary to remove these
domains from the protein of interest.
Traditionally, this is done using a protease
that must then be separated from the
target protein. However, if the affinity tag
is fused to an intein, it is possible to
cleave the intein-affinity tag fusion from
the target protein, using either N-terminal
or C-terminal cleavage uncoupled from
the overall protein-splicing reaction (See
Fig. 6).

The first affinity tag purification scheme
developed uses a modified form of the
Sce VMA intein that can be induced to
cleave at the intein N-terminus. Precursor
protein accumulates if the C-terminal
intein asparagine residue is mutated to
alanine, preventing the final step of
splicing. If the target protein is used as
the N-extein and an affinity tag as the C-
extein, the precursor can be purified using
an affinity resin. The protein target can
then be eluted by initiation of N-terminal
cleavage by added thiol. If cysteine is

used, it can be incorporated into the target
protein at its C-terminus by essentially
irreversible S-N acyl rearrangement after
cleavage. Protocols using mini-inteins can
allow purification of larger target proteins.
N-terminal cleavage of the Ssp DnaB mini-
intein can be induced by raising the
pH to 8.0 or the temperature to 25 ◦C,
eliminating the need for added thiols.

Alternatively, the target protein can be
fused to the intein C-terminus, and the
N-extein can be used as the affinity tag.
Purification is accomplished by inducing
C-terminal cleavage via asparagine cycliza-
tion. One would expect higher levels of
expression of soluble fusion proteins in
such a system, in which a soluble E. coli
protein such as maltose-binding protein
can be used as the N-terminal domain.
The first such system described uses a Sce
VMA intein modified by mutation such
that C-terminal cleavage only occurs af-
ter N-terminal cleavage is induced by the
addition of exogenous thiol. However, in
this case the N-extein peptide coelutes with
the C-extein target and added thiol. Later
systems use modified inteins for which C-
terminal cleavage does not require prior
cleavage at the intein N-terminus and
can be induced by a change in pH or
temperature.

8.2
Protein Ligation

Protein semisynthesis in aqueous solution
in the absence of enzymes has been a
long-standing goal in synthetic chemistry.
Two methods of protein semisynthesis
are native chemical ligation and expressed
protein ligation.

The native chemical ligation scheme de-
veloped by Tam and coworkers involves
the ligation of a peptide with a C-terminal
thioester to a peptide with an N-terminal
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cysteine (mediated by a trialkylphosphine
and an alkylthiol), or the ligation of a pep-
tide with a C-terminal thiocarboxylic acid
to a peptide with an N-terminal β-bromo
amino acid at low pH. Another method,
developed by Kent and coworkers, lig-
ates a peptide with a C-terminal thioester
and a peptide with an N-terminal cysteine
and proceeds in the presence of Ellman’s
reagent. However, the bimolecular nature
of both methods results in a relatively slow
rate of ligation. The methods also require
a cysteine residue at the junction of the lig-
ated peptides as well as the synthesis of the
N-terminal segment, which limits the size
of the protein target. However, other meth-
ods avoid the requirement for the cysteine
residue. For instance, in ‘‘conformation-
ally assisted protein ligation,’’ the ligation
of ribonuclease S with the S-peptide be-
tween alanine and serine is facilitated
by the prior refolding of the two frag-
ments. Native chemical ligation between
a thioester and a 2-mercaptobenzylamine-
linked peptide results in a peptide bond
without the need for cysteine, albeit with
o-benzylmercaptoamine in the product.
Another method uses a phosphinoben-
zenethiol to facilitate native chemical liga-
tion between a peptide with a C-terminal
thioester and a peptide with an N-terminal
azide, yielding a native peptide with no re-
quirement for cysteine or affinity between
the peptide targets. However, this method
remains limited to the ligation of small
peptides because of the need to synthesize
the thioester-containing peptide.

The semisynthesis of proteins with
building blocks generated using inteins
presents a great advantage over the syn-
thetic peptides used in native chemical
ligation procedures. This ‘‘expressed pro-
tein ligation’’ was first described using
the Sce VMA intein with the target pro-
tein as the N-extein. The target protein

is purified with a C-terminal thioester via
N-terminal cleavage of the intein induced
by thiophenol. It is then ligated to a pep-
tide with an amino-terminal cysteine. A
more efficient procedure was developed
using the Mxe GyrA mini-intein, using
2-mercaptoethanesulfonic acid to induce
N-terminal cleavage. Expressed protein
ligation methods of this kind also em-
ploy the Mth RIR1 mini-intein and the
Ssp DnaB mini-intein. However, these
methods require the use of a synthetic
peptide containing an N-terminal cys-
teine. Two procedures were developed
to avoid the need for a synthetic pep-
tide. In one, factor Xa is used to cleave
a target peptide upstream of a cysteine
residue. The second uses controlled intein
C-terminal cleavage to generate a cleaved
C-extein with an N-terminal cysteine. Re-
cent applications include intein-mediated
biotinylation of proteins, conjugation of
an oligonucleotide to a recombinant pro-
tein, and semisynthesis of a protein with
β-amino acids.

Protein splicing in trans is an essen-
tially unimolecular method of protein
ligation. It was originally used to ligate
maltose-binding protein to paramyosin or
a tetrapeptide using the Psp-GBD-Pol in-
tein or to a His-tag-containing domain
using the Mtu RecA intein. Using a syn-
thetic peptide as the C-terminal fragment
of the Mtu RecA intein, peptides contain-
ing synthetic probes or nonnatural amino
acids can be ligated to target proteins.
However, these methods are limited by
the need for joint denaturation and renat-
uration. The discovery of a naturally split
intein, the Ssp DnaE intein, opened the
possibility of protein ligation in vitro by
protein trans-splicing without prior denat-
uration, and can be applied to proteins
that cannot be reversibly denatured. The
discovery of ‘‘conditional’’ protein splicing
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in trans, by which association and there-
fore subsequent splicing of the split Sce
VMA intein is induced by the fusion of
complementary components of a protein
dimerization domain to the intein seg-
ments, could allow regulation of protein
ligation in vitro and in vivo.

The discovery of intein-mediated pro-
tein ligation in trans has led to a number
of interesting applications. For instance,
each fragment of a split Sce VMA in-
tein was fused to a fragment of green
fluorescent protein (GFP). Although the
intein fragments interact only weakly, if
fused to proteins that interact strongly,
they associate properly and splice to yield
functional GFP. This system was used in
vivo to measure protein–protein interac-
tions. In another example, split Ssp DnaE
fragments, each fused to fragments of
5-enolpyruvylshikimate-3-phosphate syn-
thase (EPSPS), yields a reconstituted,
although not spliced, enzyme. The re-
constituted enzyme rescues the growth
of E. coli cells with a depletion of the
EPSPS gene if cultured in the presence
of glyphosate. Herbicide-resistant aceto-
lactate synthase was also split and fused
to the two segments of the Ssp DnaE
intein, which mediates splicing of the ace-
tolactate synthase as well as resistance to
valine growth inhibition in E. coli. Trans-
splicing of EPSPS mediated by the split
Ssp DnaE intein is also observed in the
chloroplast of Nicotiana tabacum when
a gene encoding for N-terminal intein-
EPSPS fusion was integrated into the
nuclear DNA and a gene encoding for
the C-terminal intein-EPSPS fusion was
integrated into the chloroplast genome.
These transgenic plants also show an
increased resistance to glyphosate. Trans-
splicing of split β-glucuronidase in Ara-
bidopsis using the Ssp DnaE intein has also
been observed.

8.3
Protein Cyclization

An interesting use of inteins involves the
cyclization of proteins by native chemical
ligation, expressed protein ligation, and
protein trans-splicing. Cyclized proteins
are resistant to exoproteases and useful in
the study of protein folding dynamics.

Two methods for protein cyclization
have been developed on the basis of native
chemical ligation. In one, an unprotected
peptide is synthesized with an N-terminal
cysteine and a C-terminal thioester on
a Boc-Gly-aminomethyl-polystyrene resin
with a thioester ‘‘handle.’’ The thioester is
derivatized with Ellman’s reagent and the
cyclic peptide is formed in the presence
of thiophenol. Another method involves
the cyclization of the 47-residue WW do-
main from human Yes kinase-associated
protein. The protein was synthesized with
a C-terminal thioester and an N-terminal
cysteine, and allowed to fold. The cycliza-
tion proceeds whether the protein is folded
or not, but the cyclization is an order
of magnitude faster when the protein is
folded because the N- and C-termini of the
protein are in closer proximity.

The size limitations of protein cycliza-
tion are largely eliminated by the de-
velopment of expressed protein ligation
protocols. One group fused the N-terminus
of a target protein to a modulated Ssp
DnaB intein and the C-terminus of the
target protein to the Mxe GyrA intein.
Cleavage at the N-terminus of the target
protein is initiated by pH-induced as-
paragine cyclization of the DnaB intein.
This is followed by cleavage at the C-
terminus of the target protein by addition
of 2-mercaptoethanesulfonic acid, result-
ing in a target protein with an N-terminal
cysteine and a C-terminal thioester, which
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can either cyclize or polymerize. In an-
other method, an SH2 domain is cyclized
by fusion to the N-terminus of the Sce
VMA intein. An N-terminal cysteine is re-
vealed by factor Xa cleavage and reacts with
the thioester at the N-terminal splice junc-
tion to liberate cyclized protein. A similar
method was used to cyclize β-lactamase
that is more stable to heat denaturation
than the linear form.

Protein cyclization based on trans-
splicing was first developed using the
naturally split Ssp DnaE intein in vivo. The
C-terminal segment of the DnaE intein
is fused to the target protein at its N-
terminus, and the N-terminal segment
of the intein is fused to the target at
its C-terminus, such that protein splicing
yields a cyclized product. This method is
called SICLOPPS, or split intein-mediated
circular ligation of peptides and proteins.
A similar system was used to circularize
maltose-binding protein in vivo as well as in
vitro. A split version of the Pfu Pol1 intein
can cyclize GFP in vivo, which denatures
at half of the rate of uncyclized GFP.
Intein-mediated cyclization can be used
to generate cyclic peptide libraries in cells
to screen for bioactive compounds.

8.4
Screening Systems Utilizing Inteins

Inteins have been used in the design of
genetic screening systems. In one such
system, a plasmid-carried gene encoding
for aminoglycoside phosphotransferase
(aph) was interrupted with the Mtu RecA
intein, such that cell growth in the
presence of kanamycin is dependent on
efficient protein splicing. This aph-intein
fusion was used to screen for open
reading frame insertions into the DNA
sequence coding for the intein. Belfort
and coworkers created a screening system

based on the splicing of thymidylate
synthase (TS) interrupted by the Mtu
RecA intein. In thyA E. coli, one can
select for protein splicing by growth in
the absence of thymine, which would
require protein splicing to generate a
complementary TS, and select against
protein splicing in the presence of thymine
and a DHFR inhibitor, which would
be lethal in the presence of spliced,
complementary TS. This system was
used to define the minimal size of a
functional intein and to select for an
intein that can facilitate pH-dependent C-
terminal cleavage.

Temperature-sensitive intein mutants
were selected using a system based on
the Mxe GyrA intein. Splicing of the
split GyrA protein results in cell death
in the presence of quinoline-related gyrase
inhibitors, so this system could be used to
select for inhibitors of protein splicing by
coupling cell survival to efficient splicing.
Protein-splicing inhibitors could also be
detected using a system based on the
cytotoxicity of the ccdB protein. N-terminal
fusion of lacZα to the cell death domain
ccdB does not emeliorate the cytotoxicity
of ccdB, but the insertion of the Mtu
RecA intein between lacZα and ccdB does
ablate ccdB function. Therefore, inhibition
of protein splicing can be coupled to
cell survival. Finally, the fluorescence of
GFP interrupted by the Mtu RecA intein
is dependent on removal of the intein
by protein splicing, and this could be
used as a colorimetric assay for protein-
splicing inhibition.

9
Perspective

Protein splicing was first discovered in
1990. Since that time, the chemical steps



260 Protein Splicing

of this process have been defined, and
a variety of clever and useful biotech-
nology applications have been developed.
However, many questions and interesting
avenues of inquiry remain. For instance,
the means by which inteins facilitate and
coordinate each step of splicing remain
largely unanswered. It is also unclear if
inteins are merely molecular parasites, or
if they play a role in the regulation of
gene expression. If so, inhibitors of pro-
tein splicing could be designed and used
to dissect this biological role. Inteins could
also serve as drug targets, as one could
imagine that the inactivation of such in-
terrupted exteins as the RecA or DnaB
proteins of Mtu could have antimicrobial
effects. The majority of the studies of pro-
tein splicing have been done with foreign
proteins as the exteins and in vitro or in
E. coli, which does not have inteins, so
it will be interesting to study the splic-
ing of inteins in their natural hosts and
extein contexts. Finally, it is interesting
that inteins and hedgehog domains have
considerable sequence and structural ho-
mology, but that inteins are found only
in unicellular organisms and do not have
an identified function, whereas hedgehog
proteins are found in most metazoans and
play an essential role in embryonic devel-
opment. Perhaps the recently discovered
bacterial intein-like domains will serve as
an evolutionary link between these auto-
processing domains.
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Keywords

Active Site
Part of an enzyme molecule made up of amino acid residues, and involved in substrate
binding and catalysis.

Anomalous Diffraction
Diffraction of X-rays near the absorption edge of a scattering atom, where a phase shift
occurs and the atomic scattering factor becomes a complex quantity; This phenomenon
is exploited in phasing X-ray diffraction data.

Isotope Labeling
Introduction of 13C, 15N and other nonradioactive isotopes into a protein for structure
determination by nuclear magnetic resonance (NMR) spectroscopy.

Phasing
Reconstitution of the phase relations of diffracted X-rays as part of a crystal structure
analysis, using anomalous diffraction and other techniques.

Posttranslational Modification
Covalent modification of a protein molecule after translation by phosphorylation,
glycosylation, acetylation and so on. This is rare in prokaryotic proteins, and common
in proteins from eukaryotes.

Protein Disorder
Lack of defined three-dimensional structure in segments of proteins or complete
proteins in the absence of stabilizing binding partners.

Protein Domain
Compact folding unit of a protein, recognizable on the sequence and/or
three-dimensional structure level.

Protein Fold
Recurrent pattern of three-dimensional structure in a protein or protein domain. There
are far fewer protein folds than sequences or sequence families.

Selenomethionine
Nonnatural amino acid that can be incorporated into proteins by gene technology in
place of methionine. Its selenium atom is used as an anomalous scatterer for phasing
the X-ray diffraction pattern.

Structural Genomics
Large-scale project to determine the shapes of all proteins and other important
biomolecules encoded by the genomes of key organisms.
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Structural Proteomics
Large-scale project to determine the shapes and functions of all proteins encoded by
the genomes of key organisms.

Synchrotron Radiation
Electromagnetic radiation emitted by subatomic particles (electrons or positrons)
traveling at high velocity in storage rings. X-rays produced at synchrotrons are used in
crystal structure determination.

� Developments in the high-throughput analysis of protein structure have been
primarily driven by worldwide structural genomics initiatives that are aimed at
determining the three-dimensional structures of all proteins and other important
biomolecules encoded by the genomes of key organisms. Structural genomics
requires a large number of procedural steps in order to convert sequence information
into a three-dimensional structure; this has led to new high-throughput methods
for protein production, characterization, and structure determination. Over the
past decade, the most notable technological advances have been in the fields of
X-ray crystallography and NMR – the principal tools of structural genomics – which
have facilitated high-throughput, rapid, and cost-effective structure determinations.
In recent years, these developments have resulted in an exponential increase
in the number of structures being deposited in the Protein Data Bank (PDB;
http://www.rcsb.org/pdb/), in which the total number currently exceeds 30 000.
Major developments in the fields of bioinformatics, protein production, and structure
determination, and the impact of these on high-throughput protein structure analysis
will be discussed in what follows.

1
Bioinformatics

Primary sequence analysis, such as sim-
ilarity searches against protein sequence
databases, protein domain architecture de-
termination, identification of specialized
local structural motifs, and prediction of
protein structure are possible with a vari-
ety of homology-based modeling methods
(Fig. 1). Sequence database searches are
particularly useful in selecting targets
for structural genomics initiatives and,
where possible, generating homologous
probes for determining structures by the

molecular replacement method. For ex-
ample, the Web-based program 3D-PSSM
(http://www.sbg.bio.ic.ac.uk/∼3dpssm/)
is a fast method for predicting the
protein fold from the primary amino
acid sequence, and SWISS-MODEL (http:
//swissmodel.expasy.org/) is a fully au-
tomated protein structure homology-
modeling server.

1.1
Structure-to-function Approaches

There are a number of bioinformat-
ics resources available that are aimed
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at identifying a protein’s biochemi-
cal function from its three-dimensional
structure (Fig. 2). For example, Dali
(http://www2.ebi.ac.uk/dali) and VAST
(Vector Alignment Search Tool; http://
www.ncbi.nlm.nih.gov:80/Structure/
VAST/vastsearch.html) offer Web-based
servers for automatically comparing the
fold of a newly determined structure
against known folds, as represented by the
protein structures in the PDB. Such com-
parisons can often reveal striking similar-
ities between proteins that are not evident
from sequence analysis alone, and that can
provide important insights into biological
function even in the absence of any other
biochemical or functional data. However,
computer-based approaches fail to assign
functions to proteins that adopt novel
folds. Enzymes are a notable exception

to this rule, because the groupings of
residues constituting their active sites tend
to be highly conserved in their spatial dis-
position even in cases where there is no
overall similarity in sequence or fold. For
example, the relative positioning of the
Ser-His-Asp catalytic triad of the serine
proteases is highly conserved even when
found in protein structures adopting differ-
ent folds. Hence, screening a new protein
structure against a database of enzyme
active-site templates such as PROCAT
(http://www.biochem.ucl.ac.uk/bsm/
PROCAT/PROCAT.html) can be used for
detecting key functional residues. The
spatial patterns of residues can be automat-
ically generated using various techniques
including graph theory (ASSAM) and
‘‘fuzzy pattern matching’’ (RIGOR). Alter-
native approaches to identifying enzymes
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Fig. 2 Summary of the information deriving
from the three-dimensional structure of a
protein, relating to its biological function. Taken
from Thornton, J.M., Todd, A.E., Milburn, D.,

Borkakoti, N., Orengo, C.A. (2000) From
structure to function: approaches and
limitations, Nat. Struct. Biol. 7(Suppl.), 991–994.
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on the basis of their three-dimensional
structure and predicting their functions,
have recently been reported. Here, a vec-
tor machine-learning algorithm is used,
based on the secondary structure of pro-
teins the propensities of amino acids, and
surface properties, in order to discriminate
enzymes from nonenzymes. Another ap-
proach analyses protein surface charges
to identify conserved residues that can
serve as catalytic sites. Once a general
class of biochemical function of a protein
has been proposed, experimental screen-
ing of enzymatic activity can be used to
derive the precise biochemical function.
For example, after the structure determi-
nation of BioH (an enzyme involved in
biotin biosynthesis in E. coli) the protein
structure was screened against a library
of enzyme active sites, a Ser/His/Asp cat-
alytic triad was identified, and subsequent
hydrolase assays showed BioH to be a
carboxylesterase.

1.2
Identification of Disordered Regions
in a Protein

The occurrence of regions in proteins
that lack any fixed tertiary structure is
increasingly being observed in structural
studies. These disordered regions or ‘‘ran-
dom coils’’ are inherently flexible and
are involved in a variety of functions,
including the modulation of the speci-
ficity/affinity of protein-binding interac-
tions, activation by cleavage, and DNA
recognition. During the target selection
process, it is important to consider any
intrinsic protein disorder, because it can
often lead to problems with the expression
of protein-coding genes, protein stability,
purification, and crystallization. PONDR,
DisEMBL, and GlobPlot are useful tools
for predicting potential disordered regions

within a protein sequence that can be
used to help design constructs corre-
sponding to globular proteins or domains.
PONDR (Predictor of Naturally Disor-
dered Regions; http://www.pondr.com)
and DisEMBL use methods based on ar-
tificial neural networks, whereas GlobPlot
(http://globplot.embl.de) relies on a novel,
propensity-based disorder-prediction algo-
rithm. These methods can also be used
to predict inherently flexible regions in
protein sequences. For example, PONDR
predicted that the linker between the DNA-
operator-binding central domain of the
transcriptional regulator KorB (KorB-O)
and the KorB dimerization domain (KorB-
C) is flexible, which was indeed observed
in crystal structures and is thought to
facilitate complex formation on circular
plasmids (Fig. 3).

1.3
Protein-ligand Complexes

Protein-ligand complexes are the most
useful in terms of providing functional
information, because they reveal the na-
ture of the ligand, the site at which it is
bound to the protein, the location of the
active site, and of the catalytic machinery
(if the protein is an enzyme). There are
several examples of structural analyses in
which an unexpected protein-bound lig-
and or cofactor derived from the cloning
organism was discovered. For example,
the structure of the trimeric human pro-
tein p14.5 was found to have picked up
benzoate molecules from the crystalliza-
tion buffer at its inter-subunit tunnels,
which most likely mark a hydrolytic ac-
tive site (Fig. 4). When such data are
available at high resolution, proposing a
biological function for the protein can be
relatively straightforward, because these
data identify the nature of the ligand, the
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transcriptional regulator and partitioning protein KorB. The
KorB DNA-binding domains (KorB-O, center) are connected by
flexible linkers to N-terminal domains of unknown structure
and function (KorB-N, left), and the KorB dimerization
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Fig. 4 Crystal structure of the trimeric
human protein, hp14.5. Benzoate
molecules picked up from the
crystallization buffer bind in the
inter-subunit tunnels and mark putative
hydrolytic active sites (Manjasetty et al.,
2004). Picture with permission from
Dr. B.A. Manjasetty.
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ligand-binding site, and the arrangement
of catalytic residues from which a catalytic
mechanism can be postulated.

2
Protein Production

Protein expression and purification play
a central role in high-throughput pro-
tein structure analysis. Cloning using
restriction enzymes is impractical for
high-throughput approaches, because of

the complications of selecting compatible
and appropriate restriction enzymes for
each cloning procedure, and the multiple
steps of experimental refinement and treat-
ment that must be performed. Therefore,
high-throughput cloning requires proce-
dures based on the polymerase chain
reaction (PCR). High-throughput cloning
and expression methods are now being
developed in many laboratories, enabling
the generation and testing of up to hun-
dreds of DNA constructs for high-level
expression in parallel, using rapid and
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generic protocols. To generate expression
vector clones, generic cloning systems
can be used; the Gibco/Life Technologies
GATEWAY system is one such example,
streamlining the expression and cloning
process by alleviating recloning steps and
avoiding the use of restriction enzymes in
the cloning and subcloning processes.

High-throughput approaches may rely
on both prokaryotic and eukaryotic hosts.
Escherichia coli expression systems are
advantageous for many reasons, most no-
tably because the overproduced protein is
usually obtained without any posttransla-
tional modification heterogeneity, and pro-
tein expression is cheaper and faster than
with eukaryotic systems. However, it is not
always possible to obtain soluble protein
for many eukaryotic proteins, in particular,
human proteins, by using the heterologous
expression of eukaryotic genes, in which
the codon usage for a cDNA could be sub-
optimal in E. coli. Furthermore, eukaryotic
systems are necessary for the expression
of proteins that require posttranslational
modifications for their correct folding and
activity. In situations in which a protein
cannot be synthesized in E. coli, the eukary-
otic yeasts (Saccharomyces cerevisiae and
Pichia pastoris), baculovirus-infected insect
cells, Leishmania tarentolae, and the cell-
free wheat germ systems that have been
developed for high-throughput approaches
can be used. Furthermore, in these and
other eukaryotic expression systems, the
codon usage is closer to that in humans.
The various merits of each system are
discussed below.

2.1
Yeast

The yeasts S. cerevisiae and P. pastoris
can be used for the routine production
of recombinant proteins. More recently,

P. pastoris has emerged as the preferred
yeast, because of its strong, highly in-
ducible promoter system resulting in
higher yields of recombinant protein, sta-
ble genomic integration and posttransla-
tional modifications, such as phosphory-
lation, which may be important for both
the structure and function of some human
proteins. In comparison with S. cerevisiae,
the distribution and chain length of N-
linked oligosaccharides are significantly
shorter, and therefore this system repre-
sents a suitable alternative for the extra-
cellular expression of human proteins. An
additional advantage of the methylotrophic
P. pastoris expression system is that it
makes it possible to introduce 13C label
into recombinant proteins (by feeding 13C-
labeled methanol) for nuclear magnetic
resonance (NMR) structural analyses.

2.2
Baculovirus–insect Cell

The recombinant baculovirus–insect cell
expression system accomplishes most
posttranslational modifications, including
phosphorylation, N- and O-linked glyco-
sylation, acylation, disulfide cross-linking,
oligomeric assembly, and subcellular tar-
geting, which may all be critical for
the accurate production and function of
human proteins. In contrast to bacte-
rial expression systems, the recombinant
baculovirus expression system usually pro-
duces soluble proteins without the need
for induction or specific temperature
conditions.

2.3
Leishmania tarentolae
(Trypanosomatidae)

The use of the parasitic Trypanosomati-
dae species, L. tarentolae, as the host for
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in vitro protein production has recently
been reported, and can achieve high levels
of protein expression. The Trypanosomati-
dae species of parasites naturally produce
large amounts of glycoproteins, which is
an advantage in the production of sialy-
lated heterologous glycosylated proteins.
Furthermore, given the natural auxotro-
phy of L. tarentolae for methionine, it
has been suggested that such a system
could prove to be useful for the produc-
tion of selenomethionine-labeled proteins,
for high-throughput X-ray crystallographic
structure determination using single- or
multiple-wavelength anomalous diffrac-
tion (SAD and MAD) phasing techniques.

2.4
Cell-free Expression Systems

Cell-free systems facilitate the parallel ex-
pression of many protein-coding genes,
and are therefore suitable for high-
throughput protein production. Obtaining
the protein directly in a form suitable for X-
ray crystallography or NMR spectroscopy is
another prerequisite for high-throughput
structure analysis. For the purpose of X-ray
analysis, anomalous diffraction techniques
(SAD or MAD) necessitate the substitution
of methionine residues with selenome-
thionine. Additionally, NMR structure
analysis often requires the labeling of pro-
teins with 13C and/or 15N, which can be
introduced through cell growth on media
containing these isotopes in the form of
13C-glucose and 15NH4Cl. In this respect,
the E. coli cell-free protein synthesis system
of Kigawa et al. (1999) permits the straight-
forward incorporation of isotopes for NMR
analysis. However, this system is not al-
ways suitable for the expression of some
eukaryotic proteins and can result in aggre-
gation, formation of insoluble inclusion
bodies, and degradation of the expression

product. Furthermore, in the case of mul-
tidomain proteins, which are found more
often in eukaryotes, correct folding oc-
curs more frequently in eukaryotic than
in prokaryotic translation systems. An-
other limitation with the use of E. coli
systems for high-throughput cell-free ex-
pression is that PCR-generated fragments
are not transcribed and translated effi-
ciently in these systems: contamination
by the mRNA- and DNA-degradation en-
zymes originating from the cell decreases
the stability of the templates and reduces
yields. By contrast, in eukaryotic cell-free
systems, the added mRNAs are stable
for long periods of time, and therefore
these systems overcome many of the lim-
itations associated with E. coli cell-free
systems. Furthermore, cell-free systems
can produce high yields of correctly folded
proteins and, unlike in vivo systems, facil-
itate the expression of proteins that would
otherwise interfere with the host cell phys-
iology. Recently, the synthesis and screen-
ing of gene products based on the cell-free
system prepared from eukaryotic wheat
embryos has been reported; this method
bypasses many of the time-consuming
cloning steps involved in conventional ex-
pression systems and lends itself to the
high-throughput expression of proteins,
using automated robotic systems.

3
Purification

Protein purification has also seen signifi-
cant improvements because of the use of
affinity tags fused to the protein of inter-
est, so that it can be separated from the
host cell proteins rapidly by using stan-
dardized purification schemes. N-terminal
tags range from large tags, such as
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glutathione-S-transferase (GST), maltose-
binding protein (MBP), thioreductase, and
the chitin-binding protein, to fairly small
tags such as His6, and various epitope
tags. In some systems, the use of large
tags can lead to the production of fusion
products that are too large for high-level
expression, but the use of such tags can
improve the correct folding and stability of
the overexpressed protein. His6 is the most
commonly used purification tag, because
it is easier to incorporate into expression
constructs and it allows a generic one-step
purification using automated methods
based on nickel-nitrilotriacetic acid (Ni-
NTA) or other immobilized metal-affinity
chromatography resins. The use of an ad-
ditional C-terminal StrepII tag enables
dual-affinity column purification, which
ensures that only full-length gene prod-
ucts are separated. For crystallization to
occur, it is generally agreed that the fusion
tags must be removed, because they can
introduce flexible regions into the protein,
which can interfere with crystallization or
lead to various forms of microheterogene-
ity. In a recent study, the compatibility
of small peptide affinity tags with protein
crystallization was assessed, in which the
N-terminus of the chicken spectrin SH3
domain was labeled with a His6 tag and a
StrepII tag, fused to the N- and C-termini,
respectively. The resulting protein, His6-
SH3-StrepII, comprised 83 amino acid
residues, 23 of which originated from the
tags (accounting for 23% of the total fusion
protein mass). In contrast to the general
consensus that the presence of affinity tags
is detrimental in structural studies, this
study demonstrated that the fused affinity
tags did not interfere with crystallization
or structure analysis, and did not change
the protein structure. This suggests that,
in some cases, protein constructs utiliz-
ing both N- and C-terminal peptide tags

may lend themselves to structural investi-
gations in high-throughput regimes.

4
Structure Determination by X-ray
Crystallography

4.1
Crystallization

Crystallization is regarded as a major bot-
tleneck in structure determination by X-ray
crystallography and can be divided into
two stages: coarse screening for initial
crystallization conditions, followed by op-
timization of the conditions in order to
produce diffraction-quality single crystals.
The field of crystallization has recently
been revolutionized by significant devel-
opments in automation, miniaturization,
and process integration. These develop-
ments have led to the availability of robotic
liquid-handling systems that are capa-
ble of rapidly and efficiently screening
thousands of crystallization conditions, in
which different parameters such as ionic
strength, precipitant concentration, addi-
tives, pH, and temperature are altered.
High-throughput screening begins with
the automated preparation and/or refor-
matting of precipitant solutions into crys-
tallization microplates. The latest nanoliter
robotic liquid-dispensing systems are ca-
pable of dispensing very small drops (typi-
cally containing between 25 and 100 nL of
protein), which reduces the amount of pro-
tein required for screening conditions and
the overhead on protein production. Fur-
thermore, smaller drops equilibrate faster
than larger drops, leading to a more rapid
appearance of crystals. The crystallization
experiments are then regularly monitored
using an imaging robot, and the collected
images can either be analyzed visually
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or by using automatic crystal recognition
systems. HomeBase (The Automation
Partnership, UK) represents an integrated
system combining high-density plate stor-
age and imaging.

A recent development in protein crystal-
lization has been the use of a microfluidic
system for crystallizing proteins, using
the free-interface diffusion method at the
nanoliter scale. This system is capable
of screening hundreds of crystallization
conditions in which droplets, each con-
taining solutions of protein, precipitants,
and additives in various ratios, are formed
in the flow of immiscible fluids inside a
polydimethylsiloxane (PDMS)/glass capil-
lary composite microfluidic device (Fig. 5).
The system is capable of performing
multidimensional screening (mixing 5–10
solutions) and therefore explores more of
the crystallization space than the conven-
tional method of vapor diffusion, increas-
ing the likelihood of obtaining crystals.

Furthermore, the capillary containing pro-
tein crystals can be directly exposed to
the synchrotron X-ray beam, eliminating
the need to manually manipulate the crys-
tal. These features also mean that it has
the potential to serve as the basis for
future high-throughput automated crystal-
lization systems.

Membrane proteins represent the most
persistent bottleneck for all preparatory
procedures and analytical methods, be-
cause they are water soluble only in the
presence of detergents, and are difficult
to overproduce in the quantities required
for structural studies. Membrane proteins,
which constitute up to 30% of the pro-
tein repertoire of an organism, represent
the targets for more than 50% of the
drugs that are being currently used and
tested. An adapted robotic system has
recently been reported that enables high-
throughput crystallization of membrane
proteins using lipidic mesophases.

Protein Precipitant

Buffer

Fluorinated
oil

PDMS

(a) (c)

1 cm

100 µm

glass
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Fig. 5 (a) Schematic illustration of the droplet-based microfluidic
system for protein crystallization. (b) Photograph of a
polydimethylsiloxane (PDMS)/glass capillary composite
microfluidic device. (c) A micrograph of thaumatin crystals grown
in droplets, produced by the method outlined in panel (a), within a
capillary. Taken from Zheng, B., Tice, J.D., Roach, L.S.,
Ismagilov, R.F. (2004) A droplet-based, composite PDMS/glass
capillary microfluidic system for evaluating protein crystallization
conditions by microbatch and vapor-diffusion methods with
on-chip X-ray diffraction, Angew. Chem., Int. Ed. Engl. 43,
2508–2511. Picture with permission from Dr. Rustem Ismagilov.
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4.2
Data Collection

X-ray data collection has been revolu-
tionized over the past decade, with the
development of improved X-ray sources
and detectors and the universal adoption
of flash-freezing techniques that greatly re-
duce crystal radiation damage. New third-
generation synchrotrons are now available
across the world, which provide more
intense and stable X-ray beams and, com-
bined with new, faster, larger, and more
sensitive X-ray detectors, allow higher-
quality data to be collected much more
rapidly, leading to a dramatic increase
in the success rate of structure determi-
nation. Furthermore, specialized, highly
collimated microfocus beamlines, such
as ID13 at the ESRF (Grenoble, France;
http://www.esrf.fr/exp facilities/ID13/
index.html) and the protein crystallogra-
phy beamline at the Swiss Light Source
(SLS), are specifically tailored to study
biological crystals with small physical di-
mensions (microcrystals from 5 to 50 µm
in size) or very large unit cell dimen-
sions. Future developments in detector
design, such as the MarResearch GmbH
(Norderstedt, Germany) flat-panel detec-
tor, promise larger continuous active ar-
eas, higher spatial resolution, very low
noise, and fast readout times (∼1 s). High-
throughput X-ray data collection has also
led to the development of automated
robotic sample changers that store and
mount crystals sequentially while main-
taining the samples at liquid-nitrogen
temperatures (100 K). A novel system has
recently been described, using a propri-
etary crystallization plate that facilitates
the preliminary investigation of the diffrac-
tion properties of crystals in situ in the
drop, by direct exposure to the X-ray

beam. The BIOXHIT project (Biocrys-
tallography (X) on a Highly Integrated
Technology Platform for European Struc-
tural Genomics; http://www.bioxhit.org),
comprising more than 20 research groups
from all over Europe, aims to develop an
integrated technology platform for syn-
chrotron beamlines by promoting new
approaches to crystallization, and fully au-
tomating diffraction data collection and
structure determination.

Recent developments in technology have
not been limited exclusively to synchrotron
sources. The latest generation of high-
intensity X-ray generators has revolu-
tionized X-ray sources to such an ex-
tent that the latest ‘‘in-house’’ systems
from Rigaku/MSC (e.g. the FR-E Super-
Bright; http://www.rigakumsc.com/) and
Bruker AXS (http://www.bruker-axs.com)
are comparable in intensity to first-
generation synchrotron sources and, cou-
pled with automated sample chang-
ers, make high-throughput crystallography
possible in the laboratory. Furthermore,
the development of the Compact Light
Source (Lyncean Technologies, Inc., Palo
Alto, CA, USA) promises to have a huge
impact on protein structure determina-
tion, offering the possibility of a ‘‘syn-
chrotron beamline’’ for home laboratory
applications. This tunable, tabletop X-ray
source combines an electron beam with
a laser beam to generate an intense X-
ray beam and, as a next-generation X-ray
source, directly addresses the increas-
ing demand for high-throughput protein
crystallography.

4.3
Phasing

The central problem in X-ray crystallog-
raphy is the determination of the protein
phases. X-ray data collected from a crystal
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consist of structure factor amplitudes, but
there is no way of directly measuring the
phase associated with each amplitude. Re-
cent advances in macromolecular phasing
have simplified and further automated this
crucial stage of X-ray structure determina-
tion to such an extent that the eventual
success of a project is usually assured, if
well-diffracting crystals are available. The
techniques of isomorphous replacement,
anomalous scattering, molecular replace-
ment, and single (SAD) and multiple
(MAD) anomalous dispersion are com-
monly used to solve the phase problem.
However, phase determination has been
dramatically facilitated by the widespread
adoption of SAD and MAD phasing tech-
niques by the crystallographic community,
primarily as a consequence of the avail-
ability of stable and tunable synchrotron
sources. These allow the optimal exploita-
tion of the anomalous effect as a source
of phase information by delivering X-ray
energies corresponding to absorption max-
ima of the anomalous scatterers, very often
selenium introduced as selenomethion-
ine through substitution of methionine.
Additionally, heavy-atom labels (mercury,
platinum, and others) may be bound to
crystalline proteins by soaking to yield
phase information by anomalous diffrac-
tion techniques.

Modern phasing techniques, such as fast
halide soaks and sulfur-SAD, hold promise
of simpler and faster protein structure de-
termination than traditional methods. Fast
halide soaks using bromide and iodide that
diffuse rapidly into the crystal and display
significant anomalous scattering signals
can be used to quickly derivatize protein
crystals. Heavy-atom reagents can also be
incorporated into the crystal in a relatively
short time if a concentration greater than
10 mM is used. These derivatives then

display better isomorphism and diffrac-
tion qualities than those obtained after a
standard, prolonged soak. The availability
of stable synchrotron beamlines and im-
provements in data processing programs
make it possible to collect extremely ac-
curate diffraction data, and to determine
structures using the very weak anomalous
signals from atoms such as sulfur and
phosphorus that are inherently present in
macromolecules or nucleic acids; several
novel structures have been determined by
using sulfur-SAD phasing.

4.4
Automated Structure Determination

High-throughput crystallographic struc-
ture determination requires software that
is automated and designed for mini-
mum user intervention. There has been
considerable development in the direct-
method programs, SHELXD and SnB,
which can automatically determine heavy-
atom substructures from a very small
signal. HKL2MAP connects several pro-
grams from the SHELX suite to guide
the user from analyzing scaled diffrac-
tion data (SHELXC), through substruc-
ture solution (SHELXD) and phasing
(SHELXE), to displaying an electron den-
sity map (Xfit). There are a number of
other automated software systems, such as
ACrS (automated crystallographic system)
and PHENIX (Python-based hierarchical
environment for integrated Xtallography)
that are currently being developed to
meet the requirements of high-throughput
structure determination by combining
multiple structure-determination software
packages into one intuitive interface.

Finally, new algorithms for inter-
preting electron density maps and for
automated model building, such
as, SOLVE/RESOLVE, AUTOSHARP/
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SHARP, and ARP/wARP, enable rapid
construction of protein models without the
need for significant manual intervention.
At present, the success rates for these pro-
grams are dependent on the resolution of
the diffraction data (typically, 2.5-Å resolu-
tion or higher is necessary for automatic
chain fitting).

4.5
Molecular Replacement

When an approximate structural model of
a protein under investigation is available,
either from NMR, a homologous X-ray
structure, or from homology modeling,
initial phases can be obtained using molec-
ular replacement where the homologous
probe structure is fitted to the experimental
data using three rotational and three trans-
lational parameters. The programs AMoRe
and MolRep that are integrated into the
CCP4i GUI simplify the problem of posi-
tioning a molecule in the asymmetric unit
by running sequential rotational and trans-
lational searches. Advances in molecular
replacement include the implementation
of the maximum likelihood–based algo-
rithms in BEAST, and the six-dimensional
evolutionary search algorithm in EPMR.
As the number of protein structures in-
creases, it is anticipated that molecular
replacement will become the standard
method for structure determination, using
a generalized search of all unique protein
domains present in the PDB.

5
Structure-based Drug Design

Knowledge of the three-dimensional struc-
ture of proteins can play a key role in
the development of small-molecule drugs,
because being able to verify how lead

compounds bind to their targets accel-
erates drug development and is more
cost-effective. Notable drugs that have
been successfully designed using pro-
tein three-dimensional structure informa-
tion include the HIV protease inhibitors,
Viracept (Agouron, USA and Eli Lilly,
USA), and Agenerase (Vertex, USA;
Kissei, Japan; Glaxo Wellcome, UK). How-
ever, it is usually necessary to screen a
large number of protein–ligand complex
structures in the iterative process of ratio-
nal structure-based drug design. Hence,
high-throughput protein X-ray crystallog-
raphy offers an unprecedented opportunity
for facilitating drug discovery. Recent ad-
vances in rapid binding-site analysis of de
novo targets using virtual ligand (in silico)
screening and small-molecule cocrystal-
lization methodologies, in combination
with the miniaturization and automa-
tion of structural biology, enable more
rapid lead compound identification and
faster optimization, providing a frame-
work for direct integration into the drug
discovery process. In the high-throughput
structure determination of protein–ligand
complexes, it is desirable to use tools that
can locate, build, and refine the structure
of the bound ligand with minimal human
intervention. One such tool is X-LIGAND,
part of the QUANTA software package
(Accelrys, San Diego, CA, USA) that auto-
matically searches for unoccupied regions
of electron density in the structure of the
protein–ligand complex in which it tries
to fit the ligand.

6
Structure Determination by NMR

Solution-state NMR spectroscopy can
serve as a technique complementary to
X-ray crystallography in protein structure
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analysis, particularly in the context of struc-
tural genomics initiatives, where many
protein targets either do not crystallize or
do not form crystals suitable for crystallo-
graphic studies (owing to small crystal size
or poor diffraction quality). NMR measure-
ments are performed in aqueous solution,
obviating the need for growing crystals.
This technique is applicable primarily to
small proteins (<30 kDa) that are highly
soluble (millimolar concentrations), and is
particularly useful in the study of proteins
that are partially unfolded in the absence
of their appropriate binding partners. The
additional technique of solid-state NMR
is useful in providing structural informa-
tion for some integral membrane proteins
that may not be accessible using crystallo-
graphic methods. Furthermore, chemical
shift perturbation studies can be used to
validate proposed biochemical functions,
to map ligand-binding epitopes, and to
screen for small-molecule ligands in drug
development.

High-throughput, NMR-based structure
determination requires rapid and au-
tomated data acquisition and analysis
methods. The major challenges in real-
izing this have been those of increas-
ing instrumentation sensitivity (signal-
to-noise ratio) and reducing the time
required for data collection. These tech-
nical issues have been addressed by
constructing new high-field magnets and
by the recent introduction of cryo-
genic probes that operate at low tem-
peratures (∼25 K), permitting the in-
vestigation of proteins that have either
low solubility or low yields from pu-
rification. Additionally, the application
of TROSY (transverse relaxed optimized
spectroscopy), a novel spectroscopic con-
cept based on the selection of slowly
relaxing NMR transitions, has provided

significant sensitivity enhancements for
large proteins.

The most time-consuming aspects of
structure determination by NMR are
the long data collection times neces-
sary for independently sampling three
or more indirect dimensions along with
the time taken to interpret the corre-
spondingly large number of spectra from
13C/15N-isotope-labeled samples. Rapid
resonance assignment is a prerequi-
site for high-throughput NMR struc-
ture determination; techniques such as
reduced-dimensionality 13C,15N,1H-triple
resonance NMR also avoid the sampling
limited regime through the simultane-
ous frequency-labeling of two spin types
in a single indirect dimension. Het-
eronuclear multidimensional data reduce
complications arising from interspectral
variations by maximizing the dimension-
ality of the spectra and decrease signal
overlap of data sets sufficiently for the
data to be analyzed automatically. Re-
cent approaches to automated structure
elucidation from NMR spectra include
NOESY-Jigsaw, in which sparse and unas-
signed NMR data can be used to rea-
sonably and accurately assess secondary
structure and align it. The informa-
tion thus retrieved is useful for quick
structural assays for assessing folds be-
fore full structural determination and
can therefore assist in fold prediction.
Additionally, the program ATNOS (au-
tomated NOESY peak picking) enables
automated peak picking and NOE sig-
nal identification in homonuclear 2D
and heteronuclear 3D [1H, 1H]-NOESY
spectra during de novo protein structure
determination.

See also Protein NMR Spectroscopy;
Proteomics.
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Keywords

Molecular Chaperones
Proteins that assist with the correct folding, assembly, or disassembly of other proteins
in vivo, but are not considered components of the final functional structure.

Receptor
The receptor, usually in association with the translocation channel, recognizes the
targeting sequence and directs the substrate to the translocation channel.

Signal or Targeting Sequence
A sequence or motif in a substrate for directing it to a particular location within the
cell. The targeting sequence often is a conserved or consensus sequence at the N or C
terminus of the protein.

Translocase or Translocon
A system catalyzing the transfer of a substrate across or into a (membrane) barrier.

Translocation Channel
A pore formed by proteins across the membrane that mediates the transport of a
protein across or into a membrane.

� From prokaryotic to eukaryotic cells, the movement of proteins across membranes
as well as the integration into membranes is a fundamental process with shared
mechanisms. Protein translocation pathways can be viewed as modular systems
with basic components. Transported substrates contain targeting information that
is decoded by receptors at docking sites. The substrate is then translocated across
the membrane generally through a channel. A source of energy is often required
and a translocation motor usually mediates translocation through the channel. In
this chapter, we will summarize translocation systems in eukaryotic and prokaryotic
systems, emphasizing common themes. Our understanding of protein translocation
is continuing to grow with the addition of new components to existing systems and
the identification of new translocation machines. The reader is encouraged to use
this chapter as a starting point for more detailed excursions into scientific literature.

1
Overview of Compartmentalization

Membranes form important boundaries
in cells to regulate selected exchange
of molecules and ions between aqueous

environments. The plasma membrane is a
universal feature of all cell types and con-
tains a wide range of transporters to medi-
ate the exchange between the extracellular
milieu and the cytoplasm. Eukaryotic cells
also have developed compartmentalization
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through membrane-bound organelles that
specialize in various intracellular biochem-
ical processes.

Experimental analysis using genetics
and in vitro assays for protein targeting
to eukaryotic organelles and the bacte-
rial periplasmic membrane have revealed
molecular details of the majority of pro-
tein translocation systems. The unifying
principles of these systems were first pro-
posed in the signal hypothesis two decades
ago, although the components of the
systems vary for each pathway. Prokary-
otes first developed translocation systems
for the translocation of proteins into the
periplasmic space and for integration into
membranes. The secretion (Sec) system
mediates the translocation of proteins to
the periplasmic space and has been evo-
lutionarily conserved in the endoplasmic
reticulum and chloroplast thylakoid. When
the mitochondrion and chloroplast devel-
oped in the primitive eukaryotic cell, the
progenitor’s DNA became integrated into
the host nucleus. As genes moved into
the nucleus, novel translocation systems
developed within the chloroplast and mito-
chondrion. The peroxisome also developed
a translocation system seemingly indepen-
dent of other organellar systems, which
can translocate folded proteins.

2
Common Principles of Translocation

All translocons possess several essential
features. A substrate possesses specific tar-
geting information that directs it to the
correct location. The targeting informa-
tion is referred to as a signal sequence and
is often found at the N terminus of a sub-
strate. Molecular chaperones maintain the
precursor in an import-competent state.

Receptors are able to decode the infor-
mation and direct the precursor to the
oligomeric membrane complex, termed
the translocon. Receptors are often bound
to the membrane and may transiently as-
sociate with the translocation channel. The
channel is an aqueous pore in the mem-
brane that is gated, and mediates passage
of the substrate across or into the mem-
brane. The precursor generally passes
through the channel in an unfolded state.
Translocation requires an energetic input
such as a membrane potential and/or nu-
cleotide hydrolysis. A translocation motor
is required to pull or push the precursor
from the cis side (site of synthesis) to the
trans side (destination site) of the mem-
brane. The substrate is often processed and
assembles into a multi-subunit complex.

Translocation systems can be defined as
export or import systems depending upon
the difference between the compartments
on either side of the membrane. The export
system is located in the bacterial plasma
membrane, the endoplasmic reticulum,
the chloroplast thylakoid membrane, and
mitochondrial inner membrane. Proteins
are exported from the cytosol into an
extracytoplasmic compartment (i.e. the
bacterial periplasm, the lumen of the en-
doplasmic reticulum and thylakoid, and
the mitochondrial inner membrane). The
import systems are located in the mito-
chondrial and chloroplast outer and inner
membranes, and the peroxisome; this ref-
erence is based on the fact that the protein
is translocated into a compartment that is
functionally equivalent to the cytosol.

The translocons are remarkably flexible,
able to accommodate hundreds of distinct
proteins substrates while maintaining the
permeability barrier of the membrane.
The translocation channel must be gated
to prevent solutes and ions from pass-
ing between compartments. The channel
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must also recognize ‘‘stop-transfer’’ sig-
nals within integral membrane proteins
and then gate laterally to allow diffusion
of the transmembrane domains into the
lipid bilayer. The channels therefore play
an active role in translocation.

Two classes of translocons can be de-
fined on the basis of the mechanism by
which the substrate is translocated. The
most common class, termed signal-gated
translocon functions like the gated ion
channel. The newly synthesized substrate
moves through the channel in an unfolded
conformation with the assistance of molec-
ular chaperones. Because the precursor is
maintained in an unfolded state, the sin-
gle translocon can accommodate a wide
range of substrates. The translocation re-
action therefore is similar to that of ion or
metabolite transport. In contrast, the sec-
ond class is able to transport fully folded
and/or oligomeric proteins of large di-
mensions while maintaining a membrane
permeability barrier. This class is referred
to as signal-assembled translocons and is
present in peroxisomes, chloroplast thy-
lakoids, and bacteria. Stable translocation
channels have not been detected in these
systems; thus, it has been proposed that
the translocons are assembled in variable
dimensions to accommodate the size of
the translocated substrate.

3
Properties of Targeting Sequences

Proteins destined for transport into or
across a membrane have a signal sequence,
usually at the N terminus that is prote-
olytically cleaved on the trans side of the
membrane. Depending upon the system,
it is referred to as a signal-, leader-, tar-
geting-, transit-, or presequence. Generally,
export signal sequences are hydrophobic

whereas import signal sequences are more
hydrophilic. For the prokaryotic and en-
doplasmic reticulum export systems, the
export sequences can generally be in-
terchanged. However, import signal se-
quences cannot be interchanged between
different organellar sequences; swapping
the targeting sequence of a resident chloro-
plast protein to a mitochondrial targeting
presequence alters trafficking from the
chloroplast to the mitochondrion. Hence,
import signals are important for directing
a precursor to the correct organelle in the
cytosol that contains several organelles in-
cluding peroxisomes, mitochondria, and
chloroplasts.

Signal sequences increase the specific
interaction of a precursor with the ap-
propriate transport machinery. The signal
sequence may act as a folding inhibitor
to maintain the transport competency of
the precursor. As a precursor exits from
the ribosome in Escherichia coli, the signal
sequence inhibits folding, thus allowing
the molecular chaperone SecB to bind to
the precursor. SecB subsequently binds to
SecA to deliver the precursor to the translo-
cation channel. The signal sequence then
interacts with components in the translo-
cation channel. If the signal sequence is
removed, export is severely inhibited, but
export can be increased to normal rates
by mutations in the translocation channel.
Thus, SecB–SecA interactions are impor-
tant for targeting, rather than the signal
sequence. However, in most cases, the
signal sequence acts as a true targeting
signal because it is specifically recognized
by cytosolic chaperones, targeting factors,
or receptors.

For the bacterial and endoplasmic retic-
ulum export systems, the targeting se-
quence is generally a short (∼20 amino
acids) sequence consisting of a hydropho-
bic core and short polar flanking regions
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located at the N terminus. The targeting
sequence is usually cleaved at the trans
side of the membrane by a processing pro-
tease. If an export signal is not cleaved
and possesses a hydrophobic core of 20
amino acids, the sequence can serve as
a signal-anchor sequence to anchor the
protein in the membrane, generating a
transmembrane protein.

A protein with several membrane-
spanning domains also can be generated
by the sequential coordination of a signal
sequence and a downstream hydropho-
bic stop-transfer sequence. The signal
sequence serves as the initiator for translo-
cation and the hydrophobic stop-transfer
sequence arrests translocation, probably
triggering a lateral opening of the translo-
cation channel. The protein thus escapes
from the translocation channel and be-
comes an integral membrane protein.

Mitochondria and chloroplasts contain
an N-terminal bipartite targeting sequence
for targeting and subsequent sorting
within the organelle. Mitochondrial pre-
cursors are sorted to the matrix, inner
membrane, and intermembrane space,
whereas chloroplast precursors are di-
rected to the thylakoid membrane and
lumen, the stroma, and the inner envelope.
The mitochondrial targeting sequence
consists of an N-terminal amphipathic he-
lix and is approximately 20 to 50 amino
acids in length. One face is positively
charged while the opposite face is rich in
hydrophobic residues. Proteins destined
for the intermembrane space contain a bi-
partite targeting sequence. Specifically, a
hydrophobic ‘‘stop-transfer’’ domain to ar-
rest translocation within the translocon is
located after the targeting sequence. Im-
port is coordinated by proteolytic cleavage
to remove the N-terminal targeting domain
in the matrix, followed by precursor arrest

in the translocon, and subsequent prote-
olytic cleavage in the intermembrane space
before release. In contrast, mitochondrial
precursors targeted for the inner and outer
membranes lack an N-terminal targeting
presequence and instead, contain targeting
information within the mature protein.

Chloroplast precursors contain an N-
terminal transit sequence varying in length
from 20 to 150 residues. Precursors des-
tined for the thylakoids also contain a
bipartite sequence in which the first N-
terminal tract designates chloroplast tar-
geting, followed by a thylakoid transfer
domain. Transit sequences carry a net pos-
itive charge and are rich in hydroxylated
amino acids serine and threonine. Inter-
estingly, several transit sequences can be
phosphorylated in the cytosol, which en-
hances import.

Peroxisomal proteins contain three
different types of peroxisomal target-
ing sequences (PTS). For the ma-
trix protein cohort, PTS1 and PTS2
have been characterized: PTS1 is a
C-terminal three amino acid sequence
(S/A/C)(K/R/H)(L/M) that has been eas-
ily identified as genome sequences have
become available, whereas PTS2 is a non-
apeptide sequence (R/K)(L/V/I)X5(H/Q)
(L/A) near the N terminus. For mem-
brane proteins, a consensus sequence has
not been identified, but sequences encom-
passing the transmembrane domains have
been shown to be required for targeting
so that both interact with a peroxisome
chaperone and mediate insertion into
the membrane.

Substrates of the twin-arginine translo-
cation (Tat) system contain an N-terminal
cleavable presequence with a twin-arginine
motif containing a consensus SRRXFLK.
The Tat-type signals are highly conserved
throughout plant and bacterial kingdoms.
In prokaryotes, the Tat and Sec systems
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have to discriminate between the two
types of precursors. Whereas Tat- and
Sec-type targeting signals generally are
similar, Tat-type signals are less hydropho-
bic than Sec-type signals and thus evade
the Sec system.

In general, signal sequences for a given
membrane transport system lack a strict
consensus sequence. 25% of randomly
generated peptides can function as signal
sequences for various organelles, and
roughly 5% of all sequences in the E.
coli genome can direct a protein to the
mitochondrion. Therefore, the secondary
structure seems to be important for
specific interactions with receptors.

4
Signal-gated Translocation Systems

4.1
The Sec System

The Sec system of bacteria (Fig. 1) and the
endoplasmic reticulum (Fig. 2) share com-
mon properties. In addition, the chloro-
plast thylakoid also contains a Sec-related
translocon. These translocons contain an
oligomeric membrane–protein complex
and associate with a translocation mo-
tor. The protein-conducting channel of this

pathway is evolutionarily conserved in all
kingdoms of life.

The bacterial system contains the Se-
cYEG membrane complex that associates
with the cytoplasmic ATPase, SecA. SecA
functions as both a component of the cy-
tosolic signal receptor complex and as the
protein translocation motor. The SecYEG
complex associates with the ribosome
for cotranslational-membrane-protein in-
sertion and with YidC, for assembly of
membrane proteins. YidC has homologs
in the chloroplast (Albino3) and mitochon-
dria (Oxa1p).

4.1.1 The Prokaryotic Sec System
The bacterial Sec system utilizes cytoso-
lic chaperones, a translocation channel,
and an ATP-dependent translocation mo-
tor to push substrates into the periplasm
(Fig. 1). The cytosolic SecB tetramer binds
to the targeting sequence for precursors
destined for export, thus functioning as
a molecule chaperone. SecA is a multi-
functional protein that acts as a chaperone
and ATP-dependent translocation motor.
In the cell, SecA is both membrane-
associated and soluble. The soluble SecA
also functions as a molecule chaperone;
in the homodimeric state, SecA binds to
the SecB–preprotein complex. When the

Periplasm
(trans)

Cytoplasm
(cis)

YEG

B

B

B

A

A

A

A

Fig. 1 The Sec translocation pathway
for the export of bacterial proteins.
Bacterial proteins are synthesized as
precursors in the cytosol. SecB binds to
the precursor and recruits SecA. The
complex moves to the SecYEG
translocon. SecB is released and SecA
functions as a translocation motor to
push the precursor through the SecYEG
channel. SecA insertion is coupled with
SecG inversion. Note: the channel is in a
sealed conformation when not engaged
or occupied by SecA.
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Cytosol
(cis)

SRP

SR

ER

Lumen
(trans)

BiP

Sec
61

Fig. 2 The Sec cotranslational translocation pathway for the export of mammalian
proteins via the endoplasmic reticulum. The soluble signal protein (SR) binds to the
targeting signal as it emerges from the ribosome. The ribosome nascent chain
complex is then escorted to the signal protein receptor (SRP) at the membrane. SR is
released and the ribosome engages the Sec61 translocon, which causes opening of
the translocon. The Hsp70 protein BiP gates the channel from the lumenal side and
provides a seal to maintain membrane permeability. Translocation proceeds
cotranslationally until protein synthesis terminates. The ribosome is released from
the translocon and the translocon reverts to its closed state.

SecA–SecB–preprotein complex reaches
the membrane, SecA associates with low
affinity to negatively charged phospho-
lipids and with high affinity to the translo-
cation channel consisting of SecYEG.
The preprotein is then transferred from
SecB to SecA, and SecB is released by
SecA upon the ATP-dependent initiation
of translocation. The preprotein is then
translocated through the SecYEG chan-
nel by multiple cycles of ATP binding
and hydrolysis by SecA. Approximately 2
to 3 kDa segments are translocated per
each ATP-dependent insertion reaction.
The membrane potential is also required
for translocation. SecA ‘‘pushing’’ from
the cytosolic side compensates for the lack
of a periplasmic energy source that could
fuel molecular chaperones in the periplas-
mic space.

SecYEG forms the core of the protein-
conducting channel and along with
SecA is termed the preprotein translo-
case. SecY is the largest member of the

protein-conducting channel and essen-
tial for viability and protein transloca-
tion. From experimental approaches and
computer modeling, SecY contains 10
membrane-spanning domains with both
N and C termini oriented to the cytosol.
The fifth cytosolic loop is important for
interactions with SecA. In contrast, SecE
is a 14-kDa protein with three membrane-
spanning domains in E. coli; the N ter-
minus localizes to the cytosol while the
C terminus faces the periplasm. Inter-
estingly, other bacteria contain a SecE
version that is homologous to only the
third membrane-spanning domain, thus
suggesting that this is an important region
in SecE. SecG associates loosely with the
protein-conducting channel and contains
two membrane-spanning domains. SecG
is an unusual protein because it undergoes
an inversion in topology upon the mem-
brane insertion of SecA. Although SecG is
not essential for viability, it is required for
efficient export at low temperatures.
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What is the oligomeric state of the
protein-conducting channel? The crystal
structure from the archaeon Methanococ-
cus jannaschii revealed a monomeric com-
plex. However, the diameter of the channel
is too narrow to accommodate SecA.
Electron microscopy studies with purified
SecYEG complex suggested a larger-sized
complex of ∼85 by ∼65 Å with a pore of
∼20 Å; the size and mass of these parti-
cles may reflect a dimeric or tetrameric
form. From experimental studies includ-
ing analytical ultracentrifugation and blue
native gel analysis, it was revealed that
the complex forms a dimer. The chan-
nel thus seems to have several different
oligomeric assemblies. Further structural
studies with the channel engaging SecA
are required to provide a picture of the
translocase in action.

4.1.2 The Mammalian Sec System
The mammalian system contains the Se-
cYEG homologs Sec61α, Sec61β, and
Sec61γ subunits, in addition to a unique
subunit TRAM that is required for mem-
brane protein integration (Fig. 2). The
mammalian translocon forms an aqueous
pore that spans the ER (endoplasmic retic-
ulum) membrane, and Sec61α membrane-
spanning domains line the channel similar
to SecY. Ribosomes synthesizing mem-
brane or secretory proteins are earmarked
by a signal sequence at the N terminus of
the nascent chain that binds to the signal
recognition particle (SRP). SRP directs the
ribosome nascent chain complex (RNC) to
the signal receptor (SR) at the ER mem-
brane. GTP-dependent interactions then
elicit binding of the RNC directly to the
translocon, followed by transfer of the
nascent chain into the channel.

How is the protein translocated into
the channel? The lumenal side of the
pore is closed by the Hsp70 chaperone

BiP. After RNC docking and elongation
of the translocating chain, BiP is released
from the pore, allowing passage of the
chain into the ER lumen. The RNC
then maintains an ion-tight seal on the
cytoplasmic side. If a protein contains
several membrane-spanning domains, BiP
at the lumenal side and the RNC at the
cytosolic side alternately gate the pore
through a series of orchestrated changes,
thus maintaining an ion-tight barrier
between the lumen and cytoplasm during
translocation of the protein. Specifically,
as the nascent chain increases in length,
BiP is released from the channel, while
the ribosome maintains an ion-tight seal.
Upon the detection of a membrane-
spanning domain, the luminal end of
the pore is closed by BiP, allowing the
ribosome to then lift from the translocation
channel. Translocated membrane proteins
most likely are released laterally into the
membrane via parting of the membrane-
spanning domains in the Sec channel.
The inner diameter of the pore changes
dynamically from 9–15 Å in the ribosome-
free closed state to 40–60 Å upon ribosome
docking. The flexibility of the channel
may be required to accommodate multiple
membrane-spanning domains, which may
leave the translocon in groups.

4.2
YidC is Involved in the Assembly of
Membrane Proteins

YidC cooperates with the bacterial Sec
system and operates independently to me-
diate translocation of integral membrane
proteins. YidC is an integral membrane
protein with six membrane-spanning do-
mains and a large periplasmic domain.
YidC interacts with the SecYEG translocon
to facilitate integration of membrane pro-
teins during translocation. YidC also acts
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independently to mediate the insertion of
subunits in the energy-transducing com-
plexes such as the F0 domain of the F1F0

ATPase. The chloroplast homolog albino3
is required for protein insertion into the
thylakoid membrane and the mitochon-
drial homolog Oxa1p is required for pro-
tein insertion into the inner membrane.

4.3
Mitochondrial Protein Import Pathways

The mitochondrion contains two mem-
branes that separate the mitochondrial
matrix from the intermembrane space
(Fig. 3). The inner membrane is essentially

impermeable to ions because a membrane
potential must be maintained for respi-
ration. Most proteins are synthesized on
cytosolic ribosomes and imported cotrans-
lationally or posttranslationally into the mi-
tochondrion. Proteins coded on the mito-
chondrial genome, however, are exported.

The mitochondrion contains a small
genome and these proteins are exported
to the inner membrane via Oxa1p. Oxa1p
is homologous to YidC, but contains five
membrane-spanning domains and a large
C-terminal domain in the matrix. The ri-
bosome docks on the C-terminal domain
to facilitate translocation of newly synthe-
sized hydrophobic membrane-spanning
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Fig. 3 Translocation pathways of the mitochondrion. Most proteins are
imported from the cytosol and pass through the TOM complex. Single pass
membranes are released from the TOM channel, whereas β-barrel proteins are
sorted to the SAM complex for assembly. Proteins with a typical N-terminal
targeting sequence are imported via the TIM23 translocon, whereas inner
membrane proteins lacking an N-terminal targeting domain are imported via
the TIM22 translocation system. Proteins coded by the mitochondrial genome
are exported via Oxa1p.
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domains into the membrane. Transloca-
tion depends upon the membrane poten-
tial. Structural studies suggest that Oxa1p
functions as a tetramer, but whether it
forms a translocation channel has not been
established.

Most proteins are imported from the
cytosol. The outer membrane contains the
translocase of the outer membrane (TOM)
complex through which all precursors are
translocated. Cytosolic chaperones such as
mitochondrial import stimulation factor
and presequence binding factor have been
identified in mammals, and the cytosolic
chaperones Hsp70 and Hsp90 bind to the
Tom70p receptor. Cotranslational import
also has been implicated because mRNAs
of prokaryotic origin have a signal in the
3′ untranslated region that targets them to
the mitochondrion.

The TOM complex contains both,
receptors and the translocation pore.
The receptor Tom20p binds directly to
the N-terminal presequence. In contrast,
Tom70p mediates import of precursors
that contain targeting information within
the mature part of the protein. The precur-
sors are then directed to the translocation
pore formed by Tom40p. Small Tom pro-
teins, Tom6p and Tom7p, are thought to
gate the pore and allow proteins with one
or two membrane-spanning domains to
escape laterally into the lipid bilayer.

Proteins such as Tom40p and porin are
β-barrel proteins and recently have been
shown to be assembled by the sorting
and assembly machinery (SAM) complex
for outer membrane β-barrel proteins.
The SAM complex consists of Sam50p,
Sam35p, and Sam37p. Whereas Sam50p
is also a β-barrel protein, Sam37p con-
tains one membrane-spanning domain,
and Sam35p is peripherally associated with
Sam50p on the cytosolic side. The molec-
ular mechanisms of this pathway remain

to be elucidated, but preliminary studies
suggest that the precursor is passed from
the TOM complex via the intermembrane
space to the SAM complex. Bacteria con-
tain a homologous protein Omp85, which
most likely assembles β-barrel proteins in
the outer membrane and may be required
for lipid biogenesis. Thus, the SAM path-
way seems to be evolutionarily conserved.

For proteins with a typical N-terminal
targeting presequence, they are imported
from the TOM complex to the TIM23
complex. The TIM23 complex forms the
membrane translocon and associates with
the protein associated motor (PAM). The
TIM23 complex contains the receptors
Tim50p and the N-terminal domain of
Tim23p, whereas Tim17p and the C-
terminal domain of Tim23p form the
translocation channel. A membrane po-
tential is required to initiate translocation.
The PAM then completes translocation in
an ATP-dependent manner. The driving
force is generated by the ATPase mHsp70,
which is anchored to the membrane by
Tim44p. The nucleotide exchange factor
Mge1p promotes the reaction cycle of
mHsp70, thereby allowing nucleotide re-
lease. Pam16p and Pam18p are associated
J-proteins that stimulate the ATPase cycle.
Upon translocation into the matrix, the
targeting sequence may be proteolytically
cleaved, and a battery of chaperones facili-
tates folding of proteins and assembly into
functional protein complexes.

Proteins destined for the inner mem-
brane utilize the TIM22 pathway. Precur-
sors of this pathway include the mitochon-
drial carrier family such as the ADP/ATP
carrier, and the phosphate carrier, as well
as Tim17p, Tim22p, and Tim23p. In con-
trast to precursors with an N-terminal
targeting presequence, these precursors
contain targeting information within the
mature part of the protein and cross the
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TOM complex as a loop. The estimated
size of the TOM translocon is ∼20–26 Å,
which can accommodate two unfolded
polypeptide chains. As the hydrophobic
precursors cross the TOM complex and
enter the aqueous intermembrane space,
the small Tim proteins escort the com-
plexes to the TIM22 insertion complex at
the inner membrane. The small Tim pro-
teins are a family of five proteins in yeast.
Tim8p partners with Tim13p and Tim9p
partners with Tim10p to form 70-kDa com-
plexes in the intermembrane space. The
small Tim proteins bind to hydrophobic
sequences in the inner membrane sub-
strates and escort them to the insertion
complex. The insertion complex contains
the membrane proteins Tim22p, Tim54p,
and Tim18p and associated Tim12p with a
fraction of the Tim9p and Tim10p. Tim22p
forms a twin-pore translocase that medi-
ates import into the inner membrane. The
mechanism of insertion into the mem-
brane has not been elucidated, but a
membrane potential is required. The aux-
iliary proteins Tim18p and Tim54p most
likely play a role in complex assembly
and stability.

4.4
Chloroplast Protein Import Pathways

The chloroplast organization is the most
complex of all organelles. Proteins can
be imported across three distinct mem-
branes, the chloroplast outer and inner
envelope membranes and the thylakoid
membrane, and into three soluble sub-
compartments – the space between enve-
lope membranes, the stroma, and the
thylakoid lumen (Fig. 4). The translo-
case of the outer envelope (TOC) and
the translocase of the inner envelope
(TIC) coordinate the import of chloro-
plast proteins. Proteins are imported to

the thylakoids by one of three different
systems, the Sec pathway, the SRP path-
way, and the Tat pathway. Additionally,
proteins may insert spontaneously into the
thylakoid membrane.

Most precursors are imported posttrans-
lationally from the cytosol, except for
proteins that are coded on the chloroplast
genome. As the precursor emerges from
the ribosome, molecular chaperones of
the Hsp70 family prevent aggregation and
maintain an unfolded import-competent
state. The precursor may be phosphory-
lated by a cytosolic ATP-dependent protein
kinase to ‘‘fast-track’’ import. Toc159 and
Toc34 are GTPases and form the recep-
tor system for directing the precursor to
the membrane. Toc159 cycles between
the cytosol and the TOC complex while
Toc34 remains associated with the β-barrel
channel Toc75. The GTP requirement has
not been elucidated, but recent studies
suggest a coordinated cycle in which GTP-
dependent substrate recognition is cou-
pled to GTP-driven translocation across
the outer envelope.

The TOC complex has a molecular mass
of approximately 550 kDa consisting of
a stoichiometry of 4 Toc34 : 4 Toc75 : 1
Toc159. Toc75 is the most abundant outer
envelope protein with a predicted topol-
ogy of 16 transmembrane β-sheets. Toc75
forms a cation-selective ion channel when
reconstituted into planar lipid bilayers. On
the basis of electrophysiological measure-
ments, the channel is an estimated 25 Å
at the entrance and 15 to 17 Å in the mid-
dle, which could accommodate a single
polypeptide chain. An accessory protein
Toc64 might serve as a docking site for
hydrophobic precursors bound to chaper-
one Hsp70.

The TIC complex is suggested to
associate simultaneously with the TOC
complex during translocation. In contrast
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Fig. 4 Translocation pathways of the chloroplast. Precursors are imported
from the cytosol and pass through the TOC complex and the TIC complex. In
the stroma, the processing peptidase removes the transit sequence; for
precursors destined for export to the thylakoid, cleavage of the transit
sequences reveals the thylakoid targeting sequence for export via one of
three systems.

to the GTP requirement at the TOC com-
plex, ATP hydrolysis is required for translo-
cation across the inner membrane, proba-
bly for stromal molecular chaperones that
function as a translocation motor. The
TIC complex contains several members in-
cluding Tic110, Tic62, Tic55, Tic40, Tic22,
and Tic20 and has a molecular weight of
250 kDa. Of these components, Tic110 is
the best characterized and seems to bind
to the TOC complex and stromal chap-
erones Hsp93 and chaperonin 60. Tic62
and Tic55 are redox components that may
link the metabolic status of the chloroplast
(based on the NAD(P)H:NAD(P) ratio) to
the import capacity of the chloroplast.

In Arabidopsis thaliana, many of the TIC
and TOC components belong to multigene
families, allowing complex regulation and
reinforcing the importance of import in
chloroplast biogenesis.

5
Signal-assembled Translocation Systems

5.1
Peroxisomal Import Pathways

Peroxisomes are single membrane-bound
organelles that specialize in β-oxidation
of fatty acids, hydrogen peroxide-based
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respiration, and are a defense against
oxidative stress. They are found in virtually
every eukaryotic cell, with a typical size
of 0.1–1 µ m in diameter. In plants, per-
oxisomes are specialized as glyoxysomes
for the glyoxylate cycle, leaf peroxisomes
involved in photorespiration pathways,
and unspecialized peroxisomes. In mam-
mals, peroxisomes are integral for fatty
acid oxidation, and defects in its assem-
bly lead to a class of inherited diseases
referred to as Zellweger’s syndrome or
peroxisome biogenesis disorders (PBDs). Ge-
netic and biochemical studies in yeast
and complementation studies in cells de-
rived from Zellweger’s syndrome patients
have proved instrumental in identify-
ing many of the proteins involved in
peroxisomal biogenesis, termed peroxins
and coded by PEX genes. Approximately
25 to 30 peroxins have been identified
and include both soluble and mem-
brane proteins.

As with other organelles, events in
biogenesis include import into the ma-
trix and import of membrane proteins.
The matrix protein pathway has been
best characterized, but the current mech-
anistic understanding is not as refined
as that of other organelles, because in
vitro manipulations with peroxisomes are
difficult: the organelles are difficult to
purify and a robust import assay has
not been developed. Biogenesis stud-
ies, however, have been advanced by
groups working in several experimen-
tal systems. The striking differences of
peroxisomal biogenesis in comparison
with other organelles are that a typ-
ical translocation motor and channel
have not been identified, and folded
proteins can be imported. Additionally,
peroxisomes do not possess a mem-
brane potential.

5.1.1 Protein Import into the Matrix
Peroxisomal matrix proteins are syn-
thesized on free ribosomes in the cy-
tosol and imported posttranslationally into
peroxisomes, emphasized with PTS1 pre-
cursors that have the targeting information
at the C terminus. From experimental
systems, the simple PTS1 can target a non-
resident protein such as green fluorescent
protein to the peroxisomal matrix, veri-
fying that the PTS1 sequence is necessary
and sufficient for targeting to peroxisomes.
The import of matrix proteins depends on
cytosolic receptors Pex5p and Pex7p, for
PTS1 and PTS2 precursors, respectively
(Fig. 5). Pex5p consists of two domains;
the C-terminal half contains a high-affinity
PTS1-binding site consisting of seven
tetratricopeptide repeats (TPR), whereas
the N-terminal half mediates peroxisomal
targeting and protein–protein interactions
at the organelle. Pex7p contains WD-40
motifs and works in conjunction with ac-
cessory proteins to guide the precursor
to the peroxisome. The cytosolic chap-
erones thus bind to their cargo and the
complexes dock independently at the per-
oxisome surface.

The docking platform consists of
Pex13p, Pex14p, and Pex17p, of which
Pex13p and Pex14p are integral peroxi-
somal membrane proteins (PMP). Both
Pex5p and Pex7p converge to this dock, im-
plicating a single translocon for both types
of cargo. Peripherally associated Pex17p
forms a tight core with PMP Pex14p.
Pex13p exposes the N and C termini to
the cytosol and recognizes both Pex5p and
Pex7p. Pex7p binds to the N terminus,
and Pex5p and Pex14p binds to the C ter-
minus, which contains an Src-homology-3
(SH3) domain.

A second group of membrane pro-
teins, Pex2p, Pex10p, and Pex12p (the
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Fig. 5 Translocation pathways of the peroxisome. Pex5p
chaperones PTS1 precursors and Pex7p chaperones PTS2
precursors to the docking complex consisting of Pex13p,
Pex14p, and Pex17p. The precursor is translocated into the
thylakoid lumen and Pex5p and Pex7p are recycled to the
cytosol. Peroxisomal membrane proteins are chaperoned to the
membrane by Pex19p and associate with Pex3p and Pex16p for
insertion into the membrane. Peroxisome translocation
mechanisms are not well understood but folded, proteins can be
translocated.

RING-finger peroxins), function down-
stream from the receptor complexes. All
three components contain cytoplasmic
zinc RING domains, and Pex10p and
Pex12p bind to Pex5p. How does Pex5p
deliver cargo to the peroxisomal matrix?
The mechanism by which Pex5p releases
cargo has been under debate because
Pex5p has been localized to the cytoplasm,
peroxisomal membrane, and peroxisomal
matrix. It has been suggested that Pex5p
shuttles between the cytoplasm and perox-
isomal matrix. In the ‘‘extended-shuttle’’
mechanism, Pex5p undergoes multiple cy-
cles of translocation in and out of the
matrix, whereas in the ‘‘simple shuttle’’
mechanism, Pex5p stays at the surface
of the membrane and releases the cargo.
The consensus is that Pex5p traverses
the mammalian peroxisomal membrane
through multiple rounds of entry into the
matrix and export to the cytosol. Further
evidence that Pex5p at least traverses the

membrane is confirmed by an interaction
between Pex5p and Pex8p, the only known
peroxin localized to the trans side of the
membrane in Saccharomycescerevisiae.

Additional peroxins, Pex4p, Pex22p,
Pex1p, and Pex6p, are required to un-
load the cargo and return the recep-
tor to the cytoplasm. Pex22p is a PMP
that serves as a membrane anchor
for cytosolic Pex4p, an E2-type ubiq-
uitin conjugating enzyme. The RING-
finger domains of Pex10p may inter-
act with Pex4p to link the docking
complex. ATP hydrolysis is required
for import of matrix proteins, pro-
viding the potential for a nucleotide-
hydrolysis–driven import cycle. Pex1p and
Pex6p are two membrane-associated AT-
Pases of the AAA family (ATPases As-
sociated with diverse cellular Activities).
Genetic studies place the requirement
for Pex1p and Pex6p between receptor
docking/translocation and Pex4p/Pex22p,



Protein Translocation Across Membranes 301

suggesting that Pex1p and Pex6p are
required for unloading the cargo and recy-
cling the receptor.

5.1.2 Protein Import into the Membrane
Matrix protein and PMP import seem
to be independent. In contrast to matrix
protein import, PMP import does not
require ATP hydrolysis, and mutations
in genes that abrogate matrix import
usually do not affect membrane import.
Furthermore, a translocation intermediate
that blocked the binding of matrix proteins
to isolated glyoxysomes did not affect
PMP import.

Thus, of most pex mutants in which
matrix import is abolished, PMPs are
still inserted into peroxisome remnants
or ‘‘ghosts’’ because they lack ma-
trix proteins.

However, in cells that are deficient in
the PMPs Pex3p, Pex16p, and Pex19p,
peroxisome ghosts are not detectable,
suggesting that this cohort defines the
essential components for PMP import
and sorting. Supporting this, mutant cells
are seen to lack pex3 or pex19 and have
unstable PMPs. And these three peroxins
interact in vitro and in vivo.

Like peroxisomal matrix protein import,
PMP import seems to share common
features (Fig. 5). Pex19p is predominantly

cytosolic, but can be found associated with
the peroxisomal membrane, possibly via
farnesylation at the C terminus. Pex19p
thus acts as a chaperone to prevent
PMP degradation and to guide PMPs
in the cytosol to the peroxisome. As
expected, Pex19p binds to several PMPs.
In addition to its chaperone role, Pex19p
subsequently acts as an import receptor,
binding to the docking protein Pex3p.
Pex3p thus acts as a docking protein, and as
expected, Pex3p inserts independently of
Pex19p. A specific role for Pex16p in PMP
targeting is not known, but Pex16p may
function at an early stage of peroxisomal
membrane assembly upstream of Pex3p
and Pex19p. Thus, peroxisomal import
pathways share the common feature of
a cytosolic chaperone, which targets both
membrane and matrix proteins to docking
sites on the membrane.

5.2
The Tat/�pH Pathway of Bacteria and
Thylakoids

The Tat system (also referred to as the
�pH pathway) is conserved in bacteria
and chloroplast thylakoids (Fig. 6). The
pathway was first characterized in plant
chloroplasts in the early 1990s when bio-
chemical studies showed that the pH gra-
dient, rather than a nucleotide hydrolysis,

Fig. 6 The Tat/�pH translocation
pathway for folded proteins. The Tat
pathway of the thylakoid lumen and
bacteria share common features. TatB
and TatC assemble into a complex that
binds to the Tat signal sequence. TatA is
then recruited and the folded protein is
translocated across the membrane in a
membrane potential/�pH-dependent
manner. A nucleotide requirement and
chaperones on the cis and trans sides of
the membrane have not been identified.

Periplasm/
thylakoid lumen
(trans)

Cytoplasm/
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was required for the import of a subset
of thylakoid lumenal proteins. The ob-
servation of the pathway in prokaryotes
led to rapid identification of its important
components. The Tat pathway mediates
the translocation of large, folded proteins,
such as proteins with a range of redox
cofactors, including FeS, NiFe, and molyb-
dopterin centers, across the tightly sealed
membrane. In some cases, the oligomeric
substrates employ a ‘‘hitchhiker’’ mech-
anism in which only one or a subset
of subunits contain targeting signals. In
most prokaryotes, the Sec system is the
main route for export, but in the halophilic
archaeon Halibacterium sp NRC-1, the
majority of secretory proteins including
traditional Sec-dependent substrates, use
the Tat system. The rationale for this
adaptation is that the haloarchea has a
very high cytoplasmic salt concentration
(4–5 M) and newly synthesized proteins
must fold quickly to prevent aggregation;
hence, the Tat system is required for export
of these folded cytoplasmic proteins.

How does the Tat system translo-
cate a folded protein across an energy-
transducing membrane? With chloroplast
thylakoid import studies, a precursor was
constructed with a Tat signal fused to
bovine pancreatic trypsin inhibitor (BPTI),
which was internally cross-linked to pre-
vent unfolding. This construct imported
into isolated chloroplasts and targeted to
the thylakoid lumen by the Tat pathway.
In a second study, a larger transloca-
tion substrate was generated using the
reporter dihydrofolate reductase (DHFR),
which when folded binds to the folate ana-
log methotrexate (MTX) with very high
affinity. This translocation intermediate
normally arrests in the mitochondrial
TOM or bacterial Sec system because it
cannot be unfolded, thus confirming that
most translocons must completely unfold

proteins prior to translocation. However,
the folded DHFR-MTX construct was im-
ported efficiently into the thylakoid lumen,
and folding was confirmed because the
DHFR–MTX complex was protease re-
sistant. In bacterial systems, GFP (green
fluorescent protein) fusions also were used
to confirm that folded proteins were ex-
ported via the Tat system. Specifically,
GFP that is engineered for export via
the Sec system does not fold properly
in the periplasm and does not fluoresce.
In contrast, Tat-targeted GFP exported to
the periplasm was folded and detected
as a fluorescent halo on the cell periph-
ery, confirming efficient translocation of a
folded protein.

Because the Tat pathway is organized
in one operon in E. coli, characterization
of the translocation components was fa-
cilitated by identification of the proteins
within the operon. The E. coli system has
three Tat proteins (the tatABC operon)
and plants have three (Tha4, Hcf106, and
cpTatC for tatA, B, and C respectively)
homologs. All Tat proteins are located
in the membrane. TatA and TatB both
contain one transmembrane domain (N
terminus facing the periplasm), whereas
TatC contains six membrane-spanning
domains (N and C termini exposed to
the cytoplasm). The TatABC complex is
approximately 500 to 600 kDa in size
and consists of approximately a 1 : 11
ratio for the individual components, al-
though TatA is present in higher amounts
or in a separate complex. From sin-
gle particle electron microscope images,
the TatABC complex has dimensions of
10 × 13 nm. TatB/Hcf106 and TatC form
a stable membrane complex that binds
the Tat signal. This then triggers the
recruitment of TatA to form the func-
tional translocation system, which requires
a membrane potential. For the actual
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translocation of the substrate, additional
factors on the cis and trans side of the
membrane seemingly are not required.
The current available evidence suggests
that the force may be applied within
the membrane domain or by structural
changes within the Tat translocon itself.
After translocation, dissociation of the Tat
translocon has been observed, which is
consistent with the reversible assembly of
the translocon.

Whereas the specific mechanism of
transport remains to be elucidated, the
transport of large folded proteins is very ef-
ficient, but costly. Careful measurements
of the prevailing �pH during transloca-
tion of thylakoid proteins has shown that
translocation requires 30 000 protons per
protein transported. Moreover, two differ-
ently sized substrates required differing
levels of �pH for translocation, suggest-
ing that the Tat system adapts energetically
to the size and/or shape of the substrate.
Indeed, future mechanistic studies should
provide new ideas about how large folded
proteins can be exported across an energy-
transducing membrane.

6
Conclusions

Significant progress has been made toward
understanding the mechanism of pro-
tein translocation across membranes. Yet,
there are major questions to be addressed.
The events that initiate the translocation
reaction have not been deciphered in all
translocation systems. The mechanism by
which the channel can accommodate pre-
cursors of varying sizes, particularly for
the signal-assembled translocon, remains
a mystery. Moreover, how defects in the
translocation systems result in the dis-
eased state in plants and animals are

beginning to be elucidated. Eventually, a
greater understanding of the mechanisms
of translocation will provide information
about the broader question of how mem-
brane components assemble.
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Electrospray Ionization (ESI)
Electrospray is the process of ionization by which fractionated peptides are sprayed in
solution through a charged needle toward the mass analyzer.

Isotope-coded Affinity Tag (ICAT)
Isotope-coded affinity tags are reagents used for quantifying the differential expression
of peptides by mass spectrometry. ICAT tags contain three key components: a reactive
group for labeling peptides (e.g. iodo-group for labeling cysteines), a group for affinity
separation (e.g. biotin), and a spacer. The spacer can be derivatized with different
isotopes (e.g. hydrogen or deuterium) to discriminate protein expression of peptides
from different samples. The ratios of the heavy and light isotopes measured by the
mass spectrometer may then be correlated with the relative abundance of the peptide
in the two samples.

Liquid Chromatography–Mass Spectrometry (LC-MS)
Liquid chromatography–mass spectrometry is the separation of complex mixtures of
peptides or protein samples by liquid chromatography followed by mass spectrometric
analysis. Reverse phase liquid chromatography is usually performed on peptides as this
utilizes volatile solvents compatible with mass spectrometry.

Mass Spectrometry
Mass spectrometry is a biophysical methodology used to measure the mass-to-charge
ratio of proteins or peptides. The method involves the generation of ions in a vacuum
from a solid peptide or a peptide in solution, followed by their detection and mass
analysis. Mass spectrometry instruments therefore contain a source of ionization to
convert the analyte into ions within the gas phase and a mass analyzer for the detection
of the ions. Various methods exist for the generation of ions, including electrospray
ionization (ESI) and matrix-assisted laser desorption ionization (MALDI). Methods for
detecting and analyzing the ions include time of flight (TOF) analyzers, quadrupole
electric fields and ion traps.

Matrix-assisted Laser Desorption Ionization (MALDI)
In matrix-assisted laser desorption ionization, ions are formed via the laser excitation
of samples embedded in a chromophore matrix. Laser energy excites the chromophore
and the energy is transferred to the analyte, which ionizes and enters the gas phase.
The mass-to-charge ratios of these ions are usually measured by the ‘‘time of flight’’
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(TOF) from their release until detection. The time of flight can thus be converted into
accurate molecular weight values.

Posttranslational Modifications
This is the process by which proteins are structurally modified following translation by
the ribosomes, which may lead to altered function or activity. These include
deamidation, proteolytic cleavage such as C-terminal truncation, phosphorylation, and
glycosylation.

Protein Arrays
These consist in the microarray-based analysis of proteins either in a planar (chip) or
suspension format, to qualitatively or quantitatively characterize protein expression
or function.

Proteome
The proteome is the complete collection of proteins expressed in a given cell or tissue
under a given set of conditions (normal, disease, treated or untreated with stimulants
or compounds).

RNA Interference (RNAi)
RNAi (RNA interference) refers to the introduction of homologous double-stranded
RNA (dsRNA) to specifically target and thereby silence the expression of one or more
genes in a variety of organisms and cell types (e.g. worms, fruit flies, mammalian
cells), resulting in null or hypomorphic phenotypes.

Surface-enhanced Laser Desorption Ionization (SELDI)
In surface-enhanced laser desorption ionization, the analyte(s) are applied in solution
to a protein-binding surface or ‘‘chip’’ followed by treatment with a MALDI matrix. The
essential element of SELDI is the chemically modified nature of the surface, which
facilitates selective adsorption prior to analysis. Laser desorption will release the bound
proteins as ions (analogous to MALDI). The ion spectrum can be analyzed and specific
patterns compared across different sample groups.

Tandem MS (MS/MS)
Ions detected by mass spectrometry can be selected for further fragmentation into ion
products. The fragmented ion spectra contain more detailed information, which can be
used to derive de novo sequence information about the peptide.

Transcriptomics
Transcriptomics is the study of the transcriptome, the collection of RNAs expressed in
a given cell or tissue under given conditions (normal, disease, treated or untreated with
stimulants or compounds). The commonly used method to study the transcriptome is
microarray, also called gene chip, technology that allows the analysis of gene expression
to be determined for all genes in a genome.
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Two-dimensional Gel Electrophoresis (2-DE)
Two-dimensional gel electrophoresis (2-DE) is the separation of proteins in a
polyacrylamide gel matrix, based on two properties. Separation in the first dimension
is determined by the isoelectric point of the proteins being analyzed, while the second
dimension separates them according to their apparent molecular weight.

Yeast Two-hybrid (Y2H)
This method was developed for the identification of protein–protein interactions using
yeast as a host organism. A gene sequence encoding either a protein or part of a
protein of interest is fused to the DNA-binding domain of a known, site-specific
transcription factor (‘‘bait’’), while a single target gene sequence or library of such gene
sequences (which may be prepared from a range of tissues etc.) for a potentially
interacting protein(s) is fused to the transactivation domain of the same transcription
factor (‘‘prey’’). Association between these two fusion proteins in yeast facilitates the
reconstitution of the DNA binding and transactivation domains as a functional
transcription factor, resulting in activation of a selected reporter gene placed under
control of a promoter regulated by the transcription factor. Expression of the reporter
can be monitored by a variety of methods.

� The past century has witnessed many impressive advances in molecular biology and
medical research, leading to both increased understanding and improvements in the
treatment of many diseases. A notable example of this is the impact that the discovery
of antibiotics had in treating bacterial infections. One of the most remarkable
achievements was the discovery of the structure of DNA by Crick & Watson, an event
that subsequently led some 50 years later to the completion of the sequencing of
the entire human genome. This milestone has created a wealth of information and
novel avenues for a more focused and comprehensive search and understanding of
the biochemical, regulatory and structural function of the proteins encoded by the
genome – a phase of biological exploration now referred to as the postgenome era.

In the postgenome era, there is significant work ongoing not only on the genetic
aspects of biology but also the molecular processes guiding gene expression and
function at all levels. These include RNA and protein synthesis and their regulation,
protein modifications, protein–protein interactions (pathways), and metabolite
formation. This review will focus on Proteomics, the study of global gene expression
at the protein level. We will describe both currently used and emerging technologies
for exploring universal protein expression, including protein fractionation, analysis,
and quantification of complex protein solutions. In particular, this review will focus
on characterizing the roles of proteins in pharmaceutical research and development,
including exploring applications in determining the functional role of proteins and
their relevance in human disease, as surrogate biomarkers for predicting/diagnosing
disease, disease progression, and for determining compound efficacy and toxicity.
Finally, we will assess what are the future prospects of utilizing protein research to
reach a better knowledge of gene/protein function in normal and disease biology as
well as clinical applications.
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1
Definitions

1.1
Proteomics

The rapidly evolving nature of protein
analysis has resulted in an ever-expanding
definition of the term ‘‘proteomics.’’ While
it is accepted that proteomics concerns the
study and characterization of all proteins,
including their synthesis, modifications,
function and interactions, the evolution of
separation and identification techniques
has generated more specific definitions
of proteomic activities such as expression
proteomics and interaction proteomics.
In addition, specific applications have
emerged including clinical proteomics and
toxicoproteomics.

1.2
Expression Proteomics

Expression proteomics is defined as the
global separation, quantification and iden-
tification of expressed proteins in organ-
isms, tissues, or cells under normal or
other conditions such as disease or fol-
lowing compound treatment. Initially, this
area was centered on 2-DE, but the recent
development of nongel-based methodolo-
gies such as LC-MS and protein arrays have
also started to show promise in this area.

1.3
Interaction Proteomics

Interaction proteomics is the study
of specific protein–protein or pro-
tein–compound interactions and, more
generally, the study of the role of pro-
tein complexes within biological pathways.
Different methodologies such as the yeast
two-hybrid system, phage display, protein

arrays, and affinity purification of com-
plexes followed by mass spectrometric
analysis have been successfully applied to
interaction proteomics studies.

1.4
Clinical Proteomics and Toxicoproteomics

Two particularly exciting emerging fields
of expression proteomic research relat-
ing to clinical applications are clinical
proteomics and toxicoproteomics. Clinical
proteomics consists in the identification of
biomarkers for disease detection or pro-
gression, or even regression after medical
therapeutic treatment, whereas toxicopro-
teomics is the elucidation of potentially
toxic or pathological effects of chemical
agents or environmental factors.

2
Technologies

2.1
2D Gel Electrophoresis (2-DE)

Since the inception of proteomics as a
discipline, 2-DE has been the technique
most widely used for protein separation
and analysis. This is still the case to-
day, with relatively little changes from its
original process developed about 30 years
ago by O’Farrell, although a number of
complementary approaches are being de-
veloped. In 2-DE, the separated proteins
are visualized by either pre- or postelec-
trophoretic stains, class-specific stains (e.g.
phosphorylation), or by autoradiography
for radiolabeled proteins. Typically, be-
tween 2000 and 3000 proteins can be
resolved in a standard 2-DE gel (Fig. 1).
The technique is robust, quantitative, and
relatively simple to implement with rea-
sonably high throughput.
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Fig. 1 Two-dimensional polyacrylamide gel separation of proteins from a complex
mixture, illustrating separation by isoelectric point in the first (horizontal) dimension
and separation by size in the second (vertical) dimension.

Major improvements have enabled
greatly increased coverage, reproducibil-
ity, and accuracy. These include advances
in sample preparation, electrophoresis
methodology, as well as sensitivity and
quantification of staining. Furthermore,
scanning hardware has dramatically im-
proved as have the available algorithms for
image analysis and data mining.

Although unparalleled in its resolving
power and flexibility, the performance
of 2-DE is ultimately finite. Proteins are
commonly detected in biological tissues
over a dynamic range of >106. In plasma,
the dynamic range has been reported to
be on the order of 1012. Because of this
huge expression range, high abundance
proteins may ultimately mask the visibility
and detection of low abundance ones.

There are no ‘‘amplification’’ techniques
for proteins analogous to the polymerase
chain reaction (PCR) used for transcript
identification and quantification. As pro-
teomics is a substrate-limited technique, it
is crucial that sufficient sample is available
as starting material for analysis. Prefrac-
tionation is increasingly becoming a pre-
requisite for broad proteome coverage. In
addition, the technology is biased against
proteins with extremes of size, charge, and
hydrophobicity. In order to address these
‘‘problematic’’ proteins, a number of novel
approaches are being developed. These in-
clude multicompartment electrophoresis
for enrichment of proteins on the basis
of native charge and subcellular fractiona-
tion, in particular, isolation of organelle
components such as mitochondria and
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nuclei. As a consequence, initiatives to
define the subcellular complement of the
nuclear and mitochondrial proteomes are
being actively pursued. This type of more
focused proteomic analysis has increased
sensitivity and has enabled analysis of the
nuclear envelope and even the nuclear pore
complex. Techniques have also been devel-
oped to preenrich proteins by functional
class (e.g. proteases) and to specifically
remove high abundance proteins. Such
approaches include removal of albumin
and other highly abundant proteins from
plasma and serum prior to clinical pro-
teomic studies.

The original carrier ampholyte-
generated pH gradients of the 1970s have
now been replaced with immobilized pH
gradients (IPG) for isoelectric focusing
(IEF). These matrices provide stable and
reproducible gradient separations and are
available commercially in broad pH range
gels (e.g. pH 3–11) and extremely narrow
pH range gels (e.g. pH 5–6), enabling
extremely high resolution to be attained.

The performance of the second dimen-
sion has also been enhanced with the
introduction of better instrumentation. In
particular, reproducibility and throughput
has been improved, while the introduction
of the stable gradient gels has increased
the resolution and flexibility of the tech-
nique. In conjunction with other advances,
2-DE is now capable of producing quantita-
tive and reproducible data at a throughput
compatible with biologically significant
sample numbers.

The introduction of highly sensitive flu-
orescent dyes is greatly improving protein
detection in gels. Fluorescent stains such
as SYPRO Ruby have a better dynamic
range, are more quantitative and are more
compatible with mass spectrometry than
previous stains (e.g. silver stains). A di-
rect consequence of improvements to the

performance of the technology is the sep-
aration of isoforms of proteins differing
by single deamidation or phosphoryla-
tion modifications. Subsequently, stains
specific for phosphorylation and glycosyla-
tion were developed and used successfully
for proteins separated by 2-DE. An addi-
tional advance is the use of differential gel
electrophoresis, incorporating prelabeling
protein samples with fluorescent dyes and
the ability to run two or even three samples
on the same gel for comparative analysis.

Overall, 2-DE remains one of the most
reliable and widely used techniques for
proteome analysis. This is particularly true
for sample profiling and for the analysis of
differential protein expression in differing
disease states or after treatment of cells
or tissues with biologically or medically
relevant agents or compounds. The con-
tinuous development of new techniques
and instrumentation means that the lim-
itations of the technique are constantly
being reappraised and 2-DE will remain
a very valuable approach for the foresee-
able future.

2.2
Mass Spectrometry

One of the fundamental challenges of
proteomics work is the requirement for
sequence identification of proteins from
a given sample following separation. Un-
til a few years ago, the classical protein
identification procedure was performed
through N-terminal amino acid sequenc-
ing, known as Edman degradation. The
development of mass spectrometry has
essentially replaced Edman’s method by
virtue of providing more sensitive detec-
tion and higher sample throughput. These
features, coupled with the rapid expan-
sion of genomic databases, have provided
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a revolutionary approach to protein de-
tection and identification. The key steps
describing the use of mass spectrometry
to identify proteins from polyacrylamide
gels are shown in Fig. 2.

In general, mass spectrometry is per-
formed on tryptic peptides rather than
intact proteins as their extraction from the
microreticular polyacrylamide matrix of
2-DE is more facile. In addition, peptides
are more readily amenable to ioniza-
tion and analysis. This is not trivial as
it necessitates a method for efficiently
digesting proteins within the gel and recov-
ering the resulting peptides. The proteases
routinely employed, such as trypsin, are

presented to the protein substrates, which
are present within the gel at concentra-
tions significantly below the Michaelis
constant of the enzyme. Nevertheless,
methods have been optimized, which en-
able efficient fragmentation of the proteins
in situ.

The main principle of mass spectrom-
etry is the accurate measurement of the
masses of the peptide ions and derived
peptide fragment ions from the analyses.
The first requirement for analyte charac-
terization is the generation of ions in the
gas phase. In particular, the so-called ‘‘soft
ionization’’ methods of matrix-assisted
laser desorption ionization (MALDI) and

Gel separation Robot Proteolysis

Database
search MALDI: peptide mass

fingerprint

Database
search

MS/MS: mass and
sequence information

...repeated ‘n’ times

Fig. 2 Qualitative identification of proteins from
gels by mass spectrometry. A spot of interest is
excised from the gel and digested to peptides by
trypsin. Two main methods exist for identifying a
protein from the peptides generated. Firstly, the
mass of the peptides may be determined by
mass fingerprinting and compared to genomic
data present in bioinformatics databases.

Alternatively, individual peptide ions can be
sequentially selected for fragmentation, which
generates de novo sequence information. A
combination of the sequence information and
the peptide mass can be used to accurately
assign a protein identity by comparison to the
genomic database.
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electrospray ionization (ESI) have made a
dramatic impact on proteomics.

In MALDI, a laser pulse is applied to
the sample that is embedded in a matrix
(chromophore), which absorbs light at a
specific wavelength. The energy in the
chromophore is passed to the analyte
peptide, which ionizes. The ions created
are guided by a strong electrical field into
the mass analyzer. MALDI is a particularly
‘‘soft’’ ionization technique resulting in
singly charged peptide ions where the
mass-to-charge (m/z) ratio reflects the
mass of the peptide. This technique is
most often used to measure the masses of
peptides derived from enzymatic digestion
of a protein. This is often referred to as the
‘‘fingerprint’’ of the protein and may be
sufficient to identify the protein against a
genomic database.

In ESI, ions are formed by electro-
spraying a peptide solution into the mass
spectrometer via a small needle in the
presence of a strong electrical field, creat-
ing small ionized droplets. The solvent
in the droplets is eliminated by apply-
ing a counter current flow of gas or heat.
Once the ions have entered the mass spec-
trometer, the mass analyzer separates and
measures the ions on the basis of their
mass-to-charge ratio (m/z) using electric or
magnetic fields with subsequent registra-
tion by the detector. In ESI, a series of ions
of different charges (z = 1, z = 2, z = 3,
etc.) may be formed and these have to be
deconvoluted to determine the mass of the
parent peptide. This technique provides
higher energy ions suitable for fragmen-
tation and de novo sequencing. Relative
abundance of the peptide will be reflected
by the ion current in the analyzer. The
ion current intensity will also be a re-
flection of the propensity of a particular
peptide to ionize, which is in turn pred-
icated on the amino acid composition.

These confounding influences make ab-
solute quantification without the use of
internal standards complex.

In its simplest mode, the mass spec-
trometer defines the mass of the parent
peptide ion. Peptides can then be selected
manually or automatically within the mass
spectrometer and further fragmented by
collision with an inert gas. Peptides under-
going this process (tandem MS or MS/MS)
tend to fragment at the amide bond, lead-
ing to a mass spectral ladder, whose steps
reflect the mass differences between the
parent ions sequentially depleted of the
terminal amino acid residue (Fig. 2). It is
therefore possible to derive de novo se-
quence information and, by reference to
genomic databases, unequivocally identify
a protein from a single peptide.

In recent years, different variants of
mass spectrometry have emerged, encom-
passing novel approaches for trapping and
selecting ions (ion traps, quadrupoles) as
well as new mass analyzers such as time
of flight (TOF) and Fourier transform ion
cyclotron resonance (FT or FTICR-MS).
As with the more classical approaches,
performance is dependent upon the key
parameters of mass accuracy, resolution,
and sensitivity.

Biological samples are often extremely
complex, and gel-derived digests often
contain reagents incompatible with mass
spectrometers. To circumvent these is-
sues, separation technologies such as chro-
matography have been coupled to mass
spectrometry. As with 2-DE, methods of
fractionation have been developed to in-
crease the proteome coverage or to analyze
specific subsets of the proteome. These in-
clude methods of fractionation and specific
tagging procedures for labeling phospho-
proteomes.

Owing to its use of volatile solvents,
reverse phase high performance liquid
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chromatography (RP-HPLC) is particularly
compatible with mass spectrometry and
is readily interfaced via a standard ESI
source (LC-MS). The mass spectrometer is
able to sample and analyze the peptides
as they elute sequentially from the chro-
matographic column. While this approach
has disadvantages of being slower than
MALDI-based approaches, it has the ad-
vantage of generating higher quality data.

For extremely high resolution of very
complex mixtures, use of two-dimensional
chromatography techniques coupled to
tandem mass spectrometry (LC/LC-MS/
MS), sometimes referred to as multidi-
mensional protein identification technology
(MudPIT), has been established. The first
dimension is often ion exchange chro-
matography followed by RP-HPLC for
the second dimension. Progress in the
development of LC/MS-based proteome
analysis has raised the realistic prospect
of nongel-based global protein expression
profiling. Intact proteins are not readily
amenable to RP-HPLC in complex mix-
tures and so it is necessary to predigest
the proteins to peptides for analysis. This
creates an added dimension of complex-
ity and often precludes adequate analysis
of posttranslationally modified proteins.
While this technology is still evolving, it
offers potential advantages in overcoming
the limitations discussed above that are
associated with 2-DE approaches. Recent
advances have shown that the peptide re-
tention time by LC, the m/z value and its
intensity may provide sufficient informa-
tion to both quantitatively and qualitatively
identify a protein in a complex mixture.

2.3
Isotope Coding

Mass spectrometry has utilized stable iso-
topes to quantify relative amounts of

individual analytes for many years. At-
tempts to perform experiments on a
global proteomic scale have led to a
number of exciting developments. These
include the use of stable isotope label-
ing of amino acids in culture (SILAC)
and other metabolic labeling techniques.
However, for in vivo and larger studies,
labeling at the point of analysis is needed.
Digestion of proteins with trypsin pro-
duces neotermini on the peptides, which
provide the opportunity for differential
labeling with the isotopes 18O and 16O
derived from heavy and light water respec-
tively. The use of isotope-coded affinity
tags (ICAT) has gained some acceptance
in the last few years, with one notable
early study showing differential protein
expression in yeast grown under different
metabolic conditions.

ICAT probes are a series of labeling
reagents containing an affinity tag (biotin),
a spacer labeled with a light or heavy
isotope, and a thiol-specific reactive group
(-iodo) for labeling of cysteine-containing
peptides. Labeling is optimized to permit
quantitative analysis of samples (Fig. 3).
Early ICAT reagents possessed spacers
containing either eight deuteriums (D8,
the heavy isotope) or eight hydrogens
(D0, the light isotope). Two samples
are labeled, one with the light reagent
and the other with the heavy reagent
and the samples are then combined.
Once digested, separated, and analyzed by
mass spectrometry, the relative abundance
of the isotope tags may be used to
estimate the relative levels of the individual
protein species.

In the earlier incarnation of ICAT, the
necessity for high-resolution LC systems
to resolve the plethora of peptides resulted
in the undesired resolution of the light
D0 and heavy D8 form. This is problem-
atic as the mass spectrometric analysis
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Fig. 3 Principle of isotope-coded affinity tagging. The proteins of two samples are labeled with
a tag containing one of two isotopic labels such as eight deuteriums (squares) or eight protons
(circles). The samples are combined, affinity separated, and analyzed by mass spectrometry.
The relative abundance of the ions with the appropriate mass difference (e.g. 8Da) reflects the
relative abundance of the proteins.

is predicated on the two ions entering
the mass spectrometer at the same time.
The affinity tag specificity for the cysteine
residue also limited its applicability only
to cysteine-containing proteins. In addi-
tion, the reagent itself did not perform
ideally in the mass spectrometer, gener-
ating heterologous fragmentation, which
confounded interpretation. Many new iso-
topes are being developed today, and it is
hoped that future iterations will address
these caveats.

2.4
Yeast Two-hybrid Systems

The yeast two-hybrid system identifies pu-
tative binary protein interactions, which,
if proven, can provide powerful insights
into biological pathways. The gene coding
region for a protein of interest or part of a

protein of interest (the ‘‘bait’’) is fused to
the coding region for the DNA-binding do-
main of a yeast transcription factor (com-
monly GAL4 or LexA). This is engineered
to ensure that the resulting fusion protein
is targeted to the nucleus with a selection
marker. The coding region for a single
protein (the ‘‘prey’’) or a library of proteins
from different tissues (‘‘prey’’ library) is
fused to the transcriptional activation do-
main of the same transcription factor, and
also targeted to the nucleus. Screening is
performed with reporter genes under the
control of a promoter that respond to the
reconstituted DNA binding/transcription
factor activity, reflecting bait–prey inter-
action (Fig. 4). Common reporter genes
include enzymes, which support cellular
growth (LEU2, HIS3) and β-galactosidase,
for which a simple colorimetric detection
is possible.
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Fig. 4 Principle of the yeast two hybrid system for defining protein–protein
interactions. Two chimeras, one containing a DNA-binding domain and the
other an activation domain are cotransfected into yeast. If the fusion partners
interact, the binding domain and activation domain are brought into proximity
and activate transcription of a reporter gene.

In addition to screening prey libraries for
interactors, the system can also be used
for screening deletion mutants or poly-
morphisms to characterize the interacting
domains. Variants of the yeast two-hybrid
technique include yeast one-hybrid sys-
tems for protein-DNA interactions and
yeast three-hybrid systems for looking
at three way protein interactions or pro-
tein–drug interactions.

Although there is an association be-
tween the strength of the interaction and
the level of reporter activity in the yeast
two-hybrid system, the interaction is only
weakly quantitative and the true strength of
the technique is in its qualitative analysis.
Although false-positive results due to non-
specific interactions or spontaneous trans-
activation activity are often likely to con-
found interpretation, careful experimental

design and interpretation as well as follow-
up with directed confirmation assays using
alternate methods (e.g. coimmunoprecipi-
tation) can help with the identification and
validation of true interactors. Often critical
protein–protein interactions are specific to
a disease state and so the yeast model may
generate false-negative data. Other limita-
tions of the technology include aberrant
interactions owing to improper folding,
difficulty with finding membrane protein
interactors, lack of necessary posttrans-
lational modifications, or inappropriate
cellular compartmentalization. However,
it has the tremendous advantage of be-
ing cheap and simple to run, is an in
vivo system, and can be run on a high-
throughput scale. The positive aspects
are reflected in its wide utility and role
in many important discoveries including
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the GABA-B receptor heterodimerization
and producing genome scale interac-
tion maps for Saccharomyces cerevisiae
(yeast), Caenorhabditis elegans (worm), and
Drosophila (fruit fly).

2.5
Protein Arrays

Protein arrays constitute an emerging
technology, which permits the analysis of
protein expression, protein interactions,
or protein function. The microarray-like
format permits the deposition of various
biomolecules onto a solid surface in an
ordered array (Fig. 5). Antibody chips
allow the detection of protein expression
in an analogous method to enzyme-
linked immunoassays (ELISAs). Arraying
of functional biological molecules will also
permit protein interactions as well as
protein function to be investigated.

The inherent promise of protein arrays
is the capacity to perform routine assays in
a multiplexed format. This should greatly
improve the comparative nature of a study
by reducing assay-to-assay variability. An-
other benefit in practical terms is the
reduction in reagent usage, which has clear
relevance for the analysis of scarce clini-
cal samples. Despite these advantages, the
performance of protein expression arrays
appears to be comparable in terms of sen-
sitivity to ELISAs rather than enhanced.
Certain techniques are being developed
to try and increase sensitivity, includ-
ing the use of novel detection systems
(e.g. resonance light scattering) and sig-
nal amplification systems, but the results
to date remain equivocal. Future devel-
opments using more advanced detection
systems such as mass spectrometry may
offer increased sensitivity, although for
many applications such as expression anal-
ysis, this must be achieved while retaining

Expression array
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Protein–protein

interactions
Small molecule

interactions
Enzymatic

assays
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Fig. 5 Protein arrays contain a defined set of proteins arrayed at high density,
typically onto a solid surface. Protein arrays can be used for protein profiling by
immobilization of antibodies to specific analytes or as functional arrays for detecting
protein–protein or protein–drug interactions. Proteins have also been arrayed to
detect and characterize the functionality and specificity of both enzymes and
substrates.



322 Proteomics

quantification. Also, as with other ‘‘omic-
based’’ technologies, such advances will
place demands upon the bioinformatics
tools needed to manage and interpret
the data.

Currently, the multiplexed protein array
assay cannot, in general, compete with in-
dividual assays in terms of performance.
Although the technology is advancing
rapidly with respect to surface chemistry,
detection, and data analysis, the limita-
tions of the technology are predominantly
in reagent supply. Commercial antibodies
with the required sensitivity and selectivity
are not available for the vast majority of
proteins, and, even where they do exist,
only 5% or less are suitable for use in pro-
tein arrays, having been produced for other
purposes such as immunohistochemistry
and western blotting. The production of
antibodies is both labor intensive and
time consuming. For example, produc-
tion of monoclonal antibodies requires
immunization, generation of hybridoma
cell lines, and antibody isolation. The end
result is often an antibody that can be
thoroughly characterized in terms of sen-
sitivity and selectivity, and a renewable
source for producing this antibody over
and over again. Although the use of phage
libraries and other more novel capture
reagents exist, such as aptamers and pro-
teins based on novel scaffolds, the evidence
is that maturation is needed to achieve lig-
ands of acceptable performance and assay
screening of potential reagents is often
rate-limiting. The same challenge is true
for functional proteins where the promise
of whole genome or near whole genome
cloning and expression is still to be re-
alized. Future developments in capture
reagents and protein production are likely
to control the rate at which omic-scale pro-
tein arrays impact the biomedical sciences.

Despite the current limitations, protein ar-
rays for specific applications remain an
exciting prospect and are beginning to
yield useful and meaningful results.

2.6
Bioinformatics

A robust and expert bioinformatics plat-
form is a key requirement for the capture,
organization, analysis, and storage of pro-
teomics data. The aim of both transcrip-
tomics and proteomics studies is to gen-
erate high quality quantitative expression
data. This needs to be managed in such a
way as to enable information to be derived
about complex patterns of expression and
pathways consistent with pathology, phys-
iology, drug efficacy, toxicology, and so
on. By necessity, bioinformatics is a cross-
disciplinary activity embracing computer
science, software engineering, mathemat-
ics, and biology. The massive leap in scale
accompanying ‘‘omic’’ technologies has
necessitated ever more sophisticated bioin-
formatic tools to support target selection
and validation, and disease understanding.
The ability to relate a small piece of in-
formation on protein sequence to enable
gene identification is critical and funda-
mental to proteomics, but increasingly
important is the ability to place expression
changes and interactions into a biological
context of pathway and function. A con-
certed effort has begun to emerge to store,
analyze and disseminate proteomic infor-
mation, although it is still a discipline in
its infancy where additional progress is
eagerly awaited.

Many searchable databases available on
the World Wide Web are being constantly
updated to incorporate the increasing
volume of data being generated from
diverse genomic and proteomic platforms.
Placing proteins in their correct functional
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and biological context is likely to be
a complex process with lessons to be
learnt from transcriptomics and other
disciplines.

3
Applications

3.1
Target Identification and Validation

Since proteins are the ultimate structural
and functional components of life, under-
standing biological systems at the protein
level is critical to delineating biological
pathways, including those involved in dis-
ease as well as determining how drugs
exert their beneficial and sometimes toxic
effects. These explorations can lead to the
identification of new targets (also proteins
to be avoided) as well as contributing to
validating the involvement of the particu-
lar protein involved in the biology of the
disease. Proteomics has therefore begun
to provide insights into several areas of
medical research.

In the field of infectious diseases, pro-
teomics – in conjunction with other disci-
plines such as transcriptomics and RNA
interference (RNAi) – has been used to
unravel the mechanism of certain drug
activities and to define host–pathogen
interactions. This holds the promise of
providing new methods for diagnosing and
treating infectious diseases. Initial studies
focused on the effect of bacterial infec-
tion within host cells, including analysis
of those proteins that are selectively ex-
pressed by the pathogen during infection.
These studies also led to increasing our un-
derstanding of the inflammatory signaling
networks in the process of sepsis. More
recent work has focused on the mecha-
nisms of pathogenesis. In addition, work

with organisms such as Plasmodium falci-
parum, the malaria parasite, has provided
critical insights into major diseases such
as malaria, via delineation of the protein
expression patterns at distinct stages in the
life cycle of the parasite.

Protein changes correlating with disease
processes, such as inflammation, have in-
dicated dysregulation of proteins, which
may subsequently be modulated by non-
steroidal anti-inflammatory drugs. These
included a time- and gender-dependent
upregulation of acute phase proteins in
a rat model. Respiratory diseases, such
as chronic obstructive pulmonary disease
and asthma, are known to have a strong
inflammatory element to their pathology.
Genetics has greatly advanced our under-
standing of the pathobiology underlying
complex genetic disorders such as asthma,
with numerous genetic loci and individual
genes showing a linkage or association.
Proteomics has the ability to comple-
ment these genetic results by generating
biomarkers that may prove invaluable as
prognostic tools for predicting asthma sus-
ceptibility and disease severity as well as
predictors of drug response. As part of
the drive to deliver such biomarkers, pro-
teomics has been applied to a number of
biofluids, such as bronchoalveolar lavage,
together with plasma and serum.

Proteomics has also been deployed to
widen the understanding of the therapeu-
tic value of vaccines. For example, in a
relatively sophisticated approach to define
novel vaccine candidates, 2-DE has been
incorporated into studies to define im-
munogenic proteins, which elicit a host
response. This has been reported for
therapeutic areas as diverse as infectious
diseases and oncology. The latter raises the
prospect of developing future cancer vac-
cines, making provision for a major unmet
therapeutic need. Similar approaches have
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been applied to advancing the diagnosis
and treatment of transplant rejection via
identification of early events in the process
of rejection.

Research in cardiovascular biology in
the pregenomic era focused on classical
pathophysiological descriptions, with the
later incorporation of receptor biology and
signal transduction–driven approaches.
Cardiovascular research is a discipline for
which there are many in vitro and in vivo
model systems available, which provide a
vehicle for a more detailed understanding
of the molecular basis of disease. In
the postgenomic era, proteomics will
provide an important role, bridging the
gap between genetic and physiological
research. Atherosclerosis is a disease
of the cardiovascular system, which is
now generally accepted to have a large
inflammatory component. Several risk
factors have been identified including
cell adhesion molecules and inflammatory
markers such as C reactive protein. Pro-
teomics has recently been instrumental
in discovering several putative protein
markers associated with atherosclerosis,
many of which have a recognized role in
inflammation.

Applications of proteomics in the field
of oncology are quite diverse, focusing on
advancing the understanding of mecha-
nisms, diagnosis, and prognosis, as well
as defining possible therapeutic regimes
in a number of cancers. One important
role has been to advance the definition
of mechanisms underlying cellular regu-
lation, including those implicated in the
transcriptional regulation of metastasis.
Protein expression in hepatocellular car-
cinoma cell lines, which has proven to
be a useful model of persistent viral
hepatitis–induced hepatoma, has revealed
interesting new proteins and confirmed
others previously implicated in the disease.

Proteomics has also been used to gain a
better understanding of the multifactorial
nature of chemoresistance demonstrated
by certain cancer cells. The oncology area
has been extensively studied using DNA
chips (microarrays) for transcript analysis,
hence there is a wonderful opportunity for
synergy between transcriptomics and pro-
teomics by comparing and contrasting the
data for validation of new targets or new
disease diagnostic or disease/drug prog-
nostic markers.

In the fields of neurology and psychi-
atry, the understanding of neurologically
relevant systems has been enhanced by sig-
nificant progress in mapping the human
brain proteome. This has been further
advanced by the investigation of model
organisms such as the mouse and in
vitro cell systems such as synaptosomes.
Alzheimer’s disease is a complex genetic
disorder in which dysfunction is associated
with mutational loci (amyloid precursor
protein, presenilin 1 and presenilin 2)
as well as susceptibility loci (apolipopro-
tein E). Progress has been made in this
area by detection of oxidatively modi-
fied proteins consistent with previously
identified peroxynitrite-mediated damage
and oxidatively modified RNA. Analy-
sis of human postmortem brains from
both Alzheimer’s and Down syndrome pa-
tients indicates decreased levels of proteins
such as synaptosomal-associated protein
25 (snap 25), possibly reflecting impaired
synaptogenesis or neuronal loss. Post-
mortem studies and antemortem analysis
of cerebrospinal fluid have also revealed
several additional proteins found to be al-
tered in expression in Alzheimer’s disease,
including apolipoprotein E.

In psychiatric research, the application
of genomics and proteomics to disorders
as diverse as depression, schizophrenia,
and autism is being considered as a major
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potential contributor in terms of disease
diagnosis, understanding, and therapy.
New avenues into disease understanding
have been illuminated by genetic studies,
for example, the discovery of neuregulin,
DAOO, and G72 (the latter two associated
with glutamate pathways) as schizophre-
nia susceptibility genes. To date, analysis
of cerebrospinal fluid from schizophrenics
has produced limited identifiable changes
in protein expression and in general, val-
idated markers of psychiatric disorders
remain elusive. Despite this difficulty, it
is likely that given clinical material of suf-
ficient quality and with detailed disease
phenotypic data, proteomics can make a
major contribution to both mechanistic
understanding and diagnosis.

3.2
Protein–protein Interactions

A key aspect of understanding biologi-
cal systems is to gain an insight into
protein function. Characterizing protein
function in a normal state and defining
changes in function in the dysregulated
state associated with disease can be ex-
tremely challenging and while expression
proteomics is certainly capable of provid-
ing important clues into protein function,
investigation of how proteins interact with
one another is of additional utility. Asso-
ciation of a protein of unknown function
with proteins of known function or link-
age to a defined pathway can be invaluable
in delineating cellular processes and dis-
ease mechanisms.

Various methods exist for defining pro-
tein interactions including the yeast two-
hybrid system and affinity pull downs or
chemoproteomic approaches. In a rela-
tively recent advance in chemoproteomics,
a tandem affinity purification (TAP) tag
is used in which a fusion of the binding

domains of both protein A and calmod-
ulin are employed to enhance selectivity.
The two affinity regions are separated by
a cleavable tobacco etch virus protease
cleavage site. This approach has been ap-
plied successfully to create a functionally
organized database for yeast–protein in-
teractions, and provide the first insight of
how a complex network of proteins may
operate in a eukaryotic proteome.

Yeast two-hybrid systems have also been
effective in defining new protein targets
for pharmaceutical intervention including
defining novel nuclear hormone receptors
and their cofactors and in characterizing
the specific residues or domains within
proteins associated with protein function.
For instance, the system has also been
employed to find peptides, which bind and
inhibit key enzymes such as kinases.

As described above, protein arrays are
now being developed to define protein
function and studies in yeast have already
defined and characterized novel binding
motifs for proteins such as calmodulin.
Perhaps the most immediate benefit of
protein interaction studies will be the
assembly of large databases of hitherto
undefined pathways, which will assist in
associating proteins with their functions
or, more broadly, with specific pathways
and cellular processes.

3.3
Protein Biomarkers in Clinical and
Preclinical Research

The discovery and successful application of
therapeutic treatments to diseases is a very
complicated and lengthy process. Through
the development cycle of a new drug can-
didate, a vast number of hurdles need to
be overcome. They mainly involve a clear
establishment that the proposed molecule
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is safe, tolerable, and therapeutically effica-
cious. During the process, the compound
has to be carefully and thoroughly tested
in preclinical animal models, and only if
those studies are successful in demon-
strating the above attributes will the drug
progress to tightly controlled human trials.
The complexity, scientific rigor, and vast
amount of human and financial resources
needed during the drug discovery and de-
velopment process mean that finding ways
to predict, diagnose, and understand better
the manifestations of disease as well as the
outcome of the proposed drug treatment
are critical factors to be addressed.

Alongside transcriptomics and meta-
bolomics, proteomics has the potential to
dramatically improve the speed of clinical
research, discriminating between diseases
and disease subtypes. Proteomics applied
to biofluids such as plasma offers a rel-
atively noninvasive method of providing
bedside/near bedside clinical support. In
particular, proteomics has major potential
for finding novel biomarkers that can act
as predictive signatures of disease onset
and progression, act as surrogate markers
of therapeutic efficacy, or reveal potential
toxicology. The search for novel protein bi-
ological biomarkers that can predict at an
early stage the efficacy and safety profiles
of a drug has benefited from a concerted
and vigorous increase in effort in the
last decade.

Proteomics technologies are playing a
key role in the search for biomarkers, often
complementing other approaches such
as transcriptomics and genetics. While
acknowledging recent advances, initial
progress in plasma/serum proteomics was
slow owing to the complexity and wide
dynamic range of the protein content. For
example, while the concentration of serum
albumin in normal plasma is in the range
of 35–50 mg·mL−1, the concentration

of a cytokine such as interleukin IL6
is 109 times lower at 0–5 pg·mL−1.
Methods for removal of albumin and
other abundant proteins from plasma have
now dramatically improved the scope for
clinical proteomics in biofluids. In both
preclinical as well as clinical arena, the
use of 2-DE gel electrophoresis techniques
in conjunction with mass spectrometry
as well as the use of immunobased
approaches is now providing important
and useful data.

Adverse drug reactions are a significant
issue both in terms of molecules failing
both in preclinical development and in the
clinic. Since the estimated cost of bringing
a drug to the market is $800 million, any
improvement in attrition rates, however
small, will accrue significant benefits both
to pharmaceutical companies and also to
the patients themselves. Initially, the focus
of genomic technologies in the area of tox-
icology was centered on transcriptomics,
with the analysis of RNA expression in tis-
sues obtained from animals treated with
test compounds. However, the parallel
analysis of genes and proteins has brought
new insight to both in vitro and in vivo
studies with the goal to predict the toxic
effects of potential of new potential drugs
much earlier in the development cycle. The
aim of predictive toxicology via proteomics
is to improve lead and candidate selection
and enhance drug efficacy and safety mon-
itoring via profiling of defined surrogate
markers from easily obtainable biofluids.
Proteomics via 2-DE enables drug-related
alterations in expression profiles to be
compared and potential biomarkers for
further scrutiny to be identified. Sev-
eral studies have already begun to define
protein expression changes, which corre-
late with drug-mediated toxicity, whereas
specific studies have indicated possible
mechanisms of toxicity.
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Recently, the surface-enhanced laser
desorption ionization (SELDI) time of
flight (TOF) technology has been de-
veloped. Proteins in a mixture are se-
lectively bound to a surface of defined
chemistry and their masses profiled by
mass spectrometry. Although the iden-
tity of the proteins cannot usually be
ascertained from this type of data, a spe-
cific mass spectrum can be obtained and
used to characterize a specific analyte.
This has been applied to define poten-
tial biomarkers of ovarian, breast, and
prostate cancer.

Application of ‘‘omic’’-based technolo-
gies can offer additional insights over
and above the growing area of phar-
macogenetics. Pharmacoproteomics rep-
resents a more phenotypic approach to
the analysis of patient-to-patient vari-
ability than is provided by genotyping
as it will assess the effects of an in-
dividual’s genetic makeup as well as
the influences of the environment and
lifestyle. This makes proteomics a valu-
able tool in disease diagnosis and the
push toward defining subgroups of pa-
tients who are more suited to the individ-
ual therapies.

4
Future Perspectives

4.1
Toward a Full Proteome Map

The genomes of higher eukaryotes give
rise to proteomes of high complexity owing
to the predominance of posttranslational
modifications and splice variants. Indeed,
the level of complexity appears to correlate
with that of the organism. It has been
estimated that the number of proteins per
gene is around 1.1 to 1.3 for bacteria, 3 for

yeast and around 10 for humans, although
these are estimates and may only hint at
the actual levels of complexity.

In addition, the true relevance of a
protein function cannot be derived from
information about a single protein in
isolation. The activity of a given protein
will be strongly influenced by its tissue
distribution and intracellular localization,
as well as its proximity to and interaction
with other proteins and metabolites. These
factors illustrate the increasing need
to move the technology toward total
proteome coverage.

Although a laudable aim, currently no
method is in sight that will allow the
analysis of the entire proteome. Progress
toward significantly higher proteome cov-
erage is being made via prefractionation
techniques to analyze subproteomes. Sev-
eral studies have now analyzed proteomes
at the organellar level and even at the sub-
organellar level. This contributes more in-
formation about the location, expression,
and function of proteins, and these meth-
ods for analysis are becoming increasingly
sensitive, robust and quantitative. His-
torically, certain types of proteins have
been difficult to study, including highly
hydrophobic membrane-bound proteins.
Although membrane proteins have been
typically underrepresented during analysis
by 2-DE, progress in extraction methods
for membrane proteins and the intro-
duction of improved solubilization tech-
niques, both in sample preparation and
separation, have markedly improved mem-
brane protein detection. In addition, the
ability to select individual protein classes
such as glycosylated proteins or phospho-
proteins via antibodies or specific tags has
increased the scope and range of pro-
teome subset analyses. Advances in the
technology and, in particular, the recent
advances in nongel-based proteomics may
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herald a major advance toward increased
proteome coverage.

4.2
Biological Validation of Protein Functions

As mentioned a number of times in
this review, proteomics offers tremen-
dous opportunities to rapidly progress
biological and medical research. The ability
to analyze and potentially quantify many
proteins at once in a multiplexed as-
say without any preselection makes pro-
teomics a truly open multiplexed discovery
platform. However, experience to date has
shown that the wealth of information cre-
ated can be extremely difficult to process
and presents a number of novel issues. The
multiplexed nature of the assay increases
the chances of discovering many proteins
associated with a pathology or biological
phenotype. It also increases the probabil-
ity of identifying changes, which occur
purely by chance, or as an indirect result
of the up- or downregulation of relevant
proteins. Thus, the necessity for rigorous
validation of protein changes associated
with altered phenotypes is of paramount
importance and places a large burden on
what is currently a potentially resource and
rate-limiting step.

While many proteins such as enzymes
can be assayed functionally when defined
substrates are available, individual im-
munoassays have long been one of the
definitive approaches to measuring indi-
vidual protein expression. However, as
discussed above, the limited availability of
high-quality antibody reagents has led to
significant effort being expended on pro-
vision of antibody reagents for assays and
protein arrays. Further, the creation of in-
ternational consortia is being proposed to
undertake and complete the monumental

task of producing antibodies against ev-
ery human protein. Additional validation
can also be gleaned from specific path-
way expansion, gene silencing and gene
knockout experiments.

4.3
Clinical and Diagnostic Applications

A number of issues need to be addressed
before proteomics can achieve general and
routine applicability in clinical studies. In
addition to the caveats of working with
plasma and serum, as discussed above,
there are issues surrounding the het-
erogeneous nature of human samples.
Biological systems are complex and study
populations from clinical cohorts tend to
be highly variable. Many clinical studies
are derived from populations represent-
ing diversity in genetic and environmental
and lifestyle factors, as well as in age,
disease severity and comorbidity. All of
these factors conspire to confound in-
terpretation of clinical proteomic data.
The capacity to run proteomic analysis
at a scale consistent with large popu-
lations is needed to facilitate extraction
of biologically and statistically significant
information from the confounding ele-
ments. The industrialization of 2-DE is
not as advanced as is needed to address
very large clinical cohorts, although it
is now capable of processing thousands
of samples. The immediate promise of
the emerging techniques such as LC/LC-
MS/MS and protein arrays will be to
augment information content attainable
with 2-DE rather than to provide dramati-
cally increased throughput.

Progress to date in the area of clini-
cal proteomics has been rapid and it will
surely continue to improve at an equally
impressive rate given the huge demand
and benefits. The potential for defining
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biomarkers for therapeutic or diagnostic
use, as well as defining biological mecha-
nisms is immense.
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Keywords

F0F1
ATP synthase or proton-translocating ATPase formed from membrane extrinsic (F1)
and intrinsic (F0) sectors. Nomenclature from factors of oxidative phosphorylation.

F-ATPase
One of the three classes of ion transport ATPases, mostly proton-translocating ATPase.
Nomenclature from F0F1 or factors of oxidative phosphorylation.

P-type ATPase
Ion transport ATPase forming acylphosphoenzyme intermediates during catalysis. This
group contains proton-translocating ATPases such as H+/K+ ATPase and H+ATPase.
They are different from F-ATPase, or V-ATPase, but similar to Na+/K+ ATPase.

Rotational Catalysis
Continuous rotation of γ ε C10 subunit complex during ATP synthesis or hydrolysis by
F-ATPase. Similar mechanism found in V-ATPase.

γ -Subunit
F-ATPase subunit located at the center of the catalytic hexamer (α3β3) formed from the
α- and β-subunits, and rotating during catalysis.

V-ATPase
Vacuolar-type proton-translocating ATPase. Nomenclature from a proton pump
identified initially in fungal or plant vacuoles, but now found in a wide variety of
endomembrane organelles such as lysosomes and endosomes and plasma membrane
of specialized cells such as osteoclast or kidney intercalated cell.

Abbreviations

DCCD: dicyclohexylcarbodiimide
Pi: inorganic phosphate

� Proton-translocating ATPases synthesize or hydrolyze ATP coupling with electro-
chemical proton gradient, and have important roles in animal and plant physiology.
The ion transporting ATPases are classified as F-ATPases (F-type ATPases), V-
ATPases (V-type ATPases), and P-ATPases (P-type ATPase). The F-ATPase, also
called ATP synthase, is found in chloroplasts, mitochondria, or bacterial mem-
branes, and synthesizes most of the ATP, the biological energy currency. The
enzyme is formed basically from eight subunits, a-, b-, and c-subunits forming
membrane intrinsic F0 sector with ab2c10 stoichiometry, and α-, β-, γ -, δ-, and
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ε-subunits forming peripheral F1 sector with α3β3γ δε stoichiometry. Three catalytic
β-subunits forming a hexamer with α-subunit (α3β3) have catalytic cooperativity.
The γ εc10 subunits complex, formed from peripheral (γ ε) and intrinsic membrane
(c) subunits is a cential stalk, rotating during catalysis. The V-ATPase forms inside
acidic pH in endomembrane organelles such as lysosomes, endosomes, synaptic
vesicles, and so on, and is similar to F-ATPase in subunit organization and structure.
The same enzyme is found in plasma membrane of special cells such as osteoclast
and kidney intercalated cell. Gastric proton pump H+/K+ATPase or plant plasma
membrane H+ATPase belongs to P-ATPases forming acyl phosphate intermediate,
and is not discussed in this article.

1
Introduction

The mechanism of ATP synthesis has
been a focus of biochemists for more
than four decades. ATP synthase was
first identified in the mitochondrial inner
membrane, and then found successively
in chloroplasts and bacterial membranes.
This enzyme synthesizes ATP from ADP
and phosphate (Pi) coupled with an elec-
trochemical proton gradient, and is also
called proton-translocating ATPase or F-
ATPase (F-type ATPase) because of the
reversible proton pumping upon ATP hy-
drolysis. The name F-ATPase originated
from the coupling factor of oxidative
phosphorylation sensitive to oligomycin.
Escherichia coli F-ATPase is composed
of a membrane extrinsic F1 sector and
a transmembrane F0, formed from five
(α3β3γ δε) and three (ab2c10–14) subunit
assemblies with different stoichiometries,
respectively (Fig. 1). It can also be di-
vided into a catalytic α3β3 hexamer, stalks
(γ εab2), and membrane (ab2c10–14) do-
mains. Two stalks (central and peripheral
stalk) have been observed by electron mi-
croscopy. The mitochondrial enzyme has
additional subunits, possibly with regula-
tory functions.

The higher-ordered X-ray structure of
the bovine α3β3γ complex had been
solved in 1994 by John Walker and
coworkers. Following this breakthrough,
the structures of crystals of bovine
F1, inhibited by efrapeptin, aurovertin,
NBD-Cl (7-chloro-4-nitrobenzo-2-oxa-1,3-
diazole), and DCCD (dicyclohexylcarbodi-
imide) were solved by the same group.
Bovine F1 containing 1 mol MgADP tri-
fluoroaluminate and 2 mol MgADP tri-
fluoroaluminate has also been crystal-
lized, and the structures have been de-
termined. These studies, together with
biochemical analysis, have contributed
greatly to an understanding of the cat-
alytic site and mechanism. The structures
of F1 sectors of other origins have also
been reported.

The catalytic site is mainly located in the
β-subunit of the α3β3 hexamer, and the
three sites (one in each β) show strong
cooperativity. The amino- and carboxyl-
terminal helices of the γ -subunit are
located in the center of the α3β3 hex-
amer, and form a central stalk with the
ε-subunit. The peripheral or second stalk
is formed from the a- and b-subunits,
and the δ-subunit is located near the
top of the α-subunit. The proton path-
way is located at the interface between
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Fig. 1 Schematic model of
proton-translocating F-ATPase, showing
the subunit structures of the catalytic
hexamer (α3β3), stalk and membrane
domain. The membrane extrinsic F1 and
transmembrane F0 sector are shown
together with energy coupling between
the ATP synthesis–hydrolysis and
subunit rotation.

the a- and c-subunits, and the hairpin
structure of the purified c-subunit has
been solved by Fillingame and cowork-
ers using NMR. A ring structure formed
from multiple c-subunits was suggested
by early studies involving electron and
atomic force microscopy, and was ex-
tensively analyzed recently through NMR
structure and genetic approaches. The
X-ray structure of yeast F1 with a c-
subunit ring has also been reported by
Stock et al.

The mechanism of coupling of proton
transport and ATP synthesis or hydroly-
sis has been a major question for this
complicated enzyme. The binding change
mechanism proposes rotation of the γ -
subunit relative to the α3β3 hexamer
coupled with the chemistry at the catalytic
sites. Rotation of the γ εc10–14 complex rel-
ative to α3β3δab2 upon ATP addition was
shown recently, indicating that continuous
rotation of the assembly of F1 and F0 sub-
units is involved in the coupling between
ATP hydrolysis and proton transport.

Vacuolar-type ATPase (V-ATPase) with
significant similarity to F-ATPase was
introduced later to a family of proton-
translocating ATPases. V-ATPase is ap-
parently different from F-ATPase in its
physiological roles, and forms an acidic

luminal pH in endomembrane organelles
including lysosomes and endosomes, and
in extracellular compartments such as
resorption lacuna formed between osteo-
clasts and the bone surface. It has extrinsic
membrane V1 and V0 transmembrane do-
mains formed from the A, B, C, D, E-, F-,
G-, and H-subunits, and a, c, c′, c′′, and d,
respectively. F- and V-ATPase share signif-
icant homology, especially in its catalytic
subunits and proton pathways, and also
share some unique differences, including
its membrane sector and stalk region sub-
unit compositions. A series of isoforms
have been found for V-ATPase subunits.
Thus, comparative studies of the two pro-
ton–translocating ATPases are pertinent
for understanding the molecular mecha-
nisms of both.

In this chapter, we discuss recent
progress made in the understanding of
F-ATPase, focusing mainly on the en-
ergy coupling between the chemistry
and proton transport through subunit
rotation, and also discuss V-ATPase
from a similar aspect. It should be
interesting for readers to follow a se-
ries of biochemical studies to show
rotational catalysis of the F-ATPase
holoenzyme leading to that of the V-
ATPase.
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2
Catalytic Mechanism of
Proton-translocating F-ATPase

As expected from its complicated struc-
ture, F-ATPase is not a simple Michaelis–
Menten type enzyme. Furthermore, the
overall mechanism includes catalysis
(chemistry), subunit rotation and proton
translocation. X-ray structure and kinetic
studies, especially substrate binding anal-
ysis with an intrinsic tryptophan probe,
revealed that the three catalytic sites
are asymmetric. Senior and coworkers
have recently discussed and summarized
the molecular catalytic mechanism of
F-ATPase.

ATP synthesis and hydrolysis could be
carried out kinetically at a single site
(unisite catalysis), two sites operating to-
gether (bisite catalysis), or all three sites
working together (trisite catalysis). Unisite
catalysis has only been demonstrated for
ATP hydrolysis, and can be measured ex-
perimentally with an ATP:F1 ratio of less
than 1 : 3. This rate is 105 –106-fold lower
than that of steady state (multisite) catal-
ysis. The enzyme cross-linked chemically
and thus could not rotate, but could still

carry out unisite catalysis. This catalysis
is not a part of the steady state, which
includes subunit rotation.

Catalytic residues have been identified
by analyzing unisite catalysis of the
purified E. coli mutant F1 sector (Fig. 2).
Briefly, βLys155 of the β-subunit is
required for binding of the γ -phosphate
moiety, as shown by studies involving
affinity labeling and mutant enzymes
such as βLys155Ala (βLys155 → Ala) or
βLys155Ser. The βArg182 residue is also
involved in the binding. Enzymes with
substitutions of βThr156 showed similar
properties to those of βLys155. The
hydroxyl moiety of βThr156 is essential,
possibly for Mg2+ binding, since it can
only be replaced by a serine residue.
βGlu181 is a critical catalytic residue.
Its side chain forms a hydrogen bond
with a water molecule located near the
γ -phosphate of ATP. However, it was
shown later that this residue was not
involved in nucleotide binding or Mg2+
coordination. βTyr331, which is stacked
close to the adenine ring, is required for
the binding of ADP or ATP. Results of
analysis of the tryptophan fluorescence of
the βTyr331Trp mutant F1 are consistent

Fig. 2 Catalytic sites of F-ATPase and
V-ATPase. The catalytic residues of E.
coli F-ATPase are shown together with
bound ATP. Their positions are cited
according to the bovine crystal
structure. Corresponding residues of
yeast V-ATPase are also shown.

bGlu185

aArg376

bArg182
AGlu290

bGlu181
AGlu286

bThr156
AThr264

bLys155
ALys263

AArg287

ATP

H2O

Mg2+



338 Proton Translocating ATPases

with the role of the βTyr331 residue. The
bovine residues corresponding to those
discussed above are located close to the
phosphate moiety or the adenine ring of
bound ATP or ADP as shown in the X-ray
structure (Fig. 2).

Recent results, including the F1 struc-
ture of all three sites filled with nucleotides,
support trisite catalysis, in which the three
sites are working together during the
steady state, and the notion that bisite catal-
ysis does not occur. We leave convincing
discussions of these points to the article of
Senior and coworkers.

It can be assumed that mutant enzymes
defective in steady state catalysis should
show impaired unisite catalysis. In this
regard, αArg376 mutant enzymes are of
interest. The αArg376 residue of the α-
subunit is located close to the β- or
γ -phosphate of ATP or ADP and Mg
at the catalytic site (Fig. 2). However,
αAg376 does not directly participate in the
chemistry of ATP hydrolysis or synthesis,
as shown by the unisite catalysis of mutant
F1 sectors. The αArg376Lys or αArg376Ala
mutant enzyme showed 2 × 103-fold lower
steady state ATP hydrolysis than the
wild type. However, the mutant enzymes
showed essentially the same kinetics
for unisite catalysis as the wild type,
suggesting that they can pass through
the transition state. These results indicate
that αArg376 is essential for promotion of
catalysis to the steady state turnover. This
notion is different from the previously
suggested roles of αArg376 that was
deduced from the structural model and
fluoroaluminate binding, an indicator
of the formation of the pentacovalent
transition state. The βGlu185 residue,
located close to the γ -phosphate and Mg
at the catalytic site, may have a similar
role to αArg376 because the mutant
enzymes maintain unisite catalysis, but are

defective in multisite catalysis. However,
detailed analysis could not be carried out
because the mutant F1 was unstable after
solubilization from membranes.

The binding change mechanism of
Boyer proposes that the three sites are
involved sequentially in ATP synthesis or
hydrolysis: at a specific point of time dur-
ing the steady state, the chemical reaction
occurs reversibly at one site and ATP re-
lease and/or binding of ATP + Pi occurs at
the two other sites with the expenditure of
energy. Evidence supporting catalytic co-
operativity and the binding change mech-
anism has accumulated, as reviewed by
Boyer in 1997. It includes early kinetic ev-
idence of unisite and steady state catalysis
showing three Km values and three inter-
acting nucleotide binding sites, 18O iso-
tope exchange reactions, inhibitor studies,
and so on. These studies suggested that the
chemistry, ‘‘ADP + Pi ↔ ATP + H2O,’’ at
the catalytic site is reversible, and pro-
vides essentially no energy change. The
mechanism is strongly supported by the X-
ray structure showing asymmetric catalytic
sites and predicting continuous γ -subunit
rotation. However, it cannot be concluded
that the binding change mechanism was
proven at the molecular level, although the
mechanism is conceptually accepted and
has been extremely useful for understand-
ing the enzyme.

3
Roles of the γ -Subunit: Energy Coupling
by Mechanical Rotation

3.1
Roles of the γ -Subunit in Energy Coupling

The essential role of the γ -subunit in catal-
ysis and assembly was shown by early
reconstitution experiments: a catalytic core
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complex exhibiting ATPase activity could
be reconstituted from the purified E. coli
α-, β-, and γ -subunits, but not without the
γ -subunit. Consistently, assembly of the
F1 sector is strongly affected by γ -subunit
mutations, especially those of residues in-
teracting with the β-subunit. The isolated
α3β3γ complex could functionally bind
to the F0 sector only after its assembly
with the δ- and ε-subunits. These results
indicate that the two minor subunits are re-
quired for the functional binding of α3β3γ .

Early genetic approaches focused on the
γ -subunit carboxyl-terminal region. The
amino acid sequences of the γ -subunits
are weakly conserved among different
species, though their X-ray structures are
similar. When the known γ -sequences
are aligned, only 28 of the 286 residues
of the E. coli subunit are conserved,
and mostly in the carboxyl- and amino-
terminal helices located at the center of
the α3β3 hexamer. Seventeen residues are
conserved between residues 242 and 286
of the γ -subunit. An enzyme lacking 10
residues at the carboxyl terminus is still
capable of in vivo ATP synthesis, indicating
that the three conserved residues in
this region are not required. Structural
flexibility of the carboxyl terminus was also
demonstrated by a frameshift mutation:
the enzyme was still active with the γ -
subunit having seven additional residues
at its carboxyl terminus together with nine
altered residues downstream of γ Thr277.

The enzyme with the nonsense mutation
(γ Gln269End) was inactive, and substi-
tution of a conserved residue (γ Gln269,
γ Thr273, or γ Glu275) between γ Gln269
and γ Leu276 gave enzymes with reduced
ATPase activity and energy coupling. We
noticed that mutations resulted in differ-
ent ratios of ATPase catalysis and proton
transport; three mutants (βThr277End,
βGln269Leu, and βGlu275Lys) exhibited

about 15% of the wild-type ATPase ac-
tivity, but showed various degrees of
ATP-dependent H+ transport and in vivo
ATP synthesis. These results suggest active
role(s) of the γ -subunit in ATPase activity
and energy coupling.

In addition to the carboxyl terminus,
the only other conserved region is near
the amino terminus. The importance
of this region was first suggested by
the mutant lacking residues between
γ Lys21 and γ Ala27, which resulted in
failure of assembly of the F1 complex.
We introduced amino acid substitutions
systematically into the amino-terminal
region of the γ -subunit. Most of the
changes between γ Ile19 and γ Lys33,
γ Asp83 and γ Cys87, or at γ Asp65 had
no effect, even with a drastic replacement
such as hydrophobic to hydrophilic or
acidic to basic. Interesting exceptions
were the γ Met23Arg and γ Met23Lys
substitutions. These mutants grew only
slowly on succinate through oxidative
phosphorylation, indicating that they were
impaired in ATP synthesis. However, the
membranes prepared from the γ Arg23
and γ Lys23 strains showed 100 and 65% of
the wild-type ATPase activity, but formed
only 32 and 17% of the electrochemical
proton gradient respectively, indicating
that these mutants are defective in energy
coupling between ATP hydrolysis and
proton transport. In the X-ray structure,
the γ Met23 residue is located close to
the DELSEED (βAsp380–βAsp386) loop
of the β-subunit. Thermodynamic and
kinetic analyses of the purified γ Met23Lys
enzyme suggested that the introduced
γ Lys23 residue forms an ionized hydrogen
bond with βGlu381 in the loop. Consistent
with this interpretation, the phenotype of
γ Met23Lys was restored by the second
mutation, βGlu381Gln. The βGlu381Lys
mutation also caused deficient energy
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coupling. These results suggest that the
interaction between the regions around
γ Met23 and βGlu381, and thus the γ -
subunit residue and β-subunit DELSEED
loop, are involved in energy coupling.

The γ Met23Lys mutation was sup-
pressed by substitution of carboxyl-
terminal residues, including γ Arg242,
γ Glu269, γ Ala270, γ Ile272, γ Thr273,
γ Glu278, γ Ile279k, and γ Val280. From
these results, Nakamoto et al. suggested
that γ Met23, γ Arg242, and the region
between γ Glu269 and γ Val280 are three
interacting domains that are required for
efficient energy coupling. The X-ray struc-
ture shows that γ Met23 located in the
amino-terminal helix is near γ Arg242, but
γ Gly269 and γ Val280 in the carboxyl-
terminal helix are near the top of the α3β3

hexamer. Furthermore, second-site muta-
tions mapped to the amino (residues 18,
34, and 35) and carboxyl (residues 236,
238, 242, and 262) termini suppressed
γ Gln269Glu and γ Thr273Val mutations.
The higher-ordered structure clearly shows
that γ Glu269 or γ Thr273 does not in-
teract directly with the residues of the
second mutations. The occurrence of sup-
pression at a distance may suggest that
the two α-helices of the γ -subunit located
at the center of the α3β3 complex un-
dergo long-range conformational changes
during catalysis. As expected, the relative
orientations of the γ -subunit to the three β-
subunits (βE, βDP, and βTP) are different in
the crystal structure, strongly supporting
γ -subunit rotation during ATP hydrolysis
or synthesis.

3.2
Subunit γ -Rotation

The higher-ordered structure of α3β3γ

indicated that α and β are arranged

alternately around the amino- and carboxyl-
terminal α-helices of the γ -subunit. The
binding change mechanism predicts that
the catalytic sites in the three β-subunits
participate sequentially in ATP synthesis
or hydrolysis via conformation transmis-
sion through the γ -subunit rotation. This
rotation was suggested by experiments on
chemical cross-linking between γ Cys87
and βCys380 (originally βAsp380) in the
DELSEED loop, and analysis of polarized
absorption recovery after photobleaching
of a probe linked to the carboxyl terminus
of the chloroplast γ -subunit.

The continuous unidirectional γ -
subunit rotation in F1 was recorded
directly by Noji, Yoshida, and their
colleagues (Fig. 3). They immobilized the
Bacillus α3β3γ complex on a glass surface
through histidine residues introduced
into the β-subunit. The fluorescent actin
filament connected to the γ -subunit
rotated continuously in an anticlockwise
direction during ATP hydrolysis. The
rotation became slower with an increase
in the filament length, and generated a
frictional torque of ∼40 pN nm. The ε-
subunit rotation was also shown using the
same approach, consistent with the tight
association of γ and ε. A 120◦ step rotation
was shown in the presence of a dilute
ATP concentration, indicating that the γ -
subunit rotates, interacting with the three
β-subunits successively. Furthermore, a
refined measurement system involving
gold beads revealed that the 120◦ step could
be divided into 90 and 30◦ steps. These two
steps were proposed to correspond to ATP
binding and ADP release, respectively.

The rotation of an actin filament con-
nected to the γ -subunit of E. coli F1
was observed using a similar system to
that described for the Bacillus α3β3γ

complex. The rotation was anticlockwise,
inhibited by azide (F-ATPase inhibitor),
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Fig. 3 Rotation of the γ -subunit of F-ATPase. F1 was immobilized
through a histidine tag introduced to the α- or β-subunit, and an actin
filament was connected to the carboxyl terminus of the γ -subunit.
ATP-dependent rotation of the wild-type (open circles) and γ Met23Lys
mutant (filled circles) F1 sector are shown. Taken from Omote, H.,
Sambonmatsu, N., Saito, K., Sambongi, Y., Iwamoto-Kihara, A.,
Yanagida, T., Wada, Y., Futai, M. (1999) The γ -subunit rotation and
torque generation in F1-ATPase from wild-type or uncoupled mutant
Esche, Proc. Natl. Acad. Sci. U.S.A. 96, 7780–7784. Experimental
procedure developed by Noji et al. (1997).

and generated a frictional torque of
∼40 pN·nm, as reported for the Bacil-
lus complex. The F1 sector, proven to
be a chemically driven motor, should be

connected functionally to the F0 sector
to complete ATP-driven proton trans-
port. Conversely, proton transport through
F0 should be coupled to the γ -subunit
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rotation and chemistry at the catalytic sites.
Questions on the energy coupling among
chemistry, rotation, and proton transport
will be answered with the E. coli enzyme
by taking advantage of the accumulated
genetic and biochemical information.

3.3
Mutational Analysis of the γ -Subunit
Rotation

We were interested in characterizing the
γ -rotation of a series of mutant enzymes
defective in energy coupling and cat-
alytic cooperativity. As described above,
the γ Met23Lys mutant is defective in en-
ergy coupling between catalysis and proton
transport. We thought that the γ -rotation
in the mutant F1 may be defective since
the γ -residue was replaced. Similar to the
original mutant, the γ Me23Lys enzyme
engineered for rotation observation exhib-
ited essentially the same ATPase activity
as the engineered wild type. However, the
enzyme could not form an electrochemi-
cal proton gradient in membrane vesicles,
or carry out in vivo oxidative phospho-
rylation. Unexpectedly, an actin filament
connected to the γ -subunit of γ Met23Lys
rotated, and generated essentially the same
torque as that of the wild type (Fig. 3).
These results suggest that the γ Met23Lys
mutant F-ATPase could couple between
chemistry and rotation, but was defective
in transforming mechanical work into pro-
ton translocation or vice versa. In this
regard, Al-Shawi et al. showed that the
γ Met23Lys mutant is defective in commu-
nication between F1 and F0. These results
also suggested that analysis of F1 sector
rotation is not enough to understand F-
ATPase catalysis. It became imperative to
determine which subunit complex is rotat-
ing in the F-ATPase holo enzyme purified
or embedded in the membrane.

Mutant F1 sectors with substitution of
the βSer174 residue and their suppressors
have been useful for understanding the
rotation mechanism (Fig. 4). Replacing
βSer174 with other residues altered the
ATPase activity to between 150 and 10%
of the wild-type level, and the larger the
side chain of the residue introduced,
the lower the ATPase activity observed.
Both the βSer174Leu and βSer174Phe
enzymes retained about 10% of the
wild-type ATPase activity. However, the
two mutants showed a difference in
energy coupling: the βSer174Leu mutant
could still grow on succinate by oxidative
phosphorylation and transport protons
into the isolated membrane vesicles,
whereas the βSer174Phe mutant could
not grow and showed no proton transport.
Consistent with these observations, their
F1 sectors differed in γ -subunit rotation.
The F1 sector with βSer174Phe showed
apparently slower rotation than the wild
type, and generated significantly lower
frictional torque (∼17 pN nm), whereas
the F1 with βSer174Leu was similar
to the wild type. These results suggest
that the rotation or torque generation is
closely related to the energy coupling with
proton transport.

Biochemical defects of the βSer174Phe
mutation were suppressed by a second-site
mutation, βGly149 to Ser, Cys, or Ala. Dou-
ble mutants such as βSer174Phe/βGly149
Ser showed essentially the same ATPase
activity and proton transport as the wild
type. As expected from these results, the
double mutant F1 generated the wild-type
torque (∼40 pN nm). The high-resolution
structure of the bovine F1 predicts that
βSer174 is located on the β-subunit sur-
face within the loop between an α-helix
(helix B) and a β-sheet (β-sheet 4) (Fig. 4).
βGly149, the first residue of the phosphate-
binding P-loop connected to helix B, is
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Fig. 4 Models of the E. coli β-subunit domain including βGly149 and βSer174.
(a) Domain structure for the ATP-bound (βTP) and empty (βE)β-subunit. The
bovine structure was used to model E. coli domains. Positions of ATP and
residues discussed in the text are indicated. Nomenclatures for the α-helix and
β-sheet are those of Abrahams et al. (1994). (b) Models of the βSer174Phe
mutant domain structure. The positions of the residues discussed in the text
are shown. Taken from Iko, Y., Sambongi, Y., Tanabe, M., Iwamoto-Kihara, A.,
Saito, K., Ueda, I., Wada, Y., Futai, M. (2001) ATP synthase F1 sector rotation.
Defective torque generation in the β subunit Ser-174 to Phe mutant and its
suppression by second mutations, J. Biol. Chem. 276, 47508–47511.

close to the catalytic site. The structure
of the βGly149–βSer174 region is signif-
icantly different between the nucleotide-
bound and empty β-subunits. Thus, it
can be assumed that the conformational
change of the catalytic site, followed by
that of the βGly149–βSer174 domain,
leads to the γ -subunit rotation for the
energy coupling to proton transport. The
βSer174Phe mutation was also suppressed
by αArg296Cys of the α-subunit. It is of in-
terest to analyze the rotation of the double
mutant and related strains.

Energy minimization with a sim-
ple potential function of the modeled
βSer174Phe mutant F1 predicts that the

side chain of βPhe174 interacts with that of
βIle163 or βIle166 of the β-subunit with no
nucleotide bound. We substituted βIle163
or βIle166 with a less bulky Ala residue
in the βSer174Phe mutant. As expected,
the F1 with the βIle163Ala/βSer174Phe
or βIle166Ala/βSer174Phe double mutant
could rotate and generate almost similar
torque to the wild type. These results
suggest that the βGly149–βSer174 do-
main plays important roles in the rotation
and torque generation essential for en-
ergy coupling.

The role of the DELSEED loop has been
focused on because its conformation is
significantly different among the three



344 Proton Translocating ATPases

β-subunits (βE and βT or βD), consistent
with the roles of γ Met23 and βGlu381 (the
second residue of the DELSEED loop) in
energy coupling. However, mutagenesis
studies involving replacement of residues
in the DELSEED loop of thermophilic
Bacillus α3β3γ did not reveal significant
effects on the torque generation. The nega-
tive results may suggest that the loop is not
related to the conformation change driv-
ing the β-subunit rotation. However, this
is difficult to conclude from the directed
mutations without structural analysis. Fur-
thermore, the experimental system with
actin filaments gives rotation rates and
torque values with high deviations. Exten-
sive substitution of related residues and
their second mutations should be analyzed
for the final conclusion, as discussed ear-
lier, for a region around βSer174. Analysis
of rotation in the F-ATPase holoenzyme
may be necessary, as pointed out, for the
γ Met23Lys mutation.

4
Rotational Catalysis of the F-ATPase
Holoenzyme

4.1
Structure of F0Sector and Proton
Transport Pathway

As discussed earlier, the F0 membrane
sector is composed of a-, b-, and c-
subunits, whose stoichiometry (1 : 2 : 10 ±
1, for a : b : c) was first determined from
the stained bands on polyacrylamide gel
electrophoresis. On the basis of structural
prediction, Cox et al. proposed a model
of F0 in which the a- and b-subunit
helices are surrounded by a ring of
c-subunits. However, this model was
not consistent with the electron and
atomic force microscopic images. In the

model derived from the images, the
a- and b-subunits are attached to one
side of the symmetric ring structure
formed by the c-subunits. An atomic
force microscope image indicated <12 c-
subunits in the ring. The ab2 complex
was purified recently after solubilization of
F0 from membranes utilizing a histidine
tag introduced at the a-subunit amino
terminus. The proton pathway (F0) was
reconstituted from the ab2 complex and
c-subunit, confirming that ab2 and the c-
ring are two functional subcomplexes of
the F0 sector.

Subunit a spans the membrane with
five helices, and its fourth helix could
be cross-linked to the carboxyl-terminal
helix of a c-subunit when Cys residues
were introduced at appropriate positions,
aArg210 in the fourth helix is involved in
proton transport, and all the substitutions,
even aArg210 to Lys, gave an F0 sector
with no ability to transport protons.
The structure of the amino terminus
(residues 1–34) of the b-subunit, including
the transmembrane helix, was solved by
NMR in a chloroform–methanol–water
mixture. Extramembrane helices interact
with the δ- and α-subunits at the top of
the F1 sector, which is consistent with
the model proposing that the b-subunit
closely interacts with an α3β3 hexamer.
The b-subunit dimer interaction with the
F1 sector is necessary for a second stalk.
The carboxyl-terminal helix of a c-subunit
can be cross-linked to the membrane
helix of the b-subunit. Fillingame and
coworkers solved the structure of the E.
coli c-subunit by NMR: monomeric c (in
a mixture of chloroform, methanol, and
water, pH 5) gave a hairpin-like structure
formed from the two helices connected by
a polar region that interacts with the γ -
and ε-subunits. Structural models of F0
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and the c-ring were reviewed recently by
Fillingame and coworkers.

The front face of one c-subunit packs
with the back face of a second c-subunit
to form a dimer, consistent with the
results of mutant studies. Fillingame and
coworkers proposed that dimers form a
ring of 12 monomers, with the amino
and carboxyl α-helices of each c-subunit
in the interior and at the periphery,
respectively, and the ring was modeled
from the results of molecular dynamic
calculations. The model was supported
by cross-linking analysis. However, a ring
containing more than 10 monomers was
not found in purified F0F1, and recent
recalculation gave essentially the same,
but a slightly smaller ring, formed from 10
copies of the c-subunit with the two helices
in similar orientations. In an alternative
model, the carboxyl- and amino-terminal
α-helices form inner and outer rings,
respectively. However, this model is not
supported by cross-linking experiments.
The X-ray structure indicated an yeast F1

tightly bound with a c-ring formed from
10 monomers.

These results established that the c-
subunits form a ring of 10 monomers.
However, the number of monomers form-
ing the ring is still controversial: atomic
force microscopy of chloroplast and bac-
terial F0 demonstrated rings of 14 and
11 c-subunits, respectively. The difference
in the copy number may be due to the
difference in species, loss of a part of the
monomers, or reorganization of the ring
during purification. Structural studies on
F-ATPase or the F0 sector will eventually
explain the discrepancy.

cAsp61, in the middle of the second
transmembrane α-helix, is responsible for
proton transport, and close to cAla24 and
cIle28, of which substitutions by other
residues reduced the DCCD reactivity

of cAsp61. The stoichiometry of the a-
and c-subunits (1 : 10) indicates that one
aArg210 and multiple cAsp61 are required
for proton translocation in F-ATPase. As
the pKa of the cAsp61 carboxyl moiety is
7.1, the NMR c-subunit structure at pH
5 is at the fully protonated stage. The
interaction between cAsp61 and aArg210
may lower the pKa to facilitate proton
release into the proton pathway. Rastogi
and Girvin solved the c-subunit structure
at pH 8, with cAsp61 being in an
almost completely deprotonated form. The
difference between the c structures at pH
5 and 8 is that the carboxyl-terminal α-
helix was rotated by 140◦ with respect
to the amino-terminal helix. From the
two structures and the results of cross-
linking experiments, Fillingame suggested
that the carboxyl-terminal α-helix rotates
during proton transport, interacts with
aArg210, and deprotonates cAsp61. This
c-subunit structural change possibly drives
stepwise rotation of the c-ring.

4.2
Rotational Catalysis of the F-ATPase
Holoenzyme

To complete ATP hydrolysis-dependent
proton transport, the γ -rotation should
be transmitted to the F0 membrane sec-
tor. Conversely, for ATP synthesis, proton
transport through F0 should generate
torque to drive the γ -subunit rotation cou-
pled to chemistry. The γ -rotation should
be coupled to protonation–deprotonation
of cAsp61 in either direction. Depending
on the modeling of F0 (a- and b-subunit
inside the c-ring), rotation of a, b, γ , δ,
and ε relative to the complex of α, β,
and the c-ring once has been suggested.
This speculation led to experimental tests,
although an alternative model in which
the c-subunit ring attached by the a- and
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b-subunit helices is supported experimen-
tally, as discussed above.

Different mechanisms could be pro-
posed for the coupling between γ -rotation
within the α3β3 hexamer and proton
transport through the F0 sector: (1) the
γ -subunit rotates on the surface of the c-
ring; and (2) the γ -subunit and the c-ring
rotate as a single complex. Models should
be consistent with the proton transport
continuously utilizing one aArg210 and
10–14 cAsp61 residues of the a-subunit
and the c-ring, respectively. Consistent
with mechanism (2), energy transduc-
tion of F-ATPase with a counterrotating
rotor (γ εc ring) and stator has been pro-
posed. Convincing evidence supporting
this mechanism includes the results of
chemical cross-linking. Cross-linking be-
tween the γ - and c-subunits did not affect
F-ATPase activity, indicating that sequen-
tial interaction of the rotating γ -subunits
with multiple c-subunits is not necessary
during ATP synthesis–hydrolysis. Simi-
larly, cross-linking between the γ - and
ε-subunits did not affect ATP hydrolysis,
supporting the rotation of an actin filament
connected to either subunit. However,
α–γ , α–ε, β –γ , and β –ε cross-linking
resulted in loss of the activity, confirming
that εγ rotates against α3β3. These results
suggest that a complex formed from γ -,
ε-, and c-subunits is a mechanical unit for
relative rotation to the α3β3 hexamer.

We obtained direct evidence of con-
tinuous rotation of the E. coli εγ c10–14
complex during ATP hydrolysis (Fig. 5).
F-ATPase engineered for rotation was
solubilized from membranes, purified,
and immobilized through histidine tags
introduced into the α-subunit (Fig. 5a).
Upon the addition of ATP, the filament
connected to the c-ring rotated anticlock-
wise continuously, and generated similar
torque to that observed for the γ -rotation

in the F1 sector. The rotation was inhib-
ited by venturicidin, a specific inhibitor
for F-ATPase but not for ATPase activity
of the F1 sector. The rotation and ATPase
activity became less sensitive to the an-
tibiotic when the cIle38Thr mutation was
introduced into the c-subunit, indicating
that antibiotic binding to the c-ring inhib-
ited rotation.

Pänke et al. also observed c-subunit
rotation during ATP hydrolysis. They
immobilized F0F1 through a histidine tag
introduced into the β-subunit, and an actin
filament was connected to the c-subunit
through a streptag and streptavidin. The
characteristics of the rotation observed
were the same as those with the above
systems. These results are consistent
with the recent experiments showing that
complete cross-linking of the γ -, ε-, and
c-subunit had no effect on ATP hydrolysis,
proton translocation, or ATP synthesis.

The important conclusion drawn from
these experiments is that the c-subunit ring
rotates when F-ATPase is immobilized
through the α- or β-subunit. As discussed
by Pänke et al. and Wada et al., it is
not easy to prove that all the subunits
were integrated into F-ATPase rotating
under the microscope. However, indirect
evidence supports the intactness of the
enzyme used for rotation: reconstitution
studies indicated that the a-, b-, and c-
subunit are required to form F0 capable
of F1 binding, and all F1 subunits are
required for binding to the F0 sector. Early
genetic and biochemical studies led to the
conclusion that all three F0 subunits are
required for F1 binding. The intactness
of F-ATPase in these observations was
also supported by the results for the
membrane-bound enzyme, which rotated
in essentially a similar manner to the
purified F-ATPase.



Proton Translocating ATPases 347

Actin filament

Ni-NTA coated glass

His tag
a b

e
g

d a

a

b

c

e

b

g

a

His tag

a

b

c

d

b

e

ab

g

d

ac
Biotin tag

F1

F0

b

(a) (b)

(c)

Fig. 5 Rotational catalysis of F-ATPase. F0F1 was immobilized through a histidine tag
attached to the α-subunit (a) or c-ring (b, c), and a fluorescent actin filament was
connected as a probe to the c (a), α (b), or a (c) subunit to observe rotational
catalysis. Continuous rotation of the probe connected to the purified F0F1 (a or b) or
membrane-embedded F0F1 (c) was observed upon addition of ATP.

We further addressed the basic question
of whether the rotor and stator are inter-
changeable in F-ATPase (Fig. 5b). Thus,
F-ATPase was immobilized on a glass sur-
face through a histidine tag introduced into
the c-subunit, and an actin filament was
connected to the β-subunit through the
biotin-binding domain of transcarboxylase
(biotin tag). ATP-dependent filament rota-
tion generated the same frictional torque
as observed above, similar to the case
of F-ATPase immobilized through the
α- or β-subunit and with an actin fila-
ment connected to the c-subunit. Thus,
either of the two subcomplexes (εγ c10–14

or α3β3δab2) could be a rotor or a sta-
tor. Their actual roles in vivo will depend

on the viscous drag due to the cytosol
and membranes.

4.3
Rotational Catalysis of F-ATPase in
Membranes

Although rotation of the γ εC10–14 complex
has been shown using purified F-ATPase, a
more favorable experimental system is the
isolated membrane because the original
integrity of the enzyme is maintained. The
membrane could be used to answer one
of the obvious questions of whether the c-
ring rotates relative to the a-subunit. Such
rotation would support the model of proton
transport through the interface of the two
subunits (Fig. 5c). It may be difficult to
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test the rotation of a probe connected
to the c-ring embedded in membranes
by immobilizing F-ATPase through the
α- or β-subunit. As described earlier,
purified F-ATPase can be immobilized
through a histidine tag connected to the
c-ring, and an actin filament can be
connected to the α- or β-subunit through
a biotin tag. This experimental system was
modified to test the rotation of F-ATPase
in the membrane. As histidine and biotin
tags face the periplasm and cytoplasm
of the intact E. coli cell, respectively,
membrane preparation for rotation should
be carefully considered. Right-side out or
everted membrane vesicles cannot be used
for testing rotation, because only one of
the two tags in these vesicles is accessible
from the medium: the histidine tag faces
the medium for right-side out vesicles, but
the biotin tag is inside the same vesicles.
Similarly, the histidine tag is inside everted
vesicles, and thus cannot be used for
immobilizing F-ATPase in these vesicles.
Therefore, F-ATPase in planar membranes
should be used to test for the rotation.

We prepared membrane fragments by
passing E. coli cells through a French press
by a slight modification of the procedure
used to prepare everted vesicles. A labeling
experiment with streptavidine-conjugated
gold particles indicated that the prepara-
tion contained a significant number of
planar membranes. Using this prepara-
tion, we observed ATP-dependent rotation
of an actin filament connected to the β-
subunit. As expected from the previous
studies, the rotation was counterclockwise
and sensitive to DCCD.

To complete a model of proton translo-
cation through the rotation in F-ATPase,
it is essential to show rotation of the c-
ring relative to the a-subunit (Fig. 5c). The
c-subunit (cMet65Cys) cross-linked with
the a-subunit (αAsn214Cys) was highly
protected from labeling with 14C-DCCD.
However, when F-ATPase was labeled with
14C-DCCD and subjected to the ATPase
reaction before cross-linking, there was
significantly increased labeling of the
a–c dimer. This experiment supports the
rotational catalysis in F0, although no
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Fig. 6 Relative rotation of the a-subunit in
membrane-embedded F-ATPase. Time courses
of rotating filaments connected to the a-subunit
of membrane F-ATPase immobilized through the
c-subunit are shown, along with time courses of
rotating filaments of varying length (a) and
typical sequential video images (video interval,

100 ms) (b). Taken from Nishio, K.,
Iwamoto-Kihara, A., Yamamoto, A., Wada, Y.,
Futai, M. (2002) Subunit rotation of ATP
synthase embedded in membranes: a or
βsubunit rotation relative to the c subunit ring,
Proc. Natl. Acad. Sci. U.S.A. 99, 13448–13452.
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Fig. 7 Schematic mechanism of rotational catalysis by F-ATPase.
For ATP synthesis, electrochemical proton transport changes the
c-subunit conformation that drives the rotational movement of the
c-ring together with the γ - and ε-subunits. Conversely, ATP
hydrolysis drives the γ - and ε-subunit rotation together with the
c−ring to transport protons. Modified from Wang, H., Oster, G.
(1998) Energy transduction in the F1 motor of ATP synthase,
Nature 396, 279–282; Fillingame, R.H., Angevine, C.M., Dmitriev.
O.Y. (2002) Coupling proton movement to c-ring rotation in F0F1
ATP synthase: aqueous access channel and helix rotations at a–c
interface, Biochim. Biophys. Acta 1555, 29–36; Junge, W., Lill, H.,
Engelbrecht, S. (1997) ATP synthase: an electrochemical
transducer with rotatory mechanics, Trends Biochem. Sci. 22,
420–423.

information on the mechanism could be
obtained. We could show rotation of the
actin filament connected to the a-subunit
relative to the c-ring using membrane frag-
ments (Fig. 6).

These results and those obtained with
purified F0F1 or the F1 sector indicate
that γ εc10–14 and α3β3δab2 are mechani-
cal units, that is, an interchangeable rotor
and stator, respectively. Notably, the re-
sults obtained with membrane-embedded

F-ATPase and those with the purified one
are similar. Furthermore, the experimen-
tal system will be extremely valuable for
studying the mechanism of coupling of
rotation and proton transport, although
further modification(s) may be necessary.

These studies established rotational
catalysis by F-ATPase (Fig. 7). For
ATP hydrolysis, the F-ATPase is a
chemically driven motor rotating γ εc10–14
to drive proton transport. Studies on the
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mechanism of the rotation in the F0 sector
were started only recently. The rotation
is inhibited by venturicidin or DCCD,
suggesting that the tight or covalent
binding of these bulky chemicals to the
c-subunit inhibits mechanical rotation.
Junge and coworkers showed that the c-
subunit ring with the cAsp61Asn mutation
can still rotate during ATP hydrolysis,
indicating that the proton transport
is not obligatory for the chemically
driven rotation (ATP hydrolysis-dependent
c-ring rotation). For ATP synthesis,
the same enzyme is a potential-driven
motor rotating γ εc10–14 through an
electrochemical proton gradient. This
membrane system will be useful for
studying the rotation in this direction.

5
Rotational Catalysis of V-ATPASE

5.1
Catalytic Site and Proton Pathway

V-ATPase (vacuolar-type ATPase) acidifies
the lumens of endomembrane organelles
such as lysosomes, endosomes, and synap-
tic vesicles. The same enzyme in the
plasma membranes of specialized cells,
including osteoclasts and renal interca-
lated cells, pumps protons into extracel-
lular compartments such as resorption
lacunae and collecting ducts, respectively.
Despite significant physiological differ-
ences, V-ATPase exhibits similarities with
F-ATPase. The catalytic A-subunit of V-
ATPase is homologous to F-ATPase β. The
homology is striking in the phosphate-
binding P-loop and other sequences, in-
cluding the F-ATPase catalytic residues
discussed above. E. coli F-ATPase residues
at the catalytic site, βLys155, βThr156,
βGlu181, βArg182, and βGlu185, corre-
spond to ALys263, AThr264, AGlu266,

AArg267, and AGlu290 of the yeast V-
ATPase A-subunit, respectively (Fig. 2).
Mutational studies of yeast V-ATPase
supported the notion that they are cat-
alytic residues. The kinetics indicate that
V-ATPase has three catalytic sites exhibit-
ing cooperativity. The cysteine residue in
the V-ATPase P-loop may be involved in
regulation. F-ATPase with Cys introduced
at the corresponding position became sen-
sitive to sulfhydryl reagents, similar to
V-ATPase.

The membrane V0 sector of V-ATPase
has a more complicated subunit compo-
sition: yeast V0 is formed from c-, c′-,
c′′-, a-, and d-subunits. Of the three pro-
teolipid subunits, the c- and c′- having
four transmembrane helices are a dupli-
cated form of the F-ATPase c-subunit,
and show 56% identity in amino acid
residues with each other. The carboxyl
moieties (cGlu137 and c′Glu145) for pro-
ton transport are located on the fourth
helix of the c- and c′-subunits, respectively.
The c′′-subunit, exhibiting some homol-
ogy with c and c′, is also required in proton
transport: c′′Glu188 in the middle of the
third α-helix is also implicated for pro-
ton transport. The c′′-subunit is conserved
in mammalians, whereas the c′-subunit is
only found in yeast. The stoichiometry of
the c : c′ : c′′ subunits in yeast is n:1 : 1. The
three proteolipids may form a ring struc-
ture similar to the F0c-ring. Assuming that
4, 1, and 1 molecules of the c, c′ and c′′ sub-
units, respectively, form a ring, V0 has ∼6
proton–translocating residues altogether.
This is in contrast with 10–14 residues for
F0. Mutation of V-ATPase aArg735 abol-
ished proton translocation similar to that of
F-ATPase aArg210, although the subunit a
of V0 and F0 exhibit little homology. Thus,
V0 has multiple carboxyl moieties and one
arginine essential for proton translocation.
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The similarities between the two
ATPases raised the interesting question
of whether V-ATPase can synthesize ATP.
Unlike F-ATPase localized with the respi-
ratory chain in the mitochondrial mem-
brane, mammalian or yeast membranes
containing V-ATPase do not have a sys-
tem for generating an electrochemical
proton gradient. Does V-ATPase synthe-
size ATP when a membrane potential
or proton gradient is generated? To an-
swer this question, we expressed a plant
proton–translocating pyrophosphatase in
yeast vacuoles. Upon hydrolysis of py-
rophosphate, the vacuolar membrane vesi-
cles could form an electrochemical proton
gradient, which was lowered by the ad-
dition of ADP + Pi. As expected from
this result, we observed ATP synthe-
sis sensitive to the V-ATPase specific
inhibitor bafilomycin. The results fur-
ther support the similarities between
the two ATPases. Plant vacuoles hav-
ing both V-ATPase and pyrophosphatase
may synthesize ATP similar to the yeast
chimeric system.

5.2
Subunit Rotation of V-ATPase During
Catalysis

Despite the similarities of V- and F-
ATPase discussed earlier, they are also
significantly different. Typically, F-ATPase
of E. coli has eight subunits, whereas yeast
V-ATPase has 13. Most of the subunits
unique to V-ATPase are located in the
stalk region. Furthermore, the presence of
isoforms of subunits B, E, G, d, and a
has been found for V-ATPase, whereas the
information on isoforms is limited for F-
ATPase. As pointed out above, V0, possibly
its ring structure, may be different from
F0. These differences and similarities led
us to examine the rotational catalysis in
V-ATPase.

As described above, rotation of an actin
filament connected to the a-, α-, or β-
subunit was observed when F-ATPase was
immobilized through the c-subunit ring.
The correspondence of minor subunits
in the stalk region between the two AT-
Pases was difficult to determine (Fig. 8).

Fig. 8 Similarities of the V-ATPase G-subunit with the F-ATPase b- or δ-subunit. The subunits are
aligned to obtain maximal homology. Identical amino acid residues are boxed.
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Fig. 9 Rotation of an actin filament connected to the G-subunit of V-ATPase.
Solubilized V-ATPase was immobilized on a glass surface through the
c-subunit, and an actin filament was connected to the G-subunit. Rotation
was observed upon the addition of ATP, and inhibited by nitrate and
concanamycin. Taken from Hirata, T., Iwamoto-Kihara, A., Sun-Wada, G.-H.,
Okajima, T., Wada, Y., Futai, M. (2003) Subunit rotation of vacuolar-type
proton pumping ATPase: relative rotation of the G and C subunits, J. Biol.
Chem. 278, 23741–23719.

The G-subunit was suggested to exist in
the stalk domain of a recent model, and
to be accessible from the cytosol. The G-
subunit and F-ATPase b exhibit ∼24%
homology, although the G-subunit lacks
a transmembrane region. However, recent
cross-linking studies suggested that the
G-subunit is located near the top of V1,
similar to the F-ATPase δ-subunit. Thus,
the G-subunit may correspond to the b or
δ-subunit of F1, and could be a candidate
for connecting a probe to observe rotation,
although the homology is quite limited.

On the basis of these considerations, we
engineered the yeast chromosome (VMA3
and VMA10 for the c- and G-subunit,
respectively), solubilized V-ATPase from

vacuolar membranes, and tested rotational
catalysis. An actin filament connected to
the G-subunit rotated upon ATP hydrol-
ysis (Fig. 9). The rotation was inhibited
by nitrate and concanamycin, similar to
their effects on ATPase activity. Con-
canamycin inhibition was striking: the
rotation terminated within a few seconds
after the addition, which is consistent
with its tight affinity. This antibiotic is
similar to bafilomycin, which binds to
the V0 sector, possibly to its c-subunit,
indicating that concanamycin, possibly
bound to the rotor–stator interface, ter-
minated the rotation. Torque generated
by the rotation was similar to that with
F-ATPase.
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These results suggest that the A3B3 hex-
amer rotates together with the G-subunit
when the c-subunit ring is immobilized.
An interesting question is ‘‘Which part of
the V-ATPase rotates in vivo?’’ In this re-
gard, Holiday and coworkers reported that
the B-subunit interacts with the cytoskele-
ton, possibly actin. Thus, the c-subunit ring
together with the subunit corresponding to
the γ - (possibly D) subunit may be rotating
in vivo if the V-ATPase holo enzyme is im-
mobilized with the cytoskeleton. However,
it is also possible that the rotor–stator is
determined only by the slight difference in
viscous drag applied to each subcomplex.

The rotational catalysis of the periph-
eral membrane sector of Thermus ther-
mophilus ATPase was shown recently.
This Archaean ATPase is more similar
to F-ATPase than V-ATPase, as pointed
out by the authors. In this regard, the
ATPase of Archae (Archaean bacterial)
plasma membranes has been classified
as an A-type ATPase. Thus, three related
proton–translocating ATPases carry out
common rotational catalysis.

6
Epilogue

Proton-translocating F-ATPase (ATP syn-
thase) has been a fascinating membrane
enzyme for generations of biochemists.
As Paul Boyer called it A splendid molecular
machine it is more than an ordinary en-
zyme. F-ATPase synthesizes or hydrolyzes
ATP coupling between proton transloca-
tion and chemistry, and has become a real
molecular machine in this sense, since me-
chanical rotation of its subunit complex
was included recently in its mechanism.
For the engineering aspect of the mech-
anism, the F1 sector immobilized on a
metal surface can rotate a metal plate.

As described above, experimental sys-
tems have been established for further
studies. Details of the rotation mechanism
will be revealed by studies involving E. coli
F-ATPase together with the progress re-
garding physical methods and the higher-
ordered X-ray structure determinations of
the F0 sector.

It was interesting to learn that rota-
tional catalysis has been expanded to
V-ATPase and also distantly related Ar-
chaean ATPase. The basic mechanism
of V-ATPase rotation may be similar to
that of F-ATPase, as expected from the
structural similarities between the two en-
zymes. Thus, the rotational mechanism of
E. coli F-ATPase should be studied exten-
sively, using its genetic and biochemical
advantages. V-ATPase may have a more
fascinating regulatory mechanism that is
supported by a unique V0 structure and
a series of isoforms in the stalk region.
The regulatory role of stalk subunit(s) in-
cluding subunit E in energy coupling has
already been discussed.

See also Biological Regulation by
Protein Phosphorylation; Metabolic
Basis of Cellular Energy; Protein
and Nucleic Acid Enzymes; Protein
Modeling.
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Keywords

Conserved Order
Demonstration that three or more homologous genes lie on one chromosome in the
same order in two separate species.

Conserved Segment
The syntenic association of two or more homologous genes in two separate species that
are contiguous (not interrupted by different chromosome segments) in both species.

Conserved Synteny
The linked association of two or more homologous genes in two separate species
regardless of gene order or interspersion of noncontiguous segments between
two markers.

Karyotype
The chromosome complement of an organism.

Synteny
This term simply means linkage, that is, if two genes are syntenic, they are both
present on the same chromosome.

Takifugu
While this is a species of pufferfish, this is generally the abbreviated name used in this
text for Takifugu rubripes. This species is also known as Fugu, Fugu rubripes, and
Torafugu. Its common name is the Japanese pufferfish.

Tetraodon
While this is also a species of pufferfish, this is generally the abbreviated name used in
this text for Tetraodon nigroviridis. In the past, this species had been misnamed as
Tetraodon fluviatilis, which is a different species of the Tetraodon family. T. nigroviridis
is currently designated as Chelonodon nigroviridis in Fishbase. Its common name is the
spotted green pufferfish.
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� The pufferfish have some of the smallest vertebrate genomes known (350–500 Mb).
This lead to two species, the Japanese pufferfish and the spotted green pufferfish
(Takifugu rubripes and Tetraodon nigroviridis respectively), being adopted as model
vertebrates for in-depth genome-sequencing programs. These data have provided
a wealth of information for comparative genomics studies in both fish and other
vertebrate species, particularly human. This article describes the generalized features
of the pufferfish genomes, the genome projects and resources available, in addition
to the development of the pufferfish as genome tools.

1
Introduction

The raison d’être behind the pufferfish
genome projects has to be viewed in a
historical context. When the initial puffer-
fish genome project (using Takifugu) was
proposed by Sydney Brenner in the early
1980s, sequencing technologies were still
in their infancy. The sequencing programs
of Escherichia coli and Caenorhabditis ele-
gans had been started and it was these that
provided the impetus behind the develop-
ment of the high-throughput technologies,
which are taken for granted today. Having
said that, it did not seem conceivable at
that time that they could be improved to
such an extent as to allow the sequencing
of the human genome. Therefore, Sydney
Brenner proposed the need for an econom-
ical vertebrate model genome to bridge the
gap between the data arising from the bac-
terial and invertebrate projects and human
(Table 1). It had been known since 1968,
from the work of Hinegardner, that several
species of pufferfish had small genomes of
approximately 0.4 pg per haploid nucleus
(400 Mb). This equates to approximately
one-eighth the size of the human genome.
After preliminary sequencing scanning ex-
periments showed a similar gene content
to human, T. rubripes became accepted as

Tab. 1 Genome sizes of selected organisms.
When the pufferfish was proposed as a model
genome, sequencing technologies were relatively
limited, with work started only on the bacteria
and Saccharomyces cerevisiae and C. elegans.

Organism Common Genome
name size [Mb]

Escherichia coli Bacteria 4.64
Saccharomyces

cerevisiae
Yeast 14

Caenorhabditis elegans nematode 97
Takifugu rubripes Japanese

pufferfish
365

Tetraodon nigroviridis spotted green
pufferfish

350

Danio rerio zebrafish 1900
Xenopus laevis African clawed

toad
3100

Gallus gallus chicken 1200
Bos taurus cattle 3651
Rattus norvegicus rat 3000
Mus musculus mouse 2500
Homo sapien human 3000

a universal model genome. However, Tak-
ifugu was in some ways rather limited; it
was only available from Japan and was
therefore not universally accessible to re-
searchers; it also grows rapidly to 1 kg
within the first year and so cannot be
kept in small laboratory fish tanks. There-
fore, an alternative pufferfish species was
proposed by Hans Lehrach – the spotted
green pufferfish or T. nigroviridis. This is a
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small freshwater pufferfish that is available
from many aquarium shops worldwide
and so can be easily kept in most laborato-
ries, providing a readily available source
of DNA and tissue-specific RNA. Para-
doxically, with the massive improvement
in sequencing technologies, the human
genome has been sequenced in advance
of the pufferfish and the excess capacity
of the large sequencing factories has since
enabled the sequencing of both puffer-
fish genomes. The data from these is
proving extremely valuable in comparative
genomics and in the functional charac-
terization of genes, as will be discussed
Sect. 5.

2
Classification, Habitat, and Morphology of
Pufferfish

2.1
Classification and Geographical
Distribution of Pufferfish

Both pufferfish species (T. rubripes and
T. nigroviridis) are members of the series
Percomorpha, order Tetraodontiformes,
family Tetraodontidae. The Tetraodonti-
dae family comprises 19 genera with
approximately 121 species. They are largely
marine species, with several of them enter-
ing and occurring in brackish and fresh-
water. They live in tropical and subtropical
regions, in the Atlantic, Indian, and Pa-
cific oceans. Approximately 12 species of
Cariotetraodon, Chonerhinos, and Tetraodon
occur only in freshwater, primarily in the
Congo river and southern Asia. The ge-
ographical locations of the two pufferfish
species subject to genome sequencing are
detailed further:

T. rubripes is found in the Northwest Pa-
cific: western part of the Sea of Japan

and the East China and Yellow Seas
northward to Muroran, Hokkaido,
Japan. It is a temperate marine
species, which occasionally enters
brackish waters. It grows rapidly to
a large size (70 cm is thought to be
the maximum size it attains) and
is not thought to breed until three-
years old. It is a very important
commercial species in the Japanese
fisheries/aquaculture industry.

T. nigroviridis is found in Asia: Sri
Lanka to Indonesia, Malaysia, and
north to China. It is a tropical
(24–28 ◦C) freshwater species. It is
a relatively small pufferfish species
(maximum size 14 cm) and is sold
in the aquarium trade worldwide.

The family Tetraodontidae is further
split into two subfamilies: the Canthi-
gastrinae (sharpnose puffers), which only
comprises one genus and 26 species, while
the rest are consigned to the Tetraodon-
tinae. Paleontological evidence indicates
that the families of the Tetraodontiform
fishes diverged from each other between
90 and 50 million years ago, the fossil
records for the Tetraodontiformes going
back at least to the early Eocene (58 million
years ago), indicating a long evolution-
ary history. Phylogenetic trees built from
mitochondrial and nuclear genes showed
that Tetraodon and Takifugu shared a com-
mon ancestor between 18 and 30 million
years ago.

With two pufferfish genomes available
for data mining, biologists are increasingly
interested in related species as a means
of exploiting these as biological models.
While the order Tetraodontiformes is well
defined (Fig. 1), there is relatively little
information on the relationships between
the different family members.
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Triacanthoidea

? pg

Monacanthidae

0.57–0.64 pg

Balistidae

0.64–0.75 pg

Ostraciidae

0.85–1.13 pg

Triodontidae

? pg

Molidae

0.85 pg

Diodontidae

0.78–0.90 pg

Canthigasterinae

0.43–0.47 pg

Tetraodontinae

0.35–0.50 pg

Tetraodontidae

0.35–0.50 pg

Fig. 1 Phylogeny and haploid genome sizes for
sampled members of seven Tetraodontiform
families. The phylogeny was based on
morphological characters by Winterbottom,
1974. Figure reproduced from Brainerd, E.L.,

Slutz, S.S., Hall, E.K., Phillis, R.W. (2001)
Patterns of genome size evolution in
tetraodontiform fishes, Evolution Int. J. Org.
Evolution 55, 2363–2368, with permission.

2.2
Pufferfish Morphology

Pufferfish are generally recognized as the
most advanced order of the teleosts, hav-
ing a highly derived body form. The
name Tetraodontiformes literally means
four-toothed, which refers to the common
pattern of four teeth in the outer jaws, al-
though it has to be said that, on first glance,
these often resemble more of a beak struc-
ture. Pufferfish are characterized by a high
degree of fusion or loss of numerous bones
in both the head and body. They usually
have no lower ribs and have a reduced
number of vertebrae when compared to
most other fish species. The scales are
usually modified as spines, shields, or
bony plates over a thick leathery skin. The
pufferfish have modified stomachs, which
allows them to inflate to an enormous size
by gulping down water, or in some cases
air, when annoyed or threatened.

Some species, including T. rubripes,
contain the alkaloid poison tetraodotoxin
in certain tissues of their body. This is
one of the most potent poisons known and

acts by selectively blocking the voltage-
sensitive sodium channels, which are
essential components in cellular signaling
pathways. The pufferfish have a point
mutation in the protein sequence of the
sodium-channel pump and so are resistant
to the poison. In Takifugu, tetraodotoxin is
present in high concentrations in the liver
and ovaries and at lower concentrations in
the intestines. The flesh, skin, and testes
are not poisonous. However, despite the
presence of a potentially lethal poison in
certain tissues, Takifugu is highly prized
item on the sushi menu. Hence the
need for specially trained chefs to prepare
Takifugu, ensuring that none of the toxic
tissues is included in the sushi.

3
Pufferfish Genomes

3.1
Genome Size

The two pufferfish have similar genome
characteristics, which will be described
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in general terms here. Measurements
of the nuclear DNA content showed
that both contain approximately 0.35 to
0.4 pg per haploid genome, equivalent
to a genome size between 350 and
400 megabases (Mb). The alignment
of syntenic regions between Tetraodon
and Takifugu indicates that the latter is
larger by approximately 10%, although
it will be necessary to wait until both
genome sequences are complete for a final
estimate. Both genomes are equivalent to
approximately one-eighth the size of the
human genome.

These compact genomes are character-
ized by smaller intergenic regions and
introns and fewer repeat sequences (less
than 10% of the genome). Data from
the Takifugu genome shows that 75% of
the introns are less than 425 bp, with
a modal value of 79 bp. Only 500 in-
trons are greater than 10 kb. The com-
parable figures for human are a modal
value of 87 bp, which is not signifi-
cantly different, but the 75% threshold
is raised to 2609 bp, and over 12 000 in-
trons are greater than 10 kb. The pufferfish
genomes are prized by molecular biolo-
gists for their small genes, and, in general,
pufferfish genes are scaled down com-
pared to their human orthologs; however,
a note of warning: a significant number
are 1.3× larger.

Questions always arise as to why the
genomes are so small and about the mech-
anisms involved. There is great diversity
in fish genome sizes and this is also true
of the Tetraodontiformes. Members of the
Diodontidae (the spiny pufferfish), the sis-
ter family to the Tetraodontidae (smooth
pufferfish), have genomes twice as large
(Fig. 1). Studies indicate that the Diodon-
tidae genomes have reached equilibrium,
that is, are stable, but that this state of
equilibrium was disturbed in the smooth

pufferfish, following their divergence from
the spiny puffers. The smaller genomes
are thought to be the result of a decline
in the rate of large-scale insertions, prob-
ably as a result of decreased transposable
element activity. These are often found in
the genome as middle repeat sequences
(approximately 20% of the Diodon hystrix
genome), but these are rare in Takifugu, a
conclusion that presumably extends to the
other smooth pufferfish with their com-
pact genomes.

3.2
Repetitive Elements

Aside from a reduced number of middle
repeat transposable elements, other types
of such elements are also present in much
lower quantities (approximately 1% of the
total genome) compared to the other larger
vertebrate genomes. It is the number
rather than the types of transposable el-
ements that are reduced as pufferfish con-
tain sequences homologous to all known
families of transposable elements includ-
ing Ty3-gypsy, Tyl-copia, LINES, DNA
transposons, and retroviruses. In general,
these elements are dispersed throughout
the genome but not in an even manner.
In situ localization studies in Tetraodon
show that they are compartmentalized in
specific regions that correspond to the
short arms of 10 pairs of small sub-
telocentric chromosomes (Fig. 2). These
chromosome arms are heterochromatic
and also contain a large number of pseudo-
genes that have arisen through duplication
and retrotransposition. Characterization of
such genes (iSET and Trapeze) has been
carried out in Tetraodon, but it is not known
whether they are present in Takifugu as the
heterochromatic regions have been left
out of the genome assembly to facilitate
contiguation.
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(a) (b) (c)

Fig. 2 In situ hybridization of two different
non-LTR retrotransposons to Tetraodon
chromosomes. (a) Green signals of Zebulon
retrotransposon; (b)red signals of Barbar
retrotransposon; (c) combined signal (yellow) of
both retrotransposons. Both of these elements

share the same sites in the genome, at the tip of
some subtelocentric chromosomes. Babar is
more abundant (in the shotgun data) and has
more signals here, as seen by the additional red
hybridizations in the combined data. (See color
plate p. xxvii).

In addition to these transposable ele-
ments, the pufferfish genomes also con-
tain two satellite sequences. The first is
a 118-bp repeat, which maps to the cen-
tromeres. Interestingly, and despite their
exact same size in both species, the two
centromeric repeats show no noticeable
sequence similarity. The second satellite is
a subtelocentric repeat (10-mer in the case
of Tetraodon (GGCGTCTGAG) and 20-mer
in the case of Takifugu (GGCATCTGATC-
CTGGTAGCT)). Minisatellites are present
to the extent of approximately 41% in
Tetraodon (unknown in Takifugu) and mi-
crosatellites comprise between 2 to 3.5%
of the pufferfish genomes. In total, re-
peat sequences comprise less than 10% of
the genome.

The G + C content is higher in the
pufferfish (46.2% in Tetraodon and 47.7%
in Takifugu) compared to human (40.3%),
which is thought to be due to the relative
increased coding content. In Takifugu, the
G + C heterogeneity is also less marked
compared to mammals but is similar in
Tetraodon, albeit shifted to higher G + C
percentage. The reasons why Tetraodon
contains more regions higher in G + C

content than the closely related Takifugu
are still unknown. In fact, a more homo-
geneous distribution in Tetraodon would
be expected since it is a general condi-
tion associated with poikilothermic ani-
mals. The heterogeneous distribution of
G + C content in mammals is associ-
ated with gene-rich and gene-poor regions,
and the pufferfish also have gene-dense
and gene-sparse regions. Overall, the aver-
age gene density in the pufferfish is one
gene for every 10 kb, compared to 40 kb
in human.

3.3
Gene Number

As regards the actual number of genes
present in the pufferfish, there are only
current estimates based on gene predic-
tion programs. The number of predicted
genes is greater than that of human (35 180
compared to 24 847), but it is suspected
that fish have more genes than mammals
owing- to additional duplication events.
This is supported by results from whole-
genome comparisons between Takifugu
and Tetraodon on the one hand, and hu-
man and mouse on the other hand, which
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show that the two fish contain a slight ex-
cess of regions conserved during evolution
between tetrapods and teleosts. However,
the number of transcripts does not seem
to vary much between the two species
(38 510 and 37 347). It should be noted
that no estimate has been made of the rate
of alternative transcription in the puffer-
fish and this could dramatically alter the
number of transcripts. In human, 60%
of genes are thought to be alternatively
transcribed.

When the Takifugu draft genome
was compared to the human sequence,
three-quarters of human predicted genes
showed a strong match on BLAST se-
quence similarity searching. One-quarter
of human predicted proteins did not
show a match and, therefore, are either
highly diverged or not present. Six thou-
sand Takifugu predicted genes showed
no match to human predicted proteins.
Although some of these genes may be
fish-specific, it is unlikely that this is the
case for the majority. Of the nonmatching
human proteins, there were many cell sur-
face receptor–ligand system proteins of
the immune system, hemopoietic system,
and energy/metabolism of homotherms.
Immune cytokines, in general, were ei-
ther not detected in Takifugu or showed
very distant similarity. However, a fo-
cused effort to identify the class I and
II cytokine receptors and their ligands
in Tetraodon showed that the complete
repertoire of these genes was present.
This work required a careful examina-
tion of gene-structure conservation and
a systematic cloning of transcripts for
these genes, and highlights the fact that
automatic annotation of genomes may
leave out complete functional families,
especially those submitted to accelerated
sequence divergence.

3.4
Pufferfish Chromosomes

In depth, karyotypic analysis of most
pufferfish chromosomes is difficult be-
cause of their small size (2 µm, on av-
erage). Therefore, most analysis is in the
form of a basic giesma-stained karyotype.
Cytogenetic information is available for
53 out of the 339 marine Tetraodontif-
ormes. The Triacanthidae are considered
the most basal clade of the Tetraodon-
tiformes (based on morphological and
osteologic criteria) and have a diploid chro-
mosome complement of 2n = 2x = 48.
This mirrors the generalized Percomorpha
complement from which they were derived
and also represents the karyotypic base
for all Tetraodontiformes (Fig. 3). Kary-
otypes of the more specialized species
range from 2n = 2x = 28 to 52, which
are thought to represent derivations of
this karyotype. This inference is sup-
ported by the occurrence of bi-armed
chromosomes in this group, which is
considered a derived condition in fish
karyotypes.

Takifugu rubripes. 2n = 2x = 44. Anal-
ysis of six different Takifugu species
karyotypes shows that they are virtu-
ally identical, and the occurrence of
natural hybrid species suggests that
their morphology is indeed very sim-
ilar. There is a large pair of sub-
metacentric chromosomes within the
complement, which is the characteris-
tic marker chromosome pair of the
group.

Tetraodon nigroviridis. 2n = 2x = 42. In
addition to the larger submetacentric chro-
mosome pair, characteristic of the Takifugu
species, Tetraodon also contains a large
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Takifugu

Arothron

Tetraodon

Sphoeroides

Lagocephalus

Carinotetraodon

Chelonodon

Canthigaster

Sharpnose puffers
2n = 2x = 28−34

2n = 2x = 44

2n = 2x = 42

2n = 2x = 38−42

2n = 2x = 40

2n = 2x = 46

2n = 2x = 44

2n = 2x = 48

Fig. 3 Chromosome numbers of sampled Tetraodontinae overlaid on a
restricted phylogeny on the basis of anatomical diversity, derived from
J.C. (1980) Osteology, phylogeny and higher classification of the fishes of the
order Plectognathi (Tetraodontiformes). NOAA Technical Report NMFS
Circular 434. US Department of Commerce, Washington, USA. Not all
species of Tetraodontidae are shown. Sphoeroides is regarded as the most
basal, having the most generalized osteology. 2n = 2x = 48 is regarded
as the ancestral karyotype. The stars indicate the species to which the
sequenced pufferfish genomes belong. Virtually nothing is known about
the evolutionary timescales between species in this family, although it
has been estimated that Takifugu and Tetraodon diverged approximately
18 to 30 million years ago.

metacentric chromosome, presumably the
result of a centric fusion between two of
the smaller acrocentric chromosome pairs.
This species is by far the best studied, in
cytogenetic and physical mapping terms.
Silver staining shows that there are two
pairs of nucleolar organizer (NOR) chro-
mosomes that are transcriptionally active.

3.5
Pufferfish Genetics

Owing to the problems in breeding these
species, there are no linkage maps for
pufferfish. In fact, no morphological char-
acters enable the distinction between
males and females in Tetraodon. Evidence
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suggests that the inability to breed puffer-
fish may be due to some form of captive-
induced stress. Histological studies of
gonads have been performed in Tetraodon
and show that both females and males
are sexually mature when imported from
Southeast Asia to Europe, but a high
level of occlusions in female in vitello-
genesis suggest that the last stages of
sexual maturation are blocked because of
some external factors that may be due
to the stress of transportation. Breeding
problems also arise with Takifugu, even
when attempted in their native Japan, with-
out being subjected to lengthy air-freight
transportation.

4
The Genome Projects

4.1
Sequencing Projects

Both pufferfish genome projects have been
generated using a Whole-Genome Shot-
gun (WGS) approach, where single read
sequences are generated from the ends
of cloned genomic DNA fragments. Both
are currently at the stage of a ‘‘working
draft,’’ which means that, several times,
genome coverage of clones have been as-
sembled into a series of contigs (termed
scaffolds). These vary dramatically in size
from several 100 kb to 1 to 2 kb and are
gradually being assembled into increas-
ingly larger contigs. If both pufferfish
were to be completely sequenced, then
there would eventually be 21 contigs for
Tetraodon (2n = 2x = 42) and 22 contigs
for Takifugu (2n = 2x = 44), with each
contig representing one of each chro-
mosome pair. However, it is not known
whether this will be the case; some regions,
such as the telomeres and centromeres,

are particularly difficult to assemble, and
it is more likely that each genome will re-
main as a draft. Because of the nature of
these projects, data are continually chang-
ing and, therefore, specific details are not
given here and the reader is referred to the
relevant web pages (below).

Tetraodon. This sequencing project was
started at Genoscope in 1997 and they
were joined by the Whitehead Institute for
Genomic Research (WIGR) in June 2001.
The approach taken was to end sequence
a number of libraries containing different
insert sizes: BAC (120–160 kb), cosmid
(40 kb), and plasmid (4, 2.5, and 2 kb)
libraries. The Tetraodon draft-sequence
data is available on two sites, with an
option on the French language version
at Genoscope.

Genoscope: www.genoscope.cns.fr/
externe/English/Projets/Projet C/
C.html

WIGR: www-genome.wi.mit.edu/
annotation/Tetraodon

Takifugu. October 2000 saw the an-
nouncement by the US department of
Energy that a consortium led by theJoint
Genome Institute (JGI) was to completely
sequence Takifugu. The consortium com-
prised groups from within the JGI, Molec-
ular Sciences Institute, and Institute for
Systems Biology in the US, along with
MRC HGMP Resource Centre in the UK
and the Institute of Molecular and Cell
Biology in Singapore. This project mainly
used end sequencing from a 2-kb plasmid
library, but with additional sequence from
a 5.5-kb plasmid library and BACs and cos-
mids. The Takifugu sequence information
is available on four sites at the moment, all
with different sequence viewers, although
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the final official site is expected to be
Ensembl.
Ensembl: www.ensembl.org/Fugu
rubripes

HGMP: http://www.fugu.hgmp.mrc.
ac.uk

Institute of Molecular and Cellular Biology:
http://www.fugu-sg.org

JGI: http://genome.jgi-psf.org/fugu6/
fugu6.home.html

4.2
Physical maps

The requirement for physical mapping
has, to a large extent, been superseded
by the genome information in which
large areas of the genome are represented
by sequence contigs. These contigs are
available in several databases (detailed in
Sect. 4.1) and are generally well annotated
with gene homology information. Genome
maps are however useful for confirming
the integrity of whole-genome sequence
assemblies and providing sequencing ma-
terial in regions where there are gaps.
Because pufferfish cannot be bred to pro-
duce genetic linkage maps, the only map
prior to the sequence data was generated by
physically linking genomic clones across
chromosomes. In Tetraodon, this was per-
formed in several complementary ways.
Firstly, single copy probes derived from
the ends of BAC clones were hybridized
onto high-density colony membranes car-
rying 10-fold redundant coverage of the
genome in BAC clones. This generated
nearly 3000 clone contigs spanning about
60% of the Tetraodon genome. Then, the
same BAC clones were digested with re-
striction enzymes and their electrophoretic
profile compared (the ‘‘fingerprinting’’
technique) to examine the extent of their

overlap. This approach produced approx-
imately 2000 contigs independently from
the hybridization method, and both sets
were then merged to provide a structure
onto which the assembled genome se-
quence could be layered and confirmed.
This mapping information, together with
added paired clone end sequences, was
used to generate ‘‘ultracontigs’’ by link-
ing together sequence scaffolds. Several
hundred double-color in situ hybridiza-
tions on metaphase chromosomes were
finally necessary to anchor these ultracon-
tigs (generally 1 to 10 megabases in size)
to the Tetraodon genome. A similar map-
ping program is currently ongoing for the
Takifugu genome, using the clone finger-
printing technique.

4.3
Resources

There are quite a few genomic resources
available for both pufferfish species, with
additional cDNA libraries available for
both Takifugu and Tetraodon. There is also
a P1 artificial chromosome library available
for a related pufferfish species, Sphoeroides
nephelus (the Southern pufferfish). This
comprises 30 000 clones, which is equiva-
lent to 7 to 8 genome equivalents. These
are all detailed below in Table 2.

5
Pufferfish as a Genome Tool

5.1
Comparative Genome Analysis in
Vertebrates

With the current abundance of whole-
genome sequence in both the prokaryote
and eukaryote kingdoms, ‘‘comparative
genomics’’ is a term increasingly used to
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Tab. 2 Resources (genomic and cDNA) for pufferfish.

Species Library Type Average insert Available
size [kb]

Takifugu genomic cosmid 40 http://www.hgmp.mrc.ac.uk/geneservice/
genomic BAC 120 http://www.hgmp.mrc.ac.uk/geneservice/
cDNA plasmid http://www.hgmp.mrc.ac.uk/

geneservice/info@image.llnl.gov

Tetraodon genomic (A) BAC 126 www.genoscope.cns.fr/
genomic (B) BAC 153 www.genoscope.cns.fr/
genomic (G) plasmid 4 www.genoscope.cns.fr/
cDNA plasmid www.genoscope.cns.fr/

Sphoeroides genomic P1 125–150 replicas: camemiya@vmrc.org
pools: jpostle@oregon.uoregon.edu
replicas and filters: http://www.rzpd.de

describe any approach where the sequence
of two genomes (whole or partial) are
compared to extract some knowledge about
functional elements and the evolutionary
processes that shape their sequences. Such
studies were slow to take off in vertebrates
because of the large genome size of the
few species that were used as models or
that were of interest to genome biologists
(human, mouse, frog, zebrafish, chicken,
etc.). The advent of sequencing projects
in pufferfish changed this situation by
providing a relatively economical and
fast access to large regions of vertebrate
genomes to be used in such comparative
analyses.

The position of Takifugu and Tetraodon
relative to mammals in the evolution-
ary tree is crucial to their importance
as genome tools. The long divergence
time since the split with tetrapods (ap-
proximately 400 million years) implies that
functionally inert sequences that are sub-
mitted to a neutral rate of mutation have
had time to diverge sufficiently to pro-
vide a good contrast with those that
are functionally important and are thus
submitted to purifying selection. This

was empirically evidenced by the many
small-scale analyses of regions sampled
from the Takifugu genome and compared
to their orthologous regions in human and
sometimes mouse.

Initially, one of the reasons behind
proposing the pufferfish as a model was
the hypothesis that gene finding in human
would be facilitated by a comparative po-
sitional cloning approach in a compact
genome. For example, if the candidate
disease region was 4 Mb in human, then
by taking flanking markers to this region
and mapping them to the pufferfish, this
would equate to only 500 kb in the puffer-
fish. This left a much smaller region of
DNA, in which to search, identify, and
sequence the putative candidate disease
gene. This relied on there being large-
scale conservation of synteny between the
pufferfish and human (the main refer-
ence organism). At the beginning of the
1980s, very little was known about gene-
order conservation between vertebrates,
so early pufferfish studies concentrated
on these small-scale mapping studies. In
retrospect, not surprisingly, there were
many examples of conservation of synteny
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between the pufferfish and human; how-
ever, many of these studies only encom-
passed two or three genes and often did
not consider conservation of gene order.
As larger data sets became available, it
was clear that conservation of gene or-
der over larger regions was rare (Fig. 4).
Analysis of the Takifugu genome data
showed that only 3.8% of the genome is in
segments with no intervening sequences
(perfect conservation of gene order be-
tween the pufferfish and human), while
5% is in segments with 1 intervening

gene (mapping from a completely different
human chromosome), 7% has up to 5 in-
tervening genes, and 9.3% is in segments
with up to 15 intervening genes. This
is substantiated by mapping data in the
zebrafish, which demonstrates large-scale
conservation of synteny between zebrafish
and human, at the whole chromosome
level, but massive rearrangement of gene
order between the two species. So the
chance of finding a human candidate dis-
ease gene in the pufferfish by positional
cloning is rare.

Map 
position Gene Tetraodon

chromosome

24.3 8
24.1 1
24.1 9
23 11

9p

13.3 8
Centromere

21.13 ANXA1 10
21.13 GCNT1 8
21.32 HNRPK 12
22.32 HSD17B3 7
22.33 TMOD 13
33 14
33.2 8
33.3 15
34.11 16
34.11 ENG 17
34.11 ASS 10

9q

34.12 ABL1 10
Human

Takifugu 

9q34.1

9q34.3

ASS

ASS

DMRT1
AK3
GLDC

TYRP1

CNTFR

EPB72
PTGS1
PBX3

AK1

Fig. 4 Comparative mapping data from human
chromosome 9, compared with in situ
hybridization mapping data onto Tetraodon
chromosomes (data taken from Gruetzner, F.,
Roest Crollius, H., Lutjens, G., Jaillon, O.,
Weissenbach, J., Ropers, H.H., Haaf, T. (2002)
Four-hundred million years of conserved synteny
of human Xp and Xq genes on three Tetraodon
chromosomes, Genome Res. 12, 1316–1322,
with human map positions updated with
Ensembl v.16.33.1) and also Takifugu BAC
mapping data taken from Bouchireb, N.,
Gruetzner, F., Haaf, T., Stephens, R.J., Elgar, G.,

Green, A.J., Clark, M.S. (2001) Comparative
mapping of the human 9q34 region in Fugu
rubripes, Cytogenet. Cell Genet. 94, 173–179. The
data clearly shows that genes from human
chromosome 9 are scattered across 12 different
Tetraodon chromosomes. ASS, which maps to
human 9q34.11, was mapped to a single
Takifugu chromosome along with 2 BAC contigs
containing 19 other human 9q34 genes. The
diagram shows the rearrangements in gene
order between the two species, which, in human,
covers a region of 10 Mb.
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There are exceptions to this general rule.
At the gene level, there are the Hox com-
plexes, and this is probably because of
their coordinated expression in develop-
ment processes. At the chromosomal level,
there is some conservation of synteny of
genes found on the human X. However,
the X was almost certainly subjected to
a special selection process during verte-
brate development when compared with
the rest of the chromosome complement.
So, although one of the original reasons
for studying the pufferfish is no longer
robust, the pufferfish genomes have con-
tributed significantly to our understanding
of gene and chromosome evolution. Com-
parative analyses of human and pufferfish
are still very useful for gene finding and
also for promoter identification, as will be
described in the following sections. As re-
gards conservation of gene order between
the two pufferfish, preliminary data indi-
cates that they are nearly identical, which
is not surprising when considering their
close evolutionary relatedness.

Another way to exploit pufferfish
genome sequence is to identify genes in
other species. This became possible on a
genome scale when the first samples of the
Tetraodon WGS sequence became avail-
able. First, it was necessary to optimize
sequence comparison algorithms so that
the computing time required to compare a
large fraction of vertebrate genome could
be counted in days rather than months or
years. Such parameters were thus adjusted
using the BLAST sequence comparison al-
gorithm so that about 40% of the human
genome and 30% of the Tetraodon genome
(the respective fraction of the two genomes
available at the time) could be compared
in about 5 days on a 100 CPU Unix clus-
ter. The alignments produced were then
filtered, on the basis of their length and
their percent identity, so that only those

that were thought to align over protein
coding regions were retained. The criteria
used in this selection were calibrated on
known pufferfish and human genes. When
several regions or sequence reads from
Tetraodon overlapped on a given human
region, this stretch of human DNA was
dubbed an evolutionary conserved region
(ecore). This first large-scale comparison
between significant fractions of two ver-
tebrate genomes produced a surprising
result: the number of ecores estimated
in the entire genome (once extrapolated
from the 40% used in the comparison) was
much lower than what would be expected if
humans were to have the 80 000 to 100 000
genes given by previous estimates. Results
from Exofish, the tool developed around
the Human–Tetraodon comparison, sug-
gested that the human genome contained
between 28 000 and 34 000 genes, which
is similar to the plant Arabidopsis thaliana
and only five times more than the uni-
cellular yeast. At the same time, this
number was supported by a careful re-
analysis of human EST sequence clusters,
which suggested that the human genome
contained no more than 35 000 genes. To-
day, with a finished sequence at hand,
automatic annotation programs such as
the Ensembl project have identified ap-
proximately 24 000 human genes and it is
thought that few genes remain to be dis-
covered. In fact, a comparison between the
Takifugu draft genome sequence and an
earlier version of the human genome sug-
gested that less than 1000 human genes
conserved between fish and mammals re-
mained to be annotated.

Pufferfish genomes still have much to
contribute to genome research. For in-
stance, the human and mouse genomes
are notorious for their abundance of trans-
posable elements (approximately 45% of
the genome). Conversely, probably the



Pufferfish Genomes: Takifugu and Tetraodon 375

main reason for the small pufferfish
genome size is their paucity in repeats.
This difference could be exploited to ad-
dress a key question: how much DNA
is under evolutionary selection in a ver-
tebrate genome? Because this fraction is
likely to be small, it cannot be easily
measured against the background of neu-
trally evolving DNA represented by the
repeats. In fact, a rough estimate indicated
that approximately 5% of the mammalian
genome could be under selection, when
comparing the mouse draft sequence to
the human. But aligning the two puffer-
fish genomes together may provide a much
better answer, and, moreover, may indicate
where these regions could be.

5.2
Functional Analyses Including Detection
of Regulatory Elements

The ‘‘classic’’ gene functional analysis
tools of transgenics, knock-ins, and knock-
outs are not possible in the pufferfish
because of problems with breeding and
size (in the case of Takifugu). Additionally,
there has been only one pufferfish cell line
made and so cell culture expression stud-
ies in ‘‘same species’’ is also not generally
available. However, this will not hinder
the exploitation of the pufferfish genomes.
While characterization of pufferfish gene
structure is valuable for gene identifica-
tion (see Sect. 5.1), identifying conserved
functional domains, understanding gene
evolution processes, and to fish biologists
working on other species, the main ex-
ploitation will be for the identification and
characterization of conserved noncoding
regulatory elements. Understanding gene
function is the next stage for all genome
projects and activity is obviously particu-
larly strong in the mammalian field. Com-
parative analyses of mammalian genomes

with those of the pufferfish can greatly
advance this area of research.

The true extent of a gene, or rather func-
tional unit, comprising coding regions, 5
and 3′ UTRs (untranslated regions), and
regulatory elements can span many 100 kb
in mammals. An example of this is the hu-
man Sox9 gene, which is surrounded by
2 Mb 5′ and 500 kb 3′ of noncoding DNA.
In Takifugu, these regions are reduced to
68 kb and 97 kb respectively, representing
a considerable compaction of sequence.
What exists in these noncoding regions be-
tween genes is only just being investigated;
although, homology between species is
generally very low when considering UTRs
and these can be determined relatively eas-
ily by sequencing of full-length cDNAs
or by RACE experiments. Regulatory re-
gions are much more difficult to define,
they are very small, often less than 10 bp
in length, and may be at a considerable
distance from the coding region of the
gene they control. This is the real use
of the pufferfish; because of their small
genome size, the essential regulatory ele-
ments may also be squeezed much closer
to the genes they regulate. Despite the evo-
lutionary distance between the pufferfish
and mammals, some of the regulatory se-
quences remain similar enough to those
of mammals to be recognized by sequence
comparisons and also to be functional
in transgenic organisms. To identify and
characterize a regulatory element, there
are two requirements: that the regulatory
elements are present in the DNA and that
there is an assay system.

Recognition of regulatory regions can
be determined using a variety of methods,
such as BLAST sequence similarity search-
ing, Clustal multiple sequence align-
ments, or purpose-built programs: Pip-
maker (http://bio.cse.psu.edu/pipmaker),
Vista (http://www-gsd.lbl.gov/vista), or
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Dotter. Having determined that there are
conserved regions between the pufferfish
and mammals in a gene of interest, these
then require experimental testing.

So far, use of pufferfish DNA in
transgenics has had a mixed history,
particularly with regard to the use of whole
pufferfish genes. Success was achieved
in rat for the Takifugu isotocin and
oxytocin genes, but other examples, such
as the HD and Wt1 genes, have resulted
in aberrant splicing and nonfunctional
products. The sequencing of the zebrafish
genome and the increasing number of
zebrafish facilities has opened up a new
and potentially very powerful avenue
for pufferfish research. While pufferfish
genes may not generally splice correctly
in mammals or mammalian cell lines,
there appear to be no such problems
in zebrafish, indicating that the aberrant
splicing of pufferfish genes that occurs
in mammals is related to evolutionary
differences in splicing efficiency between
fish and mammals. Having said that, it is
the regulatory regions that are the real
source of exploitation, rather than the
actual genes themselves.

Pufferfish promoter regions have been
inserted upstream of reporter constructs
and expressed in a range of cell lines
(mammalian and piscine). They have en-
abled the narrowing of regions responsible
for the control of gene expression in
genes as varied as the Mx protein (in-
volved in the innate immune system),
Ick (a lymphocyte-specific protein tyrosine
kinase), Pax 6 (involved in eye develop-
ment), tyrosinase (pigmentation gene), and
SCL (stem cell leukemia gene involved
in hemopoiesis and vasculogenesis). This
number of examples, currently rather lim-
ited, will dramatically increase over the
next few years, as more groups access and
mine the pufferfish data.

Pufferfish promoters have also been
assayed, to a lesser extent, in transgenic
animals. The Takifugu SCL locus directed
appropriate expression to hemopoietic
and neural tissue in transgenic zebrafish
embryos and the Wt1 gene from the
same species was faithfully expressed
in the developing zebrafish kidney. Ick
and Pax 6 Takifugu noncoding regions
were successfully tested in transgenic
mice. In the human Pax 6 gene, there
is a 3′ cis-acting regulatory element
termed C1170Box123. This contains three
modules in human and mouse, but
only one in Takifugu. However, this
one conserved module was assayed in
mice, using both Takifugu and human
3′ constructs and both produced similar
reporter gene-expression patterns. This
latter example clearly demonstrates the
point that not all regulatory regions will
be conserved between fish and mammals.
Indeed, this cannot be expected as there are
considerable differences in morphology,
physiology, and biochemistry between the
two sets of species. Also, just because no
homology is detected between mammalian
and pufferfish promoter sequences, this
does not mean that pufferfish 5′ regions
cannot direct expression of mammalian
genes. Although the Takifugu CRABP-1
promoter showed no homology to that of
mouse, expression of the mouse gene was
still obtained, but in a much more tissue-
restricted manner.

Analysis of promoter elements using
comparisons between species does rely on
similarity of expression of the gene under
study. Clearly there will be many examples
between mammals and fish where this is
not so, but fish also have an additional
use, as regards dissection of promoter el-
ements. It is well documented that fish
have extra genes. It is thought that these
duplicate pairs survive via the processes
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of nonfunctionalization, neofunctionaliza-
tion, and subfunctionalization. This dupli-
cation, which in many quarters is seen as
a drawback of fish models, is actually very
much an advantage. Comparison of dupli-
cated genes between fish species and also
with other vertebrates allows subfunction
partitioning between the two genes, a sit-
uation that is not possible in mammalian
models. Analysis of promoters between
duplicated genes in fish can assign tissue-
or developmental-specific functions to ei-
ther or both of the pair of genes and
can break up pleiotropic gene function
and regulation. Few examples are avail-
able so far, but analysis of zebrafish, the
two pufferfish, and Xiphophorus-duplicated
mitf genes demonstrated subfunctional-
ization as a result of degeneration of
alternative exons. This again is an area
of investigation set to expand, particu-
larly with regard to genes, which present
in single copies in mammals are lethal
when mutated. Mutations of such genes
in fish are often still viable (as there are
two copies) if only one of each duplicated
pair is treated at any one time.

6
Prospects

The completion of the Takifugu and
Tetraodon draft genome sequences mark
a new step in the field of whole-genome
sequencing in eukaryotes. Indeed, the first
eukaryotes to be sequenced other than
human (yeast, worm, fly, mustard weed,
and mouse) were natural first choices:
decades of laboratory experiments had
accumulated a wealth of genetic and
functional information, and their genome
sequence was thought of as a conceptual
framework in which to unify this diverse
and heterogeneous data. In contrast, very

little was known on the biology and life
cycle of the two pufferfish described in
this article. The reason for sequencing
them lay exclusively in their position in the
phylogenetic tree with respect to human
and in their unusually small genome
size. Their genome sequence has been
a platform for gene discovery and genome
comparisons.

But the Takifugu and Tetraodon genomes
have not said their last word. Today, with
the upcoming availability of the zebrafish
genome sequence, it is expected that much
will be gained by adequately combining
functional tools developed in this species
and comparative genomics tools repre-
sented by the pufferfish genomes.

See also Genetics, Molecular Ba-
sis of; Genomic Sequencing (Core
Article); Immunoassays; Shotgun
Sequencing (SGS); Whole Genome
Human Chromosome Physical
Mapping.
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Keywords

Algorithm
A defined rule for calculating output numbers from input numbers, usually carried out
by a computer.

Gaussian (or Normal) Distribution
A distribution of values with the probability of the distribution being proportional to
the distance squared from the mean.

Global Fitting
Fitting experimental data from various data sets to a single model function.

Least-squares Fit
Method of fitting experimental data to a function by minimization of the squared
deviations of the experimental and theoretical points.

Model
An abstraction (usually a simplification) of the processes that are happening in a real
system that allows the processes to be described in mathematical language.

Numerical Integration
Obtaining the value of an integral or the solution of a differential equation in a
stepwise procedure using only numerical values.

Occam’s Razor
Also known as the principle of parsimony, this means that other things being equal,
the model or hypothesis with the smaller number of assumptions or parameters is to
be preferred.
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Parameters
Constant elements of a function.

� Biochemistry is an experimental science characterized by an analytical and
quantitative approach. Methods for the analysis of quantitative data are essential
tools for handling the results of many biochemical studies. Some approaches
are relatively straightforward and familiar to the biochemical community; others
are more specialized, and their use is consequently less common. This chapter
provides an account of two principal approaches to quantitative data analysis:
least-squares fitting and regularization methods. A short summary of the theoretical
background of these two approaches is followed by extensive coverage of applications
taken from diverse areas including: enzyme kinetics, ligand binding, analytical
ultracentrifugation, circular dichroism (CD), and the pH dependence of biochemical
reactions. The discussion covers the nature of mathematical modeling of systems,
and emphasizes the importance of selection of an appropriate physical model to
describe the data.

1
Quantitative Data

The outcome of some biochemical ex-
periments can be expressed as simple
descriptive statements, such as ‘‘the de-
sired band or peak was observed.’’ In
others, such as studies of the rates of
processes or the affinity of a ligand for
its target, the results need to be given in
quantitative form as numerical values of
one or more parameters. Such quantita-
tive results are derived by mathematical
analysis of the raw experimental data. As
an example, consider the time course of
an enzymatic reaction. The raw data are
the dependence of product concentration
(the dependent variable, conventionally
shown on the y-axis) on the time (the
independent variable, conventionally on
the x-axis). The mathematical methods
used to handle these and similar quan-
titative data can be of greater or lesser
complexity depending on the processes

involved and on the detail or depth of
analysis required.

2
Numeric Modeling of Experiments

2.1
Formal Definition of the Mathematical
Problem

This paragraph gives a formal introduc-
tion to the mathematical approaches most
relevant to quantitative biochemical data
analysis. For details on practical appli-
cation, please refer to Sects. 2.2 and 3.
In quantitative biochemical experiments,
the outcome R can be described by a set
of values usually expressed as real num-
bers. The elements of this set usually have
all the mathematical properties of a func-
tion f , assigning the observable quantities
(concentrations, spectroscopic signals etc.)
to the independent variables (x1

i · · · xn
i )
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(place, time, concentration of reactants . . .)
and constant parameters (p1 · · · pm) (tem-
perature, pH, buffer composition . . .):

R = { f1(x
1
1 . . . xn

1 ; p1 . . . pm),

f2(x
1
2 . . . xn

2; p1 . . . pm), . . . ,

fk(x
1
k . . . xn

k ; p1 . . . pm)} (1)

This general treatment can be sim-
plified if one considers only a single
observable. Then the result can be rep-
resented as an n-dimensional surface in
(n + 1)-dimensional space, created by the
n-dimensions of the independent vari-
ables and one additional dimension for the
experimental result. For further simplifi-
cation, if there is only a single independent
variable, this hypersurface is reduced to a
situation that is much more familiar to a
biochemist, that is, a set of points in a
two-dimensional plot. One should, how-
ever, keep in mind that simply connecting
these points with a continuous line intro-
duces an assumption about the order of
the functions and implies that one expects
‘‘in-between’’ functions that have not been
measured. This procedure is only valid
if there are good reasons to support this
assumption, but fortunately this is more
often than not true.

To illustrate this general function fur-
ther, let us consider an enzyme kinetic
measurement where the concentration of
the product formed is measured as a
function of time, while the enzyme concen-
tration, initial substrate concentration, and
temperature, as well as buffer composition
are kept constant. In formal mathematical
language this is expressed as follows:

cProduct(t) = f (t; cEnzyme, cinitial
Substrate,

pH, T, cBuffer)

In the experiment that we have just
envisaged, time is the only independent

variable, but repeating the experiment for
different enzyme concentrations or initial
substrate concentrations may introduce
additional independent variables such that
the complete experiment R consists of a
set of time series of product concentration
at different enzyme and initial substrate
concentrations. Depending on the scien-
tific question that is being posed, one
also might vary the pH, temperature, or
buffer composition. While in most experi-
ments it is assumed that the independent
variables and the constant parameters are
known a priori, the values of these func-
tions, which are the experimental results,
are of course subject to experimental un-
certainties, in other words – they are noisy.
In obtaining such an experimental value,
one is effectively taking a sample from
a potentially infinitely large set of pos-
sible readings whose distribution reflects
the experimental uncertainty. It follows,
therefore, that statistical factors must be
taken into consideration in any quantita-
tive interpretation of results, a statement
that will be all too familiar to anyone who
has actually been involved in carrying out
experiments and analyzing data.

Evaluation of such quantitative data
is thus concerned with finding a suit-
able algebraic description for the earlier-
mentioned functions to interpret it prop-
erly. The algebraic description that was
used historically was a linear function, be-
cause then the only way of carrying out a
regression analysis of data was fitting to
a straight line. Data that were not them-
selves linear were transformed in such
a way that they satisfied a linear rela-
tionship. Well-known examples of such
transformations are the Scatchard analysis
of binding data or Lineweaver–Burk anal-
ysis of enzyme kinetics. Unfortunately, all
such linearization procedures inevitably
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distort the experimental data by nonlin-
ear transformation of the noise, which is
one of the major sources of error in data
interpretation.

Since computing power is now not a lim-
iting factor and linearization of data is no
longer necessary, or indeed desirable, algo-
rithms have been developed that allow the
direct analysis of the raw experimental data
without the necessity of transformation.
Basically, an algebraic model is devised
that can simulate the unknown function
that is being measured experimentally.
Such a model should be based on phys-
ical considerations about the experiment,
but it may also be partly or completely
empirical. In addition to the independent
variables (x1

i · · · xn
i ) and constant param-

eters (c1 · · · cm) of the experiment, such
a model will also include some model
parameters (p1 · · · po). These model pa-
rameters include physical constants, like
rate constants or equilibrium binding con-
stants whose determination usually is the
aim of the experiment. The result of such
modeling then is a set RModel of numerical
functions, ideally similar to those func-
tions measured experimentally:

RModel = { f Model
1 (x1

1 · · · xn
1;

c1 · · · cm; p1 · · · po), · · · ,
f Model
k (x1

k · · · xn
k ; c1 · · · cm; p1 · · · po)}

(2)

There are essentially two strategies that
can be used to find an optimal description
of an experimental result:

In fitting algorithms, RModel is used to
describe the measurement directly and
optimization procedures are used to find
the set of model parameters (p1 · · · po)

that best describes the experiment. The
methods to find this optimal set will be
discussed in Sect. 2.2.

Regularization methods can be exploited
in circumstances where the fitting proce-
dure is used to generate a best-fit function
rather than values of individual parame-
ters. In general, the fitting is carried out to
a so-called describing function, which is of
the following form

∫
a(r) · RModel(r)dr.

RModel(r) is a function that depends on
the nature of the experiment being under-
taken. For example, for kinetic data it may
be appropriate to take an exponential func-
tion of the form R = a · e−t/τ where a (the
amplitude of the function) and τ (its char-
acteristic time dependence) are parameters
used in the fitting algorithm. For ultra-
centrifuge data, the RModel(r) function is
generally based on Lamm’s differential
equation expressing the concentration c
as a function of distance (x) and time (t),
the independent variables, and s and D
are the sedimentation and diffusion co-
efficients, which are time and position
independent parameters.

The other element of the describing
function a(r) is an arbitrary function
whose form is part of the fitting proce-
dure. Different criteria can be used to
decide on the most appropriate form of
the function a(r). One that is commonly
used is the maximum entropy principle,
which selects the solution with the high-
est informational entropy, or alternatively
expresses, the minimal information ex-
pressed as

∫
(a ln a)dr. The rationale for

this criterion is that, according to Occam’s
razor, the solution with the highest par-
simony is to be preferred, a view that
can be justified by Bayesian statistical
arguments. In operational terms, it is im-
portant that the quality of the fit to the data
should be balanced against any constraints
such as maximum entropy or parsimony
requirements.

As an example, one might envisage an
exponential function R = a · e−t/τ . In this
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function, both a and τ are the parameters
that would be used in a fitting algorithm.
However, a describes the height of the
function (or its intensity) and τ describes
the shape (or its steepness). The describing
function is defined as

∫
a(τ ) · e−t/τ dτ .

Since τ will now take all possible values
(in practice the range will be limited) only
a(τ ) is left as an arbitrary function to
be calculated to describe the experiment
best. It is interesting to note that this
procedure represents a projection of the
experimental data onto a(τ ). For example,
a sum of three exponential functions
R = ∑3

i=1 aie−t/τi would result in an a(τ ),
which has the value of ai at τi and zero
everywhere else. Provencher in 1982 had
given a full description of this method,
and the same is also illustrated later in
this chapter (Sect. 3.12) in an analysis
of the sedimentation behavior of protein
mixtures in the analytical ultracentrifuge
that was first described by Schuck in 2000.

2.2
Fitting

Regardless of the strategy used, data evalu-
ation by modeling involves searching for a
numerical model that best describes the ex-
perimental data according to some suitable
criterion. The questions that arise when
data are being analyzed quantitatively are
essentially the following:

• How well does the model under consid-
eration, which is usually proposed on the
basis of previous experience, perform in
explaining the experimental data, bear-
ing in mind the accuracy of that data? Is
the model satisfactory, or is it necessary
to consider alternatives?

• What values of the parameters char-
acterizing the system (rate constants,
equilibrium binding constants etc.) are

most consistent with the experimen-
tal data?

• How accurate are these parameters, and
what are the limits of error?

There are several important criteria that
all procedures for data analysis should
satisfy, chiefly that:

• the experimenter should be able to see
the results of the analysis graphically to
check whether they are reasonable, and
get a feel for the accuracy;

• however the results are manipulated, the
original raw data should not be lost;

• there should be no hidden error propa-
gation in the operations, for example, by
using transformations involving 1/x, yx

and similar functions.

The most widely used criterion for
judging the quality of description or fit of
the data by a model is the least-squares
criterion where the sum of squared
deviations (SSD) or the root mean square
deviation (RMSD) is a minimum for a
given parameter set.

When having o parameters and k data
points we obtain:

SSD(p1 · · · po) =
k∑

i=1

[
f Model
i − f measured

i

]2

RMSD(p1 · · · po) =
√√√√1

k

k∑

i=1

[
f Model
i − f measured

i

]2
(3)

If the original experimental measure-
ments are normally (Gaussian) distributed
around the ‘‘true’’ value, then such a min-
imization will lead to a parameter set of
maximum likelihood. This set of param-
eters can be interpreted as the result of
the experiment.

However, it should be borne in mind
that the least-squares criterion is only one
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possible criterion of fit, and other criteria
exist, which can be expressed by using
the following more general definition of
model deviation D:

D(p1 . . . po) =
k∑

i=1

|(f Model
i − f measured

i )|n

(4)

where n can be any real number. In case of
n = 1 the fitting procedure is called robust
fitting. Robust fitting can be of advantage
whenever the sampled measurements are
not distributed in a Gaussian manner, but
contain some ‘‘outliers’’ (Johnson, 2000).

The basic concepts underlying the meth-
ods of data analysis discussed here are
illustrated in Fig. 1. The results of an ex-
periment are data. A model is a description
of the processes taking place in the ex-
perimental system being observed, which
defines a mathematical relationship be-
tween the independent variables and the
results. The model also defines physical
parameters as variables to be fitted or used

in regularization. With plausible initial val-
ues of the parameters, the mathematical
relationships are used to obtain simulated
data, which are compared with the experi-
mental data. The values of the parameters
are then varied until an optimal fit is
obtained of the simulated and experimen-
tal results.

In the following sections, the basic
concepts of quantitative data analysis are
discussed, together with the terms used in
Fig. 1.

2.3
Experimental Systems

The system is made up of various com-
ponents and species. ‘‘Components’’ are
molecules that differ in their covalent
structures, for example, enzyme, sub-
strate, and product; components can in-
teract to form complexes, for example, an
enzyme–substrate complex. ‘‘Species’’ are
all the entities present in the solution
that differ in either their covalent or

Systematical variation of the
values for the parameters

Comparison

Intensity factors

Theoretical
data

Experimental
data

Experiment

Simulation of
the experiment

Model

Physical
constants

Mathematical
relationship

Fig. 1 Schematic illustration of fitting procedures used for quantitative data analysis.
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noncovalent structures; this will include
components, complexes, and where rele-
vant, different conformations of these.

2.4
Measurement and Signals

In our analysis, we consider a general re-
lationship between the measurement or
‘‘signal’’ and the composition of the solu-
tion; the signal is the experimental quantity
being measured, which gives information
about the processes taking place. It is as-
sumed that the total measured signal is
additive in terms of the contributions of all
of the species (i) in the solution, and fur-
thermore, that the signal from each species
is proportional to its concentration (ci).
Different species contribute in differing
extents to the total signal, and the propor-
tionality constant (fi) is termed the intensity
factor of the species i. This intensity factor
defines the relationship between the con-
centration of the species and the measured
signal (e.g. CPM, absorbance, fluorescence
intensity, etc.). It is usual to have to take
account of a nonspecific but constant back-
ground signal, which we here define as the
baseline (BL). Thus, the observed signal is
given by:

S = BL +
∑

i

fici (5)

In many cases, this expression simplifies
by using the mass conservation laws. So,
for example, if we have the species A, B,
that form AB in solution, then the signal
is given by the expression

S = BL + fAcA + fBcB + fABcAB

= BL + fAc0
A + fBc0

B + ( fAB − fA − fB)cAB

= C + fcAB (6)

with only a single intensity factor and a
constant term. To simplify the analysis,
and to make the numerical analyses more
stable, it is important that realistic as-
sumptions are made about which species
contribute to the signal, for example, in
the case of radioactive detection, only those
species that are labeled.

2.5
Models

As described in the mathematical def-
inition section, a model represents an
abstraction of the processes that are hap-
pening, or could be happening, during the
experiment. From this model, we can de-
rive a mathematical relationship between
the experimental results and the indepen-
dent variables. Consider the simple case of
the two species A and B forming a complex
AB in a time-dependent process:

cAB = f (t, cA, cB)

The experimental results would be the
concentrations cAB, and the independent
variables would be cA, cB, and the time t.

The model provides specific parameters
for the fitting process, enabling theoretical
data to be evaluated. These can be calcu-
lated either analytically or numerically. If
the mathematical relationship between the
signal (observation) and the parameters is
sufficiently simple, it may be possible to
obtain analytical solutions and calculate
the theoretical signal directly, that is, in
the present example to obtain values of cAB
knowing the initial concentrations of the
concentrations c0

A, and c0
B, and the time t.

However, in many cases, the mathemat-
ical relationships are not that simple, and
analytical solutions may either not be pos-
sible in principle, or be too difficult and
cumbersome in practice. In such cases,
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the theoretical data can be simulated by
numerical methods.

A model is, of course, only a working
hypothesis, whose validity is judged by
its success in accounting for the data. If
its performance is not satisfactory, then
alternative models should be sought or
devised. However, if a model is to be
replaced by a more complicated one,
then it is important to check that the
data really warrant this. More complicated
models generally have more parameters,
and more parameters will always lead to
better fitting of the data. One should be
guided here by the Principle of Parsimony,
that other things being equal, the preferred
model is the simplest one with the
fewest parameters.

2.6
Selection of Appropriate Models

The choice of the right model to be used
to describe experimental results is one of
the trickiest and most interesting tasks in
scientific work, and this is a subject that
can only be touched on here. As discussed
earlier, we are guided by the Principle of
Parsimony that in science one should seek
the simplest explanation for phenomena.
In the present context, it means that we
should define models with as few parame-
ters as possible, consistent with obtaining
a satisfactory description of the data. This
is a sensible approach, because if a simple
model fits the data adequately, then so nec-
essarily must more complicated versions
of that model. It follows that experimen-
tal observations can only serve to rule
out models often, but not always, because
they are oversimplified; the data can never
prove that a model is correct. The question
naturally arises at this stage about how one
can establish whether a model is success-
ful in accounting for the data or not. There

are several criteria for assessing the quality
of a model.

• The absolute magnitude of the de-
viations between the theoretical and
experimental data. Does the theoretical
curve lie in the region of experimental
uncertainty of the data points (taking
particular care not to overestimate the
accuracy of the data)?

• The direction of the deviations between
the theoretical and experimental data.
Are the deviations randomly distributed,
sometimes above and sometimes below
the curve, or are they clustered, above
the curve in one region and below
in another? If the deviations are not
randomly distributed, this indicates that
the theoretical curve is not a satisfactory
fit to the experimental data. One reason
for this is that the model is wrong
and is not an adequate description of
the situation; another is that systematic
errors have been made in carrying out
the experiment.

• Whether alternative models are avail-
able, which can account for the data
more satisfactorily.

A good model should also have predic-
tive power and suggest additional experi-
ments that can be carried out to test the
model further.

2.7
Parameters

Depending on the model under consid-
eration, one obtains a set of parameters
that establish the relationship between the
experimental data and the assumptions
underlying the model. It is important
to distinguish two kinds of parameters:
global and local. This distinction is im-
portant when several data sets are being
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considered jointly in the analysis; the val-
ues of the global parameters must be the
same in all cases, whereas, those of the
local parameters may vary from one data
set to another.

• Global parameters: the values of the
global parameters are the same for all of
the data sets that are being considered
in the analysis. We are dealing here
with physical quantities such as binding
or rate constants whose values we wish
to determine.

• Local parameters: the values of the inten-
sity factors discussed earlier can differ
from experiment to experiment. Exam-
ples of intensity factors are: radioactiv-
ity (CPM = fi · ci), fluorescence inten-
sity (signal = fi · ci), absorbance spec-
troscopy (OD = fi · ci, where fi is the
extinction coefficient of species i), ELISA
(signal = fi · ci), and so on. Although the
precise values of these factors, which are
local parameters, often are not particu-
larly interesting in understanding the
system, they are needed for the analysis.

2.8
Essential Steps in the Analysis

There are three basic steps in every data
analysis (cf. Fig. 1):

• arbitrary initial values of the parameters
are introduced into the model to calcu-
late theoretical concentrations for all of
the species of interest in the system.

• these theoretical concentrations are
combined with initial values for the
intensity factors to obtain theoretical
values for the measurement or signal.

• the values of the parameters and
intensity factors are varied to obtain the
best fit of the theoretical values of the
signal to the experimental values; the

combination of parameters that best fits
the data is the result of the analysis.

2.9
Fitting Data by the Method of Least
Squares

The classical method for fitting data to
theoretical curves is linear regression. This
procedure allows the equation of the best
straight line fitting a set of experimental
data to be calculated directly:

y = a + bx

slope b =
n

∑
xy −

(∑
x
) (∑

y
)

n
∑

x2 −
(∑

x
)2 (7)

y intercept a =
(∑

x2
) (∑

y
)

−
(∑

x
) (∑

xy
)

n
∑

x2 −
(∑

x
)2

Until relatively recently, this was the
only method that could be used conve-
niently to fit data by regression. This
is the reason why so many classical ap-
proaches for evaluating biochemical data
depended on linearizing data, sometimes
by quite complex transformations. The
best-known examples are the use of the
Lineweaver–Burk transformation of the
Michaelis–Menten model to derive en-
zyme kinetic data, and of the Scatchard plot
to analyze ligand binding equilibria. These
linearization procedures are generally no
longer recommended, or necessary.

In contrast to the explicit analytical so-
lution of ‘‘least-squares fit’’ used in linear
regression, our present treatment of data
analysis relies on an iterative optimization,
which is a completely different approach:
as a result of the operations discussed in
the previous section theoretical data are
calculated, dependent on the model and
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choice of parameters, which can be com-
pared with the experimental results. The
deviation between theoretical and experi-
mental data is often expressed as the sum
of the errors squared for all the data points,
alternatively called the sum of squared devi-
ations (SSD):

SSD =
∑

i

(Si,exp − Si,theo)
2 (8)

This deviation is now minimized by vari-
ation of the parameters. The combination
of parameter values that best fit the ex-
perimental data – using this deviation as
the criterion of best fit is the desired
solution of the analysis. This process of
finding a solution is termed iteration be-
cause the solution is located by trying out
many possible combinations of parame-
ters; since the equations being fitted are
in general nonlinear, the process is more
specifically one of the iterative nonlinear
least-squares fitting.

The process is essentially as follows.
All possible combinations of the param-
eters (physical constants and intensity
factors), of number N, define an (N + 1)-
dimensional error space. Every point in
that space has a characteristic value of the
sum of the squared deviations or SSD,
which thus generates an error surface in
(N + 1)-dimensional space. If, for sim-
plicity, we consider a model with only
two parameters, these can be represented

on the x- and y-axes, and the value of
SSD on the z-axis. The error surface
is now simply a surface in conventional
three-dimensional space. An even simpler
example with one parameter is illustrated
in Fig. 2, where the parameter is shown
on the x-axis and the SSD is on the y-axis.
The task in the fitting procedure is to lo-
cate the minimum value in the SSD curve
(region A in Fig. 2). It is impracticable to
try out all possible values of the combined
set of parameters, particularly when there
are many of them. The procedure adopted
in most computer programs is, starting
from initial values of the parameters (pro-
vided by the user) calculations are made of
the slope (or derivative) of the error sur-
face in (N + 1)-dimensional space. This is
done by making a small variation in each
of the parameters in turn, and calculating
the SSD. The program then locates the
region where the slope is steepest (down-
wards) and it alters the parameters by a
small step in that direction to generate a
new set of parameters, which fit the data
better. From this new set of parameters,
the program repeats the operation in a sec-
ond iterative cycle to locate the direction
of steepest descent, and hence a new set
of parameters.

This procedure depends on certain
features that merit comment.

• The step length in the iteration is critical:
if it is too short, then the process of

Fig. 2 Two-dimensional representation
of an error surface. Region A is the
location of the global minimum, region
B is a local minimum, and region C
represents an area where the model is
no longer valid and the slope of the
error surface is directed away from
the minimum. Parameter

S
S

D

A

B
C
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locating the minimum takes too long,
whereas, if the step length is too long the
algorithm used in the program can miss
the target area, and thus never locate
the minimum. The SOLVER algorithm
used in Excel selects the step length
automatically depending on the slope of
the error surface and the result of the
previous round of iteration.

• The ‘‘result’’ located by the program can
be a local minimum (e.g. region B in
Fig. 2). Locating the global minimum
is often not straightforward, particularly
when the error surface is complex, and
the program can find itself trapped in
a local minimum. The best means of
avoiding this, or at least detecting when
it is happening, is to begin the iteration
process from different initial parameter
estimates, and check whether the same
solution is found in every case. If this
does not happen, the solution with the
lowest SSD corresponds to the best
solution, although it should be noted
that in some cases alternative solutions
might be equally good in terms of
their SSD values, bearing in mind the
accuracy of the experimental data.

• To avoid local minima, most algorithms
also test randomly selected points in the
error surface. The extent to which a pro-
gram carries out these tests determines
the speed of locating the minimum and
the tendency of the algorithm to become
trapped in local minima.

All models have limits to their region of
validity; for example, negative values of rate
or binding constants do not correspond
to physically meaningful situations. In
such regions, mathematical errors will
arise, such as attempting to find the
square root of a negative number, even
though all of the equations have been
correctly programmed.

The slope of the error surface can
lead the iterations into regions that are
remote from the minimum. This situation
can readily lead to failure to locate the
minimum when the initial parameter
estimates are not very good. To remedy
this, a fresh set of initial estimates should
be selected, which fit the data better. In
Fig. 2, for example, it would be difficult to
locate the minimum if the program started
in region C since the slope in the error
surface is pointing in the wrong direction.

The usual criterion of ‘‘best fit’’ is
the sum of errors squared (the SSD
discussed earlier) rather than the absolute
magnitude of the errors. This procedure is
mathematically justified when the errors in
the data follow the Gaussian (or normal)
distribution. Under these conditions, the
error distribution function is given by
the following equation in which x is the
measurement, µ the mean, and σ the
standard deviation:

f (x) = 1

σ
√

2π
e
− 1

2

(
x−µ

σ

)2

(9)

When the data are distributed according
to this function, the frequency of occur-
rence of data falls according to the square
of the deviation. In practice, the sum of
error square (SSD) criterion is also used
in cases where it has not been explicitly
established that the errors are normally
distributed, and it appears to function
quite well.

2.10
Global Fitting of Multiple Data Sets

If different sets of experiments have been
carried out under circumstances in which
the observations depend on a common set
of parameters, then it is sensible to at-
tempt a global fitting of the data sets to
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obtain best estimates of the parameters.
It is important here to distinguish clearly
between the global and local parameters
discussed earlier (Sect. 2.7). The global pa-
rameters are valid for all of the data sets
and are fitted to all of the data, whereas
the local parameters may assume differ-
ent values for the various data sets. For
example, if one were investigating a ther-
modynamic equilibrium, and monitoring
the process using radioactive detection,
the value of the equilibrium constant must
be the same under the same conditions,
whereas the specific activities of the reac-
tion participants could well be different. In
global data fitting, it is particularly impor-
tant to keep the number of parameters as
small as possible. There are two reasons
for this. First, the general consideration
that following the Principle of Parsimony
one should seek to account for experi-
mental data using the smallest number of
variables. Second, that iterative fitting of
the data becomes much more difficult (in
fact, exponentially so) as the number of
variables increases; the process becomes
much slower, and there is an increas-
ing risk that local minima will interfere
with the fitting. To keep the number of
parameters as small as possible, it is im-
portant to check, in particular, whether
all of the local parameters are needed.
For example, in the general case, it is as-
sumed that all of the reaction participants
contribute to the experimental signal or
measurement, but if this is not in fact
true, then it is better to set the intensity
factors of as many species as possible to
0, and only allow the minimum necessary
number of species to contribute to the
signal. For example, in studies based on
fluorescence detection, only species con-
taining a fluorophore need to be assigned
intensity factors.

One difficulty that can arise in global data
analysis is that the signal intensities of dif-
ferent data sets can be very different. If the
data are treated equally, this can lead to the
situation that data sets or curves with high
intensities completely dominate those with
lower intensities, simply because their er-
ror squared parameters (SSD) are so much
larger. The most effective way of dealing
with this situation is to weight the SSDs of
the different data sets or curves by a suit-
able factor, for example, by the mean value
of the data set, or by the relevant inten-
sity factor. It should be emphasized that
weighting factors must never be treated as
variables in the fitting process.

2.11
Introduction to Error Estimation

One of the most difficult tasks in day-to-
day scientific activity is making reliable
estimates of the errors and uncertainties
in the data. How reliable are my data? How
accurate are the parameters calculated
from them? Can I, or should I, exclude
particular models for explaining my data?
These are examples of the sort of questions
that need to be asked. We have already
discussed the question of judging how
well models perform in accounting for
data; we now turn to the question of
assessing accuracy, on the basis that the
model used is an appropriate one. It
should be noted that we are dealing here
with statistical errors and the treatment
of outliers; systematic errors cannot be
detected by these approaches.

Statistical analysis of repeated measurements.
If a very large number of data
are available, then it is sensible to
consider carrying out a rigorous
statistical analysis. The simplest
procedure is to do many replicates
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of the same experiment (or series of
experiments, if more than one data
set is needed for the analysis) and
then analyze them independently.
This is a very good way of assessing
the error range (determined as
standard deviations, maximal range
etc.) of the individual parameters;
the problem is the amount of
work involved.

The accuracy of individual measurements.
We are concerned here with the
problem of assessing accuracy when
the number of available data is
limited. One means of gauging error
is to remove individual data points
from the fitting process to get a feel
for the ‘‘robustness’’ of the data. In
effect, what this process does is to
analyze the data on the assumption
that the single experiment removed
had not been carried out. It is
possible in this way to assess how
reliable the data are, and specifically
to determine whether the outcome
was highly dependent on the single
result, implying that one would need
to be very sure about it. This form
of analysis is straightforward and
revealing, and it ought to be a part of
every data evaluation.

Analysis of error surfaces. To conclude
this section, we consider a more
quantitative approach to error esti-
mation. The first step is to estimate
the accuracy of the individual data
points; this can either be done by
analysis of the variability of repli-
cate measurements, or from the
variation of the fitted result. From
that, one can assess the shape of
the error surface in the region of
the minimum. The procedure is

straightforward: the square root of
the error, defined as the SSD, is
taken as a measure of the quality
of the fit. A maximum allowed error
is defined, which depends on the re-
liability of the individual points, for
example, 30% more than with the
best fit, if the points are scattered by
about 30%. Then each variable (not
the SSD as before) is minimized and
also maximized. A further condition
is imposed so that the sum of errors
squared (SSD) should not increase
by more than the fraction defined
earlier. This method allows good es-
timates to be made of the different
accuracy of the component variables,
and also enables accuracy to be es-
timated reliably even in complex
analyses. Finally, it reveals whether
parameters are correlated. This is an
important matter since it happens
often, and in some extreme cases
where parameters are tightly corre-
lated, it leads to situations where
individual constants are effectively
not defined at all, merely their prod-
ucts or quotients. Correlations can
also occur between global and local
parameters. This issue is illustrated
in Fig. 3, where a set of initial slopes
of an enzyme reaction are analyzed
using the Michaelis–Menten model
(see Sect. 3.2, Eq. 12). Since Km is
defined using vmax, depending on
the shape of the curve any change of
vmax will cause a certain change of
Km as well.

2.12
Introduction to Numerical Integration

Kinetic processes can be described by
differential equations; for example,



Quantitative Analysis of Biochemical Data 395

V

Vmax
1

Vmax
2

Km
2 Km

1 c (substrate)

Fig. 3 Illustration of the origin of correlation of parameters with
the example of a Michaelis–Menten analysis of steady state
kinetics data. In this example, there is a strong correlation of kcat
and Km.

for a reversible bimolecular association
reaction:

A + B
k12−−−⇀↽−−−
k21

AB

is described by

∂cAB

∂t
= k1cAcB − k−1cAB (10)

This equation defines directly the change
in concentration of the species AB with
given concentrations of the reactants A
and B, and the product AB. This is
a differential equation whose solution
is an expression of the form cAB =
f (t, c0

A, c0
B). The solution involves a process

of integration, which is often difficult, and
sometimes impossible, at least analytically.
In such cases, numerical integration can
be used to simulate the time-dependent
variation of cAB in an experiment, enabling
theoretical data to be obtained even for
complex systems.

The procedure for numerical integra-
tion is as follows. Initial conditions are
first selected: c0

A, c0
B, c0

AB and from this ini-
tial state the concentrations of the three
component species are altered stepwise us-
ing ‘‘fluxes’’ defined from the differential

equation given earlier, with a finite time
increment �t.

Two different fluxes exist:

F1:‘‘association,’’ A + B

−−−→ AB for which F1 = k1cAcB�t

F−1:‘‘dissociation,’’ AB

−−−→ A+B for which F−1 =k−1cAB�t

(11)

The concentration changes are defined
in terms of these fluxes as follows:

�cA = −F1 + F−1

�cB = −F1 + F−1

�cAB = −F−1 + F1

from which new concentrations are ob-
tained using the following general expres-
sion, where ci,old is the ‘‘old’’ concentration
of the species (i) before the incremental
change �ci:

ci = ci,old + �ci

The formulae given in Eq. (11) are
prototypes for bimolecular (F1) and
monomolecular (F−1) elementary reac-
tions respectively. By combining these
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prototype equations, kinetic schemes of
any desired complexity can be described
and analyzed. The time interval is a criti-
cal parameter in the integration process, if
it is chosen too short, the process takes
too long, if it is too long, the process
is inaccurate.

3
Applications

3.1
Linear Regression

Situations arise very often where data need
to be fitted to linear equations. Linear re-
gression is one of the classical procedures
in general regression analysis, and before
the advent of accessible nonlinear fitting
methods it was the only one that could be
readily used. For n data pairs in the form
(x, y) where y is a function of x, the linear
equation of the form y = a + bx that min-
imizes the sum of errors squared (SSD) is
given by Eq. (7).

3.2
Michaelis–Menten Kinetics

The Michaelis–Menten model shown be-
low is the simplest mechanism for de-
scribing the kinetics of enzyme catalyzed
reactions:

S + E
k1−−−⇀↽−−−

k−1

ES −−−→ E + P

According to this mechanism, the rate
constant for the reaction k (dimension:
time−1) depends on two parameters: Km
and kcat. In the simple mechanism shown
earlier and with the assumption that ES
is in a steady state, Km = (k2 + k−1)/k1
and kcat = k2. The dimensions of Km

and kcat are concentration and (time)−1

respectively. The rate of the reaction v
(dimension: concentration/time) is given
by the expression v = kcE,total, and vmax
is equal to kcatcE,total. The dependence of
the reaction rate constant (k) on substrate
concentration is given by Eq. (12), from
which it can be seen that the Km value is
the concentration of substrate that gives
half of the maximum rate kcat.

k(cS) = kcat
cS

cS + Km
(12)

To evaluate Km and kcat, the rate of
reaction is measured as a function of
substrate concentration and the two kinetic
parameters are determined using Eq. (12).
The classical method of doing this is by
fitting the data to a linearized form of
Eq. (12) such as the Lineweaver–Burk plot
shown in Eq. (13):

1

k(cs)
= 1

kcat
+ Km

kcat

1

cs
(13)

From this it follows that a plot of 1/k
against 1/cS should give a straight line with
an x-intercept of -1/Km and a y-intercept
of 1/kcat. The Lineweaver–Burk analysis
illustrates very clearly the sort of problem
that can arise when dealing with linearized
data. An assumption that underlies simple
linear regression following the procedure
discussed in the previous section is that all
of the data points have the same error,
or specifically, standard deviation. This
assumption is no longer valid when the
data are transformed as is shown in the
following diagrams.

Figure 4(a) illustrates a series of mea-
surements where all the data have the same
error; in Fig. 4(b), the same data are shown
after transformation for Lineweaver–Burk
analysis. It can be seen that the data points
at low concentration (i.e. at high values of
1/k and 1/cs) have a much higher error
than the other points, and the situation
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Fig. 4 Error propagation in the direct analysis and Lineweaver–Burk
analysis of Michaelis–Menten kinetics.

is made worse because these inaccurate
points are also the ones that exert the
most leverage on the linear regression,
and hence on the derived kinetic param-
eters. A very comprehensive analysis of
the kinetics of enzyme catalyzed reac-
tions has been presented by Bisswanger
in 2000.

3.3
Analysis of Circular Dichroism
Experiments to Determine the Secondary
Structure Composition of Proteins

Circular dichroism (CD) is the spectro-
scopic method of choice to investigate the
secondary structure of proteins. The CD
spectrum of a protein is given by the sum
of the contributions of its α-helical, β-
sheet, β-turn, and disordered (‘‘random’’)
structural elements. The results of CD ex-
periments can be analyzed very simply
to provide information about the fraction
of α-helical, β-sheet, β-turn, and random
regions in a protein. The analysis de-
pends on comparison of the CD spectrum
with reference spectra for the respective
secondary structure elements, which are
derived from the CD spectra of a large set
of proteins of known structure. Then, the
CD signal is given by:

θ(λ) = cP( fαεref
α + fβεref

β + ftε
ref
t + frε

ref
r )

(14)

where cP is the concentration of the pro-
tein, fα , fβ , ft, and fr denote the fractions
of the protein in α-helical, β-sheet, turn
and random conformation, and εref

i is the
extinction coefficients of the respective sec-
ondary structure element taken from the
reference spectra. For analysis, θ(λ)theo is
fitted to θ(λ)exp by variation of fα , fβ , ft,
and fr .

3.4
Dissociation Kinetics

Dissociation reactions of the general form
AB → A + B are monomolecular pro-
cesses, where the rate of decay of the
complex is proportional to its concen-
tration. The concentration dependence of
cAB is given by the following differential
equation:

dcAB

dt
= k−1cAB

which on integration yields Eq. (15), where
cAB(t) is the concentration of complex
at any time t, and c0

AB is the initial
concentration at time t = 0:

cAB(t) = c0
ABe−k−1t (15)

Analysis of dissociation processes yields
values for the rate constant k−1, whose di-
mensions are (time)−1. This rate constant
is related to the lifetime (τ ) of the complex
AB by the expression τ = (k−1)

−1, and
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to the half-life (t1/2) by the expression
t1/2 = (ln 2/k−1).

3.5
Binding Data

The equilibrium constant for a simple
bimolecular association process

A + B
KAss−−−⇀↽−−− AB

is defined by the expression:

KAss = cAB

cAcB
(16)

This equilibrium constant is expressed
as the association constant, which has
dimensions (concentration)−1, in molar
terms M−1. The dissociation constant
KDiss is the reciprocal of KAss and has
dimensions of concentration (M). The
objective of the following derivation is
to obtain an equation of the form cAB =
f (cA,tot, cB,tot, KAss), where ci,tot is the total
or stoichiometric concentration of the
component i (which is known), in contrast
to the quantity ci in Eq. (16), which is
the free concentration of the species in
solution, which is not known. An equation
of this form will enable us to calculate the
theoretical data.

Using the conservation conditions:
cA,tot = cA + cAB and cB,tot = cB + cAB
Eq. (16) can be written in the form:

KAss = cAB

[(cA,tot − cAB)(cB,tot − cAB)]
(17)

The only unknown in this equation is
the term cAB. Expanding and rearranging
Eq. (17) yields the following quadratic
equation:

c2
AB −

(
cA,tot + cB,tot + 1

KAss

)
cAB

+ cA,totcB,tot = 0

The solutions of a quadratic equation
of the general form x2 + px + q = 0 are
given by the two roots x1 and x2:

x1,2 = −p

2
±

√(p

2

)2 − q

In the present case, only the negative
square root term is physically meaningful,
so the concentration of AB is given by the
following equation:

cAB = cA,tot + cB,tot + 1/KAss

2

−
√√√√

( cA,tot+cB,tot
+1/KAss

2

)2

− cA,totcB,tot

(18)

To determine values of KAss binding data
are needed, where the total concentrations
of either A or B are comparable in
magnitude to 1/KAss.

3.6
Independent Identical Binding Sites

The earlier-mentioned model and equa-
tions have to be modified if one of the
species (say A) has several binding sites
for the other species B. If the binding sites
are independent and do not interact, then
binding to each site on A can be described
by Eq. (19). Taking all of the binding sites
into account yields a hyperbolic binding
curve whose binding equation only differs
from Eq. (18), where for every molecule of
A, n binding sites exit such that the total
concentration of binding sites is ncA,tot:

cB,bound = ncA,tot + cB,tot + 1/KAss

2

−
√√√√

( ncA,tot+cB,tot
+1/KAss

2

)2

− ncA,totcB,tot

(19)
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To obtain accurate estimates of the
number of binding sites (n), binding ex-
periments (usually titrations) need to be
performed under conditions where the to-
tal concentration of A is relatively high,
specifically that cA,tot � 1/KAss; these con-
ditions define a ‘‘stoichiometric titration’’
where, effectively all of the B added is
bound until the sites on A are saturated
(see Fig. 5). Titrations under these condi-
tions are insensitive to the value of the
association constant, so to obtain reli-
able estimates of KAss, data are needed
from titrations at much lower concen-
trations, where cA,tot ≤ 1/KAss. It should
be clear from this discussion that it is
not easy to evaluate both n and KAss

accurately, and it is usually necessary
to do a global analysis of several data
sets, obtained under different concentra-
tion conditions.

3.6.1 Analysis of Simple Binding Data
The equation for n identical, noninter-
acting binding sites (Eq. 19) is in prin-
ciple soluble, although the solution is not
straightforward. When binding is more
complex and the sites are of different
affinity and interacting, then analytical

solutions cannot be obtained. However,
analysis of the binding can be simplified
by carrying out experiments under condi-
tions where one of the interacting partners
(say A) is present at a much lower concen-
tration than the other. The concentration
of the partner in excess (B) is varied, and
the proportion of available binding sites on
A, which are occupied (cAB/cA,tot) is mea-
sured. The simplification in the analysis
arises because the free concentration of B
can be taken to be the same as the total con-
centration (since cAB � cB). Equation (16)
can be simplified considerably yielding, af-
ter inserting the conservation condition for
A and rearrangement:

cAB

cA,tot
= cBKAss

1 + cBKAss
(20)

3.6.2 Independent Nonidentical Binding
Sites
Consider a macromolecule A that can
bind several molecules of B. In the
simplest case, where A possesses two
binding sites for B, there are four possible
species, A, AB, BA, and BAB, whose
concentrations depend on four binding
constants:
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Fig. 5 Typical results of a normal and stoichiometric titration binding analysis.



400 Quantitative Analysis of Biochemical Data

A

AB

BA

BAB

K1

K4
K2

K3

(21)

Under conditions where cA,tot � cB,tot,
terms involving the total concentration of
A do not occur in the analysis (as men-
tioned earlier), and it is therefore not
possible to use Eq. (20) to analyze the
stoichiometry of the binding equilibrium.
However, even under these experimental
conditions, it is possible to obtain in-
formation about the number of binding
sites, provided the binding constants of
the two processes are sufficiently different
in magnitude.

Information about the minimum num-
ber of binding sites for B on the macro-
molecular species A can also be obtained
if a signal can be measured, which specifi-
cally monitors the concentration of A fully
saturated with B (BAB in our scheme). For
example, the enzyme DNA polymerase has
two binding sites for metal ions, and both
need to be occupied for the enzyme to be
active. If it is assumed that the two sites
are independent, and hence K1 = K4 and
K2 = K3 in Eq. (21), the following expres-
sion can be derived for the occupancy of
the two sites (designated 1 & 2):

θ1 = cAB

cA,tot
= cBK1

1 + cBK1

θ2 = cBA

cA,tot
= cBK2

1 + cBK2
(22)

and the proportion of A where both sites
are occupied is given by:

θ1,2 = cBAB

cA,tot
= θ1θ2

In the special case of identical binding
sites (KAss,1 = KAss,2), the dependence of
θ1,2 on the total concentration of A (cA,tot)

is weakly sigmoidal at low concentrations
of B, and not hyperbolic; this is a direct
indication that A can bind more than
one B. The total concentration of bound
ligand (= θ1 + θ2) follows a hyperbolic
dependence, as expected since the sites
are independent.

3.6.3 Cooperative Binding
In the previous section, we discussed
the case where the various binding sites
were noninteracting; in this section we
consider the other limiting case where A
is either free, or fully occupied by B as the
species ABn, and the intermediate states
AB, AB2, . . . , ABn−2, and ABn−1 are not
populated. This behavior arises because
of positive interactions between the sites
resulting in cooperative binding; according
to Eq. (21), cooperative binding occurs
when K3 � K1 and K4 � K2. The model
considered here represents ‘‘all or none’’
behavior, which is not just a theoretical
model but also one that does actually occur
with biopolymers.

In cooperative binding following the ‘‘all
or none’’ model

A + nB−−−⇀↽−−−ABn

the association constant is defined by the
expression:

K
app
Ass = cABn

cA(cB)n

Introducing the conservation condition
for A with the further assumption that
cAB � cB yields the following equation:

cABn

cA,tot
= (cB,tot)

nK
app
Ass

1 + (cB,tot)nK
app
Ass

(23)

This equation describes a sigmoidal
binding curve, where the degree of sig-
moidal behavior depends on the magni-
tude of n. The intrinsic binding constant
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of B for A (KAss) can be determined from
the apparent binding constant (Kapp

Ass) using
the following relationship:

K
app
Ass = (KAss)

n

3.7
pH Dependence of Enzyme Catalyzed
Reactions

The rate of an enzyme catalyzed reaction is
not only dependent on the concentrations
of enzyme and substrate, but also on the
conditions of the reaction. An important
parameter affecting rate is the pH, defined
as −log10c(H+), and it is very common that
enzymes have a pH optimum. The pH
can have several effects: (1) protons may
participate in the catalytic reaction itself;
(2) the protonation state of substrates and
cosubstrates may alter, with consequent
effects on rate; (3) the protonation state
of the enzyme itself may alter. In our
example here, we deal with the last
case. Proteins contain many groups that
can undergo protonation–deprotonation
reactions, including the N-terminal amino
and C-terminal carboxyl groups, and the
side chains of the following amino acids:
Asp, Glu, His, Cys, Tyr, Lys, and Arg.
Protonation/deprotonation reactions are
examples of ligand binding equilibria,
which are simplified by the experimental
approach of using a buffered solution
such that the concentration of H+ in the
solution remains constant throughout the
experiment. The state of protonation of a
group is conveniently represented by its
pKa value, which is the negative decadic
logarithm of the dissociation constant for
the protonation reaction:

Ka = c(H+)c(A−)

c(HA)

pKa = − log10 Ka

The proportions of a group A in the
protonated θ (H) and deprotonated θ (−)
states can be evaluated as follows:

θ(−) = A−

Atot
= Ka

c(H+) + Ka

= 10−pKa

10−pH + 10−pKa

θ(H) = 1–θ(−) (24)

The following questions are important
for analyzing the pH dependence of
enzyme catalyzed reactions:

– how many protonation reactions parti-
cipate?

– which protonation state must the pH-
sensitive groups on the enzyme be in?

– what are the pKa values of these groups?

We consider a general model to analyze
the protonation equilibria. If the enzyme
possesses n groups that can participate
in protonation–deprotonation equilibria,
then in principle 2n different species can
be formed. For example, if n = 3, all three
groups can be protonated (HHH), two
(HH–, H–H, and –HH), one (H–, –H–,
and –H) or none (–). The probability (P)
of occurrence of these species, and hence
their relative concentrations, depends on
the product of the probabilities that each
individual group is in a particular state:

P(HHH) = P(group 1 is protonated)

× P(group 2 is protonated)

× P(group 3 is protonated)

P(HH−) = P(group 1 is protonated)

× P(group 2 is protonated)

× P(group 3 is unprotonated) and so on.

The probability of a group being in a
particular protonation state is given by
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Eq. (24), and combination of these prob-
abilities multiplied by the total concentra-
tion of enzyme yields the concentrations
of the different species.

The turnover rate is used as an ‘‘effect’’
or signal to monitor the protonation, and
thus the observed rates can be used to
analyze the thermodynamic protonation
equilibria. In the general case, every
species would be assigned an intensity
factor, and the signal (observed rate of the
reaction) would be the sum of all of these
factors. For many analyses, one makes
the simplifying assumption that only one
species is catalytically active.

3.8
Pre-steady State Kinetics

Enzyme reactions proceed, in general,
via several intermediate states. A sim-
ple model incorporating multiple states
is shown below: enzyme and substrate
associate to form an enzyme–substrate
complex, which undergoes a conforma-
tional change to ES# before breaking down
into enzyme and product.

E + S
k1−−−⇀↽−−−

k−1

ES
k1−−−⇀↽−−−

k−2

ES# −−−→ E + P

Since the concentrations of all the inter-
mediate states are constant under steady
state conditions, all of these states can, at
least formally, be incorporated into a sin-
gle kinetic intermediate state. It follows
that under steady state conditions, kinetic
data can provide no information about
the existence and kinetic properties of in-
termediate enzyme–substrate complexes.
An understanding of the mechanism of
an enzyme catalyzed reaction needs in-
formation about these intermediate states,
which is therefore usually obtained from
kinetic studies before steady state has

been established, usually by rapid reaction
methods. Comprehensive coverage of the
techniques and methods of analysis of
pre-steady state kinetics is beyond the
scope of this chapter, but we discuss here
methods for analyzing simple exponential
processes. Two approaches are used. In
the first, the observed signal S(t) is fitted
to an exponential function of the following
form:

S(t) = Ae−t/τ, for decreasing signals.

S(t) = A[1 − e−t/τ ] for increasing signals.

(25)

A is the amplitude of the reaction and
τ the time constant, with the dimension
of (time). If the kinetic mechanism of
the observed process is known, then
rate constants can be derived from the
time constant. For example, for a simple
dissociation process, the rate constant
(k−1) is given by 1/τ . In this case, the
value of τ is independent of reactant
concentration.

If both forward and back reactions can
take place, then 1/τ depends on both k1

and k−1. In the special case when the
concentration of S is much greater than
that of E, then the association rate constant
is given by the equation 1/τ = k1cS + k−1.
Values of the two rate constants can be
determined from the dependence of τ on
the substrate concentration cS; a linear
regression of 1/τ versus cS yields k1 as
the slope of the plot and k−1 as the y-
intercept. For this analysis to be valid, it
is important to be sure that the observed
reaction represents a single exponential
process. If the reaction involves more than
one exponential phase, then more complex
models need to be considered, since the
minimal number of reaction steps is given
by the number of exponential processes.
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This method of analysis has several
disadvantages, one of which is that inter-
mediate parameters (τ ) are evaluated from
the data, which then form the basis for
global fitting of the data; consequently, the
global fitting is not carried out on the raw
data directly. A second drawback is that the
predictive power of this analysis as regards
mechanism is rather limited.

A more powerful method for the analysis
of such systems is to use direct integration
of the differential equations that describe
the mechanism of the reaction. An advan-
tage of this procedure is that the fitting is
carried out directly to the raw data. Since
in most cases, particularly those of any ki-
netic complexity, the resulting systems of
differential equations cannot be integrated
analytically, numerical integration has to
be used, which is not a problem in the
currently given computer performance.

3.9
Association Kinetics Analyzed
by Numerical Integration

The rate of a bimolecular association
process A + B → AB is given by Eq. (26):

dcAB

dt
= k1cAcB (26)

The rate constants for bimolecular
association reactions have dimensions
(concentration)−1 (time)−1. Although this
differential equation has a very simple
form, it does not have a very straightfor-
ward analytical solution. For this reason
we use numerical integration methods to
simulate theoretical data. This is a gen-
eral approach that can be used to obtain
solutions of complex kinetic processes.
Although it is always easy to formulate
differential equations like Eq. (26), which

express the time dependence of the vari-
ous concentrations, solving the equations
is another matter; it is often impossible to
obtain explicit analytical solutions of the
form c = f (t), from which concentrations
of the reaction participants can be directly
determined. What can, however, be evalu-
ated is the concentration change (or ‘‘flux’’)
for a species in a given time interval �t
under given conditions:

F1 = k1cA(t)cB(t)�t

The solution can be obtained by proceed-
ing stepwise (using small values of �t) and
calculating cAB(t) using the expression:

cAB(t + �t) = cAB(t) + F1

This procedure is called numerical inte-
gration.

If we consider the following equilibrium:

E + S
k1−−−⇀↽−−−

k−1

ES

There are two different fluxes:

E + S −−−→ ES, where F1 = k1cEcS�t

ES −−−→ E + S, where F−1 = k−1cES�t

The concentration changes are defined
as follows:

�cE = −F1 + F−1

�cS = −F1 + F−1

�cES = −F−1 + F1

from which new concentrations can be
derived using the following expression
where, as before, ci,old is the old concen-
tration of the species i before the new
increment �ci:

ci = ci,old + �ci
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3.10
Surface Binding Reactions

With the development and widespread
use of the surface plasmon resonance
(SPR) approach to study biomolecular in-
teractions, analysis of binding reactions
at surfaces is becoming increasingly im-
portant. Assuming that only one class of
binding sites is present, one only has to
consider that the surface has a certain
binding capacity C. Since in a typical SPR
experiment, the analyte is flushed along
the surface in a continuous buffer flow,
the concentration of analyte (cA) available
for binding is constant. Therefore, the
flux (F1) of the analyte to the surface is
given by the following expression, where
k1 is the binding rate constant and �t is
the time increment used for numerical
integration:

F1 = k1cA(C − cA,bound)�t (27)

Release of bound analyte is given
by a second flux, just as described in
Eq. (27):

F−1 = k−1cA,bound�t

3.11
Analysis of Competition Experiments

Competition experiments are widely used
in the biosciences, particularly in studies
of binding interactions. A simple example
is shown in the following:

AB + C
K1−−−⇀↽−−− A + B + C

K2−−−⇀↽−−− AC + B

(28)

In this example, the equilibrium be-
tween A, B, and AB is affected by the
addition of C. The popularity of the com-
petition technique is due to the fact that
it can be used to investigate interactions
(in this case the binding of A + C = AC)
without having to detect the participating
species (free C and the complex AC). The
method relies on using one interaction
(here A + B = AB) as a reporter to moni-
tor the other. This assumes, of course, that
a suitable signal is available to follow the
formation of AB. Figure 6 illustrates the
formation of AB, and the effect of adding
C to a system containing A, B, and AB:
on addition of C the species AC is formed
at the expense of AB whose concentration
falls, with a concomitant decrease in the
observed signal.
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Fig. 6 Indirect analysis of molecular interaction of A and C by competition
of the interaction of A with B.
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It is also a desirable feature of compe-
tition experiments that they allow more
precise comparison of the binding of dif-
ferent species (in this case B and C) to
a common target (A) than is possible in
separate binding experiments. It is also
possible to use this approach with a single
experimental set-up to test the binding of
many different ligands to A, on the basis
that all these ligands compete with B for
the same binding site.

The analysis of coupled equilibria is the
most complex problem that is considered
in this chapter. It may seem surprising
that such apparently straightforward sys-
tems like those shown in Eqs. (21) and (28)
should present such great difficulties in
analysis, the more so because it is a trivial
matter to calculate the equilibrium con-
stants, if the concentrations of the various
species are known. However, that situation
arises very rarely for several reasons:

• in most investigations, only some of the
species can be detected;

• it is usually the case that only one ‘‘sig-
nal’’ is measured, whose dependence
on the concentration of reaction partic-
ipants may be complex, and must be
derived from the model;

• experimental error.

Proceeding as we have done before with
complex systems, we calculate theoretical
data to deal with these systems. Since
straightforward analytical solutions are not
available, even for such simple cases as
Eq. (28), numerical methods are used to
simulate solutions of the equilibria. From
an arbitrary initial state (e.g. only free A,
B, and C present) we calculate for both
isolated equilibria the final equilibrium
concentrations, and the concentration
changes needed to establish equilibrium.
We then use these fluxes. Since, in

every step, there are several fluxes, whose
coupling is not taken into account, this
approximate procedure takes us towards
the equilibrium, but not directly to it.
So the equilibrium has to be located
iteratively.

We may write:

K1 = cAB,Equil.

cA,Equil.cB,Equil.

or:

cAB,Equil. = K1cA,Equil.cB,Equil.

where, ci,Equil. is the equilibrium concen-
tration of i.

We are looking for the flux F, necessary
to take us from the present concentrations
to the equilibrium concentrations:

cAB,Equil. = cAB + F

cA,Equil. = cA − F

cB,Equil. = cB − F

Thus, we have:

(cAB + F) = K1(cA − F)(cB − F)

and

F2 −
(

cA + cB + 1

K1

)
F + cAcB − cAB

K1

= 0

We calculate these fluxes for the two
equilibria, and use these. We reach a
new concentration state, which is not the
true equilibrium state, since we have not
taken the coupling of the equilibria into
account. So the operation is repeated with
newly calculated fluxes, and after ca. 50
iterations, we reach a stable equilibrium.
The concentrations correspond to the
joint equilibrium specified by the two
thermodynamic association constants K1

and K2.
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For practical applications, it is important
that the calculated fluxes are not too large
so that calculation does not overshoot the
target. So, for example, if K1 and K2 are
very large, and cA > cB and cC > cB, our
initial analysis of the first equilibrium
will show that almost all of the B must
flow to AB. At the same time, analysis
of the second equilibrium will show that
all of the B should flow to BC. When
we take account of the two fluxes, we
obtain negative concentrations in the first
iteration. Since in this example, there are
at most two fluxes for a single species (free
B), this complication can be avoided by
reducing every flux by 50%.

3.12
Regularization – Application to Analytical
Ultracentrifugation

As outlined in the mathematical introduc-
tion (Sect 2.1), any model that describes
an experiment can be used either as a dis-
cretely calculated function to describe an
experiment or in a regularizing fashion to
calculate the distribution of model param-
eters that best describe the experiment. In
biochemistry, the latter approach was first
applied to the analysis of relaxation kinet-
ics or circular dichroism data. Here, we
show how the approach can be used to an-
alyze sedimentation velocity experiments
in the analytical ultracentrifuge.

In an ultracentrifuge, dissolved macro-
molecules (e.g. proteins) are subjected to
large gravitational fields, which causes
them to sediment with a velocity that is de-
scribed by the sedimentation coefficient s:

v = dx

dt
= sω2x

where v is the velocity of the molecule,
ω is the angular speed of the rotor, and

x is the distance from the center of ro-
tation. The sedimentation coefficient has
the dimension of time and it is usually
given in units of S (for Svedberg) with
1 S = 10−13 s. Larger molecules sediment
faster and consequently have larger values
of sedimentation coefficient than smaller
ones. These differences in sedimentation
can be exploited to detect interactions of
macromolecules. In an analytical ultracen-
trifuge, the local concentration of particles
in the centrifuge cell can be observed
by optical absorption or refractive index
measurements.

To illustrate such an experiment Fig. 7(a)
shows the sedimentation of a mixture
of two interacting proteins, N-acetyl-
glutamate-kinase (NAGK) and the signal
transducing protein PII from Synechococ-
cus sp. PCC7942. NAGK is a hexamer with
a molecular mass of 192 kg mol−1 and a
sedimentation constant of 8 S, while PII
is a tetramer with a molecular mass of
42 kg and sedimentation coefficient of 3 S.
Two clearly separated boundaries can be
observed, the faster sedimenting boundary
(10 S) is formed by the complex of these
two proteins while the slower one repre-
sents PII protein whose concentration in
this experiment was chosen to be much
larger than that of NAGK (Maheswaran
et al. 2004). It is clear that the two bound-
aries are spread due to diffusion and that a
straightforward analysis of the amounts of
free and complex bound protein is difficult
to estimate from the data directly. How-
ever, the movement of such boundaries
in the analytical ultracentrifuge can be de-
scribed using the Lamm equation derived
by Lamm in 1929:

∂c

∂t
= 1

x

∂

∂x

[
1

x

(
D

∂c

∂x
− sω2x2

)]

This equation can be solved by nu-
merical methods and represents a model
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Fig. 7 Sedimentation of a mixture of 11.2 µM
NAGK and 2.24 µM PII proteins (for details cf.
text.) (a) Sedimentation profiles in the analytical
ultracentrifuge taken every 19 min at a speed of
38 000 rpm. (b) Sedimentation coefficient

distribution calculated with SEDFIT. The dotted
line is the integral over the distribution and can
be used to calculate the absorptions of free and
bound proteins.

function of the type c = f (x, t; s, D) where
x and t are the independent variables
and, s and D, the diffusion coefficient, are
parameters that are constant throughout
an experiment. Regularization algorithm
given by Schuck in 2000 is similar to the

following description using Lamm’s differ-
ential equation. Thus, s and D are related
to molecular parameters by the equations

s = M(1 − v̄σ)

NA f
and D = RT

NA f
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where M represents the molar mass
(kg mol−1), v̄ the partial specific volume
(m3 kg−1) and the f frictional coeffi-
cient (kg s−1) of the particle; NA and
R are Avogadro’s number and the gas
constant, respectively. For a sphere of ra-
dius R0, the frictional coefficient is given
by Stokes law f = 6 · π · η · R0. Using v̄
and the frictional ratio f /f0, which is
the ratio of the actual frictional coef-
ficient of the particle to the frictional
coefficient of a perfect sphere with the
same volume, the diffusion coefficient can
be related to the sedimentation coeffi-
cient by

D = RT

6πηNA

3

√
2(1 − v̄ρ)

9v̄sη( f /f0)4

To analyze the sedimentation data us-
ing the regularizing procedure, we write
the describing function in the form∫

c(s)f (x, t; s)ds from which the sedimen-
tation coefficient distribution c(s) can be
calculated from the original sedimen-
tation data. The program to do this
(SEDFIT) is available from Peter Schuck
(http://www.analyticalultracentrifugation.
com/default.htm).

Figure 7(b) shows the sedimentation
profiles represented as the sedimenta-
tion coefficient distribution and from the
integral of the two peaks the absorp-
tion and thus relative amounts of free
and bound protein can be evaluated;
from this it was calculated that the pro-
teins form a 1 : 1 (NAGK hexamer: PII
trimer) complex.
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Keywords

Autoradiography
The detection of radioactivity using photographic emulsions.

Fluorography
A sensitive form of autoradiography in which radioactivity is detected by light
emanating from a scintillator (or ‘‘fluor’’) in close contact with the sample.

Half-life
The time taken for the activity of a radionuclide to lose half its value by decay.

Quenching
Any process that reduces the efficiency of detection of radioactivity.

Radioactivity
The emission of ionizing radiations by matter.

Radioisotopes
Atoms with the same atomic number (protons) but differing mass numbers (protons
plus neutrons), and having unstable nuclei that decay to a stable state by the emission
of ionizing radiations; for example, 14C is a radioisotope of 12C.

Radionuclide
An atomic species that is radioactive, for example, 3H, 14C and so on.

Specific Activity
The rate of decay per unit mass, for example dpm g−1, Ci mole−1, Bq mmol−1.

� Radioisotopes are used extensively in molecular biology. They can be incorporated
into DNA, RNA, and protein molecules, both in vivo and in vitro. As a consequence,
the presence or metabolism of macromolecules can be investigated or ‘‘traced.’’ The
incorporation of radioisotopes allows the detection of minute quantities, thereby
facilitating experimental techniques that require high sensitivity. Labeling in vitro
is much more efficient than labeling in vivo; specific activities regularly reach
108 –109 dpm µ g−1 for in vitro 32P–labeling of DNA, for example. High-specific
activity leads to greater sensitivity. Specific activity is inversely related to the half-life
of the radioisotope. Low-energy emitters, such as 3H and 35S provide high resolution
in autoradiography. High-energy, high-specific activity emitters such as 32P for
nucleic acid labeling, provide great sensitivity but low resolution in autoradiography.
The radionuclides 3H, 14C, 35S, and 125I are most commonly used for protein
labeling; 32P and 33P are most commonly used for nucleic acid labeling.
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1
Principles

1.1
Radioactive Decay

Atomic nuclei contain a number of protons
(referred to as the atomic number, Z) and,
except in the case of hydrogen, neutrons
(N) also. The total number of these nuclear
atomic particles (or nucleons) is the mass
number (A), that is A = Z + N. The
atomic number determines the element
(e.g. when Z = 6 the element is carbon).
Isotopes are elements that have the
same atomic number but differing mass
numbers. For example, 12C and 14C are
different isotopes of carbon, both with
atomic number 6, but differing mass
numbers, 12 and 14 respectively, thereby
indicating that the isotopes have either 6 or
8 neutrons. Some atoms are unstable: they
have the incorrect number of neutrons
for nuclear stability and are referred to
as radionuclides or, more commonly,
radioisotopes. Radioactivity is the means
by which unstable atoms reach a stable
state. The process can occur in one step,
as is the case with most radioisotopes
used in biological experiments, or in a
number of steps, such as in the case of
uranium, which decays through several
radionuclides to a stable isotope of lead.
There are many ways in which this decay
can occur.

Alpha decay is loss of a helium nucleus,
4

2He, for example:

226
88Ra −−−→ 222

86Rn + 4
2He

Alpha particles are heavy and slow
moving, have poor penetration (3–9 cm),
and a net double positive charge. Alpha
emitters are found mostly amongst the
heavier elements and are rarely used
by biologists.

Beta decay results from the conversion
of a neutron to a proton (negatron
emission) or a proton to a neutron
(positron emission). Of most relevance to
biologists is the negatron emission form of
β decay, involving the loss of an electron,
which forms the ionizing radiation. Many
commonly used radionuclides decay by
this mechanism (e.g. 3H, 14C, 35S, 33P,
32P). For example, 14C decays as follows:

14
6C −−−→ 14

7N + β−

Beta particles are less charged, lighter,
and faster moving than alpha particles;
their energy and therefore the range of
the radiation produced, varies with the
source. This has significant implications
for their use and safe handling, and this is
discussed later (Sect. 2).

Gamma decay is the emission of electro-
magnetic radiation, with properties identi-
cal to X rays. It often accompanies β-decay.
For example:

131
63I −−−→ 131

64Xe + β− + γ

Electron capture is a process by which a
proton is combined with an electron from
the innermost K shell, forming a neutron;
following a complex series of events, an X
ray is emitted. An example of this kind of
decay is shown by 125I:

125
53I −−−→ 125

52Te + X ray

Decay of 125I is also accompanied by
emission of Auger electrons, radiation
of low energy, providing high-resolution
detection in autoradiography (see Sect. 3).

1.2
Kinetics of Decay

It is impossible to predict when an
individual unstable nucleus will decay,
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but when observing the decay of a large
number of unstable atoms there is a
statistical probability that a certain number
will decay within a given time. The number
that decay per unit time is proportional to
the number of unstable atoms present.
Mathematically this is represented as:

−dN

dt
αN or

−dN

dt
= λN (1)

where N = number of unstable nuclei,
t = time and λ = the decay constant sec−1.
Therefore the amount of radioactivity (A,
the count rate) is:

A = dN

dt
= λN (2)

As a consequence, radioisotopes exhibit
exponential decay as is illustrated by the
graphs in Fig. 1, the rate at which a
radioisotope decays being determined by
its decay constant, λ. This constant is a

fundamental property of a radioisotope,
and is not influenced by temperature,
pressure, and so on. Integration of Eq. (1)
with respect to time (letting N = N0 at
t = 0) gives the following expression:

N = N0e−λt (3)

and

1n
Nt

N0
= −λt (4)

(where N = Nt at time t)

or:

1n count rate(time, t2)

= 1n count rate(time, tl) − λt (5)

Thus, if the decay constant is known, the
count rate at any time can be calculated
from a known count rate and time. In
practice, decay constants are rarely quoted;

Slope= −l
In rate

of decay
(Bq)

Rate of
decay
(Bq)

Time Time
t1/2

y

y/2

(a) (b)

Fig. 1 The rate of decay with time on a linear (a) and semilogarithmic (b) scale.
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half-life (t1/2) is in many ways a more
convenient way to express decay kinetics.
The half-life is the time taken for the count
rate to drop to half of a given value, and is
depicted in Fig. 1.

From Eq. (4), letting Nt = (1/2)N0:

1n 1
2 = −λt1/2

or
1n 2 = λt1/2 (6)

or

λ = 0.693

t1/2
(7)

So, if the half-life is known, a combi-
nation of Eqs. (7 and 5) can be used to
determine future or past levels of radioac-
tivity. This is particularly valuable when
working with short half-life radioisotopes
such as 32P. Decay tables based on this type
of mathematics are available in the refer-
ence literature and suppliers’ catalogues.

1.3
Units

The International System of Units (SI Sys-
tem) uses the becquerel (Bq) as the unit of
radioactivity, lBq being one disintegration
per second (1d.p.s.). However, a frequently
used unit is the curie (Ci). This unit origi-
nates from the number of disintegrations
from a gram of pure radium: 1 Ci, there-
fore, being 3.7 × 1010 d.p.s. (or 37 GBq).
This is a very large amount of radioac-
tivity, and most molecular biologists use
quantities measured in microcuries (µCi);
1 µCi is 2.22 × 106 d.p.m. (disintegrations
per minute) or 37 kBq. The becquerel is
the internationally recognized unit of ra-
dioactivity and has been adopted by the
International Commission for Radiologi-
cal Protection (ICRP). As a consequence,
most countries have incorporated the unit

into their legislation regarding use and
disposal of radioactivity; suppliers of ra-
dioisotopes, however, frequently still use
the Ci for historical reasons.

The units Bq, Ci, d.p.s., and d.p.m.
all refer to the actual number of nu-
clear disintegrations. The rate of decay
detected by an instrument is measured
in counts per minute (c.p.m.). This is
usually less than the true rate, d.p.m., be-
cause counting is rarely 100% efficient.
Consequently, it is normal practice to cal-
ibrate the detector and calculate d.p.m.
as c.p.m. × 100/efficiency, as a percentage
value. Surprisingly, it is sometimes possi-
ble for the recorded count rate (c.p.m.) to
exceed the actual rate of decay. This can
occur in liquid scintillation counters and
is discussed in Sect. 6.2.

The term specific activity is important in
relation to experiments with radioactivity.
The term refers to the amount of ra-
dioactivity per unit mass; thus d.p.m. g−1,
c.p.m. g−1, Ci mole−1, Bq mole−1 are
all units of specific activity. Frequently,
molecular biologists require the high-
est specific activity possible; for example,
DNA labeling with high-specific activity
32P-labeled nucleotides results in probes
with the maximum possible sensitivity.
The highest specific activities are ob-
tained from radioisotopes with the shortest
half-lives (see Sect. 3). Sometimes it is nec-
essary or desirable to change the specific
activity by addition of nonradioactive mate-
rial (a ‘‘cold’’ carrier). This can be achieved
by applying the following formula:

W = Ma

(
1

A′ − 1

A

)
(8)

where W = mass of cold carrier required,
expressed in mg; a = amount of radioac-
tivity present, expressed in MBq; M =
molecular weight of the compound; A =
the original specific activity MBq mmol−1;
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Tab. 1 A summary of units and their definitions.

Unit Abbreviation Definition

Counts per minute or second c.p.m. c.p.s. The recorded rate of decay
Disintegration per minute or

second
d.p.m. d.p.s. The actual rate of decay

Curie Ci The number of d.p.s. equivalent to 1 g of
radium (3.7 × 1010 d.p.s.)

Millicurie mCi Ci × 10−3 or 2.22 × 109 d.p.m.
Microcurie mCi Ci × 10−6 or 2.22 × 106 d.p.m.
Becquerel (SI Unit) Bq 1 d.p.s.
Gigabecquerel (SI Unit) GBq 109 Bq or 27.027 mCi
Megabecquerel (SI Unit) MBq 106 Bq or 27.027 µCi
Electron volt eV The energy attained by an electron

accelerated through a potential
difference of 1 V. Equivalent to
1.6 × 10−19 joules.

Roentgen R The amount of radiation, which
produces 1.61 × 1015 ion pairs per kg
of air (2.58 × 10−4 coulombs kg−1)

Rad rad That dose which gives an energy
absorption of 0.01 joule kg−1 (J kg−1)

Gray (SI Unit) Gy That dose which gives an energy
absorption of 1 joule kg−1. Thus, 1
Gy = 100 rad.

Rem rem That amount of radiation which gives a
dose in human equivalent to 1 rad of
X rays.

Sievert Sv That amount of radiation, which gives a
dose in human equivalent to 1 gray of
X rays. Thus, 1 Sv = 100 rem.

A′ = the required specific activity MBq
mmol−1.

Units and definitions are summarized
in Table 1.

2
Radiation Protection

2.1
General Principles

Toxicity is the greatest practical disadvan-
tage of using radioisotopes. They pro-
duce ionizing radiations, which, when
absorbed by cells, cause ionization and the

production of free radicals. These radicals,
in turn, cause mutation of DNA, hydroly-
sis of proteins, and ultimately cell death.
The toxicity of radiation is dependent not
simply on the amount present but on the
amount absorbed, the energy of the radia-
tion and its nature, and therefore the bio-
logical effect. The international unit to de-
scribe absorbed dose, taking into account
its biological effectiveness, is the sievert
(Sv), known as the equivalent dose. This
is calculated from the absorbed dose (gray,
Gy), which is a measure of the energy ab-
sorbed per unit mass (joule kg−1), multi-
plied by a radiation-weighting factor (WR).
For X rays, γ -rays and ß-radiations this
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weighting factor is one, that is the equiv-
alent dose = absorbed dose = joule kg−1.
Other forms of radiation such as neutrons
and α-particles are more toxic, with a WR

of up to 20.
Radiation is emitted from a source in

all directions, so the level of irradiation,
and therefore the dose, is inversely related
to the square of the distance from the
source. A commonly used parameter is
dose rate (Sv per minute or hour, etc.). If
this is known, either from quoted figures
or measurements with a dose rate meter,
total doses can be calculated. For example,
if a source is delivering lmSv per hour
and you work with the source for 15 min
the dose will be 250 µSv. To calculate dose
rates at any distance, use the formula:

Dose rate1 × distance2
1 = dose rate2

× distance2
2 (9)

There are official dose limits for workers
using radiation: 20 mSv year−1 for the
whole body. To put this in perspective, it
represents about 10 times the background
radiation. There are also annual dose limits
for specific organs, for example, 150 mSv
for the lens of the eye, and 500 mSv for the
hand; however, a fundamental principle
behind radiation protection is that doses
must be as low as reasonably practical (the
ALARP principle). In practice this means
that workers should not work up to a dose
limit, but rather always strive to reduce
their exposure. For example, radioisotopes
should only be used if there is a net
benefit (see the end of Sect. 6.4); and
when radioisotopes are used, all practical
steps must be taken to reduce dose to
workers, (for example, by choosing a low-
energy emitter).

So far the discussion has been primar-
ily concerned with external radiation, that

is, radioisotopes outside the body. How-
ever, a potential hazard in working with
radioisotopes in a biology laboratory is
via internal radiation: radiation that has
entered the body by, for example, inges-
tion or inhalation. The annual limit on
intake (ALI) provides a guide to relevant
dosimetry. ALIs for radioisotopes used in
molecular biology are included in Table 2,
but it should be noted that the figures
are for the elemental isotopes, and not
particular formulations. The ALI for 3H-
thymidine is lower, for example, than that
for 3H2O, because it is more toxic due to
its longer clearance time from the body.
Exhaustive lists of ALI can be found in the
detailed radiation protection literature.

The various radioisotopes used in molec-
ular biology fall into two broad categories
of hazard: those that present an exter-
nal radiation hazard (32P and 125I) and
those that present only a negligible (14C,
35S, 33P) or zero (3H) external radiation
risk. Clearly, therefore, it is incumbent
on the laboratory worker to avoid 32P or
125I wherever possible. All radioisotopes
present an internal radiation risk, particu-
larly when handled as liquids or gases, but
again, the penetrating, higher energy radi-
ations such as from 32P and 125I present
the greatest risk. The figures for annual
limit on intake shown in Table 2 give an
indication of the relative risk from inges-
tion. Shielding, other than that routinely
used for storage, is not usually required
for 14C, 35S, 33P or 3H when used at the
levels appropriate for most molecular biol-
ogy experiments. Here the potential risk is
through ingestion, which can be avoided
by adherence to good laboratory protocols
that are generally applicable to work with
all radionuclides: wearing of laboratory
coat, gloves, and safety spectacles, working
in spill trays lined with absorbent paper,
double containment of stocks for storage
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and transport, regular and routine moni-
toring, no eating and drinking (or sucking
pencils etc.), in the laboratory, no mouth
pipetting, clear delineation of areas used
for radioisotope work and washing hands
when leaving the laboratory.

Dose rates from λ sources are quoted as
the specific dose rate constant. For 125I,
this figure is 3.4 × 10−2 µSv h−1 MBq−1

at 1 m.
For 32P the following formula can be

used:

dose rate(µSv h−1)at 30 cm = 54

× activity (MBq) (10)

Using Eqs. (9 and 10), a 1 MBq source
of 32P (approx 27 µCi) has a dose rate of
0.9 µSv min−1 at 30 cm and 0.81 Sv min−1

at 1 cm.
Clearly, shielding is required for work

with 32P and 125I; the most practical
is 1 cm acrylic for 32P and 1 cm lead-
impregnated acrylic for 125I. High-energy
β-emitters generate secondary X rays
from absorbers, known as bremsstrahlung
radiation. The generation of this radiation
increases with the atomic weight of the
absorber. Hence lead-impregnated acrylic
can generate bremsstrahlung radiation,
and is therefore not ideally suited for use
with 32P.

Vials or test tubes containing 32P or
125I must not be handled directly even
when using a body shield, as doses can
potentially be very high. They must be
manipulated with forceps or some other
appropriate device, or kept in acrylic
holders such as those specifically marketed
by radioisotope and radiation protection
equipment suppliers. Automatic pipettes
should carry small acrylic shields. Workers
who frequently use 32P may be advised
to wear fingertip and body dosemeters.
In all cases, the member of the staff

who is responsible for radiation protection
(e.g. Radiation Protection Supervisor or
Radiation Protection Advisor) should be
consulted. He/she will advise on the
laboratory requirements and the type
of laboratory required. In the United
Kingdom, this is most likely to be
a ‘‘Supervised Laboratory’’ (i.e. one in
which it is theoretically possible to exceed
1/10 but not more than 3/10 of the
recommended dose limit). When dealing
with penetrating radiations, remember the
basic rules of radiation protection:

maximize distance
minimize time of exposure
use shielding

Do dose estimates on your experiments
using the formula described above (Eqs. 9
and 10) and the data in Table 2. Monitor
regularly. A sensible precaution when
using radioactivity in a protocol for the
first time is to do a dummy run with
ink in place of the radioisotope solution.
A further simple precaution is to always
add radioisotopes to mixtures last where
possible; this reduces the time of exposure
and risk of contamination.

2.2
Unpacking and Dispensing Radioactive
Solutions

The following advice applies to unpacking
and dispensing solutions emitting pen-
etrating radiations such as from 32P or
125I.

1. Study the data sheet supplied with the
radioisotope, do all necessary calcula-
tions (including dose assessment on the
unpacking and dispensing procedure)
and prepare a receptacle containing
nonradioactive carrier as necessary, se-
curely attach a label to this receptacle
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that states your name, date, radionu-
clide and radioactive concentration.
Manipulation of the stock radioactive
solution should be carried out only
when everything else is ready.

2. Wear laboratory coat, personal dosime-
ters (body and fingertip, see Sect. 6.5)
safety spectacles, one or two pairs of
disposable gloves, lay out all your equip-
ment behind a body screen in a lined
spill tray ensuring that no receptacles
for liquids can be knocked over. Switch
on a monitor and check the battery.

3. Open the sealed container, wipe test
the interior with a piece of tissue paper
held by forceps, and check the paper
against the monitor. Regularly repeat
this wipe test throughout the procedure
to check for contamination outside the
sample vial.

4. Remove lid of inner container sur-
rounding the sample vial. Wipe test the
top of the vial. Dispense sample without
removing vial if possible; alternatively,
if necessary, transfer the inner vial, with
forceps, to an acrylic holder.

5. If dispensing with a syringe through
a Teflon seal, insert a second needle
in the seal as an air bleed. Surround
the needle on the syringe with tissue to
absorb any tiny drops of contamination.
Handle the syringe for as short a time as
possible but without reducing dexterity.

6. If dispensing with an automatic pipette,
remove lid or seal with care and use an
acrylic pipette shield.

7. Place contaminated tissues in a shielded
container, rinse syringe/pipette tips in
detergent solution for aqueous disposal
(this minimizes the radioactivity in
solid waste), and place disposable sy-
ringe or pipette tip in an appropriate
shielded waste disposal container.

8. Repack the stock container, and wipe
test all surfaces.

9. Monitor gloves, cuffs, all working sur-
faces, forceps and so on. Return stock to
storage area. Upon completion of work
remove laboratory coat, wash and mon-
itor hands, and complete all necessary
records in the radioisotope log.

If you are dispensing low-energy ra-
dioisotopes, it may be unrealistic to apply
all aspects of the above procedure: 3H for
example, is not detected by bench moni-
tors and the risk from external radiation is
negligible, and therefore shielding is not
required. However, the same principles
apply, in that the risk of contamination
should be reduced wherever possible, by,
for example, working in a spill tray and
preparing everything prior to dispensing
the radioisotope.

3
The Choice of Radionuclide

The relative order of increasing radiation
hazard is: 3H, 14C, 35S, 33P, 32P, 131I, and
125I. Choose the radioisotope with lowest
toxicity where possible. Remember that
the shorter the half-life the greater the
potential specific activity. The high-energy
emitters give high counting efficiencies
and strong signals in autoradiography.
The lower-energy emitters give lower
detection efficiencies but high resolution
in autoradiography. The relative merits of
radionuclides used in molecular biology
are provided in Table 3. As a consequence,
32P provides the highest sensitivity for
labeling of probes and filter hybridization
for genomic southern blots and northern
analysis; 35S and 33P are preferred for DNA
sequencing, and 35S and 3H are preferred
for in situ hybridization and detection of
unscheduled DNA synthesis. Phosphorus-
33 is a good compromise for most DNA
experiments as it combines the features of
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relatively high-specific activity, and lower
toxicity than 32P.

4
Nucleic Acid Labeling

Radiolabels are most commonly intro-
duced into nucleic acids by addition of
single- or multiple-labeled nucleotides us-
ing enzyme-catalyzed reactions (Table 4
and Figs. 2 and 3). Most DNA and
RNA polymerases are specific for par-
ticular pre-existing nucleic acid tem-
plates (e.g. DNA-dependent RNA poly-
merase) and synthesize a polynucleotide
complementary to that template. There

are two polymerization reactions that
do not create polynucleotides comple-
mentary to a template: those catalyzed
by terminal deoxynucleotidyl transferase
from calf intestine, which adds deoxynu-
cleotides to a 3′ end of DNA or RNA;
and poly (A) polymerase, which adds
adenosine monophosphates to 3′ ends of
RNA molecules. All DNA polymerases
require a nucleotide with a free 3′-
hydroxyl hydrogen bonded to the tem-
plate (i.e. a primer). RNA polymerases
require a promoter, a specific DNA
sequence on a double stranded-DNA
molecule, in order to initiate transcription
(RNA synthesis).

Introduce nicks

Removal of nucleotide
(5′-3′exonuclease)

Replacement of nucleotide
(5′-3′polymerase) and
translation of nick by 
one residue

Repeated cycles −
further nick translation

Phosphate backbone
Hydrogen bond
Unlabeled deoxynucleotide
Labeled deoxynucleotide 

Denature for use as a probe

5′P

P5′

OH3′

P5′

OH3′

P5′

OH3′

P5′

OH3′

P5′

OH3′

3′HO

5′P

3′HO

5′P

3′HO

5′P

3′HO

5′P

3′HO

DNase I

DNA polymerase I

Labeled and unlabeled dNTPs

HO P

(a)

Fig. 2 Some methods for in vitro labeling of DNA are as follows: (a) the nick-translation
reaction; (b) the random primer labeling reaction; (c) the 5′-end-labeling reaction using T4
polynucleotide kinase; (d) the 3′-end-labeling reaction using terminal deoxynucleotidyl
transferase; (e) in-filling reaction using Klenow polymerase. (Reprinted with permission
from Oxford University Press.)
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Denature

Anneal random hexanucleotide
primers

Klenow polymerase
labeled and unlabeled dNTPs

Phosphate backbone

Labeled deoxynucleotide
Random hexanucleotide  primer

Hydrogen bond
Unlabeled deoxynucleotideDenature for use as a probe

P5′

P5′

P5′

OH3′

P5′

OH3′

OH3′ OH3′

5′P

3′HO

3′HO

3′HO

3′HO

(b)

T4 polynucleotide
kinase, ADP,
[y-32P]ATP

T4 polynucleotide
kinase, [y-32P]ATP

Alkaline
phosphatase

Phosphate backbone
Hydrogen bond
Unlabeled nucleotide
Labeled phosphate groupP∗

5′P

P∗5′3′HO

5′P

P5′3′HO

5′HO

3′HO

OH3′

OH3′

OH3′

OH5′

(c)

Fig. 2 (Continued)

Modification reactions can be used to
incorporate labeling, for example, the
addition of a 32P phosphate to the 5′-end of
a nucleic acid molecule by the enzyme T4

polynucleotide kinase using [32P-γ ] ATP
as substrate.

When a labeling reaction is complete
it is necessary to estimate the extent of
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Phosphate backbone
Hydrogen bond
Unlabeled deoxynucleotide
Labeled deoxynucleotide

5′P

5′P

5′P

3′HO

3′HO

P5′

P5′

P5′

OH3′

OH3′

Terminal deoxynucleotidyl
transferase
[α-32P]dNTPs

Terminal deoxynucleotidyl
transferase
[α-32P]ddATP

Phosphate backbone
Hydrogen bond
Unlabeled deoxynucleotide
Labeled deoxynucleotide

5′P

5′P

3′HO

3′HO

P5′

P5′

OH3′

OH3′

Klenow polymerase
dNTPs

(d)

(e)

Fig. 2 (Continued)

incorporation. To do this, a small aliquot
(2 µl) is removed from the reaction and
diluted to a known volume (say 20 µl) with
water. Two aliquots of this are counted
in a scintillation counter. Two further
aliquots are transferred to small tubes
containing a few µg of carrier DNA or
RNA in solution. The tubes are then filled
with 10% trichloroacetic acid solution and
left on ice for 30 min. The nucleic acids
precipitate and can be collected on glass
fiber filters. These are also counted in a
scintillation counter. Comparison of these
counts with the unprecipitated samples
gives an indication of the percentage of
incorporation, which should be at least
50% for most labeling protocols.

It is not always necessary to remove free,
unincorporated labeled nucleotides from
labeled probes; but if it is thought to be

necessary, free label can be removed by
ethanol precipitation of the probe in the
presence of 0.1 M ammonium acetate or by
the use of a ‘spin column’: Sephadex G25
swollen in buffer in a disposable syringe or
pipette tip plugged with siliconized glass
wool. The sample is applied to the column
and, following centrifugation, the labeled
probe is recovered from the centrifuge
tube. Free label remains in the column.
Alternatively, commercially made kits for
purification of nucleic acids can be used,
but these are usually more expensive.

5
Protein Labeling

Proteins are most frequently radiolabeled
with 3H, 14C, 35S, or 125I. Tritium and
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Linearize in site downstream of
insert (relative chosen to promoter)

Insert DNA into MCS

SP6 RNA
polymerase
promoter

Multiple cloning
site (MCS)

T7 RNA
polymerase
promoter

T7 RNA polymerase,
labeled (X) and
unlabeled(−) rNTPs

Run-off RNA
transcripts of 
defined length
and sequence

SP6 RNA polymerase,
labeled (X) and
unlabeled(−) rNTPs

Insert DNA 

5′ 5′ 3′T7 SP6

5′ 5′

5′5′

3′

3′3′

3′3′SP6T7

Fig. 3 Preparation of RNA probes using a plasmid
containing SP6 and T7 RNA polymerase promoters.
(Reprinted with permission from Oxford University Press.)

14C are used for reasons of safety and
practicality (because of their long half-life)
whenever it is not essential to have proteins
labeled to high-specific activity. Proteins
can be labeled in vivo by incubating

cells with labeled amino-acids. Alterna-
tively they can be labeled in vitro with
N-succinimidyl [2,3–3H] propionate or by
reductive methylation with [14C] formalde-
hyde. Both techniques normally result in
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proteins that retain their biological activity.
Methionine labeled with 35S is used for in
vivo labeling and in vitro protein synthe-
sis as it provides a higher specific activity
and good resolution in autoradiography
of polyacrylamide gels used for analysis
of products.

Radioiodination is used when proteins
with a high-specific activity are required,
for example, in radioimmunoassay and
related techniques. Activities of up to
108 dpm µg−1 can be achieved. There are
many methods that rely on either direct ox-
idative iodination or indirect conjugation
iodination. Probably the most commonly
used technique is the chloramine T proce-
dure, as it is relatively simple and inexpen-
sive (for protocol see Slater, Ed., 2002).

Most experiments that involve iodinated
proteins require a preparation that is free
of unincorporated radioactive iodide. This
is most commonly removed by either
gel filtration or high performance liquid
chromatography (HPLC).

Iodination of proteins is potentially
one of the most hazardous techniques
in molecular biology. The levels of 125I
employed are often in the region of
18.5 MBq (500 µCi). Rigid application of
the principles of radiation protection is
required, labeling should be carried out
only by highly trained personnel with
the permission of the radiation protection
advisor, and a controlled facility is usually
required (for example, if the level of 125I
used exceeds 10 MBq).

6
Detection

6.1
Ionization Monitors

An ionization monitor consists of a small
gas chamber containing two electrodes,

a voltage supply, and a scaler. Ionizing
radiation enters through a thin end win-
dow, the gas is ionized and a pulse of
current is recorded on the scaler, usually
displayed as counts per second, counts
per minute or Bq cm−2. Gas ionization
monitors are suitable for detecting 32P,
and they will pick up 14C, 35S and 33P if
a sensitive instrument with a very thin
end window is used. They do not de-
tect 3H, because the β-particles cannot
penetrate the end window. The instru-
ments detect 125I, but not particularly
effectively, since electromagnetic radiation
passes through the gas and results in rela-
tively poor ionization.

The monitors must be regularly checked
and officially calibrated annually. If you
use 32P, it is also worthwhile to do a
simple calibration on your instrument for
your own information. Place a known
volume of 32P in a plastic tube with
the lid off and record the decay rate at
various distances above the tube. Mon-
itoring 0.1 MBq 32P at 10 cm (equiv-
alent to a dose rate of approximately
0.5 µSv min−1) should give a reading in
excess of 50 c.p.s. All personnel work-
ing with radioisotopes (except 3H) should
have constant access to a monitor while at
the bench.

6.2
Scintillation Counters

These instruments work on the principle
that certain substances (termed scintillators
or fluors) emit light upon absorption of
ionizing radiations. The scintillators can
be solids (e.g. sodium iodide) or liquids
(e.g. toluene). The light is detected by one
or more photomultiplier tubes that give an
electrical signal to a scaler. The number
of electrical signals relates to the number
of disintegrations in the sample, and the
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strength of the signal relates to the energy
of the absorbed radiation.

Scintillation probes are small handheld
instruments useful for monitoring elec-
tromagnetic radiation (X or γ ), say from
125I. They either display c.p.s. values or, for
dosimetry purposes, µSv h−1. One of these
instruments should be available whenever
125I is used. As with ionization monitors,
they should be calibrated officially once
per year. You can calibrate them approx-
imately yourself as an aid to monitoring
(see Sect. 6.1).

Bench scintillation counters are de-
signed for the analysis of large numbers of
experimental samples. They either contain
solid scintillators for detection of X or γ

radiation or are designed for liquid scintil-
lation counting. The latter instruments are
found in most biochemical laboratories
and are designed particularly for detect-
ing β-emitters. The sample, usually in
liquid form, is pipetted into a small con-
tainer (or vial) to which a scintillation fluid
is added.

There are many recipes for scintillation
fluids (often referred to as cocktails). They
are based on an organic solvent and one or
more solutes termed primary fluors (when
one solute is used) or primary and secondary
fluors (when two solutes are used). The
purpose of these fluors is to enhance the
light output and shift the wavelength to the
optimum for photomultiplier tubes. Most
laboratories buy their cocktails ready pre-
pared, and the manufacturer’s catalogue
should be carefully consulted. Essentially
there are three forms of cocktail: a relatively
straightforward formulation for counting
organic samples, detergent-containing flu-
ids for counting aqueous samples, and
fluids that form gels for counting dispersed
powders. The most commonly used ingre-
dients are toluene or xylene as solvent, PPO

(2,5-diphenyloxazole) or butyl-PBD (2-(4-t-
butylphenyl)-5-(4-biphenyl)-l,3,4-oxadia-
zole) as primary solute, POPOP (l,4-bis(5-
phenyloxazol-2-yl)benzene) as secondary
solute and Triton-X100 as detergent.

An important concept in liquid scintilla-
tion counting is quench. This is anything
that reduces counting efficiency, for ex-
ample, colored compounds or chemicals
such as chloroform that interfere with the
scintillation process. Because a range of
experimental samples may be subject to
differing degrees of quench, it is neces-
sary to calculate the counting efficiency
of every sample individually. This can
be done by re-counting samples follow-
ing the addition of known amounts of
radioactivity (an internal standard). How-
ever, this is tedious where there are a
large number of samples, and contributes
to the problem of waste disposal. Conse-
quently, instruments have in-built means
for automatically determining the count-
ing efficiency. This works by counting a
solid source of radioactivity within the
machine that irradiates the sample vial.
When quenching occurs, the energy spec-
trum of the radiation, as detected by the
photomultipliers, appears to shift to lower-
energy values. Analysis of this shift results
in an assessment of counting efficiency
within the sample vial. The instrument
then corrects for the efficiency and prints
out data as d.p.m. This system works well
in most cases. However, it is essential
to realize that it can be relied upon only
when the sample is in solution in the vial,
and is not appropriate for heterologous
systems such as counting filter papers
placed in scintillation fluid. This is be-
cause the filter paper will absorb some
radiation, while the automatic quench cor-
rection mechanism will be recording only
the properties of the solution. To accu-
rately assess counting efficiency on filter
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papers, the paper has to be removed after
counting, a known aliquot of radioisotope
applied, the filter re-dried, and counted
again. The increase in counts divided by
the known added radioactivity provides the
counting efficiency.

The ability of scintillation counters to
analyze the energy of radiations is of great
value. Radioisotopes have characteristic
energy spectra. If these are sufficiently
different, a scintillation counter can detect
radioisotopes separately, even when they
are present in the same vial. Beta spectra
are all similar in shape but different
radioisotopes have differing maximum
energies (see Table 2); thus 3H, 14C, and
32P for example, can be distinguished
by their energy spectra. This means
that dual labeling experiments with these
radionuclides is feasible.

The only way to monitor for 3H is to
perform wipe tests with damp tissues,
and count in a liquid scintillation counter,
but if other forms of contamination were
present, they would be detected by the
counter on the basis of spectral analysis.
The fact that different isotopes have
differing energies means that scintillation
counters can be used to some extent to
determine types of contamination (e.g. to
determine whether the contamination is
3H or 14C).

Liquid scintillation counting sometimes
presents two problems, photoluminescence
and chemiluminescence, that result in light
output from scintillation fluid that is not
the result of radioactivity. That is, the
c.p.m. will exceed the true d.p.m. It is
caused by storage of scintillation fluid in
bright sunlight, or by certain chemicals.
Most modern counters are able to detect
it and make a note to that effect on the
printout. If in doubt, samples can be
stored in the dark for a few hours, and
then recounted.

6.3
Cerenkov Counting

High-energy β-particles travel through
water faster than light; they cause po-
larization of molecules along their path,
and these emit photons of light as they
return to a ground state. The energy of
radiation from 32P is high enough to
cause the Cerenkov effect. Consequently
water can be used in place of scintillation
fluid for this radioisotope. The counting
efficiency is relatively low (about 30% com-
pared with >90% in a scintillation cocktail)
and the counter should be specifically
calibrated for it, although an acceptable
shortcut is to count the samples as if they
were 3H. The big advantages of Cerenkov
counting are: aqueous samples can be
counted and recovered for experimental
use, and there is no accumulation of or-
ganic radioactive waste. It is also very
inexpensive.

6.4
Autoradiography

Many experiments in molecular biology
rely on this technique, in particular, anal-
ysis of nucleic acid samples separated on
gels (southern and northern blotting) or
detection of particular clones or plaques
by hybridization screening. The basic prin-
ciple underlying autoradiography is that
light, a β-particle, X ray, or γ -ray can pro-
duce silver atoms in the crystals of silver
halide that are present in photographic
emulsions. This process is reversible if
only a single atom of silver produced
from one photon, forms in a crystal.
However, silver atoms catalyze the con-
version of silver halide to silver by the
chemicals in the developer; this stabilizes
the image.
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If the radiation is of very low energy
(e.g. from 3H) it cannot penetrate very
far and would, for example, be absorbed
by the matrix of an agarose or polyacry-
lamide gel. Conversely, if radiation is
very penetrating (e.g. from 32P or 125I)
it passes through film without giving up
much of its energy and is less efficiently
detected than might be expected. To com-
bat these difficulties there are techniques
called fluorography, where samples such
as gels are impregnated with fluors such
as PPO (see Sect. 6.2), and indirect au-
toradiography, where intensifying screens
partly absorb penetrating radiation and
emit light. These adaptations increase sen-
sitivity but reduce resolution. In both
of these cases, exposure at low temper-
ature is required to stabilize the latent
image. In addition, a brief (<1ms) flash
of light is required to preexpose the film
and make it more responsive to low sig-
nals. Specific films are sold for direct or
indirect autoradiography. A summary of
some of the key features of autoradio-
graphy and fluorography (including use
of intensifying screens) is provided in
Table 5.

As discussed in Sect. 2, it is a require-
ment that if alternatives to radioisotopes
are available, they should be used wherever
possible. Nonradioactive labeling meth-
ods for DNA and proteins are improving
all the time. Light-based detection tech-
niques seem particularly successful in
western blotting, for example. In the
case of 32P, a general rule at present
is that if acceptable results are obtained
within a 24-hour exposure to autoradiog-
raphy, then a nonradioactive alternative
should be sought. If longer exposures
are required, particularly with intensify-
ing screens, then it is likely that 32P is
still required for meeting the necessary
sensitivity parameters.

6.5
Personal Dosimeters

These are either film badges or thermo-
luminescent detectors (TLDs). The latter
contain a phosphor such as LiF that be-
comes and remains excited once exposed
to radiation. Heat treatment results in light
emission, the intensity of which relates
to the dose received. Small TLDs can be
worn on the fingers, under gloves, for
hand dosimetry.

Personal dosimeters are not appropriate
for workers using low-energy emitters
such as 14C, 35S or 3H but they are of
value to users of 32P or 125I. Their issue
should beon the advice of senior staff with
appropriate training and responsibility
for radiation protection, after dosimeter
calculations and estimates of exposure
levels to individuals.

See also Labeling, Biophysical; Mass
Spectrometry-based Methods of
Proteome Analysis; Nucleic Acid
Hybrids, Formation and Structure
of.
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Keywords

BAC
A bacterial artificial chromosome, a large-insert (∼200 kb) cloning vector for
genomic sequences.

Contig
A contiguous set of overlapping segments of DNA.

Finished sequence
Complete, contiguous sequence generated with an accuracy of 1 error per 10 000 bp.

Genome
The entire complement of nuclear DNA in an individual or the representative sequence
composite from several individuals.

Nonsynonymous
Nucleotide changes in the coding region of a gene that change the amino acid
sequence of the translated protein. Some amino acid changes are more deleterious to
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the protein function than others. The nonsynonymous substitution rate is the number
of nonsynonymous substitutions per nonsynonymous site KA.

ORF
Open reading frame – a sequence that translates without internal stop codons into a
protein sequence.

Orthologous
Sequence regions in different organisms that originated from the same sequence in
the last common ancestor of the organisms.

Scaffold
A set of contigs with sequence gaps between them that are linked by mate-pair
information or marker information that may or may not give an estimated gap size.

Synonymous
Nucleotide changes in the coding region of a gene that do not change the amino acid
sequence of the translated protein. The synonymous substitution rate is the number of
synonymous substitutions per synonymous site KS.

Whole-genome Shotgun (WGS)
Sequence generated randomly from a genome. Usually sheared genomic DNA is
subcloned into a library in plasmid vectors, the library is then sampled and clones
sequenced from both ends of the inserts.

� The Brown Norway rat was the third mammalian genome to be sequenced. The
three-way comparison of the human, rat, and mouse sequences resolves details
of mammalian evolution and allows divergence events to be placed on different
branches of the evolutionary tree. The comparison of the human to invertebrate and
rodent genomes highlights the consequences of evolution over 1000 million years
and 75 million years, while the comparison of the two rodent genomes describes
changes that occurred in the 12 to 24 million years since the common ancestor of
the rat and mouse.

A number of insights came from these comparisons:
The rat genome is 2.75 gigabases (Gb), smaller than human (2.9 Gb), and slightly

larger than mouse (2.6 Gb). The three genomes encode similar numbers of genes.
The majority of the genes have persisted without deletion or duplication and with
well-conserved intron–exon structures. The exceptions are members of gene families
that have expanded through gene duplication. Genes found in rat, but not mouse
included genes producing pheromones, or involved in immunity, chemosensation,
detoxification, or proteolysis.
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Human genes known to be associated with disease have orthologs in the rat, but
their rates of synonymous substitutions are significantly different from other genes.

Three percent of the rat genome is in large segmental duplication, primarily
located near the centromeres. Expansions of major gene families are due to these
genomic duplications.

About 40% of the rat genome aligns orthologously to mouse and human; this
eutherian core of the genome contains the vast majority of exons and known
regulatory elements (which comprise 1–2% of the genome). Only a portion of this
core (5–6%) appears to be under selective constraint in rodents and primates, while
the remainder appears to be evolving neutrally. Outside the eutherian core, the
majority of the 30% of the rat genome that aligns only with mouse is rodent-specific
repeats. More than half of the nonaligning sequence is rat-specific repeats.

More genomic changes have occurred in the rodent lineages than in the primate.
Large rearrangements include approximately 250 rearrangements between a murid
ancestor and human (the majority between the eutherian ancestor and the murid
ancestor, and approximately 50 each from the murid ancestor to the rat and
mouse). There is a threefold higher base substitution rate in neutral DNA along
the rodent lineage than along the human lineage, with the rate on the rat branch
5 to 10% higher than along the mouse branch. Microdeletions are more frequent
than microinsertions in both the rat and mouse branches. Most interestingly, there
is a strong correlation between local rates of microinsertions and microdeletions,
nucleotide substitutions, and transposable element insertions in the rat and mouse
lineages, although the events occurred independently since the divergence of the
two branches.

1
The Rat and the Rat Genome

The rat, although revered as the first
sign in the Chinese zodiac and bearer
of the Hindu god Ganesh, is a known
carrier of over 70 diseases. Rats are in-
volved in the transmission of several infec-
tious diseases to man, including cholera,
bubonic plague, typhus, leptospirosis, cow-
pox, and hantavirus infections. A major
agricultural pest, rats and other rodents
consume approximately one-fifth of the
annual food harvest.

The laboratory rat (Rattus norvegicus)
has contributed to human health by
testing new drugs, and improving the

understanding of essential nutrients and
the pathobiology of human disease. It
was the first mammal domesticated for
scientific research (1828). The rat has
been the model of choice for physiologists
and nutritionists, and there are over
234 inbred strains developed to study
genetic diseases.

The rat genome-sequencing project pro-
duced a draft sequence that, unlike mouse
and human, would not ultimately be fin-
ished to remove all sequence gaps and
produce a high base accuracy. For this
reason, the quality of the draft was im-
portant. Although gaps remained, the
overall sequence quality supported de-
tailed analyses.
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The sequence was generated from two
inbred females, (BN/SsNHsd/Mcwi) by
a network of centers led by the Human
Genome Sequencing Center, Baylor Col-
lege of Medicine. An international team
representing over 20 groups contributed
to the analysis reported and summa-
rized here.

2
The Assembly Strategy and Results

The rat genome project used a com-
bined WGS (whole-genome shotgun) with
BAC clone strategy (Fig. 1). The project
benefited from the logistically simpler
WGS sequence generation and the local
sequence assembly to resolve duplications

afforded by BAC clones. The Atlas assem-
bly suite, designed to combine these data
sets, provided a BAC fisher to present lo-
calized combined BAC + WGS data to the
public prior to the availability of the com-
plete assembly.

Over 44 million DNA sequence reads
were generated (Table 1). After removal of
low-quality reads and vector contaminants,
36 million reads were used in the assembly
where 34 million reads were retained. This
was a sevenfold sequence coverage, with
60% of the reads from the WGS. Coverage
estimates range from 7.3x (when estimated
from the entire ‘‘trimmed’’ length of the
sequence data) to 6.9x (when estimated
from the sequence with quality of Phred20
or higher).

“Bait”

“Catch”

Local
assembly

BAC

+

WGS

“Enriched-BAC: ~150 kb”eBAC(a)

Fig. 1 The new ‘‘combined’’ sequence strategy and Atlas software.
(a) Formation of ‘‘eBACs.’’ The strategy combined the advantages of both
BAC and WGS sequence data. Modest sequence coverage (∼1.8-fold) from a
BAC is used as ‘‘bait’’ to ‘‘catch’’ WGS reads from the same region of the
genome. These reads, and their mate pairs, are assembled using Phrap to
form an enriched BAC or ‘‘eBAC.’’ This stringent local assembly retains 95% of
the ‘‘catch.’’ (b) Creation of higher-order structures. Multiple eBACs are
assembled into bactigs on the basis of sequence overlaps. The bactigs are
joined into superbactigs by large clone mate-pair information (at least 2 links),
extended into ultrabactigs using additional information (single links, FPC
contigs, synteny, markers), and ultimately aligned to genome mapping data
(RH and physical maps) to form the complete assembly. Used with
permission from Nature 428, 493–521 (2004).
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eBAC

eBAC eBAC eBAC eBAC eBAC

eBAC
eBAC

eBAC
eBAC

Overlapping eBACS

Join and repeat
local assembly

Join via paired-end reads

“Bactigs” > 1 Mb

“Superbactigs”

“Ultrabactigs”

Further joining: FPC, paired-end reads, other data

Align to chromosomes(b)

Fig. 1 (Continued)

Simultaneous to the sequencing, a ‘‘fin-
gerprint contig’’ (FPC) map was developed,
which was used in combination with
the ongoing sequencing to identify BACs
for sequence skimming. The parallel de-
velopment of mapping and sequencing
resources permitted the data-gathering
phase of the project to be completed in
less than two years.

The statistics of the rat draft assembly
(v. 3.1) are given in Table 2. The current
assembly (v. 3.4) splices in a number
of finished BAC sequences to the v. 3.1
assembly. Much of the gene and protein
feature analysis was developed using
earlier assemblies (v. 2.0 and 2.1), while
the genome description is based on v. 3.1.

The majority of the genome is in contigs
larger than the expected mammalian gene
(N50 = 38 kb). These contigs are linked
into 783 larger scaffolds; those anchored
to the radiation hybrid map had an N50
of 5.4 Mb, while the smaller scaffolds

that could not be anchored had an N50
of 1.2 Mb.

The quality of the assembled sequence
was assessed using sequence from fin-
ished BACs, the comparison showed that
the bases within contigs were of high qual-
ity (1.32 mismatches per 10 kb), similar
to the finished sequence. The majority
of mismatches occurred at the ends of
contigs in regions that average 750 bp
and total <0.9% of the genome. Only
six mismatches (insertions or deletions)
were found within contigs when com-
pared to 13 Mb of finished sequence or
one per 2.2 Mb.

The assembly accuracy was judged in
comparison to linkage and radiation hy-
brid maps. The majority of the genetic
markers (13/3824) and sequence-tagged
sites (96.9%) had consistent chromosome
placement (Fig. 2). The maps are congru-
ent with the assembly except for possible
mismapped markers.
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Fig. 2 Map correspondence. Correspondence between positions of markers on two
genetic maps of the rat (SHRSPxBN intercross and FHHxACI intercross), on the rat
radiation hybrid map, and their position on the rat genome assembly (Rnor3.1).
Used with permission from Nature 428, 493–521 (2004). (See color plate p. xxxix.)

3
Features of the Rat Genome

3.1
Genome Size

Genome assemblies are usually smaller
than the actual genome size owing to
underrepresentation of sequences due to
cloning bias and sequencing and assembly
difficulties. However, equating assembled
genome size with the euchromatic, clon-
able portion of the genome (CpG) does
not take into account the heterochromatic
sequence included in the assembly. The
rat genome size was estimated by two
methods: scaling the assembled genome
size by the fraction of features found in
the assembly, and measuring the clonable
or sampled genome size on the basis of
the distribution of short oligomers in the
WGS reads before assembly and in the
assembly. Both estimates gave a relatively
consistent measure of estimated genome
size of 2.75 Gb. This conservative estimate
was still considerably higher than the size

estimated for the mouse draft genome
sequence, which has different repeat con-
tent and appears to have underrepresented
segmental duplications because of techni-
cal reasons.

3.2
Telomeres and Centromeres

The rat has both metacentric and telocen-
tric chromosomes, unlike the wholly telo-
centric mouse chromosomes. As expected,
the draft sequence does not contain com-
plete telomere and centromere sequences.
The approximate physical location of the
centromeres relative to the genomic se-
quence is shown in Fig. 3. Several of
the putative centromere positions coin-
cide with segmental duplication blocks and
classical satellite repeat clusters, consis-
tent with enrichment of these sequence
features in rat pericentromeric DNA. Hu-
man subtelomere regions are character-
ized by an abundance of segmentally
duplicated DNA and an enrichment of in-
ternal (TTAGGG)n-like sequence islands.
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Fig. 3 Distribution of segmental duplications in
the rat genome. Interchromosomal duplications
(red) and intrachromosomal duplications (blue)
are depicted for all duplications with ≥90%
sequence identity and ≥20 kb length. The
intrachromosomal duplications are drawn with
connecting blue line segments; those with no
apparent connectors are local duplications very
closely spaced on the chromosome (below the
resolution limit for the figure). P arms on the left
and the q arms on the right. Chromosomes 2,
4–10, and X are telocentric; the assemblies
begin with pericentric sequences of the q arms,
and no centromeres are indicated. For the
remaining chromosomes, the approximate

centromere positions were estimated from the
most proximal STS/gene marker to the p and q
arm as determined by fluorescent in situ
hybridization (FISH) (cyan vertical lines; no
chromosome 3 data). The chrUn sequence is
contigs not incorporated into any chromosomes.
Green arrows indicate 1-Mb intervals with more
than tenfold enrichment of classic rat satellite
repeats within the assembly. Orange diamonds
indicate 1-Mb intervals with more than tenfold
enrichment of internal (TTAGGG)n-like
sequences. For more details, see
http://ratparalogy.cwru.edu. Used with
permission from Nature 428, 493–521 (2004).
(See color plate p. xlvi.)
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Approximately one-third of the euchro-
matic rat subtelomeric regions contain
similar features, suggesting that Rnor3.1
might extend very close to the chromo-
some ends.

3.3
Orthologous Chromosomal Segments and
Large-scale Rearrangements

Multimegabase regions of chromosomes
have been passed from the primate-
rodent ancestor to human and murid
rodent descendants with minimal rear-
rangements of gene order. These regions,
bounded by the breaks that occurred
during ancient large-scale chromosomal
rearrangements are referred to as ortholo-
gous chromosomal segments. The sequence
of these rearrangements was tentatively
reconstructed using the human genome
and other outgroup data (see Fig. 4). In-
spection shows events that preceded and
follow the rat–mouse divergence are in-
terleaved. At 1-Mb resolution, multiple
methods report virtually indistinguishable
sets of orthologous chromosomes seg-
ments: 278 between human and rat, 280
between human and mouse, and 105
between rat and mouse. The larger num-
bers of breaks in orthologous segments
between the human and the rodents is
expected because of the greater evolution-
ary distance.

Understanding the number and tim-
ing of rearrangement events that have
occurred in each of the three individual
lineages (see tree in Fig. 5a) since the com-
mon primate-rodent ancestor required a
more detailed analysis. The X chromo-
some is presented here as an example;
its history is easier to trace completely
since rearrangements between the X and
the autosomes are rare. There are 16 hu-
man–mouse–rat orthologous segments

of at least 300 kb in size (Fig. 6a). The
most parsimonious scenario requires 15
inversions in the descent from the primate-
rodent ancestor. Outgroup data from cat,
cow, and dog resolve the timing of these
rearrangements more precisely. Most of
these events occurred in the rodent lin-
eage: five (or four) before the divergence
of rat and mouse, five in the rat lineage
and five in the mouse lineage. At most
one rearrangement occurred in the hu-
man lineage since divergence from the
common ancestor with rodents. The anal-
ysis of the whole genome showed similar
results. The assignment of the consider-
able rearrangement activity to the rodent
branch following primate-rodent diver-
gence is consistent with previous, lower
resolution studies.

3.4
Segmental Duplications

Segmental duplications are defined here
as genomic regions of at least 5 kb in
length that are repeated with >90% iden-
tity remaining between the copies. The
rat has approximately 2.9% of its bases
in these duplicated regions, whereas the
human has 5 to 6%, and the mouse has
1.0 to 2.0%. These duplicated structures
are particularly challenging to assemble,
so some of the mouse–rat difference is
attributable to the BAC-based approach
used in the rat assembly compared to
the WGS-mouse approach. Most of these
regions have less than 99.5% identity
and are, therefore, not simply overlap-
ping sequences that were not joined by
the assembly program. Nearly 44% of
these blocks of segmental duplications
are mapped to the ‘‘unplaced’’ chro-
mosome in Rnor3.1 indicating the dif-
ficulty of anchoring these elements to
the genome.
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Fig. 4 Map of conserved synteny between the human, mouse, and rat genomes: For each
species, each chromosome (x-axis) is a two column boxed pane (p-arm at the bottom)
colored according to conserved synteny to chromosomes of the other two species. The same
chromosome color code is used for all species (indicated below). For example, the first
30 Mb of mouse chromosome 15 is shown to be similar to part of human chromosome 5 (by
the red in left column) and part of rat chromosome 2 (by the olive in right column). An
interactive version is accessible (http://www.genboree.org). Used with permission from
Nature 428, 493–521 (2004). (See color plate p. xlvii.)

Intrachromosomal duplications are
three times more common than in-
terchromosomal duplications and are
significantly enriched near the telom-
eric and centromeric regions (Fig. 3).
The pericentromeric accumulation of

segmental duplications in the rat seems
to be a general property of mammalian
chromosome architecture.

There is considerable clustering of
segmental duplications. For many of the
largest clusters, the underlying sequence



445

Substitutions per site

Rodent

Rodent

Human

Human

Substitutions, insertions, and deletions

Mouse

Mouse

Rat

Rat

Insertion event per kb

Deletion events per kb

Inserted bases per kb

Deleted bases per kb

0.11 ±0.0012 0.24 ±0.0012 0.073 ±0.0014 0.077 ±0.006

0.13 ±0.011 0.28 ±0.033 0.083 ±0.013 0.091 ±0.011

2.7 ±0.94 4.74 ±1.0 1.54 ±0.84 1.43 ±0.73

6.4 ±2.9 9.4 ±1.6 3.6 ±1.5 3.2 ±1.3

18 ±2.0 40 ±4.9 11 ±0.55 13 ±0.05

5.3 ±0.55 12 ±1.2 3.8 ±0.21 4.5 ±0.13

in neutral sites only

(a)

(b)

Fig. 5 Substitutions and microindels (1–10 bp) in the evolution of the
human, mouse, and rat genomes: (a) The lengths of the labeled branches in
the tree (top panel) are proportional to the number of substitutions per site
inferred from all sites with aligned bases in all three genomes. (b) The table
shows the midpoint and variation in these branch length estimates when
estimated from different sequence alignment programs and different neutral
sites, including sites from ancestral repeats, fourfold degenerate sites in
codons, and rodent-specific sites (‘‘in neutral sites only’’ row). Other rows
give midpoints and variation for microindels on each branch of the tree.
Used with permission from Nature 428, 493–521 (2004).

alignments show a wide range of se-
quence identity, suggesting that duplica-
tion events have occurred continuously
over millions of years. In contrast, an
analysis of all duplicated regions showed
a bimodal distribution consistent with
bursts of segmental duplication (partic-
ularly intrachromosomal duplication) that
occurred approximately 5 and 8 Myr ago.

The segmental duplications of the rat
genome were of considerable interest
because they represent an important
mechanism for the generation of new
genes. Sixty-three (of 4532 total) NCBI
reference sequence genes were completely
or partially located within duplicated
regions. As discussed in the following,
many of these genes present in multiple

copies, belong to recently duplicated gene
families, and contribute to distinctive
elements of rat biology.

3.5
Gains and Losses of DNA

In addition to large rearrangements and
segmental duplications, genome architec-
ture is strongly influenced by insertion and
deletion events that add and remove DNA
over evolutionary time. To characterize the
origins and losses of sequence elements in
the human, mouse, and rat genomes, the
nucleotide bases were categorized using
alignment data and annotations of the
insertions of repetitive elements (Fig. 7).
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Fig. 7 Aligning portions and origins of sequences in rat, mouse, and human
genomes. Each outlined ellipse is a genome, and the overlapping areas indicate
the amount of sequence that aligns in all three species (rat, mouse, and
human) or in only two species. Nonoverlapping regions represent sequences
that do not align. Types of repeats classified by ancestry: those that predate the
human–rodent divergence (gray), those that arose on the rodent lineage before
the rat–mouse divergence (lavender), species-specific (orange for rat, green for
mouse, blue for human), and simple (yellow), placed to illustrate the
approximate amount of each type in each alignment category. Uncolored areas
are nonrepetitive DNA – the bulk is assumed to be ancestral to the
human–rodent divergence. Numbers of nucleotides (in Mb) are given for each
sector (type of sequence and alignment category). Used with permission from
Nature 428, 493–521 (2004). (See color plate p. xlviii.)
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The estimates of the amount of repeats
represent lower bounds because some re-
peats, especially the older ones, are not
recognized even though the rodent repeat
database was greatly expanded by analyz-
ing the rat and mouse genomes.

About a billion nucleotides (39% of
the euchromatic rat genome) align in all
three species, constituting an ‘‘ancestral
core,’’ which is retained in these genomes.
The ancestral core contains 94 to 95%
of the known coding exons and regu-
latory regions. The levels of three-way
conservation of ‘‘mammalian ancestral re-
peats’’ (transposon relics retained in all
three species) confirm estimates that 5
to 6% of the human genome is accu-
mulating substitutions more slowly than
the neutral rate in the three lineages,
and hence may be under purifying se-
lection. In this constrained fraction, non-
coding regions outnumber coding regions
regardless of the constrain, an obser-
vation that supports comparative analy-
ses on limited subsets of the genome.
The preponderance of noncoding ele-
ments in the most constrained fraction
of the genome underscores the likelihood
that they play critical roles in mam-
malian biology.

About 700 Mb (28%) of the rat euchro-
matic genome aligns only with the mouse.
At least 40% of this is rodent-specific
repeats that are inserted on the branch
from the primate-rodent ancestor to the
murid ancestor. Some of the remainder
is ancestral mammalian repeats or single
copy DNA deleted in the human lineage
but retained in rodents (Fig. 7). Although
this 700 Mb of rodent-specific DNA is pri-
marily neutral, it may also contain some
functional elements lost in the human lin-
eage in addition to sequences representing
gains of rodent-specific functions, includ-
ing some coding exons.

3.6
Substitution Rates

The alignment data allow relatively precise
estimates of the rates of neutral substi-
tutions and microindel events (<=10 bp).
As in previous studies comparing human
and mouse, both synonymous fourfold de-
generate (‘‘4D’’) sites in protein-coding
regions and sites in mammalian ancestral
repeats were used in this analysis. In addi-
tion, the primarily neutral rodent-specific
sites that did not align to human discussed
earlier were used.

Estimates for the neutral substitution
level between the two rodents range
from 0.15 to 0.20 substitutions per site,
while estimates for the entire tree of
human, mouse, and rat range from 0.52
to 0.65 substitutions per site (Fig. 5). This
difference was predictable because of the
evolutionary closeness of the two rodents.
Less predictable was the finding that
for all classes of neutral sites analyzed,
the branch connecting the rat to the
common rodent ancestor is 5 to 10%
longer than the mouse branch. Thus, for
as yet unknown reasons, the rat lineage
has accumulated substantially more point
substitutions than the mouse lineage since
their last common ancestor.

Four-way alignments with sequence
from orthologous ancestral repeats in the
three genomes and the repeat consensus
sequences (to approximate the progenitor
repeat sequence) were used to distinguish
substitutions on the branches from the
primate-rodent ancestor to either the hu-
man or rodent ancestor. This revealed a
three-to-one speed-up in rodent substitu-
tion rates relative to human, larger than
estimated in the mouse analysis but con-
sistent with more recent studies, which
also use multiple sequence alignments.
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Estimates for rates of microdeletion
events are, for all branches, approximately
twofold higher than rates of microinser-
tion (Fig. 5b), suggesting a fundamental
difference in the mechanisms that gener-
ate these mutations. Furthermore, there
are substantial lineage specific rate differ-
ences. The rat lineage has accumulated mi-
crodeletions more rapidly than the mouse,
while the opposite holds true for mi-
croinsertions. As with substitutions, both
microinsertions and microdeletion rates
are substantially slower in the human lin-
eage. The size distributions of microindels
(1–10 bp) were heavily weighted toward
the smallest indels and similar for inser-
tions, deletions, and both the mouse and
rat branches.

3.7
G + C Content and CpG Islands

The G + C content of the rat varies sig-
nificantly across the genome (Fig. 8a) in
a distribution that more closely resembles
that of mouse than human. The varia-
tion of G + C content is coupled with
differences in the distribution of CpG is-
lands – short regions that are associated
with the 5′ ends of genes and gene reg-
ulation and that escape the depletion of
CpG dinucleotides owing to deamination
of methylated cytosine. The 2.6-Gb rat
genome assembly contains 15 975 CpG is-
lands in nonrepetitive sequences of the
genome. This is similar to the 15 500
CpG islands reported in the 2.5-Gb mouse
genome, but far fewer than the 27 000
reported in the human genome. The dis-
tribution of CpG islands by chromosome
is shown in Fig. 8b.

The changes in CpG island content
predate the rat-mouse split and are con-
sistent with the accelerated loss of CpG
dinucleotides in rodents compared with

humans. It remains possible, however,
that the greater number of human re-
gions with extremely high G + C content
are due to distributational changes oc-
curring in the primate, rather than the
rodent lineage.

3.8
Shift in Substitution Spectra between
Mouse and Rat

The nonrepetitive fraction of the rat
genome is enriched for G + C content
relative to the mouse genome by ∼0.35%
over 1.3 billion nucleotides. This is a
subtle but substantial difference that
may be explained in part by differences
in the spectra of mutation events that
have accumulated in the mouse and
rat lineages. The small minorities of
substitutions where events can be assigned
to either the mouse or the rat lineage
by virtue of a nucleotide match in the
alignment column between human and
only one rodent were studied. Of the
∼117 million alignment columns meeting
this criteria, ∼60 million involve a change
in the rat lineage versus ∼57 million in the
mouse, reflecting the increase in the rates
of point substitution in the rat lineage
(Fig. 5b). Fifty percent of these events
in rat involve a substitution from an
A/T to a G/C compared to only 47% of
all mouse changes. The complementary
change, G/C to A/T, is more common
in the mouse lineage (38% vs. 35% in
rat). There is not a similar substantial
difference between changes that do not
alter G + C content. In addition, this bias
is not confined to particular transition
or transversion events, nor can it be
explained simply as a result of divergent
substitution rates of CpG dinucleotides.
Thus, this shift appears to be a general
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change that results in an increase in G + C
content in the rat genome. Biochemical
changes in the repair or replication
enzymes might be responsible, and the
observation that recombination rates are
slightly higher in rat than in mouse
may suggest a role for G + C biased
mismatch repair. However, population
genetic factors, such as selection, cannot
be ruled out.

3.9
Evolutionary Hotspots

Comparison of the two rodent genomes,
using human as outgroup, reveals regions
that are conserved yet under different
levels of constraint in mouse and rat.
These regions may have distinct functional
roles and contribute to species-specific
differences. In 5055 regions >=100 bp,
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with at least a tenfold difference in the
estimated number of substitutions per
site on the mouse and rat branches and
<0.25 substitutions per site on the human

branch (to avoid fast-evolving regions),
analysis found them enriched twofold in
transcribed regions. Thirty-nine percent of
mouse hot spots were found in 18% of the
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mouse genome covered by RefSeq genes;
and 17% of rat hotspots were found in 8%
of the rat genome covered by RefSeq genes.
Similar numbers were also observed with
coding exons and EST regions. Half of all
hotspots in the mouse genome lie totally
in noncoding regions.

3.10
Covariation of Evolutionary and Genomic
Features

A high-resolution analysis of the genomic
and evolutionary landscape of rat chro-
mosome 10 uncovered strong correlations
between certain microevolutionary fea-
tures. Strongly correlated, in particular,
are the local rates of microdeletion (R2 =
0.71; Fig. 9a), microinsertion (R2 = 0.56;
Fig. 9a), and point substitution (R2 = 0.86;
Fig. 9b) between the two independent lin-
eages of mouse and rat. In addition,
microinsertion rates are correlated with
microdeletion rates (R2 = 0.55; Fig. 9a).
These strong correlations are also observed
in an independent genome-wide analysis,
both on the original data and after factoring
out the effects of G + C content. Perhaps
surprisingly, substantially less correlation
is seen between microindel and point sub-
stitution rates (compare Figs. 9a and b).

The local point substitution rate in
sites common to human, mouse, and rat
strongly correlates with that in rodent-
specific sites (R2 = 0.57; Fig. 9b, blue line
versus red/green). These two classes of
sites, while interdigitated at the level of
tens to thousands of bases, constitute
sites that are otherwise evolutionarily
independent. This result confirms that
local rate variation is not solely determined
by stochastic effects and extends, at high
resolution, the previously documented
regional correlation in rate between 4D
sites and ancestral repeat sites.

4
Evolution of Genes

A substantial motivation for sequencing
the rat genome was to study protein-
coding genes. Besides being the first
step in accurately defining the rat pro-
teome, this fundamental data set yields
insights into differences between the rat
and other mammalian species with a com-
plete genome sequence. Estimation of
the rat gene content is possible because
of relatively mature gene-prediction pro-
grams and rodent-transcript data. Mouse
and human genome sequences also allow
characterization of mutational events in
proteins such as amino acid repeats and
codon insertions and deletions. The quality
of the rat sequence also allows us to dis-
tinguish between the functional genes and
pseudogenes.

An estimated 90% of rat genes possess
strict orthologs in both mouse and human
genomes. Studies also identified genes
arising from recent duplication events oc-
curring only in rat, and not in mouse
or human. These genes contribute char-
acteristic features to rat-specific biology,
including aspects of reproduction, immu-
nity, and toxin metabolism. In contrast,
almost all human ‘‘disease genes’’ have
rat orthologs. This underscores the impor-
tance of the rat as a model organism in
experimental science.

4.1
Construction of Gene Set and
Determination of Orthology

The Ensembl gene-prediction pipeline
has predicted 20 973 genes with 28 516
transcripts, and 205 623 exons in rat. These
genes contain an average of 9.7 exons, with
a median exon number of 6.0. At least 20%
of the genes are alternatively spliced, with
an average of 1.3 transcripts predicted per
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gene. Of the 17% single exon transcripts,
1355 contain frameshifts relative to the
predicted protein and 1176 are likely
processed pseudogenes. The majority of
transcripts are supported by rodent (61%)
or vertebrate (72%) transcript evidence,
and have at least one untranslated region
predicted (60%). The coding densities
ranged from 1.2 to 2.2% and the coding
fraction of RefSeq genes covered by these
predictions ranged from 82 to 98%. The
number of coding exons per gene and
average exon length were similar in the
three species. Differences were observed in
intron length, with an average of 5338 bp
in human, 4212 bp in mouse, and 5002 bp
in rat.

4.2
Properties of Orthologous Genes

Orthology relationships were conserva-
tively predicted and 12 440 rat genes
showed clear, unambiguous 1 : 1 corre-
spondence with a gene in the mouse
genome. Accounting for potential errors
86 to 94% of the rat genes have 1 : 1 mouse
orthologs. The remaining genes were as-
sociated with lineage-specific gene family
expansions or contractions. Surprisingly, a
similar proportion (89–90%) of rat genes
possessed a single ortholog in the human

genome, perhaps because of less resolu-
tion in the draft genomes. The majority of
nucleotide changes within protein-coding
regions that reflected synonymous or non-
synonymous substitutions yielded KA/KS

ratios of less than 0.25 indicating purify-
ing selection. Values of 1 suggest neutral
evolution, and values greater than 1 in-
dicate positive selection. Examination of
ortholog pairs in orthologous genomic
segments (Table 3) showed a slight in-
crease in median KS values, indicating
that the rat lineage has more neutral sub-
stitutions in gene coding regions than the
mouse lineage.

Rat genes shared with mouse, but with
no counterparts in human are expected
to reflect either a rapidly evolving gene
set, or genes that may have arisen from
noncoding DNA, or been converted to
pseudogenes in the human lineage. Thirty-
one ENSEMBL rat genes were collected
that have no nonrodent homolog in cur-
rent databases. These are twofold over-
represented among genes in paralogous
gene clusters, and threefold overrepre-
sented among genes whose proteins are
likely to be secreted. This is consistent
with observations that clusters of paralo-
gous genes, and secreted proteins, evolve
relatively rapidly.

Tab. 3 1 : 1 orthologous genes in human, mouse, and rat genomesb.

Human/Mouse Human/Rat Mouse/Rat

1 : 1 ortholog relationships 11 084 10 066 11 503
Median KS valuesa 0.56 (0.39–0.80) 0.57 (0.40–0.82) 0.19 (0.13–0.26)
Median KA/KS valuesa 0.10 (0.03–0.24) 0.09 (0.03–0.21) 0.11 (0.03–0.28)
Median % amino acid identitya 88.0% (74.4–96.3%) 88.3% (75.9–96.4%) 95.0% (88.0–98.7%)
Median % nucleotide identitya 85.1% (77.4–90.0%) 85.1% (77.8–89.9%) 93.4% (89.2–−95.7%)

aNumbers in parentheses represent the 16th and 83rd percentiles.
bData obtained from Ensembl, Homo sapiens version 11.31 (24 841 genes), Mus musculus version
10.3 (22 345 genes), Rattus norvegicus version 11.2 (21 022 genes).
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The paucity of rodent-specific genes in-
dicates that de novo invention of complete
genes in rodents is rare. This is not un-
expected, since the majority of eukaryotic
protein-coding genes are modular struc-
tures containing coding and noncoding
exons, splicing signals, and regulatory se-
quences; and the chances of independent
evolution and successful assembly of these
elements into a functional gene are small,
given the relatively short evolutionary time
available since the mouse–rat split. How-
ever, individual rodent-specific exons may
arise more frequently, particularly if the
exon is alternatively spliced. Of the 2302
potential novel rodent-specific exons, with
transcript support, none matched human
transcripts but approximately half (1116)
appear to be present in alternative splice
forms found in rodents. These exons are
speculated to contain the few successful
lineage-specific survivors of the constant
process of gene evolution, by birth and
death of individual exons.

4.3
Indels and Repeats in Protein-coding
Sequences

In contrast to small indels occurring in
the bulk of the genome, indels within
protein-coding regions are likely lethal, or
deleterious, and rapidly removed from the
population by purifying selection. Indel
rates within rat coding sequences were 50-
fold lower than in bulk genomic DNA.
The whole genome excess of deletions
compared to insertions (Fig. 5b) was also
evident in coding sequences. Deletions
are ∼16% more likely than insertions
to be removed from coding sequences
by selection.

Owing to the triplet nature of the genetic
code, indels of multiples of 3 nucleotides
in length (3n indels) are less likely to be

deleterious. Direct comparison of 3n indel
rates between bulk DNA (0.77 indel/kb for
mouse, 0.83 indel/kb for rat) and coding
sequence (0.087 indel/kb for mouse and
0.084 indel/kb for rat) showed that 3n in-
dels were ninefold underrepresented in
coding sequences. At least 44% of indels
were duplicative insertion or deletion of a
tandemly duplicated sequence, collectively
termed sequence slippage. Sequence slip-
page contributed approximately equally
to observed insertions and deletions, the
overall excess of deletions could be at-
tributed specifically to an excess of non-
slippage deletion over nonslippage inser-
tion in both mouse and rat lineages. Of
slippage indels, 13% were trinucleotide re-
peats known to be particularly prone to
sequence slippage and encode homopoly-
meric amino acid tracts.

Other characteristics of amino acid
repeat variations were searched to gain
better understanding of dynamic changes
in length of homopolymeric amino acid
tracts on gene evolution and disease
susceptibility. Most species-specific amino
acid repeats (80–90%) were found in indel
regions and regions encoding species-
specific repeats were more likely to contain
tandem trinucleotide repeats than those
encoding conserved repeats. This was
consistent with involvement of slippage in
the generation of novel repeats in proteins
and extended previous observations for
glutamine repeats in a more limited
human–mouse dataset.

The percentage of proteins containing
amino acid repeats was 13.7% in rat, 14.9%
in mouse, and 17.6% in human. The most
frequently occurring tandem amino acid
repeats were glutamic acid, proline, ala-
nine, leucine, serine, glycine, glutamine,
and lysine. Tandem trinucleotide repeats
were significantly more abundant in hu-
man than in rodent coding sequences, in
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striking contrast to the frequencies ob-
served in bulk genomic sequences (29 trin-
ucleotide repeats/Mb in rat, 32 repeats/Mb
in mouse and 13 repeats/Mb in human,
Sect. 5.5). The conservation of human re-
peats was higher in mouse (52%) than in
rat (46.5%), suggesting a higher rate of
repeat loss in the rat lineage than in the
mouse lineage.

Functional consequences of these in-
frame changes in rat, mouse, and human
were investigated through clustering of
proteins based on annotation of function
and cellular localization, and mapping in-
dels onto protein structural and sequence
features. The rate that indels accumu-
lated in secreted (3.9 × 10−4 indel/aa) and
nuclear (4.0 × 10−4) proteins is approx-
imately twice that of cytoplasmic (2.4 ×
10−4) and mitochondrial (1.4 × 10−4) pro-
teins. Likewise, ligand-binding proteins
acquire indels (3.1 × 10−4) at a higher
rate than enzymes (2.1 × 10−4). These
trends exactly mirror those observed for
amino acid substitution rates, suggest-
ing tight coupling of selective constraints
between indels and substitutions. Tran-
scription regulators showed the highest
rate of indels (4.3 × 10−4), a finding that
may relate to the overrepresentation of
homopolymorphic amino acid tracts in
these proteins.

Known protein domains exhibited 3.3-
fold fewer indels than expected by chance,
again paralleling nucleotide substitution
rate differences between domains and
nondomain sequences. Transmembrane
regions were refractory to accumulating
indels, exhibiting a sixfold reduction
compared to that expected by chance. Low-
complexity regions were 3.1-fold enriched,
reflecting their relatively unstructured
nature and enrichment for indel prone
trinucleotide repeats. Mapping of indels
onto groups of known structures revealed

indels are 21% more likely to be tolerated
in loop regions than the structural core of
the protein.

An interesting observation was indel fre-
quency and amino acid repeat occurrence
both correlated positively with G + C cod-
ing sequence content of the local sequence
environment. This may in part be ex-
plained by the correlation of polymerase
slippage-prone trinucleotide repeat se-
quences and G + C content. There is also
a positive correlation between CpG din-
ucleotide frequency and coding sequence
insertions, but not deletions. This effect di-
minishes rapidly with increasing distance
from the site of the insertion.

4.4
Transcription-associated Substitution and
Asymmetry

A significant strand asymmetry for neu-
tral substitutions in transcribed regions
has been reported. Within an intron the
higher rate of A → G substitutions over
that of T → C substitutions, together with
a smaller excess of G → A over C → T
substitutions, leads to an excess of G + T
over C + A on the coding strand. The
asymmetries are hypothesized to be a by-
product of transcription-coupled repair in
germline cells. Examining the 3-way align-
ments of rat, mouse, and human verified
that the strand asymmetries for neutral
substitutions exist in introns across the rat
genome (Table 4). These asymmetries are
also seen if the study is limited to ances-
tral repeat sites, excludes ancestral repeat
sites, excludes CpG dinucleotides, is lim-
ited to positions flanked by sites that are
identical in the aligned sequences (in the
case of observations 2 and 3 in Table 4),
or considers introns of RefSeq genes for
human or mouse. Thus, it appears that
strand asymmetry of substitution events
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Tab. 4 Strand asymmetry of substitutions in introns of rat genes.

1 Base frequencies on coding strand Rat genome
(G + T)/(C + A) 1.060

2 Ratio of purine transitions to pyrimidine transitions Rat–Mouse Rat–Human
rate(A ↔ G)/rate(C ↔ T) 1.036 1.036

3 Rate of transitions Rat Mouse
rate(A → G)/rate(T → C) 1.058 1.091
rate(G → A)/rate(C → T) 1.017 1.00∗

Data in (1) were computed from the rat genome, those in (2) were computed from pairwise
alignments, and data in (3) were computed from 3-way alignments. All values except ∗ were highly
significant (p-values <10−4).

within transcribed regions of the genome
is a robust genome-wide phenomenon.

4.5
Conservation of Intronic Splice Signals

The dynamics of evolution of consensus
splice signals in mammalian genes was
examined using 6352 human–mouse–rat
orthologous introns from 976 genes. In-
tron class is extremely well conserved:
no conversion between U2 and U12 in-
trons, nor switching within U12 introns
between the major AT−AC and GT−AG
subtypes was observed, although U12
switching has been documented at larger
evolutionary distances. In contrast, con-
versions between canonical GT−AG and
noncanonical GC−AG subtypes of U2 in-
trons are not uncommon. Only ∼70% of
GC−AG introns are conserved between
human and mouse/rat, and only 90% are
conserved between mouse and rat. Us-
ing human as outgroup, we detected 9
GT to GC conversions after divergence of
mouse and rat (from 6282 introns likely
to be GT−AG prior to human and ro-
dents split), and 2 GC to GT conversions
(from 34 GC−AG introns likely to pre-
date human and rodent split). Given the
higher rate of conversion from GT to GC
than the reverse, these results give some

indication of the degree to which mutation
from T to C is tolerated in donor sites. This
substitution appears to be better tolerated
in introns with very strong donor sites,
since in these introns the proportion of GC
donor sites is ∼11%, which is much higher
than the 0.7% overall frequency of GC
donor sites in U2 introns. Very few other
noncanonical configurations in U2 introns
are conserved, suggesting that most corre-
spond to transient, evolutionarily unstable
states, pseudogenes, or misannotations.

4.6
Gene Duplications

Duplication of genomic segments repre-
sents a frequent and robust mechanism
for generating new genes. Since there were
no compelling data showing rat-specific
genes arising directly from noncoding se-
quences, gene duplications were examined
to measure their potential contribution
to rat-specific biology. A previous study
showed such gene clusters in mouse with-
out counterparts in human are subject to
rapid, adaptive evolution. Using methods
that directly identified paralogous clusters
found 784 rat paralog clusters contain-
ing 3089 genes. This was lower than
in mouse (910 clusters per 3784 genes),
but the difference probably reflects the
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larger number of gene predictions from
the mouse assembly. Using methods that
analyzed genomic segmental duplications,
it appears that the timing of expansion of
these individual families, is reflected in lo-
cal gene duplication and retention within
clusters. Neutral substitution rate varies
among orthologs by approximately twofold
(Fig. 10). Rates of change among ancestral
gene duplications (those that predate the
mouse/rat split) were relatively constant.
Mouse-specific and rat-specific duplica-
tions occurred at similar rates, except for
those with KS < 0.04 that are reduced
in mouse-specific duplications (Fig. 10),
though this may be accounted for by dif-
ferent assembly methods.

The rat paralog pairs that probably arose
after the rat/mouse split (12–24 Myr ago)
have a KS value of ≥0.2 (Table 3). Six

hundred and forty nine KS < 0.2 gene
duplication events were found in rat,
a lower number than found in mouse
(755). For both rodents, this represents
a likelihood of a gene duplicating between
1.3 × 10−3 and 2.6 × 10−3 every Myr. This
is consistent with a previous estimate
for Drosophila genes, and an order of
magnitude lower than an estimate for
Caenorhabditis elegans genes.

Immunoglobulin, T-cell receptor α-
chain, and α2u globulin genes appear
to be duplicating at the fastest rates
in the rat genome (Table 5). Since di-
vergence with mouse, these rat clus-
ters have increased gene content several-
fold. This recapitulates previous obser-
vations that rapidly evolving and du-
plicating genes are overrepresented in
olfaction and odorant-detection, antigen

600

500

400

300

200

100

0.80 0.70

Mouse-specific duplications
Rat-specific duplications

Ancestral duplications

Evolutionary time in Ks units

Duplications at speciation

0.60 0.50 0.40 0.30 0.20 0.10 0.00
0

N
um

be
r 

of
 d

up
lic

at
io

n 
ev

en
ts

Fig. 10 Variation in the frequency of gene
duplications during the evolutionary histories of
the rat and mouse. The sequence of gene
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phylogenetic trees determined from pairwise
estimates of genetic divergence under neutral

selection (KS). The median KS value for
mouse:rat 1 : 1 orthologs is 0.19; this value
corresponds to the divergence time of the
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Tab. 5 Recent gene duplications (KS < 0.2) in the rat lineage. Duplications involving retroviral
genes, fragmented genes with internal repeats, and likely pseudogene clusters were removed from
this list. Only gene clusters exhibiting at least 3 duplications are shown.

Cluster
ID/
Chrom.

Recent
duplication

events

Numbers
of genes
involved

Extant/
Ancestral

cluster
size

Annotation Process

249/4 38 53 60/22 Immunoglobulinκ-
chain V

Immunity

640/15 38 47 53/15 TCR α-chain V Immunity
346/6 25 35 44/15 Immunoglobulin heavy

chain V
Immunity

190/3 22 42 168/146 Olfactory receptor Chemosensation
578/13 16 28 59/43 Olfactory receptor Chemosensation
400/8 15 26 82/67 Olfactory receptor Chemosensation
743/20 15 21 37/22 Olfactory receptor Chemosensation
72/1 12 22 102/90 Olfactory receptor Chemosensation
500/10 12 18 32/20 Olfactory receptor Chemosensation
51/1 6 7 16/10 Glandular kallikrein Reproduction?
256/4 6 8 10/4 Vomeronasal receptor

V1R
Chemosensation

488/10 6 10 11/5 Olfactory receptor Chemosensation
644/15 6 10 14/8 Granzyme serine

protease
Immunity

4/1 5 6 9/4 Trace amine receptor,
GPCR

Neuropeptide
receptors?

248/4 5 9 15/10 Vomeronasal receptor
V1R

Chemosensation

393/8 5 10 31/26 Olfactory receptor Chemosensation
522/10 5 8 19/14 Keratin-associated

protein
Epithelial cell

function
550/11 5 8 17/12 Olfactory receptor Chemosensation
635/15 5 9 20/15 Olfactory receptor Chemosensation
79/1 4 8 38/34 Olfactory receptor Chemosensation
88/1 4 6 11/7 Olfactory receptor Chemosensation
109/1 4 7 43/39 Olfactory receptor Chemosensation
294/5 4 5 5/1 α2u globulin Chemosensation
310/5 4 5 11/7 Olfactory receptor Chemosensation
353/7 4 7 13/9 Olfactory receptor Chemosensation
399/8 4 5 6/2 Ly6-like urinary protein Chemosensation?
638/15 4 6 6/2 Ribonuclease A Immunity
690/17 4 6 21/17 Prolactin paralog Reproduction
239/4 3 6 6/3 Prolactin-induced

protein
Reproduction

253/4 3 4 5/2 Camello-like
N-acetyltransferase

Developmental
regulator

274/4 3 6 20/17 Ly-49 lectin natural
killer cell protein

Immunity

297/5 3 4 5/2 Interferon-α Immunity
523/10 3 4 6/3 Keratin-associated

protein
Epithelial cell

function
746/20 3 5 6/3 MHC class 1b (M10) Chemosensation
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recognition, and reproduction. An exam-
ination of duplicated genomic segments
showed this enrichment for most of
the same genes and also elements in-
volved in foreign compound detoxification
(cytochrome P450 and carboxylesterase
genes). Together these are exciting find-
ings because each of these categories
can easily be associated with a famil-
iar feature of rat-specific biology, and
further investigation could explain some
differences between rats and their evolu-
tionary neighbors.

4.7
Conservation of Gene-regulatory Regions

As the third mammal to be fully se-
quenced, the rat can add significantly to the
utility of nucleotide alignments for iden-
tifying conserved noncoding sequences.
This power increases roughly as a func-
tion of total amount of neutral substitution
represented in the alignment, and rat adds
about 15% to the human-mouse com-
parison (Fig. 5). Many conserved mam-
malian noncoding sequences are expected
to have regulatory function, and can be pre-
dicted using further analyses based upon
these alignments.

Typical genome-wide human–mouse–
rat alignments show strong conservation
for a coding exon, as well as for several
noncoding regions (Fig. 11). For example,
the intronic region, in Fig. 11 contains
504 bp that are highly conserved in human,
mouse, and rat. The last 100 bp of this
alignment block are identical in all three
species. Peaks in regulatory potential score
are correlated with conservation score,
and in the highly conserved intronic
segment, they are higher for the three-
way regulatory potential score than for
the two-way scores using human and just
one rodent. These data are illustrative, but

form the foundation of ongoing efforts
to identify genome sequences involved in
gene regulation.

Requiring conservation among mam-
malian genomes greatly increases speci-
ficity of predictions of transcription fac-
tor binding sites. Transcription factor
databases such as TRANSFAC contain
known transcription factor binding sites
and some knowledge of their distribu-
tion, but simply searching a sequence with
these motifs provides little discriminatory
power. Using a set of 164 weight matrices
for 109 transcription factors extracted from
TRANSFAC finds 186 792 933 matches in
the April 2003 reference human genome
sequence, but this was reduced to only
4 188 229 by demanding conservation in
the human–mouse–rat three-way align-
ments. This is a 44-fold increase in
specificity.

4.8
Pseudogenes and Gene Loss

Pseudogenes found in rat were classi-
fied according to whether they arose from
retrotransposition, in which case they in-
tegrated into the genome randomly, or
whether they arose from tandem dupli-
cation and neutral sequence substitution.
Using human–rat synteny, 80% of pseudo-
genes exhibited no significant similarity to
the corresponding human orthologous re-
gion, and therefore were considered to be
retrotransposed, processed pseudogenes.
The total pseudogene count and processed
pseudogene proportion are consistent with
those found for human. Pseudogenes are
normally not subjected to selective con-
straint and therefore accumulate sequence
modifications neutrally. Indeed, nearly all
of our identified pseudogenes (97 ± 3%)
evolved under neutrality according to a
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Fig. 11 Close-up of PEX14 (peroxisomal
membrane protein) locus on human
chromosome 1 (with homologous mouse
chromosome 4 and rat chromosome 5).
Conservation score computed on 3-way
human–mouse–rat alignments presents a clear
coding exon peak (gray bar) and very high values
in a 504 bp noncoding, intronic segment (right;
last 100 bp of alignment are identical in all three
organisms). The latter segment showed a
striking difference between the inferred mouse
and rat branch lengths: the gray bracket

corresponds to a phylogenetic tree where the
logarithm of mouse to rat branch length ratio is
−6. Regulatory potential (RP) scores that
discriminate between conserved regulatory
elements and neutrally evolving DNA are
calculated from 3-way (human–mouse–rat) and
2-way (human-rodent) alignments. Here the
3-way regulatory potential scores are enhanced
over the 2-way scores. Used with permission
from Nature 428, 493–521 (2004). (See color
plate p. li.)

KA/KS test, and therefore, are consistent
with being pseudogenic.

As with the human genome, the largest
group of rat pseudogenes (totaling 2188)
consists of ribosomal protein genes. Other
large rat pseudogene families arose from
olfactory receptors (552, see Sect. 6.1), glyc-
eraldehyde 3-phosphate dehydrogenase
(251), protein kinases (177), and RNA bind-
ing RNP-1 proteins (174). Pseudogenes ho-
mologous to a meiotic spindle-associated
protein spindlin are particularly numer-
ous in rat (at least 53 copies), compared
to mouse (approximately 3 copies). This

suggests that spindlin pseudogenes may
have distributed rapidly by a recently active
transposable element.

4.9
In Situ Loss of Rat Genes

As an organism evolves, its need for cer-
tain genes may be reduced, or lost, owing
to changes in its ecological niche. Loss of
selective constraints leads to accumulation
of nonsense and/or frameshift mutations
without retrotransposition or duplication.
These nonprocessed pseudogenes are
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interesting since they link environmental
changes to genomic mutation events.
However, predicted pseudogenes with dis-
rupted reading frames might also be
indicative of errors in genome sequence or
assembly. By constraining the search to or-
thologous genomic regions, we identified
14 rat putative nonprocessed pseudogenes
(Table 6) with apparently functional, single
human, and mouse orthologs.

4.10
Noncoding RNA Genes

The abundance and distribution of non-
coding RNAs was investigated in rat.
Cytoplasmic tRNA gene identification in
rodents is complicated by tRNA de-
rived ID SINE elements (B2 and ID).
TRNAscan–SE predicted 175 943 tRNAs
(genes and pseudogenes); however, the
majority (175 285) were SINEs identified
by RepeatMasker. This is far greater than
found in mouse (24 402/25 078) or hu-
man (25/636). Of the remaining 666
predictions, 163 were annotated as tRNA
pseudogenes and 4 were annotated as
undetermined by tRNAscan–SE. An ad-
ditional 68 predictions were removed be-
cause their best database match in either
human, mouse, or rat tRNA databases
matched tRNAs with either a different
amino acid or anticodon (violating the
wobble rules that specify the distinct anti-
codons expected). The total of 431 tRNAs
(including a single selenocysteine tRNA)
identified in the rat genome is compara-
ble to that for mouse (435) and human
(492). These three species share a core set
of approximately 300 tRNAs using a cut-
off of ≥95% sequence identity and ≥95%
sequence length.

A total of 454 noncodingRNAs (other
than tRNAs) were identified by sequence
comparison to known noncoding RNAs.

These include 113 micro (mi) RNAs, 5
ribosomal RNAs, 287 small nucleolar (sno)
RNAs, and small nuclear (sn) RNAs; 49
various other ncRNAs such as signal
recognition particle (SRP) RNA, 7SK RNA,
telomerase RNA, Rnase P RNA, brain-
specific repetitive (Bsr) RNA, noncoding
transcript abundantly expressed in brain
(Ntab) RNA, small cytoplasmic (sc) RNA,
and 626 pseudogenes. Complete 18S
and 28S rRNA genes and more rRNAs
were not identified presumably owing to
assembly issues.

5
Evolution of Transposable Elements

Most interspersed repeats are immobilized
copies of transposable elements that have
accrued substitutions in proportion to their
time spent fixed in the genome (for intro-
duction see references in Nature paper).
About 40% of the rat genome draft is iden-
tified as interspersed repetitive DNA de-
rived from transposable elements, similar
to mouse (Table 7) and lower than for the
human (almost 50%). The latter difference
is mainly because of the lower substitution
rate in the human lineage, which allows
us to recognize much older (Mesozoic) se-
quences as interspersed repeats. Almost
all repeats are derived from retroposons,
elements that procreate via reverse tran-
scription of their transcripts. As in mouse,
there is no evidence for activity of DNA
transposons since the rat–mouse split.
Many aspects of the rat and the mouse
genomes’ repeat structure are shared; here
we focus on the differences.

5.1
LINE-1 Activity in the Rat Lineage

The long interspersed nucleotide ele-
ment (LINE-1 or L1) is an autonomous
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Tab. 7 Composition of interspersed repeats in the rat genome.

Rat Mouse

Copies
[×103]

Total
length
[Mb]

Fraction
of genome

[%]

Lineage
specific

[%]

Fraction
of genome

[%]

Lineage
specific

[%]

LINEs: 657 594.0 23.11 11.70 20.10 9.74
LINE-1 597 584.2 22.73 11.70 19.65 9.74
LINE-2 48 8.4 0.33 – 0.38 –
L3/CR1 11 1.4 0.06 – 0.06 –

SINEs: 1360 181.3 7.05 1.52 7.78 1.80
B1(Alu) 384 42.3 1.65 0.16 2.53 0.92
B4(ID−B1) 359 55.4 2.15 0.00 2.25 0.00
ID 225 19.6 0.76 0.54 0.20 0.00
B2 328 55.2 2.15 0.68 2.29 0.74
MIR 109 13.0 0.51 – 0.56 –

LTR elements: 556 232.4 9.04 1.84 10.28 2.85
ERV−classI 40 24.9 0.97 0.56 0.79 0.36
ERV−classII 141 83.4 3.24 1.02 4.13 1.73
ERV-L (III) 74 21.6 0.84 0.04 1.08 0.23
MaLRs 302 102.5 3.99 0.22 4.27 0.53

DNA elements: 108 20.9 0.81 – 0.86 –
Charlie(hAT) 80 14.8 0.58 – 0.60 –
Tigger(Tc1) 18 4.0 0.16 – 0.17 –

Unclassified: 14 7.3 0.28 – 0.37 –
Total 2690 1036 40.31 14.90 39.45 14.26

Small RNAs: 8 0.6 0.03 0.01 0.03 0.01
Satellites: 14 6.4 0.25 ? 0.31 ?
Simple repeats: 897 61.1 2.38 ? 2.41 ?

Data for Rnor3.1 and October 2003 mouse (MM4), excluding Y chromosome, using the December
17 2003 version of RepeatMasker. To highlight the differences between rat and mouse repeat content,
column 5 and 6 show the fraction of the genomes comprised of lineage specific repeats. The LINE-1
numbers include all HAL1 copies, while all BC1 scRNA and >10% diverged tRNA–Ala matches, far
more common than other small RNA pseudogenes and closely related to ID, have been counted as
ID matches.

retroelement, with an internal RNA poly-
merase II promoter and two open reading
frames (ORFs). ORF1 is an RNA binding
protein with chaperone-like activity sug-
gesting a role in mediating nucleic acid
strand transfer steps during L1 reverse
transcription. ORF2 encodes a protein with
both reverse transcriptase and DNA en-
donuclease activity. LINEs are usually 5′
truncated so that only a small subset ex-
tends to include the promoter region and
can function as a source for more copies.

Many classes of LINE-like elements
exist, but only L1 has been active in
rodents. Over half a million copies, in
variable stages of decay, comprise 22% of
the rat genome. Although over 10% of the
human genome is L1 copies introduced
before the rodent–primate split, only 2%
of the rat genome could be recognized as
such because of the fast substitution rate
in the rodent lineage. Thus, probably well
over one quarter of all rat DNA is derived
directly from the L1 gene.
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Following the mouse/rat split, L1 activity
appears to have increased in rat. The 6
rat-specific L1 subfamilies, represented
by 150 000 copies, cover 12% of the
rat genome. Mouse-specific L1 copies
accumulated over the same period cover
only 10% of the genome (Table 7). This
greater accumulation of L1 copies could
explain some of the size difference of the
rat and mouse genome.

In addition to the traditional L1 ele-
ments, there are 7500 copies (10 Mb) of
a nonautonomous element that is derived
from L1 by deletion of most of its ORF2.
On the basis of their low divergence, the
presently identified HAL1-like (HAL1 for
Half-a-LINE) elements operated only a few
million years ago in the mouse lineage
(MusHAL1) and still propagate in the rat
genome (RNHAL1). RNHAL1 only con-
tains an ORF1, while MusHAL1 encoded
an endonuclease as well, though no reverse
transcriptase. The repeated origin and high
copy number of HAL1s suggests that the
ORF1 product, which binds strongly to its
mRNA, may render this transcript a su-
perior target for L1 mediated reverse tran-
scription. In this way, HAL1 resembles the
nonautonomous, endogenous retrovirus-
derived MaLR elements (in the following),
which, for over 100 million years, retained
only the retroviral gag ORF that encodes an
RNA binding protein. A potential advan-
tage of HAL1 over L1 is its shorter length,
which, considering the usual 5′ truncation
of copies, increases the chance that a copy
includes the internal promoter elements
and can become a source gene.

5.2
Different Activity of SINEs in the Rat and
Mouse Lineage

The most successful usurpers of the L1
retrotransposition machinery are SINEs.

These are small RNA-derived sequences
with an internal RNA polymerase III pro-
moter. The human Alu SINE was shown
to be transposed by L1. L1 lacks sequence
specificity and rodent and primate SINE
sequences are unrelated to L1. Though
any transcript can be retroposed, as evi-
denced by the numerous mammalian pro-
cessed pseudogenes, L1-dependent SINEs
probably have features that make them
especially efficient targets of the L1 re-
verse transcriptase.

While before the radiation of most
mammalian orders L1 was at least as active
as L2, the L2 dependent MIR was the only
known (and very abundant) SINE of that
time. All of the currently active SINEs
in different mammalian orders appear to
have arisen after the demise of L2 (and
consequently MIR), as if an opportunity
(or necessity) arose for the creation and
expansion of other SINEs.

Four different SINEs are distinguished
in rat and mouse. The B1 element
and the primate Alu originated from a
7SLRNA gene, probably just before the ro-
dent–primate split and after the speciation
from most other eutherians, where Alu/B1
elements are not known. The other SINEs
(B4, B2, ID) are rodent-specific and have
tRNA-like internal promoter regions.

The fortunes of these SINEs during
mouse and rat evolution have been differ-
ent (Fig. 12). B4 probably became extinct
before the mouse–rat speciation, while B2
has remained productive in both lineages,
scattering >100 000 copies in each genome
after this time. Interestingly, the fate of
the B1 and ID SINEs has been opposite
in rat and mouse. While B1 is still active
in mouse, having left over 200 000 mouse-
specific copies in its trail, the youngest of
the 40 000 rat-specific B1 copies are 6 to 7%
diverged from their source, indicating a rel-
atively early extinction in the rat lineage.
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Fig. 12 Historical view of rodent repeated sequences.
Relationships of the major families of interspersed repeats
(Table 7) are shown for the rat and mouse genomes, indicating
losses and gains of repeat families after speciation. The lines
indicate activity as a function of time. Note that HAL1-like
elements appear to have arisen both in the mouse and rat
lineage. Used with permission from Nature 428,
493–521 (2004). (See color plate p. lii.)

On the other hand, after the mouse–rat
split only a few hundred ID copies may
have inserted in mouse, while this hereto-
fore minor SINE (∼60 000 copies predate
the speciation) picked up activity in rat to
produce 160 000 ID copies.

5.3
Colocalization of SINEs in Rat and Mouse

Although the fates of SINE families dif-
fer, the number of SINEs inserted after
speciation in each lineage is remarkably
similar, ∼300 000 copies. As MIR was
replaced by L1 driven SINEs, it appears
that the demise of B1 in rat allowed the
expansion of IDs. Moreover, these inde-
pendently inserted and unrelated SINEs
(ID and B1 only share a mechanism of

retroposition) accumulated at orthologous
sites: the density of rat-specific SINEs in
14 243 ∼100 kb windows in the rat genome
is highly correlated (R2 = 0.83) with the
density of mouse-specific SINEs in orthol-
ogous regions in mouse (Fig. 5). These
data corroborate and refine the observation
of a strong correlation between the loca-
tion of primate and rodent-specific SINEs
in 1-Mb windows. At 100 kb, no correla-
tion is seen for interspersed repeats other
than SINEs.

Insertions of SINEs at the same location
have been reported, and the correlation
could reflect the existence of conserved
hotspots for SINE insertions. However,
primate data does not support this. Like-
wise, gene conversions do not significantly
contribute to the observed correlation.
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Figure 9(c) displays the lineage-specific
SINE densities on rat chromosome 10 and
in the mouse orthologous blocks, show-
ing a stronger correlation than any other
feature. The cause of the unusual distri-
bution patterns of SINEs, accumulating
in gene-rich regions where other inter-
spersed repeats are scarce, apparently is a
conserved feature independent of the pri-
mary sequence of the SINE and effective
over smaller than isochore-sized regions.

In the human genome, the most recent
(unfixed) Alus are distributed similar to L1,
whereas older copies gradually take on the
opposite distribution of SINEs. However,
this temporal shift in SINE distribution
pattern is not observed in mouse or rat.

Some regions of high LINE content coin-
cide with regions that exhibit both higher
AT content and an elevated rate of point
substitution (Fig. 9, pink rectangles). In a
genome-wide analysis, LINE content cor-
relates strongly with substitution rates,
and about 80% of this correlation is ex-
plained by higher rates in AT-rich regions.
SINE density shows the opposite correla-
tion both on chromosome 10 (Fig. 9) and
genome-wide.

These phenomena, in conjunction with
an overall trend in substitution rates
toward AT-richness, suggest a model by
which quickly evolving regions accumulate
a higher-than-average AT content, which
attracts LINE elements. While distinct
cause–effect relationships such as this
remain largely speculative, these results
reinforce the idea that local genomic
context strongly shapes local genomic
features and rates of evolution.

5.4
Endogenous Retroviruses and Derivatives

Retrovirus-like elements are the other ma-
jor contributors to interspersed repeats

in the rodent genome. These have sev-
eral 100-bp long terminal repeats (LTRs)
with transcriptional regulatory sequences
that flank an internal sequence that,
in autonomous elements, encodes all
proteins necessary for retrotransposition.
All mammalian LTR elements are en-
dogenous retroviruses (ERVs; classes I,
II, or III) or their nonautonomous
derivatives.

The most productive retrovirus in mam-
mals has been the class III element ERV-
L, primarily through its ancient nonau-
tonomous derivatives called ‘‘MaLRs’’ with
350 000 copies occupying ∼5% of the
rat genome (Table 7). Human ERV-L and
MaLR copies are >6% diverged from their
reconstructed source genes and must have
died out around the time of our speciation
from new world monkeys. In mouse, sev-
eral thousand almost identical MaLR and
ERV-L copies suggest sustained activity. In
contrast, rat ERV-L activity was silenced a
few million years ago given that the least
diverged MaLR and ERV-L copies differ by
>4% from each other. Other class III ERVs
were active earlier in rodent evolution, be-
fore the mouse–rat speciation. Class I and
class II elements still thrive in rat, where 2
of 4 class I and 4 of 9 class II autonomous
ERVs appear to be active.

5.5
Simple Repeats

Interspersed simple sequence repeats
(SSRs), regions of tandemly repeated
(1–6 bp) units that probably arise from
slippage during DNA replication and can
expand and compress by unequal cross-
ing over. Remarkable differences were
noted between the human and mouse
genomes’ SSR content with threefold to
fivefold more base pairs contained in near
(>90%) perfect SSRs in mouse. SSRs are
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both more frequent and on average longer
in mouse. Polypurine (or polypyrimidine)
repeats are especially (10-fold) overrepre-
sented in the mouse genome. As discussed
in Sect. 4.3, this contrasts sharply with the
greater frequency of triplet repeats cod-
ing for amino acids in human relative to
the rodents.

Rat and mouse SSR content are more
similar, with genome coverage of ∼1.4%
(for >90% perfect elements compared
to 0.45% in human) and are of similar
average length. For example, the most
common mammalian SSR, the (CA)n
repeat, averages 42 bp long in mouse and
44 bp in rat. Some potentially significant
differences are that polypurine SSRs are
of similar average length but 1.2-fold more
common in mouse, while the rare SSRs
containing CG dimers are 1.5-fold more
frequently observed in rat.

5.6
Prevalent, Medium-length Duplications in
Rodents

In addition to the transpositionally derived
and simple repeats, the rat and mouse
genomes contain a substantial amount
of medium-length unclassified duplica-
tions (typically 100–5000 bp). These are
readily seen in self-comparisons and in
intrarodent comparisons after masking
the known repeats, but they are much
less prevalent in comparisons with the
human genome. A substantial fraction
of the rodent genomes consists of cur-
rently unexplained repeats, which may
include (1) novel families of low-copy ro-
dent interspersed repeats; (2) extensions
of known but not fully characterized
rodent repeats; and (3) duplications gen-
erated by a mechanism different from
transposition.

6
Rat-specific Biology

The rat genome sequence and predicted
gene set reveals genetic differences be-
tween rats and mice that might specify
their differences in physiology and be-
havior. In particular, recently duplicated
genes are enriched in elements involved
in chemosensation and functional aspects
of reproduction (Table 5). The differences
in the gene complements of rat and mouse
are illustrated by in-depth analyses of
olfactory receptors (ORs), pheromones,
cytochromes P450, proteases, and pro-
tease inhibitors.

6.1
Chemosensation

The ability to emit and sense specific
smells is a key feature of survival for
most animals in the wild. Rat and mouse
pheromones, vomeronasal receptors, and
ORs genes were duplicated frequently dur-
ing the time since the common ancestor
of rats and mice (Table 5). The rapid
evolution of these genes is attributed to
conspecific competition, in particular sex-
ual selection.

The rat genome has 1866 ORs in 113
locations: 69 multigene clusters, and 49
single genes. Extrapolating for the 9.8%
of the genome not in the assembly, there
are ∼2070 OR genes and pseudogenes.
The rat therefore has ∼37% more OR
genes and pseudogenes than the ∼1510
ORs of the mouse, assuming similar
representation of recently duplicated se-
quences in the two genome assemblies
used. Of the 1774 OR sequences that are
not interrupted by assembly gaps, 1216
(69%) encode intact proteins, while the re-
maining 547 (31%) sequences are likely
pseudogenes with in-frame stop codons,
frameshifts, and/or interspersed repeat
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elements. Fewer mouse OR homologs are
pseudogenes (∼20%), but the larger family
size in rat still leaves it with substantially
more intact ORs than the mouse (∼1430 vs
∼1210). Striking rat-specific expansions of
two ancestral clusters account for much of
the difference in OR family size and pseu-
dogene content between rat and mouse,
although many other clusters exhibit more
subtle changes. Significant differences be-
tween human and mouse in OR families
have also been reported, but the functional
implications of OR repertoire size on the
ability of different species to detect and
discriminate odorants are not yet known.

6.2
α2u Globulin Pheromones

The α2u globulin genes are odorant-
binding proteins that also contribute
to essential survival functions in ani-
mals. α2u globulin homologs are likely
to be highly heterogeneous among murid
species. Distinct homologs and genomic

arrangement differences have been ob-
served among mouse strains. The evolu-
tion of α2u globulin genes on rat chro-
mosome 5 has remodeled this genomic
region (Fig. 13). The orthologous human
genomic region contains a single homolog,
suggesting that the common ancestor of
rodents and human possessed one gene.
The genome of C57BL/6J mice contains
4 homologous genes, and 7 pseudogenes,
while the rat genome contains 10α2u glob-
ulin genes and 12 pseudogenes in a
single region.

Phylogenetic trees constructed using
amino acid, and noncoding DNA, se-
quences show that, surprisingly, the rat
α2u globulin gene clusters appear to
have arisen recently via a rapid burst
of gene duplication since the rat/mouse
split (Table 5). This is consistent with
the Rfp37-like zinc finger-like pseudogene
having accompanied virtually all of the
rat-specific α2u globulin gene duplications
(Fig. 13). The sequences of these genes are

Rat  Chr 5

Human Chr 9

Mouse Chr 4

5′

5′

5′

1

1

1

2

2

2

Fig. 13 Adaptive remodeling of genomes and genes. Orthologous regions of
rat, human and mouse genomesencoding pheromone-carrier proteins of the
lipocalin family (α2u globulins in rat and major urinary proteins in mouse)
shown in brown. Zfp37-like zinc finger genes are shown in blue. Filled arrows
represent likely genes, whereas striped arrows represent likely pseudogenes.
Gene expansions are bracketed. Arrow head orientation represents
transcriptional direction. Flanking genes 1 and 2 are TSCOT and CTR1
respectively. (See color plate p. xliv.)
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also evolving rapidly with median KA/KS
values of 0.77 and 1.06, for rat and mouse
genes respectively. Amino acid sites that
appear to have been subject to adaptive
evolution are situated both within the
ligand-binding cavity, and on the solvent-
exposed periphery of the α2u globulin
structure. This demonstrates how genome
analysis can reveal the imprint of adap-
tive evolution from megabase to single
base levels.

The rapid evolution of these genes, and
the remodeling of their genomic regions,
can be attributed to the known roles of
rat α2u globulins and mouse homologs
in conspecific competition and sexual
selection. These proteins are pheromones
and pheromone carriers that are present in
large quantities in rodent urine, and act as
scent markers indicating dominance and
subspecies identity.

6.3
Detoxification

Cytochrome P450 is a well-recognized par-
ticipant in metabolic detoxification and
rapid evolution is observed within this fam-
ily. These enzymes are particularly relevant
to clinical and pharmacological studies in
humans as they metabolize many toxic
and endogenous compounds. Rodents are
important model organisms for under-
standing human drug metabolism, so it
is important to identify 1 : 1 orthologs
and species-specific expansions and losses.
Compared to human genes, there are clear
expansions of several rodent P450 subfam-
ilies, but there are also significant differ-
ences between rat and mouse subfamilies
(Fig. 14a). The fastest evolving subfamily
seems to be CYP2J containing a single
gene in human, but at least 4 in rat and
8 in mouse (Fig. 14b,c). CYP2J enzymes
catalyze the NADPH-dependent oxidation
of arachidonic acid to various eicosanoids,

which in turn possess numerous biologi-
cal activities including modulation of ion
transport, control of bronchial and vascu-
lar smooth muscle tone, and stimulation of
peptide hormone secretion. The genomic
ordering of genes and their phylogenetic
tree indicate an ongoing expansion in the
rodents (Fig. 14b,c). This suggests that
adaptive evolution has been involved in
diversifying their functions.

6.4
Proteolysis

Protease genes also represent an example
of rapid evolution in the rat genome.
The rat contains 626 protease genes
(∼1.7% of the genes), similar to mouse
(641) and more than human (561). One
hundred and two rat protease genes are
not found in human, and 42 are absent
from mouse. Several rat gene families
have expanded; most are involved in
reproductive or immunological functions,
and have evolved independently in the rat
and mouse lineages.

These gene family expansions dra-
matically illustrate how large-scale ge-
nomic changes have accompanied species-
specific innovation. Positive selection of
duplicated genes has afforded the rat an en-
hanced repertoire of precisely those genes
that allow reproductive success despite se-
vere competition from both within its own,
and with other species. This serves as a
general illustration of the importance of
chemosensation, detoxification, and prote-
olysis in innovation and adaptation.

7
Human Disease Gene Orthologs in the
Rat Genome

The rat is recognized as the premier model
for studying the physiological aspects of
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Fig. 14 Evolution of cytochrome P450 (CYP) protein families in rat, mouse, and
human. (a) Dendrogram of topology from 234 full-length sequences. The 279
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shown. Black branches have >70% bootstrap support. Incomplete sequences (they
contain Ns) are included in counts of functional genes (84 rat, 87 mouse, and 57
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is ‘‘incomplete’’ since there is a RefSeq entry (NP 446215). Grouped subfamilies
CYP2A, 2B, 2F, 2G, 2T, and CYP4A, 4B, 4X, 4Z, occur in gene clusters; thus nine loci
contain multiple functional genes in a species. One (CYP1A) has fewer rat genes than
human, seven have more rodent than human, and all nine have different copy
numbers. CYP2AC is a rat-specific subfamily (orthologs are pseudogenes). CYP27C
has no rodent counterpart. Rodent-specific expansion, rat CYP2J is illustrated below.
(b) The neighbor-joining tree, with the single human gene, contains clear mouse
(Mm) and rat (Rn) orthologous pairs (bootstrap values >700/1000 trials shown). Bar
indicates 0.1 substitutions per site. (c) All rat genes have a single mouse counterpart
except for CYP2J 3, which has further expanded in mouse (mouse CYP2J 3a, 3b, and
3c) by two consecutive single duplications. The genes flanking the CYP2J orthologous
regions (rat chromosome 5, 126.9–127.3 Mb; mouse chromosome 4, 94.0–94.6 Mb;
human chromosome 1, 54.7–54.8 Mb) are hook1 (HOOK1; pink) and nuclear factor
I/A (NFIA; cyan). Genes (solid) and gene fragments (dashed boxes) are shown above
(forward strand) and below (reverse strand) the horizontal line. No orthology relation
could be concluded for most of these cases. Used with permission from Nature 428,
493–521 (2004). (See color plate p. liii.)
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many human diseases, but it has not
had as prominent a role in the study
of simple genetic disease traits. The rat
genome provides an opportunity to use
the more than 1000 human Mendelian
disorders that have associated loci and
alleles to link the rat to human disease
examples. The precise identification of
the rat orthologs of human genes that
are mutated in disease creates further
opportunities to discover and develop rat
models for biomedical research.

Predicted rat genes were compared with
1112 well-characterized human disease
genes that were verified and classified on
the basis of pathophysiology. So, 844 (76%)
have 1 : 1 orthologs in the rat as predicted
by Ensembl. These predictions are likely
to be of high quality since 97.4% of the
11 422 rat:human 1 : 1 orthologs predicted
by Ensembl were found in orthologous
genomic regions.

The proportion of human disease genes
with single orthologs in the rat (76%)
was higher than the proportion for all
human genes (46%). Careful analysis of
the remaining 268 human genes not
predicted to show 1 : 1 orthology indicated
that only six of the human disease genes
lack likely rat orthologs among genome,
cDNA, EST, and protein sequences. Thus,

it appears that, in general, genes involved
in human disease are unlikely to have
diverged, or to have become duplicated,
deleted, or lost as pseudogenes, between
rat and human divergence.

Comparisons of KS, KA, and the KA/KS
ratio values of human disease orthologs
with those of all remaining ortholog pairs
found only the KS distributions differed
significantly indicating that coding regions
of human disease genes and their rat coun-
terparts have mutated more rapidly than
the nondisease genes. Factors influencing
the specific loci could cause this result, or
the disease genes may characteristically re-
side in genomic regions that exhibit higher
mutation rates.

The disease gene set was next grouped
into 16 disease-system categories and an-
alyzed (Fig. 15). Only five disease systems
exhibited significant KA/KS differences
with respect to the remaining samples.
Neurological and malformation-syndrome
disease categories manifested KA/KS ra-
tios consistent with purifying selection
acting on these gene sets. In contrast,
the pulmonary, hematological, and im-
mune categories manifested the highest
median KA/KS ratios, consistent with a
role for more positive selection, or reduced
selective constraints, among these genes.
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Immune p <0.0001
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Fig. 15 Selective constraints differ for human disease systems in the
rat genome. Human disease-system categories showing significant
differences (p < 0.05) in a nonparametric test [Mann–Whitney–
Wilcoxon] comparing KA/KS (human:rat) ratios. P-values from
two-level tests between genes from one disease system and the
remaining genes. (Mean–Mean0)/Std0 values from multilevel tests
from sixteen categorized disease systems. Negative values for
neurological (−4.63) and malformation-syndrome (−4.04) categories
were observed to be consistent with KA/KS ranges where purifying
selection predominates. Immune, hematological, and pulmonary
categories show positive values of 4.98, 3.59, and 2.34, respectively.
Used with permission from Nature 428, 493–521 (2004).

Orthologs of more diverse phyla demon-
strated consistent results.

These results demonstrate that vari-
ous disease systems exhibit significantly
different average evolutionary rates. The
higher rates noted for the immune sys-
tem disease genes are consistent with
rapid diversification of the functions of
the immune systems of rodents and hu-
mans. This is expected for genes involved
in controlling species-restricted infectious
agents if strong adaptive pressure acts
during host–pathogen coevolution. Thus,
results of studies of these rodent genes
may be less directly relevant to our un-
derstanding of human immune system
diseases than results obtained for other
pathophysiology disease systems where

conservation is greater and purifying se-
lection is stronger.

A number of genes were examined
that harbor triplet nucleotide repeats,
and are involved in human neurological
disorders, such as Huntington disease, a
condition caused by CAG triplet repeat
expansion producing abnormally long
polyglutamine tracts in an otherwise
normal protein. Analysis of the rat:human
orthologs of these disease genes indicated
that repeat length is substantially shorter
in all cases in the rat than in the
normal human gene (Fig. 16). To date,
there are no naturally occurring rat
strains described that exhibit neurological
disease associated with repeat expansion
mechanisms. The rat may lack repeat
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represent protein poly-Q length for rat and human. Red points correspond to repeats in
genes associated with human disease: SCA1, spinocerebellar ataxia 1 protein, or ataxin1;
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Repeat lengths over 10 were examined; green shading delineates the range not included
in the analysis. Also noted are a set that are expanded in rat and human (black circle)
and a set where repeats are expanded in the rat. Used with permission from Nature 428,
493–521 (2004). (See color plate p. liv.)

expansion mutational mechanisms or
these orthologs may fail to reach a
‘‘critical repeat length’’ susceptible to such
mutational mechanisms. Other human
genes without known disease association
also contain glutamine repeats that are
much shorter in the rat orthologs, and thus
may be susceptible to mutations that arise
through repeat expansion mechanisms. In
Fig. 16, it may also be observed that a
relatively high proportion of repeats are

significantly longer in the rat than in their
corresponding human ortholog.

In addition to enabling the direct com-
parison of rat/human disease orthologs,
the rat genome sequence itself is an
invaluable aid for discovery of other rat
genes to study as disease models. First,
genes underlying disease phenotypes with
simple inheritance that have been mapped
to chromosomal regions can be more eas-
ily pursued in both species. Indeed, the
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rearrangements of conserved segments
between the two species have significant
value since they tighten the boundaries
of the mapped disease regions and re-
duce the number of genes potentially
associated with the disease phenotype. Sec-
ond, the identification of multiple alleles
contributing to quantitative and complex
trait differences that are involved in dis-
ease processes can be pursued with more
accuracy, both in the initial association
phases, and in subsequent efforts to detect
causative alleles.

8
Summary

As the third mammalian genome to be
sequenced, the rat genome has provided
both predictable and surprising informa-
tion about mammalian species. Although
clear at the outset that ongoing rat re-
search would benefit from the resource
of a genome sequence, there was uncer-
tainty about how many new insights would
be found, especially considering the su-
perficial similarities between the rat and
the already sequenced mouse. Instead, the
results of the sequencing and analysis
have generated some deep insights into
the evolutionary processes that have given
rise to these different species. In addition,
the project was invaluable for further de-
veloping the methods for the generation
and analysis of large genome sequence
data sets.

The generation of the rat draft tested
the new ‘‘combined approach’’ for large
genome sequencing. The high quality of
the overall attests of this overall strategy
and the supporting software, provide
a suitable approach to this problem.
With a BAC ‘‘skimming’’ component in
the underlying data set, the assembly

recovered a fraction of the genome that was
expected, by analogy to the mouse project
to be difficult to assemble from pure WGS
data. The BAC skimming component
also allowed progressive generation of
high quality local assemblies that were
of use to the rat community as the
project developed.

The rat genome data have improved
the utility of the rat model enormously.
The rat gene content provides a parts
list that can be explored with the high
degree of confidence and precision that
is appropriate for biomedical research.
The resources for physical and genetic
mapping have also been improved, since
the relative position of individual markers
is now known with confidence and there
are computational resources to bridge the
process of genetic association with gene
modeling and experimental investigation.

The expected benefit of a third mam-
malian sequence providing an outgroup
by which to discriminate the timing of
events that had already been noted between
mouse and human was fully realized. Us-
ing the three sequences and other partial
data sets from additional organisms, it was
possible to measure some of the overall
faster rate of evolutionary change in the
rodent lineage shared by mice and rats, as
well as the peculiar acceleration of some
aspects of rat-specific evolution. The obser-
vation of specific expanded gene families
in the rat should provide material for tar-
geted studies for some time.

The sequence of the rat genome repre-
sents the beginning of the full analysis of
the mammalian genome and its complex
evolutionary history. Much of the addi-
tional data required to complete this story
will be from other genomes, distantly re-
lated to rat. Nevertheless, the prospect of a
finished rat genome, polymorphism data
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from analysis of other rat strains, and tar-
geted cDNA clone collections will provide
rat-specific reagents for routine use in re-
search. Together with the ongoing efforts
to fully develop methods to genetically ma-
nipulate whole rats and provide effective
‘‘gene knockouts’’ the current and future
rat genome resources will ensure a place
for this organism in genomic and biomed-
ical research for some time.
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Amplicon
The region of a target sequence that is amplified during the PCR, encompassing the
sequence bounded by and including the two primer sequences.

Baseline
The range of early PCR cycles that contain low levels of increasing fluorescent signal
that is undetectable over the baseline fluorescence of the reporter dye.

Fluorescence Resonance Energy Transfer
Light energy transferred from an excited dye to a neighboring dye in close proximity,
resulting in the quenching of the visible emission of light from the primary dye.

Polymerase Chain Reaction
Primer-directed geometric increase in a DNA template using a thermostable DNA
polymerase, necessary reagents, and a succession of heating and cooling steps
performed in a thermocycling device.

Real-time PCR
This is the continuous collection of fluorescent signals from one or more polymerase
chain reactions. Quantitative real-time PCR is the conversion of the fluorescent signal
from each reaction to a numerical value for each sample. This is accomplished by
calculation from a known reference sample (ddCt) or interpolation from a quantified
standard curve. Real-time PCR is the most sensitive and accurate method for the
detection and accurate quantification of nucleic acids from any biological source. The
term real-time PCR in this article refers to both PCR and RT-PCR.

Reverse Transcription
The primer-directed synthesis of a DNA copy (cDNA) using RNA as the template and
reverse transcriptase.
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Threshold
A level of fluorescent signal that is significantly above the baseline fluorescence level.
The threshold is set by the software or manually by the user within the geometric
phase of the amplification curve and is used to define the cycle threshold (Ct) or
crossing point (Cp).

� Transcript quantification methodology has evolved from Northern blots to RNase
protection to competitive RT-PCR. Each of these methods made strides toward
greater sensitivity and accuracy in quantification. Since the introduction of the 7700
Sequence Detection System and Taqman chemistry by Applied Biosystems in 1996,
quantitative real-time PCR has become widely accepted as the most sensitive and
accurate method for the quantification of both RNA and DNA from a wide variety
of sources. Today, there are a number of real-time instruments from a variety of
vendors and several detection methodologies and kit chemistries available. At the
same time, prices for real-time platforms are falling dramatically. This trend means
that the technology is moving from one found primarily in core laboratories to the
bench tops of individual investigators.

There are several ways to interrogate a cell for changes induced by artificial
or natural agents during a biological process. One way is to look for changes in
cellular transcript levels that may indicate downstream changes in the corresponding
protein. In another instance, the focus may be on the presence or absence of a viral or
bacterial pathogen. In this case, detecting not only the presence but also the degree
of infection provides valuable information. Alternatively, looking for the presence
or the level of expression from a transgene or the inhibition of expression of an
endogenous gene by an RNAi agent may be the question of interest. In all cases,
quantitative real-time PCR technology can be utilized to provide the required results.
However, successful implementation of the technology requires the user to have
a basic background in the theoretical principles of real-time PCR as well as their
practical application. The goal of this review is to provide this information.

It will not be possible to cover all aspects of real-time PCR in this review. For a
more comprehensive overview of real-time PCR, ‘‘A-Z of Quantitative PCR,’’ edited
by Stephen Bustin, is highly recommended.

1
Real-time PCR Basics

Before any meaningful discussion of real-
time PCR can be initiated, it will be
useful to discuss the theoretical principles
governing and basic chemistries utilized
in real-time PCR.

1.1
Principles of Real-time PCR

Prior to real-time PCR, the effect of the
primers and other components of the
reagent chemistry on the amplification
process during the polymerase chain re-
action was something of a black box.
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Tubes bearing assay chemistry, primers,
and template were exposed to 30 or more
cycles of heating and cooling on a thermo-
cycler. The reaction product(s) were then
separated on a gel. The presence of a single
band of the correct size with any magni-
tude was deemed a successful experiment.
With the advent of real-time PCR, the abil-
ity to observe the status of the reaction
products during every cycle has brought
new insight into the kinetics of template
amplification. Most real-time PCR experi-
ments are run for 40 cycles to capture the
complete amplification profile from every
tube or well. In an ideal PCR, the increase
in template occurs geometrically through-
out the entire 40 cycles. However, we now
know that this is not the case. The ampli-
fication of any template can be defined by
four phases: (1) the baseline; (2) the true
geometric phase; (3) a linear phase as the
efficiency of the PCR starts to fall in each

successive cycle; and (4) a plateau as am-
plification arrests (Fig. 1). All three phases
can be seen in the amplification plots from
any real-time PCR reaction. An example
of amplification curves from a 5-log dilu-
tion series of an oligonucleotide standard
can be see in Fig. 2. Why the PCR slows
down and then stops is not clear, but may
be due to the build up of products that
are inhibitory to the reaction. One thing
that is clear is that the concentration of
all reactants is in vast excess and none of
them should be depleted during 40 cycles
of PCR.

Samples with very high amounts of
template have been observed, using real-
time PCR, to stop amplification sooner
and with fewer end products than those
with lower initial template concentrations.
The result is that the one with higher
template will appear to have less band
intensity on a gel compared to the one with
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Fig. 1 Graphical representation of the fluorescent signals from an ideal versus an actual
reaction over 40 cycles of real-time PCR. In an ideal PCR, there are two phases, a baseline
where the signal is below the level of detection followed by a geometric increase in
fluorescence that continues over the remaining cycles. However, in an actual reaction, there
are four phases. As in the ideal reaction, there is a baseline followed by a geometric phase.
However, the amplification becomes less than ideal, leading to a linear phase and finally a
plateau where no further increase in signal occurs over the remaining signals.
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Amplification–5-log dilution series

Cycle

∆R
n

Fig. 2 Dilution curves from a real-time PCR
experiment illustrating the four phases of a
polymerase chain reaction. Amplification curves
from a 5-log standard curve illustrating the four
phases of signal generation in real-time PCR:
baseline, signal being made, but not detectable

by the instrument; geometric, detectable signal
with maximal PCR efficiency; linear,
postgeometric with slowly declining PCR
efficiency; and plateau, no or very little new
product made.

significantly lower template concentration
after 30 or more cycles of PCR. Therefore,
the only way to use the polymerase chain
reaction for quantitative measurements is
to compare samples in the early, geometric
part of their amplification curves where
the true differences in the samples can
be detected. The ability to do so is what
allows real-time PCR to be a bona fide
quantitative technique.

1.2
The Reverse Transcription Reaction

Quantification of RNA begins with the
reverse transcription reaction, which con-
verts the RNA into a complementary
DNA sequence or cDNA (also known as
‘‘copy DNA’’). Two viral reverse transcrip-
tase (RT) enzymes, used to make cDNA,
are commercially available: AMV-RT from

avian myeloblastosis virus and MMLV-
RT from Moloney murine leukemia virus.
AMV is a dimeric protein, while MMLV
is a monomer. Both enzymes have RNase
H activity, the ability to cleave RNA in
a RNA/DNA hybrid. However, the activ-
ity in AMV-RT is much higher than that
in MMLV-RT. This activity can be sepa-
rated from the reverse transcriptase activity
by site-directed mutagenesis. AMV-RT is
a more processive enzyme (incorporates
more nucleotides per unit time on the
template) and is active at higher temper-
atures than MMLV-RT (42 ◦C vs. 37 ◦C
for wild-type enzymes). Cloned variants
of these enzymes have pushed the tem-
perature limits to 58 ◦C for AMV-RT and
55 ◦C for MMLV-RT. Although both have
been used for real-time PCR, MMLV-RT
works best in practice, which is not con-
sistent with the above characteristics. Both



486 Real-Time Quantitative PCR: Theory and Practice

enzymes are inhibitory to the PCR. The
inhibition is enzyme concentration depen-
dent. For this reason, it is important to
keep the amount of reverse transcriptase
as low as possible and still produce cDNA
with 100% efficiency. The exact mecha-
nism for the inhibition is not known.
It has been proposed that although the
high melting temperature of the PCR kills
the reverse transcriptase activity, the DNA
binding capacity of the enzyme may per-
sist, forming a physical barrier that affects
the activity of Taq polymerase. The higher
temperature stability, dimeric structure,
and greater RNase H activity of AMV-RT,
may contribute to greater PCR inhibition
than the MMLV-RT enzyme.

One major issue for RT-PCR is what
primer to use in the reverse transcriptase
reaction? The classic primer for cDNA
library and standard RT-PCR has been
oligo-dT, an oligonucleotide with 18 to
20 dT residues. Since most (roughly 95%)
messenger RNA found in higher eukary-
otes have poly-A tails at their 3′ ends, the
oligo-dT will initiate cDNA synthesis uti-
lizing mRNA molecules, but not rRNA
or tRNAs. There are, however, two flaws
in this approach for real-time quantita-
tive PCR. The first is that long poly-A
sequence stretches exist within mRNAs as
well within some of the other RNA classes
and these sites will initiate cDNA synthe-
sis as well. Most important, however, is
the fact that not all real-time PCR assays
are targeted at sequences near the 3′ end
of the transcript. Some mRNAs are over
15 Kb in length with 3′ untranslated re-
gions (UTRs) that are 4 Kb or more. In a
situation where you need to make enough
cDNA to make a recombinant bacterial
clone, this is not a problem. However, real-
time PCR is a quantitative process where
every molecule present should be detected

for proper comparisons to be made. Prim-
ing with oligo-dT alone will not ensure true
quantification for every transcript for every
assay unless this caveat has been taken into
consideration at the time of assay design.
Another approach is the use of random
primers that can be found as hexamers up
to decamers. Random primers are short
oligonucleotides that, as a population, con-
tain every possible oligo sequence. Thus,
there will be a subpopulation of the correct
primer sequence for every 6-mer up to a
10-mer in every target sequence. The fre-
quency with which a random primer will
find a complementary sequence in any
template is given by the formula 4x, where
x is the length of the primer sequence. For
a 6-mer, a perfect match will occur every
4096 bases, while a 10-mer would be ap-
proximately every 1.05 × 106 bases. Using
random primers, more than one cDNA
may be synthesized for each transcript
molecule resulting in the whole transcript
being made into multiple cDNAs. The ra-
tionale is that every transcript in the total
RNA population will be converted to cDNA
with equal efficiency. However, there is
no data to confirm that premise. Further,
especially with random hexamers, there
is the possibility that a primer will bind
within the amplicon sequence resulting
in only a partial cDNA, thus making that
molecule undetectable in that assay. Keep-
ing these caveats in mind, in practice,
random primers can work well and are
the method of choice if multiplexed assays
are being performed where more than one
transcript or gene will be amplified and
detected simultaneously within the same
reaction vessel. Some investigators hedge
their bets and use a combination of both
oligo-dT and random primers. For single-
assay reactions, however, there is a third
choice. That is to use an assay-specific
primer. That is, the same primer that will
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be used as the reverse primer in the follow-
ing real-time PCR. This method will make,
in theory, cDNA from every possible RNA
template for that assay in precisely the
correct location required for the following
PCR. Unlike when oligo-dT or random
primers have been used, the complexity of
the resulting cDNA population is signifi-
cantly lower when using an assay-specific
primer. This means that the number of
inappropriate priming events that could
potentially occur during the PCR will be
greatly reduced. Unlike when oligo-dT is
used as a primer restricting the assayable
region to the 3′-end of the message, use
of assay-specific primers allows the ampli-
fied region of the assay to lie in any part
of the transcript. As an aside, it should
be mentioned that RNA can form com-
plex structures resulting in self-priming
and extra-assay cDNA synthesis even in
the absence of any exogenous primer.

1.3
The Polymerase Chain Reaction

It is hard to think of another laboratory
technique that has come along in our time
that has had a more dramatic impact on
scientific knowledge over such a broad
range of subjects than the PCR. Real-
time PCR has extended the sensitivity and
specificity of nucleic acid detection greatly
beyond what was available previously. The
component that makes the polymerase
chain reaction possible was the discovery
of thermostable DNA polymerases that
could withstand the multiple cycles of
heating required to melt long DNA
duplexes and cooling to temperature
optimal for the succeeding polymerization
steps. The first enzyme, and still the most
commonly used, is Taq DNA polymerase
from Thermus aquaticus. Taq is still one of
the most processive thermostable enzymes

commercially available. Most members of
Thermus sp. also have a 5′-exonuclease
activity that is required for cleavage
of certain dual-labeled probes required
for signaling.

There are two functional types of Taq
commercially available, wild type and hot
start. Hot-start enzymes are similar to their
non-hot-start counterparts, but they have
been reversibly inactivated by, (1) a heat
activated mutation; (2) a small molecule;
or (3) one or more antibodies directed at
the active site of the enzyme. As the name
implies, it is necessary to heat hot-start
enzymes for their activation. The time
varies greatly for enzyme activation with
a minute at 94 to 95 ◦C being sufficient for
the antibody inactivated enzymes while,
10 or more minutes at high temperature
are necessary for mutated or chemically
inactivated enzymes. All of these transient
inhibition mechanisms are effective in
repressing enzymatic activity until the
initial melting step.

To fully appreciate the difference be-
tween using a hot-start Taq and non-hot-
start Taq, you have to understand what
happens to the targeted DNA sequence
during the PCR. The most important part
of the PCR is the first two cycles. Dur-
ing the first cycle, single-stranded cDNA
or viral DNA is made into a double-
stranded DNA molecule facilitated by new
strand synthesis initiated from the forward
primer in the reaction mix. Therefore,
true amplification does not begin until
the second PCR cycle for single-stranded
templates. For a double-stranded DNA
template, amplification begins during the
first PCR cycle because both primers have
a template. Nonspecific bands due to inap-
propriate priming events (false priming)
occur during the first cycle of the PCR.
This is true for single- or double-stranded
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templates. This can occur because the re-
action starts at a low temperature prior
to reaching the first melting step of the
PCR cycle, usually 94 to 95 ◦C. It is during
this initial warming of the reaction mix-
ture that false priming and extension by
the DNA polymerase can occur. Thus, the
use of a hot-start Taq that requires 1 to
10 min at 94 to 95 ◦C for activation will not
be active in the lower temperature range
during the first cycle of the PCR. For the
remaining cycles of the PCR, the lowest
temperature is the annealing temperature,
usually 50 to 60 ◦C, depending on the Tm

(melting temperature) of the primers. At
this elevated temperature, false priming is
much less likely to occur.

2
Fluorescent Dyes, Assay Chemistries,
and Real-time Instruments

Real-time PCR has evolved from a single
instrument that utilized one detection
assay and two dyes for signaling to a large
number of instruments, with a variety
of assay chemistries and fluorescent dyes
available. To fully comprehend how real-
time PCR works, it is necessary to have a
basic understanding of fluorescence and
how different assay chemistries and real-
time instruments work.

2.1
Fluorescence in Real-time PCR

All real-time instruments are based on
the real-time detection of an increasing
fluorescent signal over the length of an
experiment. The increase in fluorescent
signal detected is directly proportional to
the corresponding increase in the number
of template molecules made during am-
plification. It is this principle that makes

fluorescence useful for quantitative real-
time PCR as a detection mechanism.

Fluorescent compounds absorb light as
photons within a narrow, optimal wave-
length. Light at the optimal wavelength
is called the excitation wavelength. When
a fluorescent molecule absorbs a quan-
tum of light, the molecule is boosted to a
higher energy state. This higher energy
state is transient and short lived. This
higher energy state decays, falls back to the
ground state, and light is given off. This
form of emission is called fluorescence.
The emitted light is necessarily at a longer
wavelength than the initial excitation wave-
length. This shift in wavelength is called
a Stoke’s shift. For every fluorescent dye,
there is an optimal absorbance or excita-
tion wavelength and an optimal, shifted
emission wavelength used for detection.

Having a steady state fluorescent signal
throughout the PCR would not be useful.
What is required is a very low initial
signal that increases in proportion to the
products made during the PCR to a high
level that is easily detectable. One way
to achieve this kind of signal production
is to take advantage of the principle of
fluorescence resonance energy transfer or
FRET. During FRET, one dye acts as a
donor and the other as the acceptor. The
excited donor dye transfers its emission
energy to the second dye, and that energy
is used to excite the electrons in the second
dye. The excited acceptor dye then emits
light at its emission wavelength which
can then be detected. Under conditions
of FRET, the light emitted from the donor
dye is quenched. The efficiency of energy
transfer between the two dyes falls as the
6th power base 10 of the distance between
the dye molecules. Therefore, the donor
and acceptor molecules have to be in close
proximity (10–100 Å). Table 1 shows a list
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Tab. 1 Common dyes used in real-time PCR.

Dye name Max. Ab [nM] Max. Em [nM]

DABCYL 453 None
Fluorescein 492 520
6-FAM 494 518
JOE 520 548
TET 521 536
Yakima Yellow 526 448
BHQ1 534 None
HEX 535 556
VIC 538 554
Cy3 552 570
TAMRA 565 580
ROX 585 605
LightCycler640 625 640
Cy5 643 667
LightCycler705 685 705

of the most common dyes used in real-
time PCR.

There are three classes of fluorescent
dyes used in real-time PCR based on
their function: (1) the reporter, which is
the dye monitored during the experiment;
(2) the quencher, the dye responsible for
quenching the reporter signal in FRET-
based assays; and (3) the reference, a dye
common to all reaction vessels used to
normalize the signal.

• Reporter dyes: the most used reporter dye
is 6-FAM, a fluorescein derivative with
a green emission. This dye can be effi-
ciently excited by the argon laser found
in the initial real-time machines (see the
following) and has remained as the re-
porter dye of choice of many chemistries
in use today. The first multiplexing ex-
periments, running two or more assays
simultaneously in the same reaction,
were done with laser-based instruments.
For this reason, other fluorescein deriva-
tives with progressively longer excitation
wavelengths were made available. The
instruments available today can utilize

a much wider variety of reporter dyes,
from the green through the red spec-
trum. Another reporter dye in wide use
is SYBR Green I that has very low flu-
orescence as a free dye, but increases
dramatically when bound to double-
stranded DNA. The number of dyes now
on the market that are suitable for use
as reporters is continuing to increase.

• Quencher dyes: when FRET is used as the
signaling mechanism, the fluorescence
of the reporter dye is quenched by
a neighboring dye. There is at least
one exception to this rule and that
will be discussed below. There are
two classes of quencher dyes; those
that emit light and those that do not.
The initial FRET pair was 6-FAM and
TAMRA, a rhodamine derivative that
emits light in the red spectrum. The
FAM/TAMRA combination works very
well, but TAMRA is sensitive to the
alkaline hydrolysis step used to remove
oligonucleotides from the solid support
used for their synthesis. The result is
a comparatively low yield of functional
FAM/TAMRA molecules at the same or
higher cost compared to a FAM/dark dye
oligonucleotide. The dark dyes represent
the second class of quenchers. As the
name implies, no light is emitted from
these dyes although they work very well
as quenchers and are available for a large
spectrum of reporter dyes. The initial
dark dye was DABSYL and is used today
when a high degree of quenching is not
desired when the reporter and quencher
are transiently separated. An example is
a molecular beacon (see the following).
A second generation of dark dyes is
the black hole quenchers or BHQs. As
the name implies, these dyes are very
efficient quenchers and emit no light.
There are three different variants of
these dyes available, BHQ1, 2, and 3.
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The higher the number, the more red-
shifted the reporter dye used in a FRET
pair. BHQ dyes are particularly effective
when maximal quenching is desired. An
example would be Taqman probes (see
the following).

• Reference dyes: All real-time PCR instru-
ments have the capability of monitoring
multiple reactions during the course of
an experiment. It is important that the
signal from each reaction vessel be the
same so that the results can be com-
pared. One way to achieve this is to
include a reference dye in the reaction
mix. The most commonly used refer-
ence dye is ROX, a red dye that is well
shifted from 6-FAM. In practice, any dye
can be used as a reference dye as long as
it doesn’t significantly spectrally overlap
the reporter dye(s) in the reaction. Not
every instrument requires the presence
of a reference dye in the reaction. This
will be discussed in the following text.
However, signal normalization is a part
of the data analysis of all real-time PCR
software packages.

2.2
Real-time Instruments

There are three major components in
every real-time PCR instrument: (1) the
light source; (2) the light gathering and
detection system; and (3) the thermocy-
cler. Although each real-time platform
is designed to measure a fluorescent
signal from the same fluorescent dyes,
the way each instrument excites and de-
tects those dyes can be quite distinct.
The mechanism driving the heating and
cooling cycles can also vary. These differ-
ences are driven partially by patent issues
and also by an on-going desire to build
a more compact, less expensive instru-
ment that delivers comparable or better

performance when compared to earlier
models. A basic understanding of how
real-time PCR instruments work is im-
portant for fully understanding how the
data is produced.

Light Sources: All the assays currently
in use utilize fluorescent dyes as a
read out. Therefore, the light source
has to illuminate the fluorescent dye in
use near its optimum excitation wave-
length. There are three different types of
light sources in use today: lasers, quartz
halogen-tungsten lamps, and light emit-
ting diodes (LEDs).

Lasers emit light that is coherent,
monochromatic, and directional. The only
two real-time platforms to use a laser are
the Applied Biosystems 7700, still widely
used but no longer manufactured, and
the 7900. Both use an argon laser that
emits light at 488 nm. The advantage of
a laser is the light is monochromatic and
intense. The disadvantage is the reporter
dyes used have to have an excitation
maximum near 488 nM. Argon lasers
work well for fluorescein dyes attached
to oligonucleotides such as 6-FAM or the
free dye SYBR Green I. However, as the
excitation wavelength for a reporter dye
moves toward the red spectrum argon
lasers lose their ability to excite the dye.

Quartz halogen-tungsten lamps are ca-
pable of emitting a steady beam of light
from 350 nm to over 2000 nm and are
sometimes referred to as ‘‘white light’’
sources. For this reason, a filter must
be employed that only allows a narrow
band of light at or close to the optimal
excitation wavelength for a particular flu-
orescent dye. Most machines with quartz
halogen-tungsten light sources have 4 or 5
filter sets to include a broad range of dyes
with excitation maxima distributed over
the green–red spectrum.
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Light emitting diodes or LEDs are semi-
conductors that emit light within a narrow
bandwidth, usually 30 to 40 nm, when
stimulated by an electric current. Rather
than using filters, as mentioned earlier,
one or more LEDs are used that emit
light at increasingly longer wavelengths
to match the desired excitation maxima
of the reporter dye. Thus, for every dye
that has a significantly different excita-
tion wavelength, a matching LED for the
new wavelength must be present. The light
from most LEDs does not have the light in-
tensity of a laser or even a quartz-halogen
bulb, but there is very little heat gener-
ated during their use and they require less
power to operate.

Real-time Instruments: – The following is
a description of the light path in three
different real-time instruments. Each one
is an example of a machine that utilizes
one of the three light sources described
above. Although the majority of the new
instruments on the market use quartz
halogen-tungsten lamps, there are still
those on the market that use LEDs or a
laser as a light source.

The Applied Biosystems 7900HT – This
is the only machine available in the
market today that uses a laser light source.
However, it is also the only machine that
can use either 96- or 384-well plates. It
may well be that the high intensity of
the laser light source is required for the
excitation of reporters in 384 wells. The
laser emits light at 488 nm that is directed
at a beam splitter that redirects the light
over a scan head with 16 lenses, sitting
just above the plate in the heated cover.
The lenses focus the light into either 8 or
16 wells at a time, depending on which
plate is in the instrument. The emitted
light comes back up through the lenses
and passes through a dichroic mirror that

deflects the individual beams of emitted
light onto a CCD camera for detection.
The scan head goes down each column
of the plate, using a stepper motor, and
collects the emitted light from the entire
plate. The scan head returns to the first
column and a new scan ensues until all
the cycles have been completed. Multiple
scans are made for each column during the
melting and annealing/extension phases
of each cycle. The plate rests in a metal
block that is heated and cooled by a Peltier
thermocycler. Thermocyclers, based on the
Peltier principle, utilize electron flow to
heat and cool the metal block rather than
a conventional heater unit opposed by a
cooling device.

The Roche Lightcycler and Lightcy-
cler2 – These instruments use a single
blue LED light source in an optical range
similar to the argon laser. The Lightcyclers
have a 32-sample capacity. Each reaction
chemistry is contained within a thin capil-
lary tube, which results in a high surface to
volume ratio. Cycling times in the Light-
cycler units are much reduced because
heated air is used instead of a metal block
for heating and cooling. This is due to
the excellent heat transfer possible using
capillary tubes. The samples spin past the
light source like tubes in a centrifuge us-
ing a stepper motor. The excitation light
goes through each tube in sequence and
the emitted light is focused on the capil-
lary tip, goes through a dichroic mirror,
and is then read by either 3 (Lightcycler)
or 6 (Lightcycler 2) photo detection diodes,
each specific for an increasing and narrow
wavelength range.

The Stratagene Mx3000p – This instru-
ment utilizes a quartz tungsten-halogen
(white light) source. The excitation range
is from 350 to 750 nm with a similar
detection range. Excitation and emission
wavelengths are selected using filter pairs
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specific for each reporter dye to be de-
tected. Light passes through an excitation
filter into a fiberoptic cable and into the
well of a 96-well plate. The emitted light
passes back up the fiberoptic cable through
an emission band pass filter and onto a
photomultiplier tube (PMT) for detection.
The plate is scanned once for each fluo-
rescent dye with the filter wheels moving
in tandem to bring the new filter pair
into the optical path. The thermocycler
is a combination of Peltier, convection,
and resistive technologies unique to the
Stratagene machines that results in uni-
form temperatures across the block. The
Stratagene Mx3000p is just one example of
many instruments on the market that use
a quartz halogen-tungsten light source.

2.3
Selected Assay Chemistries

Just as understanding the mechanical
workings of the real-time detector being
used are important, knowing the princi-
ples underlying the fluorescent signaling

system utilized in an assay are equally im-
portant. There are three mechanisms used
to generate a fluorescent signal utilized in
the large variety of assay chemistries avail-
able for real-time PCR. First is the binding
of a free fluorescent dye to the newly am-
plified double-stranded DNA, second is
a fluorescent dye that is associated with
one of the PCR primers that generates a
signal when incorporated into the ampli-
fied product, and third are fluorescently
labeled oligonucleotides, independent of
the primers called probes, that bear the
fluorescent signal. There are three probe
types and the method of signaling is differ-
ent for each of them. In all of these assay
types, the signaling molecule has to have a
very low initial fluorescence that increases
in direct proportion to the amount of DNA
made during the PCR. Except for the in-
tercalating dyes, all the other chemistries
available depend on FRET.

SYBR Green I – The simplest assay
mechanism involves the incorporation of
a free dye into double-stranded DNA as
it is synthesized (Fig. 3). SYBR Green I

Taq
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Fig. 3 Graphical representation of
SYBR Green I in fluorescent signal
generation during a PCR. Free dye has
very low fluorescence and will not bind
to single-stranded, denatured DNA.
During primer annealing, a
double-stranded structure is formed and
SYBR green dye begins to bind and emit
a fluorescent signal. During primer
extension by Taq DNA polymerase, the
number of SYBR green dye molecules
bound per double-stranded molecule
and the fluorescent signal increases
proportionally. The process is repeated
in each cycle with increasing total
fluorescence (see color plate p. xxxiv).
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has a very low fluorescent signal when in
solution as a free dye and a low affinity
for single-stranded nucleic acids at the
concentration used for real-time PCR. The
latter characteristic is important, as a high
affinity for single-stranded DNA would be
inhibitory to the progression of the PCR.
Following the synthesis of double-stranded
DNA, the dye binds to the minor groove
and a dramatic increase in fluorescent
signal can be detected. Initially, dyes such
as ethidium bromide were used for this
purpose. However, ethidium bromide has
a relatively high signal as free dye, has a
higher affinity for single-stranded DNA,
and the increase in fluorescence over
background following binding is fivefold
lower than SYBR Green I. The positive
aspects of using a dye-based real-time
assay are as follows: (1) SYBR Green I
is a relatively low cost signaling molecule;
(2) only one dye is required for all assays;
and (3) assay design is limited to two
simple primers. The negative aspects of
a dye-based assay are as follows: (1) lower
specificity as all double-stranded DNA
molecules made during the PCR will make
a signal; (2) setting up a new assay requires
running the initial products on a real-time
instrument as well as a DNA acrylamide
gel to check for nonspecific amplification
products and primer dimers that can add
a false signal, in the case of the former,
and increased assay background noise
from the latter; and (3) the use of a more
expensive hot-start Taq is a must to reduce
inappropriate priming events that can
occur at sites with similar complementary
sequences during the initial PCR cycle.

Primer-based signaling assays – As the
title implies, the signal is generated
by a reporter dye on one of the two
primers required for the PCR. There are
many imaginative reporter–dye primer
combinations available that can be used in

real-time PCR. Only two will be presented
here. These two assay types represent the
extremes in the level of complexity found
in primer-based signally systems.

1. LUX primers (light upon extension)
have a 4 to 6 base extension on the
5′ end of the primer complementary
to the internal sequence of the primer
that is complementary to the target
sequence. A single reporter dye is cova-
lently linked to an internal base near the
3′ end of the primer. The 5′ extended se-
quence forms a hairpin loop and stem
structure within the primer sequence
(Fig. 4). When the reporter dye is in
close proximity to the double-stranded
stem, particularly to guanidines, the sig-
nal is quenched without the need for
another dye. Guaninidine residues are
able to act as quenchers, similar to but
not as efficient as an appropriate FRET
dye pair. When the primer becomes
incorporated into a PCR product, the
stem structure is broken and this re-
lieves the quenching of the fluorescent
signal. The maximum increase in sig-
nal is about 10-fold over background.
The advantages of this system are as fol-
lows: (1) relatively low cost, only a single
dye is required on one of the primers;
(2) relatively simple assay design; and
(3) can use multiple, assay-specific re-
porter dyes. The disadvantages are as
follows: (1) an acrylamide gel is neces-
sary to determine assay specificity; (2) a
hot-start Taq is necessary for optimal
primer assay fidelity; and (3) it has the
lowest signal to background fluorescent
signal of any assay.

2. Scorpion primers are named after their
mode of binding during the signaling
phase and represent the most complex
primer-based signaling system. Their
advantage is that they have the highest
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Hairpin primer

Single-stranded primer

Extended primer (dsDNA)

Fig. 4 Structure and mode of action of a LUX
primer (light upon extension). LUX primers are
inherently quenched because of a designed,
short self-complementary sequence added to the
5′ end of the primer. The fluorescent moiety on
the 3′ end of the primer is quenched in this

confirmation. Following the melting and
subsequent annealing phase, the primer binds to
complementary sequence on the template and
becomes incorporated into the new strand,
leading to a significant increase in fluorescence.

template specificity of any primer-based
assay. Two variations of the scorpion
primer assay have been described, one
based on a stem and loop and a newer
one based on a linear duplex. Both
result in efficient quenching of the re-
porter signal. The loop version is shown
in Fig. 5 and will be described here,
but they both have identical fluorescent
reporter mechanisms. The basic com-
ponents of scorpion primers are (1) the
actual primer sequence; (2) a PCR
stopper moiety to prevent PCR read
through; (3) a probe-specific sequence;
and (4) a fluorescence detection system
comprised of reporter and quencher
dyes. The primer structure begins with
a standard complementary sequence
for the transcript of interest on the
3′ end. Upstream from the primer se-
quence is the PCR stopper that prevents
the upstream sequence from becoming
double stranded followed by an inter-
nal DABSYL quencher dye. Next comes
a stretch of oligonucleotides that can
anneal to a complementary internal se-
quence in the PCR product, followed by

5 to 6 bases of complementary sequence
to an internal region just upstream
of the DABSYL dye that can form a
stem structure bringing the reporter
dye at the 5′ end into close proxim-
ity to the DABSYL quencher (Fig. 5).
The reporter signal is quenched by
FRET between the two dyes at the
annealing temperature. Detection be-
gins when the 3′ end of the scorpion
primer binds to a complementary re-
gion of the single-stranded template
and is extended during the extension
phase. In the next PCR cycle, the result-
ing DNA duplex and internal stem of
the scorpion primer are melted, result-
ing in a single-stranded molecule with
the scorpion reporter incorporated. At
the annealing temperature, the inter-
nal loop portion of the scorpion primer
complementary to a stretch of sequence
within the newly synthesized strand
can now anneal to the newly made
template sequence. The reporter dye is
no longer quenched by FRET because
the reporter dye is physically distant
from the DABSYL and reporter signal
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Fig. 5 The complex structure and mechanics of fluorescent signal
generation by a scorpion primer. (1) dsDNA template and complete
scorpion primer with a FRET quenched reporter dye; (2) melting of
template and primer structure transiently releasing FRET quench of
reporter dye; (3) template-complementary region of the 3′ end of
the primer anneals to ssDNA template; (4) primer extension by Taq
DNA polymerase; (5) second melting step making the newly made
DNA single stranded; (6) internal complementary sequence of the
scorpion primer anneals to an internal region of the newly made
template releasing the reporter dye to generate a signal.

is detected. The scorpion primer is the
only primer-based assay system that has
a comparable template specificity to a
probe-based assay. It is also the most
complex and costly to make.

Probe-based signaling assays – Probe-
based assays introduce one or two new
oligonucleotides whose sole purpose is to
provide the fluorescent signal for the assay.
These extra, fluorescently labeled oligonu-
cleotides anneal to a region in the amplicon
sequence that lies between, and does not
overlap, the two primers. The primers are
still the driving force for amplification and
they determine the efficiency and sen-
sitivity of the assay. However, with the

introduction of the intervening oligonu-
cleotide probe, the primers are no longer
the sole determinants of assay specificity.
As in primer-based assays, the amplified
sequence is determined by the primers
alone. However, unlike primer-based as-
says, fluorescent signal will be realized
solely from those amplicons that also have
a complementary sequence for the fluores-
cently labeled probe.

There are three different probe designs
in common use and each relies on FRET
to either quench or induce the reporter
signal. All three of these assay formats have
increased specificity over SYBR Green I
or simple primer-based systems. This is
because both primers and the probe have
to anneal to the correct target sequence
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and work together as a unit for signaling
to occur.

1. Taqman assays are the original chem-
istry for real-time PCR first commer-
cialized by Applied Biosystems in 1996
(Fig. 6). The probe consists of a dual-
labeled oligonucleotide with a reporter
dye on the 5′ end and a strong quencher
dye such as a BHQ, on the 3′ end. The
probe is designed with a higher Tm than
the two primers, usually 8 to 10 ◦C, to
ensure it will bind to the template be-
fore the primers as the temperature is
lowered from the melting to the an-
nealing setting. When free in solution
during the annealing step, the probe is
quenched. However, when the probe is

able to anneal to a single-stranded com-
plementary region that lies just 3′ to one
of the primer binding sites, it is partially
dequenched because the reporter and
quencher dyes are separated and FRET
is much reduced. It is critical that the
probe bind to every available template
prior to the initiation of primer exten-
sion to ensure that they all are detected.
As Taq DNA polymerase synthesizes a
new strand, it displaces and cleaves the
probe molecule utilizing an inherent 5′-
exonuclease activity within the enzyme
that is separate from the polymerase
activity. For the most part, only DNA
polymerases from Thermus sp. (such
as Taq from T. aquaticus) have this 5′
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Fig. 6 Graphic showing fluorescent signal generation by a
Taqman probe. When free in solution, the reporter fluorescent dye
is quenched by FRET. Owing to a higher Tm, the probe anneals to a
complementary template sequence before the primer on the same
strand. During primer extension by Taq DNA polymerase, the probe
is displaced and degraded by a nuclease present in Taq DNA
polymerase. Release of the reporter dye from the quencher dye
allows the full signal to be realized.
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nucleotidase activity. Following probe
cleavage, the reporter dye is now free in
solution and permanently dequenched
after being physically removed from the
quencher dye. The Taqman name stems
from this cleavage step, from the com-
puter game Pac Man.

2. Molecular beacons are similar to
Taqman probes in that they are dual-
labeled oligonucleotides having a re-
porter dye and a DABSYL quencher.
Once again, the Tm value of the probe is
higher than the two primers to ensure
probe binding prior to primer exten-
sion. The difference in probe struc-
ture, compared to Taqman probes,
is the addition of 4 to 6 extra self-
complementary bases on both ends of
the probe sequence that do not anneal
to the target sequence (Fig. 7). At the
annealing temperature of the PCR cy-
cle, this forces the two dyes to come into
close proximity with one another when

a short stem is formed between the
two short complementary sequences,
maximizing the quenching of the re-
porter by the quencher dye via FRET
when the probe is free in solution. A
fluorescent reporter dye signal is gen-
erated following the annealing of the
probe to a complementary sequence on
the template strand. The annealing of
the molecular beacon to an interven-
ing sequence between the two primers
physically separates the reporter dye
from the quencher dye and FRET is
no longer possible. Unlike a Taqman

probe, however, molecular beacons do
not depend on cleavage by the DNA
polymerase to generate a signal. The
probe is simply displaced during new
strand synthesis. Displacement is facil-
itated by keeping the Tm differences be-
tween the probe and the two primers at a
lower temperature, such as 5 ◦C instead
of 10 ◦C for Taqman probes. Overall,

Fig. 7 Mechanism of signal generation
for a molecular beacon probe. Designed
complementary sequences at the 5′ and
3′ ends bring the reporter and quencher
dyes in close proximity leading to much
reduced reporter signal via FRET.
Following template and beacon melting
and annealing, full reporter signal is
realized owing to loss of FRET. Unlike
Taqman probes, molecular beacons
are not degraded and produce a signal
only when annealed to the template.

hn

hn

+



498 Real-Time Quantitative PCR: Theory and Practice

when compared with Taqman probes,
molecular beacons have a higher signal
to noise ratio due to optimal FRET be-
tween the reporter and quencher dyes.
They have also been reported to work
better on high G/C templates and show
greater sensitivity to single-base mis-
matches, which makes them ideal for
SNP (single nucleotide polymorphism)
detection studies. However, they can
be more challenging to design than
Taqman probes.

3. Hybridization probes are used primar-
ily in conjunction with the Roche Light-
cycler real-time detector, although they
could be used on any real-time machine
that can detect the reporter signal. For
this assay system, two oligonucleotides,
both with equal and higher Tm values

than the primers, are made that again
anneal to complementary sequences be-
tween the two PCR primers (Fig. 8).
One is labeled with a donor dye on the
3′ end and the other has a signaling
acceptor dye on the 5′ end. Unlike the
Taqman and molecular beacon probes
that utilize FRET to quench the reporter
signal, hybridization probes use the flu-
orescent signal induced by FRET as the
reporter signal. The fluorescent signal
is made when the two probes anneal to
a complementary single-stranded DNA
template. The excitation light stimu-
lates the acceptor dye (green) and that
emission energy is transferred to the
acceptor dye (red) by FRET. The light
emitted by the acceptor dye is mon-
itored and recorded by the real-time

+
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Fig. 8 Graphical representation showing the mechanism of action
for a hybridization probe. Two oligo probes bearing a single dye
each, one with a fluoroscein dye at the 3′ end and the other with a
rhodamine dye at the 5′ end. When the two oligos anneal to a
complementary template, the fluoroscein dye is excited by the light
source in the instrument and transfers its energy to the rhodamine
dye via FRET. FRET can only occur when the two dyes are in close
proximity. The instrument is set to detect the rhodamine signal. The
signal from the fluorescein dye is not monitored.
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instrument as a positive signal. While
free in solution, no signal is gener-
ated by the two probe molecules at
the correct wavelength as the accep-
tor dye emission wavelength is not
monitored and the reporter dye will
not absorb the wavelength of the light
source. As with molecular beacons,
the probe molecules do not have to
be cleaved. The advantage of this sys-
tem is a low background. Similar to
the two probe-based assays described
above, this probe-based system is highly
template specific. However, designing
two tandem oligonucleotide probes that
anneal between a pair of primers that
will work with high efficiency can be
even more challenging than the other
two probe systems.

3
RNA and DNA Isolation for Real-time PCR

The key factor for isolating good DNA or
RNA is how the sample is treated prior to
nucleic acid isolation. If the sample is not
treated properly and the macromolecules
are degraded in situ, no amount of care
during the nucleic acid isolation phase can
rescue the sample. For animal, plant, or
microbial sources, it is imperative that they
are properly treated following harvest by
either initiating isolation of nucleic acids
immediately or processing the sample for
storage that will preserve the RNA and/or
DNA in situ. Quick-freezing of the sample
in LN2 followed by storage at −80 ◦C
works well to stabilize the nucleic acids in
most samples. A relatively new option for
sample storage from Ambion, RNALater,
can be used to store samples for short
times at room temperature or −20 ◦C for
extended periods of time.

Following sample collection, the next
most important thing in the isolation
process is to make sure the tissues or
cells are disrupted rapidly in the isolation
medium. For this purpose, a rotor-stator
homogenizer or a bead-beater works very
well for most samples.

3.1
Isolation of DNA

Procedures for the isolation of DNA from
animal tissue or cells involve incubat-
ing the homogenate in buffers containing
EDTA, SDS, and proteinase K at elevated
temperatures (50◦ –60 ◦C). This will de-
stroy any remaining cellular structure and
contaminating proteins while preserving
the DNA. Ribonucleases A and T1 are
added to degrade the RNA. The digest
is then extracted with phenol, phenol-
chloroform, and chloroform followed by
ethanol precipitation of the DNA. Isolation
of DNA from some eukaryotic microbes
and most plants is more involved as they
have carbohydrates that copurify with the
DNA. For these samples, an extra purifi-
cation step utilizing CTAB (cetyltrimethy-
lammonium bromide) will free the DNA
from the contaminants. It is not necessary
to worry about shearing the DNA during
isolation, as the amplified region for real-
time PCR is quite small, in the range of
75 to 250 bases. A final purification over
a silicon-based column will result in DNA
of high purity suitable for PCR.

3.2
Isolation of RNA

The isolation of RNA can be more prob-
lematic than DNA primarily because RNA
is much more susceptible to degradation
prior to and during isolation. The primary
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reason for measuring transcripts by quan-
titative real-time RT-PCR is to compare
mRNA levels between control and ex-
perimental samples. To ensure transcript
levels that reflect the original status of the
source, it is important to stop any further
changes in the RNA population as rapidly
as possible after harvesting the sample.
The best method for RNA isolation can
depend on the origin of the sample. In
general, a combination of thorough ho-
mogenization in a guanidinium/phenol-
based buffer followed by purification on
any of the commercially available silicon-
based columns results in excellent yields
and the highest quality RNA for real-time
PCR. This approach will work for the
vast majority of samples from microbes
to mammalian tissue. As with DNA isola-
tion, those sources that present problems
for DNA isolation will present the same
problems for RNA isolation. Methods are
available in the literature for those particu-
lar tissues or organisms. One exception is
isolating RNA from fixed and embedded
tissue. We have found that a detergent-
based isolation medium followed by pro-
teinase K digestion of deparafinized tissue
have proven to work best with limited
amounts of starting material where extrac-
tions by organic solvents are not practical
for maximal yields.

Two excellent sources describing multi-
ple methods for the extraction of nucleic
acids are ‘‘Molecular Cloning’’ and ‘‘Cur-
rent Protocols in Molecular Biology.’’

4
Standards Used for Real-time Quantitative
PCR

The term ‘‘standard,’’ when used in
the context of real-time PCR, means
any nucleic acid template that bears

the amplicon sequence of the gene or
transcript being interrogated. Standards
are used to quantify the gene or transcript
levels in unknown samples. This is
usually accomplished by making a dilution
series, 10-fold decrements are common,
over a 5 to 6 log range of standard
concentration. By assaying the dilution
series of a standard along with samples
of unknown target levels, it is possible
to determine the level of the target
sequence in the unknown samples relative
to the standards.

The term ‘‘absolute’’ has been used
in conjunction with real-time quantita-
tive PCR. This is a misnomer as no set
of universally used standard assays with
independently measured and verified stan-
dards are currently available. The ideal
situation would be a single, quantified
standard from a central agency such as
NIST (National Institute of Standards and
Technology, USA) for every nucleic acid
target used in a real-time PCR assay. How-
ever, it is currently not possible to measure
the number of molecules in any standard
preparation that will be functional in the
PCR, other than by real-time PCR itself.
In the absence of this ideal situation, the
best that can be achieved is a measure-
ment of target molecules in any sample
relative to the nucleic acid standard be-
ing used. Standards currently in use are
quantified on the basis of their total nu-
cleic acid concentration using absorbance
at A260 or fluorescent dye–binding assays
such as picogreen, ribogreen, or oligreen
from Molecular Probes/Invitrogen.

4.1
RNA Standards

Unquestionably, the best standard to use
for quantitative real-time RT-PCR would
be an RNA molecule bearing the target
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region of the transcript being measured.
This is because both the standard and the
sample RNA target have to be converted
into cDNA by reverse transcriptase as well
as amplified by Taq DNA polymerase.
Thus, the efficiency of both synthetic
processes will be similar in both reactions
for the RNA standard and RNA target
sequences in the unknowns.

The simplest way to make an RNA
standard is to dilute a concentrated,
total RNA preparation. The problem with
using total RNA to make a standard
dilution curve is the highly variable
amount of different transcripts in any
RNA population. Thus, the number of
dilution points detected will be variable
for any given assay. Although it would
be impractical to quantify unknown RNA
samples using dilutions of a total RNA
preparation, it does allow a measure
of PCR efficiency (from the slope) and
a determination of the relative low-end
sensitivity of the assay.

The in vitro production of RNA of the size
of an entire RNA molecule (some mRNAs
are over 15 Kb in length) is not practical.
However, it is possible to synthesize full-
length RNA molecules in vitro that are
<500 bases in length, in large quantities.
To do so requires a double-stranded DNA
template bearing the sequence that will
be amplified during the PCR. The DNA
template can then be cloned such that
it is physically placed 3′ of a bacterial
viral promoter sequence, usually T7 RNA
polymerase. Alternatively, the T7 promoter
can be added to the DNA target using a
forward PCR primer with the promoter
site added to the 5′ end of the primer. In
either case, large quantities of RNA can be
made per engineered DNA template. This
is because RNA polymerases can use the
same DNA template multiple times during
a synthesis reaction. The full-length RNA

is then separated and isolated from any
shorter molecules in the total synthesis
product utilizing an acrylamide gel. RNA
standards are very stable over many years
if stored at −80 ◦C and treated with care
to avoid ribonuclease contamination. RNA
standards can be quantified using an A260

measurement or, more specifically, by
using the ribogreen fluorescent assay from
Molecular Probes/Invitrogen.

The easiest RNA standard would be
one that was synthesized de novo in the
laboratory or by a company. The cost
of RNA oligonucleotide synthesis has
dropped dramatically in the last few years,
mostly due to the increasing use of RNAi
in research clinical applications. However,
synthetic RNAs, the length of even the
shortest assay amplicons (60–70 bases),
are still very expensive compared to their
DNA counterparts.

4.2
DNA Standards

From a practical point of view, DNA stan-
dards are much easier to use (no reverse
transcriptase step required) and can be
made in multiple ways inexpensively. The
simplest DNA standard is the purified PCR
product from one or more RT-PCR or PCR
reactions. Once it has been determined
that there is a single amplification prod-
uct by polyacrylamide gel electrophoresis
and excess primers and other reaction
components have been removed, the PCR
product can be quantified by A260 or using
the picogreen fluorescent assay (Molec-
ular Probes/Invitrogen). This method is
easy, inexpensive, and a quick way to
make a standard curve over a broad tem-
plate concentration to test the efficiency
and low-end sensitivity of a new real-time
PCR assay.
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Another approach to making a DNA
standard is to clone an amplified double-
stranded DNA product made from cDNA
or a DNA template into a plasmid.
Once a recombinant bacterial clone is
established, a permanent resource for
that DNA template is available. Making
the DNA standard is as simple as a
plasmid preparation and quantification of
the purified DNA by A260 or picogreen
assay.

As a standard for DNA samples, both of
these methods are excellent. As standards
for RT-PCR, however, both DNA stan-
dard types have two drawbacks: (1) DNA
standards are not linked to the reverse
transcription reaction and (2) cDNA is sin-
gle stranded and DNA is double stranded,
which means that when a single-stranded
cDNA is being made into a double-
stranded molecule during PCR cycle 1,

a double-stranded standard is already
being amplified. This must be kept in
mind when using dsDNA standards to
quantify RNA samples. A more detailed
discussion of how standard curves are
used to quantify samples is given in
Sect. 6.2.

The easiest way to make a DNA
standard that is also single stranded
is to simply synthesize it yourself or
have it made by a company on a DNA
synthesizer. For this strategy to work,
however, the assay amplicon has to be
no longer than 100 bases, preferably less
than 80. The ability of modern DNA
synthesizers to make long oligonucleotides
with high fidelity is quite good. However,
there can be a subset of molecules in
the oligonucleotide synthesis that are
not completely deprotected (still have a
blocking group attached), that have a
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Fig. 9 A comparison made using an in vitro
transcribed RNA standard to a synthetically
manufactured oligo DNA standard for the
human estrogen receptor α-(ERα) assay. Both

standards were run on the same 96-well plate
with identical two-step chemistry. RNA and DNA
standards can work identically under the same
assay conditions.
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missing or inappropriate base in one or
more positions and thus cannot serve
as a fully functional template in the
polymerase chain reaction. Yields of full-
length molecules, following isolation on
a polyacrylamide gel, are such that one
synthesis will easily last the lifetime of the
investigator running the assay.

The real question is, do DNA oligo stan-
dards yield equivalent results compared
to RNA standards? Our experience has
been that they do make comparable stan-
dards. One example is the comparison of
standard curves generated from a single-
stranded DNA oligonucleotide versus an
in vitro transcribed RNA for the human es-
trogen receptor α-transcript (Fig. 9). The
slopes and values for the two standards
are nearly identical, showing that the RNA
has been converted to cDNA and both tem-
plates amplified equally over a 6-log range
of template concentrations. One caveat is
that assays with amplicons over 100 bases
have been difficult to test in the same
way because of problems in synthesiz-
ing longer oligonucleotides. Nonetheless,
in multiple assays, single-stranded DNA
oligonucleotides under 100 bases have
been shown to work just as well as their
RNA counterparts. This means that for
the relatively short amplicons used in real-
time PCR assays, the RT efficiency has to
be near 100% when assay-specific primers
are used.

5
Real-time PCR Assay Design

The hallmarks of real-time PCR are the
specificity, sensitivity, and efficiency of
the assays. An assay is specific if it can
be demonstrated that the detected target
sequence is the only one being measured
in the real-time PCR. Sensitivity is the

lowest detectable amount of template that
still maintains a linear relationship in
a dilution series of standard template.
A detectable signal for an assay that
no longer falls on the standard curve
is not usable for quantification and is
below the sensitivity of the assay. The
efficiency of an assay is 100% when every
molecule in the reaction is exactly doubled.
The primary factor that determines if an
assay will have high levels of these three
characteristics is determined by how well
it is designed.

5.1
Available Software

Many multifaceted molecular biology soft-
ware programs available today, such as
MacVector, Vector NTI, Oligo, and others,
have subroutines for designing compati-
ble primer pairs for primer-based real-time
PCR. Designing assays with an intervening
oligonucleotide probe, however, requires a
different software algorithm. In all soft-
ware programs, primers are selected on
the basis of criteria set by the investiga-
tor, the target specified, and with the goal
that the oligonucleotide components not
interact with one another during the PCR.
Such interactions can lead to the forma-
tion of primer dimers during the PCR that
increase the baseline fluorescent signal,
called noise, of the assay. When design-
ing a probe-based assay, the intervening
probe sequence has to be taken into ac-
count as well. Only a few programs on
the market are designed to find primer
pairs and a compatible probe together as
an assay set.

Table 2 lists the most prevalently used
of the available commercial software and
those that can be accessed and used over
the Web.
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Tab. 2 Real-time PCR assay design software.

Primer-based assaysa

Commercial software Company Web site
MacVector or DS Gene Accelrys http://www.accelrys.com/
Vector NTI InforMax/Invitrogen http://www.invitrogen.com/
Oligo Mol. Biol. Insights http://www.oligo.net/
DNAStar DNASTAR, Inc. www.dnastar.com

Probe-based Assays
Commercial Software Company Web site
Primer Express ABI http://www.appliedbiosystems.com/
Beacon Designer Premier Biosoft http://www.premierbiosoft.com/
Lightcycler Software Roche http://www.roche-applied-science.com/

Webware Company Web site
Primer3 MIT
LUX Designer Invitrogen
PrimeQuest IDT http://scitools.idtdna.com/Primerquest/

aNot intended to be an all inclusive list.

5.2
Basic Rules for Real-time Assay
Development

Guidelines for designing primer- or probe-
based assays are outlined in Table 3.
By following these guidelines, we have
designed assays that have worked well
experimentally for many hundreds of
transcripts, including viral, prokaryotic,
and eukaryotic gene sequences. What
has been proven empirically is that the
efficiency of an assay is determined solely
by how well the primers work as a pair. The
probe, if present, is a signaling molecule
and adds greatly to assay specificity.

SYBR Green I dye-based and simple
fluorescent-labeled primer assays follow
the same rules of assay design as for non-
fluorescent PCR reactions. Primer concen-
trations should be kept relatively low, 50 to
100 nM, to discourage nonspecific prim-
ing. In contrast, when using probe-based
assays and Taqman assays, in particular,
higher primer concentrations are required
for optimal performance, 300 to 400 nM.

It is best to keep the Tm (melting tem-
perature) of both primers the same. This
simplifies assay quality control (QC) as
changes in annealing temperature will af-
fect the annealing of both primers equally.
One way to avoid nonspecific binding is by
raising the annealing temperature slightly
during the PCR. Conversely, when little to
no PCR product is formed, lowering the
temperature may lead to increased primer
binding to the template. Keeping the per-
cent G/C content similar for both primers
has also been found to be best for op-
timal assay performance. Pairing a short
primer with a high G/C content and a long
primer with low G/C content will not re-
sult in as efficient an assay as when the
%G/C content is more balanced. Primers
work best if they have 2 to 3 G- or C-
residues in the last five bases of the primer
sequence at the 3′ end. The binding speci-
ficity of PCR primers resides in the last
5 to 6 bases at their 3′ end; the rest of
the primer sequence determines the an-
nealing temperature. Many investigators
insist on putting a G or C residue on



Real-Time Quantitative PCR: Theory and Practice 505

Ta
b.

3
R

ul
es

fo
r

th
e

de
si

gn
of

re
al

-t
im

e
PC

R
as

sa
ys

.

R
ul

es
fo

rp
rim

er
de

si
gn

To
pi

c
R

ul
e

C
om

m
en

t
Pr

im
er

co
nc

en
tr

at
io

ns
Se

tp
ri

m
er

co
nc

en
tr

at
io

ns
to

50
–

10
0

nM
fo

r
SY

B
R

gr
ee

n
an

d
si

m
pl

e
flu

or
es

ce
nt

pr
im

er
–

ba
se

d
as

sa
ys

;3
00

–
40

0
nM

fo
r

Ta
qm

an
pr

ob
e–

ba
se

d
as

sa
ys

Fo
r

SY
B

R
gr

ee
n

as
sa

ys
,a

lo
w

pr
im

er
co

nc
en

tr
at

io
n

w
ill

di
sc

ou
ra

ge
pr

im
er

di
m

er
s

an
d

fa
ls

e
pr

im
in

g;
flu

or
es

ce
nt

ly
la

be
le

d
pr

im
er

s
m

ay
re

qu
ir

e
hi

gh
er

co
nc

en
tr

at
io

ns
de

pe
nd

in
g

on
si

gn
al

st
re

ng
th

Pr
im

er
T m

Th
e

pr
im

er
T m

va
lu

es
sh

ou
ld

be
eq

ua
l

G
oo

d
fo

r
as

sa
y

op
tim

iz
at

io
n;

ra
is

in
g

or
lo

w
er

in
g

th
e

an
ne

al
in

g
te

m
pe

ra
tu

re
w

ill
ha

ve
an

eq
ua

le
ffe

ct
on

bo
th

pr
im

er
s

Pr
im

er
%

G
/C

%
G

/C
of

a
pr

im
er

pa
ir

sh
ou

ld
be

w
ith

in
25

%
of

on
e

an
ot

he
r

Pr
im

er
s

w
ith

ve
ry

di
sp

ar
at

e
%

G
/C

va
lu

es
w

or
k

sa
tis

fa
ct

or
ily

bu
t

ke
ep

in
g

th
e

%
G

/C
cl

os
e,

an
d

th
us

pr
im

er
le

ng
th

s,
w

or
ks

be
st

em
pi

ri
ca

lly
Pr

im
er

st
ru

ct
ur

e
Pr

im
er

s
w

or
k

be
st

w
ith

2
–

3
G

/C
s

in
th

e
la

st
5

ba
se

s
To

o
m

an
y

G
s

or
C

s
in

th
e

la
st

5
ba

se
s

w
ill

ca
us

e
fa

ls
e

pr
im

in
g

an
d

lo
w

ef
fic

ie
nc

ie
s;

to
o

fe
w

w
ill

no
tp

ri
m

e
w

el
l

3′
C

la
m

p
G

/C
cl

am
p

on
3′

en
d

w
or

ks
w

el
lb

ut
is

no
t

ne
ce

ss
ar

y
Pr

im
er

s
w

ith
3′

G
-o

r
C

-r
es

id
ue

s
w

or
k

w
el

lb
ut

pr
im

er
s

th
at

en
d

in
an

A
or

T
ca

n
w

or
k

eq
ua

lly
w

el
l;

2
or

m
or

e
3′

-T
s

do
no

tw
or

k
w

el
l

G
re

si
du

es
N

o
m

or
e

th
an

3
G

s
in

a
ro

w
fo

r
pr

im
er

s
or

pr
ob

es
;c

au
se

s
a

be
nd

in
th

e
ol

ig
o

st
ru

ct
ur

e
M

ul
tip

le
G

-r
es

id
ue

s
ca

us
e

th
e

D
N

A
st

ru
ct

ur
e

to
be

nd
w

hi
ch

is
no

t
co

nd
uc

iv
e

to
go

od
bi

nd
in

g
fo

r
a

sh
or

to
lig

o,
no

ts
uc

h
an

is
su

e
fo

r
a

lo
ng

D
N

A
or

R
N

A
te

m
pl

at
e

A
m

pl
ic

on
T m

In
cr

ea
se

T m
of

th
e

am
pl

ic
on

fr
om

85
to

95
◦ C

fo
r

hi
gh

G
/C

re
gi

on
s

or
or

ga
ni

sm
s

O
ft

en
,s

of
tw

ar
e

w
ill

se
t

th
e

op
tim

al
am

pl
ic

on
T m

at
85

◦ C
bu

th
ig

he
r

G
/C

se
qu

en
ce

s
w

ill
re

qu
ir

e
a

hi
gh

er
se

tt
in

g

R
ul

es
fo

rp
ro

be
de

si
gn

To
pi

c
R

ul
e

C
om

m
en

t
5′ -G

re
si

du
e

R
ep

or
te

r
dy

e
sh

ou
ld

no
tb

e
lin

ke
d

to
a

G
-r

es
id

ue
G

ua
ni

ne
w

ill
ac

ta
s

a
FR

ET
pa

ir
w

ith
m

an
y

flu
or

es
ce

in
dy

es
an

d
qu

en
ch

th
e

si
gn

al
(e

.g
.F

A
M

,T
ET

,V
IC

,e
tc

.)
Pr

ob
e

T m
Pr

ob
es

sh
ou

ld
ha

ve
an

8
–

10
◦ C

hi
gh

er
T m

th
an

th
e

pr
im

er
s

Pr
ob

e
T m

sh
ou

ld
be

8
–

10
◦ C

ab
ov

e
th

e
pr

im
er

T m
to

en
su

re
th

ey
ca

n
bi

nd
be

fo
re

th
e

pr
im

er
s

an
d

ge
ne

ra
te

a
si

gn
al

by
pr

ob
e

cl
ea

va
ge

or
un

fo
ld

in
g

Pr
ob

e
le

ng
th

Ta
qm

an
pr

ob
es

sh
ou

ld
no

t
be

ov
er

30
ba

se
s

or
w

ill
no

t
qu

en
ch

pr
op

er
ly

Em
pi

ri
ca

le
xp

er
im

en
ts

ha
ve

sh
ow

n
th

at
cl

ea
va

ge
pr

ob
es

ov
er

30
ba

se
s

in
le

ng
th

do
no

tq
ue

nc
h

w
el

la
nd

th
us

gi
ve

a
po

or
si

gn
al

to
no

is
e

ra
tio

.H
ig

h
A

/T
ri

ch
se

qu
en

ce
s

le
ad

to
lo

ng
pr

ob
es

,l
ow

er
in

g
th

e
T m

to
55

or
50

◦ C
al

lo
w

s
re

as
on

ab
le

pr
ob

e
le

ng
th

w
ith

st
an

da
rd

re
ag

en
ts

,a
ss

ay
w

ill
st

ill
w

or
k

at
55

◦
or

60
◦ C

M
or

e
C

s
th

an
G

s
Pr

ob
es

sh
ou

ld
ha

ve
m

or
e

C
s

th
an

G
s,

pa
rt

ic
ul

ar
ly

if
th

er
e

is
a

la
rg

e
im

ba
la

nc
e

be
tw

ee
n

th
e

tw
o

M
ul

tip
le

G
-r

es
id

ue
s

ca
us

e
th

e
D

N
A

st
ru

ct
ur

e
to

be
nd

w
hi

ch
is

no
t

co
nd

uc
iv

e
to

bi
nd

in
g

in
a

sh
or

to
lig

on
uc

le
ot

id
e

pr
ob

es
th

at
ha

ve
m

an
y

m
or

e
G

-t
ha

n
C

-r
es

id
ue

s
sh

ou
ld

be
m

ad
e

fr
om

th
e

co
m

pl
em

en
ta

ry
se

qu
en

ce



506 Real-Time Quantitative PCR: Theory and Practice

the 3′ end of the primer. This is called
‘‘clamping’’ the primer. Although primers
work well when ‘‘clamped,’’ it is not an
absolute requirement for maximal PCR ef-
ficiency. Long homogeneous runs of any
base should be avoided, but, in particular,
G-residues. Tandem runs of G-residues
over three bases in length tend to cause a
bend in the oligonucleotide structure and
this deviation from linear structure will
impair the ability of the primer (or probe)
to anneal properly.

There are rules for the design of flu-
orescently labeled probes as well. Probes
labeled on the 5′ end with a fluorescein
dye (e.g. 6-FAM, TET, VIC, etc.) should
not begin with a G-residue. Guanine has
the ability to effectively diminish the fluo-
rescein signal, as mentioned previously for
LUX primers. It is important that probes
have a 5 to 10 ◦C higher Tm than the
primers to ensure they bind to the template
prior to the primers. This is particularly im-
portant for Taqman probes that require
cleavage of the probe for signal produc-
tion. Similarly, Taqman probes should
be no longer than 30 bases. Probes longer
than 30 bases will not quench well prior
to cleavage because of poor FRET between
the reporter and quencher dyes and gen-
erate little increase in fluorescent signal
following cleavage compared to shorter,
more efficiently quenched probes. When
making assays for organisms with a low
G/C content (lower than 40%), keeping the
probe shorter than 30 bases can be prob-
lematic. An easy solution to this problem
is simply to lower the optimal Tm set-
ting during assay design. Taqman assays
work very well utilizing 50◦ or 55 ◦C an-
nealing temperatures instead of the more
common 60 ◦C. Probe length is not an
issue for molecular beacons because of
the forced close proximity of the reporter
and quencher dyes in the probe design, or

dual probe assays designed for the Light-
cycler, where again the fluorescent signal
comes from the close proximity of the dyes
following binding. In general, probes work
better if they have more C- than G-residues,
particularly if there is a large imbalance be-
tween the two bases. This is a general rule
applicable to all oligonucleotides used in
real-time PCR.

5.3
Key Factors in Assay Development

The most important part of assay design
is selecting the correct sequence before
you begin. It is critical to have confidence
in the accuracy and specificity of the se-
quence being investigated. There are two
key issues, first to know that the sequence
in question is accurate and second that
the assay will be specific for the intended
target. Mismatches between the actual se-
quence and those in the primers or probe
can have a negative effect on assay perfor-
mance. Genes or transcripts with regions
of highly conserved sequence among fam-
ily members can be problematic. Splice
variants, and pseudogenes are some of
the main issues to keep in mind when
selecting a particular region within the se-
quence for assay design. For sequenced
genomes with information available in
public databases, accuracy usually can be
determined in silico. However, for other
organisms, it is important that the target
sequence be validated prior to assay de-
sign. In this case, it may be necessary to
sequence the final PCR product during as-
say development to ensure the intended
target is being amplified.

When possible, it can be very useful to
download sequences from other species
for the same transcript or gene. When
a human assay is the goal, for exam-
ple, retrieving the human, mouse, and rat
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or other mammalian sequences can yield
helpful and sometimes unexpected infor-
mation. An alignment of all species will
sometimes illuminate conserved regions
that may be useful in making a multi-
species assay or point out a region to be
avoided if a transgenic mouse with a hu-
man gene is the target. Multiple species
alignments also may point out splice vari-
ants present in the rat or mouse sequence
in this example, not known in the human
transcript. In these instances, avoid exons
involved in any known splice variants. It
may be the same splice variant that exists
in the human as well, but has not yet been
observed and/or reported.

Another issue is making a transcript-
specific assay for one family member of a
multigene family when all members share
a large amount of sequence homology.
Again, alignments will allow you to
find unique places to place an assay.
As mentioned above, making mouse-
and human-specific assays for the same
transcript in a transgenic environment
can be a challenge. In this case, it is
critical there be no cross-detection of
the transcripts from the two species.
Should the sequence homology be highly
conserved throughout the coding region,
an assay can be placed in the 5′ or
3′ untranslated region (UTR). However,
these regions of the transcript can contain
a sequence that is not well balanced
among the four bases and, thus, not very
PCR friendly.

There are some philosophical issues to
be decided prior to designing a real-time
PCR assay. The first is whether to de-
sign assays across intron/exon junction
regions of a transcript. The primary rea-
son for spanning a junction region is to
avoid the detection of contaminating DNA
in the RNA preparation. The sequence

surrounding junctions is not always com-
patible with efficient real-time PCR assay
design. This is not a problem for primer-
based assay with larger amplicons (i.e., 250
bases), but can be a problem for probe-
based assays with shorter amplicons (i.e.,
65–80 bases). Regardless of assay type,
one thing to keep in mind is that there are
a lot of pseudogenes in the mammalian
genome. Pseudogenes are spliced versions
of transcripts that have been introduced
back into the DNA sequence, most likely
by retroviruses. One estimate is the human
genome contains 30 000 genes and 20 000
pseudogenes. Some genes have multiple
pseudogenes and others have none. The
problem is that it is impossible to pre-
dict which have them and which do not.
Therefore, crossing a junction does not
guarantee you will not detect contaminat-
ing DNA in your RNA sample. However, in
practice, it does reduce background from
DNA contamination for many transcripts.
Philosophically, it is more important to
have an efficient assay than to insist on
crossing a junction. However, for assays
that do not cross an intron/exon junction,
this means that all the RNA samples have
to be DNase I treated to ensure that any
contaminating DNA does not contribute
a significant signal. DNase I treatment
is very straightforward, has little deleteri-
ous effect on the RNA, and takes only a
short time. Three key factors to keep in
mind when DNase I treating RNA sam-
ples: (1) keep the DNase I concentration
low, a 1/10 dilution of the stock enzyme
using a volume of diluted enzyme depen-
dent on the RNA concentration; (2) DNase
I is a divalent cation-requiring enzyme, 1-
mM MgCl2 is sufficient for the reaction;
and (3) divalent cations and high heat will
degrade RNA, keep the DNase I heat killing
temperature and time low and brief; 75 ◦C
and 10 min are sufficient.
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Before an assay is put to use, it is
important that it be tested for three im-
portant criteria: specificity, efficiency, and
sensitivity. We call the empirical determi-
nation of these three assay characteristics,
quality control (QC). Quality control proce-
dures are slightly different for SYBR Green
I and primer-based assays, compared to
probe-based and scorpion primer assays.
Determining assay specificity for primer-
based assays involves running the first
real-time PCR products on a DNA acry-
lamide gel to look closely for extra-assay
bands and primer dimers. As mentioned
earlier, primer dimers will increase the
fluorescent background of the assay and
reduce the signal to noise ratio. The lat-
ter can have a deleterious effect on assay
sensitivity. A melt-curve should be run at
the end of these assays, as well, to make
sure the product produced makes a single,
sharp melt peak. This is also true for every
run done with primer-based assays. How-
ever, a word of caution with regard to the
DNA profiles generated during melt-curve
analysis. This method is a quick analysis of
the homogeneity of the PCR products gen-
erated in every well on the plate. However,
it is not a very sensitive assay. PCR prod-
ucts that are not that far apart in size will
merely make the melt peak slightly wider,
you will not get two distinct peaks unless
the bands are quite disparate in size. For
this assay type, the amplicon should be
200 to 250 bases in length so that primer
dimers, less than 30 mers, can be readily
seen as a separately resolved band on the
resulting graph. The determination of as-
say sensitivity and efficiency is the same
as for probe-based assays and will be dis-
cussed in the following text.

Probe-based assays and scorpion pri-
mers have a higher level of template
specificity. For this reason, all QC analyses
can be done on the real-time machine

without the need for an acrylamide
gel. The reason is that extra bands or
primer dimers, should they be made, will
not be detected because the intervening
probe oligonucleotide(s) or the tail of the
scorpion primer will bind solely to the
central region of the correct amplicon and
that binding is essential for the generation
of a fluorescent signal. Therefore, for
these assay types, all components must
work in concert to obtain a fluorescent
signal. Further, unlike SYBR Green I
or fluorescent primer–based assays, the
shortest amplicon possible for probe-based
assays is the most desirable. The shorter
the amplicon, the easier it is to achieve
maximal efficiency of the PCR.

Once assay specificity has been estab-
lished, the overriding theme that should be
observed during assay QC is the maximiza-
tion of assay efficiency and sensitivity. A
proven strategy for achieving this goal uti-
lized in designing hundreds of Taqman

probe–based assays is to order multiple
primers (two forward and two reverse)
around a single probe. This same design
principle of multiple primers should be
utilized for primer-based assays as well to
minimize possible extra-assay bands and
primer dimers. Testing the primers in all
possible combinations will empirically de-
termine the best primer pair for that assay.
The current design software is not sophis-
ticated enough, at present, to ensure an
ideal assay every time. The primer pair
that results in the lowest number of cycles
necessary for a detectable signal and the
highest probe dequench at a fixed template
concentration is the best primer pair. In
some cases, the four primer combinations
may not differ greatly, but one pair will fit
the optimal criteria better than the other
three. In other cases, a larger 3 by 4 primer
matrix (12 unique combinations) resulted
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in only two acceptable primer combina-
tions and only one of those resulted in
an optimal assay. There are other exam-
ples where moving a primer one base up
or down the sequence had a dramatic ef-
fect on assay performance. In all of these
examples, all the primers fit the design
rules outlined previously. In our experi-
ence, only by empirical experimentation
can the best primer pair for an assay
be determined.

Once an optimal primer pair with high
template specificity has been selected, the
sensitivity and efficiency of the assay must
be empirically determined. Both can be
found from running a dilution series of an
assay standard. A standard curve should
be run during assay QC, even if one is not
going to be used with unknown samples, to
determine assay efficiency and sensitivity.
From the slope of the assay standard
dilution series, assay efficiency can be
determined. Acceptable slopes are −3.2
to −3.5 (see Table 7). In the real world,
assays having this range of slopes are seen
often and will yield excellent results. The
lowest point on the standard curve that is
no longer linear with the higher dilutions
(falls off the standard curve) is no longer
quantifiable in that assay. This is just past
the low-end sensitivity for the assay. It
is critical that this point be determined
during assay QC so that incorrect values
are not reported for the assay. This is
particularly important for assays that will
not include a standard dilution series on
every plate.

Multiplexing is having the components
for more than one assay in a single re-
action. What are the design criteria for
a good multiplexed assay? An acceptable
multiplexed set of assays should have the
same efficiency and sensitivity for their
respective target sequences together that
they have when run in isolation. This

can only be achieved when the primers or
primers and probe from one assay are able
to amplify their target sequence without
interfering with the other assay compo-
nents in the reaction and visa versa. This
means that two assays that work perfectly
in isolation may very well not work with
the same efficiency when combined. Thus,
multiplexed assays have to be designed to-
gether as a super set to ensure operational
autonomy. However, currently, there is no
software available to the end user to assist
in this process. Thus, beyond checking for
pair-wise interactions among the reactants
using available software, the optimization
of a multiplex assay is an empirical one.

6
Running a Real-time PCR Experiment

It would not be practical in this review
to discuss every nuance of performing a
real-time PCR experiment. However, there
are some important points that should
be taken into consideration before any
experiment is initiated.

6.1
Practical Considerations

When working with RNA, standard lab-
oratory procedures should be followed:
gloves, virgin plasticware whenever pos-
sible (RNase-free), and use of reagents
and enzymes that are RNase-free. The
most important component is the water. It
is worth the expense to purchase com-
mercially available nuclease-free water.
DEPC-treated water made in the labora-
tory is not good for real-time PCR use
because residual DEPC (diethyl pyrocar-
bonate) is a PCR inhibitor. This residue
is not present in commercially available
nuclease-free water.
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Any lab that practices PCR will expe-
rience contamination problems, primarily
from amplification products from earlier
amplification reactions. Problems can be
minimized by following a few, easy precau-
tions. First, what is amplified in the tubes
or plate wells should stay in the tubes or
plate wells. If you have to use PCR prod-
ucts for a gel, for example, open the tube
or plate and run the gel in a different room
than the one you use to set up your RT
and/or PCR reactions. Secondly, use a dif-
ferent set of pipettes in that room. It is
best to make small aliquots of water in
disposable labware for daily use and dis-
pose of these at the end of the day. Use
a different aliquot of water in each room.
In time, everything that is exposed to con-
centrated DNA template for an assay will
become contaminated by DNA-containing
aerosols that are generated during pipet-
ting. For amplicons of 70 to 250 bases,
real-time PCR has the sensitivity to ac-
curately detect template molecules in the
high attogram (10−18 grams) range. Wipe
the barrels of your pipetters down with
70% ethanol regularly to help eliminate
this problem.

In an attempt to circumvent the contam-
ination problem, many commercial kits
substitute dUTP for dTTP and come with
the enzyme uracil N-glycosylase (from the
Escherichia coli ung gene). This enzyme will
remove dU from any DNA molecule that
contains it, degrading the template. Use
of dUTP and uracil N-glycosylase prior
to beginning the PCR is advertised by
many companies as a way of eliminat-
ing potential contamination by amplified
DNA. There are two problems with this
approach. First, dUTP has to be used at
twice the concentration of dTTP because
it is not incorporated as efficiently by Taq.
Secondly, other potentially contaminating
templates in the laboratory (e.g. cDNAs

made without dU, DNA standards and ge-
nomic DNA) will not contain dU and those
will cause contamination anyway. In the
end, using this strategy costs a lot more,
increases the time of every instrument run,
and adds nothing to the amplification of
the final PCR product.

In practice, amplification of a target
starting from an RNA substrate is more
difficult than from DNA. Most failed RT-
PCRs are due to a failed RT reaction.
There are several reasons why the reverse
transcriptase step does not succeed: (1) a
very low abundance of the target transcript;
(2) nonspecific binding of the primers
and thus inefficient production of the
correct cDNA template; (3) the inability
to make enough complete templates of
a long cDNA for the ensuing PCR;
(4) a badly degraded RNA template or;
(5) the presence of reverse transcriptase
inhibitors in the RNA preparation. In
contrast, the PCR is a comparatively
robust reaction primarily because the
DNA template is already present. Most
failed PCRs stem from a bad component
such as degraded dNTPs, improper or
degraded primers, not enough MgCl2,
PCR inhibitors in the sample, and most
often degraded or incorrect template.

6.2
Reagents

Most manufacturers make two kinds of
reagent kits for real-time RT-PCR, a one-
step and a two-step kit. In a two-step
procedure, cDNA is made in one tube
under ideal reaction conditions utilizing a
thermocycler or water bath at the optimal
temperature followed by the use of some
or all of that cDNA for the succeeding PCR,
also done under ideal reaction conditions,
in a thermocycler or a real-time PCR
machine. In a one-step protocol, RNA
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template is added to a combined reagent
mix containing both reverse transcriptase
and a hot-start Taq. The RT and PCR
reactions are performed sequentially in
a real-time instrument. Hot-start Taq has
made one-step protocols possible as the
RT reaction is run at a lower temperature
than that required for activation of the
hot-start Taq. This method saves time and
requires fewer manipulations. However,
it has been shown empirically that one-
step procedures are not as sensitive to
low RNA template concentrations as two-
step protocols. This is most likely because
the components of the reaction mixture
are a compromise to accommodate both
enzymatic reactions. In those instances
where transcript levels could be quite
low and/or highly variable from assay to
assay, use of a two-step protocol gives
the best template sensitivity. However, if
the same assays are being run repeatedly
utilizing similar samples that have a
known template range, a time-saving one-
step procedure is more efficient.

Purchasing assay reagents from a com-
pany saves the time required to put the
individual reagents together and provides
a consistent reagent base for laboratory
operations. When an investigator is new
to real-time PCR, it is best to purchase
a reagent kit to eliminate that variable
should other problems arise. However,
there is a financial cost to be paid for this
convenience. Over time, the cost savings
of constructing your own reagent mixes
can be substantial. Further, knowing ex-
actly what components are in each reac-
tion mixture and their laboratory history
makes tracking down reagent problems
much easier.

The most important concept in making
your own assay buffers is that of the master
mix. A master mix is a large volume of all
the reaction components common to each

reaction, that is, for PCR that would be
everything but the template, for a single
assay. This will ensure that every reaction
is as close to the same as possible, except
for the one variable being measured.

An example of a master mix for a reverse
transcriptase reaction using an assay-
specific reverse primer and the reaction
conditions are shown in Table 4. The RT
master mix is for a single assay and is
designed to easily continue on to the
following real-time PCR. For wells where
a no amplification control (no reverse
transcriptase) reaction is required, some of
this master mix can be added to a second
tube just prior to the addition of the reverse
transcriptase.

For SYBR Green I, or a fluorescent
primer–based assay, it is important to use
a hot-start Taq to minimize the number
of nonspecific bands and primer dimers
formed. An example of a master mix for the
PCR we have used successively utilizing
SYBR Green I can be seen in Table 5. For
best results, we have found that a three-
step PCR cycle will eliminate most primer
dimmers during data collection at 72 ◦C.

Tab. 4 Example reverse transcriptase reaction.

Stock Component Final Volume
[µL]

***** DEPC-H2O ***** 2.75
10X RT Bfr 1X 1.00
2.5 mM dNTP Mixa 500 µM 2.00
20 µM Reverse

Primer
100 nM 0.05

50 U/µL Rtase 10 U/10 µL 0.20

6.00

6 µL of RTMaster mix + 4 µL Sample
Thermocycler: 50 ◦C – 30 min; 72 ◦C – 5 min;

20 ◦C – soak

aEqual volumes 10 mM individual
dNTPs = 2.5 mM each.
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Tab. 5 Example SYBR green PCR reaction mix.

Stock Component Final Volume [µL]

***** PCR-H2Oa ***** 17.35
10X PCR Buffer 1X 4.00
50X ROXb 1X 1.00
40% Glycerolc 8% 10.00
10% Tween 20c 0.10% 0.50
50 mM MgCl2 5 mM 4.00
2.5 mM dNTP Mix 200 µM 2.00
20 µM Forward Primer (+) 100 nM 0.25
20 µM Reverse Primer (−) 100 nM 0.20
100X SYBR Green Id 1/40 000 0.50
5 U/µL Hot-start Taqe 1.25 U 0.20

40.00

PCR cycle:
95 ◦C – 1–10 min; 40 cycles: 95 ◦C – 15 s, 60 ◦C – 2 s, 72 ◦C – 30 s

aAny nuclease-free water.
bInvitrogen, Carlsbad, CA.
cHigh quality, nuclease-free.
dMolecular Probes (Invitrogen), Eugene, OR.
eHot-start Taq required.

This buffer and cycling protocol would
most likely work well for fluorescently
labeled primers as well. For probe-based
assays, a simpler PCR master mix is shown
in Table 6. Note that with probe-based
assays, a faster two-step PCR cycle can
be used. In both cases, the master mix is
designed to be added directly to the 10-
µL post-RT cDNA reaction and inserted
directly into a real-time PCR instrument
for analysis.

6.3
Controls

One thing that is often not stressed enough
is the importance of running the proper
controls in a real-time PCR experiment.
There are two essential controls to be con-
sidered when running a real-time PCR
experiment. The first is a no-template

control, sometimes called the ‘‘NTC’’. It
is critical to know if there is low-level
contamination present in the reaction mix-
ture, especially if the ddCt method is being
used (Sect. 7.4). One might argue that us-
ing commercial master mixes would make
this control superfluous. However, the
most likely source of contamination comes
from the reagents added by the investiga-
tor. A second important control is for the
reverse transcriptase reaction to check for
signal from DNA contamination. This is
done by running a reaction without reverse
transcriptase, also known as a ‘‘no amplifi-
cation control’’ or ‘‘NAC.’’ As stated above,
designing assays across intron/exon junc-
tions is no guarantee that there will be
no signal from DNA contamination. Run-
ning this control on junction-spanning
assays once during QC using 20 to 50 ng
of genomic DNA, much higher than any
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Tab. 6 Example probe-based PCR reaction mix.

Stock Component Final Volume
[µL]

***** PCR-H2Oa ***** 23.00
10X PCR Buffer 1X 5.00
100X ROXb 1X 0.50
50 mM MgCl2 5 mM 5.00
2.5 mM dNTP Mix 200 µM 4.00
20 µM Forward Primer(+) 400 nM 1.00
20 µM Reverse Primer(−) 400 nM 1.00
20 µM Probe(+)FAM 100 nM 0.25
5 U/µL Taqc 1.25 U 0.25

40.00

PCR cycle:
95 ◦C – 1–10 min; 40 cycles: 95 ◦C – 12 s, 60 ◦C – 30 s

aAny nuclease-free water.
bInvitrogen, Carlsbad, CA.
cHot-start Taq unless assay-specific primers used for cDNA
synthesis.

contamination level, will determine the
sensitivity of the assay to extraneous DNA.
For assays that do not cross a junction,
we run one NAC for every sample on
each 96-well assay plate. Even though each
sample has been treated with DNase I,
some assays are much more sensitive to
DNA contamination than others, and uni-
form elimination of DNA contamination
is not guaranteed. This control is partic-
ularly important for low-level transcripts
where it will take 25 to 30 cycles for
template detection. Control information
for each assay should be included in all
manuscripts that report data from real-
time PCR experiments.

7
Data Analysis

In reality, it is nearly impossible for the
person analyzing real-time PCR data to

change the relationship of the samples
with one another. That is because of the
way the fluorescent signals are detected
and the data recorded in the software.
Having said that, data analysis can be per-
formed incorrectly and have an impact on
the final values obtained for the samples.

As with all quantitative techniques, it is
important to compensate for differences
in nucleic acid concentration from sample
to sample. This process is called sample
normalization. The most common method
of normalizing sample values is to divide
those values by values from an invariant
transcript or gene, depending on whether
the samples are RNA or DNA. If both
the assay of interest and the one used to
normalize the data have been incorrectly
analyzed, the resulting ratio can be far
from the true value, which can lead to an
incorrect interpretation of the final data.
Assay normalization will be discussed in
Sect. 7.2.
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7.1
Baseline Boundaries and Threshold Levels

The two most important settings for data
analysis are the range of cycles that will
define the baseline and the threshold.
The baseline range represents a number
of early cycles where only background
signal can be detected. Thus, the signal
is steady within this set of cycles. The
rule of thumb for setting the upper end of
this range is two cycles below the cycle
where the highest signal on the plate
or in a set of tubes is detected. Some
software programs calculate the values for
each individual sample on the basis of
the baseline setting of the whole sample
set. Others base their calculations on each
individual well or tube. The low-end setting
of the background defaults to cycle 3 in
most software programs. This is because
the first two cycles can have slightly higher
overall signals as the PCR begins. This
phenomenon is strictly related to the
quenching efficiency of the fluorescent
signaling mechanism for all, but SYBR
Green I assays.

The cycle threshold (Ct) or crossing point
(Cp) is the number of cycles it takes the flu-
orescent signal intensity from the sample
to reach an arbitrary set value. In practical
terms, the threshold or crossing point is
represented by a horizontal line set across
the rising amplification curves. The thresh-
old setting is at a fluorescence intensity
level significantly above the background
signal. The minimum threshold is usually
set at 10 times the standard deviation of the
mean of the fluorescent signal(s) within
the background range. The threshold is ei-
ther preset in the software to a fixed value
or determined by an algorithm in the soft-
ware. In either case, it can be changed by
the investigator. However, it is important

that the threshold stay within the geomet-
ric part of the amplification curves of all
samples being analyzed. The Ct or Cp is
calculated from the fluorescence intensity
values measured by the real-time instru-
ment for all the samples in the experiment.
Figure 10 shows a magnified view of the
low end of the fluorescence scale from
a real-time experiment to emphasize the
baseline and threshold settings in relation
to the amplification curves over a 6-log
standard dilution series. In this case, the
baseline is set from 3 to10 as the highest
signal on the plate has a Ct of just over
12 cycles. The threshold is set at a fluo-
rescent intensity (deltaRn) of 0.1, which
is well within the geometric phase of this
assay. This data was collected on an ABI
7700. Different software will have differ-
ent relative scales for the y-axis. Thus,
these absolute values will not be applicable
to all real-time machines. However, the
principles of how to set the baseline and
threshold will be the same for all real-time
PCR instruments.

7.2
Fluorescent Signal and Sample
Normalization

The fluorescent signal values from a real-
time PCR run can be reported in up
to three different ways. The first is the
raw fluorescence, which will have a scale
commensurate with the sensitivity of the
detector in the machine and the readout
of the software. This is a measure of
the raw signal coming from each well or
tube and is often labeled R. The second
value is called the deltaR (�R), which is
calculated by subtracting the background
signal in the well or tube from the
raw fluorescence R and equals the net
positive signal in the well or tube. This
normalizes the signal for each individual
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Amplification–6-point amplification curve

Cycle

∆R
n

Fig. 10 Magnified view of the fluorescent signal in the baseline phase in relation to the
threshold setting. A demonstration of setting the threshold high enough to be above the
fluorescent signals (noise) in the baseline, but low enough to be within the geometric phase for
each amplification curve. The threshold is the black horizontal line at 0.1�Rn (see color plate
p. xxxvi).

well or tube for background differences.
In machines that use ROX as an internal
reference dye within the master mix, the
intensity can be reported in a third way,
as the deltaRn (�Rn), which equals the
�R/ROX signal. The ROX signal detected
by the real-time instrument in each well
or tube should be equivalent in theory,
but not always in practice. This signal will
vary with the mechanical light path and
sensitivity of the instrument. By dividing
by the ROX signal, the net fluorescence
from each sample is normalized for
any differences in signal intensity from
well to well. The deltaRn calculation
is the first normalization process in
data analysis.

As mentioned earlier, the way to level
the playing field for all samples in an
experiment is to divide the primary data
by some value that is a measure of some
invariant component within the sample.
The ratio between the invariant gene or
transcript and the gene or transcript of
interest corrects for differences in the
amount of DNA or RNA added into the
assay. For DNA experiments, the genes
selected for normalization are usually
present in a single copy per genome
such as ApoB100 for mammalian samples.
For transcript normalization, however, this
can be more problematic. The critical
criterion for using a transcript for data
normalization is that it be at the same level
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in all the samples (e.g. transcripts/cell),
regardless of the experimental procedure.
For many experiments, transcripts such as
β-actin remain constant over the course
of an experiment. However, in some
experiments, the treatment protocol for
the experimental samples, such as the
addition of drugs or changes in the
physical conditions compared to controls,
can cause a change in the relative level
of housekeeping genes. In this case,
housekeeping genes have been observed
to change in tandem with the transcripts of
interest. Dividing sample values by those
from housekeeping genes that mirror the
changes seen in the target transcripts
will result in a ratio showing no change
with treatment. It is critical, therefore,
to make sure the transcript being used
is biologically invariant throughout the
experiment for all samples.

The question of what transcript to use
for data normalization is one with no
stock answer. Every experiment has to be
monitored for changes in the transcript
chosen to normalize the data. A paper
looking at different concentrations of
housekeeping genes commonly used to
normalize real-time PCR data from many
tissue types found that the amount of each
housekeeping transcript was variable from
tissue to tissue and that no single transcript
was optimal for all tissues investigated.
They concluded that all transcripts can
change slightly with treatment so the best
way to combat this effect was to use a
minimum of three housekeeping genes
for data normalization. Although this was
a very a good study, the economics and
time constraints of this approach have kept
it from being widely adopted.

A way to skirt the problem is to use 18Sr-
RNA or 28SrRNA. These are the two most
abundant RNA species in any eukaryotic

cell and are usually stable to most exper-
imental perturbations. Some would argue
that using RNA polymerase III transcripts
(ribosomal RNA) to normalize RNA poly-
merase II transcripts (messenger RNA) is
not appropriate because they are at much
different levels in the cell and under dif-
ferent regulatory pressures within the cell.
For most experimental protocols, however,
the two ribosomal RNAs work well for data
normalization. However, in certain exper-
iments, it has been shown that even the
ribosomal transcripts can be affected by
the experimental conditions.

There are other instances where any
transcript would not be appropriate for
data normalization. They include studies
involving apoptosis, measuring DNA or
RNA in the serum, actinomycin D studies
of mRNA half-life, and instances where
the experimental sample has more cell
types than the control, for example, sites
of inflammation. In these cases, the best
alternative is to measure total RNA or
DNA using a fluorescent assay such as
the ribogreen or picogreen assays respec-
tively from Molecular Probes. Measuring
the total nucleic acid present in a sam-
ple in this manner is far superior to
estimating their concentration using ab-
sorbance at 260 nM because absorbance
will detect free nucleotides, very short
oligonucleotides, contaminating DNA or
RNA, and impurities that absorb light
at this wavelength. None of these would
be detected in a real-time PCR assay, but
would have an inconsistent effect on the
value for each sample and, thus, on their
final normalized values.

7.3
Quantification Using a Standard Curve

There are experiments where it is not
necessary to quantify the results. In these



Real-Time Quantitative PCR: Theory and Practice 517

cases, a determination of the presence
or absence of the target sequence is
sufficient. Examples are the presence or
absence of a translocation in a tumor
population or a pathogen in a tissue.
However, the majority of studies require
an accurate measure of the number of
target molecules detected.

One method for accomplishing this goal
is to run a dilution series of a quantified
assay template alongside the unknown
samples. The kinds of standards that can
be used for this purpose were discussed in
Sect. 4. In practice, a 10-fold dilution series
spanning a 5-log concentration range
of standard template is commonly used
for quantification of unknown samples.
However, during QC, a 6- to 7-log curve
is used to determine the efficiency and
lowest endpoint (sensitivity) of the assay.
An example of a 6-log standard curve is
shown in Fig. 11. In this example, the
lowest dilution falls on the linear line and
thus defines the low end of this assay,
200 molecules, because the last dilution, 7
logs, did not fall on the standard curve (not
shown). The lowest detectable level for any
assay, and thus its sensitivity, is the last
dilution that is still on the standard curve.
Unknown samples with Ct values below
this level cannot be accurately quantified
by the assay. It is extremely important to
determine the low-end value for each assay
in use. Otherwise, values may be reported
that are not within the linear range of
the assay and will not represent the true
measure of the target. This is because the
software is written with the assumption
that the Ct or Cp value for the sample falls
on the standard curve. If this assumption
is not true and the Ct is off the curve,
the value assigned to that sample by the
software will be incorrect because the Ct
value will be forced to fit the curve and an
overestimate will result.

The standard curve has a negative slope
because the more molecules there are, the
fewer PCR cycles it takes for the signal
in the reaction to reach the threshold
(Ct). In Fig. 11, there are three values
associated with the quality of the standard
curve, which is a refection of the quality
of the assay. The first is the slope from
which you can calculate the PCR efficiency
of the reaction. The slope (rise over
run) is a measure of how many PCR
cycles it takes to amplify the template 10-
fold. The efficiency is derived from the
amplification calculation. The relationship
of assay slope to PCR efficiency and
template amplification per cycle can be
seen in Table 7. From Table 7, a slope of
−3.33 equals 100% efficiency and an ideal
amplification of template per cycle of 1 to
2. Therefore, the difference between each
point in the standard curve is 3.33 cycles (y-
axis) for every 10-fold dilution of standard
template (Fig. 11). The second value is
the y-intercept, which is the theoretical
number of cycles required to generate
a measurable signal (Ct) from a single
template molecule. It is theoretical because
most real-time quantitative PCR assays are
not sensitive enough to maintain linearity
down to one molecule. For RT-PCR,
linearity to the low hundreds of molecules
is very good due to the inhibition of Taq
DNA polymerase by reverse transcriptase.
The practical utility of this number is it
tells you when your standard has been
calibrated properly. Values from 36 to 38
cycles are acceptable due to variations in
the slope from assay to assay. The third
number is r2 or correlation coefficient,
which tells you how well the values making
up the standard curve fall on a straight line.
For real-time PCR, this value should not
be below 0.990 for a good assay and is
generally higher than 0.995.
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Tab. 7 PCR efficiency versus assay slope.

Assay slope PCR
efficiency

Product
amplification

−3.60 89.6% 1.90
−3.55 91.3% 1.91
−0.60 93.1% 1.93
−3.45 94.9% 1.95
−3.40 96.8% 1.97
−3.35 98.8% 1.99
−3.33 100.0% 2.00
−3.30 101.0% 2.01
−0.12 103.1% 2.03
−3.20 105.4% 2.05
−3.15 107.7% 2.08
−3.10 110.2% 2.10

Exponential amplification = 10E(−1/slope).
Efficiency = [10E(−1/slope)]−1.

Molecule numbers are determined for
each unknown sample by interpolation
from the standard curve. Each unknown
is measured in duplicate or triplicate and
the mean of the measurements made by
the real-time instrument, the Ct values, are
averaged in software. Using the mean Ct,
the numbers of molecules are determined
for each unknown. Following the red lines
in the example seen in Fig. 11, a Ct of
29.5 would equate to 200 molecules of
target sequence in the sample, relative to
this standard preparation. The software
determines a formula for the standard
curve using a perturbation of y = mx +
b, where m = slope and b is the y-
intercept. The investigator defines how
many molecules are assigned to each
dilution of standard on the basis of the
best measurement possible. The number
of molecules, relative to the standard being
used, can be calculated for a defined
mass using the length of the standard
and taking into account whether it is
single or double-stranded. The software
then uses the formula for the standard

curve to calculate the number of molecules
for every unknown sample based on their
mean Ct values.

The advantages of using a standard
curve are as follows: (1) you have a
direct measure of the assay quality for
each plate or group of samples and
(2) data can be compared from plate
to plate with confidence. Disadvantages
are as follows: (1) care must be taken
to ensure the standard curves for each
assay are reproducibly made from run
to run and (2) standard curves take up
wells on the plate that could be used for
unknown samples.

There are many examples where using
a standard curve to determine a value for
unknown samples is preferred. One would
be in screening patients for a pathogen.
Knowing the pathogen is present early
in an infection would be very useful.
Equally useful would be to know how
many pathogens are present. This added
knowledge would be very helpful in de-
termining how aggressively the patient
should be treated. Another example would
be a large study with many animals or
tissue culture plates involving controls,
multiple test agents, and multiple tran-
script assays. Having a quantitative value
for each transcript provides great flexibil-
ity in how data will be analyzed utilizing a
variety of statistical methods.

7.4
Quantification Using the ddCt Method

Not all studies require that a specific
value, interpolated from a standard curve,
be determined for each sample. Rather,
the goal of the experiment is to simply
calculate a fold difference between one
sample against the remaining samples
on the plate or a group of similar
control samples compared to one or more
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Fig. 11 A 6-log standard curve with a graphic
demonstration of how the software determines
molecules from the Ct values measured by
real-time instruments. A Ct (threshold cycle)
value of approximately 29.5 (y-axis) would result
in an interpolated value of 200 molecules (x-axis)

using this standard curve. A change in the slope
of the curve or the measured Ct values of the
standards would change the number of
molecules obtained from the same Ct reading
(see color plate p. xxxvi).

experimental groups on the plate. For
these studies, there is a way to calculate
a fold difference directly from the Ct
values obtained from the real-time PCR
data. A second assay, using an invariant
housekeeping transcript or one of the
ribosomal transcripts, must be performed
to normalize the data for differences in
sample loading. Armed with the Ct values
from the transcript of interest and one
used for normalization, a method called
the delta delta Ct determination or ddCt
can be employed.

As the name implies, the deltas involve
subtraction steps. The first is to subtract
the Ct of the assay used for data normal-
ization from the Ct of the assay of interest.
This now gives a normalized Ct value for
each sample on the plate as follows:

Housekeeping gene assay
Sample 1 − Ct = 21.5
Sample 2 − Ct = 20.9
Sample 3 − Ct = 21.2

Gene of interest
Sample 1 − Ct = 25.2
Sample 2 − Ct = 22.7
Sample 3 − Ct = 21.4

Therefore, the deltaCt, normalized for
loading for each sample is as follows:

Sample 1 = 3.7
Sample 2 = 1.8
Sample 3 = 0.2

Let us assume that, in this experiment,
we want to know the fold difference of
Samples 2 and 3 compared to Sample 1.
We then have to subtract again, for the
second delta:

deltaCt S2 − deltaCt S1 = 1.8 − 3.7

= −1.9

deltaCt S3 − deltaCt S1 = 0.2 − 3.7

= −3.7
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Relative fold difference can be deter-
mined by the formula, 2−ddCt

Sample 2 relative to Sample 1 = 2−(−1.9)

= 3.73 fold

Sample 3 relative to Sample 1 = 2−(−3.7)

= 13.00 fold

Advantages of using the ddCt method
are as follows: (1) you do not have to
run a standard curve on each plate and
(2) the calculation is easy to perform.
Disadvantages are as follows: (1) there is
no direct evidence each plate has run as
expected (slope); (2) comparing data from
plate to plate must be controlled by a
common sample(s); and (3) final data can
only be expressed as a fold difference.

The ddCt method works very well
for large studies where there are many
samples being compared to a common
control. One example of this kind of assay
could be the screening of a small molecule
library where assaying a maximal number
of compounds in each assay set is critical
for throughput. The purpose of such a
screen could be to find the most active
compounds affecting a target transcript
from a biological pathway. Comparing this
data with another screen utilizing another
target transcript from a second pathway
might aid in the selection of a compound
that has selective activity; high in one assay
and low in the second. Those that fit the
criteria of the screen would then be moved
on to other assays to confirm and elaborate
the findings of the real-time PCR screen.

8
Future Directions

Since the inception of real-time PCR by
ABI in 1996 with the 7700, the footprint

of newer instruments has been steadily
getting smaller, the cost has fallen from
about $100 000 per machine to about one-
quarter of that price, and, in some ways,
the newer machines are better than the
original. Not only can you get high quality
data for less money but the software
is also more sophisticated in assisting
the user in analyzing and presenting the
data. The result of the smaller sizes and
lower cost points is that these instruments
are migrating from the domain of the
core laboratory into individual research
laboratories at an increasing rate. The
only problem with this trend is that
the companies selling real-time PCR
instrumentation are not keeping up with
training and/or the training is inadequate.
The rapid increase in instruments in
individual laboratories will put even more
pressure on companies selling real-time
PCR instruments. Hopefully, this review
has provided enough of an introduction
to the technique to at least make the
reader aware of the major issues involved
in performing real-time PCR correctly.

One thing the newer real-time instru-
ments excel at is multiplexing. The hard-
ware has evolved to the point that selective
collection of fluorescent light over the en-
tire green–red spectrum is now possible.
There are multiple fluorescent dyes avail-
able within this broad range capable of
being used as reporters covalently attached
to fluorescently labeled primers or probes.
However, assay design software currently
on the market is only capable of design-
ing assays that work in isolation. One way
of keeping down costs and saving time
would be to obtain information on the as-
say of interest as well as information for
a second transcript useful for data nor-
malization, design two compatible assays,
and then run them together in the same,
multiplexed reaction. The ability of the
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investigator to design good multiplexed as-
says in the same way that single assays can
be made, presently, has not kept up with
the hardware. Assay design software and
the commercial sector will have to catch
up with the currently available instrumen-
tation before multiplexing becomes a true
advantage to the consumer. Fortunately,
there are promising signs of new software
for multiplexing on the horizon.

The real value of real-time PCR instru-
ments is their ability to collect data over
time. It is this temporal component that
adds an invaluable dimension to the data
set. It would seem logical then that these
instruments could be used for more than
studies utilizing nucleic acids or, at the
least, more than just PCR. There may be a
number of assays that are currently read at
end point, that would be amenable to the
detection capabilities of a real-time instru-
ment, and could benefit from the addition
of a temporal component. One challenge
yet unmet by manufacturers of real-time
instruments is to expand the use of these
instruments to other facets of investigation
beyond PCR.

See also Immuno-PCR; Oligonu-
cleotides; RNA Methodologies.
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Keywords

Allosteric Switch
A glutamine residue conserved in all RecA superfamily proteins that interacts with the
γ -phosphate of bound ATP and triggers conformational changes that contribute to
formation of the active form of the protein filament.

ATP Cap
A loop formed by 6 to 7 residues that extends into the ATP binding site of the
neighboring subunit to make contacts that are likely involved in stabilizing the
structure of the filament and perhaps transmitting ATP-induced allosteric information
across the subunit interface.

C-terminal Gateway
A domain formed by the C-terminal region of RecA proteins involved in regulating
access of double-stranded DNA into the core of active RecA/ssDNA/ATP filaments.

Helix-hairpin-helix motif
A domain typically involved in non-sequence-specific DNA binding found in the
N-terminal region of RadA and Rad51 proteins that may regulate binding of
double-stranded DNA in a manner similar to the C-terminal gateway in RecA proteins.

Holliday Junction
The X-shaped crossover structure resulting from the action of RecA-like proteins
during the ‘‘homologous pairing and strand exchange’’ step in the HR pathway. This
type of structure had been proposed as an intermediate in the HR pathway by Robin
Holliday in 1964.
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Homologous Recombination (HR)
The transfer of genetic information between two double-stranded DNA molecules of
similar sequence that results from a physical exchange of DNA strands.

N-terminal Polymerization Motif
A short β-strand that forms a section of the oligomeric interface by interacting with
another β-strand in the core region of the neighboring subunit. This motif is conserved
in all RecA superfamily structures solved to date, as well as in the human BRCA2
protein where it likely serves to regulate assembly of Rad51 filaments at the site of a
DNA break.

Rad51-mediator Activity
First described for the yeast Rad52 protein regarding its ability to assist Rad51 filament
formation, this function now appears to have been conserved in all organisms in which
RecA/Rad51-mediated recombination occurs. Examples include RecFOR/RecA and
BRCA2/human Rad51 interactions.

Translesion Bypass
DNA replication catalyzed by an error-prone polymerase across a damaged region of
template DNA. Specific protein–protein interactions between RecA and the
polymerase at the site of damage are important to optimal polymerase function.

� The bacterial RecA protein is the central component in both the catalysis of
homologous recombinational DNA repair and the regulation of expression of a family
of DNA repair genes. It functions in a number of mechanistically distinct processes,
all of which contribute to the maintenance of genomic integrity, and all of which
require formation of an active RecA/ATP/DNA complex. As cellular, biochemical,
and structural studies of the eukaryotic and archaeal RecA homologs progress
(Rad51 and RadA, respectively), it is clear that despite fundamental similarities
in the mechanism of DNA strand exchange catalyzed by both proteins, there are
distinct differences in their catalytic mechanisms as well as dramatic differences in
the cellular pathways in which each protein plays important roles. For example, both
RecA and the human Rad51 protein require ATP binding and hydrolysis for the
catalysis of DNA strand exchange, but the use of ATP is distinctly different for each
protein. Additionally, whereas RecA plays a specific role in transcriptional regulation
of DNA repair genes, no such activity is seen for Rad51. In this review, we offer a
comparative view of the biochemical functions of RecA and Rad51, with a particular
focus on descriptions of our current understanding of the molecular design, catalytic
organization, and allosteric regulation of enzyme function.
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1
RecA: Function in Homologous
Recombination

The bacterial RecA protein participates
in a remarkably diverse set of biological
functions, all of which contribute to the
maintenance of genomic integrity during
the lifetime of the organism as well as to
ensure that genetic information is trans-
mitted to subsequent generations with
high fidelity. Bacterial RecA is directly re-
sponsible for (1) regulation of expression
of a set of DNA repair genes referred to
as the SOS regulon; (2) catalysis of DNA
strand exchange; and (3) promoting bypass
of DNA lesions by a specialized DNA poly-
merase during a cell’s recovery from DNA
damage. There are RecA-like proteins in
all free living organisms, and, in all cases,
their recombination function plays an im-
portant role in the repair of damaged DNA,
whether the damage results from inherent
errors in the machinery responsible for
replicating DNA, or from exposure to ex-
ogenous mutagens. In fact, in their search
for mutants that showed defects in ho-
mologous recombination (HR), Clark and
Margulies discovered in 1965 that defects
in recA greatly increased the sensitivity
of bacteria to the DNA-damaging effects
of UV light, thus establishing the link
between homologous recombination and
DNA repair. The primary enzymatic func-
tion of RecA-like proteins is the catalysis
of HR. This involves exchange of genetic
information between DNA molecules of
similar sequence, a process resulting from
the physical transfer of DNA strands. The
HR pathway is traditionally broken down
into four steps as seen in Fig. 1, and RecA-
like proteins specifically catalyze the ‘‘ho-
mologous pairing and strand exchange’’
step, thus creating crossover structures
known as Holliday junctions (named after

Robin Holliday). In the scheme depicted
in Fig. 1, the ‘‘initiation’’ step involves
processing double-strand DNA breaks by
exonucleases. In bacteria, this is accom-
plished by the RecBCD enzyme, but the
mammalian counterpart(s) have not yet
been identified. This leaves an ssDNA
tail that serves as substrate for RecA
proteins. ‘‘Pairing and strand exchange’’
results when the RecA/ssDNA complex
invades a homologous duplex DNA, for
example, a sister chromatid. The Rec-
FOR complex is indicated at this step, but
current work indicates that this complex
regulates assembly and disassembly of the
RecA filament specifically during repair of
DNA gaps, as described below. The RecA
protein itself can perform ‘‘branch migra-
tion,’’ but, in vivo, this process is carried
by specialized motor proteins, for exam-
ple, the bacterial RuvAB helicase complex.
Again, although there are a number of
candidate helicases in mammalian cells,
the one(s) responsible for branch migra-
tion of Holliday crossovers have yet to be
identified. ‘‘Resolution’’ is achieved by the
action of structure-specific endonucleases
(‘‘resolvases’’), and, in bacteria, this func-
tion is performed by the RuvC protein.
In mammalian cells, the Rad51C/Xrcc3
protein complex has been shown to be as-
sociated with Holliday junction resolvase
activity, but it is currently unclear if one of
these proteins or an associated nuclease is
responsible for junction cleavage.

1.1
RecA: Structure and History

The first X-ray crystal structure of the Es-
cherichia coli RecA protein was solved in
1992 by Story et al. In this work, the struc-
tures solved were that of protein alone
and the protein–ADP complex. In both
cases, RecA formed a helical filament
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Fig. 1 Steps in the homologous recombination pathway. A basic model
for homologous recombinational repair of DNA double-strand breaks
(DSBs) in E. coli that can be separated into four major steps and are
described in the text. The function of RecA in ‘‘homologous pairing and
strand exchange’’ is the primary focus of this review.

with six subunits per turn and a distance
between turns (pitch) of approximately
83 Å. Previous electron microscopic in-
vestigations had clearly established that
the RecA filament could exist in two dis-
tinct oligomeric states, an ‘‘inactive’’ and
‘‘active’’ filament. The inactive filament is
formed by RecA in the absence of nu-
cleotide or by a RecA/DNA/ADP complex
and has 6.2 subunits per turn with a
pitch of approximately 68 Å. The active
RecA filament forms in the presence of
DNA and ATP, also has 6.2 subunits per
turn but has an extended pitch between
95 and 100 Å. Because the RecA crystal
structure contained ADP and has a pitch
intermediate between the inactive and ac-
tive filament, it was not clear what aspects
reflected the structure of an active RecA

filament. Since that time, many groups
have attempted to solve the structure of
a catalytically active RecA/DNA/ATP com-
plex, but with no success. Therefore, the
original RecA structure has served for
more than a decade as a model for the
design of experiments aimed at character-
izing the molecular mechanism of HR.
During this time, and now with the avail-
ability of new structures of archaeal RadA
and eukaryotic Rad51 proteins, a more
complete picture is emerging regarding
the structural dynamics of RecA-like fil-
aments, and the relationship of filament
structure to its catalytic function.

This review focuses on our current un-
derstanding of the structural design of
the bacterial RecA protein, the functional
coordination of its various domains, and
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Fig. 2 Domain maps and filament structures of
RecA superfamily proteins. (a) Domain map
alignment of EcRecA, MvRad51, ScRad51, and
HsRad51. HhH, helix-hairpin-helix; N-pol mot,
N-terminal polymerization motif (see text).
(b) One helical turn (6 subunits) of EcRecA,
MvRadA, and ScRad51 protein filament with

alternating subunits shown in dark and light
colors. These filaments are arranged so that the
N-terminal domain (MvRadA and ScRad51) is
shown on top, and C-terminal domain (RecA) is
positioned at the bottom, as indicated by arrows.
Images are made from PDB files: 1REA, 1T4G,
and 1SZP.

how new structures of RecA-like proteins
now provide important insights into the
catalytic organization of these recombi-
nase enzymes. The alignment in Fig. 2(a)
indicates some of the conserved domains

within RecA, RadA, and Rad51 proteins
that will be discussed below. Each member
of the RecA superfamily contains the con-
sensus Walker A and B ATP binding site
motifs, and recent structural analysis of
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RadA and Rad51 proteins reveal a new
motif referred to as the ATP cap that
appears to play important roles in ATP
binding and cross-subunit communica-
tion. The L1 and L2 domains, as well
as the extended C-terminus of RecA and
N-terminus of RadA and Rad51, are dis-
cussed in terms of their roles in DNA
binding. Given the fact that all of these
proteins form head-to-tail polymers, large
areas of the protein surface are involved
in formation of the subunit interface.
However, one region, in particular, the
N-terminal polymerization motif, deserves
mention because of its structural conserva-
tion across all members of the superfamily,
and especially because of its potential role
in specifically regulating Rad51 assembly
in human cells.

2
ATP Binding and Hydrolysis

2.1
The Walker A motif

RecA is a DNA-dependant ATPase and
contains the traditional Walker A and
Walker B sequences that are found in
most NTP-requiring enzymes. The Walker
A motif, whose consensus sequence is de-
fined as GXXXXGK(T/S), is also known
as the P-loop because it contains residues
that interact with the phosphate groups of
bound NTP. In E. coli RecA, this motif
extends from residues 66 to 73, and the
highly conserved GPESSGKT sequence
is identical in 61 of 64 bacterial RecA
proteins. Despite this high degree of se-
quence identity, only four residues have
been shown to be absolutely critical to
RecA function: Gly66, Gly71, Lys72, and
Thr73. In all currently available X-ray crys-
tal structures of RecA proteins, the P-loop

lies on the inside surface of the protein
filament and near, but not directly within,
the subunit–subunit interface. Although
numerous mutant RecA proteins have
been created with substitutions in the
P-loop, work with one mutant, in partic-
ular, (Lys72Arg) has provided significant
insight into important aspects of the cat-
alytic mechanism of RecA. Although this
substitution inhibits ATP hydrolysis, but
not binding, and blocks recombination ac-
tivities in vivo, the purified protein still cat-
alyzes strand exchange up to 1.5 kb pairs.
This established the idea that ATP binding,
rather than ATP hydrolysis, induced a con-
formationally active form of RecA. Later
studies using this same mutant protein
showed that ATP turnover is important
for coupling the exchange of subunits be-
tween free and bound states with further
progression of strand exchange.

2.2
The Walker B motif

The Walker B motif in E. coli RecA extends
from residues 139 to 144 with Asp139
and Asp144 flanking four hydrophobic
residues. Although the function of Walker
B motifs are less well defined than Walker
A and may differ depending on the specific
protein, they are most frequently thought
to assist in coordinating Mg2+ in the
bound Mg2+ –NTP complex via an Asp
residue, play roles in transmitting ATP-
induced allosteric information between
proteins domains, or, in some cases, may
be directly involved in ATP-mediated DNA
binding. In the RecA crystal structure,
Asp144 binds the Mg2+ in the ATP
site and is identical in 64 of 64 RecA
sequences. Asp139 lies within the subunit
interface and is seen in the RecA structure
to make a cross-subunit ionic contact
with Lys6. However, the relevance of this
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interaction to the active form of RecA
has been questioned because substitution
of various polar and nonpolar amino
acids for Asp139 has no deleterious
effects on RecA function. A five-residue
sequence following the Walker B motif,
residues 145 to 149, is identical in
63 of 64 RecA sequences, and analysis
of Mycobacterium tuberculosis RecA in
complex with various NTPs suggests that
this ‘‘connector’’ segment serves to link
the L2 and L1 regions, both physically
and functionally upon binding of NTP,
thus playing a role in coordinating the
primary and secondary DNA binding sites
of RecA.

2.3
The ATP Cap

Recently solved structures of archaeal
RadA proteins and yeast Rad51 now pro-
vide new and interesting insights into
the arrangement of residues at the sub-
unit interface that may be important
for stabilizing the binding of ATP and
regulating ATP-induced allosteric effects
within the protein filaments. The archaeal
Methanococcus voltae RadA structures were
solved in the presence of the nonhy-
drolyzable ATP analog (AMP-PNP) and
form a filament with six subunits per
turn and a pitch of approximately 104
to 107 Å. This pitch approximates what
has been determined to be the pitch of
the active form of RecA. In these struc-
tures, the subunit interface near the ATP
binding site shows significant differences
relative to the arrangement of residues
in currently published RecA structures.
These MvRadA structures reveal a pre-
viously uncharacterized structural region,
referred to as the ‘‘ATP cap,’’ in which
residues from one subunit make specific
contacts with the ATP in the binding site

of the neighboring subunit. The ATP cap
in MvRadA spans residues 302 to 308
and one particularly notable feature is
Pro307, which stacks directly against the
purine base of AMP-PNP (Fig. 3). Remark-
ably, this Pro is conserved in all RecA
superfamily proteins, including all bac-
terial RecAs currently sequenced. Other
residues in the ATP cap are in close
contact with the neighbor’s AMP-PNP.
For example, Asp302 forms a hydrogen
bond with the hydroxyl proton at the
3’position of ribose as well as several water-
mediated hydrogen bonds with phosphate
oxygen at the α and β positions of AMP-
PNP. Interestingly, the equivalent residue
in E. coli RecA is Lys248, which could
make similar bonding interactions with
the neighboring ATP. A Lys248Ala in-
hibits RecA function by disrupting the
stability of the protein filament. The new
yeast Rad51 structure forms a filament
with a pitch of 130 Å, which is within
the limits seen by electron microscopy for
active RecA/ATPγ S/dsDNA filaments. Al-
though crystallization solutions contained
ATPγ S and a 96-base poly-dT oligonu-
cleotide, only a sulfate ion was observed in
the ATP binding site in a position that
would be occupied by the β-phosphate
of bound ATPγ S. Importantly, a region
equivalent to the ATP cap in MvRadA is
seen to extend into the ATP binding site
of the neighboring subunit, and Pro379
is in virtually the same position as the
equivalent Pro307 in the MvRadA struc-
ture (Fig. 3).

When considering how these new RadA
and Rad51 structures may relate to RecA,
it is important to note the model proposed
by VanLoock et al. In this study, the
authors performed a rigid body rotation
of a subunit in the RecA crystal structure
and manually docked the subunit volume
into a reconstruction of the active form of
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Fig. 3 ATP binding region and the ‘‘ATP cap.’’ This view of subunit interface is seen from the
inside of the filament. The ribbon diagram of the α-carbon backbone is blue for one subunit
and green for the neighbor. In the green subunit, the Walker A motif, or P-loop, is in red, and
the following ligands are seen bound to this motif: ADP in EcRecA and EcRecA model;
AMP-PNP in MvRadA; a sulfate ion in ScRad51. In the blue subunit, the L2 region (MvRadA)
or residues that flank L2 (other 3 panels) are in pink, the ‘‘ATP cap’’ is in yellow, and its
universally conserved Proline is in orange. The yellow spheres in the MvRadA structure
correspond to two K+ atoms that are bound to the AMP-PNP. Images are made from
PDB files: 1REA, 1N03, 1XU4, and 1SZP (see color plate p. xxxvii).

the RecA filament derived from analyses
of electron micrographs. The resulting
structure showed an arrangement of
subunit–subunit interactions, very similar
to those seen in the new RadA and Rad51
structures, and the region that would be
the RecA ATP cap is shown in Fig. 3.

2.4
ATP Hydrolysis

While the binding of ATP induces a
conformationally active form of RecA,
the mechanistic requirement for ATP

hydrolysis is still the subject of ongoing
studies. Two important features of RecA-
mediated strand exchange that require
ATP hydrolysis are the ability to progress
in a directional fashion and to bypass a
variety of DNA lesions or certain lengths
of heterology. A recent review of the motor
activity of RecA describes models for the
coupling of ATP hydrolysis and strand
exchange. In the structures of RecA, Glu96
is positioned within the ATP binding site
such that it can promote hydrolysis of
ATP to ADP, and mutational analysis
supports this role. Although both the yeast
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and human Rad51 proteins are DNA-
dependent ATPases, the mechanistic steps
required for ATP binding and hydrolysis
are not yet well understood (see Sect. 5:
Allosteric Mechanism).

3
DNA Binding Domains

3.1
Loop1 and Loop2

To carry out the process of DNA strand
exchange, RecA and Rad51 filaments must
bind both, an ssDNA substrate and the
homologous duplex DNA. Despite the
availability of several new crystal structures
for RecA, RadA, and Rad51 proteins, none
has included a DNA substrate. Therefore,
detail regarding the specific interactions
between protein and DNA is still lack-
ing. However, a number of mutagenesis
and biochemical efforts have provided a
good understanding of domains within the
RecA protein that bind DNA and their posi-
tions within the filament structure. On the
basis of the original RecA structure, Story
et al. proposed that two disordered regions
were likely to be the primary (or ssDNA)
and secondary (or dsDNA) binding sites.
Loop 2 (L2) extends from residues 195 to
207 and is considered to be the primary
DNA binding site, while loop 1 (residues
157–164) is considered to be part of the
secondary DNA binding site (Fig. 4). L2
lies within the inner surface of helical fila-
ment structure, while L1 is seen on the top
surface of the filament (Fig. 4). Some stud-
ies suggest that the L2 and L1 DNA binding
domains may interact both physically and
functionally, and a ‘‘connector’’ segment
extending from residues 145 to 149 may be
specifically involved in transmitting NTP-
induced structural changes in L2 to L1. The

extensive number of biochemical, muta-
tional, and structural studies giving rise to
the current model of DNA binding by the
RecA protein have been reviewed recently.
Interestingly, the MvRadA structures re-
veal a much closer physical approach of
the L2 and L1 regions than is seen in
the RecA structures (Fig. 4). Therefore, if
the MvRadA structures do reflect the ac-
tive form of the protein filament, it would
support the very reasonable idea that the
primary and secondary DNA binding sites
are likely to interact both physically and
functionally during the catalysis of DNA
strand exchange.

3.2
C-terminal Gateway

In the currently available RecA structures,
the C-terminal 25 residues are unresolved,
but biochemical studies suggest that this
region of the protein serves as a ‘‘gateway’’
that regulates the accessibility of dsDNA
to its DNA binding site. Further work
suggests that a network of salt bridges
in this region precludes access of dsDNA
to the filament interior, and increasing
Mg2+ disrupts these interactions thereby
opening the ‘‘gateway.’’ How this might
be accomplished in vivo remains to
be determined.

3.3
Eukaryotic and Archaeal Uncertainty

While the identity and position of DNA
binding domains within various RecA pro-
teins is now fairly well-modeled, the DNA
binding domains within the eukaryotic
RadA and Rad51 proteins are currently not
well defined. The L2 region of HsRad51 in-
cludes residues 270 to 287 and lies near
the filament axis. However, mutagenesis
studies suggest that L2 is not involved in
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Fig. 4 DNA binding domains of RecA and RadA. (a) Monomer
of MtRecA, with the L1 and L2 DNA binding regions shown in
yellow and blue respectively. (b) A trimer of MvRadA as seen from
the inside of the filament, showing amino acid side chains of L1
(yellow), L2 (blue) and the N-terminal Helix-hairpin-Helix domain
(red) as space-filling spheres. Images are made from PDB file:
1G18/1G19 and 1XU4. The green MtRecA subunit (a) is in
approximately the same orientation as the green MvRadA
subunit (b) (see color plate p. xxxviii).

binding to ssDNA. We have recently cre-
ated mutant HsRad51 proteins carrying
either multiple or single Ala substitu-
tions throughout the L2 region and find

that all mutant proteins bind ssDNA with
an affinity similar to wild-type HsRad51.
Therefore, it seems that the L2 region in
HsRad51 does not serve the same function
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as L2 in RecA. In contrast, several mutant
HsRad51 proteins with Ala substitutions
in the L1 region (residues 231–239) show
significant decreases in binding to ssDNA.

3.3.1 Helix-hairpin-helix
Relative to the bacterial RecA proteins the
eukaryotic and archaeal Rad51 and RadA
proteins have an extended N-terminus that
contains a helix-hairpin-helix motif (‘‘HhH
motif ’’ in Fig. 2a; HsRad51 residues
61–70). NMR chemical shift perturbation
mapping of this region suggests that it
has a role in directly binding dsDNA in
HsRad51. Crystal structures of Rad51 and
RadA filaments show that this region is
positioned along the upper surface of the
filament and could serve as the dsDNA
binding domain or be involved in regu-
lating access of dsDNA to the filament
interior similar to the C-terminal region of
RecA (Fig. 2b, Fig. 4).

4
Oligomeric Interface Domains

The oligomeric form of RecA-like proteins
required for the catalysis of DNA strand ex-
change is an extended helical polymer that
wraps around ss- and dsDNA, making con-
tact with the nucleic acid polyphosphate
backbone, but not the bases. Formation
of the nucleoprotein filament extends the
helical pitch of dsDNA from an axial rise
per base pair of 3.4 Å (standard B-form
dsDNA) to 5.2 Å. These DNA binding
properties of RecA led to the idea that
one of the primary functions of RecA-
like proteins was to reveal the DNA bases
in a way that optimizes strand switch-
ing and formation of new Watson–Crick
bases pairs during the catalysis of strand
exchange.

4.1
N-terminal Polymerization Motif

The first crystal structure of E. coli RecA
revealed an extensive surface on each side
of the subunits that formed the oligomeric
interface. Earlier genetic and biochemical
studies had predicted that a domain in
the extreme N-terminus of RecA played
an important role in oligomer formation.
Comparison of all RecA, RadA, and Rad51
structures now reveals a small conserved
structural domain recently termed the poly-
merization motif by Shin et al. Not only is
this motif important for the oligomeric
stability of RecA-like proteins, in the case
of human Rad51, it appears to play an
important role in the BRCA2-mediated
regulation of Rad51 nucleoprotein fila-
ment assembly at the site of DNA damage.
The motif forms a short β-strand (‘‘N-pol
mot’’ in Fig. 2a) that interacts in antiparal-
lel fashion with a β-strand in the ATPase
core (‘‘Core pol mot’’ in Fig. 2a) of the
neighboring subunit (Fig. 5). Alignment
of this conserved region in E. coli RecA
and several eukaryotic RadA and Rad51
proteins is shown in Table 1. This region is
highly conserved among 64 bacterial RecA
sequences, and, although not well con-
served with the equivalent sequences in
eukaryotic RadA and Rad51 proteins, the
structure is conserved among all RecA-
like proteins. In the Pf Rad51 structure
Phe97 and Ala100 interact with the neigh-
boring subunit through contacts with

Tab. 1 Alignment of N-terminal Polymerization
Motif across RecA Superfamily Proteins.

MvRadA 63- G F K S G I -68
HsRad51 85- G F T T A T -90
PfRad51 95- G T F M R A D -101
ScRad51 143- G F V T A A -148
HsBRC4 1523- G F H T A S -1528
EcRecA 24 G S I M R L G -30
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Mv RadA

Sc Rad51

BRCA2-HsRad51

Ec RecA

Fig. 5 N-terminal Polymerization motif. The left-hand image is two subunits of the
EcRecA filaments (viewed from the outside surface of the filament), showing the
N-terminal polymerization motif (green) and the Core Polymerization Motif (red).
Isoleucine 26 is shown in space-filling spheres. The boxes on the right show the
equivalent interface region in MvRadA (Phe64), ScRad51 (Phe144), and the
BRC4-HsRad51 fusion protein (Phe1524) with indicated phenylalanine residues
interacting with the neighboring subunit. Images were made from PDB files: 1REA,
1XU4, 1SZP and 1NOW (see color plate p. xxxix).

hydrophobic regions, and similar cross-
subunit interactions are observed for the
conserved residues in the ScRad51 and
MvRadA. Mutational analysis of the equiv-
alent residues in HsRad51, Phe86 and
Ala89, supports the idea that both are
important for oligomer stability. Further
support for the idea that this region is
an important part of the oligomeric in-
terface comes from fluorescence studies
of Xenopus Rad51. The structure of an
HsRad51-BRC4 fusion protein gave rise
to the idea that the BRC repeats in
BRCA2 interact with Rad51 by mimicking
the N-terminal polymerization motif sur-
face. The alignment in Table 1 shows that
Phe1524 and Ala1527 in the BRC4 repeat
are conserved in this motif. Examination

of the E. coli RecA, MvRadA, ScRad51, and
HsRad51-BRC4 protein structures shows
a striking similarity in cross-subunit in-
teractions in this region of the interface,
highlighted by insertion of a conserved Phe
or Ile into a hydrophobic area of the neigh-
boring subunit (Fig. 5). Further details
of the mechanism by which the BRCA2
protein regulates assembly of HsRad51
nucleoprotein filaments at the site of DNA
damage is provided in a recent review by
Pellegrini and Venkitaraman.

4.2
Other Cross-subunit Contacts

Residues involved in making cross-
subunit contacts account for a high
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percentage of the conserved residues seen
in 64 bacterial RecA sequences. Roca and
Cox noted a highly conserved region cor-
responding to residues 214 to 222 in
E. coli RecA that they termed a RecA
signature sequence. In this stretch, 5 of
the 9 residues are identical in 64 bac-
terial RecA sequences (Ala214, Leu215,
Lys216, Phe217, Arg222) and the other
positions show a high degree of chemi-
cal conservation. Modeling studies of E.
coli RecA and the crystal structures of the
RadA and Rad51 proteins support the idea
that this region of the interface is more
extensively involved with direct contacts
with the ATP binding site in the neigh-
boring subunit than the original RecA
structure revealed. This region will be
discussed in greater detail in the Sect. 5:
Allosteric Mechanism.

5
Allosteric Mechanism

5.1
Allosteric Switch: Gln194

Early biochemical studies of RecA showed
that ATP serves as an allosteric effector
of enzyme function, that is, its binding
causes RecA to become catalytically ac-
tive. For example, although RecA binds
with low affinity to ssDNA in the ab-
sence of ATP, its DNA binding affinity
is increased dramatically in the pres-
ence of ATP or a nonhydrolyzable analog
such as ATPγ S. The RecA crystal struc-
ture shows that Gln194 is positioned
within the ATP site near to where the
γ -phosphate of bound ATP would be,
and, therefore, may serve as the sensor
of ATP binding. Mutational and biochem-
ical studies confirmed that Gln194 is
indeed an ‘‘allosteric switch’’ that trig-
gers conformational changes within the

protein in response to ATP binding, an
action that is critical for RecA function
(see below). Subsequent studies suggested
that Gln194 also plays a more direct role
in ATP hydrolysis in a manner similar to
G-proteins.

5.2
ATP Sensing: Phe217

Large-scale mutagenesis efforts identified
Phe217 as a critical subunit interface
residue involved in transmitting ATP-
mediated allosteric information through-
out the oligomeric filament structure. Of
15 different substitutions at Phe217, only
Tyr maintained wild-type-like activity in
vivo, while all others were significantly in-
hibited. Biochemical studies showed that
the Phe217Tyr substitution resulted in a
hypercooperativity mutant that increased
the kinetics of ATP-induced filament as-
sembly by more than 250-fold. Together
with other mutagenesis studies, these data
suggested that the following molecular
events occur within the RecA structure
upon ATP binding. The interaction of
Gln194 with the γ -phosphate of ATP trig-
gers a conformational change in the L2 re-
gion (residues 195–209). Glycine residues
at positions 211 and 212 are nonmutable,
and, undoubtedly, are critical to propa-
gating the conformational change into a
small helix immediately downstream of
L2 (residues 213–218). This results in
a specific movement of Phe217 toward
the neighboring subunit. However, in the
original RecA crystal structure, it was not
apparent what residues in the neighbor
might interact with Phe217. Subsequent
modeling studies using image analyses
of electron micrographs suggested that
subunits in the active RecA filament are
reoriented such that Phe217 and other
nearby side chains, for example, Lys216
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and Arg222, lie very close to the ATP bind-
ing site of the neighboring subunit. In fact,
the structures of MvRadA and ScRad51
show that this is likely the case (Fig. 6). The
MvRadA/AMP-PNP structure, solved in
potassium-rich media, shows that the NTP
sits directly within the interface between
two subunits. His280, which aligns with
E. coli RecA Phe217, makes a hydrogen
bond with the γ -phosphate of AMP-PNP
in the neighboring subunit (Fig. 6). A sim-
ilar arrangement is seen in the ScRad51
structure in which His352 (equivalent to
RecA Phe217 and MvRadA His280) lies

close to a sulfate ion in the ATP binding
site of the neighboring subunit (sulfate
results from slow hydrolysis of ATPγ S;
Fig. 6). In this study, a His352Ala mu-
tant was shown to be inhibited for ssDNA
binding, thereby supporting the model in
which His352 is important for formation
of a filament that is competent for Rad51
function. Interestingly, when MvRadA was
crystallized in low potassium media, the
details of side chain conformations at
the interface differ, in that access to the
neighboring ATP binding site by His280
is blocked by Phe107 (Fig. 6). Similarly,

Sc Rad51“open” Sc Rad51“blocked”

Q194 F217

E68

Q194

F107

H280

Q257

H352
H352

F187

F187

Q325

Q325

EM RecA model Mv RadA

Fig. 6 Allosteric mechanism. Four panels showing different conformations of residues
important in sensing ATP binding and conformational change of the filament structure.
Glutamine 194 (EcRecA) and its homologous residues in MvRadA (Gln257) and ScRad51
(Gln325) are shown in yellow, while Phe217 (EcRecA) and the homologous histidine residues
(MvRadA, His280; ScRad51, His352) are shown in purple. Glutamate 68 (EcRecA) and
equivalent phenylalanine residues are in red. The region between Q194 and Phe217 (loop2) is
unstructured in all but MvRadA. Images are made from PDB files: 1N03, 1XU4, and 1SZP (see
color plate p. xl).
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alternating interfaces in the ScRad51 struc-
ture show that His352 is blocked from
interacting with the neighbor’s ATP site by
Phe187 (equivalent to MvRadA Phe107).
These results may be indicative of the
inherent flexibility within a RecA or Rad51
filament as it progresses through the cycle
of ATP binding and hydrolysis during the
catalysis of DNA strand exchange (see be-
low). Therefore, given these new archaeal
RadA and yeast Rad51 structures it seems
likely that the positioning of bound ATP
within the subunit interface contributes
directly to subunit communication and to
the cooperative nature of many aspects
of recombinase function. A mechanistic
similarity to other oligomeric ATPases, for
example, DNA helicases, regarding the po-
sitioning of ATP binding sites has recently
been described by Egelman. Although the
contribution made by His280 in MvRadA
and His352 in ScRad51 seems to involve
direct hydrogen bonding with ATP in the
neighboring subunit, it is currently not
clear what kind of cross-subunit interac-
tions are made by Phe217 in RecA. It is
possible that Phe217 stacks with the purine
ring of bound ATP, but further studies
will be required to understand the specific
molecular interactions of Phe217 in the
active form of the RecA filament.

Despite a very similar arrangement of
equivalent side chains in the ATP bind-
ing site and subunit interface, the human
Rad51 protein shows a distinct difference
regarding its use of ATP as an allosteric ef-
fector compared to RecA and yeast Rad51.
Whereas RecA and ScRad51 require ATP
to achieve a high-affinity ssDNA binding
conformation, HsRad51 does not. It binds
ssDNA cooperatively and with high affinity
in the absence of ATP. This can be seen in
Fig. 7, which shows biosensor DNA bind-
ing traces for E. coli RecA, ScRad51, and

HsRad51. In this assay, protein is added di-
rectly to a cuvette containing immobilized
ssDNA and binding of protein is mea-
sured in real time. Additionally, whereas
a Gln194Asn or Gln194Ala mutation in
RecA prevents high-affinity binding to
ssDNA, equivalent mutations in HsRad51,
for example, Gln268Asn, show no im-
pairment of ssDNA binding. Although
catalysis of DNA strand exchange by
HsRad51 in vitro appears to be dependent
on ATP hydrolysis, conflicting reports
have appeared in the literature regard-
ing the requirement for ATP hydrolysis
for HsRad51 function in vivo. There are
clear differences in the mechanisms by
which various recombinase enzymes use
NTP cofactors to drive catalysis of DNA
strand exchange and further work will be
required to fully understand these distinct
requirements.

6
Proteins that interact with RecA

Although RecA shows proficient strand
exchange activity in vitro, its activities in
vivo depend on specific interactions with
a variety of other proteins that are either
directly involved in the catalysis of DNA
repair or in the regulation of expression of
DNA repair genes. Recent efforts have im-
proved our understanding of both specific
regions within the RecA protein structure
responsible for these interactions as well
as the functional consequences of these
interactions.

6.1
RecBCD

The RecBCD enzyme is a highly proces-
sive helicase and nuclease whose activities
undergo significant modification upon
encountering a recombination hotspot
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known as chi. RecBCD generates 3’single-
stranded ends that serve as a substrate
for RecA binding and strand exchange.
RecBCD also promotes loading of RecA
onto ssDNA by virtue of a direct pro-
tein–protein interaction mediated by the
C-terminal domain of RecB and some
region of the core domain of RecA.
The recently published X-ray structure of
RecBCD now provides a clearer view of
how the many activities of this enzyme
are coordinated, as well as how the RecA
loading site in RecB is likely revealed fol-
lowing RecBCDs encounter with chi.

6.2
RecF, O, and R

While early genetic studies suggested
that the RecF, RecO, and RecR proteins
play subtle, but important, roles in
RecA-mediated recombination, recent
studies show that they are specifically
involved in RecA-mediated repair of
gapped DNA lesions that frequently re-
sult when a replication complex stalls
at a DNA lesion. It appears that these
proteins can function both as subcom-
plexes as well as a heterotrimeric complex.
RecFR and RecOR regulate the loading
of RecA and the degree of RecA filament
extension, respectively, within a gapped
region. The RecFOR complex has been
reported to serve as a structure-specific
mediator of RecA by targeting recom-
binational repair to the ssDNA–dsDNA
junctions in gapped DNA. Other studies
support a role for RecFOR in clearing
RecA from recombination intermediates
to allow replication restart. Although no
specific protein–protein interactions have
been demonstrated between RecA and
RecF, RecO, or RecR, studies by Bork
et al. suggest that RecR specifically con-
tacts RecA.

6.3
RecX and DinI

The recX and dinI genes are part of
the SOS regulon and, through direct in-
teraction with the RecA filament, serve
to regulate RecA activity. In many bac-
terial species, the RecX protein is a
negative modulator of RecA activity, in-
hibiting RecA ATPase, strand exchange,
and coprotease activities, and serves to
prevent harmful overexpression of RecA
protein caused by DNA damage. How-
ever, in Neisseria gonorrhoeae RecX appears
to be necessary for normal RecA func-
tion. Three-dimensional reconstructions
of electron micrographs show that RecX
binds to RecA nucleoprotein filaments by
spanning the subunit–subunit interface,
contacting the C-terminal domain of one
subunit and the core domain of the neigh-
boring subunit. However, recent studies
show that the maximal inhibitory effect
of RecX occurs at low, substoichiometric
amounts of RecX relative to RecA. Drees
et al. also show that RecX blocks extension
of RecA nucleoprotein filaments through
a proposed end-capping mechanism, re-
sulting in a net filament disassembly.
The interaction between RecX and RecA
is modulated by the negatively charged
C-terminal region of RecA, and is also en-
hanced by increasing Mg+ concentration.

Until very recently, DinI had been
thought to be a negative regulator of RecA
function, serving to attenuate the SOS
response following DNA repair. However,
new studies support the idea that the action
of DinI opposes that of RecX and serves
to stabilize active RecA nucleoprotein
filaments. The inhibitory effects of DinI
on RecA function occur only at elevated
concentrations of DinI, whereas lower
concentrations of DinI promote RecA
activities. These studies have shown the
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opposing effects of RecX and DinI to occur
both in vitro and in vivo. Interestingly, at
concentrations of DinI that stabilize RecA
nucleoprotein filaments, RecA-mediated
cleavage of UmuD is inhibited, whereas
cleavage of LexA is not. DinI binds
to the core domain of RecA and may
specifically compete for UmuD binding,
but not LexA. Additionally, the C-terminal
domain of RecA modulates DinI function
and provides regulated access to the core
domain of RecA, perhaps in the same
way that the C-terminal domain regulates
access of dsDNA to the interior of the
RecA filament.

6.4
Coprotease Substrates

The active complex of RecA/ATP/ssDNA
also catalyzes the autoproteolytic inacti-
vation of several repressor proteins, for
example, LexA, phage λ cI and the phage
φ80 repressors as well as the autoprote-
olytic activation of the UmuD protein. This
activity has no mechanistic resemblance to
the strand exchange activity of RecA, nor
does it require extended nucleoprotein fil-
aments. The original assumption was that
RecA itself had a protease activity, but
with the discovery by Little in 1984 that
LexA and the phage λ cI repressors un-
dergo a specific autodigestion reaction, it
became clear that binding to RecA induced
a conformation in these substrate pro-
teins that was competent for autocleavage.
Although binding sites for coprotease sub-
strates within the RecA structure have yet
to be specifically defined, a large number
of mutagenesis, biochemical, and biophys-
ical studies have provided strong evidence
that the coprotease binding site includes
specific positions within the groove of the
RecA filament as well as positions on the
upper surface of the filament that overlap

with the L1 DNA binding domain. This
subject and all of the studies leading up to
this model have been reviewed recently by
McGrew and Knight.

6.5
PolV

In addition to its activities as a strand
exchange and coprotease enzyme, RecA
participates directly in an important
process referred to ‘‘translesion bypass
DNA synthesis.’’ The UmuD′

2C complex
(pol V) is an error-prone DNA polymerases
in E. coli, and, as part of the recovery from
DNA damage, pol V is activated to ensure
that some of the unrepaired DNA lesions
will not block DNA synthesis to an ex-
tent that kills the cell. Owing to its low
fidelity, pol V gives rise to an increased
level of mutations, and this process in bac-
teria has been termed SOS mutagenesis or
UV-induced mutagenesis. RecA has several
distinct roles in this process: (1) it serves to
induce all SOS genes, including the umuC
and umuD genes, by catalyzing autodiges-
tion of the LexA repressor; (2) it catalyzes
the autoproteolytic activation of UmuD to
the active UmuD’ form; (3) and it inter-
acts directly with the UmuD′

2C complex
at the site of lesion bypass. The region
of the RecA structure that interacts with
UmuD′

2C is located on the surface of the
subunit interface that would be at the 3′
end of bound DNA, the end of the filament
that will be facing the lesion needing to be
bypassed by polV.

6.6
Proteins that Interact with Rad51

A number of proteins have been iden-
tified that interact with either yeast or
human Rad51 using various screens such
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as the ‘‘yeast 2-hybrid assay’’ or co-
immunoprecipitations. This work, and
descriptions of the likely biological func-
tions of many of these proteins, has
been reviewed recently by Thompson and
Schild. A number of ongoing studies are
aimed at characterizing the functional
consequences of these interactions and
providing some molecular detail regard-
ing specific protein domains and residues
involved in these interactions. Briefly, one
of the best-characterized interactions is be-
tween yeast Rad51 and Rad52 proteins.
This work led to the identification of
Rad52 as a ‘‘mediator’’ of Rad51 func-
tion, that is, Rad52 assists with formation
of Rad51 filaments at the site of a DNA
double-strand break, and also helps Rad51
compete with other DNA binding proteins
that may block its function. This particular
aspect of Rad52 function is particularly in-
teresting because it appears to have been
conserved in all organisms that perform
RecA/Rad51-mediated HR. For example,
RecFOR assists RecA in a way similar to
the Rad52/Rad51 interaction, and, in hu-
man cells, the BRCA2 protein displays a
‘‘mediator’’ function regarding its role in
regulating assembly of Rad51 nucleopro-
tein filaments.

Important questions remain regarding
how the mechanistic differences seen for
bacterial RecA and eukaryotic RadA/Rad51
proteins relate to the various mediators
and other proteins that assist each recom-
binase, as well as varied cellular environ-
ments in which these proteins catalyze
recombination events.

7
Future Directions

Homologous recombination is one of sev-
eral major DNA repair pathways dedicated

to preserving the integrity of genetic in-
formation and is found in all free living
organisms. This pathway operates to re-
pair errors that occur frequently during
normal metabolic processes such as DNA
replication, as well as more catastrophic
DNA lesions resulting from exposure to
environmental mutagens. In eukaryotic
organisms, recombination also plays an
important role in proper alignment and
segregation of chromosomes during mei-
otic division. Recent studies show that
defects in homologous recombination cor-
relate with the occurrence of several cancer
syndromes in humans, thus emphasizing
the need for a more detailed mechanistic
understanding of recombination proteins.
Studies over the past several years have
significantly improved our understanding
of the molecular design of the bacterial
RecA protein and how its many struc-
tural domains coordinate their functions
to carry out a wide variety of activities
that are mechanistically unrelated, such
as regulation of gene expression, catalysis
of DNA strand exchange, and promotion
of DNA synthesis by error-prone poly-
merases. RecA is a classical allosterically
regulated enzyme, and ATP binding trig-
gers a number of conformational changes
that activate the protein for its diverse func-
tions. Recent insights from new modeling
procedures as well as new structures of
archaeal and eukaryotic RecA-like proteins
(RadA and Rad51, respectively) have sig-
nificantly improved our understanding of
the catalytic organization of RecA. RecA-
like proteins in higher organisms must
catalyze the same DNA strand exchange
reaction as in bacteria, but the greater com-
plexity of the cellular environment as well
as the DNA substrate itself (chromatin)
demands a more sophisticated interplay
between Rad51 and various other proteins
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involved directly or indirectly in catalyz-
ing homologous recombination. A major
challenge that is currently driving many
studies in this area is to fully understand
the complexities of homologous recombi-
nation in higher organisms, not only with
regard to the function of Rad51 and its
associated proteins but also to further our
understanding of how the cell coordinates
various pathways involved in the detection
of DNA damage, slowing of cell growth to
facilitate DNA repair, and the activation of
DNA repair pathways.
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Keywords

Agonists
Compounds that bind to and activate receptors and include endogenous ligAnds such
as hormones and neurotransmitters, chemically synthesized compounds, and natural
products like alkaloids.

Antagonists
Compounds that bind to but do not activate receptors, and hence inhibit the action
of agonists.

Cytokines and Growth Factors
Proteins that influence proliferation, differentiation, maturation, and survival of cells.
Cytokines include interleukins (IL), which are produced by leukocytes and control
leukocyte function, and interferons (IFL) which are produced in response to virus
infection. Growth factors are produced constitutively and act on nonhematopoietic
cells, whereas cytokines are produced transiently and are mostly involved in
hematopoiesis and immune or inflammatory responses. In a broader sense, cytokines
include growth factors.

GRKs (G Protein–Coupled Receptor Kinases)
Protein serine/threonine kinases that phosphorylate activated forms of GPCRs (e.g.
agonist-bound GPCRs and light-activated rhodopsin) specifically.

GTP-binding Regulatory Proteins (G-Proteins or Heterotrimeric G-Proteins)
Proteins that are activated by hormone- or neurotransmitter-bound receptors and
activates effectors such as adenylate cyclase, phospholipase C, and ion channels.
G-proteins are composed of an α-subunit with GTP-binding activity and βγ subunits.

Hormones
Chemical substances that are released from one cell and modulate the function of
other cells, which are usually located in remote organs.
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MAP Kinase (MAPK)
Mitogen-activated protein kinase, a serine/threonine kinase in the signal transduction
pathway that is triggered by activation of growth-factor receptors. Extracellular
signal-regulated kinase (ERK) is another name. MAP kinase kinase (MAPKK or MEK
(MAPK/ERK kinase)) phosphorylates both tyrosine and threonine residues in MAP
kinase and activate MAP kinase. MAPKK kinase (MAP kinase kinase kinase,
MAPKKK, or MEK kinase) phosphorylates serine residues in MAPKK and activates
MAPKK.

Neurotransmitters or Transmitters
Chemical substances that are released from presynaptic terminals of an excited neuron
and regulate the excitability of postsynaptic membranes of the other neuron.

Protein Serine/Threonine Kinases
Enzymes that phosphorylate serine or threonine residues in proteins, and include
second messenger-activated protein kinases, such as cAMP-dependent protein kinase,
protein kinase C, or Ca2+/calmodulin-dependent protein kinase, and protein kinases
in the signal transduction pathways such as MAP kinase.

Protein Tyrosine Kinases
Enzymes that phosphorylate tyrosine residues in proteins. Some tyrosine kinases are
receptors for growth factors and are activated by binding of growth factors, whereas
others are not receptors and are activated by cytokine receptors or other factors.

RGS Proteins (Regulator of G Protein–Signaling)
Proteins that accelerate GTPase activity of G-protein α-subunits and then terminate
G-protein signaling.

Second Messengers
Compounds that are formed in the cells in response to the stimulation by hormones or
neurotransmitters on the surface of cells (e.g. cyclic AMP, cyclic GMP, diacylglycerol,
and inositol triphosphate).

SH2 Domains
The src homology domain 2 that is present in many proteins in the signal transduction
pathways and interacts with domains containing phosphorylated tyrosine residues in
growth-factor receptors or other proteins. A product of the src gene (sarcoma gene), src
protein, contains an SH2, an SH3 (another src homology domain present in many
other proteins), and a tyrosine kinase catalytic site.
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� Communications between cells are performed by cell–cell contact or by chemical
substances like neurotransmitters, hormones, cytokines, or growth factors. These
chemical substances are secreted by a cell and recognized by receptors in target cells.
The binding of these ligands to their receptors initiates a series of chemical reactions.
Some hormones such as steroids and thyroxin pass through cell membranes and
interact with their receptors inside the cell. Most other hormones and all known
neurotransmitters, cytokines, and growth factors cannot penetrate cell membranes
and bind to their receptors, which are transmembrane glycoproteins, on the
surface of cells. Membrane-bound receptors are classified into three major groups,
ion channel-coupled receptors (ICCR), G protein–coupled receptors (GPCR), and
protein kinase-coupled receptors (PKCR). In this section, we describe the molecular
properties of membrane-bound receptors and intracellular signals triggered by
activation of these receptors.

1
Classification of Receptors

Receptors have been named and clas-
sified by their endogenous ligands and
subclassified by specific agonists and an-
tagonists since the introduction of the
receptor concept in the early 1900s by
Langley. Molecular entities of receptors
have been identified in the last quarter-
century, which enables us to classify
receptors on the basis of their structure
and function. For example, receptors for
acetylcholine have been classified into two
types, nicotinic acetylcholine receptors and
muscarinic acetylcholine receptors, on the
basis of their interactions with specific
agonists, nicotine and muscarine, respec-
tively. Nicotinic and muscarinic acetyl-
choline receptors are further characterized
by their interaction with specific antago-
nists, tubocurarine and atropine, respec-
tively. It has been shown by means of
purification of nicotinic and muscarinic re-
ceptors and their functional reconstitution
into artificial membranes that these two
receptors have completely distinct struc-
tural and functional characteristics, and

that nicotinic and muscarinic receptors
are, respectively, acetylcholine-gated ion
channels and activators of G-proteins.

Cloning of complementary DNAs (cD-
NAs) encoding receptor proteins and de-
duction of their amino acid sequences
have revealed that a number of receptors
have structural and functional character-
istics similar to the nicotinic receptor,
constituting a superfamily of ion channel-
coupled receptors (ICCRs), and a greater
number of receptors have structural and
functional similarity to the muscarinic re-
ceptor, constituting a superfamily of G
protein–coupled receptors (GPCRs). En-
dogenous ligands for ICCRs are restricted
to a small number of neurotransmit-
ters. In contrast, endogenous ligands for
GPCRs include almost all kinds of neu-
rotransmitters, various hormones, auta-
coids, chemotactants, pheromones, and
external stimulants (e.g. odorants, taste
substances, and light). The structural char-
acteristics common to all members of the
two superfamilies are several hydrophobic
regions, which are assumed to be trans-
membrane segments: GPCRs have seven
such regions, and each subunit of ICCRs
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has two to four. Thus, GPCRs are also
referred to as seven transmembrane re-
ceptors or serpentine receptors.

Several groups of receptors for cytokines
and growth factors, on the other hand, are
characterized by a single transmembrane
segment per subunit. Some receptors with
a single transmembrane segment are ty-
rosine kinases with the catalytic activity
to phosphorylate tyrosine residues in the
receptors themselves and/or related pro-
teins, and others do not have enzyme
activity but function as activators of re-
lated tyrosine kinases. Members of another
group of receptors with a single transmem-
brane segment have serine/threonine ki-
nase activity. Thus, these receptors with
the single transmembrane segment are
somehow coupled with protein kinases
and are referred to here as protein ki-
nase–coupled receptors (PKCRs).

Table 1 summarizes the characteris-
tics of the three major groups of
membrane receptors, ICCR, GPCR, and
PKCR. ICCR, GPCR, and PKCR, respec-
tively, can be discriminated from each
other by endogenous ligands (neurotrans-
mitters, hormones/neurotransmitters, cy-
tokines/growth factors), coupled function
(ion channels, G-protein activators, protein
kinases/protein kinase activators), and by
the order of response rates (milliseconds,
seconds, hours).

Cloning of cDNAs encoding receptor
proteins and determination of the hu-
man genome sequence has revealed that
multiple kinds of receptors or receptor
subtypes exist for a given endogenous
ligand including most neurotransmitters,
hormones, and cytokines. Furthermore, a
number of putative receptors are called
orphan receptors because their cDNAs or
genes have been identified on the basis
of their sequence homology to those of

known receptors but their endogenous lig-
ands remain unidentified. An extreme case
is the odorant receptors: approximately five
hundred human receptors are believed to
exist but their ligands remain to be iden-
tified except for a few receptors. One of
the future challenges will be to develop
specific ligands for a given receptor with a
known amino acid sequence.

2
Ion Channel-Coupled Receptors (ICCR)

Endogenous ligands for ICCRs are lim-
ited to several neurotransmitters, which
are acetylcholine, glutamate (and possibly
aspartate), γ -aminobutyric acid (GABA),
glycine, serotonin (or 5-hydroxytrypta-
mine, 5HT), and ATP (adenosine triphos-
phate). ICCRs are not known for cate-
cholamines like adrenaline and dopamine,
or for peptides.

ICCRs are oligomers composed of
heterogeneous subunits, although some
might be homooligomers. They incorpo-
rate ion-channel function in the oligomeric
structure with a transmitter-gated pore in
the center of the oligomers. Receptors for
acetylcholine, glutamate, serotonin, and
ATP are cation channels, which are per-
meable to both Na+ and K+ (and Ca2+ in
some cases), and receptors for GABA and
glycine are anion (chloride ion) channels.
Neurotransmitters are released from the
presynaptic terminal and bind to ICCRs in
the postsynaptic membranes. The binding
leads to the opening of ion channels, fol-
lowed by depolarization and excitation of
the postsynaptic membranes in the case of
cation channels and by hyperpolarization
and inhibition of excitation in the case of
anion channels. In other words, the exci-
tatory postsynaptic potential (EPSP) and
inhibitory postsynaptic potential (IPSP)
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are caused by opening of transmitter-gated
cation and anion channels, respectively.
The time course of these responses is
rapid (within the order of milliseconds).
Thus, ICCRs are specified for the purpose
of rapid communication in the nervous
system. This does not necessarily mean,
however, that the role of ICCRs is re-
stricted to the production of EPSP and
IPSP. ICCRs may also take part in the stim-
ulation or inhibition of neurotransmitter
release through presynaptic receptors, in
the long-term facilitation or depression of
EPSP through a subtype of glutamate re-
ceptor (NMDA receptor), or in the action
on glial cells.

2.1
Nicotinic Acetylcholine Receptors

The nicotinic acetylcholine receptor is the
most extensively studied and best charac-
terized among all the receptors. Abundant
nicotinic receptors are present in the elec-
tric organs of the electric eel or torpedo,
which are homologous to skeletal muscles.
Nicotinic receptors were purified from the
electric organs of torpedo by taking advan-
tage of their abundance and their specific
interaction with snake venoms such as
bungarotoxin. Purified nicotinic receptors
were found to be pentameric glycoproteins
composed of four distinct subunits (2 × α,
β, γ , δ) and to show acetylcholine-gated
cation channel activity when reconstituted
in lipid membranes. In 1982, cDNA encod-
ing the α-subunit of nicotinic receptors in
the electric organ of torpedo was cloned
by using its partial amino acid sequence.
Thereafter, cDNAs encoding each subunit
of nicotinic receptors in the torpedo elec-
tric organ and in the calf muscle were
cloned by using the sequence homology
among subunits. Amino acid sequences

of each subunit were deduced from corre-
sponding nucleotide sequences of cDNAs.
The finding of homology in amino acid se-
quences among the four subunits indicates
derivation from a common ancestor.

Each subunit is composed of 437–501
amino acid residues and has four hy-
drophobic domains (M1–M4) with ap-
proximately 20 amino acid residues each.
Extensive studies of nicotinic receptors
have been carried out by using biochemical
methods such as crosslinking of recep-
tors with acetylcholine analogs or channel
blockers, gene technology (e.g. mutagene-
sis), and physical methods (e.g. electron
microscopy and electron diffraction of
receptor microcrystals). Results are sum-
marized in the following list, and an atomic
model is shown in Fig. 1(A).

1. The amino-terminal portions of each
subunit are located extracellularly and
are bound with sugars. Two molecules
of acetylcholine bind to the amino-
terminal portions of the α-subunits.

2. The four hydrophobic domains (M1–
M4) of each subunit form α-helices and
transverse the plasma membrane form-
ing a pore (ion channel) in the middle
of 20 transmembrane segments.

3. The five M2 segments line the pore.
Leucine and valine residues in the
middle of the five M2 segments are
conserved among all four subunits
and thought to constitute the gate of
the pore.

4. The binding of acetylcholine causes
a small rotation of the extracellular
parts of the five subunits, which
triggers a conformational change in
the M2 segments and moves the
hydrophobic side chains away from
the ion path. Thus, these hydrophobic
residues function as a gate (Fig. 1(B)).
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Fig. 1 Structural model of the nicotinic
acetylcholine receptor (nAChR: an ion
channel-coupled receptor, ICCR). (A) An atomic
model with the closed pore was determined from
electron images by electron cryo-microscopy of
crystalline postsynaptic membranes and their
reconstruction by optical diffraction and
computation. The side (a) and cross-sectional
(c) views show an extracellular ligand-binding
domain (green), an inner, and the
transmembrane segments composed of
pore-facing M2 helices (blue) and lipid-facing
M1, M3, M4 helices (red). (b) Stereo view of the
pore, as seen from the extracellular face.
(c) Cross-sectional view through the pentamer at
the middle of the membrane. The pore is shaped

by an inner ring of five α helices (M2), which
curve radially to create a tapering path for ions,
and an outer ring of 15 α-helices (M1, M3, M4),
which coil around each other and shield the inner
ring from the lipid layer. (B) A model for the
gating mechanism. With binding of acetylcholine
(ACh), two M2 α-helices of α-subunits rotate to
opposite directions. This movement triggers the
concerted movement of M2 α-helices of the
other subunits resulting in the opening of the
gate that consists of hydrophobic residues in the
central part of five M2 segments. (From
Miyazawa, A. et al. (2003) Structure and gating
mechanism of the acetylcholine receptor pore,
Nature 424, 949–955) (see color plate p. xli).

5. The rate of channel opening is fast
with a time constant of approxi-
mately 20 µs. The conductance of
a single channel is 30 ps (= 30 ×
10−12 A V−1). This means that 2 × 104

cation molecules pass through the
channel in an open time of 1 ms
when the cation is derived by a poten-
tial of 100 mV: 30 × 10−12 (A V−1) ×
0.1 (V) × 1 × 10−3 (s) × 1/96 500 (mol

C−1) × 6.2 × 1023 (molecules mol−1)
= 1.9 × 104 molecules.

6. The channel is permeable to both Na+
and K+ but not to Ca2+ or to anions.
Anionic charges on both sides of the M2
segments contribute to the permeation
of cations but not of anions.

7. In the continued presence of agonists,
the channel closes with time constant of
50 to 100 ms at 20 ◦C (desensitization).
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Fig. 1 (Continued)

Phosphorylation of nicotinic receptors
by cAMP-dependent protein kinase,
protein kinase C, or tyrosine kinase
facilitates desensitization.

There are two kinds of nicotinic recep-
tors in the skeletal muscle: the embryonic
type (α2βγ δ) and the adult type (α2βεδ).
The denervation of skeletal muscle in-
duces the expression of the γ -subunit
and decreases the expression of the ε-
subunit, which results in the conversion
from the adult type to the embryonic type.
The embryonic-type receptor is distributed
widely in the whole area of skeletal mus-
cle membranes, whereas the adult-type
receptor is localized in the postsynap-
tic membranes. This specific distribution
is regulated by distinct expression of
nAChR genes in the nucleus adjacent to
the synapse.

Different kinds of nicotinic receptor
subtypes are present in the autonomous
ganglia and the brain. Seven kinds of
α-subunits (α2 –α9, no α8 in human),
which are homologous to the skeletal

α-subunit (α1), and three kinds of β-
subunits (β2 –β4) have been identified
(see Table 2). Functional receptors are
thought to be pentamers like (α4)2(β3)3.
The effect of bungarotoxin on brain
nicotinic receptors is weak or absent,
except that α7 and α9 bind the toxin. Some
brain nicotinic receptors are present in
presynaptic membranes and regulate the
release of glutamate. Ca2+ is reported to
permeate through the α7 homooligomer,
while Ca2+ does not permeate through
other nicotinic receptors including the
skeletal muscle type.

2.2
Glutamate Receptors

Glutamate receptors are classified into
ionotropic receptors (ion channel-coupled
receptors, ICCRs) and metabotropic re-
ceptors (G protein–coupled receptors,
GPCRs). Ionotropic receptors are divided
by the use of a specific agonist, N-methyl
D-aspartic acid (NMDA), into NMDA and
non-NMDA types. Non-NMDA types are
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further subdivided into AMPA (α-amino-
3-hydroxy-5-methyl-4-isoxalone propionic
acid) and kainic acid (KA) types, where
AMPA and KA are specific agonists for the
respective subtypes. A number of different
genes have been identified for subunits
of each glutamate receptor (seven genes
for NMDA receptor subunits, four for
AMPA receptors, five for KA receptors)(see
Table 2). There are also two genes encod-
ing δ-type glutamate receptors, which have
significant homology to other ionotropic
glutamate receptors but whose functions
remain to be identified. Some of the genes
encoding glutamate receptor subunits are
reported to have splicing variants: for ex-
ample, eight kinds of polypeptides derived
from the NMDA receptor 1 (NMDAR1)
gene are expressed in the brain. Each
glutamate receptor is believed to be a
heterotetramer composed of the same type
of receptor subunits.

The molecular properties of glutamate
receptors are not as well understood as
those of the nicotinic receptors, although
the fundamental properties are assumed to
be similar. Each subunit of AMPA, KA, and
NMDA receptors has four hydrophobic do-
mains (M1–M4), like the nicotinic recep-
tors and other ICCRs, and there are some
similarities in these domains between glu-
tamate receptors and other ICCRs. Each
glutamate receptor subunit, however, is
thought to have three, rather than four,
transmembrane domains, where M1, M3,
and M4 but not M2 are the transmembrane
segments. In addition, glutamate receptors
are thought to be composed of four, but
not five, subunits in contrast with nicotinic
receptors. Thus, the extracellular part of
glutamate receptors is thought to be com-
posed of four amino-terminal parts and
four loops between the M3 and M4 trans-
membrane segments, and to constitute
the glutamate-binding site. Actually the

protein complex corresponding to the ex-
tracellular domains of an AMPA receptor
has been expressed, purified, crystallized,
and used for X-ray analysis. The X-ray anal-
ysis showed an atomic structure composed
of two domains with a clam-shaped struc-
ture and with a glutamate-binding site in
the cleft of the clam shell. Four clams
with eight halves of shells are assembled,
and the binding of multiple glutamate
molecules is supposed to cause a confor-
mational change so as to close the shells,
which should be somehow transmitted to
the transmembrane domains. Recently, an
atomic structure of the extracellular do-
main of an NMDA receptor subunit, NR1,
was determined and shown to be clam
shaped, as seen with the AMPA recep-
tor. NMDA receptors have to bind both
glutamate and glycine (or D-serine) to be
activated, where the NR1 subunit binds to
glycine (or D-serine) and the NR2 subunit
to glutamate. The cleft of the clamshells in
NR1 was shown to be open in the presence
of antagonist, and closed in the presence
of glycine or D-serine.

The M2 segment is thought to be
inserted into the membrane from the in-
tracellular side forming a loop. A certain
amino acid residue in the M2 segment
is critical for the selectivity of permeable
ions. The genetic code for the amino acid
is asparagine for NMDA receptors and
glutamine for AMPA receptors. This site,
however, is converted to arginine by RNA
editing for the GluR2 subunit of AMPA re-
ceptors. NMDA receptors are permeable to
Na+, K+, and Ca2+ ions. AMPA receptors
comprised of the subunits with glutamine
in this site are permeable to Na+, K+,
and also Ca2+ ions with inwardly recti-
fied voltage dependency in the current. On
the other hand, AMPA receptors including
the edited GluR2 subunit with the argi-
nine residue are not permeable to Ca2+
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ions, and are permeable only to Na+ and
K+ ions with linear voltage dependency in
the current. The ratio between edited and
nonedited GluR2 mRNA increases after
birth, and almost 100% of GluR2 mRNA
is edited in the adult brain.

Non-NMDA glutamate receptors play a
major role in the excitatory synaptic trans-
mission in the central nervous system.
NMDA receptors are different from non-
NMDA receptors in that NMDA receptors
are usually not active, as the ion perme-
ability of NMDA receptors is inhibited by
Mg2+ ions. The inhibitory effect of Mg2+ is
suppressed by depolarization. The NMDA
receptor channel opening is also regulated
by glycine or D-serine. Thus, the NMDA
receptor opens only when both glutamate
and glycine (or D-serine) are present and
the cell membrane containing NMDA re-
ceptors has been depolarized.

Phenomena referred to as long-term
potentiation (LTP) and long-term depres-
sion (LTD) have been studied in detail,
particularly in the hippocampus, and are
considered to represent cellular models
for memory formation. LTP is defined
as a sustained increase in the efficiency
of synaptic transmission, and is caused
by brief trains of high-frequency stim-
ulation (e.g. 30–100 stimuli/s with du-
ration of 5–10 s, that is, consecutive
150–1000 stimuli). On the other hand,
LTD is defined as a sustained decrease
in the efficiency of synaptic transmission,
and is caused by low-frequency stimulation
(1–3 stimuli/s with duration of 5–15 min,
that is, consecutive 300–1000 stimuli).
NMDA receptors are involved in both LTP
and LTD in the hippocampal CA1 area.
High-frequency stimuli induce depolar-
ization of postsynaptic neurons through
the AMPA receptor, which is followed
by opening of NMDA receptors, Ca2+

entry, and activation of Ca2+-calmodulin-
dependent protein kinase II (CaMKII).
Autophosphorylation of CaMKII makes it
constitutively active, and the persistent ac-
tive form of CaMKII binds to the NMDA
receptor NR2B subunit in postsynaptic
membranes. High-frequency stimulation
causes the translocation of the AMPA re-
ceptor containing the GluR1 subunit from
intracellular organelles into synaptic mem-
branes, which results in increases of the ex-
citatory postsynaptic current. CaMKII ac-
tivation and AMPA receptor translocation
are thought to be somehow related to the
formation of LTP. On the other hand, low-
frequency stimuli induce mild activation
of NMDA receptors followed by low-level
elevation of Ca2+ concentrations, which
causes the activation of protein phos-
phatases. Phosphatase activity induces the
internalization of AMPA receptors into in-
tracellular vesicle pools, which decreases
the excitatory postsynaptic current. Thus,
LTP and LTD, which are measured as
the increase and decrease in the excita-
tory postsynaptic current, respectively, are
linked with recruiting and internalization
of the AMPA receptor on the synaptic sur-
face and also with the activation of CaMKII
and phosphatases, but the exact molecular
mechanisms are yet to be identified.

Glutamate receptors are highly enriched
in postsynaptic membranes and are an-
chored by so-called scaffolding proteins.
Excitatory synapses in the central nervous
system are characterized by the electron
dense regions in postsynaptic sites, which
are known as postsynaptic density (PSD).
One major component in postsynaptic
densities is PSD-95, which binds to NMDA
receptor NR2 subunits and some voltage-
gated potassium channels. The carboxy
termini of the latter proteins have the
consensus sequence of Thr/Ser-X-Val (X
is any amino acid residue), to which the
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so-called PDZ domain in PSD-95 binds.
As there are three PDZ domains in a
single PSD-95 molecule, coexpression of
PSD-95 with NMDA receptors in cultured
cells induces their clustering. Proteins re-
ferred to as GRIP (glutamate receptor
interacting protein) also have PDZ do-
mains and bind to AMPA receptors. These
molecules function as scaffolding proteins
contributing to assembling receptors, ion
channels, and enzymes in postsynaptic
sites. These molecules bind directly or in-
directly to motor proteins of the kinesin
family, which are supposed to transport
receptor molecules from the cell body to
the dendrite.

2.3
GABAA Receptors

There are two kinds of GABA receptors,
GABAA and GABAB, which are ion
channel-coupled receptors (ICCR) and
G protein–coupled receptors (GPCR),
respectively. Eighteen kinds of GABAA
receptor subunits have been identified in
the human genome (six α, three β, three γ ,
one ε, one δ, one π , one θ , two ρ). Various
oligomers with different combinations of
these subunits are thought to exist in
situ. The fundamental structure of GABAA
receptors is thought to be similar to that
of nicotinic receptors, that is, a pentamer
of subunits with four transmembrane
segments. GABAA receptors, however, are
anion channels, in contrast with nicotinic
receptors, and there are more positive
amino acid residues on both sides of the
M2 segments of GABAA receptor subunits
compared with the M2 segments of
nicotinic receptors. These positive charges
are considered to help attract chloride ions
before their permeation through the pores.
Binding of GABA to GABAA receptors
and the subsequent opening of chloride
channels causes the hyperpolarization of

postsynaptic membranes and thereby the
suppression of excitation.

GABAA receptors take a major role in
the inhibitory synaptic transmission in
the brain. Different kinds of drugs are
known to interact with GABAA receptors.
Benzodiazepines and related compounds
are tranquilizers and facilitate the action
of GABA by increasing the affinity of the
receptor for GABA. Barbiturates, which
induce sleep, also increase the action of
GABA. Picrotoxin, on the other hand,
blocks the channel and then acts as an
inducer of seizures. The effect of drugs
appears to be subtype-specific. GABAA

receptors that do not contain γ -subunits
are not affected by benzodiazepines. This
suggests the possibility that various drugs
with different subtype specificity might
be developed in the future and be used
for different kinds of neurological or
psychiatric diseases.

2.4
Other Ion Channel-Coupled Receptors

Glycine receptors are chloride channels
and play a role in the inhibitory synaptic
transmission mostly in the spinal cord.
There are four subunit genes in human
(three α, one β). Glycine receptors are
thought to have a structure similar to nico-
tinic receptors and GABAA receptors.

A number of receptors for serotonin (or
5-hydroxytryptamine, 5HT) are GPCRs,
and only serotonin 5HT3 receptors are
cation channels. The 5HT3 receptors
are expressed in forebrain, hippocampus,
brainstem, and spinal cord, although
the expression is restricted to some
populations of neurons. At first only
one gene corresponding to 5HT3A was
identified, and the channel properties of
the 5HT3A homopentamer were found
to be different from those of native
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brain 5HT3 receptors. After homology
search of the human genome sequence,
another gene corresponding to 5HT3B was
found, which had significant homology
to the 5HT3A gene. When both 5HT3A

and 5HT3B cDNAs were coexpressed,
the expressed receptor showed channel
properties similar to those of native
brain receptors.

Purinergic receptors are divided into two
groups, P2X receptors and P2Y receptors,
which are ion channel-coupled receptors
(ICCR) and G protein–coupled receptors
(GPCR), respectively. There are at least
seven different subunit genes for P2X
receptors in the human genome. These
subunits are clearly distinct from subunits
of either nicotinic or glutamate recep-
tors in that P2X subunits have only two
transmembrane domains. The loop be-
tween the two transmembrane domains
is located extracellularly and is assumed
to be the ATP-binding domain because
it has an ATP-binding motif and ATP
acts on the channel from the extracellular
phase. P2X receptors appear to form ei-
ther homo- or heterooligomers, and some
receptors are suggested to be trimers
although this remains to be proven in
a more direct manner. P2X receptors
are ATP-gated cation channels with equal
permeability to Na+ and K+ and a signif-
icant permeability to Ca2+. P2X receptors
are expressed in post- and presynaptic
membranes in the central nervous sys-
tem, and may contribute to ATP-driven
excitatory postsynaptic current (EPSC) al-
though the ATP-driven EPSC is relatively
small and less abundant as compared
with that driven by glutamate receptors.
P2X3 is expressed in some sensory neu-
rons, and is thought to serve as a pain
sensor. Recently, P2X4 in microglia is
reported to play an important role in

evoking and maintaining a kind of neu-
ropathic pain.

3
G Protein-Coupled Receptors (GPCR)

Endogenous ligands of GPCRs include
all neurotransmitters except glycine, most
hormones and autacoids, several chemo-
tactic factors, and external stimulants such
as pheromones, odorants, and taste sub-
stances. Chemically, these ligands are
diverse and include amino acids, pep-
tides, proteins, amines, nucleosides, nu-
cleotides, lipids such as prostaglandins
and leukotrienes, Ca2+ ion, H+ ion,
and various organic compounds acting as
odorants. Rhodopsin and optic pigments,
which are receptors for light, are also
GPCRs (Tables 3 and 4). The number of
GPCR gene species in the human genome
is estimated to be 800 to 900, approximately
half of which are odorant receptors. Three
to four hundred GPCRs are known to have
endogenous ligands, but more than one
hundred GPCRs are considered to be or-
phan receptors for which the endogenous
ligands remain to be identified.

Each GPCR was thought to be a
homogeneous protein and to exist as
a monomer. However, recently GABAB
and metabotropic glutamate receptors
(mGluRs) have been shown to exist as
dimers. Some GPCRs in the rhodopsin
family, which is the major group of
GPCRs, are also reported to form homo-
or heterooligomers with intact functions.
However, it is not clear yet whether
oligomerization is a prerequisite for the
function of most GPCRs or whether it
is required for only a small number
of GPCRs.

The function of GPCRs is to activate het-
erotrimeric G-proteins (αGDPβγ ), that is,



566 Receptor Biochemistry

to stimulate the dissociation of GDP from
G-proteins and thereby facilitate the bind-
ing of GTP to G-proteins followed by dis-
sociation into αGTP and βγ subunits (see
Fig. 2). Activated G-proteins, that is αGTP

and βγ subunits, stimulate or inhibit en-
zymes that synthesize or break down sec-
ond messengers such as cAMP, diacylglyc-
erol and inositol 1,4,5 triphosphate (IP3).
Thus, the information of the presence of
hormones, neurotransmitters, odorants or
other molecules outside of cells is con-
verted to changes in concentrations of
second messengers, which affect activities
of protein serine/threonine kinases; for
example, cAMP and diacylglycerol acti-
vate cAMP-dependent protein kinase (A
kinase) and protein kinase C (C kinase),
respectively. In addition, IP3 interacts with
and opens the IP3-gated Ca2+-channel in
intracellular vesicles causing an increase in
intracellular Ca2+ concentrations, which
may activate Ca2+-calmodulin-dependent
protein kinases. These protein kinases af-
fect activities of different kinds of proteins

including enzymes, ion channels, and so
on. In addition, expression of some genes
is regulated through these protein kinases;
for example, CREB (cAMP responsive
element (CRE) binding protein) is phos-
phorylated by cAMP-dependent protein ki-
nase. Phosphorylated CREB, together with
CREB binding protein, stimulates the tran-
scription of genes that reside downstream
of CRE with a sequence of TGACGTCA.

As for the relation between GPCR
and ion channels, there are different
types depending on the species of ion
channels; some ion channels like the
inward-rectified K+ channel in the heart
are directly regulated by G-protein βγ

subunits, cation channels in visual or
olfactory cells are regulated by cGMP
or cAMP, and many other ion chan-
nels are thought to be directly or in-
directly regulated by phosphorylation by
second messenger-dependent protein ki-
nases. In any case, the time courses
of their opening or closing after lig-
and binding to the receptor are much

Fig. 2 Structures of rhodopsin and a heterotrimeric G-protein. (A) An atomic model for rhodopsin
was obtained by X-ray analysis of the rhodopsin crystal. (a) A stereoview in parallel to the plane of the
membrane. The upper and lower parts of this model correspond to the intra- and extracellular
domains respectively. There are seven transmembrane α-helixes (I-VII), another α-helix in the
C-terminal region (VIII), 11-cis-retinal (yellow) in the transmembrane region, and two β-sheets (1–2
and 3–4) and sugars in the N-terminal region. View of the receptor from the cytoplasmic (b) and
intradiscal (extracellular) side (c) of the membrane. (From Palczewski, K. et al. (2000) Crystal
structure of rhodopsin: A G protein-coupled receptor, Science 289, 739–745). (B) Receptor-G protein
interaction. (a) A structural model for the cytoplasmic surface of the M1 muscarinic receptor.
Residues important for interaction with G protein are shown in red, magenta (i3 loop), and yellow.
The arrows indicates the outward movement of TMb and increased mobility of TM7 and helix 8,
which are thought to accompany receptor activation. (b) A structural model for the interaction
between G protein-coupled receptor (GPCR) and G-protein αβγ trimer. Structures are taken from
crystal structures of rhodopsin and a chimera of transducin (Gt) and Gi. The N- and C-termini of the
transducin α-subunit and the α4-β6 loop sequences, which are thought to be involved in the
interaction with GPCR, are shown in red. The switch-II helix in the G-protein α-subunit is bound to
the β-subunit when the α-subunit is bound to GDP, and is subject to conformational change and is
released from the β-subunit when the α-subunit is bound with GTP. (From Lu, Z.L. et al. (2002)
Seven-transmembrane receptors: crystals clarify, Trends Pharmacol. Sci. 23, 140–146) (see color plate
p. xlii).
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slower (10 ms–1 min) as compared to IC-
CRs (ms).

3.1
Structure, Function, and Species of GPCRs

The amino-terminal domain of GPCRs
is considered to be located extracellu-
larly, and the carboxy-terminal tail in
the cytoplasm. This assumption is con-
sistent with the facts that the consensus
sequence for attachment of sugars (Asn-X-
Ser/Thr) is present in the amino-terminal
tail for almost all members of this fam-
ily and that phosphorylation sites are in

the carboxy-terminal tail for some GPCRs.
The amino and carboxy-terminal tails
have a variable length ranging from sev-
eral tens to several hundreds of amino
acid residues. Seven hydrophobic regions
(20–25 amino acid residues each) are
assumed to transverse the plasma mem-
brane forming α-helices. The three intra-
cellular and extracellular loops are gen-
erally short (10–30 amino acid residues)
except that some receptors have a long
third intracellular loop. Recently, the crys-
tal structure of rhodopsin was determined
at atomic resolution (see Fig. 2). This
structure confirmed the above assumption

C C

(a)
N

(b) (c)

N

(A)



568 Receptor Biochemistry

(a)

(b)

(B)

Fig. 2 (Continued)
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Tab. 3 Neurotransmitters and receptors.

Neurotransmitters Ion channel-coupled
receptors (ICCR) (Species of

subunits)

G protein–coupled
receptors (GPCR) (Species

of coupled G proteins)

Acetylcholine Nicotinic Muscarinic
Muscle type(α12β1γ δ or α12β1εδ) M1,3,5 (Gq)
Neuronal type (pentamer of α2–9

and β2–4)
M2,4 (Gi/Go)

Glutamate Ionotropic Metabotropic
AMPA (GluR1-4) mGluR1,5 (Gq)
Kainate (GluR5-7, KA1,2) mGluR2-4, mGluR6-8 (Gi/Go)
NMDA(NMDAR1, 2A-2D, 3A-3B)

Serotonin (5HT) 5HT3 (5HT3A,3B) 5HT2A–2C (Gq)
5HT1A,1B,1D–1F (Gi/Go)
5HT4,6,7 (Gs)

ATP P2X1–5,7 P2Y1 (Gi/Go)
P2Y2 (Gs)

GABA GABAA(six α, four β, three γ , one
δ, one ε, one π , one θ , two ρ)

GABAB (GABABR1, GABABR2)
(Gi/Go)

Glycine Glycine(three α, one β)
Noradrenaline α1A,1B,1D (Gq)
(Adrenaline) α2A,2B,2C (Gi/Go)

β1,2,3 (Gs)
Dopamine D2–4 (Gi/Go)

D1, D5 (Gs)
Histamine H1 (Gq)

H2 (Gs)
H3 (Gi/Go)

Opioid µ, δ, κ, (Gi/Go)
Tachykinin NK1–3 (Gq)
Adenosine A1–3 (Gi/Go)

A2A,2B (Gs)

and demonstrated that rhodopsin actually
has seven transmembrane α-helices with
amino- and carboxy-terminal tails in the
outside and inside of the cells respec-
tively. In addition, it was revealed that
rhodopsin has an eighth α-helix between
the seventh transmembrane α-helix and
the palmitoylated cysteine residues in the
carboxy terminus, and a disulfide bond
between cysteine residues in the third
transmembrane segment and in the loop
between the fourth and fifth transmem-
brane segments.

On the basis of sequence similarities,
mammalian GPCRs are divided into three
major groups. Group A (rhodopsin family)
is the largest one and includes rhodopsin
and odorant receptors, receptors for neu-
rotransmitters like acetylcholine and other
amines, and receptors for peptides and
other ligands such as nucleosides, nu-
cleotides, and lipids. Approximately 20
amino acid residues in the transmembrane
segments are highly conserved among
members of this group, and most mem-
bers have cysteine residue(s) at conserved
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positions in the carboxy termini, homol-
ogous to the ones that are palmitoylated
in rhodopsin. Group B (secretin recep-
tor family) consists of receptors for rather
large peptides like secretin, glucagon, and
so on, and these receptors have a large
amino-terminal domain with conserved
disulfide bonds. Group C (glutamate re-
ceptor family) consists of metabotropic
glutamate receptors (mGluR), GABAB re-
ceptors, and putative taste receptors. These
receptors have large amino- and carboxy-
terminal domains and short and highly
conserved third intracellular loops. Cys-
teine residues in the extracellular loops
two and three, which are known to form a
disulfide bond in rhodopsin, are conserved
in most GPCRs. The ligand-binding pocket
is formed by transmembrane domains in
the case of Group A receptors. On the other
hand, Group B and C receptors contain the
ligand-binding domain in the large amino-
terminal segment. The glutamate-binding
domain of mGluRs is homologous to the
amino acid binding domain of bacterial
periplasmic binding proteins.

GPCRs were believed to exist as
monomers, but various lines of evidence
have indicated that class C receptors form
dimers and function as dimers. An atomic
structure of the ligand-binding domain
of the mGluR1 indicated that the ligand-
binding domain consists of a homodimer,
each subunit of which has two globu-
lar domains with a cleft for the ligand.
In the case of the GABAB receptor, two
kinds of GABAB receptors, GABABR1 and
GABABR2, were shown to have a higher
affinity for GABA when they were coex-
pressed in cultured cells than when each
receptor was expressed separately, indi-
cating the formation of a heterooligomer.
Native GABAB receptors are thought to
be heterooligomers because they have
high affinity for GABA, and GABABR1

and GABABR2 are coimmunoprecipitated
from extracts solubilized from brain mem-
branes. Taste receptors with a long amino
terminus were also shown to have a high
affinity for amino acids or nucleosides
when heterooligomers were formed. A
number of examples were reported indi-
cating that class A receptors also may form
homo- or heterooligomers and that the for-
mation of oligomers may affect the affinity
and specificity for ligands and receptor
trafficking. Oligomerization with compo-
nents other than GPCRs was also reported:
for example, calcitonin receptor-like recep-
tor interacts with a protein with a single
transmembrane segment called RAMP
(receptor activity–modifying protein), and
the dopamine D5 receptor interacts with
the GABAA receptor. It is clear that some
class A receptors may form and func-
tion as oligomers, but it remains to be
clarified whether their oligomerization is
a general phenomenon under physiologi-
cal conditions.

The binding sites in GPCRs for G-
proteins are thought to be the second and
third intracellular loops and the carboxy-
terminal tail. Following ligand binding,
GPCRs are supposed to undergo confor-
mational changes in the ligand-binding
site at first and then, secondarily, in
the G protein–binding sites. The molec-
ular details involved in these confor-
mational changes, however, remain to
be clarified although extensive modeling
studies have been carried out with the
rhodopsin system.

3.2
GTP-Binding Regulatory Protein
(G-Protein)

G-proteins are composed of three sub-
units, αβγ , the molecular weights of which
are approximately 40, 35, and 5–10 kDa,
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respectively. The crystal structure of the
αβγ trimer was determined (Fig. 2). G-
proteins are not transmembrane proteins
but are bound to cell membranes through
prenyl groups and fatty acids attached to
the carboxy terminus of the γ -subunit
and the amino terminus of the α-subunit,
respectively. The α-subunit has a bind-
ing site for GTP or GDP and harbors
GTPase activity. The β-subunit has seven
repeated domains forming a tertiary struc-
ture like a seven-bladed propeller, and
the γ -subunit is tightly bound with the
amino-terminal part of the β-subunit. G-
proteins bound with GTP dissociate into
αGTP and βγ subunits, and the αGTP and
βγ subunits activate or inhibit effectors.
The activity of the αGTP and βγ sub-
units is terminated by hydrolysis of GTP
and the subsequent formation of αGDPβγ

trimer. The αGDPβγ trimer is converted
into the αGTP and βγ subunits by ac-
tion of the agonist-bound receptor. The
agonist-bound receptor (aR) facilitates re-
lease of GDP from G-proteins and forms
a complex with guanine nucleotide-free
G-proteins (aRG complex), as evidenced
by reconstituting purified receptors and
G-proteins in artificial membranes. The
aRG complex is thought to be formed as
a transient intermediate in vivo, forming
the transition state. The activation energy
of the reaction path GGDP –G–GGTP is
considered to be reduced by taking the
route of GGDP –aRG–GGTP, as is the case
for the formation of enzyme–substrate
complexes. Actually, aR activates multiple
G-proteins like a catalyst.

Seventeen different α-subunit genes
have been identified, and they are classified
into four groups according to the homol-
ogy of their amino acid sequences: Gs,
Gi/Go, Gq, and G12 (see Table 3). Multiple
species of β (5) and γ (11) subunits have
been identified, although their functional

differences remain to be clarified. Several
kinds of βγ subunits are shown to interact
equally well with both Gs-α and Gi-α, and
several combinations of β- and γ -subunits
have been expressed in cultured cells and
shown to form a complex with each other
and with Gi-α subunits. The specificity of
interaction of the three subunits, however,
has not been fully elucidated.

Gs-α (or αs) that is bound with GTP
activates adenylate cyclase. Golf -α is an
olfactory bulb-specific α-subunit and acti-
vates adenylate cyclase as Gs-α does. At
least nine different adenylate cyclases have
been cloned and all of them are activated
by Gs-α. The addition of βγ subunits in
the presence of Gs-α further stimulates
adenylate cyclase II but inhibits adenylate
cyclase I. The βγ subunit alone neither
stimulates nor inhibits adenylate cyclase I
or II. Ca2+-calmodulin further stimulates
adenylate cyclase I in the presence of Gs-α,
whereas Ca2+ inhibits adenylate cyclase V
and VI. These synergistic mechanisms of
stimulation or inhibition may be utilized
for detection of coincident stimulation of a
single neuron by one receptor linked to Gs

and the other receptor linked to elevation
of βγ subunits or Ca2+.

Most α-subunits in the second group of
G-proteins (Gi1-α, Gi2-α, Gi3-α, Go-α, Gt1-
α, Gt2-α, and Gg-α) are ADP-ribosylated
by pertussis toxin. G-proteins in the
other groups and Gz in this group are
not ADP-ribosylated by pertussis toxin.
The ADP-ribosylated G-proteins lose the
ability to interact with receptors, and
hence the inhibition by pertussis toxin
of receptor-mediated reactions indicates
the involvement of these G-proteins. Gi-
α and Gz-α inhibit adenylate cyclase I,
V, and VI, and Go-α inhibits adenylate
cyclase I. The amounts of G-proteins
present in the mammalian brain show
the following order: Go > Gi1 > Gi2, Gs >
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Gq. This indicates that the major source
of G-protein βγ subunits in the brain
is from members of this second group.
Thus, activation of G-proteins in this group
causes the stimulation of adenylate cyclase
II through βγ subunits and inhibition
of adenylate cyclase I through both α-
and βγ subunits. In addition, the βγ

subunit directly interacts with and opens
an inward-rectified K+ channel (GIRK or
Kir3). The K+ channel in the heart is
regulated by acetylcholine released from
the vagus nerve through muscarinic M2

receptors and Gi, probably Gi2. Similar
inward-rectified K+ channels are known
to be present in the brain. A certain kind
of voltage-gated Ca2+ channel is known to
be closed by G-proteins belonging to this
group through direct interaction between
channels and G-protein α-subunits.

Gt (or transducin) is a retina-specific G-
protein, and Gt1-α and Gt2-α are present
in rod and cone cells, respectively. Gt1
and Gt2 are activated by light-absorbed
rhodopsin and cone pigments, respec-
tively. Gt-α bound with GTP activates
cGMP-phosphodiesterase resulting in a
decrease of cGMP concentrations. As
cGMP interacts with and opens cation
channels and depolarizes visual cells,
light stimulation causes hyperpolarization
of visual cells. Gg (or gustducin) is a
taste bud–specific and transducin-like G-
protein, and is activated by receptors for
taste substances and activates cAMP phos-
phodiesterase.

Gq-α and related α-subunits (α11, α14,
α15 (or α16)) activate phosphatidylinositol-
specific phospholipase C β types (PLCβ),
which catalyze the formation of inositol
1,4,5 triphosphate (IP3) and diacylglycerol
(DG) from phosphatidyl inositol 4,5-
bisphosphate. The GTPase activity of
Gq-α, G11-α, or G14-α is stimulated by
PLCβ, which shortens the lifetime of

the active αGTP forms. There are several
species of PLCβ; PLCβ2 and PLCβ3 are
stimulated by G-protein βγ subunits,
whereas PLCβ1 is either inhibited or
stimulated by βγ subunits. Stimulatory
effects of βγ subunits are observed even
in the absence of Gq-α, in contrast
with the fact that the stimulation by βγ

subunits of adenylate cyclase II requires
the presence of Gs-α. Stimulation of
phosphatidyl inositol turnover by Gi- or
Go-coupled receptors may be due to
activation of PLCβ2 or PLCβ3 by G-protein
βγ subunits.

G12 and G13 constitute a different group
and are present ubiquitously. Receptors for
thrombin and thromboxan A2 are coupled
with G12/13, and the GTP-bound form
of G12/13-α activates ρ GEF (a guanine
nucleotide exchange factor of the small
GTP-binding protein ρ). The activated
GTP-bound form of ρ activates ρ-kinase
resulting in the rearrangement of the
actin cytoskeleton. Thus, G12 appears to
be involved in cell motility.

3.3
Classification of GPCRs and Specificity of
GPCR-G Protein Interaction

GPCRs may be classified according to the
homology of amino acid sequences, the
kind of endogenous ligands, or the species
of G-protein α-subunits with which they
interact. Neurotransmitter receptors are
summarized in Table 3, where GPCRs are
classified by their ligands. Other GPCRs
are classified by G-protein interactions
and are shown in Table 4. The best-
characterized receptors, which interact
with Gs-, Gi/Go-, and Gq-type G-proteins,
are β-adrenergic receptors, M2 muscarinic
and α2 adrenergic receptors, and M1

muscarinic and α1 adrenergic receptors,
respectively. There are at least three
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subtypes for each of the β, α2, and
α1 adrenergic receptors (Table 3). Thus,
adrenaline or noradrenaline may activate
at least three different G-proteins through
nine different receptors. The function of
adrenaline (noradrenaline) on a certain
cell will depend on species of receptors
expressed in the cell. In the case of
acetylcholine, there are five different
muscarinic acetylcholine receptors; M2

and M4 muscarinic receptors are coupled
with Gi/Go family G-proteins, and M1,
M3, and M5 receptors with Gq family
G-proteins.

The specificity of interaction between re-
ceptor subtypes and distinct G-proteins is
different depending on receptor and G-
protein species. In reconstituted systems
of purified receptors and G-proteins, the
M2 muscarinic receptor interacts equally
well with Gi1, Gi2, and Go and the M1

muscarinic receptor interacts equally well
with Gq, G11, G14, but the M2 receptor
does not interact with Gq family G-proteins
nor does the M1 receptor couple to Gi/Go

family G-proteins. Some receptors show
a stricter specificity for members of the
Gi/Go family than the M2 receptor; the
α2A adrenergic and A1 adenosine recep-
tors show higher affinity for Gi3 than for
Gi1, Gi2, and Go, and the D2L dopamine
receptor shows a higher affinity for Gi2

than for other Gi/Go proteins. On the
other hand, some receptors including the
turkey β-adrenergic and the substance P
(NK1 tachykinin) receptors are known to
interact with both Gs and Gq family G-
proteins. Among 146 GPCRs examined,
36 (25%), 76 (52%), and 51 (35%) interact
with Gs, Gi/Go, and Gq respectively, and
14 GPCRs interact with more than two
kinds of G-proteins: 1, 3, 7, and 3 interact
with Gs/Gi, Gs/Gq, Gi/Gq, Gs/Gi/Gq, re-
spectively (cf. The IUPHAR compendium

of receptor characterization and classifi-
cation, IUPHAR Media, 1998). In the
interactions of muscarinic receptors and
G-proteins, amino acid sequences (approx-
imately 20 amino acids) in the N- and
C-terminal portions of the third intra-
cellular loop in muscarinic receptors are
critical for determining the specificity of
their interaction (M1, M3, M5 –Gq and M2,
M4 –Gi/Go). On the other hand, alterna-
tively spliced forms of prostaglandin EP3

receptors, which have different carboxy-
terminal tails with distinct amino acid se-
quences, interact with different G-proteins
including Gi/Go, Gs, and Gq. As for G-
proteins, the last 10 amino acids of the
α-subunits are reported to be most critical
for determining the specificity for recep-
tors. Gq/i-α, which is a chimera of Gq-α
and the carboxy-terminal tail of Gi-α, in-
teracts with Gi-coupled receptors as Gi-α
does, and then activates PLCβ1 as Gq-α
does. G16 belongs to the Gq family but
interacts promiscuously with Gi-, Gs-, and
Gq-coupled receptors. The specificity or
promiscuity of Gq/i or G16 is not general,
since each of them does not interact with
some Gi-coupled receptors.

3.4
Regulator of G-Protein Signaling (RGS)
and G Protein-coupled Receptor Kinase
(GRK)

Signaling from GPCRs to G-proteins is
regulated by regulators of G-protein signal-
ing (RGS) and G protein-coupled receptor
kinases (GRK). RGS proteins are GTPase-
activators of G-protein α-subunits and
accelerate the inactivation of G-protein.
GRKs are serine/threonine kinases, which
phosphorylate activated forms of GPCRs
specifically, and initiate the attenuation of
GPCR-mediated responses, which is called
desensitization.
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At least 19 different RGS members have
been identified, which are subdivided into
several groups such as R4 (RGS1, 2, 4, 5,
8, 13, 16), R3 (RGS3), RGSZ (RGS17, 19,
20), R7 (RGS6, 7, 9, 11), and R12 (RGS10,
12, 14). All members have RGS domains,
which are responsible for the activation
of GTPase of G-protein α-subunits. The
specificity for G-proteins depends on the
species: for example, R4 and R3 RGS act on
both Gi-α and Gq-α: RGS20 on Gz-α and
RGS17, 19 on Gi-α; RGS12, 14 on Gi-α. R7
RGS proteins have a G-protein γ -subunit-
like domain, besides an RGS domain, and
bind to the G-protein β5 subunit. The
RGS–Gβ5 complex acts on Goα. RGS9 is
expressed in the retina and the RGS9–Gβ5
complex acts on the transducin α-subunit
(Gt-α). The specificity for Gt-α appears to
be due to the binding of Gβ5, because
the RGS domain of RGS9 can bind to
any αGTP subunits of Gt, Gi, or Gq and
activate their GTPase activity. RGS9 is
anchored to photoreceptor membranes
by the transmembrane protein R9AP.
Patients with recessive mutations in the
RGS9 or R9AP genes are reported to have
difficulty in adapting to sudden changes
in luminance levels. RGS proteins for Gs
were missing until recently, but RGS-
PX1 was found to stimulate the GTPase
activity of α-subunit of Gs but not other
G-proteins. Some RhoGEFs have an RGS-
like domain, which functions as GTPase
activator of α-subunits of G12 or G13.
In the case of p115-Rho-GEF, not only
RGS-like domains but also other regions
are required for full GTPase activation,
although most other RGS proteins have
essentially the same GTPase-activating
activity as the RGS domain alone.

There are other subfamilies called RGS-
like proteins containing RGS-like domains,
which share significant similarities with
RGS domains, although some of the

RGS-like domains do not have GTPase-
activating activity. RGS and RGS-like
proteins have other domain(s) that interact
with other proteins including GPCRs.
Some RGS proteins of the R4 family
directly interact with specific receptors
via their amino-terminal domain. RGS1,
4, and 16 attenuate the IP3 response
mediated by M3 muscarinic receptors in
pancreatic acinar cells more effectively
than that mediated by cholecystokinin
receptor, whereas RGS2 attenuates both
signals equally. RGS3 has several splicing
variants, and the difference in their amino-
terminal sequences specifies their target
proteins. RGSL interacts with βγ subunits
suppressing their stimulating effect on
PLCβ. RGS3T binds directly to adenylate
cyclase inhibiting its activity, and has a
nuclear localization signal, which enables
it to translocate into the nucleus and
induce apoptosis of the cell. PDZ-RGS3
has PDZ domains, which bind to the
ephrin-B receptor and attenuate signaling
through GTPase activation. One RGS12
splicing variant also has PDZ domain,
which binds to the interleukin 8 (IL8)
receptor and terminates the receptor signal
specifically.

GPCRs such as rhodopsin, β-adrenergic,
α2 adrenergic, M2 muscarinic, and other
receptors are known to be phosphorylated
by G protein–coupled receptor kinases
(GRKs) in a light- or agonist-dependent
manner. There are six kinds of GRKs.
GRK1 is rhodopsin kinase and phosphory-
lates light-absorbed rhodopsin. Phospho-
rylated rhodopsin interacts with a protein
called arrestin, and this interaction pre-
vents rhodopsin from interacting with and
activating G-proteins. The phosphoryla-
tion of rhodopsin by rhodopsin kinase
is inhibited by a calmodulin-like protein
called s-modulin or recoverin in a Ca2+-
dependent manner. The phosphorylation
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of rhodopsin by rhodopsin kinase and its
inhibition by s-modulin are thought to be
linked to desensitization and light adapta-
tion, respectively.

GRK2 and GRK3 are originally known
as β-adrenergic receptor kinases or βARK1
and βARK2. There are βγ -binding sites in
the carboxy terminus of GRK2 and GRK3
but not in other GRKs. The binding of
βγ subunits to GRK2 or 3 facilitates their
translocation from the cytoplasm to the
plasma membrane. GRK2 is synergisti-
cally stimulated by G-protein βγ subunits
and agonist-bound receptors, providing
an explanation why GRK2 phosphory-
lates agonist-bound receptors specifically.
The phosphorylation of β-adrenergic re-
ceptors by GRK2 causes uncoupling of
β-adrenergic receptors from G-proteins
through action of β-arrestin, which is
a protein similar to arrestin and binds
to phosphorylated receptors. The agonist-
dependent phosphorylation of muscarinic
receptors and other GPCRs by GRK2 and
other GRKs facilitates their internalization
into intracellular vesicles. GRK2 phospho-
rylation sites and sites responsible for
receptor internalization reside in the car-
boxy terminus for β-adrenergic receptors
and in the central part of the third in-
tracellular loop for muscarinic receptors.
Agonist-dependent internalization may oc-
cur through either dynamin-dependent
or -independent processes depending on
the species of receptors or receptor sub-
types involved.

GRK2 and 3 have an RGS-like domain in
their amino termini, which binds to Gq-α
and suppresses its activity. The RGS-like
domain has GTPase-activating activity at
Gq-α although the activity is much less
compared with other RGS proteins. Thus,
signaling by Gq-coupled receptors may
be attenuated by GRK2 in two parallel
ways, that is, the phosphorylation of the

receptor followed by uncoupling from G-
protein and receptor internalization, and
the suppression of Gq-α activity by GRK2
binding. The activity of some Gq-coupled
receptors is attenuated by GRK2 although
they are not substrates of GRK2.

3.5
Neurotransmitter Receptors: Roles of
ICCRs and GPCRs

Neurotransmitters may be classified based
on the type of receptors they inter-
act with (cf. Table 3). Glutamate, acetyl-
choline, serotonin, and ATP constitute
the first family, and there are both IC-
CRs with cation channels and GPCRs
for these neurotransmitters. The fast ex-
citatory synaptic transmission is mostly
mediated by nicotinic acetylcholine recep-
tors in the peripheral nervous system and
by AMPA-type glutamate receptors in the
central nervous system. GABA and glycine
form the second group of neurotrans-
mitters and participate in fast inhibitory
synaptic transmission through their IC-
CRs with anion channels. The GPCRs for
GABA are pharmacologically identified as
GABAB receptors. GABAB receptors have
characteristics similar to metabotropic glu-
tamate receptors. Glycine is a unique
neurotransmitter that does not seem to
act on GPCRs. Amines like dopamine, no-
radrenaline, and histamine, peptides like
opioids and tachykinins, and adenosine
constitute the third group and only act on
GPCRs. Some peptides like VIP and neu-
ropeptide Y, which are listed in Table 4,
are also released from neurons and act on
GPCRs on the post- or presynaptic mem-
branes. In that sense, these substances
could be considered neurotransmitters, al-
though they are usually not classified as
typical neurotransmitters.
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ICCRs are specified for rapid infor-
mation transfer in the nervous system.
GPCRs, on the other hand, are present
ubiquitously in all tissues and in different
species from yeasts to human beings, and
the rate of signal transduction is not so fast
as observed with ICCRs (Table 1). Thus,
neurotransmitters that only act on GPCRs
should participate only in slow synaptic
transmission. The question is raised what
are the functions of GPCRs for neurotrans-
mitters that act on both ICCRs and GPCRs.
Neurotransmitters released at time zero
may depolarize or hyperpolarize postsy-
naptic membranes through ICCRs in less
than a millisecond and may also activate
various events through GPCRs more than
10 to 100 ms later. The fast signal trans-
mission mediated through activation of
ICCRs by neurotransmitters cannot be af-
fected by activation of GPCRs by the same
neurotransmitters released at the same
time. GPCRs can be considered monitors
of synaptic activities at time zero and af-
fect synaptic activities later; for example,
modification of subsequent generation of
action potentials through slow excitatory
or inhibitory postsynaptic potentials in a
timescale of around 100 ms, modification
of subsequent release of neurotransmitters
through presynaptic receptors, or modifi-
cation of excitability in a longer timescale
by phosphorylation of ion channels or
other proteins or by modification of gene
expression. It will be reasonable to as-
sume that GPCR and subsequent signal
transduction are involved in LTP and
LTD as well as in learning and memory
formation. Actually, various lines of ex-
perimental evidence support the idea that
GPCR-mediated processes are involved in
the long-term regulation of brain function.

All receptors for dopamine, nora-
drenaline, and orexin are GPCRs, and
those for acetylcholine and serotonin are

also mostly GPCRs in the brain. Neu-
rons containing these neurotransmitters
are localized in specific regions of the
brainstem or basal forebrain, and send
axons to many regions of the brain. These
neurons are thought to regulate various
general activities that do not need fast
information transfer, such as emotion,
sleep/wakefulness, depression/excitation,
or attention.

GPCRs are also involved in the recogni-
tion of external stimuli such as light, odor,
or taste, although it will take at least 10 ms
or may be even 100 ms or 1 s. Speed of in-
formation transfer may be critical in some
cases such as a batter who is going to hit
a ball thrown at a speed of 150 km h−1

(= 40 m s−1 = 4 cm m s−1) or an ante-
lope who smells a panther dashing up
at a speed of 150 km h−1. The delay of 10
or 100 ms corresponds to 40 cm to 4 m
of movement of a ball or a panther. It
is interesting to note that GPCRs have
survived as the cell sensor in spite of
their slow speed and ICCR-type of sen-
sors have not appeared in the process
of evolution.

4
Protein Kinase-Coupled Receptors (PKCR)

The proteins that control the proliferation,
survival, maturation, differentiation, and
function of cells in specific tissues or
organs are grouped together as cytokines
and growth factors. Cytokines include
interleukin (IL) and interferons (IFN), and
in the broader definition, growth factors
are also considered cytokines. Different
tissues produce distinct growth factors
such as epidermal growth factor (EGF),
platelet-derived growth factor (PDGF),
hepatocyte growth factor (HGF), nerve
growth factor (NGF), and so on. Both
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cytokines/growth factors and hormones
are defined as molecular signals that are
released from one cell and regulate the
function of other cells. However, they are
distinct in several respects:

1. Hormones generally act on cells in tis-
sues remote from their tissue of origin,
whereas cytokines/growth factors exert
major actions within the tissues that
produce them.

2. Hormones are amines, lipids, pep-
tides, and also proteins, whereas cy-
tokines/growth factors are proteins.

3. Receptors for most hormones, which
do not penetrate cell membranes,
are GPCRs, whereas receptors for
cytokines/growth factors are directly
or indirectly linked to activation of
tyrosine kinases.

4. In general, activation of GPCRs causes
metabolic changes in target cells
through activation or inhibition of
enzymes by protein serine/threonine
phosphorylation, whereas activation of
tyrosine kinases through cytokine/
growth-factor receptors leads to expres-
sion of specific genes and prolifera-
tion or differentiation of target cells.
However, there are cases in which
gene expression and metabolic func-
tions are regulated by hormones and
cytokine/growth factors, respectively.

Insulin is a hormone in the sense of
(1) but a growth factor in the sense of
(3). Receptors for insulin and insulin-
like growth factor (IGF-1) are tyrosine
kinases. Insulin itself has an activity
to stimulate proliferation of cells, and
insulin-like growth factor (IGF-1) has an
even stronger activity. On the other hand,
the receptor for interleukin 8 is a GPCR
despite ‘‘rule’’ (3).

Receptors for growth factors/cytokines
share the following characteristics:

1. With some exceptions (e.g. the α-
subunit of the insulin receptor), they
have a single transmembrane segment
per subunit (Fig. 3).

2. The binding of agonist (protein ligand)
to the extracellular domain of receptors
induces the dimerization or oligomer-
ization of receptors.

3. Dimerization or oligomerization re-
sults in receptor activation.

4. Receptor activation is directly or in-
directly linked to activation of tyro-
sine kinases.

5. The activation of tyrosine kinases finally
leads to the activation or inhibition of
cell-specific transcription factors and
the expression of specific genes.

Receptors for growth factors/cytokines
are divided into three subgroups according
to their function (Table 5). Group 1 recep-
tors, which include receptors for growth
factors like insulin, EGF, PDGF, FGF, and
neurotrophins have a catalytic domain of
tyrosine kinase in their intracellular do-
main. Group 2 receptors, which include
receptors for most cytokines except growth
factors and transforming growth-factor β

(TGFβ), do not have catalytic domains but
interact with and activate tyrosine kinases.
Group 3 receptors, which include recep-
tors for TGFβ, have a catalytic domain of
serine/threonine kinase in their intracel-
lular domain.

4.1
Growth Factor Receptors with Tyrosine
Kinase Activity

4.1.1 Growth Factor Receptors
Receptors for insulin, IGF-1 and HGF
are composed of two subunits, α and
β. After removal of the precursor signal
peptide, the insulin and HGF receptors
(c-met protooncogene) are posttranslation-
ally cleaved into two chains (α and β) that
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Fig. 3 Interaction of growth factors and
growth-factor receptors. (A) A general model for
the growth-factor receptor and other PKCRs with
a single transmembrane segment. Following
ligand binding, most receptors of this family
form dimers (or trimers or tetramers in some
cases). In many cases, ligands are dimers and
then ligand binding automatically induces the
oligomerization of receptors, as shown here.
Dimerization of receptors triggers the signal
transduction cascade, starting with
autophosphorylation of a receptor subtype by the
other and vice versa, followed by binding to
phosphorylated tyrosine residues of signaling
molecules, which are bound by other molecules.

(B) Structure of the complex of epidermal growth
factor (EGF) with the extracellular domain of EGF
receptor. Binding of two EGF molecules induces
the direct interaction of two EGF receptor
molecules without direct interaction of EGF
molecules. Two EGF molecules are observed on
opposite sites. This is in contrast with the model
shown in A regarding the mode of dimerization,
although the outcome (receptor dimerization) is
the same in both cases. (a) the ribbon diagram,
(b) the top view of (a), (c) a surface model
corresponding to (a). (From Ogiso, H. et al.
(2002) Crystal structure of the complex of
human epidermal growth factor and receptor
extracellular domains, Cell 110, 775–787).

are covalently linked. The α-subunit is in
the extracellular space and has a ligand-
binding domain, whereas the β-subunit
has a single transmembrane domain and
a tyrosine kinase catalytic domain in
the intracellular space. Receptors for in-
sulin and IGF-1 are composed of two α-
and two β-subunits, which are linked to
each other by S−S bonds between the
α- and β-subunits and between the two
β-subunits. Thus, the receptors for in-
sulin and IGF-1 are tetramers even in

the absence of ligands. Hence, ligand
binding does not induce the dimeriza-
tion of receptors, in contrast with other
growth-factor receptors. The binding of
insulin or IGF-1 is thought to cause
conformational changes in their recep-
tors, which lead to their activation. A
major substrate for tyrosine kinase of
activated receptors is insulin receptor sub-
strate (IRS). There are four kinds of
IRSs in the human genome. The ex-
pression levels of these molecules differ
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from one tissue to the other, explaining
the different effects of insulin in differ-
ent tissues. IRS proteins have PH and
PTB domains, and function as adaptor
molecules. Following phosphorylation of
specific tyrosine residues, IRS proteins re-
cruit SH2 domain-containing proteins to
the membrane. One of the molecules that
binds to IRSs is phosphatidyl inositol 3
kinase, which is one of the key mediators
in intracellular signal cascades.

Each receptor for PDGF, EGF, and
FGF is a membrane protein with an
extracellular ligand-binding domain, a

transmembrane domain, and an intracel-
lular tyrosine kinase domain. The molecu-
lar weights of the EGF and PDGF receptors
are 120 to 130 kDa for the protein por-
tions and 170 to 180 kDa when sugar
is added. There are several characteristic
domains in the extracellular part, such
as cysteine-rich and immunoglobulin (Ig)-
like domains. Receptors for EGF, PDGF,
FGF have two cysteine-rich domains, five
Ig-like domains, and two to three Ig-like
domains, respectively. The cysteine-rich
domains in EGF receptors and the Ig-like
domains in PDGF and FGH receptors are
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known to be involved in the binding of
their respective growth factors.

PDGF is a dimer composed of A- and
B-subunits and there are three kinds
of dimers, AA, AB, and BB. There
are two kinds of PDGF receptors, α-
and β-receptors. The A-subunit binds
only with the α-receptor, while the B-
subunit binds with either α- or β-receptor.
Thus, PDGF-AA induces α2 receptor
homodimerization, PDGF-AB leads to α2
and αβ homo- or heterodimerization,
and PDGF-BB induces the dimerization
of three different forms α2, β2 or αβ.
Receptor dimerization results in cross
phosphorylation of tyrosine residues in
one receptor subunit by the other receptor
subunit and vice versa. Three different
dimers may allow the binding of different
kinds of proteins to their phosphorylated
regions, which may lead to different kinds
of cellular responses. Recently, other kinds
of PDGF named PDGF C and D have
been reported. They induce homodimers,
and PDGF-CC interacts with α2 receptors,
and PDGF-DD with β2 (and possibly
αβ) receptors.

EGF is a monomer, and two molecules
of EGF bind to two molecules of EGF
receptors (EGFR) causing formation of an
EGF–EGFR–EGFR–EGF complex, where
the direct interaction between two EGFRs
is induced by binding of EGF but there
is no direct interaction between the two
EGF molecules. This is in contrast with
the dimerization of NGF receptors, which
is based on the direct interaction of two
NGF molecules within the dimer. The
EGF receptor also forms heterodimers
with ErbB family receptors.

There are 23 members of the FGF family
in the human genome and some of them
have alternative splicing variants. There
are four distinct genes for FGF recep-
tors, FGFR1–4, and alternative splicing

variants. These receptors form homo- and
heterodimers when bound to FGFs, and in-
termolecular transphosphorylation occurs.
FGF mediates either proliferation and/or
differentiation; for example, FGF causes
proliferation of NIH3T3 cells, neurite
outgrowth of pheochromocytoma-derived
cells (PC12 cells), and mesoderm induc-
tion in Xenopus oocytes. These responses
appear to be mediated by a common
pathway involving activation of a small
GTP-binding protein, ras, but it remains
unknown how these responses are differ-
entially induced in different cells.

4.1.2 Neurotrophin Receptors
Neurotrophins are survival and differenti-
ation factors of neurons. NGF was charac-
terized as a survival factor for sympathetic
and sensory neurons. Effects of NGF in
the central nervous system are restricted
to cholinergic neurons (neurons contain-
ing acetylcholine as a transmitter) in the
striatum and basal forebrain. Four other
neurotrophins, BDNF (brain-derived neu-
rotrophic factor), NT-3, and NT-4/5, have
been identified. All these neurotrophins
are proteins with approximately 120 amino
acids and form homodimers with a com-
mon three-dimensional structure.

There are two kinds of neurotrophin re-
ceptors, p75NTR (p75) and p140Trk (Trk;
three subtypes TrkA, TrkB, and TrkC).
Each Trk is a membrane protein with
an extracellular ligand-binding domain,
a transmembrane domain, and an in-
tracellular tyrosine kinase domain. The
binding of neurotrophins is thought to
induce the dimerization of Trks and the
autophosphorylation of dimerized recep-
tors. p75 is also a transmembrane protein
with a ligand-binding domain but does not
have a tyrosine kinase domain (see Fig. 3).
p75 receptors also undergo ligand-induced
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dimerization. Neurotrophin-receptor com-
plexes are internalized and transported
from the axon to the soma in a retrograde
fashion. The complex of phosphorylated
Trk and neurotrophin activates Erk5 (a ki-
nase of the MAP kinase family), which
is followed by phosphorylation of CREB
(Cyclic AMP-responsive element binding
protein) and expression of specific genes
for cell survival.

TrkA and TrkC specifically interact with
NGF and NT-3, respectively, whereas TrkB
interacts with either BDNF or NT-4/5.
Expression of TrkA is localized to only
a few neuronal types in the central and
peripheral nervous systems, whereas both
TrkB and TrkC are widely distributed
throughout the brain and exist in the
majority of neurons in the central nervous
system, but not in nonneuronal cells
such as glia. On the other hand, p75
is broadly expressed in neuronal and
nonneuronal tissues. p75 is able to interact
with each neurotrophin with equal affinity,
but is reported to have a higher affinity
for neurotrophin precursors rather than
for matured neurotrophins cleaved by
proteases. p75 has also been shown to
bind to aggregated forms of β-amyloid
and prion proteins, and to have a death
domain in its intracellular region, which is
somehow related to apoptotic signals.

4.1.3 Activation of the Ras-MAPK
Cascade
Ligand binding to receptors results in
autophosphorylation of tyrosine residues
in receptors (or in IRSs in the case of
insulin receptors). It is not clear and
may be different among receptors if the
phosphorylation of tyrosine residues fur-
ther activates the catalytic activity or not.
Phosphorylated tyrosine residues become
targets of several proteins, which contain
specific domains called SH2 (src homology

domain 2). SH2 domains consist of ap-
proximately 100 amino acid residues, and
recognize phosphorylated tyrosine (Y*)-
containing motifs such as Y*DNV, Y*ENP,
and Y*MXM. SH2 domains are included
in different proteins such as nonreceptor
type tyrosine kinases like src, phospho-
lipase C γ (PLCγ ), phosphatidyl inositol
3 kinase (PI3 kinase), phosphotyrosine
phosphatase (PTP1C), GTPase-activating
proteins (GAP), and adaptor proteins like
Grb2 (growth-factor receptor bound pro-
tein 2). Amino acid sequences of var-
ious SH domains are similar but dis-
tinct from each other, and the amino
acid sequences around the phosphorylated
tyrosine-residue are also distinct. Thus,
the interaction between SH2 domains and
phosphorylated tyrosine-containing motifs
is specific. For example, nine different
tyrosine residues in the PDGF-β recep-
tor are phosphorylated when activated by
PDGF, and motifs containing residues
716, 771, 1009 interact with Grb2, GAP,
and PTP-1D, respectively, motifs contain-
ing residues 579 and 581, 740 and 751,
and 1009 and 1021 with src, PI3-kinase,
and PLC-γ , respectively. Thus, a single
kind of receptor may interact with and ac-
tivate distinct proteins that have different
kinds of SH2 domains.

A major downstream effector pathway
of tyrosine kinase receptors is the MAPK
(mitogen-activated protein kinase) cas-
cade. Tyrosine kinase receptors recruit the
adaptor protein Grb2. Adaptor proteins
bind two different proteins and convert
the binding of one protein into activa-
tion of the other protein; Grb2 has one
SH2 and two SH3 domains, which are
another kind of src homology domain,
and binds with tyrosine kinase receptors
through the SH2 domain and activates a
protein called son of sevenless (sos) by inter-
acting with it through SH3 domains. Sos is
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a GDP–GTP exchange protein, and facili-
tates the release of GDP from ras, a small
GTP-binding protein, and thereby facili-
tates the binding of GTP to ras. GTP-bound
ras is the activated form of ras and inter-
acts with and activates a serine/threonine
kinase, raf kinase (or MAPKKK, MAP
kinase kinase kinase). Raf kinase phos-
phorylates and activates MAPKK (or MEK
(MAPK/ERK kinase)), which phosphory-
lates both tyrosine and threonine residues
in MAPK (or ERK, extracellular signal-
regulated kinase). Phosphorylated- and
activated-MAPK is translocated into the
nucleus and phosphorylates several pro-
teins such as CREB. Finally, specific
transcription factors are activated and spe-
cific genes are expressed. MAPK in PC12
chromaffine cells is activated through acti-
vation of either NGF or EGF receptors, but
the final outcomes of activation of NGF
and EGF receptors are opposite; activation
of NGF receptors results in differentia-
tion and arrest of proliferation, whereas
activation of EGF receptors results in pro-
liferation of PC12 cells. It seems that the
duration of activation of MAPK is a critical
factor and that differentiation is caused by
a longer duration of MAPK activation. Ac-
tivation of MAPK is also mediated through
activation of other tyrosine kinase recep-
tors including those for PDGF, insulin,
and so on. There appear to be several
routes from receptors to activation of ras,
and also several routes for ras-mediated
and ras-independent activation of MAPK.

PLC-γ binds to PDGF or FGF recep-
tors and is translocated to membranes
by interaction between phosphorylated
tyrosine-containing motifs and SH2 do-
mains, and is phosphorylated by receptors.
PLC-γ is activated through translocation to
membranes. Phosphorylation of PLC-γ by
receptors does not affect its activity in vitro
but is necessary to activate it in intact cells.

PLC-γ catalyzes the formation of diacyl-
glycerol and IP3 from phosphatidylinositol
4,5-bisphosphate (PIP2), as does PLC-β ac-
tivated by the G-protein Gq. PIP2 is known
to bind to actin, α-actinin and other cy-
toskeletal proteins. PIP2 bound to these
proteins is not a substrate of PLC-γ but
becomes a substrate of PLC-γ phosphory-
lated by tyrosine kinase receptors. There
is a possibility that the activation of PLC-γ
affects the organization of the cytoskele-
ton by allowing the interaction between
actin and actin binding proteins through
degradation of PIP2.

PI3 kinase catalyzes the phosphoryla-
tion of the 3′-OH of phosphatidyl inos-
itol (PI), PI 4-phosphate, and PI(4,5)P2,
which results in the production of
PI3-phosphate (PI3P), PI3,4-bis phos-
phate (PI(3,4)P2), and PI3,4,5-triphosphate
(PI(3,4,5)P3). PI(3,4)P2 and PI(3,4,5)P3

bind to the Pleckstrin homology (PH) do-
main of intracellular signaling proteins
and anchor them to cell membranes.
PI3 kinase is composed of two sub-
units, p110 and p85, representing the
catalytic subunit and an SH2-containing
protein, respectively. The catalytic sub-
unit is thought to be activated through
interaction of p85 with IRSs phosphory-
lated by insulin receptors or with other
phosphorylated proteins including recep-
tor tyrosine kinases. Activation of PI3
kinase is necessary for insulin-mediated
increase of glucose uptake, which is due
to the translocation of the glucose trans-
porter GLUT4 into cell membranes, in
adipocyte, liver, and skeletal muscles.
PI3 kinase increases the concentration
of 3-phosphoinositide, which activates 3-
phophoinositide-dependent protein kinase
(PDK-1). PDK-1 phosphorylates the atypi-
cal protein kinase C and protein kinase B
(PKB): PDK-1 and PKB have PH domains.
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These kinases phosphorylate critical ser-
ine residues of GLUT4 resulting in its
translocation to the plasma membrane.
It has been suggested that PI3 kinase is
involved in the regulation of cytoskeletal
proteins and cell motility through activa-
tion of a subfamily of small GTP-binding
proteins, rac.

4.2
Cytokine Receptors Linked with Tyrosine
Kinases

4.2.1 Cytokine Receptors
Receptors for cytokines including inter-
leukins (ILs) and interferons (IFNs) do not
have tyrosine kinase activity, in contrast
with receptors for growth factors. There
are 30 IL genes and 25 IFN genes in the hu-
man genome. ILs are largely synthesized
in lymphocytes and affect proliferation,
differentiation, and functions of lympho-
cytes, which are involved in immune
reactions. IFNs are secreted in response
to virus infection, and suppress the prolif-
eration of virus and also affect cell growth
or immune responses. Receptors for ciliary
neurotrophic factor (CNTF) and leukemia
inhibitory factor (LIF) also lack tyrosine ki-
nase activity, in contrast with NGF or other
neurotrophin receptors. CNTF exerts po-
tent survival effects on many peripheral
neurons, in common with neurotrophins
and FGF. LIF was identified also as a
cholinergic differentiation factor, and has
the ability to convert sympathetic adrener-
gic neurons into cholinergic neurons in in
vitro experiments.

Most cytokine receptors are composed
of an extracellular part, a single trans-
membrane domain, and an intracellu-
lar part. The extracellular parts of cy-
tokine receptors contain cysteine-rich, Ig-
like, or fibronectin type III-like domains,
depending on the receptor species. The

intracellular parts of the receptors do not
have any known catalytic domains but have
conserved motifs called box 1 and box 2,
which are located adjacent to the trans-
membrane segments.

Table 5 shows some examples of cy-
tokines and their receptors. Each of the
receptors for growth hormones, erythro-
poietin, and prolactin is homogeneous
and forms a homodimer when activated
by the respective ligand. On the other
hand, most cytokine receptors consist of
more than two subunits, and one subunit
is often shared by other cytokines. LIF,
CNTF, and interleukin 6, 11 share a com-
mon receptor called gp130. LIF binds to a
heteromeric complex of LIF receptor and
gp130. CNTF binds to the CNTF receptor,
which lacks a cytoplasmic domain, and
the ligand–receptor complex then induces
a heteromeric complex with the LIF re-
ceptor and gp130. Similarly, the complex
of IL6 receptor with IL6 induces a com-
plex containing a homodimer of gp130.
The gp130 homodimer or gp130-LIF re-
ceptor heterodimer are thought to trigger
signal transduction, while the CNTF and
IL6 receptors facilitate the formation of
dimers containing gp130. Receptors for
IL3, GM-CSF (granulocyte macrophage-
colony stimulating factor) are composed of
a ligand-specific α-subunit and a common
βc-subunit, where the subscript c stands
for ‘‘common.’’ Receptors for IL2, 4, 5, 7,
9, 13, 15, and 21 are composed of a spe-
cific β-subunit and a common γ -subunit.
An α-subunit contributes to an increase
in the affinity of ligands to receptors but
its significance in signal transduction is
not known.

4.2.2 Activation of the JAK-STAT Pathway
Cytokine receptors do not have protein
kinase activity but have the ability to ac-
tivate nonreceptor tyrosine kinases such
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as JAK. JAK was named after the Roman
god with two faces, Janus, because they
have two kinase-like domains, although
only one of them turned out to be ac-
tive. Agonist binding to cytokine receptors
induces the dimerization or oligomeriza-
tion of receptors, which leads to activation
of JAKs. JAKs bind to box 1 and box 2
of cytokine receptors. Four members of
the JAK family are known; JAK1, 2, 3,
and TYK2. The common receptors, gp
130, βc, and γ , appear to interact with
and activate JAK1/JAK2/TYK2, JAK2, and
JAK1/JAK3, respectively. Two molecules
of JAK kinases are thought to interact with
ligand-bound receptor dimers and cross-
phosphorylate and activate each other.
Major targets of activated JAKs are STATs
(signal transducer and activator of tran-
scription). Seven members of the STAT
family have been identified in the hu-
man genome (STAT1, 2, 3, 4, 5A, 5B,
and 6), and each cytokine is thought to
activate a specific set of STATs. STATs
have SH2 domain, and the interaction be-
tween SH2 domain and phosphorylated
tyrosine-containing motifs may contribute
to the formation of homo- or heterodimers
of phosphorylated STATs. Phosphorylated
and dimerized STATs are translocated
from the cytoplasm into the nucleus. STAT
dimers alone or with another protein (e.g.
p48) interact with DNA and stimulate tran-
scription of specific genes.

4.3
TGF-β Receptors with Serine/Threonine
Kinase Activity

Transforming growth factor-β (TGF-β) is
a prototype for a large family of factors
that regulate cell growth and differen-
tiation, including activin/inhibin, bone
morphogenic protein (BMP), Müllerian in-
hibition substances (MIS), and glial cell

line-derived neurotrophic factor (GDNF).
These factors have homology in amino
acid sequence and tertiary structure, and
all factors except MIS are dimers con-
nected with an S–S bond. TGF-β was
originally identified as a factor that causes
transformation of fibroblast, and is now
known to suppress proliferation of cells.
Activin and inhibin were isolated as fac-
tors that stimulate or inhibit the release
of follicle-stimulating hormone from cells
in the pituitary, respectively. Activin is
now known to function as an inducer
of mesoderm. There are two kinds of
inhibin dimers αβA and αβB, and three
kinds of activin homo- or heterodimers,
βAβA, βAβB, βBβB. BMPs are known to
induce the formation of bone and car-
tilage. GDNF was found as a protein
that functions as a trophic factor for
dopaminergic cells in the midbrain and
was recently shown to support survival of
motor neurons.

Receptors for TGF-β contain ser-
ine/threonine kinase activity in the in-
tracellular part. Ligand binding to the
extracellular surface of TGF receptors in-
duces the oligomerization of type I and
type II subtypes, most likely resulting in
the tetramerization of two type I and two
type II receptors. Type II receptors ex-
ist as dimers and are constitutively active
even in the absence of TGF-β. The bind-
ing of TGF-β to type II receptor dimers
causes the binding of type I receptor
to the TGF-β-type II receptor complex
and the phosphorylation of type I re-
ceptors. The phosphorylation of type I
receptors activates its own kinase and in-
duces the phosphorylation of downstream
signal molecules named SMAD. There are
eight kinds of SMAD genes in the hu-
man genome. SMAD1, 2, 3, 5, and 8 are
directly phosphorylated by the type I re-
ceptor on conserved serine residues in the
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carboxy terminus. Phosphorylated SMAD
forms a heterodimer with SMAD4, and the
heterodimer is translocated to the nucleus
where it binds to transcription regulatory
proteins. On the other hand, SMAD 6 and
7 inhibit the signals induced by phospho-
rylated SMAD. Disruption of the activity of
TGF-β and SMAD family members may
cause a variety of human diseases includ-
ing cancer.

4.4
Intracellular Signaling: Common Pathways
Triggered by GPCRs and PKCRs

Major downstream effector cascades of
growth-factor receptors and cytokine re-
ceptors are the ras-MAPK and JAK-STAT
pathways, respectively. There are also
crossing pathways. Most cytokines also
activate the ras-MAPK cascade. The src
family tyrosine kinase, the adaptor protein
SHC, and the carboxy-terminal domain of
cytokine receptors are suggested to be in-
volved in this response. At the same time,
tyrosine kinase receptors activate STATs;
for example, EGF and PDGF induce the
phosphorylation of STAT1a. In addition,
a pathway similar to the MAPK cascade
is suggested to be present downstream
of TGF-β receptors. Crosstalk between
pathways triggered by GPCRs and PKCRs
is also known. MAPK may be activated
through GPCRs. One pathway is likely to
be mediated through activation of Gq fol-
lowed by activation of protein kinase C
and/or increase in intracellular Ca2+ con-
centrations and another through G-protein
βγ subunits. In addition, activation of
JAKs and STATs is reported to be caused
by activation of the angiotensin II receptor
(a GPCR).

Activation of PLC is mediated through
different receptors. Receptors linked to Gq,
Gi/Go and growth-factor receptors may

activate PLC-β1, PLC-β2/β3, and PLC-γ ,
respectively, and therefore any agonists
interacting with these receptors may cause
the increase of intracellular Ca2+, and
activation of Ca2+-calmodulin-dependent
protein kinases and protein kinase C. In
addition, it has been reported that there
are two kinds of PI3 kinases, which are
activated by growth-factor receptors and
G-protein βγ subunits, respectively. PLC-
γ and PI3 kinase are also known to be
activated by some cytokines.

These findings indicate that the rela-
tion between receptors and intracellular
signaling pathways is not straightforward
and that the same outcome may be in-
duced by activation of either GPCRs
or PKCRs. Major consequences of sim-
ulation of PKCRs and GPCRs are ex-
pression of specific genes and regula-
tion of specific protein functions, re-
spectively. It is also possible, however,
that PKCRs and GPCRs may regulate
protein functions and gene expression,
respectively.

5
Other Receptors

Receptors for natriuretic peptides are com-
posed of three segments; an extracellular
ligand-binding domain, a single trans-
membrane domain, and a cytoplasmic
domain with guanylate cyclase activity and
a protein kinase-like domain. There are
three kinds of natriuretic peptides, ANP
(atrial type), BNP (brain type) and CNP
(C type), and two kinds of receptors, GC-
A and GC-B. GC-A interacts with both
ANP and BNP, and GC-B with CNP.
Another kind of receptor for all three na-
triuretic peptides lacks catalytic domains,
serves to internalize these peptides, and
is called a clearance receptor. The other
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type of guanylate cyclase is a soluble pro-
tein, lacks the transmembrane segment,
and is activated by nitric oxide through
its interaction with a heme group in
the enzyme.

There are approximately 20 members
in the superfamily of tumor necrosis fac-
tor receptors (TNFRs), including TNFR1,
TNFR2, FAS, and CD40. Tumor necro-
sis factor (TNF) is a major mediator of
apoptosis, inflammation, and immunity,
and is thought to be involved in various
diseases. TNF is a homotrimer of 157
amino acid subunits produced by activated
macrophages. Most other ligands also act
as a trimer. They share the homologous
sequence in the domains responsible for
trimerization, whereas the other regions
that recognize their receptors are diver-
gent. The receptor also forms a trimer
after ligand binding. These receptors have
several cysteine-rich domains in the ex-
tracellular domain, a membrane-spanning
domain, and a cytoplasmic tail where some
members have a death domain and a TRAF
(TNF receptor-associated factor) binding
site. Upon ligand binding, inhibitory pro-
teins are released from the aggregated
form of intracellular domains in the re-
ceptor and various proteins are bound
there. There are six TRAFs in the hu-
man genome: TRAF1 and TRAF2 form
homo- or heterodimers, and recruit IκB
kinase (IKKα and IKKβ) and upstream
kinases for c-jun NH2-terminal kinase
(JNK). IκB (inhibitor of nuclear factor κB
(NF-κB) retains NF-κB in the cytoplasm
in an inactive form, and phosphoryla-
tion of IκB results in its dissociation
from NF-κB and translocation of NF-κB
into the nucleus. NF-κB and c-jun stim-
ulate transcription of specific genes in
the nucleus. FAS-associated death domain
(FADD) proteins are bound to the death
domain, and caspase 8 is recruited to

FADD. Caspase 8 initiates a proteolysis
cascade leading to apoptosis. The molec-
ular events involved in these pathways
are complex and many details remain to
be elucidated.
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Keywords

Agonist
A ligand that interacts with a receptor to activate and produce a defined response.

Antagonist
A ligand that interacts with a receptor to block the effects of an agonist.
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Drug
A compound that, via its interaction with a defined receptor target, reverses a disease
phenotype. Drugs are characterized by their selectivity, safety, and pharmacokinetic
properties, which are consistent with their reaching their target site of action within the
body.

G-protein–Coupled Receptors
The best-known receptor family through which the largest number of known drugs act
to produce their pharmacological effects, for example, cimetidine (histamine H2

receptor), and propranolol (β-adrenoceptor). These receptors are defined by a common
structure of seven transmembrane domains and their interactions with members of
the heterotrimeric G-protein family.

Heterotrimeric G-protein
A family of oligomeric proteins consisting of three subunits (α, β, and γ ). These
protein complexes transduce signals from activated GPCRs to a variety of intracellular
signaling cascades.

High-throughput Screening
Testing of large sets of compounds (typically 100 000–2 million) for interaction with a
receptor target.

Ion Channels
Typically composed of protein multimers that form channels to conduct anions and/or
cations through the membrane (e.g. the neuronal nicotinic receptor). Activation of ion
channels can occur by ligand activation (e.g. nicotine, glutamate), by changes in
membrane voltage, pH, mechanical distension, and temperature.

Ligand
A defined chemical entity that is natural (e.g. histamine) or synthetic and (e.g.
propranolol) that binds to a receptor.

New Chemical Entity (NCE)
A compound with potential druglike properties.

Orphan Receptor
A receptor, identified on the basis of its structural motif for which the endogenous
ligand and physiological function have not yet been identified.

Receptor

1. A membrane associated protein that selectively responds to extracellular messenger
molecules to alter cellular function to maintain homeostasis and normal cell/tissue
function. Receptors comprise two major classes, G-protein–coupled receptors
(GPCRs) and ion channels.
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2. A drug target – a concept that expands the definition of a receptor to intracellular
sites that include enzymes, transporters, and signal transduction elements.

SAR
Dose/concentration dependent differences in the efficacy (agonist or antagonist) of
compounds in a ligand series, which can be associated with changes in chemical
structure.

Therapeutic Index
The ratio between the dose at which a drug or NCE produces efficacy in a disease state
or disease model, and the dose at which it produces side effects.

� Receptors, located on both the cell surface and within the cell are the defined
molecular targets through which drugs produce their beneficial effects in various
disease states. Initially conceptualized over a century ago by Ehrlich and Langley,
receptor concepts and receptor theory have undergone continuous modification
as their behavior in normal and disease states/tissues have been more clearly
characterized. Since the isolation of the nicotinic acetylcholine receptor (nAChR)
from the Torpedo, some 50 years ago, new techniques of molecular biology have
made it relatively routine to isolate receptors, including orphan receptors. Once
these have been validated, they can be used in conjunction with high- throughput
screening approaches to identify ‘‘hits,’’ molecules that bind with relatively high
affinity to these targets. Such hits can then be optimized to druglike entities using
combinatorial/parallel synthesis technology platforms to yield clinical candidates
that are potent, efficacious, and bioavailable entities with appropriate safety profiles.

1
Drug Discovery

Drug discovery, the process of identifying
and developing novel chemical entities
(NCEs) to treat human disease states,
has entered the new century with a
wealth of sophisticated technologies and
information generation platforms, which
have the potential to allow more rapid
development of new drugs with improved
selectivity and safety profiles.

Successful drugs from the pharmaceu-
tical industry that include small-molecule

drugs (NCEs), biologicals, vaccines, and
antibodies, have resulted in an increase in
human life expectancy, with the concomi-
tant expectation that new drugs will be
available for the aging population, which
will improve the quality of life while adding
to its span. The draft map of the hu-
man genome has led to the possibility
of understanding diseases at a level of
precision that was never before possible.
Thus, in the last decade, there has been
an exponential increase in understanding
the potential pathophysiologies of disor-
ders like pain, diabetes, some forms of
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cancer, and neurodegenerative processes
(Alzheimer’s and Parkinson’s diseases).

The challenge in effectively using the
copious information now available for
disease-related gene identification and the
molecular targets involved in the cause(s)
of various diseases is how to handle
and productively focus the bewildering
flow of data, much of it archival, to
cost-effectively discover and develop new
drugs – a challenge that has given rise
to key disciplines like bio- and chemo-
informatics.

Irrespective of compound or drug target
sources, more productive high-throughput
screening (HTS) processes, and more de-
tailed structural information on putative
drug targets, it is clear that continued
success in the drug discovery process
will depend on the iteration and inte-
gration of lead compound identification
and optimization through the hierarchi-
cal complexity of in vitro and in vivo
assays that measure efficacy, selectivity,
side effect liability, absorption, distribu-
tion, metabolism and excretion (ADME),
and potential toxicity. To do this in an ef-
fective manner, it is critical to understand
how existing knowledge of drug targets has
evolved and what the realistic potential is
for identifying, validating, and prioritizing
new ones.

2
Cellular Communication

The transfer of information between cells
and the subsequent integration of mul-
tiple inputs that are necessary to main-
tain cellular homeostasis and tissue vi-
ability – under both normal and adverse
disease-related conditions – involves a va-
riety of different external signaling modal-
ities. These include: temperature, mem-
brane potential, mechanical distension

and stress, alterations in ion (H+/K+)
concentrations, pheromones, oderants, as
well as more traditional neurotransmitters,
neuromodulators, and hormones. These
physical stimuli and endogenous chemi-
cals elicit their effects through interactions
with cell surface targets, usually proteins,
which are termed receptors (Table 1). Once
receptors are activated by an agonist ligand,
a compound capable of producing a cellu-
lar response, they transduce or couple the
energy associated with the binding event
to a cellular effect via a signal transduction
process(es) involving protein–protein in-
teractions or second messenger signaling
systems, for example, G-proteins, pro-
tein kinase or phosphatase modulation,
alterations in lipid metabolism, calcium
translocation, and so on, to produce acute
or more long-term effects on cell and tissue
function. Thus, neurotransmitters, neuro-
modulators, and hormones can produce
transient increases in second messengers
like cyclic AMP or inositol triphosphate
(IP3) or more long-term changes that in-
volve changes in gene expression through
activation of transcription factors.

Alterations in receptor function occur
by: (1) a functional overstimulation of re-
ceptors with their consequent desensitiza-
tion, a phenomenon resulting from excess
ligand availability or an enhanced coupling
of the ligand-activated receptor to second
messenger systems, or (2) a reduction in
stimulation resulting from decreased lig-
and availability or dysfunctional receptor
coupling processes.

Drugs that effectively treat human dis-
ease states by restoring disease-associated
defects in signal transduction can act either
by replacing endogenous transmitters, for
example, L-dopa treatment to replace the
dopamine (DA) lost in Parkinson’s disease,
or blockade of excess agonist stimulation,
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Tab. 1 Drug recognition sites classified as receptors.

Type Class Examples

Receptor GPCR Dopaminergic, adrenergic, GABAB, mGluR
Ion channel

LGIC NMDA, nicotinic, GABAA
VGIC Nav, Cav
Others ASIC, TRPV

Enzyme Assoc. R
Tyrosine kinase PDGF, EGF, Trk
Others CNTF, cytokine

Nuclear hormone R
Steroid R GR, PR
Others PPAR, RAR

Neurotransmitter
Transporter

Plasma membrane
neurotransmitter
transporters

SERT, NET, GAT, DAT

Enzyme Cell surface/
extracellular

ACE, NOS, HMG CoA reductase,
acetylcholinesterase

Intracellular Caspase, CDK, ROCK
DNA polymerase

Note: GABA: γ -aminobutyric acid; mGluR: metabotropic glutamate receptor; LGIC: ligand-gated ion
channel; VGIC: voltage-gated ion channel; NMDA: N-methyl-D-aspartic acid; ASIC: acid sensing ion
channel; TRPV: transient receptor potential vanilloid; PDGF: platelet-derived growth factor;
EGF: epidermal growth factor; CNTF: ciliary neurotrophic factor; GR: glucocorticoid receptor;
PR: progesterone receptor; PPAR: peroxisome proliferator-activated receptor; RAR: retinoic acid
receptor; SERT: serotonin transporter; NET: norepinephrine transporter; GAT: GABA transporter;
DAT: dopamine transporter; ACE: angiotensin-converting enzyme; NOS: nitric oxide synthase;
CDK: cyclin-dependent kinase; ROCK: rho-dependent kinase.

for example, the histamine H2 recep-
tor antagonist, cimetidine, which blocks
histamine-induced gastric acid secretion
and thus reduces ulcer formation. Of the
approximately 450 targets through which
known drugs act, 71% are receptors in
the G-protein–coupled receptor (GPCR),
ion channels, or neurotransmitter trans-
porter (SCDNT) families. Of these drugs,
approximately 90% produce their effects
by antagonizing the actions of endogenous
agonists

Enzymes, by producing products that
regulate second messenger availabil-
ity, for example, adenylyl cyclase-
catalyzed production of cyclic AMP or
phosphodiesterase-mediated degradation

of cAMP, or by modifying protein targets,
for example, by adding (protein kinases)
or removing (protein phosphatases) phos-
phates on serine or threonine residues,
serve a similar role in cellular homeosta-
sis, and as such, also represent key drug
targets that can be conceptually included
in the category of receptors.

The seminal concept that therapeutic
agents produce their effects by acting
as ‘‘magic bullets’’ at discrete molecular
targets on tissues within the body is at-
tributed to Ehrlich and Langley, who at
the beginning of the twentieth century in-
dependently generated experimental data
that led to the evolution of the ‘‘lock and
key’’ hypothesis. A ligand (L) thus acted as
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the unique ‘‘key’’ to selectively modulate
receptor (R) activity, the latter functioning
as the ‘‘lock’’ for the ‘‘entry’’ of external
signals into the cell. In this model, an ag-
onist ligand forms an RL complex and has
the ability to ‘‘turn’’ the lock (Equation 1),
whereas a receptor antagonist would oc-
cupy the lock and prevent agonist access.

Receptor + ligand
k+1−−−⇀↽−−−
k−1

RL −−−→

Signaling event (1)

Despite quantal advances in the tech-
nology used to study receptor interactions
that have occurred over the past century,
the receptor–ligand (RL) concept and the
similar enzyme–substrate (ES) complex
have remained the conceptual foundations
for understanding receptor and enzyme
function, disease pathophysiology, and
medicinal chemistry-driven approaches to
drug discovery. Over the past decade, how-
ever, with the explosion in the number
and diversity of receptors driven by recep-
tor cloning approaches and the mapping
of the human genome, there has been
an increased appreciation of the inherent
complexity of receptor function.

At one time, it was thought that a
receptor-mediated response was a pre-
dictable, linear process that involved
ligand-induced activation of a protein
monomer and its signal transduction path-
way independently, or with very little in-
fluence, from other membrane proteins. It
has become increasingly evident, however,
that receptors can physically interact both
with one another and with other mem-
brane proteins. Numerous examples exist
of receptor coexpression and interactions,
for example, GABABR1 (γ -aminobutyric
acid) and GABABR2, dopamine with so-
matostatin, and GABAA receptors and
opioid receptors with α2-adrenoceptors.

These interactions are often necessary to
obtain functional cell surface receptors
and allow interactions with one protein
partner to modulate the function of the
entire signaling complex. Effects of recep-
tors on protein subunits can be mediated
through orthosteric sites, for example, the
site that the endogenous ligand(s) interact
with, or through allosteric sites (e.g. the
benzodiazepine (BZ) site in the GABAA

receptor, and the glycine receptor on the N-
methyl-D-aspartate (NMDA) receptor com-
plex). More recently, allosteric interactions
with GPCRs (muscarinic adenosine A1)
and neurotransmitter transporters (NET)
have been reported. Integration of the
functional effects of signal transduction
pathways also affects receptor functions
in a cell-specific manner (receptor cross
talk). There also exist several discrete
classes of receptor-associated proteins in-
cluding receptor-activity-modifying pro-
teins (RAMPs) and trafficking chaperones,
which currently number in the many
hundreds and play key roles in cellular
events like receptor trafficking from the
endoplasmic reticulum to the cell surface,
and modulation of cell surface responses.
Examples of the complexity of receptor sig-
naling at the postsynaptic level include the
NMDA receptor, where proteomic anal-
ysis demonstrated more than 70 proteins
other than the receptor potentially involved
in the function of the receptor com-
plex; and the ATP-sensitive P2X7 receptor,
where a signaling complex comprised of
11 proteins including laminin-3, integrin
2, actin, supervillin, MAGuK, three heat
shock proteins, and phosphatidylinositol
4-kinase; and the receptor protein tyrosine
phosphatase (RPTP) was identified, which
appears to modulate P2X7 receptor func-
tion through control of its phosphorylation
state.



600 Receptor Targets in Drug Discovery

3
Receptor Concepts

Receptor theory is based on the classi-
cal Law of Mass Action as developed
by Michaelis and Menten for the study
of enzyme catalysis. The extrapolation of
classical enzyme theory to receptors is,
however, an approximation. In an en-
zyme–substrate (ES) interaction, the sub-
strate S undergoes an enzyme-catalyzed
conversion to a product or products. Be-
cause of the equilibrium established, prod-
uct accumulation has the ability to reverse
the reaction process. Alternatively, the lat-
ter can be used in other cellular pathways
and is thus removed from the equilibrium
situation or can act as a feedback modula-
tor to alter the ES reaction either positively
or negatively (Equation 2).

Enzyme + Substrate−−−⇀↽−−−ES−−−⇀↽−−−E

+ Product (2)

For the receptor–ligand interaction,
binding of the ligand to the receptor to
form the RL complex results in a response
driven by the thermodynamics of the
binding reaction that leads to functional
changes in the target cell (Equation 1).
Whereas conformational changes occur in
the ligand, the receptor, or both, there is
no chemical change in the ligand resulting
from the RL interaction such that there
is no chemical product derived from the
ligand that results from the RL interaction.
Despite events such as receptor internal-
ization, receptor phosphorylation, second
messenger system activation, and so on,
the bound ligand is chemically unchanged
by the binding event, and thus, there is no
equilibrium established between the RL
complex and the consequences of receptor
activation.

After the formation of an RL complex,
a functional response to receptor activa-
tion can be related to the concentration of
the ligand that is present (Fig. 1a). Occu-
pancy theory, developed by Clark in 1926,
is based on a dose/concentration-response
relationship. This theory has undergone
continuous refinement on the basis of
experimental data to aid in further delin-
eating the increasingly complex concept
of ligand efficacy and to accommodate
allosteric site modulation of receptor func-
tion, ternary complex models (TCM), and
their extension to constitutively active re-
ceptor systems – those that are functional
in the absence of an identified ligand.

3.1
Occupancy Theory

The basic premise of Clark’s occupancy
theory, based on Michaelis–Menten the-
ory, was that the effect produced by an
agonist was dependent on the number of
receptors occupied by that agonist, a reflec-
tion of the agonist concentration present.
This theory was developed from Clark’s
observations that acetylcholine (ACh) re-
ceptor antagonists such as atropine caused
a rightward shift in the ACh dose-response
(DR) curve in muscle preparations when
plotted logarithmically. The basic tenets of
occupancy theory were as follows: (1) the
RL complex was assumed to be reversible;
(2) the association of the receptor with
the ligand to form the RL complex was
defined as a bimolecular process with
dissociation being a monomolecular pro-
cess; (3) all receptors in a given system
were assumed to be equivalent to one
another and able to bind ligand inde-
pendently of one another; (4) formation
of the RL complex did not alter the free
(F) concentration of the ligand or the affin-
ity of the receptor for the ligand; (5) the
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Fig. 1 Dose-response curve. The addition of increasing concentrations of an agonist
ligand causes an increase in a biological response. Plotted on a logarithmic scale, a
sigmoidal curve is obtained. (a) A full agonist produced a maximal response, whereas
a partial agonist reaches a plateau that is only part of the response seen with a full
agonist. (b) In the presence of antagonist concentrations A, B, C, the dose-response
curve is progressively moved to the right. Increasing agonist concentrations overcome
the effects of the antagonist.

response elicited by receptor occupancy
was directly proportional to the number of
receptors occupied; and (6) the biological
response was dependent on attaining an
equilibrium between R and L according to
Equation 1.

Although it is not always possible to
determine the concentration of free ligand
(F) or that of the RL complex, rearranging
the latter, the equilibrium dissociation
constant, Kd, equaling k − 1/k + 1, can be
derived from the equation:

Kd =
(

[R][L]

[RL]

)
(3)

and is equal to the concentration of L that
occupies 50% of the available receptors.

Antagonist interactions with the recep-
tor were defined by Gaddum as being
the result of receptor occupancy with the
antagonist ligand being unable to elicit
a functional response. Antagonists thus
block agonist actions. Agonists overcome

the effects of a competitive (e.g. re-
versible/surmountable) antagonist when
their concentration is progressively in-
creased (Fig. 1b) such that in the presence
of increasing fixed concentrations of a
competitive antagonist, a series of parallel
agonist DR curves can be generated that
shift progressively to the right (Fig. 1b).
A Schild regression relationship, a plot
of log (DR-1) versus the log antagonist
concentration (Fig. 2), can be used to
derive the pA2 value for an antagonist
from the intercept of the abscissa. The
pA2 value is the negative logarithm of
the affinity of an antagonist for a given
receptor in a defined biological system
and is equal to − log10 KB where KB is
the dissociation constant for a competi-
tive antagonist with a slope of near unity.
Not all antagonists are competitive. Non-
or uncompetitive antagonists that act at
allosteric sites or that bind irreversibly
to the agonist site have slopes that are
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Fig. 2 Schild plot regression. Data
from Fig. 1(b) for antagonist
concentrations A, B, and C can be
plotted by the method of Schild (29) to
yield a pA2 value, a measure of
antagonist activity. A slope of unity
indicates a competitive antagonist.
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Fig. 3 Efficacy in quiescent and constitutively
active systems. In a quiescent system, three
types of ligands can be defined, full agonist,
partial agonist, and antagonist, depending on
the response elicited. In a constitutively active
system, an antagonist from a quiescent system

is defined as a neutral antagonist with ligands
that inhibit the activity of the constitutively active
system and are defined as full and partial inverse
agonists depending on the degree of inhibition.

significantly less than unity. The Schild
plot can thus be used to determine the
mechanism by which an antagonist pro-
duces its effects.

Occupancy theory was modified by
Ariens on the basis of data showing that
not all cholinergic agonists were able to
elicit a maximal response in a skeletal
muscle preparation, even when admin-
istered at supramaximal concentrations.
This led to the introduction of the con-
cept of the intrinsic activity of a ligand. A
full agonist was defined as having a value

of 1.0 with the value for an antagonist
being zero. However, many compounds
were subsequently identified that bound
to the receptor but were able to only
produce a portion of the response seen
with a full agonist. These were defined
as partial agonists (Fig. 1a). By defini-
tion, these compounds were also partial
antagonists.

Other agonists have also been identified
that produce a response greater than the
previously defined full agonist. These have
been termed super agonists. One example
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is the muscarinic cholinergic receptor
agonist, L 670,207 (Fig. 3), an arecoline
bioisostere that was 70% more active
than arecoline and thus had an intrinsic
activity of 1.7. From the activity seen in
response to L 670,207, the system that
is used to characterize these muscarinic
agonists was obviously capable of a greater
response than that seen with arecoline,
making the latter compound a partial
agonist.

The partial agonist concept was addition-
ally refined by Stephenson in introducing
the concept of efficacy, ε, which differed
from intrinsic activity in that the latter was
defined as a proportion of the maximal
response [effect = (RL)]. This concept was
extended to situations in which a maxi-
mal response to an agonist could occur
when only a small proportion of the to-
tal number of receptors on a tissue were
occupied (a condition termed receptor re-
serve), as in the situations when receptors
were inactivated by alkylating agents. This
resulted in a nonlinear occupancy relation-
ship with the response then being defined
as the stimulus, S, a product of the frac-
tion of receptors occupied and the ligand
efficacy. A nonlinear functional response
clearly complicates data interpretation, es-
pecially when spare receptor or receptor
reserve concepts are introduced to ratio-
nalize individual data sets. An additional
issue in defining efficacy was the de-
gree to which the receptor activation event
and its blockade by antagonists was mea-
sured through events that were spatially
and temporally removed from the recep-
tor activation event, and also the degree
to which the response could be amplified
through cofactor and signal transduction
cascades.

Kenakin described ligand-mediated re-
sponses in a given tissue in terms of four
parameters: (1) receptor density; (2) the

efficiency of the transductional process;
(3) the equilibrium dissociation constant
of the RL complex; and (4) the intrin-
sic efficacy of the ligand at the recep-
tor. In vivo, receptor occupancy for ex-
ogenous ligands is primarily dependent
on pharmacokinetic parameters, whereas
that for native endogenous ligands is
most probably under intrinsic homeo-
static controls including rates of produc-
tion, release, metabolism, and reuptake of
ligands.

Classical receptor theory assumed that
affinity and efficacy were independent pa-
rameters, suggesting that no consistent
relationship existed between the affinity
of a ligand and its ability to elicit a full
response. A ligand with relatively low
affinity (<10−6 M) could still be a full
agonist when a sufficient concentration
interacted with the receptor. With the dis-
covery of constitutive receptor activity, it
seems that this lack of a consistent rela-
tionship is more reflective of an inability
to measure receptor-mediated activity than
a potency disconnect. Thus, one may con-
clude that all ligands have efficacy if the
appropriate system is used to measure this
parameter.

The relationship between the recep-
tor and ligand in the classical lock and
key model with the RL interaction re-
sulting in no change in the receptor
conformation essentially described a static
situation. In 1958, however, Koshland de-
scribed the induced fit model of the ES
complex, where substrate binding to the
enzyme caused a change in the three-
dimensional structure of the protein, lead-
ing to a change in activity. Together
with the pioneering work of Hill on
hemoglobin allosterism, the concept of al-
losteric modulation of receptor function
was proposed.
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3.2
Rate Theory

On the basis of experimental data show-
ing the persistence of antagonist-mediated
responses and agonist ‘‘fade’’ where max-
imal responses occur transiently, to be
followed by lesser responses of longer du-
ration and agonist-mediated blockade of
agonist effects, Paton modified the con-
cept of occupancy to include a chemically
based rate term. According to rate theory,
it was not only the number of receptors
occupied by a ligand that determined the
tissue response but also the rate of RL
formation. The resultant effect, E, was con-
sidered equal to a proportionality factor, φ,
that included an efficacy component and
the velocity of the RL interaction, V . Thus,

E = ωVeq (4)

The rate of RL formation, like that
of neurotransmitter release, was mea-
sured in quantal terms with discrete ‘‘all
or none’’ changes in receptor-mediated
events. Pharmacokinetic considerations
also play a major role determining the
rate of RL formation.

The primary factor delineating occu-
pancy and rate theory seemed to be the
dissociation rate constant. Thus, if this fac-
tor was large, the ligand was an agonist; if
the factor was small, reducing the quantal
response to receptor occupancy, the ligand
functioned as an antagonist. The kinetic as-
pects of rate theory did not, however, take
into account the efficacy of transductional
coupling and the potential for amplifica-
tion after the initial binding event leading
to its description as ‘‘a provocative concep-
tualization . . . with limited applicability,’’
a phrase that can be applied to many of the
newer aspects of receptor theory.

4
Receptor Complexes and Allosteric
Modulators

The studies of A.V. Hill on the binding
of oxygen by hemoglobin demonstrated
that identical binding sites on protein
oligomers could influence one another
such that the binding of the first ligand
(in the case of hemoglobin in oxygen) fa-
cilitated the binding of a second, identical
ligand, and so on for sequentially bound
ligands such that the saturation curve de-
scribing the interaction of the ligand with
its recognition site is steeper than that
which would be predicted from classical
Michaelis–Menten kinetics. The process
of one ligand, homologous or heterol-
ogous, interacting with the binding of
another is thought to occur by a coopera-
tive, conformational change in the binding
protein for the second ligand from a site
adjacent to the ligand recognition site.
Koshland’s induced fit model extended
these findings, leading to the development
of two models of cooperativity or alloster-
ism: the sequential or induced fit model
described by Koshland; and the concerted
model of Monod, Wyman, and Changeux,
the key elements of which are outlined in
Table 2.

Both models assume the existence of
oligomeric protein units existing in two
states that are in equilibrium with one
another in the absence of ligand. Ligand
binding induces a conformational change
in the protein(s), moving the equilibrium
of the two states to favor that with the
higher affinity for the ligand. This in turn
alters the kinetic and functional properties
of the oligomeric complex. This model has
been further refined in terms of ligand-
stabilizing conformational ensembles.

The site on a receptor that defines
its pharmacology and membership of
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Tab. 2 Allosteric receptor models.

Monod, Wyman, Changeux Concerted Model
Receptor complex is a multicomponent oligomer comprised of a finite number of identical binding

sites.
Subunits are symmetrically arranged each having a single ligand binding site.
Receptor complex exists in two conformational states, one of which has a preference for ligand

binding.
Conformational transition state involves a simultaneous shift in the state of all subunits.
No hybrid states exist implying cooperativity.
Koshland Nemethy Filmer Sequential Model
Receptor complex is a multicomponent oligomer with symmetrically arranged protomers each with

a single ligand binding site.
Protomers exist in two conformational states with transition induced by ligand binding.
Receptor symmetry is lost on ligand binding.
Hybrid states of the receptor complex can be stabilized by protomers.
Stabilization is equivalent to negative cooperativity.

a particular receptor superfamily, for
example, 5HT, nicotine, and so on, is
termed the orthosteric site. Ligands that
bind to this receptor have a spatial
overlap for the binding site such that
their binding is mutually exclusive (unless
an antagonist covalently binds to the
orthosteric site). In contrast, the allosteric
site (of which there may be more than
one associated with a single orthosteric
site and which can affect that site) is
distinct from the latter in that ligands that
bind to the allosteric site(s) can produce
effects on ligand binding and efficacy to
the orthosteric site through an indirect,
conformational modulation of this site,
which probably involves alterations in
either the association or dissociation rates
of the orthosteric ligand. While much
of the early work on allosterism derived
from studies on enzymes and ligand-gated
ion channels (LGICs), it is now clear
that GPCRs that were once considered
as monomeric proteins with only an
orthosteric site are now known to contain
allosteric sites and can form oligomeric
complexes. The concept of allosterism
becomes more complex when considering

multiple ligand sites on a receptor that
have different pharmacological profiles,
for example, when the ligand recognition
sites are totally heterogeneous.

The identification of allosteric ligands
that can have both positive and negative
effects on the function of the orthosteric
site occurred in a largely serendipitous
manner. The first drug identified as an al-
losteric modulator was the BZ, diazepam,
which has anxiolytic, hypnotic, and mus-
cle relaxant activities and produces its
effects by facilitating the actions of the
GABAA receptor. Unlike the majority of
directly acting GABAA receptor agonists,
diazepam has a relatively safe side effect
profile.

Allosteric modulators have three ap-
parent advantages over drugs acting via
orthosteric sites: their effects are saturable
such that there is a ceiling effect to their
activity, which results in a good margin of
safety in human use; their effects are selec-
tive, and as mentioned earlier, frequently
‘‘use-dependent.’’ Thus, the actions of an
allosteric modulator occur only when the
endogenous orthosteric ligand is present.
In the absence of the latter, an allosteric
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modulator is theoretically quiescent and
may thus represent an ideal prophylactic
treatment for disease states associated with
sporadic or chronotropic occurrence. Fi-
nally, allosteric modulators are considered
to be more specific in their effects, partly
because of the nature of their binding
sites that are distinct from the orthosteric
site and partly because of the extent to
which their effects depend on the degree
of cooperativity between the allosteric and
orthosteric sites.

The ‘‘cys-loop’’ family of LGICs in-
cluding the GABAA, glycine, 5HT3, and
nicotinic cholinergic receptors are the best
characterized of the allosterically regu-
lated receptors. GPCRs are also subject to
allosteric modulation. The families iden-
tified to date demonstrating this property
include adenosine (P1) and α-adrenergic,
dopamine, chemokine, GABAB, endothe-
lin, metabotropic glutamate, neurokinin-1,
P2Y, and muscarinic cholinergic, as well
as some members of the 5HT super-
family. The cone snail conotoxin, ρ-TIA
is an allosteric modulator of the α1B-
adrenoceptor. Changes in GPCR function
resulting from alterations in the ionic mi-
lieu also reflect the potential for allosteric
modulation of receptor function.

5
Ternary Complex Models

The ternary complex model or TCM de-
scribes allosteric interactions between or-
thosteric and allosteric sites present on
a single protein monomer. It can also be
extended to reflect the other two-state inter-
actions involving sites on adjacent proteins
and the effect of signaling proteins, for ex-
ample, G-proteins on the function of the
receptor. Christopoulos notes allosteric in-
teractions as being reciprocal such that

the effects of a ligand A on the binding
properties of ligand B also imply an effect
on the binding of ligand B on the proper-
ties of ligand A. Similarly, because GPCRs
alter the conformation of G-proteins to
elicit transductional events and an alter-
ation in cell function, changes in G-protein
conformation and interactions alter recep-
tor function, and this may be reflected in
desensitization.

6
Constitutive Receptor Activity

A basic principle of receptor theory is
that when a receptor is activated by a
ligand, the effect produced by the ligand
is proportional to the concentration of the
ligand; for example, it follows the Law of
Mass Action. It is now becoming apparent
that receptors spontaneously form active
complexes as a result of interactions
with other proteins. This is especially
true when receptor cDNA is overexpressed
in cell systems such that the relative
abundance of a receptor is in excess of
that normally occurring in the native state,
or associates with proteins that reflect the
host cell milieu in which the receptor
is expressed, rather than an intrinsic
property of the receptor in its natural
environment. This is a major issue in
the characterization of ligand efficacy. A
spontaneous interaction between receptor
and effector can occur more frequently in
a system where the proteins are in excess
and where the normally present factors
that control such interactions are absent.
This is shown graphically in Fig. 3, where
constitutive activity is shown in the range
of 0–50 and where the theoretical effects
of inverse agonists, full and partial, are
shown. A quiescent system that is more
reflective of classical receptor theory shows
a full agonist, partial agonist, and what
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is now defined as a neutral antagonist.
Constitutive receptor activation has been
described in terms of protein ensemble
theory and in terms of allosteric transition,
where changes in receptor conformation
can occur through random thermal events.

7
Efficacy Considerations

Historical receptor theory describes a lig-
and efficacy continuum, with full agonism
at one end and full antagonism at the other.
Between the two ends of this continuum
lie partial agonists that, as already noted,
imply that ligands can also be partial an-
tagonists. Antagonism per se implied that
a ligand could bind to a receptor without
producing any effect and limiting access
to the native agonist – block receptor acti-
vation. Such a compound is now called a
neutral antagonist.

With the ability to measure constitutive
receptor activity, some compounds, for
example, the β2-adrenoceptor antagonist,
ICI 118551, inhibited constitutive activity,
thus functioning as an inverse agonist or
negative antagonist.

The actions of a competitive antagonism
can be surmounted by the addition of

increasing concentrations of the agonist
ligand, resulting in a functional DR
curve that undergoes a rightward shift
with approximately the same shape and
maximal effect (Fig. 1). Noncompetitive
or uncompetitive antagonists interact at
sites distinct from the agonist recognition
site, and can modulate agonist binding
either by proximal interactions with this
site from a site adjacent to the recognition
site or by allosteric modulation. The effects
of noncompetitive antagonists are usually
not reversible by the addition of excess
agonist. This type of antagonism, whether
competitive or noncompetitive, occurring
at a distinct molecular target is known as
pharmacological antagonism and involves
the interactions between ligands and the
receptor site (Fig. 4). In contrast, functional
antagonism refers to a situation in which
an antagonist that does not interact with a
given receptor can still block the actions of
an agonist of that receptor, and is typically
measured in intact tissue preparations or
whole animal models.

In the cartoon outlined in Fig. 4, neu-
rotransmitter A released from neuron A
interacts with A-type receptors on neuron
B. Antagonist α can block the effects of A
on cell B by interacting with A receptors.
Antagonist α is thus a pharmacological

Fig. 4 Pharmacological versus functional
antagonism. In panel (a), neurotransmitter A
is released from neuron A, directly interacting
with neuron B to produce a functional
response. Antagonist blocks the effects of A, a
direct pharmacological antagonism of the
effects of A. In panel (b), neurotransmitter A is
released from neuron A, directly interacting
with neuron X, which in turn releases
neurotransmitter X, which acts on cell Y to
produce a functional response. Antagonist
blocks the effects of X on cell Y, but in the
absence of other data on the actions of
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antagonist, seems to block the functional effects of A because of the circuitry involved. Antagonist
thus acts as a functional antagonist.
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antagonist of A receptors. In the sec-
ond example in Fig. 4, neuron A releases
neurotransmitter A, which interacts with
A-type receptors located on neuron X. In
turn, neuron X releases neurotransmitter
X that interacts with X-type receptors on
neuron Y. Antagonist β is a competitive an-
tagonist that interacts with X receptors to
block the effect of neurotransmitter X, and
in doing so, indirectly blocks the actions of
neurotransmitter A. Antagonist β is thus
a pharmacological antagonist of receptors
for the neurotransmitter X, but a func-
tional antagonist for neurotransmitter A.

In interpreting functional data in com-
plex systems, it is always important to
consider the possibility that a ligand has
more than one effect mediated through a
single class of receptor. For this reason, in
advancing new ligands from in vitro eval-
uation to more complex tissue systems or
animal models, it is extremely helpful to
have a ligand-binding profile, for example,
the activity of a compound at a battery
of 90 or more receptors and enzymes (a
Cerep profile), to fully understand any new
findings. For instance, when a ligand for a
new receptor is advanced to animal mod-
els and found to elicit changes in blood
pressure, it is extremely helpful to know
whether in addition to its defined activ-
ity at the new receptor, it has some other
properties that relate to the blood pressure
effects, rather than assuming that some
unknown mechanism related to activation
of the new receptor has cardiovascular-
related liabilities.

8
Receptor Dynamics

Receptors, present in their active form
at the cell surface are not static entities.

Ligand binding, alterations in gene func-
tion and tissue dysfunction due to disease,
trauma or aging, can alter the number,
half-life, and responsiveness of recep-
tors, channels, and transporters. Receptors
turnover as a normal consequence of cell
growth, with half-lives that vary between
hours and days. Ligand binding can re-
sult in receptor internalization through
phosphorylation-dependent events often
initiated as a result of the ligand-binding
process, exposing serine and threonine
residues in the receptor protein. His-
tamine H2 antagonists acting as inverse
agonists in constitutively active systems
can upregulate their cognate receptors, po-
tentially increasing cell sensitivity. It is
reasonable to assume that the target cells
for endogenous effector agents, neuro-
transmitters, neuromodulators, and neu-
rohormones operate under tonic control,
one example being chronotropic, varying
with the circadian rhythm of the organism.
In contrast, the effects of exogenously ad-
ministered ligands, for example, drugs, are
rarely under normal homeostatic control,
and as a result, their effects frequently be-
come blunted on repeated administration
or when they are administered in con-
trolled release forms. Therefore, it should
not be a surprise that the majority of effec-
tive therapeutic agents are antagonists of
receptor function.

In Parkinson’s disease, the presynaptic
nerve cells in the substantia nigra that
normally produce dopamine die as the
result of an as yet unknown disease
etiology. This defect results in a decrease
in dopamine levels and a consequent
hypersensitivity of postsynaptic responses
as the cellular homeostatic events attempt
to compensate for a lack of endogenous
ligand. Agonists that rapidly desensitize
a receptor, for example, ATP at the P2X3

receptor and nicotine at the α4β2 receptor,
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appear to be antagonists because their net
effect is to attenuate the normal receptor
response.

9
Receptor Nomenclature

Even before the publication of the draft
maps of the human genome, the tech-
niques of molecular biology had already
resulted in an explosion in the number
of putative receptor families and subtypes
within families, as well as classes of recep-
tors known as orphan receptors. These were
structurally related members of receptor
classes for which the endogenous ligand
and associated function was unknown.

New receptors have been (and continue
to be) identified in different laboratories
often simultaneously, leading to differ-
ent names causing considerable confusion
in the literature. The International Union
of Pharmacology (IUPHAR) has under-
taken the development of a systematic
nomenclature system, based in part on
naming families of receptors for their
cognate endogenous ligands. The deliber-
ations of the various committees enlisted
to devise a systematic nomenclature are
published periodically in Pharmacological
Reviews. Compendiums are also regularly
published, the most current and compre-
hensive being The Sigma-RBI Handbook.

10
Receptor Classes

Receptors can be divided into four
major classes (Table 1): heptahelical, 7-
transmembrane (7-TM) GPCRs, ion chan-
nels, transcription factor receptors and
enzyme-associated receptors. Of these, the

7-TM receptors have historically repre-
sented the most fertile class for drug dis-
covery, as these have been the most stud-
ied. This receptor superfamily includes
receptors for the bioamine neurotrans-
mitters (5-HT, dopamine, etc), peptide
hormones, and lipid signaling molecules.
Ion channels are further subdivided into
LGIC, voltage-sensitive calcium channel
(VSCC) and potassium (Kir), and ion/pH-
modulated (ASIC) subtypes, all of which
have similar but distinct, multimeric struc-
tural motifs. TRPV (transient receptor
potential vanilloid) ion channels can be
modulated by temperature, for example,
vanilloid receptors. The largest group
within the transcription factor receptor
superfamily is the nuclear hormone re-
ceptors that include receptors for steroids
(glucocorticoid (GR), progesterone (PR),
mineralocorticoid (MR), androgen (AR)),
and nonsteroids (thyroid hormones (TRs),
PPARs, the retinoic acid receptors (RXR,
RAR), and vitamin D3 (VDR)). In addi-
tion, many orphan receptors have been
identified with structural similarity to the
known transcription factor receptors. The
enzyme-associated receptor superfamily is
a family of single- or multi-subunit pro-
teins, which contain a subunit with a sin-
gle transmembrane domain. The largest
groups within this superfamily are the
single-subunit–tyrosine kinase receptors,
such as the PDGF (platelet-derived growth
factor) and EGF (epidermal growth factor)
receptors, and the multimeric complexes
that utilize kinases such as the JAK-type
kinases for their signal transduction (e.g.
cytokine and growth hormone receptor
families). Also included are receptors with
serine/threonine kinase or guanylyl cy-
clase activity.

In addition to this multitude of receptor
classes, further complexity in conceptu-
alizing receptors as distinct, classifiable
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entities is exemplified by recent findings
related to GPCRs. By implicit definition,
these receptors produce their physiological
effects by coupling through the G-protein
family. However, there are instances in
which ion channels produce their effects
by coupling through G-proteins. Receptor
classification thus has few absolutes.

10.1
G-protein–Coupled Receptors

The 7-TM motif of GPCRs based on the
X-ray structure of rhodopsin is a sin-
gle protein comprised of approximately
300–500 amino acids with discrete amino
acid motifs in the transmembrane (TM)
regions and on the C-terminal extracellu-
lar loop, determining the ligand specificity
of the receptor and those on the amino
terminal and intracellular loops designat-
ing G-protein interactions. For example,
RL interactions for many of the bioamine
neurotransmitter receptors are thought to
occur within a pocket in the 7-TM motif
that is generically designated to lie between
TMs III, IV, and VI. Posttranscriptional
alternative splicing can alter the GPCR to
create isoforms that may be species, tissue,
and disease-state dependent.

The number of GPCRs present in the hu-
man genome, including orphan receptors,
has been estimated to be 1000–2000 with
over 1000 of these coding for odorant and
pheromone receptors. Currently of great-
est interest in drug discovery efforts are the
367 nonchemosensory GPCRs, over 100 of
which remain ‘‘orphan receptors.’’

GPCRs are organized into four main
families. Family 1 includes the majority of
GPCRs for peptide hormones, neurotrans-
mitters, odorants, and a large group of
orphans. Family 1 GPCRs can be divided
by structural similarity into subfamilies:
1a that includes rhodopsin, adrenoceptors,

thrombin, and the adenosine A2A receptor,
with a binding site localized within the 7-
TM motif; 1b that includes receptors for
peptides with the ligand-binding site in
the extracellular loops, the N terminal, and
the superior regions of the TM motifs;
and 1c that comprises receptors for glyco-
proteins. Ligand binding to this receptor
class is mostly extracellular. Family 2 is
morphologically related, but not sequence
related to the 1c family and consists of
four GPCRs activated by the hormones
glucagon, secretin, and VIP-PACAP. Fam-
ily 3 contains four metabotropic glutamate
receptors (mGluR) and three GABAB re-
ceptors. Family 4 is a group of GPCRs that
includes ‘‘frizzled’’ and ‘‘smoothened,’’
both involved in embryonic development.
Additional GPCRs have been described in
invertebrate species that may define addi-
tional receptor families.

Interactions with heterotrimeric G-
proteins and other associated signaling
molecules have the potential for con-
siderable complexity. Heterotrimeric G-
proteins exist as complexes formed from
α, β, and γ -type subunits, for each of
which there are multiple subtypes, thereby
offering a considerable variety of poten-
tial functional G-proteins. The α subunits
are best characterized and often determine
the signaling pathway activated There are
four major G-protein α-subunit families
that interact with GPCRs: (1) Gs that acti-
vates adenylyl cyclase; (2) Gi/o that inhibits
adenylyl cyclase and can also regulate ion
channels and activation of cGMP PDE;
(3) Gq that activates phospholipase C; and
(4) G12 that regulates Na+/H+ exchange.
The β and γ subunits are less well studied,
but are also involved in signaling events
such as interactions with ion channels and
certain isoforms of phospholipase C, as
well as in membrane trafficking and re-
ceptor interaction events.
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10.1.1 G-protein–Associated
or – Modulating Proteins
The cyclic nucleotide phosphodiesterases
(PDEs) that are responsible for hydrolytic
degradation of the cyclic nucleotides,
cAMP and cGMP, exist in more than
15 isoforms. While the protein kinases,
PKA and PKC, are responsible for protein
phosphorylation, the GPCR kinases, GRK
1–6, are responsible for GPCR phospho-
rylation, and the protein phosphatases are
responsible for dephosphorylation, the lat-
ter potentially numbering in excess of 300,
significantly increasing the complexity of
GPCR-associated signaling processes.

Superimposed on these signaling pro-
teins are the calmodulins that mediate
calcium modulation of receptor function,
the β-arrestins, involved in inactivation of
phosphorylated receptors (6 members), a
group of proteins termed RGS (regula-
tors of G-protein signaling), RAMPs, and
a protein known as Sst2p that is involved
in receptor desensitization.

Given the number of GPCRs present
in the human genome, including orphan
receptors, multiple G-protein subtypes,
phosphatases, and the various GPCR-
associated signaling proteins described
earlier, there is obviously considerable
scope for complexity in cell signaling as-
sociated with the GPCR family. GPCRs
can also form homo- and heteromeric
forms (e.g. GABAB, adenosine A1 and
A2A, angiotensin, bradykinin, chemokine,
dopamine, metabotropic glutamate, mus-
carinic, opioid, serotonin, and somato-
statin), further increasing the potential
complexity of ligand-driven GPCR signal-
ing processes and offering an opportu-
nity to explore new targets in medicinal
chemistry.

Applying an evolutionary trace method
(ETM) to assess potential protein–protein

interactions, Dean et al., identified func-
tionally important residue clusters on TM
helices 5 and 6 in over 700 aligned GPCR
sequences. Similar clusters were found on
TMs 2 and 3. TM 5 and 6 clusters were
consistent with 5,6-contact and 5,6-domain
swapped dimer formation. Additional ap-
plication of ETM to 113 aligned G-protein
sequences identified two functional sites:
one associated with adenylyl cyclase, and
regulator of G-protein signaling (RGS)
binding, and the other extending from the
ras-like to helical domain that seems to
be associated with GPCR dimer binding.
From such findings, it was concluded that
GPCR dimerization and heterodimeriza-
tion occur in all members of the GPCR
superfamily and its subfamilies.

From these findings, potential new
approaches to ligand design and by
extrapolation, drug discovery, include:
(1) antagonists that can act by inhibiting
dimer formation, for example, transmem-
brane peptide mimics; (2) bivalent com-
pounds/binary conjugates; and (3) com-
pounds targeting the GPCR–G-protein
interface.

10.2
Ligand-gated Ion Channels

Ion channels consist of homo- or het-
eromeric complexes numbering between
three (P2X) and eight (Kirs) subunits.
Examples of these are the GABAA/benzo-
diazepine and NMDA/glycine receptor,
neuronal nicotinic receptors (nAChR), and
P2X receptors.

10.2.1 GABAA/Benzodiazepine (BZ)
Receptor
GABAA/benzodiazepine receptor is an
LGIC that is the target site for numerous
clinically effective anxiolytic, anticonvul-
sant, muscle relaxant, and hypnotic drugs,
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which produce their therapeutic effects by
enhancing the actions of the inhibitory
neurotransmitter, GABA. It is a pen-
tameric LGIC, the constituent subunits
of which are formed from a family of six,
four, one, and two subunits, leading to
the potential existence of several thousand
different pentamers. The functional recep-
tor complex contains a GABAA receptor,
a BZ recognition site, and by virtue of
its pentameric structure, a central chlo-
ride channel. Allosteric recognition sites
on this complex include those for ethanol,
avermectin, barbiturates, picrotoxin, and
neurosteroids like allopregnanolone. The
pharmacology and function of the al-
losteric sites depends on the actual subunit
composition. The 1 subunit, which is
present in nearly 60% of GABAA recep-
tors, in mouse brain mediates the sedative,
anticonvulsant, and amnestic effects of
diazepam; the 2 subunit, the antianxiety
effects of diazepam; and the 5 subunit,
associative temporal memory. With this
knowledge, rather than screening new
ligands for the GABAA receptor in var-
ious animal models to derive a profile
for a nonsedating anxiolytic, by under-
standing the structural determinants of
BZ interactions with 1 and 2 subunits and
designing compounds that preferentially
interact with the latter, the process of de-
signing novel ligands can be considerably
enhanced.

10.2.2 The NMDA Receptor
The NMDA receptor is a member of
the glutamate receptor superfamily that
mediates the effects of the major exci-
tatory transmitter, glutamate. It is com-
posed of an NMDA receptor, a central
ion channel that binds magnesium, the
dissociative anesthetics, ketamine, and
phencyclidine (PCP), the noncompetitive
NMDA antagonist, dizocilpine (MK 801),

glycine and polyamine binding sites, ac-
tivation of which can markedly alter
NMDA receptor function, and some 70
other ancillary proteins, the physiological
function of which remains to be deter-
mined. The activation state of the receptor
can define the effects of the allosteric
modulators. Thus, some are termed use-
dependent, reflecting modulatory actions
only when the channel is opened by
glutamate.

10.2.3 The Nicotinic Cholinergic
Receptor, nAChR
The nicotinic cholinergic receptor is an-
other pentameric LGIC composed of dis-
tinct functional regions and subunits.
The subunit composition of the re-
ceptor varies, imparting different func-
tionality when the channel is activated
by nicotine, or by the endogenous lig-
and, ACh. Allosteric modulators of neu-
ronal nAChRs include dizocilpine, aver-
mectin, steroids, barbiturates, and ancil-
lary proteins.

10.2.4 The P2X Receptor
The P2X receptor is an LGIC responsive
to ATP that functions as a trimer formed
from a family of seven subunits that can
form both homo- and heteromers leading
to the existence of at least seven distinct
receptor subtypes.

Little is known regarding the structural
elements involved in the ligand phar-
macology and function of LGICs, such
that signaling transduction pathways have
not been extensively characterized. For
nAChRs, it is known that the recognition
site for ACh is formed between two sub-
units. Thus multiple orthosteric sites for
ACh are possible, depending on the types
of subunit forming the receptor. Many new
classes of LGIC are still being discovered.
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10.3
Steroid Receptor Superfamily

The steroid receptor superfamily includes
the glucocorticoid (GR), progesterone
(PR), mineralocorticoid (MR), androgen
(AR), thyroid hormone (TR), and vitamin
D3 (VDR) receptors. These receptors bind
steroid hormones and are then translo-
cated to the nucleus, where they bind to
hormone responsive elements on DNA
promotor regions to alter gene expres-
sion. While steroids are very effective
anti-inflammatory agents, they have a mul-
tiplicity of serious side effects that limit
their full use.

The antiestrogen, tamoxifen, is the most
commonly used hormonal therapy for
breast cancer and has demonstrated posi-
tive effects on the cardiovascular and skele-
tal systems of postmenopausal women
but is associated with an increased risk
of uterine cancer. Tamoxifen is described
as a selective estrogen receptor modulator
(SERM) with a tissue selective profile de-
pendent on the different distribution of the
α- and β-subtypes of the estrogen receptor
(ER-α and ER-β) that activate and inhibit
transcription respectively. These selective
effects have been ascribed to differential
interactions with gene promotor elements
and coregulatory proteins depending on
whether the ER interacts directly, or in a
tethered manner with DNA.

10.4
Intracellular Receptors

Members of the intracellular receptor fam-
ily include the cytochrome P450 (CYP)
family, the SMAD family of tumor sup-
pressors, intracellular kinases and phos-
phatases, nitric oxide synthases (NOS),
caspases, the RXR, RAR superfamilies,
receptor activated transcription factors

(RAFTs), and signal transducers and ac-
tivators of transcription (STATs) such as
AP-1, NFκB, NF-AT, STAT-1, PPARs, var-
ious hormone responsive elements on
DNA and RNA promoters, and ribozymes.
These represent a bewildering number
of potential drug targets especially in the
metabolic disease and cancer areas. Given
their roles in normal cell function, it will be
a challenge to ensure specificity in ligands
interacting with these targets.

10.5
Non-GPCR-linked Cytokine Receptors

Cytokines are polypeptide mediators and
are involved in the inflammatory/immune
response. There are three cytokine fam-
ilies: hematopoietin, which includes IL-
2–IL7, L-9–13; IL-15–IL-17; IL-19, 1L-21,
IL-22, GMCSF, GCSF, EPO, LIF, OSM,
and CNTF, with primary signal transduc-
tion through the Jak/STAT pathway; tumor
necrosis factor, comprising the receptors,
TNFRSF1–18 that signal through NFB,
TRAF, and caspases; and the interleukin
1/TIR family that includes IL-1RI and
IL-1RII, IL-1Rrp2, and IL1RAPL. TIGGR-
1, ST2, IL-18, and Toll 1–9 also signal
through NFB and TRAF.

10.6
Orphan Receptors

Orphan receptors have been generally
defined as proteins with a receptor motif
that lack both a ligand and function.
Approximately 160–300 orphan GPCRs
are thought to be in the draft sequence of
the human genome and intense efforts are
currently ongoing to identify the ligands
for these and their function as novel
intellectual property for the drug discovery
process. Orphan receptor validation can
be done using expression profiling to
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identify tissues rich in the expression of
the receptor of interest, and a technique
known as reverse pharmacology that can
be used to identify a ligand for the
orphan receptor. In the latter, the orphan
receptor is used as ‘‘bait’’ to bind selective
ligands. These can then be used to further
characterize receptor function. Nearly 30
orphan GPCRs have been validated in
this manner. While most of the current
interest on orphan receptors is focused
on GPCRs because of the considerable
body of existing knowledge about this
receptor class, it is anticipated that orphan
receptors will also be discovered for other
receptor classes, for example, orphan
nuclear receptors.

The orphan receptor approach to drug
discovery is exemplified by the or-
phanin/FQ receptor, ORL1, a structural
homolog of the opioid receptor. Identified
in 1995 using a homology-based screen-
ing strategy, ORL1 had low affinity for
known opioid ligands. A novel heptade-
capeptide ligand for the ORL1 receptor,
orphanin/FQ, was subsequently isolated
from brain regions rich in ORL1 providing
the key tool to validate the target and iden-
tify a functional role for the receptor in
stress-related situations in animal models.
From an intensive screening program, an
antagonist of this receptor was identified,
Ro 64–6198, which represented a novel
anxiolytic/antidepressant drug candidate.

10.7
Neurotransmitter Transporters

Neurotransmitter transporters (NTs) are
responsible for terminating the effects
of neurotransmitters by removing them
from the extracellular space. NTs are
integral membrane proteins present on
both the plasma membrane and on
intracellular vesicles where they effect

vesicular packaging of neurotransmitters.
Their activity is dependent on the Na+
intracellular/extracellular gradient. Most
NTs (e.g. dopamine transporters (DAT),
norepinephrine transporters (NET), sero-
tonin transporters (SERT) also require Cl−
and are termed Na+/Cl− dependent NTs,
(SCDNTs) Transporters for glutamate also
require K+ (SKDGTs). These proteins bind
their cognate neurotransmitters with high
affinity and transport them across the
plasma membrane into the cell. GABA
transporters comprise the GAT family.

NT inhibitors represent a major class of
drugs producing their effects by blocking
neurotransmitter uptake, thus potentiat-
ing the actions of endogenous neurotrans-
mitters. As such, NTs can be considered
as indirect receptor agonists. Inhibitors
of SERT (also known as selective sero-
tonin reuptake inhibitors, SSRIs) are major
antidepressants, for example, fluoxetine.
Mixed SERT/NET inhibitors (SNRIs) are
also antidepressants and analgesics while
DAT inhibitors are well-known stimulants,
e.g. cocaine, amphetamine and so on. In-
hibitors of GABA transporter (GAT) are
anticonvulsants (e.g. gabatril).

10.8
Neurotransmitter Binding Proteins

Binding proteins for corticotrophin re-
leasing factor (CRF) and acetylcholine
(AChBP) have been identified and ex-
ploited as potential drug discovery targets.
These proteins can act as reservoirs or
‘‘decoy receptors’’ for their respective neu-
rotransmitters, playing a general role in
buffering synaptic message transfer.

10.9
Drug Receptors

Most drugs interact with receptors (or
enzymes) for which the natural ligand
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(or substrate) is known. There are, how-
ever, a number of receptors, distinct from
the evolving class of orphan receptors,
for which the synthesized drug is the
only known ligand. The best example of
this is the central benzodiazepine receptor
present on the GABAA ion channel com-
plex that was originally identified using
radiolabeled diazepam. Because this is the
site of action of the widely used BZ anxi-
olytic drug class, this is a bona fide receptor
with clinical relevance. However, despite
considerable efforts and a number of
interesting candidate compounds, no en-
dogenous ligand has yet been unambigu-
ously identified which would represent an
endogenous modulator of anxiety acting
through this site. Other examples of drug
receptors for which synthetic ligands were
identified before the endogenous agonists,
are the cannabinoid receptors, CB1 and
CB2, through which the following com-
pounds act: 9-�-tetrahydrocannibol, the
active ingredient of the psychoactive recre-
ational drug/analgesic/antiemetic drug,
marijuana; the vanilloid receptor, VR-1,
the known ligand for which is cap-
saicin, the ingredient in red pepper that
evokes heat sensation; and the opioid
receptor family, the site of action of
morphine and other derivatives of the
poppy. For each of these drug receptors,
endogenous mammalian ligands, anan-
damide, the endovanilloid, N-arachidonyl-
dopamine (NADA), enkephalins, and or-
phanin/FQ have been identified.

11
Molecular Biology of Receptors

Recombinant DNA methods have been
extensively used to isolate and analyze
the sequence of numerous receptors from
various mammalian complementary DNA

(cDNA) libraries using the polymerase
chain reaction (PCR) technique to clone
receptors that can then be expressed
in various prokaryotic and eukaryotic
cell lines and Xenopus oocyte. Conserved
regions in receptors that are involved in
ligand binding, coupling to transductional
systems and ion channel formation, have
thus been identified. Receptor cloning,
sequencing, and expression are now an
intimate part of the drug discovery process.

From the receptor/ligand modeling
standpoint, the ability to specifically alter
the structure of cloned receptors through
the modification of a small number of
nucleotides, the process known as site-
directed mutagenesis, the removal of specific
regions of the receptor gene ‘‘deletion mu-
tagenesis,’’ and the construction of hybrid
(chimeric) receptor proteins can provide
additional clues on the relative importance
of individual amino acids in the process of
ligand recognition and receptor function.
These techniques are also used to manip-
ulate receptors to produce recombinant
expression systems with better cell sur-
face expression, more convenient signal
transduction coupling, and other qualities
important for efficient drug discovery.

12
Functional Genomics: Target
Validation/Confidence Building

The identification of novel receptor tar-
gets from the human genome and their
subsequent use in the drug discovery pro-
cess requires that the target be validated.
Their validation requires that the ligand
and function of the receptor be known, and
this topic has been addressed in relation to
orphan receptors mentioned earlier.

Target validation, especially that related
to novel, genomically derived targets, is
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a highly complex and resource intense
process, adding significantly to the cost
of drug discovery. In addition to orphan
receptors, identified on the basis of their
homology to members of known receptor
classes, novel genomic targets can be
identified by drug-related differential gene
expression analysis, population genetic
approaches, or a combination of both.
Once a gene is associated with a disease, its
protein product needs to be characterized
and a biochemical function, for example,
receptor, enzyme, or transporter, ascribed
to it. The probable function of the protein
can then be assessed and its cognate
ligand or substrate identified. Not all
proteins identified in this manner are
obviously involved in mammalian cell
function. The protein product of a novel
lithium-related (NLR) gene identified in
mice exposed to lithium has sequence
homology to a bacterial nitrogen permease.
The potential role of this protein in
the etiology of bipolar affective disorder
remains unclear. Patients can also be
genotyped for susceptibility related to a
drug target or drug side effects, to identify
‘‘responsive’’ patients for more efficient
and safer drug use.

To identify what are termed druggable
gene products, the still somewhat mysti-
cal process of functional genomics can be
used to construct protein–protein interac-
tion maps, to identify other proteins in a
pathway/network that can represent more
facile entry points to the protein cluster
associated with the genetically identified
target and with the disease state. Us-
ing techniques like yeast two-hybrid and
gal-pull down, the function of an unchar-
acterized protein can be assigned on the
basis of the known function of its interact-
ing partners, involving the extensive use
of bioinformatics tools.

Targeted gene disruption, antisense,
and ribozyme inhibition (RNAi) are other
techniques for assessing the phenotype
of a given gene. Antisense to the rat
P2X3 receptor had marked hyperalgesic
activity showing an unambiguous role
for this receptor in chronic inflammatory
and neuropathic pain states. Transgenic
animals, in which the function of a gene
is knocked out by genetic techniques, are
less useful in understanding the function
of a protein. In addition to being restricted
to the mouse, this approach is high
in cost and time (taking 1–2 years to
generate sufficient animals for evaluation),
and in many instances, the absence of
a given protein has no overt effect on
the phenotype of an animal because
of compensatory changes during the
developmental phase. Alternatively, the
gene knockout may lead to an animal
that has a limited, if any, life span or
reproductive capability.

Another target validation approach in-
volves the use of ligands to define the
function of a new target. Already discussed
in regard to orphan receptors, other ligand-
directed target validation models fall under
the rubric of chemical genomics. A key to
identifying useful ligands that selectively
interact with proteins of unknown func-
tion to define their function is a sufficient
level of pharmacophore diversity to ensure
success.

Assuming that a novel protein target is
amenable to HTS approaches to identify its
cognate ligand, that the ligand is identified,
and that other approaches are able to
define a putative function for the target,
the next step in target validation is to
identify a ‘‘druggable’’ molecule that can
be advanced to the clinic. For ORL1, Ro
64–6198 is an excellent example of this
approach.
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This raises the key test of target vali-
dation or target confidence building. Does
a compound that has the appropriate po-
tency, selectivity, and ADME properties,
that is active in ‘‘predictive’’ animal mod-
els, and is free of other systems toxicology
work in the targeted human disease state?
This is the ultimate, and only, validation
of a target-based drug discovery program.
All events leading up to this point are
more accurately defined as target con-
fidence building. With the considerable
compound attrition rates in moving from
animals to diseased humans, this has not
proven to be a predictable transition. A
case in point is that of the NK1 receptor
activated by the peptide, substance P.

Over the past decade, data from both
animals and humans has implicated this
receptor in a variety of human pain states
including migraine and neuropathic pain.
As the result of several successful HTS
campaigns run in parallel at Pfizer, Lilly,
Merck, and Sanofi Aventis, a number of
highly efficacious and selective antagonists
of the NK1 receptor were identified which
were then chemically optimized for use as
drug candidates. These compounds, with
varying degrees of potency, were active in
animal models of pain and were free of
overt side effects in phase I human clinical
trials. However, they uniformly failed in
phase II studies as novel analgesic agents
in patients with various pain conditions.

The reasons for this remain unknown
and have focused on the relevance of ani-
mal pain models to the human condition,
for example, a lack of understanding of the
true human disease condition and various
nuances of substance P signaling path-
ways. However, before the results with
NK1 antagonists, drug discovery in the
analgesia area was considered one of the
most robust. All known analgesics, for ex-
ample, aspirin and morphine, were active

in one or more of the animal pain models;
new receptors could be mapped in pain
pathways and their function assessed us-
ing knockout and antisense procedures,
and the occupancy of receptors in human
brain and pain-sensing pathways could be
noninvasively imaged. The only limitation
was whether the side effect profile of a
putative analgesic agent acting on a novel
target or suboptimal ADME characteristics
would limit human exposure.

On the basis of the available data, the
NK1 receptor has not been validated as a
target for pain treatment despite an over-
whelming body of robust preclinical data.
This example thus serves to underline the
many significant challenges of validating
targets in the drug discovery process at the
present time.

A second example, more directly related
to the human genome, is the search for
genes that are associated, and by inference
may be causative, in producing the psychi-
atric disorder schizophrenia. This disease
affects nearly 1% of the population and has
a strong genetic association. From stud-
ies comparing schizophrenic patients with
individuals lacking symptoms of the dis-
order, LOD scores of 2.4–6.5 on markers
between or close to markers D1S1653 and
D1S1679 on chromosome 1q have been re-
ported. An LOD score of above a numerical
value of 3 is considered to be indicative of a
relevant association akin to a significant P
value (P < 0.05). With this information, a
search for the gene on chromosome 1q and
the delineation of its function in humans
would be a logical approach to finding
novel genomic targets that could lead to
new drugs that would more effectively
and safely treat schizophrenia. However,
a subsequent study using eight individ-
ually collected schizophrenia populations
and a sample set that was ‘‘100% powered
to detect a large genetic effect under the
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reported recessive model,’’ showed no evi-
dence for a linkage between chromosome
1q and schizophrenia; a finding that could
not be ascribed to ethnicity, statistical ap-
proach, or population size. Another group
using two prefrontal cortex tissues from
two separate schizophrenic populations
showed an upregulation of apolipopro-
tein L1 gene expression that was not seen
in tissue from patients with bipolar dis-
order or depression. The genes related
to apolipoprotein L1 gene expression are
clustered on the chromosome locus 22q12,
providing another target for the functional
genomic approach to target discovery and
validation. Another locus at chromosome
3q has been reported.

To the researcher embarking on a well-
funded, science-driven approach to new
targets for schizophrenia in 1997, these
new findings in 2002, as well as others
showing gene association with schizophre-
nia on chromosomes 6 and 13, would give
pause to wonder how best to proceed. Do
all five locations represent bona fide tar-
gets for functional genomics? Should one
continue work on the original chromo-
some 1 findings in light of the failure to
replicate? Is the only real validation, in
light of conflicting findings, to proceed to
the identification of multiple compounds
that can be tested in schizophrenic pop-
ulations – to validate the genome-based
approach? Given that the cost of initiating
a project, finding leads, optimizing these,
and running a single clinical candidate to
phase IIa clinical proof of principle is in
the range of $24–28 million, how many or-
ganizations can afford the $120 million+
cost to undertake scientifically logical yet fi-
nancially prohibitive strategies? These are
difficult questions that can be applied to
many other psychiatric and neurological
diseases, as well as to any other disease
state with a potential genetic causality. One

answer to these questions obviously points
to multifactorial genetic causes in the gen-
esis of many diseases and thus negates the
overly simplistic ‘‘one gene, one disease’’
mantra that heralded the age of drug dis-
covery based on the human genome map.
Strategies resulting from the answers to
these questions also make the process of
genome-based target and drug discovery
a much more costly endeavor, with good
evidence for two to three or more potential
targets for each disease that need to be ex-
amined in parallel. Hopefully, the quality
of the target finally validated using com-
pounds in the human disease state will be
a magnitude of order superior to currently
existing drugs and will thus justify the cost
of this approach.

13
Compound Properties

Once a target has been identified, the
challenge then becomes the identification
of compounds that selectively interact with
the target and can be used as the basis of
a lead optimization program to identify
potential drug candidates.

An ideal compound should have the
appropriately unique recognition charac-
teristics to impart affinity and selectivity
for its target, have the necessary efficacy to
alter the assumed deficit in cell function
associated with the targeted disease state,
be bioavailable, metabolically, and chemi-
cally stable (drug like, be chirally pure, and
be easy and cost-effective to synthesize).

13.1
Structure-activity Relationships

The structure-activity relationship (SAR)
of a compound series is a means to re-
late changes in chemical diversity to the
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biological activity of the compound in vitro
and in vivo, as well as the pharmacoki-
netic (gut/blood brain barrier transit, liver
metabolic stability, plasma protein bind-
ing, etc.) and toxicological properties of the
molecule. These SARs, when known, are
frequently distinct such that changes that
improve the bioavailability of a compound
often decrease its activity and/or selectivity.
Compound optimization is thus a highly
iterative and dynamic process.

For the purpose of the present review,
SAR is used to describe classical com-
pound efficacy unless otherwise stated.
Quantitative SAR (QSAR) involves a more
mathematical approach involving neural
networks and computer-assisted design.

Following the characterization of the
SAR and the documentation of the ef-
fects of different pharmacophores and
various substituents on biological activ-
ity, it is possible to theoretically model
the way in which the ligand interacts
with its target and thus derive a two-
or three-dimensional approximation of
the active site of the receptor or en-
zyme. Computer-assisted molecular de-
sign (CAMD) techniques can then be used
to predict – sometimes successfully – the
key structural requirements for ligand
binding, thus defining those regions of the
receptor target that are necessary for ligand
recognition and/or functional coupling to
second messenger system to permit the
design of new pharmacophores.

The SAR can be further delineated in
terms of the type of activity measured
as the readout. In vitro, this can be dis-
placement of a radiolabeled ligand from a
receptor, receptor activation as measured
in a functional assay, blockade of receptor
function by an antagonist ligand, and so
on. An additional ligand property is that of
selectivity, the degree to which a ligand in-
teracts with the target of choice compared

with related structural targets. The degree
of selectivity typically determines the side
effect profile of a new compound, given
that the targeted mechanism itself does
not produce untoward effects when stim-
ulated beyond the therapeutic range. As
noted, the development of a ligand bind-
ing profile for a ligand active at a new
target is very useful in assessing its effects
in more complex tissue systems.

13.2
Defining the Receptor–Ligand Interaction

The complex physiochemical interactions
that describe the interaction of a small
molecule with a protein, despite the many
sophisticated technologies used to study
this interaction, are still highly empirical,
being implicitly defined by the SAR for a
series of active and less active compounds.
In an increasing number of instances,
however, the ability to clone, express, and
readily derive crystals of a receptor or
enzyme and analyze the interaction of a
ligand or substrate with these using X-
ray crystallographic, NMR, and amino acid
point mutation approaches, has provided
information on the actual topography of
the selected drug target that can then be
used in de novo ligand design.

There are a variety of approaches to
derive information on the RL interac-
tion for use in understanding the key
features required in ligand necessary to
dictate a potent and selective interaction
with its target. Analysis of the interac-
tions of a series of structurally distinct
pharmacophores, agonists, and antago-
nists with the target can be combined
with point mutation changes in the target
to elucidate key amino acids involved in
compound recognition. This can be com-
plemented by X-ray crystallographic and
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NMR-derived data to design novel phar-
macophores. However, many proteins of
interest, especially membrane-bound re-
ceptors and ion channels, are not available
in the soluble form amenable to the use
of these techniques such that the design
of new compounds is based on the con-
ceptualization of the target, for example,
virtual receptors. There are also limitations
to structure-based design approaches, for
example, approximations of the hydration
state of the isolated protein, the impact of
removal from its native environment, and
three-dimensional structural issues with
recombinantly derived proteins. Nonethe-
less, these technologies have been useful
in compound design. More recently, auto-
mated, high-throughput approaches have
been applied to X-ray crystallography, pro-
viding a more rapid means to generate
information on multiple ligand interac-
tions with a given crystal.

13.2.1 Receptor-binding Assays
Until the 1960s, newly synthesized com-
pounds and compounds isolated from
natural sources were assessed by a mix-
ture of in vivo, whole animal screens, and
classical tissue assays. While many useful
therapeutic agents were identified by this
approach, the cost, in terms of compound
quantity as well as time and animal use was
considerable. In vivo test paradigms also
suffered from the possible elimination of
interesting compounds on the basis of un-
known pharmacokinetic properties as test
paradigms were usually routine in terms of
timing, and as a result, many potentially in-
teresting compounds that exhibited short
plasma half-lives were considered ‘‘inac-
tive’’ because data on their actions was
sought after their peak plasma concentra-
tion. This type of screening approach also
provided little useful chemical information
about discrete interaction of the drug with

its target, limiting the design of analogs.
The specificity of the response, ignoring
caveats related to pharmacokinetics, was
not ideal because the mechanism induc-
ing the overt response and potential points
of intervention to block the response were
unknown.

This empirical approach would predict,
in the absence of any data related to specific
interactions with a molecular target, that
because β-adrenoceptor antagonists lower
blood pressure, then any compound that
lowers blood pressure is by definition
a β-adrenoceptor antagonist. The 1970s
saw the development of a number of in
vitro biochemical screens that moved the
measurement of the RL interaction a little
closer to the molecular level. Nonetheless,
the major challenge was to develop
assays that measured the RL interaction
independently of ‘‘downstream’’ events
such as enzyme activation and second and
third messenger systems. By such means,
the ability of a compound to bind to a
receptor could be determined on the basis
of the SAR and thus provide the chemist
with a more direct means to model the RL
interaction.

Snyder, building on pioneering work by
Roth, Cuatrecasas, and Rang developed
radioligand binding as a valuable tool in
the drug discovery process in 1973. This
led to an explosion in the identification
and characterization of new receptors and
their subtypes, which was enhanced by the
application of tools of recombinant DNA
technology to the process.

While the technique of radioligand bind-
ing has been largely supplanted by activity-
based assays in many high-throughput
settings, it remains the gold standard for
compound characterization and SAR de-
velopment. It is done by measuring the
RL interaction (Equation 1) in vitro using
a radioactive ligand, R*, to bind with high
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affinity and selectivity to receptor sites. The
interaction of unlabeled (‘‘cold’’) ligands
with the receptor competes with the radi-
oligand, decreasing its binding. This sim-
ple technique revolutionized compound
evaluation in the 1970s, allowing SARs to
be determined with milligram amounts of
compound in a highly cost- and resource-
effective manner. At steady state, the RL*
complex can either be separated out from
free radioligand using filtration or assayed
using a scintillation proximity assay.

The parameters measured in a binding
assay are the dissociation constant, Kd,
the reciprocal of the affinity constant, Ka.
The Kd is a measure of the affinity of a
radioligand for the target site: the Bmax,
usually measured in moles per milligram
protein, a measure of the concentration of
binding sites in a given tissue source and
the IC50 value. The Kd and Bmax values can
be determined using a saturation curve
where the concentration of radioligand is
increased until all the ligand recognition
sites are occupied, or by measuring
radioligand association and dissociation
kinetics; Kd is the ratio of the dissociation
and association rate constants.

The IC50 value is the concentration
of unlabeled ligand required to inhibit

50% of the specific binding of the
radioligand. This value is determined by
running a competition curve (Fig. 5) with
a fixed concentration of radioligand and
tissue, and varying concentrations of the
unlabeled ligand. To accurately determine
the IC50, it is essential that sufficient
data points be included. As shown in
Fig. 5, if the data used to derive the
IC50 value are clustered over a range that
reflects 40 to 60% of the competition
curve, much useful information is lost.
Ideally, the competition curve should
encompass the range of 10 to 90% of
the competition curve and include a
minimum of 20 data points. On the
basis of Michaelis–Menten kinetics, when
binding is the result of the interaction
of the displacer with one recognition
site, 10 to 90% of the radioligand is
inhibited over an 82-fold concentration
range of the displacer. The slope of a
competition curve can then be analyzed
to assess the potential cooperation of the
RL interactions. When binding is complex
resulting in the interaction of the displacer
with more than one recognition site,
a greater than 82-fold concentration of
displacer is required to inhibit the same
10 to 90% of specific radioligand binding.

Fig. 5 Measuring ligand interactions in a
receptor-binding assay. Binding of the
radioligand is 100%. In curve A, close to the
50% point, an IC50 value can be obtained but
ignores complexities of the displacement
curve. More complete displacement, as in
curves B and C, provides more information on
the ligand. Displacement curve B has a Hill
coefficient of unity requiring an 82-fold
difference in displacer concentration to
displace 10 to 90% of binding. Displacement
curve C has a Hill coefficient of less than one,
requiring a greater than 82-fold difference in
displacer concentration to displace 10 to 90%
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of binding, and indicating the presence of more than one site. By extending the range of
concentrations used, curves B and C can assess the possibility of multiple sites being present.
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The IC50 value for a given compound
is dependent on the assay conditions:
the concentration of the radioligand used,
the receptor density, and the affinity of
the receptor, the Kd, for the radioligand.
To compare the activity of a ‘‘cold’’
ligand across different radioligand binding
assays, the Cheng–Prusoff equation is
used to compensate for differences in
Kd and the radioligand concentration
to obtain a Ki value derived by the
relationship:

Ki = IC50

1
+ [L]

Kd
(5)

where [L] is the concentration of radi-
oligand used and Kd is the dissociation
constant for the radioligand at the receptor.
This relationship thus corrects for inherent
differences in assay conditions.

Binding assays can be rapidly used to as-
sess compound recognition characteristics
but are generally limited in their ability to
delineate agonists from antagonists, espe-
cially in a high-throughput setting.

13.2.2 Functional Assays
Biochemical assays involving the mea-
surement of cAMP production or phos-
phatidylinositol turnover have given way
in HTS scenarios to reporter systems in
which receptor activation or inhibition can
be measured using a fluorescence-based
readout. This depends on the use of cal-
cium sensing dyes coupled with real-time
measurement using charge coupled device
(CCD) cameras and data capture. While
many types of plate reader are available,
a widely used system is the fluorescence
imaging plate reader (FLIPR). Using a
96- or 384-well microtiter plate format,
the throughput on an FLIPR is such that
compound libraries of 0.5 million distinct
compounds can be assayed in weeks.

Other approaches to functional assay in-
clude various reporter gene constructs in
which formation of the RL complex leads
to the expression of a gene that produces
a response that can be read immediately.
These include various luciferase reporter
gene or aequorin-based assays that pro-
duce light that can be measured by multi-
ple photodiode arrays, and α-galactosidase
reporter gene that leads to a colorimet-
ric readout. Frog melanocytes transfected
with GPCR cDNA represent yet another
approach to determining whether a ligand
is an agonist or antagonist that is indepen-
dent of a reporter gene construct. Addition
of melatonin to a transfected oocyte re-
duces intracellular cAMP concentrations
resulting in the aggregation of the pig-
ment in the cells. Agonist stimulation of
the transfected cell increases cAMP re-
sulting in pigment dispersal, a reaction
that can not only be immediately deter-
mined visually on a plus/minus basis but
can also be quantified in terms of light
transmission.

The ability to measure colocalization of
two cellular components in living cells
is an increasingly powerful technique
in understanding ligand–receptor and
protein–protein interactions. Two such
approaches are fluorescence resonance
energy transfer (FRET) that measures the
proximity of two proteins through the use
of a luciferase tag on one partner and
green fluorescent protein (GFP) on the
other, and fluorescence polarization (FP)
that relies on a polarized excitation light
source to illuminate a binding reaction
mixture. The smaller partner (e.g. the
ligand) must be fluorescently labeled,
and if this is unbound then it will, by
tumbling in solution, emit depolarized
fluorescence. This is thus a means of
looking at the amount of unbound ligand
in the binding mixture and has the
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benefit of not requiring any washing
steps. Current systems do not work
well with turbid solutions or fluorescent
compounds, although the latter has largely
been dealt with through the use of red
fluorescent dyes.

13.3
Receptor Sources

The choice of a tissue or cell line
as a receptor source has a significant
impact on the data generated. The natural
receptor concentration in most tissues
is in the femtomole to picomole range;
brain tissue has a much higher density
of receptors because of more extensive
nerve innervation. Expression of the drug
target in a cell line can, however, lead
to differences in the number of receptors
expressed per clone, a factor dependent on
the relative proportion of transient to stable
expressed cells and the passage number of
the transfectants. Thus, the number of
receptors can vary, affecting the apparent
activity of unknown ligands that compete
for binding with the radioligand.

As the drug targets of greatest interest
are those in the human, the use of a
human receptor or enzyme would seem
ideal in defining the SAR of a potential
drug series. The drawback, however, is
that nearly all the toxicology and safety
studies done in preparing a compound
for clinical trials are conducted in rodents,
dogs, and nonhuman primates. If there
are no species differences between rat and
human, this testing becomes a moot point.
If on the other hand, the human target
is substantially different from that in rat
or dog or monkey, and there are many
examples of this, the safety and toxicology
studies may be conducted on a compound
that has limited interactions with the drug
target in species other than human. One

approach is to incorporate human receptor
orthologs into mice.

The use of transfected cell lines in com-
pound evaluation can lead to a number
of potential artifacts. Activation of trans-
fected receptor may result in an increase
in cAMP, a second messenger effect that
may already be known to be a consequence
of ligand activation of the receptor in
its natural state. It is also possible that
the transfected receptor may activate a
cell-signaling pathway in the transfected
cell that is not linked to the receptor in
its normal tissue environment. In this
instance, the second messenger readout
actually functions as a ‘‘reporter,’’ a G-
protein–linked phenomenon that results
from the introduction of the cDNA for a
GPCR and the generic or promiscuous in-
teraction of the receptor with the G-protein
systems. The introduction of the cDNA for
any GPCR may then act to elicit a similar
response. It is then advisable to use caution
in extrapolating events occurring in the
transfected cell to the physiological milieu
of the intact tissue, and there is at least one
case in which a compound identified as an
antagonist in a cell system overexpressing
the receptor of interest was subsequently
found to be a partial agonist after it exacer-
bated disease symptomatology in phase II
clinical trials.

13.4
ADME

In evaluating new compounds, it is only
in the past 15 years that the ability of a
compound to reach its putative site of
action has been a priority in the discovery
phase of compound identification. For
many years, it was naively assumed
that there was a generic approach that
could be used on compounds with poor
bioavailability that would turn them into
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drug candidates. With attrition rates of lead
compounds in the clinical development
process of 50 to 60% range, with one
estimate of greater than 90%, this was
clearly not the case. Hodgson has noted,
‘‘a chemical cannot be a drug, no matter
how active nor how specific its action,
unless it is also taken appropriately into
the body (absorption), distributed to the
right parts of the body, metabolized in
a way that does not instantly remove
its activity and eliminated in a suitable
manner – a drug must get in, move about,
hang around and then get out.’’ The factors
involved in defining in vivo activity form
the basis of Lipinski’s ‘‘Rule of 5.’’ In
this widely cited, retrospective study, a
number of compounds have been assessed
and used to design new molecules. The
physical properties that were determined
as limiting bioavailability were as follows:
molecular weight greater than 500; more
than 5 hydrogen bond donors; more than
10 hydrogen bond acceptors; and a C log P
value less than 5.

A retrospective evaluation of the oral
bioavailability of 1100 novel drug candi-
dates with an average molecular weight of
480 from SmithKline Beecham’s drug dis-
covery efforts in rats by Veber established
that reduced molecular flexibility, mea-
sured by the number of rotatable bonds
and low polar surface area or total hy-
drogen bond count (sum of acceptors and
donors), were important predictors of good
(>20–40%) oral bioavailability, indepen-
dent of molecular weight. A molecular
weight cutoff of 500 did not significantly
separate compounds with acceptable oral
bioavailability from those with poor oral
bioavailability, the predictive value of
molecular weight was more correlated with
molecular flexibility than molecular weight
per se. From this retrospective analysis,
Veber et al. suggested that compounds

with 10 or fewer rotatable bonds and a
polar surface area equal to or less than
140 A2 (representing 12 or fewer H-bond
acceptors and donors) have a high prob-
ability of having good oral bioavailability
in rats. Reduced polar surface area was a
better predictor of artificial membrane per-
meation than lipophilicity (C log P), with
increased rotatable bond count having a
negative effect on permeation and having
no correlation with in vivo clearance.

ADME is now a routine part of the efforts
of a drug discovery team with the use of a
number of in vitro approaches, for exam-
ple, Caco 2 intestinal cell lines, human liver
slices, or homogenates to assess potential
metabolic pathways, in addition to classi-
cal rat, dog, and nonhuman primate in vivo
studies, none of which has yet shown reli-
able predictability for the human situation.
More recently, proteomic approaches have
been used to derive potential toxicological
profiles.

13.5
Compound Databases

With the exponential increase in informa-
tion flow resulting from the ability to make
many more compounds and test these in
multiple assays, the capture, analysis, and
management of data is a critical success
factor in drug discovery.

Many databases used in drug discovery
are ISIS/Oracle-based using MDL struc-
tural software and a variety of data entry
and analysis systems, some are PC/Mac-
based, and some are on a server. The ability
to capture data and then reassess its value
through in silico approaches has the po-
tential to be a vast improvement over the
‘‘individual memory’’ systems that many
drug companies used for the better part
of the last century. Thus, with the retire-
ment of a key scientist, the whole history
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of a project or even a department dis-
appeared, and whatever folklore existed
regarding unexplained findings with com-
pounds 10 or 20 years before was lost with
the individual.

14
Lead Compound Discovery

As evidenced by the compound code num-
bers used by pharmaceutical companies,
many thousands of new chemical enti-
ties have been made since the industry
began in the late nineteenth century. Un-
til the advent of combinatorial chemistry,
the chemical libraries at most of the
major pharmaceutical companies num-
bered from 50 000 to 800 000 compounds
and comprised of newly synthesized com-
pounds as well as those from fermentation
and natural product sources. Approxi-
mately 2 to 5 million compounds were
identified in the search for new drugs
to treat human disease states over the
past century. This number has obviously
leaped to the billions with combinatorial
approaches. Given decomposition and/or
depletion of compounds, the 2 to 5 million
compounds could be rounded down to
1 million.

The 2001 edition of the Merck Index, the
compendium of drugs and research tools,
lists a total of 10 250 compounds. Thus,
from a hypothetical million compounds,
only 1% has proven to be of sustained
interest as either therapeutic agents or
research tools.

In the early 1980s, with the promise
that compounds could be created and
tested on a computer screen (a promise
as yet unrealized), the screening of large
numbers of compounds against selected
targets in biological systems was viewed as
irrational. Indeed, the head of research

at one of the top 20 pharmaceutical
companies told the medicinal chemists at
that company in the early 1980s that the
demand for their skills was becoming less
and would cease by the 1990s, a viewpoint
somewhat akin to the apocryphal story
of the head of the US Patent Office in
the early 1900s who recommended its
closure because ‘‘everything that could be
discovered had been discovered.’’

The breakthrough for screening came in
1984 with the identification by Chang and
colleagues at Merck of the CCK antago-
nist, asperlicin, which led to the clinical
candidate, MK 329. Considerable effort
has been expended in the pharmaceutical
industry worldwide to capitalize on this ap-
proach, with significant successes, which
have enhanced the search for novel chem-
ical entities as well as providing research
tools to better understand receptor and
enzyme function.

14.1
High-throughput Screening

To identify compounds, it is imperative
that a rapid, economical, and information-
rich evaluation of biological activities
be available. The term high-throughput
screening describes a set of techniques
designed to permit rapid and automated
(robotic) analysis of a library of compounds
in a battery of assays that generate specific
receptor- or enzyme-based signals. These
signals may be membrane-based (radioli-
gand binding, enzyme catalysis) or cell-
based (flux, fluorescence). The primary
purpose of HTS is not to identify candidate
drugs, but rather to identify lead struc-
tures, preferably containing novel chemi-
cal features, which may serve as a guide
for more tailored iterative optimization.
HTS should generate as few false-positive
leads as possible because exploitation of
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leads is an expensive component of the
drug discovery process. HTS is designed
to give information principally about po-
tency, and a combination of follow-up
screens may provide information about
selectivity and specificity. The increasing
use of cell-based assays provides additional
information, including agonist/antagonist
characteristics, and a biological ‘‘readout’’
under physiological or nearly physiological
conditions. Additionally, cell-based assays
can provide information about the cytotox-
icity and bioavailability of molecules. The
increased use of ‘‘designer cells’’ with vi-
sual and fluorescent signal readouts will
continue to facilitate the screening pro-
cess, and in the future, will doubtlessly
include measures of metabolism, toxicity,
bioavailability, and other important phar-
macokinetic parameters.

Using FLIPR-like instrumentation,
100 000 or more compounds can be
screened through 10 to 20 targeted assays
in less than a week, and complete libraries
numbering in the millions can be assessed
at single concentration points in about
a month. The issue is the success rate,
typically in the 0.1% range, and the ability
to capture and store the data for posterity.
Clearly, the quality and diversity of the
compounds and the robustness of the
assays play a key role in a successful
screening program.

14.2
Compound Sources

New chemical entities (NCEs) are
discovered or developed/optimized from
the following: (1) natural products and
biodiversity screening; (2) exploitation of
known pharmacophores; (3) rationally
planned approaches, for example,
computer-assisted molecular design;
(4) combinatorial or focused library

chemistry approaches; and (5) evolutionary
chemistry.

14.2.1 Natural Product Sources
Approximately 70% of the drugs cur-
rently in human use originate from
natural sources including morphine, pilo-
carpine, physostigmine, theophylline, co-
caine, digoxin, salicylic acid, reserpine, and
many antibiotics. Medicinal and herbal ex-
tracts form the basis for the health care of
approximately 80% of the world’s popula-
tion; some 21 000 plant species are used
worldwide. Screening of natural products
led to the discovery of the immunosup-
pressants, cyclosporin, rapamycin, and FK
506, and there is a continued search for
new compounds, even in relatively well-
explored areas such as China.

The continued destruction of habitat
with the accompanying loss of animal and
plant species may impede further natu-
ral product-based drug discovery. Many
interesting drugs have vanished. For ex-
ample, a plant called silphion by the Greeks
and sylphium by the Romans grew around
Cyrene in North Africa. It may have been
an extremely effective antifertility drug in
the ancient world but was harvested to
extinction.

While 100% of the world’s mammals
are known, fewer than 1 to 5% of other
species, bacteria, viruses, fungi, and most
invertebrates, are well characterized. It
has been estimated that only 0.00002
to 0.003% of the world’s estimated 3
to 500 × 106 species are used as a
source of modern drugs. Exploration of
environments previously assumed to be
hostile to life has revealed bacterial species
living at extreme depths, at extraordinary
temperatures, and in the presence of high
concentrations of heavy metals.

The sea covers almost three-quarters of
the earth’s surface and contains a broader
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genetic variation among species relative
to the terrestrial environment. Although
a number of important molecules have
been derived from marine sources, includ-
ing arabinosyl nucleotides, didemnin B,
and bryostatin 1, there has been an inade-
quate focus on this potentially chemically
productive biosphere. Sea snails, termed
nature’s combinatorial chemistry factories,
produce a bewildering array of novel cono-
toxins active as mammalian drug targets.
These toxins are typically 10–30 amino
acid residues in length, contain several
disulfide bridges, and are rigid in struc-
ture. There are several hundred varieties
of cone snails, and each may secrete more
than 100 toxins. Therefore, there are likely
to be several tens of thousands of these
toxins, representing a library of substantial
structural and functional diversity. These
peptides are first synthesized as larger pre-
cursors from which the mature peptide is
cleaved. In the mature peptide, there is a
constant N terminus region and a hyper-
variable C terminus region from which the
biological diversity is derived. Conus toxins
have proven to be invaluable as molecular
probes for a variety of ion channels and

neuronal receptors and as templates for
drug design.

Poison frogs of the Dendrobatidae fam-
ily contain a wide variety of skin-localized
poisonous alkaloids that are presumably
secreted for defensive purposes. Among
the chemical structures present are the
batrachotoxins, pumiliotoxins, histrioni-
cotoxins, gephyrotoxins, and decahydro-
quinolines (Fig. 6) that target both voltage-
and ligand-gated ion channels. The alka-
loid epibatidine (Fig. 6), present in trace
amounts in Epipedobates tricolor, is of par-
ticular interest because it has powerful
analgesic activities, being 200 times more
potent than morphine. The alkaloid is a
potent neuronal nicotinic channel agonist
selective for the α4β2 subtype. Isolated
by Daly and Myers in 1974, the struc-
ture of epibatidine was not determined
until 1992. The discovery of epibatidine
as a novel and potent analgesic led to
the identification of ABT-594, which had
equivalent analgesic efficacy to epibatidine
but with reduced side effect liabilities. De-
spite continued successes in isolating new
compounds with pharmaceutical potential
from natural sources, the pharmaceutical
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industry has tended to loose interest in this
approach limiting an important aspect of
chemical diversity.

14.2.2 Pharmacophore-based Ligand
Libraries
The majority of pharmaceutical companies
have relatively large chemical libraries
representing the cumulative synthetic
efforts of the medicinal chemists within
the company. Typically, the chemical
diversity in these libraries is limited as the
synthetic approach to drug design revolves
around defined pharmacophores in lead
series and the rational and systematic
development of the SAR. Companies will
thus have a large number of similar
compounds based on the approaches and
successes attendant to a therapeutic area.

The systematic modification of existing
structures, both natural and synthetic, is
an approach to compound optimization
with improvements in potency, selectiv-
ity, efficacy, and pharmacokinetics being
linked to discrete changes in molecular
constituents on the basic pharmacophore.

Angiotensin-converting enzyme (ACE)
inhibitors are important cardiovascular
drugs that block the conversion of an-
giotensin I, formed by the action of
renin on substrate angiotensinogen, to
angiotensin II (a powerful pressor and
growth factor agent). Until 1973, pep-
tide inhibitors from the venom of the
Brazilian viper were the only known in-
hibitors of this enzyme. The nonapeptide,
teprotide, was an orally active and com-
petitive inhibitor of ACE. Benzylsuccinic
acid, a potent inhibitor of carboxypepti-
dase A, an enzyme with structural and
mechanistic similarities to ACE, led On-
detti to select N-succinyl-l-proline as a lead
(IC50 = 330 pM). This was subsequently
optimized on the basis of the presence
of a Zn2+ in the active site of both ACE

and carboxypeptidase and the likely pres-
ence of hydrophobic pockets. An SH group
to coordinate Zn2+ was incorporated into
the stereoselectively active methyl analog,
which eventually led to captopril and the
analogs, enalapril, cilazapril, and lisinopril
(Fig. 7).

14.2.2.1 Molecular modeling. Rationally
planned approaches to structure design are
an increasingly important part of the drug
discovery process, whether planned ab ini-
tio, derived from structural knowledge of a
putative ligand-binding site on a biological
target in the absence of ligand informa-
tion, or derived by rational exploitation of
an existing chemical lead.

14.2.2.2 Privileged pharmacophores. It
is increasingly apparent that a small
number of common structures – ‘‘basic
pharmacophores,’’ ‘‘templates,’’ or ‘‘scaf-
folds’’ – are associated with a multiplicity
of diverse biological activities. These struc-
tures represent facile starting points for
combinatorial chemical approaches to lig-
and diversity.

Benzodiazepines The benzodiazepines
are well established as anxiolytics, hyp-
notics, and muscle relaxants as repre-
sented by diazepam, clonazepam, mida-
zolam, and triazolam (Fig. 8). The BZ
nucleus also occurs in natural products.
Asperlicin is a naturally occurring ligand
that is a weak, albeit selective, antagonist
at cholecystokinin receptors and contains
a benzodiazepine nucleus. From this lead
was derived a series of potent and se-
lective benzodiazepine ligands, active at
CCK1 and CCK2 receptors, for example,
L-364 718. Other BZs (Fig. 8) with activity
at receptors distinct from the BZ receptor
are as follows: tifluadom (opioid receptor);
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somatostatin; GYKI 52466 (glutamate re-
ceptor); and inward-rectifying potassium
channels.

1,4-Dihydropyridines(DHP) The DHP
pharmacophore is a well-established
chemical entity. Nifedipine (Fig. 9) and

several related DHPs, including amlodip-
ine, felodipine, nicardipine, nimodipine,
and nisoldipine, are well-established anti-
hypertensive and vasodilating agents that
act through voltage-gated L-type Ca2+
channels in the vasculature. However,
DHPs also interact with lower activity at
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other classes of Ca2+ channels, including
N- and T-type channels, and ‘‘leak’’ chan-
nels. DHPs can block delayed rectifier K+
channels and cardiac Na+ channels. Other
DHP analogs (Fig. 9) are active at PAF

receptors (UK 74,505), adenosine A3 re-
ceptors, K+ ATP channels (ZM 24 405
and A-278 367), capacitative SOC chan-
nels (MRS 1845), and α1A-adrenoceptors
(SNAP 5089).
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14.2.3 Diversity-based Ligand Libraries
The issue of diversity reflects the need to
enhance the scope of the library beyond
those available within a company. This
can be done by compound exchange with

other companies, by acquiring compounds
from university departments and commer-
cial sources (Sigma, Asinex, Bader, May-
hew, Cookson, etc.). Additional sources
of novel synthetic compounds include
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the libraries of major present or former
chemical/agricultural companies and their
successors like Eastman Kodak, Stauffer,
FMC, and Shell, and chemicals made in
the former Eastern Block countries that
are now being brokered to pharmaceuti-
cal companies. In conjunction with the
use of computerized cluster programs, the
selection of compounds based on diverse
structures can be considerably enhanced to
provide maximum coverage of molecular
space. This can be done by generating li-
braries of approximately 2000 compounds
that is used to rapidly identify potential
leads for a new drug target using the SAR
generated in an HTS assay. Such libraries
are assembled from compounds that are
available in relatively large supply and may
not necessarily be proprietary to the com-
pany. Their value is in rapidly eliminating
unlikely structures in a systematic manner
for each new target.

Combinatorial chemistry has provided
the means to synthesize literally billions
of molecules, a major step forward in
the exploration of ‘‘molecular space.’’ This
random or ‘‘brute-force’’ approach to the
search for new leads has been a ma-
jor disappointment in its contribution to
product pipelines and the sacrifice of qual-
ity for quantity. However, combinatorial
exploration around lead compounds or
pharmacophores to generate dedicated li-
braries, when coupled with HTS, clearly
provides an economical and efficient way
to rapidly generate lead compounds.

Combinatorial diversity can be exploited
in nature in the repertoire of antibodies
with their remarkable combination of high
affinity and selectivity and is also reflected
in the conotoxins.

The polyketides are a family of natu-
ral products containing many important
pharmaceutical agents that are synthe-
sized through the multienzyme complex,

polyketide synthase, which can display
substantial molecular diversity with re-
spect to chain length, monomer incor-
poration, reduction of keto groups, and
stereochemistry at chiral centers. This
variability, together with the existence of
several discrete forms of polyketide syn-
thase, allows the generation of diverse
structures like erythromycin, avermectin,
and rapamycin. This biochemical diversity
has been considerably expanded by the in-
troduction of new substrate species that
were used by the enzymes to produce new
or unnatural polyketides.

These methods are likely to be more
extensively used in the future to provide
a highly focused combinatorial approach
to generating molecular diversity. The
multienzyme pathway responsible for con-
verting simple linear unsaturated allylic al-
cohols to sterols, carotenoids, and terpenes
is incompletely characterized, but offers
excellent potential for genetic manipula-
tion to provide directed biocombinatorial
chemistry.

14.3
Biologicals and Antisense

The use of the naturally occurring hor-
mones as drugs is not new as evidenced
by the use of insulin and epinephrine. The
techniques of molecular biology allow the
production of an increasing number of
native and modified hormones and their
soluble forms. Erythropoietin (EPO) is a
classic example of a successful drug taken
from the human body. Soluble receptors
like Enbrel and humanized antibodies, for
example, herceptin and D2E7 (Humira),
are additional examples of how cloning
techniques have altered the concept of
rational drug design and what can be con-
sidered as a drug. Anticytokine therapies
are particularly amenable to this approach.
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Antisense oligonucleotides and RNA
interference (RNAi) approaches may simi-
larly provide novel, specific to disease treat-
ment by the suppression/modification of
a gene product. The fundamental concept
is that an oligonucleotide, complementary
to a disease-causing gene will anneal to
that gene and prevent its transcription.
In a similar manner, RNAi approaches
use the fact that double-stranded RNA
is rapidly degraded, and double-stranded
RNA oligomers can trigger degradation of
the genes encoded by them. While deliv-
ery issues remain a concern, one topically
active antisense drug, Vitravene (ISIS)
is approved for the treatment of CMV-
induced retinitis.

15
Future Directions

The gradual evolution of the receptor
concept as the basis for drug discovery over
the past century has led to major advances
in the understanding of biological systems
and human disease states.

While the development of ever more
sophisticated structure-based technologies
and ultra, micro-HTS that encompass
activity, ADME, toxicity, and structural
data generation has resulted in an ever-
increasing body of knowledge, it does not
seem to have added significantly to success
as measured by increased numbers of
quality INDs (investigative new drug
applications), but rather, together with
genomics and proteomics, significantly
added to the cost of the search for
new medicines. The medicinal chemist
and the pharmacologist play key roles
in integrating and interpreting the data
flow that constitutes much of the day-
to-day workings of the drug discovery
environment. Their challenge is to provide

the intellectual framework to use this data
to find drugs rather than play a technology-
driven numbers game.
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Keywords

Action potential
An all-or-none transient electrical depolarization propagated in excitable tissues.
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ADH
Antidiuretic hormone or vasopressin; peptide hormone from the pituitary that controls
plasma osmolarity by regulating aquaporins in the apical membrane of renal Principle
cells.

Aldosterone
Adrenal steroid hormone that controls plasma volume and salt balance by regulating
EnaC channels in the apical membrane of renal Principle cells.

Allele
The specific sequence of a given gene. Each possible variation of that sequence,
functional or not, reflects a different allele.

Apical membrane
The specialized face of an epithelial cell that generally faces into the lumen of the gland
and often is folded into a brush border with microvilli.

Aquaporin
A transmembrane protein that allows the transport of water free of solvated ions.

Ataxia
Inability to coordinate voluntary muscle activity, generally due to defect in cerebellum
or spinal cord.

Channel
Transmembrane protein that allows the conductive transmembrane transport of small
molecules, most commonly ions and water.

Channelopathy
A disease originating from dysfunction of a channel, or channel-like membrane
protein.

Depolarization
A change in membrane potential tending to make the cell interior more positive.

Diuretic
A drug that serves to enhance urine flow, generally by acting to inhibit a renal sodium
transport mechanism.

Dominant Allele
One copy of a mutation is sufficient to produce the mutant phenotype, such that the
heterozygote expresses the phenotype.
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Dominant Negative Mutation
A dominant mutation that results in less activity of the gene product than would be
produced in a heterozygote with one wild-type and one null allele. Most commonly
occurs because gene product functions as an inhibitory subunit in protein multimer.

EKG
Electrocardiogram; standardized clinical recording of extracellular electrical activity
generated by the heart.

EMG
Electromyogram; standardized clinical recording of electrical activity generated by
muscle contraction.

Environmental Disease
A disease caused by an agent external to the host.

Epilepsy
A chronic condition of seizure susceptibility, characterized by paroxysmal brain
dysfunction and synchronized neuronal depolarizations.

Epithelium
A coupled sheet of polarized cells.

Excitation-contraction Coupling
The process by which electrical depolarization of a muscle membrane leads to
activation of contractile fibers and cell contraction.

Gain-of-function Mutation
A mutation that increases the activity of the gene product to any degree.
Syn = hypermorphic.

Gate
Portions of channel protein that close access to permeability pore and is operated in
response to ligand binding, voltage, or other stimulus.

Gene Family
An assembly of genes related by sequence homology, likely reflecting decent from a
common ancestor followed by divergence.

G-protein Coupled Receptor
A large family of membrane proteins having seven transmembrane spans, the
prototype being rhodopsin, which serve in sensory transduction by coupling to a
signaling cascade through trimeric GTP binding proteins.
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Haploinsufficiency
A mechanism of dominant inheritance whereby a heterozygote with one wild-type and
one null mutant allele manifests the mutant phenotype. This is an atypical situation
since rarely is 50% of wild-type activity insufficient for physiological function.

Heteromultimer
A combination of protein product subunits encoded by distinct genes uniting to
produce a functional protein assembly.

Heterozygote
An individual having two different alleles of a gene. The default use implies that one
copy is wild-type and the other mutant; however, this can also be an individual having
two different mutant alleles, in which case they are specified.

Homozygote
An individual having identical copies for both alleles of a gene. These can both be
wild-type or mutant.

Hypermorphic
A mutation that increases the activity of the gene product to any degree. Syn = gain
of function.

Hyperpolarization
A change in membrane potential tending to make the cell interior more negative.

Hypomorphic Mutation
A mutation that inactivates the gene product to any degree. Syn = loss of function.

Inactivation
A nonconducting conformation of an ion channel from which it is incapable of
carrying out an activating transition into a conducting conformation.

Ion channel
A transmembrane protein that allows the selective transport of ions freed from
solvating water.

Ligand-gated Ion Channel
Binding a chemical compound to a site on the channel protein operates the gating
mechanism to open or close substrate access to the permeability pore.

Loss-of-function Mutation
A mutation that inactivates the gene product to any degree. Syn = hypomorphic.
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Loss of Heterozygosity
Regional loss of the chromosome carrying a normal copy of a gene, exposing clinical
manifestations of a recessive mutation that is otherwise carried silently on the other
copy of the chromosome.

Mendelian Disease
The same as a monogenic disease. Its inheritance follows Mendel’s laws and can be
either dominant or recessive.

Migraine
A condition characterized by paroxysmal onset of severe headache, generally unilateral,
often associated with vertigo, nausea and photophobia and proceeded by a sensory aura.

Miniature Endplate Potentials (MEPPs)
Spontaneous depolarizations recorded at the motor endplate, which represent
postsynaptic neuroreceptor response to spontaneous quantal release of
neurotransmitter vesicles into the synapse.

Monogenic Disease
A disease caused by a major-effect gene mutation, such that the presence of this one
mutation alone is highly predictive of the disease phenotype.

Motor Endplate
Postsynaptic membrane of specialized synapse of the motor neuron onto the skeletal
muscle sarcolemma.

Myotonia
Delayed relaxation of skeletal muscle.

Neomorphic Mutation
A mutation that conveys to the gene product a new activity not present in wild-type.

Nernst Equilibrium Potential
The electrical potential difference at which no net ionic flux is observed across a
permeable membrane despite the presence of a concentration difference between the
sides. EK = [RT/nF] ln[Ko/Ki] gives the Nernst potential for potassium, EK, where R is
the gas constant, T the absolute temperature Kelvin, n the valance, F the Faraday
constant, and Ko and Ki the extracellular and intracellular potassium concentration,
respectively.

Neuromuscular Junction
Specialized synapse of the motor neuron onto the skeletal muscle.

Null Mutation
A total loss of gene function, the extreme limit of a hypomorphic mutation, can include
deletion or disruption (as in a knockout allele) of the gene itself.
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Pacemaker
Endogenous source of rhythmic activity. In the heart, this is the sinoatrial node and the
rhythm arises via spontaneous depolarization of the membrane.

Paracellular
Pathways across an epithelial sheet that pass between cells.

Paralysis
Inability to contract muscles.

Patch Electrode
Fire-polished glass electrode with 1-µm tip diameter that forms a molecularly-tight
high resistance seal when applied to cell membrane, allowing recording from single
channel molecules.

Pathophysiological Mechanism
Alteration in biological function leading to a disease process. This can be resolved from
the molecular to the organismal and ecological levels.

Permeability Pore
Pathway though the channel protein taken by the conducted substrate.

Pharmacogenetic Disease
A disease caused by the interaction of an inciting ‘‘triggering’’ drug and an individual
with a susceptible ‘‘at risk’’ genotype.

Plateau Phase
Segment of the cardiac myocyte action potential that coincides with the QT interval as
observed on the EKG.

Polygenic Disease
A disease caused by an assembly of minor-effect gene mutations, such that the
presence of any one of the mutations contributes only a small additional susceptibility
to the disease.

Primary Active Transport
A transmembrane transport process that is capable of moving a substrate against its
electrochemical potential gradient by directly utilizing the chemical energy of
ATP hydrolysis.

QT Interval
The phase of cardiac ventricular repolarization as observed on the EKG. This coincides
with the plateau phase of the cardiac myocytes action potential.
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Recessive Allele
Carrying one copy of the mutation, the heterozygote appears like wild-type, not mutant.
Only when both gene copies are mutant is the mutant phenotype observed.

Resorptive Epithelium
An epithelial sheet designed to create a flow of salt and water out of the lumen and into
the blood.

Sarcoplasmic Reticulum
The specialized endoplasmic reticulum of skeletal muscle cells.

Secondary Active Transport
A transmembrane transport process that is capable of moving a substrate against its
electrochemical potential gradient by coupling to the electrochemical potential of
another chemical species, often sodium.

Secretory Epithelium
An epithelial sheet designed to create a flow of salt and water into the lumen and out of
the blood.

Segregation
The disjunction of homologous chromosomes at meiosis such that offspring receive
only one copy of each parental chromosome. This process underlies the characteristic
Mendelian patterns of inheritance.

Seizure
Paroxysmal brain dysfunction associated with synchronized neuronal depolarizations.

Selective Advantage
An attribute of an allele that evolution favors, reflected by the survival of an excess of its
descendants in subsequent generations.

Selectivity Filter
Portion of channel protein that restricts conductance to only specific substrates.

Splice Variant
Gene products that result from the use of alternative exons, often by exon skipping.

Subcellular Compartment
Membrane enclosed regions within eukaryotic cells. Examples include the
endoplasmic reticulum, Golgi, mitochondria, and lysosomes.

Toxin
A natural biomolecule with potent biological activity. Ion channel toxins typically act to
block or open ion channels at picomolar concentrations.
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Transcellular
Pathways across an epithelial sheet that go through the cytosol.

T-tubules
Specialized invaginations of sarcolemma that play specialized role in
excitation-contraction coupling of muscle fiber contraction.

Voltage Clamp
A feedback amplifier that adjusts externally applied current across a membrane such
that the membrane potential is kept at a constant value even though its permeability
character is varying.

Voltage-gated Ion Channel
Ion channel that is gated in response to changes in the membrane potential.

Wild-type
The allele of a gene most abundantly found in nature, for simplicity this can be
considered the normal, nonmutant version of the gene.

� Ion channels reflect an important but still very new mechanism of disease, first
formalized in 1989 with the discovery of mutations in the CFTR ion channel gene
causing cystic fibrosis, thereby carving out a new category of genetic inborn error,
the channelopathy. Now, however, ion channel disorders are recognized to cover
the gamut of medical disciplines and to cause significant pathology in virtually
every organ system. The opening of this era was driven largely by the success of
positional cloning strategies in isolating the genes underlying the rare monogenic
disorders of ion channels and the explosive growth in basic ion channel physiology
and biophysics that rendered these pathogenic mutant alleles interpretable, but in
addition crystal structures have recently become available. Ion channels are a large
family of over 400 related proteins representing over 1% of our genetic endowment,
and many of the features shared among the rare monogenic ion channel diseases
provide a solid foundation to begin to target these mechanisms for the development
of novel therapeutics. They also render members of this gene family important
‘‘functional candidates’’ in the much more common complex polygenic diseases.

1
Introduction

Ion channel diseases reflect a relatively
new category of genetic disease, or inborn
error. Monogenic Mendelian ion channel

diseases, or channelopathies, were first
recognized in 1989 with the isolation of
pathogenic alleles causing cystic fibrosis.
The field explosively advanced as posi-
tional cloning revealed new pathogenic
loci and alleles, and patch electrode
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electrophysiology allowed detailed char-
acterization of the functional effects of
mutations. This work most powerfully con-
verged in the dissection of components
of the action potential of excitable tis-
sues – nerve, muscle and heart and while it
remains true that diseases of excitable tis-
sue still most clearly illustrate this family of
diseases, ion channel disorders now cover
the gamut of medical disciplines, causing
significant pathology in virtually every or-
gan system, producing a surprising range
of often unanticipated symptoms, and pro-
viding valuable targets for pharmacological
intervention.

2
Physiological Function of Ion Channels

Ion channels are a large family of related
transmembrane proteins that provide ions,
predominantly K+, Na+, Ca++, and Cl−,
a passive pathway through which they can
rapidly diffuse down their electrochemical
gradient across the hydrophobic barrier of
the plasma membrane. The standing elec-
trochemical gradients that drive ion move-
ments though channels are established by
ion pumps – such as the Na/K-ATPase,
and ion carriers – such as the Na-K-Cl co-
transporter and the Na-H antiporter. While
classical kinetic studies portray channels,
pumps, and carriers as radically different
transport mechanisms, with channels con-
ducting ions 4 orders of magnitude faster
and seemingly quite differently than the
one-at-a-time transmembrane turnover of
the pumps and carriers, we now recog-
nize much similarity in their molecular
mechanisms. Most cells maintain a high
intracellular K+, and a low intracellu-
lar Na+ and Ca++, compared with the
surroundings, while Cl− is often passively
distributed at its Nernst equilibrium, which

in a cell with a typical −60 mV membrane
potential (inside negative) would be 10-fold
lower on the inside (i.e. ECl− = (RT/nF)
log [Cl−]i/[Cl−]o ∼ −59 mV). The K+ gra-
dient, created at the cost of ATP hydrolysis
by the ion pumps, is typically 10-fold
in mammalian cells, and since the K+
permeability, PK+ , of most membranes
overwhelms that of other ionic species,
the K+ diffusion potential predominates,
setting the cell membrane potential, and
giving rise to the typical −60 mV rest-
ing membrane potential near EK+ . Note
that the physiological ions both create and
respond to electrical phenomena across the
cell membrane.

In many ways, channels act like highly
selective water filled pores that can be
opened and closed in a controlled fash-
ion to allow a specific ion species to flow,
a flow that in turn can be perceived as
both a miniscule chemical flux, with the
use of isotopic tracer, or, more commonly,
as an electrical current that changes the
membrane potential toward the Nernst po-
tential of the conducted ion, an interior
positive depolarization created by opening
Na+ and Ca++ channels, an increasingly
negative hyperpolarization created by open-
ing K+ channels, and a stabilization of the
membrane potential by opening Cl− chan-
nels. Note that unlike enzymes, channels
carry out no biochemical transformations;
the product and substrate ions differ only
in regard to the side of the membrane
on which they are found. Ion channels
are further distinguished from enzymes
in that rarely is the transported ion itself of
any physiological consequences, since the
flux through channels minimally changes
the ion’s concentration across the cell
membrane; it is predominantly the elec-
trical consequences of the ion current flow
that underlies the physiology of the ion
channels. Calcium is often an important
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exception to this rule, since it plays a crit-
ical role in coupling electrical activity to
biochemical pathways. A second excep-
tion is that the chemical consequences of
ion channel flux often predominates their
function in epithelial cells.

We now recognize that ion channel pro-
teins have structures that impose the three
cardinal functions of a channel mentioned
above: a permeability pore that provides
ions but not water a passageway across
the bilayer, a selectivity filter that allows
some ions access while excluding others,
and one or more gates that opens and
closes the passageway. Three eras of Nobel
Prize-winning technological and concep-
tual breakthroughs have led to our current
level of understanding channel function
(Fig. 1). All three key features of chan-
nel function were first defined, as abstract
entities modeled with mathematical ex-
actitude, in the era of the pioneers in
membrane biophysics, an era that was
opened up by voltage clamp technology
fifty years ago and crowned by the Nobel
Prize-winning classic squid axon studies
of Hodgkin and Huxley (Fig. 1a). How-
ever, recent Nobel Prize-winning crys-
tallographic work from the lab of Rod
MacKinnon has now defined all three as-
pects in exquisite molecular detail for at
least a few prototype channels (Fig. 1c).
An essential era linking the mathemati-
cal and structural eras was that brought
about by the breakthrough of patch elec-
trode electrophysiology and crowned by the
Nobel Prize-winning work of Neher and
Sakmann. This era was critical in defining
channels as biochemical mechanisms, and
worked hand-in-glove with the molecular
genetics of gene isolation and in vitro ex-
pression studies of cloned wild type and
mutant channels, a breakthrough enabling
paradigm pioneered in the lab of Shosaku
Numa. Since the patch electrode would

seal onto the plasma membrane so tightly
that ions, and therefore ionic currents,
could not leak between the two structures,
magically tight gigaohm seals could be
achieved that allowed electronic amplifiers
the sensitivity to monitor in real time a sin-
gle ion channel molecule in its millisecond
stochastic dance between conformations:
‘‘closed,’’ where it is nonconducting, and
‘‘open,’’ where it passes on the order
of 107 ions s−1, producing a current of
10−12 amps, a picoamp, with stochastic
transitions between the two states giving
rise to the beautiful square wave traces
of single-channel current records that are
emblematic of the era (Fig. 1b).

One can separate the greater family of
ion channels into various large classes
based upon the cardinal channel features
of selectivity and gating. One major dis-
tinction is based upon the nature of the
selectivity filter and the predominant per-
meant ion species: hence, since the era
of Hodgkin and Huxley, there have been
K+ channels, Na+ channels and so on
(Fig. 1a). Another major classification is
based upon the gating mechanism. One
large class of channels gate in response
to their direct binding of ligand – the
ligand-gated ion channels. Many of these
ligands are classical neurotransmitters:
hence, there are acetylcholine-gated ion
channels, dopamine-gated ion channels
and so on. But a wide range of other
types of extracellular and intracellular lig-
ands are also able to directly gate ion
channels through binding. In addition,
a large family of ion channels is indi-
rectly gated by ligands, many by the same
neurotransmitters mentioned above, but
in this case neurotransmitter binding oc-
curs to a heptahelical G-protein coupled
receptor (GPCR) and the channel is acti-
vated by a second messenger ligand or a
covalent modification, such as a protein
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Fig. 1 (Continued)

phosphorylation or dephosphorylation re-
action. Finally, a very large class of ion
channels gate in response to changes in
the electrical potential across the mem-
brane, the voltage-gated ion channels. You
can imagine that these are particularly
tricky to study since the channel’s own
ionic current that is being controlled by the
membrane potential itself alters the mem-
brane potential, a vicious cycle that could
only be broken by the voltage clamp ampli-
fier. This experimentally vexing behavior

of voltage-gated ion channels is, however,
critical to their function in the perpetua-
tion of a propagating action potential (AP).
As a patch of membrane begins to depo-
larize, often because of the activation of
a ligand-gated channel, voltage-gated Na+
and Ca++ channels begin to respond to the
voltage change by undergoing a conforma-
tional change from the ‘‘closed’’ into the
‘‘open’’ conformation (Fig. 2), increasing
the membrane’s permeability to sodium
and calcium (PNa+ and PCa++ ) and hence
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Fig. 2 Three states of the channel.

driving the membrane potential toward
their inside-positive Nernst potential, a de-
polarization that serves to further activate
more channels in surrounding patches of
membrane in an explosive self-reinforcing
cycle, recognized as a propagating AP,
a depolarizing wave that rapidly spreads
through an excitable tissue until all of
its channels have been activated. Those
channels next spontaneously enter an in-
active, nonconducting conformation that
is distinctly different from the ‘‘closed’’
state, since while ‘‘inactive,’’ a channel
cannot be opened and the tissue is ren-
dered nonexcitable. Only by restoring the
resting membrane potential does the chan-
nel’s conformation become reset to the
‘‘closed’’ state that has the potential to
open, and excitability is restored to the
tissue. This resetting and restoring job

is carried out by the more slowly activat-
ing voltage-activated K+ channels. Since
cells have but one membrane potential,
it is always integrating inputs from all
channel mechanisms in the membrane,
and for this reason it is the great inte-
grator in signaling pathways. Also, unlike
biochemical pathways whose overall flux
is predominated by a single rate-limiting
step, membrane potential is intrinsically a
continuous variable fully reflecting subtle
changes in the entire host of contribut-
ing channels.

3
Biochemical Structure of Ion Channels

Ion channel proteins share many struc-
tural features in common that today allow
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Fig. 3 Voltage-gated channels.

us to model their consensus structures
and functions based upon the few proto-
type channel structures that have emerged
from crystallography (Fig. 1c). For exam-
ple, the large superfamily of voltage-gated
potassium channels share a monomer
structure of 6 transmembrane helices,
each helix characteristically 20 to 25 amino
acids in length, and both the N- and C-
termini facing the cytosol (Fig. 3). The
N-terminus forms a tethered ‘‘ball and
chain’’ motif that gates the channel un-
der the influence of electrostatics and the
altered membrane potential its activation
has brought about. It does this by swing-
ing into the inner mouth of the pore and
thereby effects the ‘‘opened’’ to ‘‘inactive’’
transition of the channel. The forth helix
characteristically contains a cluster of 4 to
8 positively charged residues, converting
that helix into a dipole that allows it to

move under the influence of the mem-
brane potential. This allows it to serve as
the voltage sensor that gates the channel
from the ‘‘closed’’ to the ‘‘opened’’ confor-
mation. Between the fifth and sixth helix
is found the heart of channel function, a
signature pore domain characterized by a
hairpin motif that dips partially through
the membrane to form the conductive
pathway used by the ion (Fig. 4). Some
families of channels, such as the inward
rectifiers, contain only this pore and the
two flanking helices (Fig. 5). This pore do-
main contains the K+ selectivity filter, a
nonhelical motif conveyed by the amino
acid sequence, TVGYG. It is, however, the
strongly dipolar carbonyl groups of the α-
carbons in the peptide backbone of this
amino acid sequence, not the specialized
side chains, that line the pore and create,
through electrostatics and geometry, the
selectivity filter that allows potassium ions



652 Receptor, Transporter and Ion Channel Diseases

+ + + + +

E
xt

ra
ce

llu
la

r 
sp

ac
e

M
em

br
an

e-
sp

an
ni

ng
 m

od
el

P
la

sm
a 

m
em

br
an

e

C
yt

os
ol

 H
yd

ro
pa

th
y 

pl
ot

A
m

in
o 

ac
id

 r
es

id
ue

 n
um

be
r

H
yd

ro
pa

th
y 

in
de

x

V
ol

ta
ge

se
ns

or
P

or
e

do
m

ai
n

H
yd

ro
ph

ili
c

H
yd

ro
ph

ob
ic

N

C

P

S
1

S
2

S
3

S
4

S
5

P
S

6

0
50

10
0

15
0

20
0

25
0

30
0

35
0

40
0

45
0

50
0

(b
)

(a
)

Fi
g.

4
H

yd
ro

pa
th

y
pl

ot
an

d
se

co
nd

ar
y

st
ru

ct
ur

e
pr

ed
ic

tio
n

of
am

in
o

ac
id

se
qu

en
ce

of
po

ta
ss

iu
m

ch
an

ne
lm

on
om

er
.



Receptor, Transporter and Ion Channel Diseases 653

1
2

3
4

1
2

3
4

5
6

+

cG
M

P

P

1
2

P

1
2

3
4

N
C

α 2 d

a
2d

-s
ub

un
it

g
-s

ub
un

it

1
2

3
4

1
2

3
4

5
6

+
1

2
3

4
5

6
+

1
2

3
5

6
1

2
3

4
5

6
+

C
N D

om
ai

n 
I

II
III

IV

b
b

-s
ub

un
it

P
P

P
P

4 +

cG
M

P

bi
nd

in
g 

si
te

2
1 N

C

N
C

C
on

ne
xi

n 
(g

ap
ju

nc
tio

n)

V
ol

ta
ge

-g
at

ed
K

+ ch
an

ne
l

V
ol

ta
ge

-g
at

ed
N

a+ ch
an

ne
l

V
ol

ta
ge

-g
at

ed
C

a2+
ch

an
ne

l

cG
M

P
 a

nd
 c

A
M

P
-

ga
te

d 
ch

an
ne

l

In
w

ar
d 

re
ct

ifi
er

K
+ ch

an
ne

l

A
m

io
ni

de
se

ns
iti

ve
N

a+ ch
an

ne
l

O
ut

In

1
2

3
4

5
6

1
2

3
4

5
6

+

+

1
2

3
4

5
6

+
1

2
3

4
5

6
+

1
1

1
2

3
4

5
6

+

N

N
N

C C
N

N
D

om
ai

n 
I

II
III

IV
C

C
C

b
1-

su
bu

ni
t

b
2-

su
bu

ni
t

a
1-

su
bu

ni
t

P

P
P

P
P

 A
ce

ty
lc

ho
lin

e
(n

ic
ot

in
ic

) r
ec

ep
to

r
ch

an
ne

l

 G
A

B
A

A
(g

-a
m

in
o-

bu
ty

ric
ac

id
) r

ec
ep

to
r  

ch
an

ne
l

 G
ly

ci
ne

 re
ce

pt
or

ch
an

ne
l

C
FT

R
 C

l− 
ch

an
ne

l

C
IC

 C
l− 

ch
an

ne
l

R
ya

no
di

ne
 re

ce
pt

or
C

a++
-r

el
ea

se
 c

ha
nn

el

7
8

9
11

10
12

In
tr

ac
el

lu
la

r 
cy

to
pl

as
m

Lu
m

en
 o

f E
RN

C

N
C

N N

N

C

C
Fo

ot
 re

gi
on

2
3

4
5

6
7

8
9

10
11

13
14

15
16

17

1
2

3
4

N
C

C

1
2

3
4

1
2

3
4

5
6

N
U

D
I

N
U

D
I

R

1

1
2

3
4

C

a
-s

ub
un

it

N
12

Fi
g.

5
Se

co
nd

ar
y

st
ru

ct
ur

e
of

ch
an

ne
lf

am
ili

es
.



654 Receptor, Transporter and Ion Channel Diseases

entrance, but excludes sodium and other
ions. The functional potassium channel
that creates the transmembrane pore is a
tetramer and the overall structure of the
tetrameric assembly is that of an inverted
teepee created by the tertiary structure
of the fifth through sixth helices of the
four interacting subunits, with the large
vestibule of the teepee facing outward and
lined by the selectivity filter residues from
each monomer (Fig. 1c). Helices 1 to 4 of
the monomers surround this core struc-
ture and present a surface that interacts
with the lipid bilayer. Upon channel open-
ing, the potassium ions move in a single
file fashion along the pore, rapidly hop-
ping between interactions with each of
the critical residues of the filter motif,
thousands of ions flowing during each
channel’s opening.

Conserved features that families of ion
channels share in common have also
proven useful in the identification of their
genes in the genome. The human genome
contains over 400 channel genes represent-
ing between 1 to 2% of our genetic endow-
ment, although the substrate transported
by most remains to be identified. While
there are already known several large fam-
ilies of ion channels that apparently carry
out extremely similar biochemical func-
tions (Figs. 5 and 6), for instance, over 100
voltage-gated channels, the large number
of channel genes almost certainly does
not reflect redundancy. Since their job is
not primarily contingent on their ability to
transport ions from one side of the mem-
brane to the other, but rather on the shape
of the electrical signal they produce dur-
ing conductive ion flow, it is apparently
this that is under evolutionary selective
pressure and it suggests that physiology
requires the diverse vocabulary provided
by multiple members of a gene family,
which carry out nearly indistinguishable

transport reactions with subtly differing
kinetics. Furthermore, it is becoming in-
creasingly clear that gene-family diversity
is additionally greatly expanded through
alternative exon splicing, allowing one
channel gene locus to produce multiple
splice isoforms and hence multiple func-
tionally distinct protein products. Finally,
for at least a handful of channels, and
best characterized in the glutamate recep-
tor channels, the exotic complex process
of RNA editing is carried out to change
single amino acid residues in the per-
meability pathway that critically tune ion
selectivity and other aspects of channel
function. Clearly, very subtle differences
in channel function are important since
evolution seems to have gone to very great
lengths to preserve and enhance channel
gene diversity.

For the potassium channels, diversity is
further tremendously amplified through
combinatorial monomer assembly into the
functional tetramer (Fig. 3). This predom-
inantly arises because channel protein
subunits encoded by all members of a
channel gene family, not just the allelic
splice-variant protein products, coassem-
ble to create a functional channel that
differs in biophysical behavior as a func-
tion of the stoichiometry of the con-
stituent subunits in the assembly. The
panoply of combinatorial heteromultimers
formed as monomers from family mem-
bers coassemble, creates tremendous func-
tional diversity in the potassium currents.
This finely tunes the behavior of the pop-
ulation of expressed functional channels.
This diversity conveys the essence of potas-
sium channel function, allowing them to
be tuned to modulate signal processing as
they interact and jointly shape the mem-
brane potential, thereby ‘‘deciding’’ the
cell’s aggregate signaling output.
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In contrast to the broad heterogene-
ity of composition and function of the
‘‘contemplative’’ potassium channels, the
voltage-gated sodium and calcium chan-
nels that are the ‘‘do-ers,’’ able to execute
the result of signal processing, are ex-
tremely homogeneous in their structure
and function in a given tissue. While they
can be perceived to share the structure of
the potassium channel monomer, in their
case, where a crisp uniformity of chan-
nel function is required within a tissue,
a fixed pseudo-tetramer structure is hard-
wired into the large endoduplicated genes
that encode a pseudotetrameric functional
monomer (Figs. 3 and 5). Tissue-specific
diversity in the function of these channels
is conveyed by tissue-specific isoforms of
the gene family of voltage-gated sodium
and calcium channels.

In addition to the major, α, channel
subunits that directly contribute to the
conducting pore of ion channels, discussed
above, there are also a host of auxiliary sub-
units, each represented by gene families
often labeled β, γ , δ, ε, that modify channel
function (Fig. 5). This obviously adds an-
other enormous combinatorial explosion
of channel diversity. Much of this diver-
sity allows channel function to be tuned
for its specific use in a specific tissue,
since many channel genes are expressed
in a remarkably tissue-selective fashion.
On the other hand other channels may be
found to be broadly expressed, but to pre-
dominate in the physiology of only a few
tissues. As will become clear below, both
of these features allow channels to pro-
duce tissue-selective disease. This tissue
selectivity also points out that ion chan-
nels should offer highly focused targets
for therapeutic intervention, perhaps de-
void of the cross-tissue ‘‘side effects’’ that
complicate many current receptor-based
drug targets.

4
Ion Channels as a Mechanism of Disease

4.1
Contribution of Genes and Environment
to Disease

While classically diseases are recognized
to arise from a host of extrinsic environ-
mental causes, such as infectious agents,
or from intrinsic causes, most simply a
reflection of our genes, we now recognize
that genes and the environment are inex-
tricably connected in all disease, and in
most we see various contributions from
a small number of ‘‘major-effect’’ genes,
smaller contributions from a large num-
ber of ‘‘minor-effect’’ genes, and variable
contributions from a host of factors in
the environment. While recognizing this
interconnectedness of genes and environ-
ment, we still tend to refer to diseases as
being ‘‘caused’’ by the most salient of these
three factors, the monogenic diseases, the
polygenic diseases, and the environmen-
tal diseases. Most parsimoniously, disease
reflects a mismatch between genotype and
environment.

4.2
Monogenic Ion Channel Disease

Rare mutations arise de novo in the pop-
ulation each generation, breaking the
molecular mechanism encoded by every
gene in the genome in every possible way,
most mutations being either neutral or
deleterious to the gene’s function; should
the effect disrupt a critical physiologi-
cal pathway, they are ‘‘disease-causing.’’
Dominant mutations are expressed in a
phenotype even in the presence of one
normal allele, so the phenotype occurs in
the individual in whom they first arise;
those producing a phenotype incompati-
ble with reproduction being immediately
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eliminated from the population, but being
constantly replenished though new muta-
tions. Thus, dominant mutations that are
maintained and transmitted in the pop-
ulation tend to produce a later onset or
milder course of disease. Recessive muta-
tions that arise de novo are carried silently
in a heterozygote, only rarely producing a
disease on those rare occasions when two
copies of the mutant gene are contributed
to a homozygous offspring of two rare het-
erozygotes, this likelihood tremendously
enhanced in a consanguineous mating. As
most recessive alleles in the population
are carried in heterozygotes, even lethal
homozygote phenotypes have little effect
on the disease-allele’s frequency. On the
other hand some ‘‘disease-causing’’ alleles
are now very abundant in a given popu-
lation, exceeding 1% of the population’s
alleles, frequencies typical of polymorphic
variants that are commonly considered to
be of ‘‘neutral’’ functional significance.
An example of such a common polymor-
phism, carried by approximately 1 in 20
Caucasians, is the mutation that causes
the most common genetic disease in Cau-
casians and the first recognized genetic
ion channel disease, cystic fibrosis (CF).
To understand the apparent anomaly of a
lethal mutation rising to such abundance,
a historical perspective is required. Often
such high ‘‘deleterious’’ allele frequencies
arise because of some selective advantage
conveyed to the heterozygote carrier. In
other instances, it simply appears that by
chance heterozygotes for a rare mutation
were among the founders who established
an isolated population; with inbreeding,
this allele became abundant and the dis-
ease frequency in this isolate became ap-
preciable. Many common disease-causing
mutations seem to have served in our
evolutionary past as primitive ‘‘inocula-
tions’’ protecting heterozygous carriers,

who possess most of the ‘‘disease-alleles’’
in the population, against specific disease
agents. The best-known example is the
assent of the globin sickle cell and tha-
lassemia hemolytic anemia alleles in the
malaria belt, but CF alleles appear to be
particularly protective against the infec-
tious secretory diarrheas that imposed a
high infant mortality in our recent past.
While carrying two copies of the com-
mon CF allele is sufficient to produce
a disease phenotype, independent of the
contribution of other genes or environ-
mental agents, and hence is recognized
as a monogenic disease, the rare, non-
polymorphic mutant alleles of genes more
commonly cause the rare monogenic dis-
eases, such as the Long QT syndrome ion
channel disorder, or channelopathy, to be
discussed below.

Diseases such as those discussed above,
in which there is a major single gene
contribution to the disease phenotype are
classically recognized as monogenic or
Mendelian genetic diseases. The classical
Mendelian pattern of recessive disease
arises most commonly from loss of function,
null, or hypomorphic, mutations, predomi-
nantly in a situation where sufficient gene
product is available from the sole remain-
ing copy of an essential gene for homeosta-
sis. The dominant pattern of inheritance
commonly requires a gain of function, such
that a phenotype is created even in the
presence of a normal copy of the gene; this
can be an enhanced normal hypermorphic
activity, a neomorphic activity not present in
the native protein, or an inhibitory activity,
negative-dominance, generally arising from
an inactivating multimerization with the
native protein. An alternative mechanism
of dominance is haploinsufficiency, the less
common situation where 50% of the phys-
iological level of the gene product is not
enough for homeostasis and in such cases
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a loss-of-function allele can be dominant.
Even for these ‘‘monogenic’’ diseases we
recognize that other genes in the genome
and the environment still contribute to the
disease phenotype, and these effects are
acknowledged under the classical terms of
penetrance and expressivity; two individuals
carrying exactly the same two alleles of a
major-effect gene may have vastly different
phenotypes with one showing the classi-
cal disease and the other ranging from
having such minor manifestations that no
aspect of the phenotype reveals the pres-
ence of the ‘‘disease genotype,’’ in which
case he is called nonpenetrant, to perhaps
manifesting only a minor, yet still diag-
nostic, feature of the disease, in which
case he would demonstrate the variable
expressivity of the disease.

4.3
Polygenic Ion Channel Disease

The situation described above is magni-
fied in the polygenic diseases, common
diseases of ill-defined pathogenesis, such
as hypertension, diabetes, and epilepsy,
where typically one mutant gene is insuffi-
cient to create the disease phenotype, most
of the genes still remain to be defined,
and the pattern of inheritance observed
is simply familial clustering, not the clear
segregation patterns of recessive or dom-
inant inheritance seen in the Mendelian
disorders. While many gene loci contribute
together to produce the common polygenic
diseases, both common polymorphisms
and rare mutant alleles seem to partici-
pate, and while major-effect genes play a
very minor role in the population, not un-
commonly rare Mendelian forms of the
disease phenotype do occur, their etio-
logical gene providing a peak into the
pathogenic mechanisms likely underlying
the common form of the disease, such

as the monogenic channelopathies recog-
nized to cause epilepsy in benign familial
neonatal convulsions (BFNC), hyperten-
sion in Liddle syndrome, and diabetes in
permanent neonatal diabetes (all to be dis-
cussed in detail below). Most polygenic
diseases additionally have a significant en-
vironmental component, hence their more
comprehensive title of complex polygenic
diseases. The environmental component of
these diseases can be recognized since
even identical monozygotic twins, sharing
all of their genes in common, are dis-
cordant for the disease phenotype a high
percentage of the time.

4.4
Pharmacogenetic Ion Channel Disease

Finally, some diseases appear to be caused
by environmental agents. However, we
now recognize that only in the face of
an appropriate ‘‘at risk’’ genotype is an
appropriate physiological target available
such that the agent can be a toxin. Should
the toxin be fairly rare in the environment,
such as a general anesthetic, it may appear
initially to cause an idiosyncratic environ-
mental disease, such as the lethal rare
adverse reaction to anesthetics referred to
as malignant hyperthermia (MHS). Much
later it was recognized that specific her-
itable ion channel mutations cause one
to be vulnerable to this syndrome, an in-
dividual inheriting an MHS allele being
perfectly healthy, just at risk for malig-
nant hyperthermia, and not developing the
lethal disease phenotype until exposed to
the inducing anesthetic. The recognition
of major genetic and environmental com-
ponents in the disease classifies it as a
pharmacogenetic disease, and likely many
of the idiosyncratic drug reactions we ob-
serve, either toxic or therapeutic, reflect
this same phenomenon. On the other
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hand, should the environmental agent
be ubiquitous, such as phenylalanine, an
amino acid found in all foods, a disease
caused by an environmental agent may ap-
pear to be a genetic disease, in this case
phenylketonuria (PKU), the archetypical
‘‘genetic’’ disease for which every newborn
is screened, but which produces no dis-
ease phenotype if phenylalanine exposure
is controlled.

4.5
Ion Channel Toxins

That ion channels are exquisitely sen-
sitive, finely tuned, evolutionarily highly
conserved mechanisms essential to an or-
ganism’s physiology has not been lost
to the combatants on Evolution’s fierce
battleground. Nearly all of the most po-
tent toxins in Nature target ion channels,
most with nanomolar to picomolar affinity.
Tetrodotoxin from the puffer fish, saxi-
toxin from red tide dinoflagellates, and a
huge number of scorpion and coelenter-
ate peptide toxins target the voltage-gated
sodium channels; ω-conotoxin from the
cone snails and a host of spider venom
toxins target the voltage-gated calcium
channels; a number of scorpion, insect,
and coelenterate toxins target families
of potassium channels; α-bungarotoxin,
from snake venom, and the Amazon
blow-dart alkaloid toxin curare target the
nicotinic acetylcholine receptor and the
plant alkaloid picrotoxin targets the GABA
receptor channel. Most toxins act by rely-
ing upon intimate, high-affinity contacts
within the channel molecule, and for this
reason many have proven to be essential
tools in defining classes of ion channels
and their mechanisms of action. Since
most of these toxins are quite rare in
the environment and none seem to have
participated in major human evolutionary

bottlenecks, nearly all human genotypes
are vulnerable to these toxins, despite the
fact that in the laboratory mutations can
be selected to convey toxin resistance. For
this reason, a huge array of toxins can be
recognized to produce quite pure forms of
environmental or toxic channelopathies.

4.6
Mechanism of Ion Channel Disease
Pathogenesis

Ion channel diseases span the gamut
of pathogenic mechanisms discussed
above. Furthermore, the pathophysiolog-
ical mechanisms that lead from a defective
ion channel protein to a disease phenotype
are complex and multifaceted. That Nature
requires a genetic investment in the huge
array of subtly differing channels leads one
to expect that subtle changes in ion chan-
nels matter, foreshadowing the wide range
of phenotypic abnormalities different mu-
tants of the same gene might produce. It is
therefore not surprising that ion channel
diseases as apparently distinct as migraine
and ataxia, paralysis, and myotonia or even
as having dominant versus recessive inher-
itance, are found to be allelic, caused by
different mutations in the same gene.

A periodic disturbance of rhythmic func-
tion is the cardinal feature of ion channel
disease of excitable tissues. In the heart,
this produces a fatal arrhythmia, observed
as a loss of the normal synchronous con-
traction of the muscle composing the
pumping chambers secondary to a dis-
ruption in the rhythmic action potentials
arising in this electrically coupled tissue.
In skeletal muscle, abnormal ion channel
function produces periodic alterations in
contractility, ranging from the inability to
contract – paralysis, to the inability to re-
lax – myotonia. And in the central nervous
system (CNS), the rhythmic disturbance



660 Receptor, Transporter and Ion Channel Diseases

is observed as an abnormally synchronous
electrical discharge, a seizure. The remark-
able finding in all of these syndromes is
the absence of an overt functional abnor-
mality the vast majority of the time. In the
extreme, this results in the tragic situa-
tion where no phenotype is obvious until
the moment of premature death. While
many insights have been garnered as to
how a variety of stresses serve to cre-
ate the decompensations that allow these
periodic phenotypes to become manifest,
the mechanisms that serve to compen-
sate for a constitutionally defective channel
such that healthful homeostatic function
is maintained the majority of the time,
remain to be defined.

Ion channel phenotypes in nonexcitable
tissues are more diverse because of the
very different roles channels play in such
tissues, participating in signaling involved
in endocrine secretion, the function of
cytosolic compartments and complex ep-
ithelial secretory and resorptive function,
which in the kidney, produce secondary
changes in systemic electrolyte balance
and blood pressure.

It is simplest to develop the pathophysi-
ology of ion channel disease by starting
with the cardiac phenotype of arrhyth-
mia and the Long QT (LQT) syndromes,
demonstrating how the ion channels in
the membrane work together in tissue
function and how component parts of the
membrane potential are dissected by the
genetic lesions. It further provides specific
paradigms for how subunit interactions
can be manifest, how loss-of-function and
gain-of-function phenotypes occur and
how dominance can arise through ei-
ther haploinsufficiency, gain-of-function,
or in a ‘‘dominant negative’’ fashion. The
muscle and CNS phenotypes, while not
lending themselves to as simple a dissec-
tion of function are, however, easily built

by extrapolation from this paradigm. They
further illustrate the power of gene fami-
lies in identifying candidate disease genes
and reinforce the intrinsic polygenic na-
ture of ion channel phenotypes. Finally,
the nonexcitable tissue phenotypes can be
used to show the range of functions ion
channels carry out.

5
Ion Channel Diseases of the Heart

5.1
Function of Ion Channels in the Heart

Cardiac cells possess an intrinsic insta-
bility of their membrane potential, such
that spontaneous depolarizing action po-
tentials arise (as described at the end of
Sect. 2 above), that can be observed as
contractions in dissociated cardiac cells
in culture. Muscle contraction is directly
coupled to the propagation of an action
potential, a phenomenon referred to as
excitation-contraction (EC) coupling, since
the calcium ions that enter the cell, am-
plified by other calcium sources inside the
cell, produce the biochemical activation
of the contractile proteins. Briefly, this
entails calcium binding to troponin and
releasing tropomyosin’s block on myosin’s
cycling cross-bridge formation with actin.
The electrical pacemaker function in a
healthy heart only has the opportunity to
manifest itself at the sinoatrial (SA) node,
the physiological pacemaker of the heart.
Since all of the other cardiac cells have
a slower endogenous rate of spontaneous
depolarization (pacing), and since all cells
in the heart are electrically coupled, the
fastest spontaneously depolarizing pace-
maker, the SA node, is the origin of
a propagated action potential that drives
though the remaining cells of the organ,
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Fig. 7 Synchronized EKG, cardiac
action potential and component
currents. (a) EKG trace, (b) cardiac
ventricle myocyte action potential,
(c) resolved ionic currents underlying
ventricular myocyte action potential.
From Gargus, J.J. (2003) Unraveling
monogenic channelopathies and their
implications for complex
polygenic disease.
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forcing them to depolarize before they
would do so spontaneously. Should the
fastest pacemaker cells be lost, the next
fastest pacemakers progressively take over,
a very reassuring redundancy in a compli-
cated process that must be repeated several
billion times, failure rapidly resulting in
death. The directional flow of the propa-
gated action potential through the heart
muscle creates the vector of the surface
current revealed by the EKG traces, and
produces a synchronous rhythmic coor-
dinated contraction of the muscle cells
composing the pumping chambers of the
heart. If the cardiac cells of a pumping
chamber all contract synchronously, the
chamber volume rapidly shrinks, force-
fully pumping blood that is directed by the
cardiac valves. Without synchrony there
is no pumping, only ineffectual fibrilla-
tion of individual cardiocytes and death
to the individual. The cardiac pump cycle
thus can be followed with the EKG. The

QT interval measured on the EKG is the
long interval of the cardiac cycle during
which the ventricles, the major pumping
chambers, repolarize, their conducted de-
polarizing action potential being reflected
by the QRS waves (Fig. 7).

5.2
Ion Channel Dysfunction in Arrhythmia

A design feature engineered into the ven-
tricular action potential by the mix of ion
channels in its membrane is a prolonged
plateau phase of depolarization, a phase
not present in the classic rapid action po-
tential of nerve (Fig. 1a). LQT syndrome
is caused by mutations in the cardiac ion
channel genes contributing to this compo-
nent of the cardiac action potential. The
plateau phase is a time during which
calcium enters ventricular myocytes to pro-
duce contraction, but as importantly, the
depolarized plateau phase serves to hold
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sodium channels in the ‘‘inactive’’ nonex-
citable state until the inciting depolarizing
wave has spread to all of the electrically
coupled myocardium. In this manner, it
can be assured that all ventricular my-
ocytes will repolarize and regain the ability
to again depolarize in synchrony. If this
mechanism fails, and one group of cells
fires an action potential that cannot be con-
ducted through a still-recovering inactive
area, those inactive cells may subsequently
have sufficient time to develop their en-
dogenous pacemaker-like depolarization
and asynchrony in the tissue is initiated as
an endlessly looping futile depolarization
wave spreads through any newly excitable
domains of the tissue. Such asynchrony
is lethal since unless the entire ventricular
muscle depolarizes and contracts together,
it does not pump blood, but only fibrillates.
During the plateau phase, the membrane
potential struggles between the depolar-
izing influence of sodium and calcium
currents and the repolarizing influence of
potassium currents, with the slowly devel-
oping potassium currents finally overcom-
ing the depolarizing currents and restoring
the resting membrane potential (Fig. 7).
Mutations that serve to either enhance the
sodium current or to reduce the potassium
currents predictably prolong the plateau
phase and are associated with LQT syn-
drome. A long plateau phase is a dangerous
situation since prolonging it opens the
opportunity for asynchrony between the
cells and susceptibility to arrhythmia, as
described above.

5.3
Long QT Syndrome

Classically the LQT syndromes are divided
into those with a dominant pattern of
inheritance and a phenotype limited to the
heart, the Romano–Ward syndrome (RW),

and those having recessive inheritance and
a phenotype that includes sensorineural
hearing loss, the Jervell and Lange-Nielsen
syndrome (JLN). In addition, there are now
recognized acquired forms of the disease,
primarily developing in a failing heart, and
pharmacogenetic forms, a serious compli-
cating side effect for a wide spectrum of
drugs. As the name suggests, LQT pro-
longs the QT interval measured on the
EKG and predisposes to a fatal arrhyth-
mia; however, typically the pedigree may
only reveal early sudden death of no known
etiology. There are no diagnostic patholog-
ical findings and commonly no symptoms
before death such that the disease is com-
monly not diagnosed until repeated deaths
in a family have occurred. Diagnosis of the
syndrome, on the other hand, does not
depend upon a clinically recognized phe-
notype; rather, it depends only upon the
EKG findings. There is a characteristic
context of death observed in the syndrome
that further illuminates the critical bal-
ancing act performed by multiple cardiac
channels in normal physiology. The con-
text is that of excess adrenergic outflow, as
occurs in high emotion or exertion. This
is a risk since the heart rate dramatically
increases during the ‘‘fight or flight’’ re-
sponses these transmitters mediate. While
we may initially focus on this response in
terms of the β-adrenergic receptor increas-
ing the rate at which the cardiac pacemaker
depolarizes and the heart contracts, it is
clear that to depolarize more rapidly, it
must also repolarize more rapidly, and in
fact specific cAMP-dependent channel reg-
ulatory mechanisms downstream of the
β-adrenergic receptor assure this coordi-
nation, effectively shortening the QT as
the heart rate rises. This explains why the
rational way to evaluate a QT is in the con-
text of the underlying heart rate, the QTc.
In a patient with an intrinsic LQT defect
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that lengthens the QT, this adjustment of
the rate of repolarization can not keep pace,
the QT can not sufficiently shorten at high
heart rates, and an arrhythmia ensues.

5.4
Nature of LQT Genetic Loci and Alleles

LQT mutations have been found in six
cardiac ion channel genes. One LQT gene
encodes the cardiac sodium channel and
five encode the primary and auxiliary
subunits of three different potassium
channels (Fig. 8). While this provides a
nearly complete dissection of the major
channels involved during the critical
plateau phase, one major actor, the cardiac
calcium channel, encoded by CACNA1C,
has yet to yield a pathogenic allele,
perhaps being an early embryonic lethal.
However, the most recently discovered
LQT locus, LQT4, encoding ankyrin-B,
while being unique in not encoding an
ion channel protein, regulates a complex
of transporters in the cardiac membrane
mediating calcium homeostasis. LQT1, the
first LQT gene identified, was found using
a strategy involving linkage and positional
cloning. All of the other LQT genes were
identified as functional candidates within
a mapped chromosomal interval.

5.5
The Dominant LQT Alleles

LQT1 was located on chromosome 11p
15.5, and it was ultimately demonstrated
that mutations in a potassium channel α-
subunit gene, KCNQ1, were causal. When
expressed in vitro, KCNQ1 produces a
current that is not found in the heart;
however, when expressed together with its
β-subunit, encoded by KCNE1, they can
be recognized to produce the IKs channel
underlying the slow delayed rectifier K+

current that participates in repolarization
(Fig. 8). Over 35 different pathogenic al-
leles have been reported in this gene
and they are the most common cause of
RW syndrome. They primarily confer a
dominant-negative phenotype when stud-
ied in vitro. Defective subunits coassemble
with wild type copies producing, through
combinatorials, a supermajority of defec-
tive channel tetramers, and hence reduced
repolarizing current.

LQT2 was the first LQT gene cloned,
taking advantage of a candidate gene
approach within the region of chromo-
some 7q35–36 where a second locus was
identified in families not mapping to chro-
mosome 11. The gene, KCNH2, was a
strong functional candidate based upon its
homology to a fly gene with a proven abil-
ity to create a rhythm disorder phenotype,
ether-a-go-go. Like KCNQ1, coexpression
of KCNH2 with its β-subunit, KCNE2, was
required to produce a current that can be
recognized in the heart. The channel they
form is IKr, the rapidly activating delayed
rectifier K+ current (Fig. 8). Over 16 al-
leles of KCNH2 have been reported, and
like KCNQ1, many confer a ‘‘dominant-
negative’’ phenotype when expressed in
vitro. However, other dominant alleles ap-
pear to be simple loss-of-function alleles,
suggesting that the membrane current
conducted by this channel is so finely
tuned that a haploinsufficiency mecha-
nism is adequate to produce dominance.

LQT3 is the only sodium channel lo-
cus involved in the disease, and it is
caused by mutations in the SCN5A gene
found at chromosome 3p21–24. It encodes
the cardiac-specific voltage-gated sodium
channel that underlies the rapid depo-
larization phase of the ventricular action
potential that produces the QRS com-
plex and ventricular contraction (Fig. 8).
Over 30 alleles of this gene have been
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reported. Channels encoded by pathogenic
alleles have delayed or decreased inactiva-
tion after opening, leaving excess inward
depolarizing current during the plateau
phase, delaying the time at which potas-
sium currents can bring about repolar-
ization. They are thus dominant ‘‘gain-of-
function’’ mutations.

A distinct set of SCN5A alleles produce
the opposite effect on inactivation from
the LQT3 alleles; they produce a rapid re-
covery from inactivation. They produce a
different dominant arrhythmia syndrome,
Brugada syndrome. The myocardium of
these individuals contains a mixed pop-
ulation of sodium channels that are no
longer locked in synchrony by a com-
mon period of inactivation, forming an
ideal substrate for arrhythmia. Some alle-
les, surprisingly, are capable of producing
either sodium channel phenotype within a
family, demonstrating the delicate balanc-
ing act between excitation and inactivation
carried out by the sodium channel that will
be more clearly illustrated in the skeletal
muscle disorders, and hinting at modifier
genes that alter this balance, and therefore
polygenic disorders.

LQT4 is the exception that proves
the rule that LQT is an ion channel
disease. The LQT4 locus, found at 4q25
encodes ankyrin-b, a scaffold protein
that colocalizes and regulates the Na/K-
ATPase, the Na/Ca exchanger and the IP3
receptor. It is not a channel, but pathogenic
loss-of-function alleles disturb calcium
homeostasis through the functional loss of
these critical mechanisms. It thus creates
a dominant arrhythmia syndrome that
includes LQT, but is not restricted to LQT.

LQT5 and LQT6 are two adjacent loci
on chromosome 21q22.1, and their genes,
KCNE1 and KCNE2, respectively, encode
the two highly homologous potassium
channel β-subunits discussed above as

the accessory subunits that interact with
their α-subunit partner to form IKs and
IKr, respectively (Fig. 8). Both are proteins
with only a single transmembrane α-
helix and both function only to modify
the behavior of the α-subunit with which
they multimerize. Dominant pathogenic
alleles are missense and effectively achieve
dominance by altering channel gating to
produce less current.

LQT7 is an alternative name for Ander-
sen syndrome, a dominant multisystem
disorder that includes long QT, but also
extracardiac findings such as periodic
paralysis and, more surprisingly, dysmor-
phology. Over nine different dominant-
negative alleles of the potassium chan-
nel gene KCNJ2 are responsible for this
syndrome. The KCNJ2 channel subunits
multimerize to form the inwardly rectify-
ing potassium channel that governs the
resting membrane potential of the car-
diac myocyte (Fig. 8). Current through this
channel participates at the very end of repo-
larization, and hence dominant-negative
loss of its function prolongs the process.
The extracardiac findings imply that it also
contributes in a significant way to mem-
brane signaling in muscle and perhaps to
the developmental processes underlying
the dysmorphology.

5.6
The Recessive LQT Alleles

The recessive JLN syndrome differs from
the dominant RW syndrome not only in
its pattern of inheritance but also in its
extracardiac manifestation of a constitu-
tive sensorineural hearing loss. While in
both syndromes the cardiac arrhythmia
phenotype is lethal and intermittent, the
striking differences between the two syn-
dromes would never lead you to guess they
might be allelic. In fact, the JLN alleles
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are strong loss-of-function or null alleles
in the same genes that cause dominant
LQT1 and LQT5, KCNQ1 and KCNE1,
the two channel genes encoding the IKs

channel (Fig. 8). Surprisingly the same
channel is expressed selectively in the heart
and the inner ear, where its abundant ex-
pression is involved in the production of
the potassium-rich endolymph fluid that
fills this chamber and participates in the
transduction of auditory sensation. Only
complete loss of the channel significantly
disturbs this secretory process. It is of note
that another inner ear LQT1 homolog, en-
coded by KCNQ4, has dominant alleles
that produce only deafness without LQT
(DFNA2).

5.7
Acquired LQT Channelopathies

While heart failure is the very common
end-stage phenotype of a dilated and
poorly contractile myocardial pump, and is
produced by a variety of common insults
to the heart, most deaths in this disorder
arise from a fatal arrhythmia, and it likely
reflects one of the most common forms of
the LQT syndrome. The failing myocytes
downregulate expression of potassium
currents, perhaps in an attempt to enhance
contractility by prolonging the period of
calcium entry, the QT interval, but doing
so predisposes them to the arrhythmia
discussed above.

5.8
Pharmacogenetic and Polygenic
Arrhythmia Syndromes

Initial studies suggested that LQT was
a highly penetrant Mendelian phenotype
with ‘‘strong’’ alleles that, while clinically
silent, would dependably be revealed by
EKG. Not surprisingly, it has become clear

that there are both ‘‘weak’’ and ‘‘sub-
clinical’’ alleles of these genes as well
and likely polygenic interactions between
them. Additionally, there is clearly an envi-
ronmental component to the disease, seen
as a pharmacogenetic syndrome, which
greatly broadens the scope of the dis-
eases involving these cardiac ion channel
genes. These more subtle features of the
disease became most apparent in stud-
ies on families initially considered to have
a case of ‘‘sporadic’’ LQT. While half of
the ‘‘sporadic’’ probands in the study had
the predicted new dominant mutation in
one of the LQT genes, the other half
were found not to have new mutations,
but rather to have families segregating a
‘‘weak’’ pathogenic LQT allele. This allele
in these families had many silent carri-
ers with no EKG abnormality, or they
had carriers who only expressed the ab-
normality once taking a medication with
potassium channel blocking activity. The
silent carriers presumably lacked a pheno-
type because they lacked other unidentified
susceptibility alleles at other loci carried by
the proband. It is easy to imagine, based
upon the descriptions above of the interac-
tions between the multiple normally and
abnormally functioning cardiac ion chan-
nels in maintaining and terminating the
plateau phase of the cardiac action poten-
tial, how minor functional variants in these
same genes could sum with one another to
produce a major alteration in the plateau
phase and hence produce a polygenic LQT,
arrhythmia or sudden death phenotype. It
is likewise easy to imagine how they might
sum with a drug effect that acts like one
of these mutations by blocking a potas-
sium channel.

The pharmacological induction of the
phenotype in an individual such as those in
the Priori study suggests that environmen-
tal or genetic liability can sum with that
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contributed by the weak LQT alleles. Since
the drugs that unmask the phenotype pro-
duce potassium channel block, similar to
known LQT mutation, so presumably do
the hidden unmasking liability alleles. The
pharmacogenetic LQT syndrome is clini-
cally quite important; causing the recall
of several otherwise valuable drugs, and
is now recognized as a potentially lethal
side effect of many common medications.
These include antihistamines, such as Sel-
dane, antibiotics and cisapride, as well
as the more predictable antiarrhythmics.
Most of the implicated drugs share a com-
mon mechanism of action that involves
the block of IKr potassium channels, and
a number of cases now explicitly demon-
strate that weak or subclinical alleles in the
LQT genes, encoding both Na+ and K+
channels, are contributory to the pharma-
cogenetic disease.

A special consideration of pathogenic
weak LQT alleles is raised by the contri-
bution of these genes to sudden infant
death syndrome (SIDS). In a landmark
prospective study spanning an 18-year pe-
riod, Schwartz and coworkers from nine
large maternity hospitals performed EKGs
on all healthy newborns between the third
to fourth day of life, studying a total of over
34 000 neonates. At the 1-year follow-up
evaluation, it could be observed that in-
fants who had died of SIDS had a longer
QTc interval at birth than did survivors or
infants dying of other causes, even though
none had a positive family history for LQT.
Half of the infants dying of SIDS (12 of
24) had a QTc at birth greater than two
standard deviations above the mean for
the cohort, a finding that alone predicted
greater than a 40-fold increase in the odds
of dying of SIDS. However, because SIDS
is so rare, despite the finding’s dramatic
odds ratio, only 2% of the neonates found
to have a long QT die of SIDS. More recent

studies have begun to add a molecular
dimension to these cases, and for a few
cases, a new mutation in one of the LQT
genes, producing an allele previously seen
in a family with the classical syndrome,
can be identified. It remains to be deter-
mined whether weak inherited mutations,
or even polymorphisms, in two or more of
the LQT genes contribute to the rest.

6
Ion Channel Diseases of Muscle

6.1
Function of Ion Channels in Muscle

In many ways, the skeletal muscle AP is
similar to the initial and final portions
of that in the heart, but lacks the long
plateau phase (Fig. 7). It is a fast depo-
larization, driven by sodium and calcium
currents, followed immediately by a rapid
repolarization driven by potassium cur-
rents, and in this regard is much like that
of nerve (Fig. 1a). Instead of arising en-
dogenously within the tissue, as at the
cardiac sinoatrial node, the inciting mus-
cle depolarization arrives synaptically via
the quantal release of a chemical neuro-
transmitter, acetylcholine (ACh), from a
motor nerve terminal bouton that forms a
specialized neuromuscular junction with
the motor endplate of the muscle plasma
membrane, or sarcolemma. As the motor
nerve’s propagating AP reaches its termi-
nus, cytosolic calcium rises, triggering a
few hundred synaptic vesicles, each holding
several thousand ACh molecules, to fuse
into the presynaptic neuronal membrane
(Fig. 9). As they fuse, each vesicle releases,
in a quantal fashion, all its contents. This
released ACh diffuses, in a matter of mil-
liseconds, across the synaptic cleft to the
muscle, where it is degraded by acetyl
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Fig. 9 Neuromuscular junction.

cholinesterase. A ligand-gated cation chan-
nel found on the postjunctional folds of
the sarcolemmal endplate membrane, the
heteropentameric nicotinic ACh receptor
(nAChR), is activated by ACh binding
(Figs. 5 and 9). Each receptor activated
progressively brings about an initial incre-
mental muscle membrane depolarization,
and these events, referred to as miniature
endplate potentials (MEPPs), were critical in
uncovering the quantal nature of synaptic
transmission. This receptor is the target
of autoimmune and genetic myasthenia
syndromes, and these quantal synaptic
events are disturbed by these diseases,
which are discussed below. In the phys-
iological condition, a large number of tiny
receptor-mediated MEPPs summate, pro-
ducing an endplate potential that brings
the membrane potential to the threshold
at which a few sodium channels begin
to open (Fig. 10). The sodium channels
in turn further depolarize the membrane,
causing more adjacent sodium channels to
open in a reinforcing cycle until all sodium
channels in the muscle have explosively
opened while rapidly spreading a depolar-
izing wave across the surface of the muscle.
At this point, all of the sodium channels

are rendered ‘‘inactive’’ and nonexcitable,
beginning the process of repolarization,
a process completed when more slowly
activating potassium channels restore the
resting potential and return the sodium
channels to the ‘‘closed’’ state. Unlike the
situation in cardiac muscle, the rapid re-
covery of skeletal muscle excitability allows
rapid repetitive contractions, an advantage
in performing fine precision movements.
The major subunit of muscle sodium chan-
nels is the muscle-specific isoform α4,
encoded by SCN4A, a relative of the gene
involved in LQT3. Alleles of this one gene
produce the diverse array of muscle phe-
notypes that will be discussed below.

As the depolarization wave of the mus-
cle AP spreads across the sarcolemmal
plasma membrane, it extends into spe-
cialized membrane invaginations, called
T-tubules, which dive deep into the cy-
toplasm and ramify near the contractile
proteins (Fig. 9). Their function is to fa-
cilitate calcium-dependent activation of
contraction throughout the large muscle
fiber. In the muscle T-tubule, as in the
motor nerve bouton, the depolarization
wave activates the voltage-gated calcium
channel, which is similar in structure to
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the sodium channel, discussed above. The
major, α1, subunit is pseudotetrameric
and contains the ion-conducting pore. Its
function is modified by auxiliaryβ, γ and
α2/δ subunits, the skeletal muscle cal-
cium channel’s isoforms being encoded

by CACNA1S, CACNB1, CACNG1, and
CACNA2D1, respectively (Fig. 5). This
channel is responsible for rapidly im-
mersing the contractile proteins through-
out the large muscle cell in elevated
concentrations of ionized calcium, thereby



670 Receptor, Transporter and Ion Channel Diseases

COOH

Ca++
SR

RyR

CaCh

NH2

+ + + +

Fig. 11 Ca channel and
Ryanodine receptor.

bringing about concerted contraction,
much as was described for the cardiac
contractile machinery. It does this in part
by allowing the passage of extracellular
calcium through its pore, down its elec-
trochemical gradient into the cytoplasm.
But additionally a large cytosolic loop
in the skeletal muscle α1-subunit con-
tacts a different calcium channel located
in a closely opposed different membrane
compartment, the sarcoplasmic reticulum
(SR) (Figs. 5 and 11). The SR membrane
contains calcium pumps that rapidly se-
quester intracellular calcium after each
AP, creating a releasable calcium store and
restoring muscle relaxation. Through the
physical interaction with its cytosolic loop,
the voltage-gated calcium channel directly
gates the SR calcium release channel. The
release channel is called the ryanodine
receptor, encoded by RYR1, and open-
ing it spills the SR intracellular calcium
stores into the cytoplasm. After activation,
both the sodium and calcium voltage-gated
channels spontaneously enter the noncon-
ducting ‘‘inactive’’ conformation, begin-
ning the process of membrane repolariza-
tion, a process completed by potassium
channels that hyperpolarize the mem-
brane, resetting the sodium and calcium
channels into the ‘‘closed’’ conformation.
The sodium and calcium channels then
are kept closed by the large stabilizing

current of the chloride channels, encoded
by CLCN1 (Fig. 5).

6.2
Ion Channel Dysfunction in Paralysis
and Myotonia

The two major skeletal muscle phenotypes
produced by ion channel disorders reflect
either an inability to contract the mus-
cle, ranging from weakness to paralysis,
or an inability to relax the muscle, my-
otonia. While a third muscle phenotype,
malignant hyperthermia (MHS), appears
quite different, it is surprisingly closely re-
lated to the paralysis syndromes, in fact,
being allelic. Two major themes in the ion
channel diseases begin to develop in dis-
cussing the skeletal muscle diseases. First,
it becomes clear that the LQT syndrome
provides a powerful paradigm for under-
standing the types of alleles that produce
disease and the mechanisms by which they
act. Second, the proclivity of certain ion
channel gene families to produce disease
begins to emerge as does their ability to
produce distinctly different clinical pheno-
types with subtly differing alleles (Table 1).

While the pathophysiology of paralysis
and hyperthermia is complex, that of my-
otonia is fairly straightforward. Since the
high chloride conductance of CLCN1 in
the muscle membrane serves to stabilize
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Tab. 1 Channelopathy gene families.

Gene family Tissue Disease phenotype Pathogenic mutation

KCNE1 Heart/ear LQT5/JLN Dominant
negative/recessive
loss-of-function

KCNE2 (100%)a Heart LQT6 Dominant negative
KCNE3 Muscle HOKPP Dominant negative

KCNQ1 Heart/ear LQT1/JLN Dominant
negative/recessive
loss-of-function

KCNQ2 CNS BFNC1 Dominant loss-of-function
KCNQ3 (80%)a CNS BFNC2 Dominant loss-of-function
KCNQ4 Ear DFNA2 Dominant missense
KCNQ5 CNS 6q14

RYR1 Muscle MHS1 Missense
RYR2 (66%)a Heart Ventricular tachycardia Missense
RYR3 CNS 15q14

SCN1A CNS GEFS + /SMEI Gain-of-function/loss-of-
function

SCN2A CNS GEFS+ Gain-of-function
SCN3A CNS 2q24
SCN4A (40%)a Muscle HYPP/HOKPP/MHS/etc. Gain-of-function
SCN5A Heart LQT3/Brugada S Gain-of-function
SCN6A and SCN7A Neuronal 2q23
SCN8A Motor endplate 12q13
SCN9A Neuroendo 2q24
SCN10A Nerve/muscle 3p22
SCN11A and SCN12A Sensory neurons 3p24

SCN1B CNS GEFS+ Gain-of-function
SCN2B Neuronal 11q23

CACNA1S Muscle HOKPP/MHSS Missense
CACNA1A CNS FHM1/EA2/SCA6/seizures Many types
CACNA1F Retina Night blindness Hemizygous

loss-of-function
CHRNA1 Muscle SCCMS Gain-of-function

Sources: Gargus, J.J. (2003) Unraveling monogenic channelopathies and their implications for
complex polygenic disease, Am. J. Hum. Genet. 72(4), 785–803.
aPercent of gene family members already associated with disease.

the membrane potential, thereby prevent-
ing ‘‘echo’’ contractions after an induced
contraction, its functional loss is associ-
ated with the inability to normally relax
the muscle, and hence the slow muscle re-
laxation and muscle stiffness of myotonia.
Both dominant and recessive mutations of

this gene, which decrease channel current,
produce myotonia and a characteristic
‘‘dive bomber’’ EMG record of repeti-
tive contractions. The repetitive volleys of
contraction can arise in skeletal muscle
because unlike in the heart, where sodium
channels are held in the inactive state for
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a prolonged period to prevent arrhythmia,
in skeletal muscle, sodium channels must
be ready to accept a rapid train of con-
trolled activations from the motor nerve.
Problems arise, however, in the absence
of a strong chloride stabilizing current,
since instability of the membrane poten-
tial during recovery from a depolarization
leaves a high probability that a secondary
‘‘echo’’ depolarization will reach thresh-
old and trigger a repeated activation of the
sodium channels.

The recessive loss-of-function alleles of
CLCN1 produce Becker myotonia, with a
phenotype characterized by stiffness that
warm-up exercise improves, and para-
doxically weak hypertrophied muscles.
The dominant-negative alleles leave more
residual current and produce Thomsen
myotonia, having a similar but milder
phenotype without weakness. The hyper-
trophy arises because the muscles are
constantly ‘‘exercising’’ even at rest sec-
ondary to their electrical instability, and
the weakness arises because of incomplete
recovery from sodium channel inactiva-
tion, as will be described for the periodic
paralysis syndromes below.

6.3
Periodic Paralysis Syndromes

To understand how the array of periodic
paralysis syndromes arise, it is essential
to understand how very subtle ‘‘tweaks’’
in sodium channel function give rise to
macroscopic phenotypes that are quite dis-
tinct – superficially the antithesis of one
another – yet are so closely related that
a given patient can transition from one
state to the other. All of these pathogenic
muscle sodium channel alleles appear to
share with the cardiac sodium channel
LQT3 alleles a dominant gain-of-function
mechanism of pathogenesis – delayed and

incomplete inactivation. The essential bio-
physical feature of sodium channel func-
tion that makes this interpretable is the
fact that while a depolarization will make
it more probable that the voltage-sensitive
gate of the closed channel will open, when
sustained, depolarization also leaves be-
hind more of the channels in an ‘‘inactive’’
nonexcitable conformation. As the sodium
channel is the major mechanism for prop-
agating APs in muscle (as it is in most
tissues), this delicate balancing act has the
potential to move these tissues from a state
of hyperexcitability to a state of inexcitabil-
ity, manifested as weakness and paralysis.
Plasma potassium levels are commonly
altered during these attacks of paralysis,
and, while incompletely understood, prob-
ably has to do with the fact that the vast
majority of the potassium in the body,
>95%, is found in the muscle. The anxi-
ety that surrounds clinical management of
such changes is that very small amounts of
potassium dramatically change the plasma
potassium concentration and this is a crit-
ical determinant of the potassium Nernst
potential (hence the membrane potential
of all cells) and such changes in the heart
pose the risk of fatal arrhythmia.

The ranges of phenotypes gain-of-
function LQT3-like incompletely inac-
tivating SCN4A alleles produce in-
clude: (1) hyperkalemic periodic paral-
ysis (HYPP), (2) hypokalemic periodic
paralysis (HOKPP), (3) paramyotonia con-
genita, a cold exacerbated myotonia and
(4) potassium-activated myotonia.

HYPP alleles are the most common, and
the disorder is characterized by short, mild
frequent attacks of profound weakness
beginning in infancy and provoked by rest
just after exercise or stress. Commonly, the
individual performs significant physical
exertion, then sits to rest and finds
he is unable to move for an hour
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or more (although respiration is not
compromised). There is often myotonia
between attacks. During an attack, plasma
potassium levels rise to pathological levels,
probably via release from the depolarized
muscle. The alleles are characteristically
missense mutations altering amino acids
in the transmembrane spans of the
channel protein. Andersen syndrome,
discussed above as caused by LQT7 alleles,
additionally has the muscle phenotypes of
HYPP and that of MHS, discussed below,
suggesting an intrinsic relation between
the two. Furthermore, some HYPP alleles
of SCN4A additionally produce MHS, and
the gene is probably also the MSH2 locus,
a rare cause of the phenotype.

HOKPP is characterized by an onset in
the second decade of infrequent, profound
painless episodes of weakness that can
last for days. During an attack, the
plasma potassium can fall to dangerous
levels, presumably being driven into the
muscles. The factors known to incite
the attacks are known to physiologically
have this activity. They include insulin or
glucose intake (which stimulates insulin
release) and the hormonal changes that
occur upon awakening. Two other loci,
CACNA1S and KCNE3, also have alleles
that produce HOKPP. Missense dominant
alleles of CACNA1S, encoding the major
α1, subunit of the muscle voltage-gated
calcium channel, were the first recognized
and remain the most common cause
of hypokalemic periodic paralysis. Most
recently mutations in one of the skeletal
muscle potassium channels involved in
the rapid repolarization of the membrane,
encoded by KCNE3, a relative of the LQT5
and LQT6 genes also have been shown
to cause HOKPP. With this discovery, all
of the members of the fully ascertained
KCNE gene family are proven pathogenic
loci, suggesting such familial relationships

may be useful in promoting candidate
genes for evaluation in disease association
(Table 1).

6.4
Malignant Hyperthermia

The pathophysiology of malignant hyper-
thermia is typical of a pharmacogenetic
syndrome; it involves an inciting agent,
typically an inhalation anesthetic such
as halothane, and an individual with a
predisposing genotype. The pathogenic
mechanism arises from a dramatic rise in
muscle cytoplasmic calcium as the hyper-
sensitized SR stores are discharged. This
then secondarily produces contracture of
the muscles and a hyper-metabolic state of
glycogenolysis, ATP depletion, and lactic
acidosis driven by the attempt to rese-
quester calcium. This process evolves to
produce hyperthermia (not fever) from
activity of the contractile machinery and
mitochondrial respiration, and disruption
of the muscle membranes, releasing myo-
globin, creatine kinase, and potassium,
and leading to renal failure, disseminated
intravascular coagulation and death The
predisposing genotypes enhance the sen-
sitivity of the calcium release process,
which primarily involves the sarcolemmal
calcium channel and the SR calcium re-
lease channel. Missense alleles altering
either the cytosolic loop of the CACNA1S-
encoded α1 calcium channel subunit or
its contact domains on the ryanodine
receptor render this complex hypersen-
sitive and capable of triggering massive
calcium release, muscle activation, and
malignant hyperthermia (Fig. 11). Over
50% of the cases are caused by dom-
inant MHS1 alleles of RYR1 and the
next most common cause is dominant
MHS5 alleles of CACNA1S. Some of the
HYPP alleles of SCN4A additionally seem
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to produce this syndrome, and it proba-
bly reflects MHS2. Three other MHS loci
have been mapped but susceptibility alleles
have yet to be identified. Additionally, this
phenotype is also a component of Ander-
sen syndrome, discussed above, affecting
the potassium channel that controls the
resting membrane potential in muscle
and heart, KCNJ2 (Fig. 8). Finally, alle-
les of RYR1 also cause central core disease
(CCD), a congenital myopathy character-
ized by nonprogressive proximal muscle
weakness and distinctive muscle fiber his-
tology. While individuals with CCD do
have a susceptibility to anesthetic-induced
MHS, the remainder of the disease phe-
notype is constitutive and does not require
pharmacological induction, and therefore
the disorder is illustrative of the contin-
uum between genetic and environmen-
tal disease.

6.5
Other Monogenic Muscle Ion Channel
Syndromes

Dominant gain-of-function mutations in
four of the five subunits that compose
the nAChR found at the neuromuscu-
lar junction and encoded by CHRNA1,
CHRNB1, CHRND and CHRNE produce
slow-channel congenital myasthenic syn-
drome (SCCMS), a phenotype character-
ized by muscle weakness. Acetylcholine
dissociates slowly from these mutant re-
ceptors, leaving them persistently acti-
vated, depolarizing the membrane. One
might guess that the prolonged receptor
activation the mutant alleles produce will
give a hyperexcitable muscle; however, as
was discussed above in the periodic paral-
ysis syndromes, the phenotype seen is
produced by the loss of sodium channels
into the inactive state in this chronically
depolarized tissue.

6.6
Autoimmune Channelopathies in Muscle

Myasthenia gravis (MG) is one of the clas-
sic autoimmune diseases, first placed on
a molecular footing in the early 1970s,
well before the era of the monogenic
channelopathies. It develops in mid-life,
produces facial, respiratory, and limb mus-
cle weakness and is associated with tumors
of the thymus and antibodies to the
nAChR. It is clear that the antibodies pro-
duce the disease, since they can passively
transfer the symptoms and their removal is
therapeutic. The autoantibodies accelerate
the destruction of the nAChR, reduc-
ing their abundance in the synapse and
hence the efficacy of synaptic transmis-
sion. This was first observed as a decrease
in the size, but not number, of MEPPs,
suggesting that the ACh-filled vesicles
were normally releasing quanta of neu-
rotransmitter, but that they had a smaller
postsynaptic effect, causing weakness. En-
hancing the synaptic concentration of ACh
by inhibiting acetyl cholinesterase rapidly
improves strength, and is used diagnos-
tically and therapeutically (Fig. 9). Note
that the muscle phenotype is very simi-
lar to that created by SCCMS alleles of the
nAChR subunit genes, discussed above,
but that those genetic syndromes do not
have thymus tumors or autoantibodies,
confirming that receptor dysfunction does
not cause those findings in MG, the tu-
mor appearing to be primary and causal in
autoimmunity.

Lambert-Eaton myasthenia syndrome
(LEMS) is another autoimmune disor-
der that produces a clinical picture very
similar to that of MG, but preferentially
targeting proximal limb muscles and be-
ing associated with small-cell carcinoma
of the lung. It additionally produces symp-
toms referable to the autonomic nervous
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system, such as dry mouth, so it is clear
that the epitope targeted by the antibodies
is not strictly limited to muscle. In fact,
the antibodies are directed at the P/Q-
type voltage-gated calcium channels of the
presynaptic neuron. This channel is en-
coded by CACNA1A and is similar to
its family members expressed in heart
and skeletal muscle, but it participates in
excitation-secretion coupling (not EC cou-
pling), serving as a calcium entry pathway
that couples the propagated AP to the bio-
chemical pathways underlying neurotrans-
mitter release at the presynaptic bouton,
to be discussed below. It is distinguished
from its family members by its high affinity
for ω-conotoxin. Antibodies do not cross
the blood-brain barrier, so symptoms in
the autoimmune disorders are confined to
effects in the periphery. As will be seen
below, very different symptoms arise from
genetic lesions in CACNA1A where CNS
symptoms predominate.

7
Ion Channel Diseases of Nerve

7.1
Function of Ion Channels in Neurons

The neuronal AP is very similar to that
of muscle: typically, activation is initiated
across a synapse, neuroreceptors and their
endogenous or coupled channels are ac-
tivated, the supra-threshold summated
postsynaptic currents in turn trigger a
rapidly spreading depolarization wave by
voltage-gated sodium and calcium chan-
nel currents, this is rapidly followed by
a repolarization driven by potassium cur-
rents, and the AP couples to biochemical
effector pathways through a rise in the
cytosolic calcium concentration. Despite
this gross oversimplification of all of

the diversity of neuronal structure and
function, and their vastly more complex
geometry, the major distinctions from
muscle lie at the afferent and effer-
ent ends of the neuronal transduction
pathway, not in the propagated AP in
between.

First, neurons have a vastly more
complex variety of activating, as well as
inhibitory, neuroreceptors and synapses
than muscle, and they are primarily found
at the branching dendritic, or afferent,
ends of the prototypical neuron (Fig. 12).
The receptors produce both depolarizing,
excitatory, as well as hyperpolarizing,
inhibitory, postsynaptic potentials (EPSPs
and IPSPs) that, like the MEPPs of muscle,
summate over time, but also through the
complex spacial geometry of the arborized
dendritic tree. This summation serves the
‘‘computational’’ function of the neuron;
some combinations of dendritic inputs
will drive the soma, or neuronal cell
body, to initiate an AP that is propagated
down the axon, while others that differ
slightly in timing, spacial geometry of the
activated synapses, or the mix of incoming
neurotransmitters will not.

Second, when the neuron does ‘‘de-
cide’’ to produce a propagated AP, the
elevated cytosolic calcium wave does not
participate in EC coupling, but rather in
excitation-secretion (ES) coupling, the con-
trolled release of neurotransmitter into
another synapse (Fig. 10), as was briefly
discussed for LEMS, above. In the neu-
ron, the calcium-coupled neurosecretion
events occur after the AP has been con-
ducted down the axon, the long cellular
projection that serves as the efferent and
effector side of the neuron. There a wide va-
riety of small-molecule neurotransmitters
can be released into a synapse to initiate in
the downstream neuron the process just
described above (Fig. 12).
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7.2
Ion Channel Dysfunction in Seizures

As opposed to the situation in heart and
muscle, synchrony of electrical activity in
the CNS is actively prevented. An abnor-
mally synchronous discharge of neurons
in the CNS produces a seizure, a patho-
logical state characterized by a stereotyped
alteration in behavior. Seizures are the
most common monogenic ion channel
phenotype in the CNS and in many ways
are similar to the arrhythmia phenotype
that arises in the hyperexcitable LQT heart.
Both are periodic disorders in constitu-
tionally hyperexcitable tissues in which

the normal rhythmic electrical activity of
the tissue is temporarily lost. However,
whereas the heart is typified by its ex-
tremely homogeneous set of responding
cells, the CNS displays maximal tissue
complexity both in terms of the number
of different cell types present and in the
number of different ways they connect
with and influence one another in stim-
ulatory or inhibitory fashions. Therefore,
while one can visualize the very specific
and individual contribution each channel
type makes to components of an action
potential perturbed in LQT in the heart
or in the skeletal muscle syndromes, one
can much less specifically interpret how
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Tab. 2 Unlike heart, must still guess WHERE neuronal channels act.

Seizures:
BFNC1 KCNQ2 Haploinsufficiency, decrease IK
BFNC2 KCNQ3 Haploinsufficiency, decrease IK
ADNFLE CHRNA4 GOF increase activation, increase INa
ADNFLE CHRNB2 GOF increase activation, increase INa
GEFS+ SCN1B GOF decrease inactivation, increase INa
GEFS+ SCN1A GOF decrease inactivation, increase INa
GEFS+ SCN2A GOF decrease inactivation, increase INa
GEFS+ GABRG2 Dominant missense, decrease ICl
JME GABRA1 Dominant missense, decrease ICl
JME CACNB4 Dominant missense, ICa
SMEI SCN1A Haploinsufficiency, decrease INa

. . .f KCNA1 Haploinsufficiency, decrease IK

. . .f * CACNA1A Dominant negative, decrease ICa

Ataxia
. . .f * CACNA1A Dominant negative, decrease ICa
SCA6 * CACNA1A Dominant CAG expansion, decrease ICa
EA2 * CACNA1A Haploinsufficiency, decrease ICa
EA1 KCNA1 Haploinsufficiency, decrease IK

Migraine:
FHM1 * CACNA1A Dominant missense, decrease ICa
FHM2 ATP1A2 Dominant loss-of-function

Sources: Gargus, J.J. (2003) Unraveling monogenic channelopathies and their
implications for complex polygenic disease, Am. J. Hum. Genet. 72(4), 785–803.
* Different manifestations of P/Q channel dysfunction;
f – case reports, discussed in text.

or even where the channel dysfunction
underlying seizures occurs. Also, rhythm
disorders in the heart are often a once in
a lifetime event; in the CNS they are usu-
ally a lifelong chronic condition, epilepsy.
Epilepsy is also a useful phenotype to serve
as a springboard to understanding the
other major monogenic CNS channelopa-
thy phenotypes, ataxia and migraine, as
they can be allelic.

While the complexity of neuroanatomy
obscures functional analysis of the mu-
tations causing monogenic epilepsy syn-
dromes, extrapolation from the cardiac
and muscle syndromes provides a sim-
plified predictive framework of molecular
pathology: K+ and Cl− channels, which
physiologically stabilize excitable tissue,

will likely have pathological lesions that di-
minish their current, and Na+ and Ca++
channels, which physiologically excite the
tissue, will likely have gain-of-function le-
sions (Table 2).

7.3
Hereditary Epilepsy Syndromes

Nearly 40% of all epilepsy is associated
with no macroscopic pathological lesion,
and is therefore classically referred to
as idiopathic epilepsy, a common disorder
that affects ∼ 1% of the population.
It is overwhelmingly a genetic disease,
with monozygotic twins greater than 95%
concordant for the phenotype; however,
nearly all cases are polygenic and most of
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those genes still remain to be identified.
Obviously, since ion channels control
electrical activity in the CNS, as in the heart
and muscle, they are strong functional
candidates for this disorder. In man, they
were the first identified, and remain nearly
the exclusive, proven genetic causes of
epilepsy. Only a handful of rare monogenic
epilepsy syndromes are recognized, but
predictably success at pathogenic allele
definition has thus far come only from
these rare monogenic syndromes.

7.4
LQT-like Loci and Alleles in Neuronal
Syndromes

The first rare monogenic seizure syn-
drome for which the major etiological
genes were identified was benign familial
neonatal convulsions (BFNC), a rare au-
tosomal dominant disorder characterized
by a brief period of seizures in the neona-
tal period, generally resolving in weeks,
but 10% having persistent adult epilepsy.
The BFNC loci were mapped to chromo-
somes 20 and 8. The BFNC1 gene was
positionally localized within chromosome
20q13.3 taking advantage of a family with
the syndrome and a microdeletion chro-
mosome. The interrupted locus contained
a promising candidate gene, KCNQ2, a
member of the LQT1 gene family that
was predominantly expressed in neurons.
Unlike the LQT1 alleles that demonstrate
dominant-negative interactions in vitro,
this first BFNC1 allele was a null, and
most subsequent alleles are simply loss-of-
function. The relevant neuronal currents
mediated by this channel must be so crit-
ically tuned that pathogenic alleles can
achieve dominance simply via haploinsuf-
ficiency. Heterozygous null mice display
a milder inducible pharmacogenetic syn-
drome, showing no basal seizures, but

only an increased sensitivity to seizure-
inducing drugs. Presumably, the strain’s
polygenic background raises their seizure
threshold making them appear much like
silent-carrier family members of the ‘‘spo-
radic’’ LQT syndrome probands who have
disease produced by weak alleles.

Since the KCNQ family had the demon-
strated ability to produce disease, other
family member genes were sought by ho-
mology. KCNQ3 was thus identified, and
mapping to chromosome 8q, was a tempt-
ing candidate for the second BFNC locus,
a hypothesis proven by finding loss-of-
function alleles segregating in a family.
While both KCNQ subunits produced
channels when expressed in vitro, neither
subunit alone produced a recognizable
current. However, KCNQ2 and KCNQ3
were subsequently recognized to hetero-
multimerize to form the ‘‘M current,’’
a long-sought signature potassium cur-
rent activated by muscarinic acetylcholine
receptors (mAChR) (Fig. 10). Therefore,
both their gene-family relationship and
their functional subunit interaction help
explain the common phenotype that mu-
tations in either gene produce. The final
member of this KCNQ family, KCNQ5,
mapping to chromosome 6q14, and the
only member still to be associated with
a disease, is expressed in neurons and
can also interact with KCNQ3 to produce
M current, making it an extremely strong
functional candidate disease gene.

7.5
Other Monogenic Ion Channel Epilepsy
Syndromes

The gene CHRNA4 was the first ion
channel gene demonstrated to contribute
pathogenic alleles to an epilepsy syn-
drome. It is found on chromosome 20q13
and encodes the most abundant neuronal
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isoform of the major subunit, α4, of the
nAChR. Unlike the mAChR, discussed im-
mediately above, which couples to channel
gating via G-protein activation (a G-protein
coupled receptor, GPCR), the nAChR, like
that found in muscle, is a heteropen-
tameric receptor/channel that is itself a
ligand-gated nonselective cation channel,
its activation depolarizing the membrane
(Fig. 10). It is closely related to the mus-
cle nAChR, which participates in the
phenotype of SCCMS congenital myas-
thenia. In the nerve, it is composed of
two α- and three β-homologous subunits,
each with four transmembrane α-helices
(Fig. 5). The rare seizure syndrome, au-
tosomal dominant nocturnal frontal lobe
epilepsy (ADNFLE), producing a pheno-
type with brief clusters of frontal seizures
that occur at night, was mapped to this
region in a family and missense alleles
identified. To date, three alleles have been
recognized, all altering the channel pore
region and receptor function but having
no obvious common effect on in vitro chan-
nel behavior. More recently, mutations in
the most abundant neuronal β-subunit,
β2, were also recognized to cause this
syndrome, suggesting that the channel
isoform relevant to this phenotype is an
α4β2 pentamer. These missense alleles in
CHRNB2, located on chromosome 1q21,
produced the common in vitro effect of
receptor activation, suggesting that some
depolarizing gain of function is probably
the mechanism of dominant pathogene-
sis, like that found in the SCCMS muscle
pathogenic homologs. The vulnerable cell
in the CNS whose function is perturbed
by these mutations, however, remains to
be defined.

Fever, a common accompaniment of
many illnesses, lowers the seizure thresh-
old so it is not surprising that febrile
seizures are by far the most common

polygenic seizure disorder, affecting 3% of
children worldwide. While these suscepti-
bility genes remain to be defined, a rare
Mendelian dominant seizure syndrome
that includes febrile seizures provides the
first lead to their identification. This febrile
seizure syndrome additionally evolves to
include a variety of afebrile seizures, and
is called generalized epilepsy with febrile
seizures plus (GEFS+). The first locus re-
sponsible for GEFS+ was mapped in a
large family to chromosome 19q13.1 and
a missense mutation was identified in
an auxiliary subunit of the voltage-gated
sodium channel. This subunit, the β1 sub-
unit encoded by the gene SCN1B, has a
single transmembrane helix and functions
only to modify the activity of the large
α-subunit (Fig. 5). Subsequently, muta-
tions producing GEFS+ or closely related
syndromes were identified in two differ-
ent adjacent neuronal sodium channel
α-subunit genes, SCN1A and SCN2A, on
chromosome 2q24. Not until the α1 sub-
unit alleles were coexpressed with their
auxiliary β-subunits did a reproducible pic-
ture of defective channel inactivation and
sustained sodium current appear. This is
a picture similar to that observed with the
LQT3 and HYPP and HOKPP alleles of the
gene-family members SCN5A and SCN4A,
respectively. As in the heart, most simply, a
persistent sodium channel current can be
viewed as a gain-of-function dominant le-
sion that favors a hyperexcitable state; how-
ever, the periodic paralysis lesions caution
that hyperexcitability can easily transition
into inexcitability, through the inactivation
mechanism, and this dichotomous nature
of sodium channel lesions is reinforced by
the recent observations that a rare, very se-
vere dominant seizure syndrome, initially
associated with febrile seizures, called se-
vere myoclonic epilepsy of infancy (SMEI),
proved to be allelic with GEFS+. All of
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dozens of known alleles were shown to be
new mutations in SCN1A, and their na-
ture (e.g. frameshift, nonsense) suggests
they are predominantly functional nulls.
While the physiological interpretation of
these findings is clear, together they are
puzzling; haploinsufficiency for the major
subunit of the sodium channel produces a
very severe dominant loss-of-function phe-
notype via some critically tuned cell type;
a milder syndrome being caused by the
dominant gain-of-function GEFS+ alleles.

The remaining GEFS+ locus, GABRG2,
found within a cluster of GABA recep-
tor genes on chromosome 5q31, encodes
the γ2 subunit of the inhibitory GABAA
receptor. The GABAA receptor, like the
nAChR discussed above, is a pentameric
ligand-gated channel, but it differs in
that instead of conducting a depolarizing
cationic current, it conducts a stabiliz-
ing chloride current (Fig. 5). This receptor
is the major mechanism through which
GABA, the principle inhibitory neurotrans-
mitter in the brain, functions. It is at this
site that the benzodiazepine drugs act to
treat seizures, by potentiating GABA ef-
fects, and that toxins, such as picrotoxin,
act to induce seizures, by blocking GABA.
So physiologically the inhibitory, neuronal
silencing, activity of GABA participates
in preventing seizures. The GEFS+ al-
lele produces a decrease in GABA-induced
chloride current in vitro. Therefore, like the
seizure-inducing toxins, seizure-inducing
mutations alter receptor/channel function
to produce less GABA-induced stabiliz-
ing current.

While some human ‘‘seizure’’ genes
have not recapitulated that phenotype
in mice (for instance, mice homozy-
gous for null alleles of CHRN4A and
CHRNB2 – the two loci thus far recog-
nized with alleles causing ADNFLE in
man – have a phenotype that alters the

pain response, not seizures), spontaneous
mutations producing a seizure phenotype
in mice have led to the recognition of an
important new category of ion channel
seizure disorders in man, those altering
voltage-gated calcium channel function.
More importantly, those loci have proven
to be particularly informative for their
ability to tie the various neurological
phenotypes together in an interpretable
fashion. As discussed above, the voltage-
gated calcium channels are similar to the
voltage-gated sodium channel, and the
major pore-containing α1 subunit that
dictates the channel’s subtype is pseu-
dotetrameric with its function modified
by the auxiliary β, γ , and α2/δ sub-
units (Fig. 5). Alleles in all four different
types of neuronal voltage-gated calcium
channel subunit genes produce a mono-
genic absence seizure phenotype in mice.
The ‘‘lethargic,’’ ‘‘stargazer,’’ and ‘‘ducky’’
mice are recessive phenotypes produced
by mutations altering neuronal calcium
channel auxiliary subunits, CACNB4 en-
coding a β-subunit, CACNG2 encoding
a γ -subunit, and CACNA2D2 encoding a
protein cleaved to produce the α2 and δ-
subunit, respectively. Of these three genes,
a human phenotype has been reported
only for mutations in the first. The human
CACNB4 gene maps to human chromo-
some 2q22-q23 and two dominant alleles,
a truncation and missense allele, were
found in families with a dominant seizure
syndrome. The human CACNG2 maps
to chromosome 22q13.1 and the human
CACNA2D2 gene maps to 3p21.3, both
remaining only promising seizure candi-
date genes in man. The ‘‘tottering’’ and
‘‘leaner’’ mice are recessive seizure pheno-
types produced by alleles of CACNA1A, the
gene encoding the major α1 subunit of the
neuronal P/Q-type calcium channel. The
P/Q-type calcium channel plays a major
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role in calcium entry underlying synaptic
release of the major excitatory neurotrans-
mitter, glutamate, and while this process
is decreased in the mutants, suggesting
they are hypomorphic alleles, it is un-
clear how this produces a hyperexcitable
seizure phenotype.

7.6
Monogenic Ataxia and Migraine
Syndromes

While the ‘‘tottering’’ and ‘‘leaner’’ mice
are recessive seizure phenotypes pro-
duced by alleles of CACNA1A, a seizure
phenotype is not the major phenotype
caused by mutations in this gene in man.
Human mutations in CACNA1A, which
maps to chromosome 19p13, have been
shown to cause three apparently distinct
and different late-onset neurological dis-
ease phenotypes: episodic ataxia type 2
(EA2), familial hemiplegic migraine type
1 (FHM1), and spinocerebellar ataxia type
6 (SCA6). The EA2 alleles are predomi-
nantly truncations, with over 22 known
alleles, including frameshift and splice site
mutations, but also five missense alleles,
some altering conserved pore residues pro-
ducing complete loss of function. It is
therefore presumably a haploinsufficiency
dominant loss-of-function syndrome. Fa-
milial hemiplegic migraine is caused by at
least nine known missense alleles produc-
ing no obvious uniform functional change
in calcium current in vitro; therefore, the
relevant functional change they share in
common is presumably subtle. Finally,
SCA6 is a progressive degenerative phe-
notype primarily caused by trinucleotide
expansion alleles. The polymorphic CAG
repeat encodes a C-terminal polyglutamine
repeat of 5 to 20 residues in unaffected
individuals. Pathogenic alleles encode 21
to 30 glutamines. The only point mutant

allele recognized to produce the syndrome
is G293R, which changes a conserved pore
residue. An intermediate-length CAG re-
peat allele with only 20 repeats produced
the milder phenotype of EA2.

Thus, the four allelic CACNA1A dis-
eases in man and mouse are clearly closely
related at the molecular level. The pheno-
types also can blend one into the other, for
instance, many individuals with FHM have
ataxia as do most of the murine seizure
mutants, and recently a dominant-negative
truncation allele has been reported to pro-
duce a syndrome of progressive ataxia and
seizures in a child. In man, the mildest
alleles appear to be the missense muta-
tions producing FHM1. On a phenotypic
continuum, these appear to be hypomor-
phic since the truncations, pore mutations,
and intermediate repeat expansions pro-
duce EA2, apparently a haploinsufficiency
syndrome. Expanding the polyglutamine
repeat by only a few additional residues
yields the potent long-repeat alleles pro-
ducing the progressive SCA6 syndrome,
which can also be produced by one spe-
cific missense pore mutation. While the
mechanism of action of all pathogenic
polyglutamine expansion alleles are con-
troversial, if the three human CACNA1A
phenotypes are truly the continuum sug-
gested by the EA2 intermediate repeat
phenotype, these repeat expansion alleles
should be dominant negative to eliminate
more of the P/Q current than haploinsuf-
ficiency and to keep the progression of
allele potency parallel to the severity of
the symptoms and pathology. While all of
the human alleles produce the phenotype
in heterozygotes, the mouse seizure alle-
les, which are missense, like FHM1, and
demonstrated to be hypomorphic, produce
no phenotype in heterozygotes, including
knockout null alleles; decreased synaptic
glutamate neurotransmitter release and
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seizures being produced only in the ho-
mozygotes.

Another strong clue of the relationship
between ataxia and seizures comes from
the other known episodic ataxia locus,
EA1. EA1 is produced by dominant loss-
of-function alleles of perhaps the most
‘‘famous’’ potassium channel, ‘‘shaker’’,
named after its mutant phenotype in fly,
and the paradigmatic first K+ channel
cloned. It is a voltage-gated potassium
channel formally called KCNA1. Knock-
out null alleles in the mouse produce a
recessive seizure disorder, with the het-
erozygotes lacking a phenotype, just like
the calcium channel mutants, but like
them showing a reduced threshold for
induced seizures, hinting at a potential
mechanism for pharmacogenetic neuro-
logical syndromes in man. While the vast
majority of EA1 patients have only ataxia,
a few cases have been reported to addition-
ally have seizures.

Just as examining both loci that produce
episodic ataxia, EA1 and EA2, informs the
underlying pathophysiology of the indis-
tinguishable diseases they produce, so too
does examining both loci that cause fa-
milial hemiplegic migraine, FHM1 and
FHM2. Whereas FHM1 alleles are sub-
tle missense mutations of the calcium
channel-encoding CACNA1A gene, re-
cently FHM2 alleles were discovered to be
mutations in ATP1A2, the gene encoding
the α2 subunit of the Na/K-ATPase, one
of the major ion pump mechanisms re-
sponsible for establishing the ion gradients
tapped by ion channels (Fig. 6). This is the
first disease that is established to be caused
by mutations in the Na/K pump, a central
physiological mechanism. All FHM2 al-
leles identified to date are missense and
alter narrowly conscribed domains of the
pump protein. While loss-of-function and
haploinsufficiency mechanisms are more

suggestive of deletions and other forms
of more readily produced null alleles than
the observed constrained missense, this
has been suggested to be the mechanism
of some pathogenic alleles; however, de-
tailed enzyme kinetics have more recently
shown others to achieve dominance by
gain of function, producing altered kinet-
ics of the pump. It is still not clear what
biophysical property of the neuron is per-
turbed in common by all of the FHM
lesions, although a common denominator
seems to be membrane depolarization and
elevated cytosolic calcium.

7.7
Other Monogenic Neuronal Ion Channel
Syndromes

One of the first monogenic CNS ion
channel disorders for which the un-
derlying pathogenic alleles were identi-
fied is the rare disorder hyperekplexia
(HE), more commonly called Startle syn-
drome. The phenotype includes hypertonia
and a severe startle reaction that sim-
ulates a drop seizure. It is produced
by dominant and recessive mutations
in GLRA1, the gene encoding the α1
subunit of the glycine receptor/channel.
Since like the inhibitory GABA – and
excitatory nAChR – receptor/channels, de-
scribed above, the chloride-conducting in-
hibitory glycine receptor is a ligand-gated
ion channel, sharing with other members
of this channel family a subunit structure
with four membrane-spanning helices and
a characteristic heteropentameric compo-
sition (Fig. 5), it is not surprising that
recessive mutations in the GLRB gene,
encoding the glycine receptor β-subunit,
also cause the same HE phenotype. Fur-
ther, it is interesting that pathogenic alleles
in all three types of ligand-gated chan-
nels, causing the discussed syndromes
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of HE, SCCMS, ADNFLE, and GEFS+,
are missense mutations primarily altering
residues in the extracellular loop between
the second and third transmembrane helix
that controls gating, suggesting a related
molecular pathogenesis of these macro-
scopically distinct diseases.

Many of the mutations that underlie
hereditary defects in the special senses,
such as vision and hearing, are found
in ion channel genes. X-linked congen-
ital stationary night blindness type 2 is
caused by defects in the retinal-specific
close relative of both the neuronal cal-
cium channel ‘‘seizure-ataxia-migraine’’
gene CACNA1A and the skeletal mus-
cle ‘‘HOKPP periodic paralysis’’ gene
CACNA1S, discussed above. The syn-
drome is caused by several loss-of-function
mutations in CACNA1F. Color vision re-
quires, in addition to the three cone opsin
pigment genes, mutations in which cause
loss of color detected by one cone type,
only the genes encoding the two sub-
units of a specific cyclic nucleotide-gated
heteromultimeric ion channel found in
the photoreceptor membrane (Fig. 5). De-
fects in these channel subunits cause
color blindness due to dysfunction of all
cones. Rod monochromacy is produced by
at least 10 recessive missense alleles of
CNGA3 and Achromatopsia type 3 is pro-
duced by missense loss-of-function alleles
in CNGB3.

Nonsyndromic deafness (NSD) is pro-
duced by mutations in dozens of genes,
including those potassium channel genes
that contribute alleles to produce Jervell
and Lange-Nielsen recessive LQT syn-
drome, discussed above. Additionally, the
genes encoding subunits of a very dif-
ferent type of channel, the connexin gap
junctions (Figs. 5 and 13), are the most
common source of alleles for NSD, being
polymorphic in many populations. Gap

junctions serve to connect all types of cells
via a large nonselective pore that medi-
ates the transit between cells of not only
ions but also small macromolecules and
metabolites. They are functionally dimers
contributed by each member of a pair of
cells, each cell membrane having a hex-
americ hemichannel that seals together
with its partner. Each hemichannel is com-
posed of the family of connexin subunits.
Alleles of GJB2, encoding connexin 26,
are the most common cause of NSD.
There are a few dominant alleles, but
several dozen recessive alleles, including
one specific polymorphic pathogenic al-
lele, 35delG, which accounts for as many
as 4% of the European Caucasian alleles.
Alleles of GJB6 and GJB3 also contribute
to this syndrome. The mechanism by
which they act appears to be similar
to that of the Jervell and Lange-Nielsen
LQT alleles; they perturb the formation
of the potassium-rich endolymph fluid in
the inner ear that is required for signal
transduction. Curiously, some alleles of
all three connexin genes also cause dis-
tinct hyperkeratotic skin syndromes with
or without deafness.

7.8
Acquired CNS Ion Channel Syndromes

Just as cardiac failure produces an al-
tered pattern of ion channel gene ex-
pression, and thereby creates an acquired
channelopathy arrhythmia syndrome (see
Sect. 5.7), experimental forms of induced
temporal lobe epilepsy, the most common
form of adult epilepsy, greatly reduce ex-
pression of the KCND2 potassium channel
gene, producing a downregulation of the
neuronal A-type potassium current and
a reduced threshold for seizure initiation
in the hippocampus, a common origin
for such seizures. Thus, seizure activity
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produces a reduced threshold for subse-
quent seizures.

7.9
Polygenic Syndromes of Altered CNS
Excitability

While most common seizure, migraine,
and ataxia syndromes behave as complex
polygenic traits, not as the simple mono-
genic Mendelian traits discussed above,
and none of the genes involved in the poly-
genic forms of the disease have yet been
convincingly demonstrated, a definition of
the shared pathophysiology of these mono-
genic syndromes is likely to provide the
best leads to the nature of those genes and
to novel therapeutics for these common
diseases. Likewise, while the definition
of specific pharmacogenetic syndromes of
altered neural excitability is only in its in-
fancy, largely limited at this time to the
definition of those individuals with altered
rates of metabolism of seizure or antipsy-
chotic medications, one would anticipate
a dramatic impact on neuropsychophar-
macology just by defining the genotypic
basis of the wide variance now observed
in patient response to current neuropsy-
chiatric drugs. Additionally, it is likely that
polygenic ion channel disorders produce
a wider range of phenotypes in the CNS
than those already revealed by the mono-
genic disorders. The salient feature of the
CNS ion channel disorders, as well as
those in the heart and muscle, was that
they arose from a periodic disturbance in
normal rhythmic activity. They were intrin-
sically episodic disorders, although many
progressed to become constant. Many of
the common complex polygenic neuropsy-
chiatric disorders share this character.
Further, several of the drugs used to treat
the recognized channel phenotypes are ad-
ditionally used to treat these disorders (e.g.

valproate is used to treat both seizures and
bipolar disease). Ion channel genes are
thus important ‘‘functional candidates’’
to pursue within the broad chromosomal
regions shown through linkage or link-
age disequilibrium to be associated with
these diseases, and are particularly intrigu-
ing should alleles be recognized that are
similar in activity to those seen in the
monogenic channel disorders.

8
Ion Channel Diseases of Epithelia

8.1
Structure and Function of Epithelial
Tissues

Epithelia are sheets of polarized cells
(sometimes consisting of many layers but
only one cell layer of which is functionally
significant) that participate in the transport
of ions, water, and metabolites, not
merely in and out of the cell, but fully
across the entire cell sheet (Fig. 13). The
epithelial cells are not excitable, like heart,
muscle, and nerve, but they are electrically
and metabolically coupled horizontally by
gap junctions, described above, and the
epithelial sheet therefore functions nearly
as though it was two sheets of parallel
membrane with cytosol between. One
side of the epithelial sheet, called the
basolateral membrane, faces the blood and
is relatively unspecialized; the other, called
the apical membrane, lines a nonblood
compartment, often the lumen of a tubule,
and the membrane is often elaborated into
a brush border and microvilli (Fig. 13).
It is primarily in the apical membranes
that are found the many special channels
and transporters that distinguish one
epithelium from another. The point of
demarcation between the two faces of
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Fig. 13 Structure of epithelia.

an epithelial cell is the tight junction, the
special barrier-forming connection made
between adjacent cells in the epithelium
(Fig. 13).

Epithelia serve two essential functions
in physiology that can be perturbed in
disease: to transport salt, water and other
substances from one compartment to
another, and to maintain gradients of
salt, water, or other substances between
compartments. While all epithelia share
a fundamental organization and have
in common a basic set of transport
functions, various epithelia are optimized
to perform one or the other of these two
principle functions, and this is primarily
conferred by the nature of the tight
junctions between cells in the sheet.
Those optimized for rapid transepithelial

transport have ‘‘leaky’’ tight junctions
and large paracellular pathways between
cells providing a shunt parallel to the
transcellular pathway across the sheet, and
those optimized to form large electrical or
chemical gradients across the membrane
sheet have ‘‘tight’’ tight junctions that do
not allow the passage of ions and water
except through the cells.

8.2
Function of Ion Channels in Epithelia

Even though various epithelia transport a
wide spectrum of compounds, there are a
number of basic membrane properties that
they all share, and these shared properties
even extend to most nonpolarized mam-
malian cells, as introduced in Sect. 2. This
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generalization is most particularly true for
epithelial basolateral membranes, which
are much less specialized and more like
those of other cells. First there is a Na/K-
ATPase ion pump located in the basolateral
membrane (Figs. 6 and 14). This ATPase is
oriented so as to extrude Na+ from the cy-
toplasm in exchange for the uptake of K+.
Second, the electrical potential difference
across the basolateral membrane is electri-
cally negative (cell interior with respect to
the blood) and on the order of 50–60 mV,
like most mammalian cells. Third, the in-
tracellular ion concentrations reflect the
activity of the Na/K pump, with a high
internal K+, a low internal Na+ and a Cl−
concentration near its Nernst electrochem-
ical equilibrium potential (Fig. 6). Fourth,
the passive permeability of the basolateral
membrane is predominated by that for
K+, with low permeabilities to Na+ and
Cl−. Since K+ is not in electrochemical
equilibrium across the K+-permeable ba-
solateral membrane, the −60 mV resting
membrane potential is then a K+ diffusion
potential attenuated by low finite Na+ and
Cl− permeabilities. Finally, the properties
of the apical membrane of epithelia are
very diverse, but commonly are predom-
inated by a high Na+ permeability. The
specifics of these apical Na+ permeabil-
ities and their properties, however, vary
such that broad generalizations can not
be made. Major breakthroughs in under-
standing epithelial function occurred as
Ussing defined how simply opening a pas-
sive Na+ channel in the apical membrane
of an epithelial sheet with the five cardi-
nal characteristics described above allowed
transepithelial transport of sodium, and
later Curran defined how such vectorial
transport of sodium could be coupled to the
iso-osmotic vectorial transepithelial flow
of water and other solutes. To allow these
mechanisms to create a net flux, anion had

to be allowed to passively accompany the
transported Na+ since macroscopic elec-
troneutrality had to be maintained on both
sides of the epithelium, as it required an
enormous amount of energy to separate
charge across a membrane. As will be dis-
cussed below, if there is no pathway for
chloride movement, as occurs in cystic fi-
brosis, transepithelial salt and water flow
are greatly impeded.

8.3
Ion Channel Dysfunction and Diseases
in Epithelia

On one hand, the macroscopic phenotypes
produced by defects in epithelial channels
can be seen to reflect the wide range of
specific uses to which Nature has put ep-
ithelia: failure of lung, kidney, digestive
and other internal organs, deafness, sys-
temic fluid and electrolyte abnormalities,
and even abnormalities of morphogene-
sis. On the other hand, these phenotypes
all ultimately can be recognized to arise
from defects in either of the two cardi-
nal functions of epithelia, transepithelial
transport, or maintenance of transepithe-
lial gradients.

8.4
Cystic Fibrosis

Cystic fibrosis is the most common simple
genetic disease in Caucasians, nearly 5%
of the members of those populations car-
rying one pathogenic allele for this lethal
autosomal recessive disease, with one com-
mon allele, � F508, reflecting 70%, but
at least four other pathogenic alleles also
reaching polymorphic gene frequencies
(∼1%) and over 1000 alleles now being
known. It is also the first genetic dis-
ease for which the etiological gene and
pathogenic alleles were discovered strictly
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on the basis of only its chromosomal po-
sition, without benefit of a known protein
or a pathogenic allele created by a chromo-
somal rearrangement. It was additionally
a landmark since it represented the first
genetic channelopathy. The clinical phe-
notype of this disease – predominated by
failure of lung, pancreas, and intestinal
function – suggests nothing to bring to
mind ion channel processes in the con-
text discussed for the excitable tissues, and
only slowly is the full molecular patho-
physiology of this disease coming to light.

The gene, CFTR, standing for ‘‘cystic
fibrosis transmembrane regulator,’’ en-
codes a large transmembrane protein with
12 transmembrane helical spans, two cy-
tosolic ATP-binding domains, and a large
cytoplasmic regulatory domain that has
multiple phosphorylation sites (Fig. 5). It
is itself an ATP-regulated chloride channel,
activated by the combination of both direct
ATP binding and ATP-dependent phos-
phorylation via a cAMP-dependent kinase.

How does loss of function of this epithe-
lial chloride channel produce the multi-
faceted phenotype of CF? The key features
of the disease reflect epithelial dysfunction
and include very thick dehydrated mucus
secretions in the respiratory tree, which
become purulent with chronic infections
and progress to destruction of the lung
parenchyma and therefore chronic res-
piratory failure. Additionally, a majority
of patients have malabsorption caused by
pancreatic insufficiency, caused by plug-
ging of the secretory ducts resulting in
activation of the digestive enzymes within
the ducts and eventually pancreatic fibrosis
(hence CF’s old names ‘‘mucoviscidosis’’
and ‘‘cystic fibrosis of the pancreas’’). As
medical treatment allowed a longer lifes-
pan, it was recognized that nearly all males
at adulthood have infertility caused by
plugged atretic vasa deferens and that a

few percent of the patients first presented
as newborns with meconium ileus, an
obstruction of the newborn’s intestines
caused by cement-like intestinal contents.
The physiology of these complex secretory
processes was insufficiently understood to
lead to an understanding of this disease
or its diagnosis. However, the modern sci-
entific underpinnings of CF began during
a New York heat wave in 1953, when it
was astutely observed that many of the
children who were hospitalized for de-
hydration and salt depletion came to be
diagnosed with CF. The dehydration arose
because they secreted a salt-rich sweat.
This observation led di Sant’Agnese and
coworkers to the development of the diag-
nostic ‘‘sweat chloride test’’ based upon the
recognition that the high concentration of
chloride in sweat of CF homozygotes, well
before they became symptomatic, could
be distinguished from unaffected controls
or carriers. Not until 30 years later did
patch-clamp electrophysiology studies on
the sweat gland by Quinton and coworkers
establish that a defect in the function of an
epithelial chloride channel prevented the
physiological resorption of salt from sweat
during its transit through the duct. There-
fore, the cardinal aspects of transepithelial
transport, salt and water movements, were
impeded by the CF chloride channel de-
fect. As the sweat gland was a resorptive
epithelium, salt resorption was prevented,
so salt was wasted in sweat. The same
molecular lesion in the secretory epithelium
of the respiratory mucus gland, the pancre-
atic acinus, and the vas deferens resulted
in concretions of dehydrated product that
plugged and scarred the ducts, ultimately
destroying the tissues.

Despite the complicated name of the
CFTR channel it is clear that this protein it-
self functions as an ion channel, not just an
indirect regulator of other channels. This
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point is most simply made by classes of
mutant alleles that alter ion selectivity and
single-channel conductance, functions in-
trinsic to a channel and not subject to
its regulation. There are also informative
classes that alter channel gating; however,
this is a process subject to regulation, so
such alleles do not prove intrinsic chan-
nel activity. Likewise, the vast majority
of the mutant alleles are even less in-
formative in that they merely alter the
membrane protein’s biosynthesis, matu-
ration, and stability, telling little about
the protein’s function, but perhaps point-
ing to vulnerabilities that can be targeted
in therapy.

8.5
Renal Channelopathies

The range of the diversity of apical sodium
entry pathways available in epithelial de-
signs is reflected in channelopathies of the
kidney tubules, but mutations in the sub-
units of the heterotrimeric EnaC epithelial
sodium channels, encoded by SCNN1A,
SCNN1B, and SCNN1G, provide the sim-
plest entry to the pathophysiology of these
diseases. The α-, β-, and γ -subunits of this
channel are homologous to each other and
to the degenerins that participate as an
olfaction and neurodegeneration channel
in Caenorhabditis elegans. Each gene en-
codes a simple ion channel subunit that
contains cytoplasmic termini and only two
transmembrane helices (Figs. 5 and 6). Ex-
pression of the α-subunit alone produced
ion channel activity in vitro, but it did
not reflect a recognized native current.
Neither the β- nor γ -subunits alone pro-
duced any channel activity. All three sub-
units expressed together, however, could
be recognized to produce the amiloride-
sensitive, aldosterone-regulated sodium
channel best characterized in the principal

cell of the distal nephron (Fig. 14d), but
also found in the colon, lung, and ex-
ocrine glands, many places CFTR was
expressed. Amiloride is a diuretic drug,
and drugs we call diuretics are in fact na-
turetics in that they cause sodium wasting
by inhibiting a renal sodium resorption
mechanism. Each class of clinically useful
diuretic targets a different renal epithelial
apical sodium entry pathway, and, remark-
ably, mutations have been found targeting
each of these pathways, simulating the
effects of the diuretic drugs furosemide,
thiazide, and amiloride.

Just as without a rudimentary under-
standing of transepithelial transport one
would be unlikely to guess the phenotype
of CFTR mutations, it takes at least a su-
perficial appreciation of renal physiology
to derive the phenotype produced by these
mutations: alterations in blood pressure.
These days we tend to forget that salt is a
precious essential ingredient for life and
that loss of body salt (much more than
loss of body water, as will be discussed be-
low) results in blood volume depletion and
a syndrome of shock similar to that pro-
duced by a severe hemorrhage. While the
sweat gland is a relatively simple structure
that does a fair job of resorbing some salt
from the small volume of blood ultrafiltrate
that gives rise to the excreted fluid, the kid-
neys are Olympic performers in this field
in that they cope with fully one-fifth of the
cardiac output, sending one-fifth of that
across the glomerular filter (G) into the
epithelial nephron tubules, where in ex-
cess of 99.5% of the salt can be reabsorbed
by crossing the luminal apical membrane
and then the basolateral membrane back
into the blood, leaving by default un-
specified waste to be lost in the urine
(Fig. 14). The epithelial sheet that forms
the nephron tubule changes in character
along its length, and classical renal tubule
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segment names have now come to be as-
sociated with specific molecular transport
mechanisms. For instance, 66% of the fil-
tered salt is resorbed in first segment, the
proximal tubule (PCT), 25% in the thick
ascending limb (TAL) of the loop of Henle-
via the furosemide-sensitive apical Na-K-Cl
cotransporter, 7% in the distal convoluted
tubule (DCT) via the thiazide-sensitive api-
cal Na-Cl cotransporter, and the final 2%
via the amiloride-sensitive, aldosterone-
regulated heterotrimeric EnaC epithelial
sodium channels in the collecting tubule
(CT) (Fig. 14).

The kidney is capable of regulating
sodium resorption over a wide range to
compensate for changes in intake, using
only the final 2% of the filtered load. This
is all achieved by control of the abundance
of the EnaC epithelial sodium channels in
the principal cells of the CT by the adrenal
steroid hormone aldosterone (Fig. 14d).
Aldosterone is secreted in response to
angiotensin II, which in turn is pro-
duced from angiotensin I by angiotensin
converting enzyme (ACE), an important
pharmacological target for the control of
blood pressure. The entire cascade leading
to aldosterone is initiated in response to
sensors that detect aspects of blood vol-
ume, critical ones being the intrarenal and
central baroreceptors that trigger special-
ized cells in the nephron to release an
enzyme, called renin, which cleaves the
inactive angiotensinogen precursor to an-
giotensin I. Therefore, hemorrhage causes
a low blood volume and pressure to be
sensed, triggering renin release, leading
to the production of angiotensin and al-
dosterone, the insertion of excess EnaC
epithelial sodium channels in the principal
cells of the CT, enhanced distal nephron
sodium resorption into the blood and
a physiological trend to restoring blood
volume. On the other hand, artificially

producing high blood pressure will home-
ostatically decrease renin release, leaving
angiotensin and aldosterone levels low,
reducing the abundance of EnaC epithe-
lial sodium channels and distal nephron
sodium resorption, wasting sodium in
urine and diminishing blood volume.
Because the transepithelial electrical po-
tential across the ‘‘tight’’ CT epithelium
is used to drive the secretion of potassium
and hydrogen into the nephron lumen, and
that electrical potential results from EnaC
sodium channel activation, a low abun-
dance of EnaC sodium channels results in
reduced K+ and H+ wasting in the urine,
and hence elevated plasma levels of both.
Conversely, high levels of EnaC sodium
channels enhance K+ and H+ wasting and
low plasma levels of both.

8.6
Pseudohypoaldosteronism and Liddle
Syndrome

Loss-of-function mutations, primarily pro-
duced by deletions, in SCNN1A, SCNN1B,
and SCNN1G genes, encoding subunits
of the EnaC channel, produce the phe-
notype of autosomal recessive pseudohy-
poaldosteronism type 1. This is a severe
disease that presents in infancy with life-
threatening failure to thrive caused by
salt wasting and hypovolemia. They addi-
tionally have hyperkalemia and metabolic
acidosis. As the name implies, the phe-
notype appears like that produced by an
absence of aldosterone; however, in this
case aldosterone (as well as angiotensin
and renin) levels are very high. One al-
lele, SCNN1B G37S, replaces a conserved
glycine residue of the channel with serine,
thereby altering gating and reducing the
channel open probability. This establishes
that channel function itself is critical to
the phenotype, not some other aspect of
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the protein. This phenotype powerfully de-
fines the physiology: all of the complex
and apparently multifaceted actions of al-
dosterone can be understood to emanate
from increasing the EnaC channel cur-
rent, since loss of the hormone and loss of
the channel appear indistinguishable. The
sodium current conducted by the channel
is the effector of aldosterone action; a classi-
cal endocrine and hormonal pathway is truly
a complex means of ion channel regulation,
its diseases truly channelopathies.

Gain-of-function dominant mutations
in SCNN1B and SCNN1G, altering the
C-terminus of the β- or γ -subunits
of EnaC channels, cause a pseudo-
hyperaldosterone state called Liddle syn-
drome. The phenotype is hypertension,
with low renin, angiotensin and aldos-
terone levels, suggesting primary excess
sodium retention and volume expansion.
They also have hypokalemia and metabolic
alkalosis, secondary to excessive renal K+
and H+ wasting. The mutations mainly
result in increased numbers of EnaC chan-
nels in the CT; however, some alleles
do increase the channel open probabil-
ity, again showing the sodium current,
and not some other aspect of the protein,
to be critical. Since the diuretic amiloride
blocks the EnaC channel, the drug is use-
ful in treating the disease. Spironolactone,
a drug that inhibits aldosterone action,
however, has no effect, since the mutant
channels are constitutively active and no
longer under hormonal control. Not only
does amiloride block the excessive sodium
resorption, allowing sodium wasting, vol-
ume loss, and a normalization of blood
pressure, but it also indirectly blocks ex-
cessive K+ and H+ wasting and corrects
those plasma disorders. EnaC does not
itself transport K+ or H+. Blocking the
sodium channel in the CT prevents K+ and
H+ secretion there via effects on the CT

transepithelial membrane potential. For
this reason, amiloride is a ‘‘potassium-
sparing’’ diuretic, in contrast to all of the
others to be discussed below.

8.7
Bartter and Gitelman Syndrome

Amiloride, with its ability to block EnaC
channels and therefore resorption of only
the final 2% of the filtered sodium load,
is a relatively weak diuretic. The most po-
tent diuretics, such as furosemide, target
the apical Na-K-Cl cotransporter found in
the TAL where 25% of the filtered sodium
load is resorbed (Fig. 14b). The cotrans-
porter is a solute carrier protein with
12 transmembrane helical spans encoded
by SLC12A1. It has the ability to cou-
ple the electroneutral movement of four
ions across the membrane, 1Na+, 1K+,
and 2Cl− (Fig. 6). The carrier’s movement
is passive in that no ATP energy is di-
rectly consumed in transport, but because
the flows of all four ions are coupled
and must take place in concert for any
movement to occur, flux coupling, as was
mentioned above, allows the cotransporter
to capture the potential energy available
in the sodium electrochemical gradient to
move K+ and Cl− ions along with it as
it enters the TAL cell across the apical
membrane. This happens despite the fact
that K+ and Cl− move uphill against their
individual electrochemical gradients since
it is the net electrochemical potential of
the entire complex that dictates the di-
rection of the coupled movements. This
is a process called secondary active trans-
port, a bioenergetic process coupled to an
ion’s electrochemical potential, and it is
contrasted to primary active transport, a
process coupled to the chemical potential
of ATP hydrolysis and exemplified by the
Na/K-ATPase, discussed above.
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Loss-of-function alleles of SLC12A1
were first recognized to cause the se-
vere autosomal recessive disease pheno-
type of Bartter syndrome (BS), character-
ized by prenatal polyhydramnios, infantile
polyuria, and polydipsia, renal Na+, K+,
and H+ wasting with subsequent hy-
pokalemia and hypochloremic metabolic
alkalosis, and very high renin, angiotensin,
and aldosterone levels. It looked in every
way as if these infants were on high doses
of furosemide since conception, with the
massive renal salt wasting producing the
polyhydramnios, polyuria, and volume de-
pletion that the homeostatic aldosterone
signaling pathway was mightily struggling
to restore. The high aldosterone was forc-
ing a maximal EnaC channel response, but
this low-capacity system could not handle
the huge load of sodium the dysfunctional
TAL had left behind, so sodium continued
to be wasted. However, the electrical effect
of maximal EnaC channel activation in the
CT is present, hence the massive K+ and
H+ wasting. Just as the EnaC channel has
a major impact on the transepithelial elec-
trical potential in the CT, and hence the
flux of other ions in that renal segment, the
SLC12A1 cotransporter has a major role in
creating the TAL transepithelial potential,
a very atypical potential in that it is lu-
men positive, not negative like nearly every
other epithelial sheet (Fig. 14b). Physiolog-
ically, the lumen positive potential, created
by the secondary active transport of Cl− by
the cotransporter, repels cations, particu-
larly the divalent cations Ca++ and Mg++,
favoring their paracellular resorption and
being the major site in the nephron at
which they are resorbed. With the loss
of SLC12A1 function, the divalent cations
are wasted in the urine and the blood
levels fall.

Since the SLC12A1 cotransporter car-
ries an electroneutral load of two cations

and two anions, it appears puzzling it
should be able to create the unusual lumen
positive condition. This arises because of
two types of critical ion channels in the
TAL apical and basolateral membranes
(Fig. 14b). Mutations in these channels
also produce the BS phenotype, BS type
1 used to specifically designate the dis-
ease caused by SLC12A1 mutations. Since
the TAL cells have a high internal K+,
the energetics of cotransport are favored
by allowing K+ to futilely recycle back
into the lumen across the apical mem-
brane. This apical potassium channel, the
ATP-sensitive ROMK channel encoded by
KCNJ1, a member of the channel fam-
ily causing Andersen syndrome (Figs. 5
and 8), was shown to be essential to
TAL transepithelial transport since loss-of-
function mutations in this gene produced
the Bartter syndrome phenotype, BS type
2. The high abundance of ROMK chan-
nels in the apical membrane of the TAL
contributed half of the explanation for the
unusual positive transepithelial potential;
abundant K+ channels gave the apical
membrane a hyperpolarized membrane
potential nearer the K+ Nernst potential
(Fig. 14b). The last part of the puzzle is
the presence of abundant Cl− channels
in the basolateral membrane (Fig. 14b).
They depolarize the basolateral membrane
potential, and therefore accentuate the dif-
ference in potential between the two faces
of the TAL cell. They are there to provide
a pathway for Cl− to leave the cell and
passively reenter the blood, accompanying
Na+ and effecting net salt resorption in the
TAL – the classical ‘‘diluting segment’’ of
the tubule where hypotonic luminal fluid
is produced. The basolateral Cl− channel
is composed of subunits from the large
CLC channel family (Fig. 5) that includes
the muscle chloride channel underlying
Becker and Thomsen myotonia, discussed
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above. A crystal structure has recently
been obtained for this family of chloride
channels, showing them to function as
‘‘double-barreled’’ dimers with each sub-
unit, composed of 18 helical segments and
both termini on the cytoplasmic face, hav-
ing its own ion conduction pathway. The
specific subunits found in the kidney are
encoded by CLCNKB and CLCNKA, which
are inserted in the membrane accom-
panied by barttin, their small β-subunit
having two transmembrane helices and en-
coded by BSND. Recessive loss-of-function
mutations in CLCNKB cause classical Bart-
ter syndrome, BS type 3. Bartter syndrome,
type 4 is caused by homozygosity for loss-
of-function alleles of BSND, but this phe-
notype additionally includes sensorineural
deafness. This same set of phenotypes is
produced as a digenic syndrome with loss-
of-function alleles of both CLCNKB and
CLCNKA.

Channelopathies as a cause of deafness
were briefly mentioned in the context
of recessive cardiac LQT syndromes in
Sect. 5.6. Surprisingly, the same channel
is expressed selectively in the heart and the
inner ear epithelium, where its abundant
expression is involved in the production of
the potassium-rich endolymph fluid that
fills this chamber and participates in the
transduction of auditory sensation. Only
complete loss of the channel significantly
disturbs this secretory process. It is of note
that another inner ear LQT1 homolog, en-
coded by KCNQ4, has dominant alleles
that produce only deafness without LQT
(DFNA2). Just as even a small amount of
LQT channel function, such as provided
by the dominant LQT alleles, was suffi-
cient for production of the KCl-rich fluid
of the inner ear compartment – deafness
only occurring with a profound homozy-
gous loss of function – only complete
loss of inner ear epithelium chloride

channel function causes deafness. The
chloride that accompanies potassium in
endolymph production passes through the
CLCNKB- and CLCNKA-encoded channel.
Without barttin, neither the CLCNKB- nor
CLCNKA-encoded channel can be inserted
into either the TAL or inner ear epithe-
lial basolateral membrane. Either channel
alone is sufficient to maintain the en-
dolymph production for hearing, but only
the CLCNKB-encoded channel can sup-
port the higher demands of TAL function.

Gitelman syndrome is the result of ho-
mozygosity for loss-of-function mutations
in SLC12A3. It encodes a close relative
of the Na-K-Cl cotransporter, called the
thiazide-sensitive Na-Cl cotransporter to re-
flect its sensitivity to the thiazide class of
diuretics and the K+ insensitivity of the
transport mechanism (Figs. 6 and 14c).
This apical cotransporter is found in the
DCT of the nephron and is responsible for
the resorption of 7% of the filtered sodium
load (Fig. 14c). Like Bartter syndrome, the
disease presents with renal Na+ wast-
ing and a secondary wasting of K+ and
H+ as well as resultant hypokalemia and
hypochloremic metabolic alkalosis, as al-
dosterone and the EnaC channels struggle
to correct the volume loss, which ulti-
mately is only minor. Renin, angiotensin,
and aldosterone are all elevated; however,
the disease is much milder than Bart-
ter syndrome, since the DCT resorbs a
much smaller fraction of filtered sodium.
Therefore, it classically presents in ado-
lescence, but the presenting picture is not
one of volume depletion, it is rather a pic-
ture predominated by consequences of the
chronic plasma electrolyte abnormalities
and their impact on excitable tissues. This
is commonly manifested as muscle weak-
ness, abdominal pain, and neuromuscular
irritability. Patients commonly have hy-
pomagnesemia and accompanying tetany,
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although the pathogenesis of this abnor-
mality remains to be elucidated.

It should be noted that one would ex-
pect hypomorphic alleles in the five genes
contributing to Bartter and Gitelman syn-
drome and the three genes contributing to
the EnaC channel to be protective against
hypertension. Conversely, hypermorphic
alleles in these same eight genes have
the potential to contribute to hyperten-
sion. Therefore, polymorphic variants of
these genes are promising candidates for
evaluation in the heritable polygenic trait
of blood pressure.

8.8
Hypomagnesemia

Autosomal recessive primary hypomag-
nesemia has played an important role
in beginning to reveal the mechanisms
underlying the paracellular pathways of
epithelial ion transport, revealing them
to be far more complex than simply an
unmediated leak between cells (Fig. 14b).
The disease presents in early childhood
with symptoms similar to Gitelman syn-
drome, but additionally polyuria and renal
stones. It is caused by homozygosity for
loss-of-function alleles of CLDN16. This
gene encodes Paracellin-1, a transmem-
brane protein with four helical spans
found in the TAL and DCT tight junc-
tions where it appears to contribute to a
calcium and magnesium selective paracel-
lular path. This gene family appears to
encode proteins designated for such para-
cellular epithelial transport pathways since
CLDN4 and CLDN15 also influence ion
selectivity in other tight junctions.

Autosomal dominant hypomagnesemia
appears to arise by a very different mech-
anism. It was shown in a large extended
family to cosegregate with a heterozygous
missense mutation in FYXD2, the gene

encoding the small single membrane-
spanning proteolipid γ -subunit of the
Na/K-ATPase, a modulatory subunit found
associated with the functional αβ sub-
units only when the pump is expressed
in basolateral membranes of the distal
nephron. This subunit alters the trans-
port kinetics of the ion pump, the prime
mover setting the gradients and ener-
getics for all coupled transport in these
tight epithelia. The pathological FYXD2
G41R allele must function as a domi-
nant negative gain-of-function allele, since
haploinsufficiency produced by heterozy-
gous deletions spanning the locus does
not produce the phenotype. The muta-
tion alters charge in the middle of the
transmembrane helix and causes the γ -
subunit to fail to traffic beyond the golgi,
allowing functional αβ subunit insertion
into the membrane alone. As this is the
only pathogenic allele reported to date, the
mechanism by which mutations in this lo-
cus produce magnesium wasting remains
unclear.

Hypomagnesemia with secondary hypo-
calcemia is caused by homozygosity for
loss-of-function mutations in the TRPM6
gene, over a dozen pathogenic alleles
already known. This gene, and other mem-
bers of its large extended family, are
cousins of the genes encoding the pore-
containing hexahelical channel subunits
of voltage-gated K+ channels, described
in Sect. 3; however, the TRP branch of
the family encode an array of selective
and nonselective tetrameric cation chan-
nels that are coming to be recognized as
playing important roles in sensory trans-
duction and epithelial function (Fig. 5).
The TRPM6 and TRPM7 channel sub-
units, each of which contains a C-terminal
protein kinase domain, appear to hetero-
multimerize to form a Mg++ channel
and pathogenic alleles of TRPM6 prevent
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subunit association and channel function.
No pathogenic alleles, however, have yet
been reported in TRPM7.

8.9
Polycystic Kidney Disease

Autosomal dominant polycystic kidney
disease (ADPKD) is one of the most com-
mon genetic conditions, affecting over
1/800 births and responsible for 10%
of chronic dialysis. Mutations – primarily
null alleles caused by deletions, non-
sense, frameshifts or splicesite alter-
ations – in a relative of the TRP family
of genes, PKD2 – encoding polycystin-
2 – and in PKD1 – encoding polycystin-1,
its homologous heteromultimerizing part-
ner – cause this disease, and produce
cystic dilation of kidney tubules, hepatic
cysts, and aneurysms in blood vessels.
Most of the nephrons appear normal,
suggesting a ‘‘two-hit’’ pathogenic model
reflecting a germline loss-of-function
mutation and probabilistic somatic loss-
of-heterozygosity (LOH), similar to that
which has proved so powerful in under-
standing dominant cancers. Coexpression
of PKD1 and PKD2 in vitro produce
functional calcium-permeable nonselec-
tive cation channels, but expression of
either PKD1 or PKD2 alone does not,
and pathogenic alleles prevent heteromul-
timerization and channel function. The
channels are found localized in association
with the cilium, a structure of the apical
membrane, perhaps transducing mechan-
ical sensory signals it detects. While it
is clear that calcium signaling is induced
by the cilium and perturbed by the mu-
tant alleles, it is unclear how either alters
morphogenesis producing cyst formation.
However, recently a clear example of mor-
phogenetic pattern formation, left-right

axis asymmetry, was shown to require ep-
ithelial PKD2 function.

8.10
Glucosuria

The notion that energy conserved in the
sodium gradient across the apical mem-
brane of an epithelial cell can be used in
secondary active transport was introduced
above in discussing Bartter and Gitel-
man syndrome. Sodium-coupled trans-
port, however, is used in the gut and
nephron in the resorption of many un-
charged metabolites, not only ions (Fig. 6).
A clear picture of how such energy cou-
pling occurs is provided by two autosomal
recessive glucose-wasting disorders. The
sodium gradient across the apical mem-
brane arises as a consequence of Na/K
pump activity at the basolateral mem-
brane. Secondary active transport of a
substance, in this case glucose, occurs
‘‘uphill,’’ against its electrochemical gra-
dient by being obligatorily coupled on a
carrier protein to the movement of sodium
down its electrochemical gradient into
the cell, such that the net movement of
the coupled system obeys thermodynam-
ics and remains ‘‘downhill’’ (Fig. 14a). A
tremendous amount of energy is stored
in the sodium gradient. A simple estima-
tion reveals that cellular sodium is about
1/10th that found in the renal tubular
fluid and that the membrane potential is
∼−60 mV – the Nernst equation revealing
that translates to the equilibrium diffusion
potential set up by a 10-fold gradient of a
monovalent ion (see Sect. 2). Both the 10-
fold chemical gradient and the equivalent
10-fold electrical gradient favor movement
of Na+ into the cell, and those potentials
are multiplicative. This should allow 1 : 1
coupling of sodium:glucose to drive cellu-
lar glucose to a concentration 100 times
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that found in tubular fluid. Should one
obligatorily couple the movement of two
sodium ions to cotransport with one glu-
cose, the multiplicative properties suggest
one could achieve the 100-fold enhance-
ment for each Na+ site, and hence a 10 000-
fold gradient favoring glucose absorption.
These are the properties of SLC5A2, the
low affinity 1 : 1 apical sodium-glucose co-
transporter and SLC5A1, the high affinity
2 : 1 apical sodium-glucose cotransporter,
respectively.

Isolated renal glucosuria is caused by
homozygous loss-of-function mutations in
SLC5A2. The high-capacity, low-affinity co-
transporter it encodes is glucose-selective
and is abundantly expressed in the api-
cal membrane of the initial segment of
the proximal tubule of the kidney, the
site where the majority of the glucose fil-
tered across the glomerulus is reabsorbed
(Fig. 14a). Physiologically, no glucose re-
mains in the urine unless blood levels
become so high that they overwhelm the
transport capacity of this transporter, as
occurs in diabetes mellitus. Therefore,
the symptoms of this transport defect are
massive glucosuria, and the resultant di-
uresis of water obligated by this large
osmotic load.

Homozygous loss-of-function alleles of
SLC5A1 cause a severe neonatal dehydra-
tion syndrome; however, this is because
of diarrhea, not the renal loss it produces.
The disease caused by these mutations
is glucose-galactose malabsorption, and
it is characterized by loss of high affin-
ity glucose transport in the kidney and
gut. This high-affinity cotransporter is ex-
pressed in the apical membrane of the final
segment of the proximal tubule where it
scavenges the last of the glucose missed by
the SLC5A2 cotransporter. Its low capacity,
however, is easily overwhelmed, so it can-
not compensate for loss of SLC5A2. Unlike

SLC5A2, it transports galactose in addition
to glucose, and is the mechanism that pre-
dominates intestinal absorption of these
sugars – essential for a newborn depen-
dent on the lactose of milk. Just as sugar
left behind in the lumen of the nephron os-
motically obligates water loss, so too does
this unresorbed intestinal sugar; however,
providing the infant a formula of fructose,
a sugar that uses a different transporter, is
life-saving.

8.11
Nephrogenic Diabetes Insipidus

Ancient physicians recognized that not
only could diabetes, characterized by ex-
cessive urination and thirst – polyuria and
polydipsia – be accompanied by sugary-
sweet tasting urine – diabetes mellitus –
but could alternatively be accompanied by
tasteless urine – diabetes insipidus. Au-
tosomal nephrogenic diabetes insipidus
(NDI) results from defects in water chan-
nels, called aquaporins, and a recent Nobel
Prize was awarded for the solution of
their nature. Aquaporins reflect a large
family of water channels and their func-
tion – allowing the flow of water while
excluding that of ions, is the mirror im-
age of that of ion channels, which allow
the flow of ions without water. Loss-of-
function recessive and dominant-negative
alleles of AQP2 result in NDI and in
a loss of regulated water channels from
the apical membrane of the principal cell
of the CT (Fig. 14d), the site of regu-
lated water resorption in the kidney. The
peptide hormone alternatively called va-
sopressin or antidiuretic hormone (ADH),
and long known to be responsible for the
production of concentrated urine is toni-
cally secreted by the pituitary in response
to small changes in plasma osmolarity.
It was shown to control insertion of the
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AQP2 channel into the apical membrane
of the principal cell; in the absence of hor-
mone, the aquaporin was sequestered in
vesicles beneath the membrane and hor-
mone receptor signaling through cAMP
triggered insertion of the channels. The re-
ceptor receiving the ADH signal, called the
V2 vasopressin receptor, is encoded by the X-
linked gene AVPR2 and mutations in this
gene were shown to cause the X-linked,
more common form of nephrogenic dia-
betes insipidus. The phenotype in NDI,
lethargy progressing to coma, results from
effects on excitable tissues of euvolumic
hypernatremic hyperosmolarity, as water
is wasted by the kidney in excess of salt.
Note that both major hormones involved
in salt and water balance act independently
by directing the insertion of different api-
cal channels into the principal cell of the
CT: aldosterone regulates sodium balance
and hence plasma volume via the insertion
of epithelial sodium channels and ADH
regulates water balance and hence plasma
osmolarity via the insertion of aquaporin-2.

8.12
Hereditary Kidney Stone

Kidney stone formation, nephrolithiasis, is
a common polygenic trait with a lifetime
risk of up to 10%. Stones are crystal-
like structures that precipitate from urine
within the kidney. Their origin is now
recognized to be an abnormal urine envi-
ronment, and recently defects in renal ion
channels have been shown to contribute
to this phenotype. Above it was briefly
mentioned that stone formation was a
component of the phenotype in primary
hypomagnesemia. Nephrolithiasis is most
commonly associated with hypercalciuria
and calcium salts are a key component
of most stones. Loss-of-function alleles of
CLCN5, encoding a voltage-gated chloride

channel within the family of those causing
Bartter syndrome and myotonia (Fig. 5),
described above, were recognized to cause
a Mendelian X-linked form of hypercal-
ciuria and stone formation, called Dent
disease, a phenotype that additionally in-
cluded proteinuria and progressed to renal
failure. Additional alleles in the same gene
were found to cause two other diseases
that had not previously been recognized to
be related, X-linked nephrolithiasis and X-
linked hypophosphatemic rickets – a phe-
notype characterized by demineralization
of bone. This chloride channel is local-
ized to endosomes within epithelial cells
of the proximal tubule, demonstrating that
ion channels play a critical part not only
in the function of cellular membranes but
also of subcellular compartments. Defects
in the function of the endosomal Cl−
channel impair the process of endocyto-
sis from the apical membrane, secondarily
altering the regulation of various apical
transporters, but the exact mechanism of
pathogenesis remains to be defined. It is
of note that homozygous loss-of-function
and heterozygous dominant-negative mu-
tations in its close relative CLCN7, while
causing a distinctly different phenotype,
osteopetrosis, ultimately produce the phe-
notype as a result of a failure in endosomal
function. Further, homozygous loss-of-
function alleles in TCIRG1, encoding a
subunit of the endosomal vacuolar AT-
Pase proton pump (Fig. 6), also produce
osteopetrosis. Osteopetrosis is a pheno-
type that includes very dense bone since
bone remodeling by the degradative bone
osteoclasts fails because endosomes fail
to function since they can not acidify.
Together, the two osteopetrosis diseases
loci suggest that the endosomal Cl− chan-
nels provide a shunt pathway that allows
the endosomal H+-ATPase to pump a
proton gradient without stalling because
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of electrostatic charge accumulation, and
suggest a similar role for CLCN5 in
the kidney.

9
Ion Channel Disease of Other
Nonexcitable Tissue

In addition to major phenotypes produced
by defects directly assignable to abnor-
malities in the function of heart, muscle,
nerve, and epithelia, ion channel defects
are already known to produce a wide ar-
ray of ancillary phenotypes, some of which
were mentioned above as additional com-
ponents to a syndrome, for instance, the
skin findings produced by alleles produc-
ing deafness in the three gap junction loci,
mentioned at the end of Sect. 7.7. Further,
new channel phenotypes are coming to
be recognized as arising from a failure of
internal membranous organelle function,
and these organelles play similar func-
tions in most cell types. In these other
tissues, channels seem to play pathophys-
iological roles similar to those played in
diseases of excitable tissues or epithelia.
For instance, the mirror-image pancreatic
β-cell endocrine channelopathies of hyper-
insulinism in infancy (HI) and permanent
neonatal diabetes (PND) are very simi-
lar to neuronal receptor/channel disease,
once the special mechanism of glucose
sensing by the ATP-sensitive sulfonylurea
receptor/channel is taken into account.
This receptor/channel contains K+ chan-
nel subunits, encoded by KCNJ11 (from
the family of those involved in Ander-
sen and Bartter syndromes, discussed
above) (Figs. 5 and 8), and a regulatory
ATP-binding cassette subunit, encoded
by ABCC8, named SUR for the sul-
fonylurea (SU) drugs that interact with
it. Blocking this K+ channel depolarizes

the membrane, activating voltage-activated
Ca++ channels and a calcium influx that
triggers excitation-secretion coupling (as
described in Sect. 7.1) with the fusion of
insulin-laden vesicles into the β-cell mem-
brane, and hence insulin secretion into
the blood. Glucose induces insulin re-
lease through its metabolism in the β-cell,
the ATP produced serving to block the
channel; the SU drugs induce insulin re-
lease by directly blocking the channel’s
conductance. Not surprisingly, HI, which
simulates the effect of SU, is caused by
homozygosity for loss-of-function muta-
tions in either of the two channel subunits.
PND, where insulin can not be released,
results from heterozygous dominant gain-
of-function missense alleles of KCNJ11,
which produce constitutively active chan-
nels that cannot respond to physiological
ATP block induced by glucose, but can re-
spond with insulin secretion when blocked
by an SU. Notice how these alleles and
the mirror-image phenotypes they pro-
duce are reminiscent of the mirror-image
‘‘endocrine’’ EnaC renal channelopathies,
discussed in Sect. 8.6. As a second ex-
ample, osteopetrosis, a defect in bone
morphogenesis caused by defects in Cl−
channels and ultimately endosomal func-
tion, was briefly mentioned above as an
endosomal channelopathy, an initial case
of a disease caused by defects in membrane
compartments within cells. Other mem-
brane compartment channelopathies are
beginning to emerge: endoplasmic retic-
ulum channelopathies and MHS, caused
by alleles of RYR1, discussed above in
Sect. 6.4; lysosomal channelopathies and
the lysosomal storage disease mucolipi-
dosis type IV, caused by loss-of-function
alleles in MLN1, encoding a lysosomal
TRP-like nonselective cation channel; and
mitochondrial channelopathies and se-
vere obesity with diabetes, caused by



Receptor, Transporter and Ion Channel Diseases 699

loss-of-function alleles of UCP3, encoding
a mitochondrial proton channel that shuts
protons across the membrane and thereby
uncouples respiration from ATP synthe-
sis, physiologically making mitochondria
less efficient, and the disease appearing to
result from hyper-efficient mitochondria.

10
Ion Channels as Targets for Drug Therapy
in Common Diseases

For the discovery of a pathogenic allele
to have full impact in modern medicine,
it is necessary to understand its func-
tion and to find small molecules able to
alter that function – such ‘‘rationally de-
signed’’ novel pharmaceuticals being one
of the major hopes for the postgenomic
era. While often positionally identified dis-
ease genes have been slow to yield either
their function or a ‘‘rational drug,’’ ion
channels are highly amenable and proven
targets. For example, discovering ion chan-
nel participants in a disease, such as the
Mendelian seizure disorder caused by al-
leles of KCNQ2 and KCNQ3, suggests not
only a novel type of target for therapy
(e.g. suggesting use of acetazolamide – a
drug proven effective in a wide range of
ion channel diseases), but these channels
themselves can further serve as the guides
to finding entirely novel selective pharma-
ceuticals. Because the function of channel
mechanisms is so well understood, and it is
now clear that the full range of pathogenic
abnormalities in the huge ensemble of
channel diseases discussed above is ei-
ther too much or too little conductance
through the channel (not anything else),
one does not need to guess what has to
be changed to remedy the gene defect. It
is clear that the therapeutic goal must be
to discover a channel closer/blocker or a

channel opener/activator, and a number
of drugs of both types are already in cur-
rent use. In vitro expression assays of
channel function can be used in high-
throughput drug screening and in drug
optimization. An example of this kind of
breakthrough is retigabine, a novel class
of seizure medication proven to activate
the KCNQ2/KCNQ3 ‘‘M current’’ channel
suggested as a seizure drug target by the
role of these genes in BFNC. Since the
channel mechanisms perturbed in such
disorders are likely to be critical partici-
pants in producing the relevant membrane
potentials leading to disease vulnerability,
the drugs targeting them should be useful
for treating the disease even in those not
having an intrinsic defect in the targeted
mechanism (i.e. even if a patient has the
disease because of a pathologically depo-
larized critical membrane because of some
other mechanism, hyperpolarizing the im-
plicated membrane via any mechanism
should be helpful). Another advantage of
pharmacology targeted to channels is the
expectation, discussed above, that a nar-
row range of tissues express the channel in
a physiologically important context, therefore
drug specificity is achieved and unwanted
side effects are minimized. Therefore, in this
postgenomic world rich in potential thera-
peutic targets, the potential channels hold
for rapid novel drug discovery warrants
their prioritization.

Most of the diseases discussed in this
chapter are rare channelopathies and de-
spite being promising targets for pharma-
cological intervention would likely remain
‘‘orphan’’ diseases were it not for the
fact that they produce a phenocopy of
a common disease, and perhaps pro-
vide the only molecular lead to a new
drug urgently needed by a major mar-
ket. However, it is likely that many of
the loci critical to the development of the



700 Receptor, Transporter and Ion Channel Diseases

common complex polygenic diseases can-
not be revealed by major-effect Mendelian
alleles, such alleles perhaps being early
embryonic lethals. An increasingly impor-
tant approach to the identification of genes
underlying complex polygenic disease is
to identify ‘‘functional candidates’’ within
broad chromosomal regions implicated in
the disease and to test disease association
(i.e. linkage disequilibrium) with poly-
morphic markers within these candidates.
Ion channel candidates in such diseases
could be suggested by the known physiol-
ogy, pharmacology and pathophysiology,
their appropriate or extremely narrow tis-
sue distribution, their membership in
a demonstrably pathogenic gene family,
contribution to a demonstrably vulnerable
component of the action potential, or a
salient disease-associated motif. The exis-
tence of alleles sharing features common
to known pathogenic alleles underlying
the monogenic channelopathies, such as
dominant-negative inhibition of expressed
channel function or incomplete inactiva-
tion, would be particularly suggestive.

See also Receptor Biochemistry; Re-
ceptor Targets in Drug Discovery.
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Keywords

Crossing-over
A recombination that involves physical exchange of DNA between nonsister strands of
homologous chromosomes, resulting in a nonparental combination of linked markers.

Gene Conversion
Nonreciprocal recombination between homologous chromosomes with one allele
being the donor of information to convert the recipient allele to the donor sequence.

Heteroduplex
DNA hybrid formed from single strands of two nonsister chromatids; an intermediate
in recombination.

Holliday Junction
Crossed-strand structure consisting of two DNA duplexes joined by a bridge as an
intermediate in recombination.

Mismatch Repair
Repair of mismatched bases in heteroduplex DNA by a mismatch repair system,
resulting in homoduplex DNA.

Nonhomologous End Joining
Joining of blunt ends or ends with microhomologies of usually 2 to 4 bases.

Resolution
Cutting of the Holliday junction by a resolvase to disconnect the recombining DNA
duplexes and restoring the parental configuration of markers or resulting in a
nonparental configuration of markers termed crossovers.

Strand Exchange
One of the processes to form heteroduplex DNA during recombination in which a
strand from a homoduplex is displaced and a strand from a nonsister duplex is
transferred to form a hybrid region on the chromatid.

Transformation
Addition of exogenous DNA to a cell to change the genotype of the recipient cell.
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� Homologous recombination (HR) is an essential activity of all cells as it is one of
two major pathways used to repair potentially lethal double-strand breaks (DSBs).
DSBs arise from many sources. They may be induced by exogenous agents such as
ionizing radiation or chemicals that modify the DNA bases of the DNA backbone,
such as methylmethane sulfonate, bleomycin, or mitomycin C. Agents that inhibit
DNA topoisomerases, such as cisplatin, also cause DSBs. Endogenous DSBs may
occur from programmed breaks, such as those involved in immune system V(D)J
recombination of vertebrates, faulty topoisomerases, or oxygen free radicals. When
the DNA replication apparatus encounters bulky lesions or a nicked template strand,
DSBs may form, collapsing the replication fork. Alternatively, the replication fork
may stall with single-strand DNA at the fork. This is a substrate for HR, or further
processing to form a DSB. These DSBs are repaired by HR or nonhomologous DSB
rejoining events. Therefore, although mitotic HR occurs at significantly reduced rates
compared to meiotic HR, it is nonetheless an essential aspect of vegetative growth.

HR is essential for maintaining integrity of the genome, for preventing
chromosome rearrangements, for preventing changes in chromosome number, for
telomere maintenance when the normal telomere replication pathway is defective,
and for preventing the occurrence of alternate double-strand break repair pathways
that may result in loss of heterozygosity (LOH) events. Since spontaneous DSBs
occur in every replication cycle in vertebrate cells, HR is an essential function of a
normal replication cycle. Meiotic HR may also be linked to repairing premeiotic DNA
replication errors, but its main purpose lies in ensuring genetic variation and proper
chromosome segregation. Meiotic HR gives genetic variation to future generations
by providing new combinations of alleles in the gametes. The most important
function of meiotic HR is to provide a mechanism for proper segregation of
homologous chromosomes at the first meiotic division. In the absence of crossing-
over, chromosomes do not disjoin at the first meiotic division and give rise to
aneuploid meiotic products. In this chapter, the current models for double-strand
break repair by HR are reviewed, differences between mitotic and meiotic HR are
discussed, and the consequences of defective HR are considered.

1
Homologous Recombination Events

1.1
Homologous Recombination (HR)
Mechanisms

Homologous recombination (HR) uses
information from a homologous DNA
sequence, usually the sister chromatid or
the homolog chromosome, to accurately
repair a double-strand break (DSB), and in

the process HR can transfer information
from the donating DNA duplex to the re-
cipient DNA duplex. Traditionally, HR has
been thought of as reciprocal exchange
of nonsister chromatids. Crossing-over,
often referred to as reciprocal recombina-
tion, involves the physical joining of two
parental molecules of homologous chro-
mosomes. Genetically this is detected as
recombinant progeny. If one parent has
the linked markers AB and the other
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parent has the alternate alleles, ab, the
crossover products have the genotypes
Ab and aB (Fig. 1a). Gene conversions,
often referred to as nonreciprocal recombi-
nation, involve the transfer of information
from one parental molecule to another
parental molecule. The genotype of the
donor molecule remains unchanged while
the genotype of the recipient is converted
to the donor genotype (Fig. 1b).

Nonreciprocal recombination or gene
conversion is best studied in the fungi
where all four products of a single meiosis
can be recovered. Gene conversion does
not result from mutation. Genetic and
molecular studies have shown that the
gene conversion product has the same
DNA sequence as the donor sequence.

Occasionally, a meiotic product is recov-
ered that has genetic information from
both parents. This mosaic product is called
a postmeiotic segregation event. In wild-type
strains, gene conversion events occur at a
much higher frequency than postmeiotic
segregation events. Postmeiotic segrega-
tion events result from the failure to repair
a DNA mismatch in heteroduplex DNA.
Mutants that are defective for mismatch
repair show higher PMS frequencies and
reduced gene conversion frequencies, in-
dicating that heteroduplex formation is an
intermediate in gene conversion.

1.1.1 Double-strand Break Repair
The first clues that HR is initiated by
DSBs came from studies showing that

(a)  Crossing-over

(b)  Gene conversion

A B

a b

A B

a b

A B

a b

A b

a B

and

A b

a b

and

a b

A B

A B

a b

Fig. 1 Types of homologous recombination events. (a) Crossing-over, indicated by the X,
generates two recombinant chromosomes and two nonrecombinant chromosomes.
(b) Gene conversion, indicated by the box, yields only one recombinant chromosome. This
chromosome has only a small region of substitution, at the B gene, from the donor
chromosome. The donor chromosome remains unchanged, and is of the
parental genotype.



Recombination and Genome Rearrangements 5

HR was stimulated by ionizing radiation.
This idea was further strengthened by ex-
periments of transformation in the yeast
Saccharomyces cerevisiae. When intact plas-
mid molecules that carry a yeast gene are
applied to yeast cells, the cells take up
the plasmid and express the yeast gene
or marker located on the plasmid after it
is integrated into the yeast genome. The
site of integration is not random; instead,
it occurs by homologous crossing-over.
Thus, transformation in yeast was viewed
as a model for HR. Although transfor-
mation using intact plasmid molecules is
relatively efficient, the frequency could be
greatly increased if the plasmid molecules
were first treated with a restriction enzyme
that cuts within the yeast gene located on
the plasmid.

When yeast cells are treated with linear
plasmid molecules, transformation still
occurs by homologous crossing-over. If the
plasmid molecule contains two unlinked
yeast genes A and B, the plasmid molecule
will integrate into either the A gene
or the B gene with approximately equal
efficiency in transformation experiments.
However, if the plasmid is first treated
with a restriction enzyme that cuts only
in the A gene, then most transformation
events will be integrations at the A
gene, demonstrating that DSBs are highly
recombinogenic.

When the linear transforming plasmid
contained a gap in a yeast gene, it was
repaired using the chromosomal infor-
mation. This is a gene conversion event
and shows that DSBs are recombinogenic
for both gene conversion and crossing-
over events. Transformation using gapped
molecules has also been performed using
molecules that contain a sequence that acts
as an origin of DNA replication. As these
molecules can replicate autonomously,
they are not obliged to integrate, although

the gap must be repaired. Transformation
with such molecules was associated with
repair (gene conversion) and homologous
crossing-over (integration) approximately
50% of the time and with simple repair
(gene conversion without crossing-over)
for the remainder 50% of the time. This
result gave further support for the double-
strand break repair model as a general
model for meiotic recombination.

The general features of the double-
strand break repair (DSBR) model for HR
are shown in Fig. 2. After DSB formation,
the ends of the break are resected to give 3′
single-strand tails of up to 600 nucleotides
in length. The single-strand tails invade
a homologous DNA sequence, and then
primer synthesis from the 3′ end until
synthesis fills in the gap on both strands.
Ligation to the 5′ ends of the break creates
a joint molecule with two Holliday Junc-
tions (HJs). The joint molecule contains
heteroduplex DNA, which is a target for
the mismatch repair system. Resolution
of the HJs results in crossover or non-
crossover molecules. Gap repair gives rise
to the gene conversion events.

1.1.2 Synthesis-dependent Strand
Annealing
Although the DSBR model nicely ex-
plained why DSBs promoted HR, how a
DSB could be repaired to give a gene con-
version, and how crossing-over could be
mechanistically linked to gene conversion
via formation and resolution of the HJs, the
model did not satisfactorily explain some
aspects of mitotic HR. First, in other exper-
imental systems, gap repair of a plasmid
molecule was not often associated with a
crossing-over event. Second, in yeast, mi-
totic gene conversion was not frequently
associated with crossing-over. Third, mat-
ing type switching in yeast, which is
DSB-promoted via the HO endonuclease,
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was rarely associated with crossing-over in
both haploid and diploid cells.

These observations promoted a revision
of the DSBR model to form a new model
that retained the features of DSB repair and

gene conversion through gap filling, but
did not result in intermediates with HJs.
Hence, the gene conversion events were
not mechanistically linked to crossing-
over. The key feature of this model, called

DSB formation

5′ to 3′ resection

Strand invasion
and repair synthesis

Second end capture,
repair synthesis and
ligation to form Holliday junctions

Resolution of Holliday junctions

Noncrossover Crossover
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the synthesis-dependent strand annealing or
SDSA model, is a migrating D-loop that
does not capture the second DSB end
(Fig. 3). As in the DSBR model, the DSB
is resected to give 3′ tails, one of which
invades into homologous sequences on
paired DNA molecule. The 3′ end primes
DNA synthesis, and as synthesis proceeds,
the D-loop migrates. However, the second
3′ end never is paired with the D-loop.
Instead, the invading 3′ end eventually is
displaced from the template duplex, and
pairs with the single-strand region from
the other end of the DSB. Repair synthesis
fills in the gaps, resulting in DSB repair to
give a gene conversion not associated with
crossing-over.

SDSA has also been proposed to operate
in meiosis to form all of the noncrossover
gene conversion events. This will be
discussed further in Sect. 3.1.

1.1.3 Break-induced Replication
The DSBR model is a two-ended strand
invasion, where both 3′ ends of the DSB
are involved in strand invasion into a
homologous DNA duplex. In contrast, the
SDSA model is a one-ended invasion,
where only one of the two 3′ ends is
involved in a strand invasion, and the
other end participates in the annealing
reaction. Both of these repair models are
initiated from a DSB that is flanked by
sequence on both sides. However, there

are also DSBs that come from essentially
terminal deletions, where only one side
of the DBS can pair with homologous
sequence (Fig. 4). Repair of this DSB by
HR of necessity uses a one-ended invasion
pathway. Repair is proposed to occur by
processing of the DSB to give a 3′ end
and invasion into homologous sequence.
Repair is completed by synthesis to the end
of the chromosome. This type of repair is
called break-induced replication or BIR.

Evidence for BIR first came from studies
in bacteria, where replication of the Es-
cherichia coli chromosome was dependent
on both recombination factors and repli-
cation factors. BIR differs from DSBR and
SDSA in that very long tracts of DNA are
replicated in a semiconservative manner.
BIR was first observed in yeast from trans-
formation with broken chromosomes. The
repaired DNA fragments were linear, and
contained a centromere. One chromosome
arm ended in a normal telomere sequence,
while the other chromosome arm was
truncated internally without a telomere.
This truncated arm was repaired by strand
invasion into an intact homologous chro-
mosome followed by synthesis to the end
of the chromosome. This regenerated the
deleted telomere and chromosome arm.
The acquired sequences were identical
to those from the intact chromosome
arm used as template for semiconser-
vative replication. Thus, BIR results in

Fig. 2 Double-strand break repair (DSBR) model of homologous recombination. After induction of a
double-strand break (DSB), both ends are resected to yield 3′ ends. The 3′ end invades a homologous
sequence and primes repair DNA synthesis using the 3′ end and the invaded strand as template. As
synthesis proceeds, the second 3′ end of the DSB can be captured by either strand invasion or
annealing to the displaced homologous DNA sequence. Ligation of the ends results in two-crossed
strand Holliday Junctions. Resolution of the Holliday Junctions can yield noncrossover products
(resolution of both Holliday Junctions by cutting at the black arrow heads) or crossover products
(resolution of one Holliday Junction by cutting at the black arrow head and the second Holliday
Junction by cutting at the gray arrow head).
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DSB formation

5′ to 3′ resection

Strand invasion
and repair synthesis

Strand displacement

Strand annealing,
repair synthesis
and ligation

Noncrossover

Fig. 3 Synthesis-dependent strand
annealing (SDSA) model of
homologous recombination. After
induction of a double-strand break
(DSB), both ends are resected to yield 3′
ends. The 3′ end invades a homologous
sequence and primes repair DNA
synthesis using the 3′ end and the
invaded strand as template. After
synthesis, the invading strand becomes
displaced and anneals with the other 3′
single-strand tail of the processed DSB.
This process differs from the DSBR in
that the second end never is captured
into the donor homologous duplex. The
gaps in the annealed strand structure
are filled in by repair synthesis, using the
original strand as template. The reaction
is completed by ligation of the nicks.

LOH events, and genetically are identi-
cal to products from mitotic crossing-over.
The BIR process in yeast was initially
called break copy duplication, based on the
results from transformation with chro-
mosome fragments. BIR may function
in cells to maintain telomeres when the

telomere replicating enzyme telomerase is
absent. BIR can also result in nonrecipro-
cal translocations if the broken end invades
into homologous repeated sequences lo-
cated on a different chromosome.

1.1.4 Single-strand Annealing
The last DSB repair process that uses ho-
mology to be discussed is single-strand
annealing (SSA). SSA is thought to oc-
cur between directly repeated sequences
(Fig. 5), but could also occur between
sequences located on different chromo-
somes. In the SSA model, the ends of
the DSB are resected to give 3′ tails, but
these are not engaged in strand invasion
of homologous sequences. Rather, the 3′
ends anneal to each other at the com-
plementary single-stranded regions that
have been revealed by the resection. The
3′ tails emanating from the annealed du-
plex are removed by endonucleases, and
the nicks are then sealed by DNA lig-
ase. SSA events are considered error-prone
as they result in deletions between di-
rect repeats, or potentially translocations
and other rearrangements if sequences
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on different chromosomes anneal. Since
SSA cannot occur without some type
of chromosome rearrangement, it most
likely is rare and usually involves di-
rect repeats.

1.2
Nonhomologous End Joining

In addition to DSB repair using homology,
cells also possess pathways to repair DSBs
by nonhomologous methods. This type of
repair is called nonhomologous end joining
(NHEJ). NHEJ may use microhomologies
of 1 to 2 nucleotides at the DSB ends,
or there may be no homology at all.
Ends are brought together by proteins
specific for NHEJ, called Ku70 and Ku80.
Additional factors essential for NHEJ
include the protein kinase DNA-PKcs.
Binding of these proteins to the DSB
ends helps to bring the ends together.
The ends are then ligated by a special
ligase called ligase IV and its partner
XRCC4. NHEJ is often error-prone and
small deletions or additions occur at the
ligated ends.

Although NHEJ is frequently error-
prone, it is the major DSB end joining

Fig. 4 Break-induced replication (BIR)
model of homologous recombination.
After induction of a double-strand break
(DSB), both ends are resected to yield 3′
ends. The 3′ end invades a homologous
sequence and primes repair DNA
synthesis using the 3′ end and the
invaded strand as template. The second
end of the DSB is never engaged in the
DSB repair reaction. DNA synthesis is
established in the opposite direction,
using the displaced D-loop as template.
Synthesis continues to the end of the
donor chromosome, copying both
strands to repair the lost DNA sequence.
The resultant product looks like half of a
crossover reaction (see Fig. 1).

DSB formation

5′ to 3′ resection

Strand invasion
and repair synthesis
using both donor strands
as template

Crossover

process used in mitotic cells in the G1
phase of the cell cycle. In G1, the only
available homologous partner is the ho-
molog chromosome, and pairing by a
search for homology may be rate limit-
ing when chromosomes are not naturally
paired. Since only about 5% of the mam-
malian genome sequence encodes ORFs,
error-prone end joining often may not
be deleterious. During S phase and G2,
the sister chromatid is available for repair
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DSB formation
between repeats

5′ to 3′ resection

Annealing of 
complementary sequences
in the ssDNA

Cleavage of 3′ tails
and ligation

Fig. 5 Single-strand annealing (SSA)
model of DSB repair. After induction of
a double-strand break (DSB) between
direct repeats, both ends are resected
past the repeats to yield 3′ ends that
have the repeat sequence in
single-strand configuration. The
complementary strand anneal at the
repeat sequences, generating 3′
single-strand tails. The tails are cleaved
by the structure specific Rad1/10
endonuclease (XPF/ERCC1 in humans),
and the nicks are sealed by ligation. The
SSA reaction results in a deletion of one
copy of the repeat and the DNA
sequence located between the repeats.

through HR and is held in close proximity
through the cohesion complexes, which
hold the sister chromatids together un-
til mitosis.

NHEJ appears to be the preferred meth-
ods for repair of DSBs in vertebrate
somatic cells. However, DSBs generated
by sequence-specific endonucleases are
often repaired by HR. Most HR pro-
teins are essential and knockout mice
for these proteins die as early embryos.
This shows that HR is essential for repair
of spontaneous damage during embryo-
genesis. The damage most likely occurs
during replication, resulting in stalled
or collapsed replication forks. Vertebrate

cells that have nonlethal mutations in
HR genes, such as Rad54, some of the
Rad51 paralogs, or BRCA1, are sensitive
to irradiation, showing that HR is also
used to repair damage resulting from ir-
radiation. NHEJ appears to be avoided
in meiotic cells by downregulating the
Ku proteins.

In yeast, NHEJ is used in the G1 phase
of the cell cycle to repair DSBs while HR
is used during late S and G2. NHEJ is
also regulated through sequestration of
the yeast XRCC4-like protein Lif1 to the
cytoplasm in diploid cells that are able to
undergo meiosis.
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2
Steps in Homologous Recombination

In this section, the molecular mechanisms
of the DSBR and SDSA models will
be discussed, as these have been the
most extensively studied of the HR
mechanisms and are the most common
DSB repair processes by HR. The proteins
discussed are those used in eukaryotic
systems. Most of these proteins are
conserved from yeast to human. SSA
usually occurs between direct repeats and
appears to involve nucleolytic processing
of the DSB, annealing of complementary
strand promoted by the annealing activity
of the Rad52 protein and RPA protein,
processing of any nonannealed DNA tails
by the ERCC1/XPF endonuclease, and
sealing of the nicks by DNA ligase.

2.1
Initiation

Once a DSB is formed, to prepare the
ends for HR, they must be resected to
reveal 3′ single-strand tails. The resection
most likely occurs through the action of
the MRN complex and additional nuclease
and DNA helicase activities. Once single-
strand tails with 3′ ends are formed, these
become coated with RPA protein to protect
the single-stranded DNA and to remove
any secondary structure. Next, RPA is
displaced and Rad51 protein coats the
single-strand DNA to form a DNA-protein
filament. Rad51 loading is facilitated by a
set of proteins related to Rad51 called the
Rad51 paralogs, plus Rad52, and Rad54
proteins. Additional proteins related to
Rad52 and Rad54 may also be involved.
There are also a number of proteins that
interact with Rad51 and may aid in the
initiation stage of loading Rad51 or in
the search for homology with a DNA
partner. One important interactor is the

Brca2 protein. Brca2 is mutated in some
heritable human breast cancers and is
clearly involved in HR. The DNA helicases
WRN and BLM also are required in HR.
Some models place these early in the
initiation step, while other models propose
that these helicases act during the later
stage of resolution. The helicases could
also act in the extension step, to open up
the D-loop for extension of the invading 3′
end by replication.

The second step in initiation involves
invasion of the intact donor DNA duplex
by the 3′ Rad51 filament tail of the recipient
DNA at a point of DNA homology,
signaling the end of the search for
homology and the beginning of strand
invasion. Strand invasion is promoted by
Rad54 protein and may also require Rad52
protein at the 3′ ends of the DSB. During
strand invasion, the Rad51 protein is
displaced from the 3′ single-strand region
as this sequence enters into duplex-paired
DNA. In the DSBR model, the displaced
D-loop sequence is enlarged by extension
of the 3′ end of the invading strand by
replication. This requires leading strand
DNA polymerases. Extension continues
until the 3′ end completes the gap repair
and can be ligated to the recessed 5′ end of
the second DSB end. The second DSB end
can also engage in a strand invasion of the
D-loop, or be captured by extension of the
D-loop until the displaced single strand of
the D-loop can anneal with the other 3′
end of the DSB. In the SDSA model, the
displaced D-loop sequence from the strand
invasion is small and migrates, propagated
by DNA synthesis.

2.2
Propagation

Propagation can be considered in two
parts, extension of the 3′ end by replication,
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and branch migration of the entire joint
molecule. DNA synthesis from the in-
vading 3′ strand appears to require the
replicative DNA polymerases δ and ε

(POL2 and POL3). It is not clear whether
any of the error-prone translesion synthe-
sis polymerases are also involved. HR is
considered to be error-free as the DNA
synthesis in replication uses the replicative
DNA polymerases. However, some recent
studies in yeast suggest that DSB repair
by HR is more error-prone than replica-
tive DNA synthesis. As described above, in
the DSBR model, synthesis extends from
the 3′ ends of the DSB until the gap is
repaired and the ends can be ligated to the
resected 5′ ends of the DSB, forming two
HJs. In the SDSA model, synthesis pro-
ceeds only from the invading 3′ end, and
continues until it is displaced from the
template donor duplex. The newly repli-
cated portion of the DSB is now able to
base pair with the 3′ end from the other
tail of the DSB, thus providing a template
for synthesis from this 3′ end. When syn-
thesis reaches the resected 5′ ends of the
DSB, ligation can occur.

There is genetic evidence that a cross-
strand DNA molecule with HJs can branch
migrate. In vitro, the E. coli RecG DNA
helicase and the E. coli RuvB helicase in
association with RuvA can branch migrate
a HJ. Both activities are required for
normal HR in E. coli. Similar proteins have
not been found in eukaryotes, although
genetic evidence suggests that symmetric
heteroduplex tracts can form during HR,
and their formation is best explained by
branch migration of HJs.

2.3
Resolution

Resolution in HR refers to resolution of
the HJs. In the SDSA model, no HJs are

formed and the repair products are always
noncrossover. The DSBR model proposes
the formation of double HJs. The search
for proteins with endonuclease activity
specific for HJ structures, producing
products that can be ligated without errors
has been ongoing for many years. In E.
coli, the proteins that fulfill these criteria
are the RuvC and RusA proteins. In vitro,
RuvC cleaves HJs and in vivo it is required
for HR. In eukaryotes, an endonucleolytic
activity that is specific for HJs has been
found to act on mitochondrial DNA.
Loss of this activity has no effect on
mitotic HR in chromosomal DNA or
on meiotic HR. Recent studies point to
a role for some of the Rad51 paralogs
in HJ resolution activity. Alternatively,
resolution of HJs could occur through the
combined action of DNA topoisomerases
and DNA helicases.

However resolution occurs, it must be
able to resolve the HJs in a manner that
allows the ends to be ligated together
after cutting and the interlinked DNA
strand to be untwined. Resolution may
give crossover or noncrossover products,
depending on which strands are cut, as
shown in Fig. 2.

3
Regulation of Recombination

HR and NHEJ are the major DSB
repair pathways. NHEJ is preferred in
mammalian cells for DSB repair while HR
is preferred in yeast. The consequences of
deletion of NHEJ-specific factors in yeast
are minimal, but in mammalian cells,
loss of NHEJ results in increased HR.
NHEJ and HR repair DSBs by different
mechanisms, but have compensatory roles
in maintenance of genomic integrity.
Vertebrate cells defective in both NHEJ
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and HR have high rates of genome
instability and cannot be maintained as
stable cell lines. There is greatly increased
chromosomal aberrations and cell death.
These observations show that spontaneous
DSBs occur frequently enough to be
lethal if unrepaired and that NHEJ and
HR have overlapping roles in genome
stability maintenance. Nonetheless, the
use of NHEJ or HR to repair DSBs is
regulated on several levels, including cell
cycle regulation. NHEJ acts primarily in
G1-early S for repair of both induced and
spontaneous damage, while HR acts in late
S-G2. This compartmentalization of the
mode DSB repair helps to ensure that most
HR DSB repair involves sister chromatid
HR instead of interhomolog HR.

3.1
Meiosis versus Mitosis

Meiotic HR differs from mitotic HR
in several aspects. These include the
nature of the HR initiation events, the
frequency of HR, meiotic-specific proteins
involved in HR, the presence of the
synaptonemal complex, the requirement
for crossover HR events, preferential use of
the homolog for HR, and the phenomenon
of interference, which limits the number
of crossovers per chromosome arm in
meiotic HR.

While mitotic HR is essential for repli-
cation restart after fork stalling or collapse,
meiotic HR is essential for proper chromo-
some segregation in meiosis I, through the
occurrence of crossovers between homol-
ogous chromosomes. Thus, the ability of
most organisms to produce euploid and vi-
able meiotic products is dependent on HR.
Most mitotic HR is initiated from spon-
taneous or exogenously induced DSBs.
There are a few instances of programmed
DSBs, including mating type switching in

the fungi and V(D)J recombination in the
immune system of vertebrates. Repair of
these breaks occurs though a special pro-
gram for each DSB system. In meiosis,
HR occurs at induced DSBs, induced by
action of the type II topoisomerase-like
protein called Spo11. Spo11 DSBs occur
at preferred chromosomal regions, which
often have transcription initiation sites,
but there is no specific DNA sequence
that is recognized by any of the Spo11
proteins. Spo11-induced DSBs occur fre-
quently enough such that the meiotic
HR rate is at least 100-fold higher than
the mitotic HR rate, and often is 1000-
fold higher.

Mitotic HR occurs in the G2 phase of the
cell cycle. Although there does not seem
to be a specific structure required for mi-
totic HR, some chromosome scaffold or
structure is required. Recent experiments
show that DSB repair in G2 requires that
chromosome cohesion, cohesion between
sister chromatids, be established during
S phase and be present in G2. Whether
the cohesion complex helps direct most
DSB repair by HR to interactions with
the sister chromatid instead of the ho-
molog is not known. In meiosis, in most
eukaryotic organisms, the chromosomes
become associated with a protein struc-
ture called the synaptonemal complex (SC).
SC forms between homologous chromo-
somes. In yeast, DSB formation by Spo11
occurs prior to SC and the SC is thought
to aid in homolog alignment. Recombi-
nation by the DSBR model occurs in the
zygotene and early pachytene stages of
meiosis. By pachytene, chromosomes are
condensed and paired along their entire
lengths, with SC. The SC dissolves in
diplotene as chromosomes come apart in
preparation for the first meiotic chromo-
some division.
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The link between SC and HR is compli-
cated as in some organisms SC formation
is dependent on meiotic DSB forma-
tion, while in other organisms SC can
form in the absence of DSBs. Nonethe-
less, mutations in SC components reduce
meiotic HR, with resulting chromosome
missegregation.

In addition to the meiotic-specific Spo11
protein and SC components, there are
proteins that are required for meiotic
HR that are expressed only in meiosis.
Some of these include the homolog
pairing proteins Hop1, Hop2, and Red1,
a meiosis-specific Rad51 paralog called
Dmc1, mismatch repair-like proteins called
Msh4 and Msh5, and a meiotic-specific
checkpoint kinase called Mek1. These
proteins are essential for meiotic HR, but
have no detectable function in mitosis.
Dmc1 does not substitute for Rad51 in the
HR step of strand exchange, but does have
strand exchange activity in vitro. Loss of
Dmc1 results in arrest in meiosis during
pachytene, without completion of HR. The
arrest suggests that there is a checkpoint
signal for incomplete HR. Some of the
mitotic DNA damage checkpoint factors
function in meiosis to ensure efficient
repair of the meiotic DSBs by HR and
arrest cells when DSBs are not repaired
by HR. The Mek1 kinase appears to
regulate DSB repair through Dmc1. Msh4
and Msh5 are related to the mismatch
repair proteins MutS of E. coli and Msh2
of yeast. However, Msh4 and Msh5 do
not function in mismatch repair. Rather,
they are essential for crossing-over in
meiosis and loss of Msh4 or Msh5 in
mice results in aberrant meioses and
sterility. Msh4 and Msh5 act with the
mismatch repair protein Mlh1 in meiosis
in this pathway.

Most mitotic DSB repair that produces
genetic recombinant products is of the

gene conversion type without any associ-
ated crossing-over. This observation led to
the development of the SDSA model. In
contrast, about half of the meiotic genes
conversions are associated with crossing-
over. This observation was crucial in the
development of the DSBR model, with
resolution of the HJs as crossover or
noncrossover. However, recent studies on
the timing of molecular intermediates in
meiotic HR in yeast have shown that non-
crossovers occur before crossovers. This
has led to the suggestion that there are two
types of meiotic HR pathways. The first
is dedicated to noncrossovers and occurs
by the SDSA model for gene conversions.
The second pathway occurs slightly later
through the DSBR model. Resolution of
the HJs results in crossovers. The sugges-
tion is that all noncrossovers come from
SDSA HR while crossovers come from
DSBR, which has HJs. Moreover, the HJs
are always resolved to give crossovers. Both
the SDSA and DSBR models involve for-
mation of heteroduplex DNA, which is
a substrate for the mismatch repair pro-
teins. Mismatch repair occurs whenever
DNA mismatches arise. In mitotic growth,
most mismatches occur from errors dur-
ing DNA replication where an incorrect
nucleotide is used, resulting in a base-
pair mismatch. If the mismatch is not
corrected by the editing function of the
DNA polymerase, it becomes a target for
the mismatch repair proteins. Mismatch
repair is an essential step in recombina-
tion, correcting the heteroduplex that has
formed between two recombining DNA
strands. In the absence of mismatch re-
pair, mutations will accumulate and the
strains will have a mutator phenotype. The
strains are able to undergo recombina-
tion, but maturation of the heteroduplex is
defective.
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3.2
Sister Chromatid Recombination versus
Homolog Recombination

Sister chromatid recombination can only
occur in late S or G2, after chromosomes

are replicated. As the recombination oc-
curs between identical DNA duplexes,
there is no genetic signal for its occurrence.
Sister chromatid recombination can be de-
tected genetically when it occurs out of
register within a duplication or a multiple

Replication
with
bromodeoxyuridine

Chromosome
division and 
replication
with
bromodeoxyuridine

Staining, no sister chromatid exchange Staining, sister chromatid exchange

Fig. 6 Cytological detection of sister chromatid exchange. Cell is grown for two
rounds of replication in the presence of the nucleotide analog
bromodeoxyuridine. After one round of replication, the chromatids are hybrid,
with one substituted and one unsubstituted DNA strand. After the second round
of replication, cells are arrested in mitosis. The chromosomes have one fully
substituted chromatid and one hemi-substituted chromatid. Differential staining
of the fully substituted and hemi-substituted chromatids results in a microscopic
light/dark pattern, with the fully substituted chromatid being light colored. If no
sister chromatid exchange has occurred, then one chromatid is fully dark while
the attached sister chromatid is fully light. If sister chromatid exchange has
occurred, each chromatid will show an alternating pattern of light and dark
regions, and the two attached chromatids are mirror images of each other.
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tandem repeat. Assays using duplications
have been devised to detect unequal sister
chromatid exchange (Fig. 6). Alternatively,
sister chromatid recombination can be
detected visually in vertebrate cells us-
ing chromosome staining methods. Cells
are allowed to go through two rounds
of replication with a nucleotide substi-
tute of bromodeoxyuridine for thymidine.
Cells are then arrested in mitosis with a
microtubule inhibitor, so that cells will
have replicated chromosomes with both
sister chromatids still attached at the cen-
tromere. The chromosomes are stained
with a fluorescent dye, which reveals
the bromodeoxyuridine incorporation, and
Giemsa stain for the chromosome regions
that do no have bromodeoxyuridine. If no
sister chromatid exchange has occurred,
the chromatid with both strand containing
bromodeoxyuridine will be light colored
while the chromatid with one substituted
strand will be dark colored. Where sister
chromatid exchange has occurred, a sin-
gle chromatid will contain both light and
dark sections, and this alternates with the
light/dark staining pattern of the sister
chromatid. Such chromosomes are called
harlequin chromosomes.

Using the harlequin assay, it has been
found that spontaneous sister chromatid
exchange requires HR proteins, but not
NHEJ proteins. DNA damage induced
sister chromatid exchanges also required
HR proteins, showing that sister chro-
matid HR is important for DSB repair
and damage avoidance. In fact, a hallmark
of some human diseases that are defective
in the correct response to DNA damage
is increased sister chromatid exchange.
The defect probably lies in an inability
to regulate repair by nonrecombinogenic
pathways at stalled replication forks.

Since most mitotic HR between ho-
mologs is gene conversion that is not

associated with crossing-over, one might
expect the same to be true for sister
chromatid recombination. Using a recom-
bination substrate consisting of a marked
duplication with a site-specific DSB to in-
duce the HR, it has been found that most
DSB repair uses the sister chromatid as
a template for repair, and that most sis-
ter chromatid recombination is in fact
gene conversion, not exchange. This is
consistent with an SDSA model for sister
chromatid recombination and consistent
with the observation that crossing-over, ei-
ther between homolog chromosomes or
sister chromatids is infrequent in mitotic
cells, even in the presence of DSB damage.

If most DSB repair occurs between sis-
ter chromatids, how is the meiotic HR
program modified to promote interho-
molog HR? Part of the answer must lie
in meiotic-specific proteins that promote
interhomolog HR. Some of these include
the meiotic-specific chromosome cohesion
protein Rec8, the SC structure itself, and
a newly recognized protein called Mnd1,
which is proposed to promote close ho-
molog juxtaposition in preparation for
strand exchange.

3.3
Regulation by Cell Cycle DNA Damage
Checkpoint Factors

DNA damage is sensed by cell cycle
checkpoint factors that recognize unre-
paired DSBs. One important signal in the
checkpoint response is single-strand DNA
coated with the single-strand DNA bind-
ing protein RPA. DNA damage checkpoint
factors bind to unrepaired DSBs and set off
a cascade of signal transduction through
protein kinases that modify components
of the replication and recombination re-
pair machinery and arrest cells in the G2
phase of the cell cycle until damage has
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been repaired. At this point, the arrest is
reversed and cells resume growth and pro-
ceed through mitosis to the next cell cycle.
In mammalian cells, apoptosis is also a
response to unrepaired DSBs. Key pro-
teins in the checkpoint response are the
ATM (ataxia-telangiectasia mutated) and
ATR (ATM and RAD3-related) protein ki-
nases, which transduce the damage signal
and phosphorylate many proteins involved
in DNA repair, recombination, replication
transcription, and cell cycle progression.

3.4
Alternative Repair Pathways

As has been discussed in Sects. 1.1 and 1.2,
there are multiple DSB repair pathways in
eukaryotic cells, some of which do not
involve HR. However, not all spontaneous
damage originates as DSBs. DSBs may
arise from processing of stalled replication
forks, but the initial damage may be single-
strand DNA gaps at the fork. There is
overlap in the pathways used for repair
of spontaneous damage. Evidence for
this comes from several sources. First,
genetic studies in yeast have revealed
several genes that function in alternative
repair pathways for damage associated
with stalled replication forks. One of these
pathways involving the yeast MPH1 gene
also requires HR gene functions. However,
loss of Mph1 function does not affect
HR. Mph1 functions in error-free bypass
of DNA lesions, in a manner that also
requires HR. This most likely involves
sister chromatid interactions, possibly
some type of template switching, which
requires strand invasion of the sister
chromatid to synthesize past DNA lesions.

The second set of observations on repair
pathways that overlap with HR comes from
studies of chicken DT40 cells. The HR mu-
tant RAD54 (−/−) is viable, but sensitive

to ionizing radiation and defective in DSB-
promoted HR assays. RAD18 is a key gene
in the translesion synthesis repair, to fill
in gaps on the daughter strands caused
by lesions in the template strands dur-
ing replication. The mutant RAD18 (−/−)
is viable, but sensitive to UV radiation.
The mutant has a great increase in sis-
ter chromatid exchange events, suggesting
that damage normally repaired by RAD18
is now repaired by the HR pathway. The
double mutant Rad54 (−/−) RAD18 (−/−)
is lethal. These types of experiments high-
light the cross talk between different repair
modes of the cell.

4
Consequences of Defects in Homologous
Recombination

4.1
Rearrangements Associated with
Mutations in HR Genes

In yeast, the HR gene mutants are vi-
able. Haploid HR mutants, in addition
to reduced HR rates, are associated with
increased genomic instability and dele-
tions, translocations, and telomere fu-
sions. Many of the rearrangements have
breakpoints with no homology or mi-
crohomology. These rearrangements are
similar to those observed in cancer cells,
suggesting that defective HR results in
the types of chromosome aberrations
seen in tumor cells. Diploid HR mu-
tants have chromosome loss as the most
frequent type of chromosome aberration,
although the aberrations listed above also
arise, but at much lower frequencies than
chromosome loss. These findings show
that HR is essential for genome stability
maintenance.

In vertebrate cells, many HR mutants
are not viable. However, examination of
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early embryonic cells has revealed massive
chromosome rearrangements. Mutants in
the RAD51 paralog genes are associated
with chromosome and chromatid breaks.
In the chick DT40 system, it has been
possible to make conditional RAD51
mutant cells. These mutants have very
high levels of spontaneous chromosome
breaks and have increased sensitivity to
DNA damaging agents.

BRCA2-deficient cells accumulate sev-
eral different types of chromosome rear-
rangements and aberrations. Most preva-
lent are chromosome breaks, chromatid
breaks, end-to-end fusions of chromo-
somes, translocations, and deletions, and
chromosomes with multiple arms that
appear to result from multiple aberrant
recombination reactions. Similar chro-
mosome aberrations have been seen in
RAD51-deficient cells. The overlap in phe-
notypes is expected given that BRCA2 and
RAD51 function together at an early stage
in HR. The finding that the rearrange-
ments occur spontaneously underscores
the importance of HR in maintaining ge-
nomic stability in growing cells, repairing
lesions that occur during DNA replication.

4.2
Meiotic Defects Associated with
Mutations in HR Genes

Meiotic phenotypes associated with defects
in HR genes have been seen only in mu-
tants of genes that are either only expressed
in meiosis or genes that have milder HR
consequences in mitosis. In yeast, the HR
mutants are mitotically viable, although
they are associated with decreased HR and
increased genomic instability and chro-
mosome rearrangements. In meiosis, the
same mutants fail to complete meiosis
and give no viable meiotic products. Thus,
these mutants are meiotic-inviable, but

mitotic-viable. There exists another set of
mutants in meiotic-specific genes such as
SPO11, DMC1, MSH4, and MSH5 plus
genes encoding subunits of the synap-
tonemal complex. Mutants in these genes
give no viable meiotic products, or a re-
duced number of viable meiotic products
with aneuploid karyotypes. In the mouse,
SPO11−/− mutants are infertile, have
synapsis defects cells undergoing meiosis,
and apoptosis is increased in the sperma-
tocytes and ooctyes cells.

In vertebrates, most HR mutants are not
mitotically viable. Most work has focused
on the meiotic-specific genes. Mutants in
these genes are associated with aberrant
chromosome structures in meiosis and
infertility, consistent with the essential
role of HR in meiotic chromosome
segregation.

5
Concluding Remarks

In the past few years, our understanding
of HR models, proteins, and regulation
has been elevated by quantum leaps.
It is now appreciated that HR occurs
by distinct mechanisms, even with the
same initiating substrate of a DSB. Most
mitotic HR occurs by SDSA, and in fact
most mitotic HR probably occurs between
sister chromatids, not between homologs.
Meiotic HR occurs by SDSA and DSBR,
with the two types of HR occurring with
different timing in a meiotic program
that carefully regulates the number and
spacing of crossovers. Most meiotic HR
occurs between homologs, in contrast to
mitotic HR.

Although some of the HR proteins are
related, such as RAD51 and DMC1, and
RAD54 and RAD54B, each protein has
a distinct role in the HR process. The
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number of accessory proteins seems to
be increasing to include DNA damage
checkpoint factors. One aspect of HR that
remains controversial is the eukaryotic
resolvase. While resolvase activity has been
identified in cell extracts and found to
be missing from mutant cell extracts,
the resolvase protein has not yet been
definitively identified.

The importance of HR is underscored
by the finding that HR is essential for
all dividing cells. Given its essential
role, it is not surprising that there
are few human diseases associated with
mutations in the genes required for the
HR process itself, such as the RAD51
gene. However, there are rare cases of
mutations in genes that encode proteins
that are mediators of HR or are checkpoint
proteins for the DNA damage response
pathway. These include ATM, leading
to ataxia-telangiectasia, NBS1, leading
to Nijmegen breakage syndrome, ATR,
leading to Sekel syndrome, BLM, leading
to Bloom syndrome, WRN, leading to
Werner syndrome, MRE11, leading to
AT-like disease, the FA genes, leading
to Fanconi anemia, BRCA1 and BRCA2,
leading to breast cancer. Most of these
diseases are associated with increased
cancer risk, and on the cellular level,
there is increased genomic instability
and defective repair of DNA damage,
including DSBs. Understanding how these
HR defects result in genomic instability is
the first step in being able to limit the
damage caused by genomic instability.
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Alternate Splicing
When a single gene after splicing gives rise to more than one mRNA sequences. It may
be due to joining of exons in different series. Sometimes, HnRNA may splice
differently (a portion of sequence may act as intron in one case and as exon in
other case).

Attenuation
A mechanism to control RNA polymerase to read through an attenuator, an intrinsic
termination sequence present at the beginning of the transcription unit. This type of
control is present in some prokaryotic operons.

CAAT Box
A conserved sequence located nearly 75 nucleotides upstream of the start point of
transcription units found in eukaryotes, also called as −75 box sequence. It is
recognized by certain transcription factors. It has the consensus sequence
GGCAATCT. It plays an important role in increasing the promoter strength.

Cyclic AMP Receptor Protein (CRP or CAP)
A regulatory protein activated by 3′,5′ cyclic AMP (cAMP). In prokaryotes, transcription
of many genes gets activated after binding of this protein (in the form of CRP–cAMP
complex) on a specific site in the DNA. Two molecules of cyclic AMP bind with one
molecule of CRP.

Exon
A segment of interrupted gene having coding region and present in mature mRNA.

Gratuitous Inducer
A substance that induces the transcription of a gene(s) but is not a substrate for its
enzyme protein product. Generally, it is an analog of the substrate, a normal inducer.

Intron or Intervening Sequence
A segment of interrupted gene found in eukaryotes. Intron gets transcribed but do not
code for a protein product. Intron sequence gets removed during maturation of
primary transcript, a process called as RNA splicing.
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Inducer
A small molecule that triggers biosynthesis of RNA by binding to the cytoplasmic
repressor (product of a regulatory gene). It is generally the substrate of the enzyme
protein product of the structural gene.

Induction
The ability of bacteria or yeast to synthesize certain enzymes only when their substrates
are present. The inducer binds to the cytoplasmic repressor preventing it from binding
to the operator region. If cytoplasmic repressor is already bound with the operator, it
gets detached from the operator region after binding with the inducer.

Lariat
An intermediate formed during RNA splicing where a circular structure with a tail is
formed by a 5′,2′ bond.

Leader Sequence
A nontranslated sequence at the 5′ end of mRNA preceding the initiation codon.

Operator
A DNA sequence to which cytoplasmic repressor (protein product of regulatory gene)
binds specifically.

Polyadenylation
The addition of Poly A sequence to the 3′ end of an eukaryotic RNA (a
posttranscriptional change).

Polycistronic mRNA
An mRNA having the information for more than one protein. It forms after
transcription of more than one gene present in a cluster (operon).

Promoter
The region of DNA involved in the binding of RNA polymerase to start RNA
biosynthesis.

Regulatory Gene
This gene codes for an RNA or a protein that controls the expression of other genes.

Repression
Inhibition of enzyme biosynthesis by a product of the metabolic pathway. Generally,
inhibition is at the level of transcription. The product of the regulatory gene
(cytoplasmic repressor) and the product of the metabolic pathway (corepressor)
complex binds to the operator region on the DNA.

Ribozyme
RNA as an enzyme. Some RNA molecules are capable of self-RNA splicing without
involvement of any protein. This type of RNA is called as ribozyme.
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SnRNAs (Small Nuclear RNAs)
These are small RNAs present in the nucleus and are considered to be involved in RNA
splicing/other processing reactions.

SnRNPs
Are small nuclear ribonucleoproteins. In these, SnRNAs are associated with proteins.

Splicing
Removal of introns and joining of exons in RNA.

TATA box
A conserved sequence found about 25 nucleotides upstream from the start point of
eukaryotic RNA polymerase II transcription unit. It is considered to be involved in
positioning RNA polymerase II for correct initiation.

Telomerase
Is an enzyme resembling reverse transcriptase. Telomerase enzyme adds telomeres to
chromosome ends.

Telomere
Are the specialized structures at the ends of linear eukaryotic chromosomes. They
generally have many tandem copies of a short oligonucleotide sequence, TaGb in one
strand and CbAa in the complementary strand, where a and b are on an average 1 to 4.

Upstream
The sequences found at the 5′ end of and beyond the region of expression.

� The central dogma in gene expression is ‘‘DNA makes the RNA, a process
called as transcription; and RNA makes the protein, called as translation.’’ Gene
expression can be regulated at the stage of transcription, RNA processing (post-
transcriptional changes), and translation. Organisms have been classified into two
groups – Prokaryotes whose cells do not have distinct well-defined nucleus, and
eukaryotes whose cells have distinct well-defined nucleus. Examples of prokaryotes
are bacteria and the blue green algae and of eukaryotes are animals, plants and fungi.
In prokaryotes, the RNA primary product may itself be the target of regulation. In
eukaryotic cells, due to compartmentation, transport of mRNA from the nucleus to
the cytoplasm could be an additional target for regulation. However, bacterial mRNA
is directly available for protein biosynthesis soon after its synthesis. Regulation of
transcription usually occurs at the stage of initiation. The regulators of initiation
of transcription may be a protein or RNA. In prokaryotes, on–off of transcription
is the main regulatory control of the gene expression, whereas, in eukaryotes,
more complex regulatory mechanism of transcription takes place. In addition,
RNA splicing also plays major role in the regulation of gene expression. Here, it is
pertinent to mention that eukaryotic genes have been found to have coding as well



Regulation of Gene Expression 27

as noncoding sequences. In fact, as per recent human genome sequence data, more
than 50% sequences are noncoding sequences whose function is also not clear.
These are called introns or junk sequences. The coding sequences are called exons.
Of course, there are regulatory elements too. The primary transcript of DNA has
complementary sequences of both exons and introns and is called heterogenous
RNA (HnRNA). The HnRNA gets spliced removing introns and ligating exons.
Regulation of gene expression in both prokaryotes and eukaryotes is important since
it decides whether a particular protein should be synthesized and in which quantity.

1
Regulation of Gene Expression in
Prokaryotes

1.1
Induction and Repression

In prokaryotes, induction and repression
especially in enzyme proteins is the promi-
nent way of regulation at the level of
transcription. There are certain proteins
that are synthesized at constant rate at all
the times. There are certain proteins, es-
pecially the enzymes, that are produced in
larger amounts in the presence of certain
substances. The substance, which is gen-
erally the substrate of the enzyme protein,
enhances an enzyme’s synthesis and is
called an inducer, the enzyme is called as in-
ducible enzyme, and the process is known as
enzyme induction. It is not necessary for the
inducer to be the substrate of the enzyme.
The inducer may resemble the natural sub-
strate and need not necessarily be affected
by it. An inducer that is not the substrate
of the enzyme is called gratuitous inducer.
An inducer may induce more than one en-
zyme whose genes are arranged in cluster.

An inducible enzyme is normally
present only in trace amounts in a bacterial
cell, but its concentration can quickly in-
crease even a thousand fold or more when
its substrate is present in the medium

particularly when this substrate is the
only carbon source of the cell. Under
these conditions, the induced enzyme is
required to transform the substrate into
a metabolite that can be utilized by the
cell directly. A well-studied example of in-
ducible enzyme is of β-galactosidase from
Escherichia coli. The E. coli cells having
wild type β-galactosidase gene do not uti-
lize lactose if glucose is also present in the
medium. If only lactose is present as sole
carbon source or after the complete uti-
lization of glucose, within one to two min-
utes the cells synthesize β-galactosidase
enzyme and start utilizing lactose. Si-
multaneously, there is synthesis of β-
galactoside permease, which is required
for the transfer of β-galactoside inside the
bacterial cell and also of β-thiogalactoside
transacetylase. If the induced bacterial cells
are transferred into a medium deficient
in lactose, synthesis of β-galactosidase
(along with β-galactoside permease and β-
thiogalactoside transacetylase) ceases im-
mediately and the previously induced en-
zyme also gets declined to a normal level.
Induction of a group of related enzymes
or proteins to the same extent by a single
inducing agent is known as coordinate in-
duction. Here, induction of β-galactosidase
along with β-galactoside permease and
β-thiogalactoside transacetylase is an ex-
ample of coordinate induction.
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Earlier, two hypotheses were given to ex-
plain the mechanism of enzyme induction
using the β-galactosidase system:

1. Activation of preexisting protein
occurred.

2. De novo synthesis of the protein
occurred.

The first possibility was discounted
because of the reason that, prior to
induction, no protein could be detected
having antigenic property similar to β-
galactosidase. This observation suggested
that actual synthesis of the enzyme protein
occurs after addition of the inducer. At that
time, scientists were knowing that specific
protein will not be synthesized except in
the presence of gene which dictates its
primary structure (amino acid sequence).
From the observations, it was also clear
that E. coli cells carry structural gene for β-
galactosidase enzyme protein. Thereafter,
the question remained as to why β-
galactosidase enzyme protein synthesis
did not occur in the absence of inducer.
For this question, again the following two
explanations were considered:

1. It may be considered that inducer acts
as some sort of template that triggers
the enzyme protein synthesis. It was
thought that because of this reason the
inducer resembles the substrate.

2. It is possible that enzyme protein is not
synthesized because of inhibition by
some agent(s). In this case, the inducer
itself may act as some sort of inhibitor,
which inhibits the activity of inhibiting
agent(s). This possibility seems to be
very complex, but afterward, evidence
became available in support of this
hypothesis and now we know that this
is what actually occurs.

Similarly, in the presence of a substance
that is the product of a particular enzyme

reaction, the synthesis of an enzyme pro-
tein can be reduced. This phenomenon is
called enzyme repression and the substance
is called corepressor.

Induction and repression are two com-
plementary phenomena. Generally biosyn-
thetic pathways have been found under
the control of repression. Many amino
acids biosynthetic pathways are found to be
under the control of repression. For exam-
ple, if histidine is added to E. coli growth
medium, all the enzymes involved in its
biosynthesis no longer are synthesized
since cells do not require to synthesize
histidine. In the presence of histidine, all
the enzymes required for the biosynthesis
of histidine starting from ATP phosphori-
bosyl transferase, which catalyzes the first
reaction in the histidine biosynthetic path-
way (biosynthesis of phosphoribosyl ATP
from phosphoribosyl pyrophosphate and
ATP), are repressed. Such repression of
the synthesis of a group of enzymes by
a single corepressor is called coordinate re-
pression. Coordinate repression is generally
caused by the end product of the biosyn-
thetic pathway, and, because of this reason,
it is also called end product repression.

1.2
The Operon

Jacob and Monod in 1961 gave the con-
cept of operon. They explained that genes
encoding proteins whose functions are
related, such as the consecutive genes
proteins in a pathway, may be organized
in a cluster that is transcribed into a
polycistronic mRNA from a single oper-
ator and control of this operator regulates
gene expression of the entire structural
genes in the operon. The unit of regula-
tion containing structural genes, regulator
gene(s), and cis-acting elements is called
operon. The genes may be classified into
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two groups depending on their coded
protein functions: structural genes whose
protein products are directly involved in
the metabolic activity (act as enzymes) or
act as constituent of an organelle and the
regulatory genes whose products regulate
the transcription of the structural genes.
The activity of an operon is controlled
by the regulatory gene(s) whose protein
product interacts in its control elements.
Although many operons have been studied
in detail, one of the most-studied examples
of operon is lac operon of E. coli. In lac
operon, lac i is the regulatory gene whose
protein product called as cytoplasmic re-
pressor is involved solely in regulation,
while lac Z, lac Y, and lac A are structural
genes which code for the enzymes, β-
galactosidase, β-galactoside permease, and
β-thiogalactoside transacetylase, respec-
tively. The lac operon is described below.

1.3
The Lactose Operon (Lac Operon)

If E. coli cells are grown in a medium
containing lactose as a sole carbon and
energy source, the cells will synthesize
the enzymes, β-galactosidase (which cat-
alyzes the hydrolysis of lactose into glu-
cose and galactose), β-galactoside perme-
ase (which allows lactose to enter the
cell) and β-thiogalactoside transacetylase
(which catalyzes the transfer of acetyl
group from acetyl CoA on to 6 posi-
tion of β-thiogalactoside to form 6-acetyl
β-thiogalactoside). Glucose is easily me-
tabolized and directly enters the glycolytic
pathway. Galactose must be converted into
glucose before it enters the glycolytic path-
way. Studies with the lac operon showed
that it consisted of three adjacent structural
genes lac Z, lac Y, and lac A. Preced-
ing these genes are lac O, lac P, and lac
i, involved in regulation. Lac i codes for a

protein called as cytoplasmic repressor. Lac
P is the promoter site on which RNA poly-
merase binds. Lac O is the controlling site
on which cytoplasmic repressor binds and
after binding, there is switch off of tran-
scription of the structural genes (Fig. 1).
All the three structural genes are tran-
scribed as a single polycistronic messenger
RNA carrying genetic information for all
the three enzyme proteins. Besides lactose,
many other analogs such as isopropyl-
β-thiogalactoside (IPTG), methyl- β-thio-
galactoside, and mellibiose also act as
inducers. In vitro, the most commonly
used inducer for lac operon is IPTG.

The genes located in the lac operon are:

Gene Z+ (lac Z+): this gene in mutant
condition results in the loss of ability
to synthesize active β-galactosidase
either in the presence or absence
of inducer.

Gene Y+ (lac Y+): this gene in mutant
condition results in the loss of ability
to synthesize active β-galactoside
permease either in the presence or
absence of inducer.

Gene A+ (lac A+): this gene in
mutant condition results in the
loss of ability to synthesize active
β-thiogalactoside transacetylase ei-
ther in the presence or absence
of inducer.

Gene i+ (lac i+): this gene causes
changes in the influence of inducer
on the synthesis of β-galactosidase,
β-galactoside permease, and β-
thiogalactoside transacetylase.

Many i mutants synthesize large amount
of the enzymes in the absence of inducer.
Using different combinations of wild type
and mutant genes of lac Z, lac Y and lac i
genes, different types of genetic structures
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lac i OP lac Z lac Y lac A

lac i mRNA

Cytoplasmic repressor (tetrameric protein)

+Inducer

Inducer-cytoplasmic repressor
complex

Fig. 1 Line diagram of lac operon: P, promoter; O, operator; lac i, regulatory gene; lac Z,
Y, and A, structural genes for β galactosidase, β galactoside permease, and β

thiogalactoside transacetylase, respectively. RNA polymerase binds on the promoter site.
Cytoplasmic repressor binds on the operator site and represses transcription of the
structural genes (negative control). In the presence of the inducer, there is formation of
inducer-cytoplasmic repressor complex, which is not capable of binding on the operator
site. If already cytoplasmic repressor is bound on the operator site, it gets detached from
there after making a complex with the inducer, resulting in transcription of the
structural genes.

Tab. 1 Various genotypes of the E. coli lactose system.

Genotype Noninducible Inducible

β-galactosidase β-galactoside
permease

β-galactosidase β-galactoside
permease

Z+ Y+ i+ − − + +
Z− Y+ i+ − − − +
Z+ Y− i+ − − + −
Z− Y− i+ − − − −
Z+ Y+ i− + + + +
Z− Y+ i− − + − +
Z+ Y− i− + − + −
Z− Y− i− − − − −

of lac region of E. coli chromosome may be
assumed (Table 1).

Regulatory gene(s) need not necessarily
be located near the structural genes. Its

action is due to the biosynthesis of some in-
tracellular substance or substances. Study
of mutation in the regulatory gene pro-
vided insights into the main mechanism
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of induction and repression. Mutated lac
i gene is called as lac i−. The E. coli cells
containing i+ produce β-galactosidase only
in the presence of inducer whereas cells
containing mutated lac i can produce β-
galactosidase both in the presence and
absence of inducer. These results indi-
cate that lac i+ is dominant and lac i−
is recessive.

Regulatory gene, lac i+ codes for a pro-
tein called as cytoplasmic repressor or lac
repressor. It is a tetrameric protein having
four identical subunits of the molecular
weight, around 37 000. This protein specif-
ically binds on the operator region. Each
subunit is a chain of 347 amino acids. The
N-terminal amino acid is methionine and
C-terminal is glutamine. The tetrameric
protein may be dissociated in the presence
of sodium dodecyl sulfate. Each individual
subunit has one binding site for inducer.
The individual subunits also have the abil-
ity to bind inducer but are not able to
bind on the operator region. The binding
constant for IPTG has been calculated to
be about 10−6 M. The cytoplasmic repres-
sor binds very tightly with the operator
region. The equilibrium constant of the
complex is about 10−13 M. The rate con-
stants for association and dissociation are
7 × 109 M−1 sec−1 and 6 × 10−4 sec−1,
respectively. Although, there is normal
content of various amino acids, tryptophan
content is comparatively low. There are
only two tryptophanyl residues out of 347
amino acids in a subunit. The OD1%

280 is
0.59 (comparatively low value due to low
contents of tryptophan).

Using circular dichroism and optical
rotatory dispersion studies, an estimate
of about 33 to 40% α-helix contents and 18
to 42% β-structure has been made. Using
Chou Fasman model, from the primary
sequence, a prediction of 37% α-helix

contents and 35% β-structure has been
done. Both the data are in the same range.

Using electron microscopy after negative
staining and powder X-ray diffraction
analysis, an asymmetric dumbbell-shaped
tetramer of the dimensions about 45 Å by
60 Å with four tetramers contained in one
unit cell of 91 Å by 117 Å has been found.
Powder X-ray diffraction patterns indicated
that the third unit cell dimension, which is
not seen in electron micrographs, is 140 Å.
Four tetramers can easily be packed into
this cell, in a manner that accounts for
the stain distribution observed in electron
micrographs. The molecule extends the
full length of the 140 Å cell and gives
the tetramer an elongated shape having
approximately molecular dimensions of
140 Å by 60 Å by 45 Å. On the basis of
these data, a model has been proposed
in which the subunits are related by 222
symmetry and are placed at the corners
of a rectangular plane. This suggests the
existence of two operator binding sites per
tetramer if the repressor maintains perfect
222 symmetry.

However, the shape of the lac repressor
in solution appears quite different. In
solution, the repressor tetramer appears
as a square structure with dimensions
of about 105 Å by 95 Å, and the shape
as well as dimensions of the molecule
does not change in the presence of IPTG.
The subunits can be distinguished in
tetrameric structure, however, due to poor
resolution, no decision on the geometry of
their arrangement could be taken.

It looks that there should be two different
types of binding sites in the tetrameric
structure: the first for the small molecular-
weight effectors and the second for the
lac operator. There are indications that
both inducers and antiinducers bind to
the same site, or at least to overlapping
sites. O-Nitrophenyl β-D-fucoside has been
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found to act as anti-inducer for lac
operon. Similarly, the operator binding site
involves the same region of the tetrameric
repressor that binds nonoperator DNA.
Each repressor subunit looks to have an
effector binding site besides contributing
some interactions with operator DNA. On
the basis of experiments, it has been
concluded that the effector binding site
and operator binding site are distinct and
nonoverlapping. On the basis of trypsin
limited digestion studies which splits 59
amino terminal residues and 20 carboxyl
terminal residues of each subunit, leaving
a tetrameric trypsin resistant core protein
made up of subunits having 60 to 327
residues, it has been shown that the
amino and carboxyl terminal residues are
neither required for the binding of inducer
nor for the folding of the subunits into
proper tetrameric conformation. However,
it could not be confirmed whether the
interaction between the subunits of the
core is identical to the interaction of
the subunits in the native repressor.
There are indications that terminal regions
are involved in operator binding. There
are also indications that effector binding
changes the affinity of the repressor for
its operator. Both amino and carboxyl
terminal regions have hydroxyl group
containing amino acids (threonyl residues
at position 5, 19, 34, 315, 316, 321,
323; seryl residues at position 16, 21,
28, 31, 309, 325, 332, 341, 345) which
could contribute their hydroxyl groups of
side chains to form hydrogen bonds with
specific groups of the bases in the lac
operator. Out of total 8 tyrosyl residues
in the chain, there are four residues in
the 59 residues amino terminal region
(at position 7, 12, 17, 47), which offer
the possibility of interactions with DNA
either by providing additional hydroxyl
groups or by intercalation between the

bases. Besides, eight positively charged
amino acids have been found in the 59
amino terminal region and six positively
charged residues in the 36 carboxyl
terminal region. It is the higher content
of positively charged amino acids in the
terminal regions (14.7%) compared to total
percentage in the molecule (10.7%). It
has been considered that the combination
of the amino and carboxyl terminal
regions constitute a basic region which
through electrostatic interactions make
contact with the negatively charged DNA
and contribute to its specific binding to
operator region. The region between 215
and 324 amino acyl residues has few
charged residues (only 3 each positive
and negatively charged residues) and
is enriched in hydrophobic residues,
therefore, it may involve in the stabilization
of both the native tetramer and its tryptic
core. This region may act as a hydrophobic
nucleus resistant to trypsin attack.

The lac repressor can make four types of
interactions:

1. Specific interaction between lac repres-
sor and its operator

2. Nonspecific interaction between lac
repressor and any DNA

3. Specific interaction between lac repres-
sor and its small molecular weight
effectors, which include inducers, an-
tiinducers

4. The effector (inducer) may also interact
with the lac repressor already bound to
the operator to form an intermediate
ternary complex.

One molecule of inducer IPTG is
found to be sufficient to release the lac
repressor from its specific operator. After
binding of the inducer, there is nearly
1000-fold decrease in the affinity of the
repressor for its operator. Lac repressor
shows a single emission maximum at
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338 nm in fluorescence spectrum, which
is characteristic of tryptophan. On addition
of inducer in saturating concentrations,
there is a shift in emission maximum to
330 nm with no change in peak shape and
also fluorescence intensity. This change in
the emission maximum suggests that at
least one tryptophanyl residue per subunit
becomes less accessible to the solvent
upon inducer binding. No change in
the shape of the fluorescence spectrum
indicates that either both tryptophanyl
residues of the subunit are similarly
affected or that only one contributes to
the change in emission maximum. At
least two sequential steps appear to be
involved in the binding of IPTG to the lac
repressor. The first step is bimolecular
and much slower than expected for a
diffusion-controlled reaction. The second
step is monomolecular and may be
attributed to a conformational change
in the protein. The circular dichroism
studies showed that no major changes
in the overall geometry of the peptide
backbone of the repressor occurred upon
binding of the inducer. The sedimentation
coefficient studies indicated compactness
in the protein molecule upon inducer
binding. The glycerol perturbation spectra
indicated that fewer aromatic residues are
available to solvent in the presence of the
inducer than in the protein alone or in
the presence of antiinducers. It has been
predicted that the repressor undergoes a
conformational change upon binding to its
operator and a major change for induction
may be taking place upon interaction
of inducer with the repressor-operator
complex.

After the availability of lac repressor in
pure form, use of it was made to iso-
late the operator region. The DNA having
lac region was fragmented into smaller
fragments of nearly 1000 nucleotides. In

the fragmented mixture, lac repressor was
added and after incubation for some time,
it was filtered through a cellulose ni-
trate membrane. DNA fragments without
bound lac repressor passed through the
filter whereas fragment bound with lac
repressor remained tightly bound with
the membrane. The bound DNA was
released from the cellulose nitrate filter
by adding IPTG. Afterward, lac repressor
was added and treated the fragment with
deoxynuclease. The operator region gets
protected from digestion by deoxynuclease
after binding the lac repressor. Nucleotide
sequence determination revealed that the
repressor protected 27 nucleotides and this
sequence has a dyad symmetry. It has
been shown that this dyad symmetry is
important for specific binding of the lac
repressor with its operator. The symmetri-
cal sequence of the lac operator region is
given below:

5′ TGGAATTGTGAGCGGATAACAATT 3′

3′ ACCTTAACACTCGCCTATTGTTAA 5′

1.4
The Histidine Operon

The histidine operon is an example of
enzyme repression. In Salmonella, most of
the structural genes encoding the enzymes
required for histidine biosynthesis are
arranged in the same order as the
sequence of chemical reactions catalyzed
by respective enzymes except one or two
reactions. The sequence of the genes in
the histidine operon is as follows where O
denotes its operator:

EIFAHBCDGO

There are nine genes that specify the
structure of nine proteins involved in
histidine biosynthesis. Biosynthesis of
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PRPP
+ G E PR.AMP I PRFAICR

ATP a b c
d A

Imidazole Imidazole
glycerol

PO4

Intermediate H
acetol PO4 (?)

C g

L-Histidinol B L-Histidinol D L-Histidinal D L-Histidine
Phosphate i i 

PRPP – Phosphoribosyl pyrophosphate
PRATP – Phosphoribosyl adenosine triphosphate
PRAMP – Phosphoribosyl adenosine monophosphate
PRFAICR –  Phosphoribosyl  formimino  amino  imidazole  carboxamide
ribonucleotide 
PRUFAICR –  Phosphoribulosyl  formimino  amino  imidazole  carboxamide
ribonucleotide  

a - ATP phosphoribosyl transferase
b - Pyrophosphohydrolase
c - Phosphoribosyl adenosine monophosphate cyclohydrolase 
d - Phosphoribosyl formimino 5-amino-imidazole-4-carboxamide ribonucleotide
       isomerase 
e - Glutamine amido transferase
f - Imidazole glycerol-3-phosphate dehydratase
g - L-Histidinol phosphate amino transferase
h - Histidinol phosphate phosphatase
i  - Histidinol dehydrogenase

PR.ATP

B

f
F

e PRUFAICR

h

Fig. 2 Histidine biosynthetic pathway. The capital letters on the arrows denote
the genes encoding the enzyme catalyzing the biochemical steps.

histidine starting from phosphoribosyl py-
rophosphate (PRPP) and ATP along with
the genes coding for the enzymes in-
volved has been shown in Fig. 2. Two
enzymes in the pathway have been found
to be bifunctional. As written above,
with the exception of 1 or 2 genes,
the arrangement of genes on the chro-
mosome is related to their position
in the pathway in vivo. This indicates
that chromosome contains a remark-
able amount of information not only
of the sequence of the amino acids
in the enzyme proteins but also about
the metabolic pathway catalyzed by these
enzymes.

1.5
The Tryptophan Operon

The tryptophan operon consists of five
structural genes that code for the enzymes
involved in the biosynthesis of tryptophan.
Tryptophan biosynthesis, in addition to
enzyme repression, is also controlled by
feed back inhibition with tryptophan in-
hibiting the activity of first enzyme unique
to the tryptophan biosynthetic pathway.
Besides, tryptophan operon is also con-
trolled by attenuation. The line diagram
of tryptophan operon showing the struc-
tural genes, regulatory genes and other
regulatory elements is shown in Fig. 3.
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There is a regulatory gene called as trp R
whose product cytoplasmic repressor is a
dimeric protein having two identical sub-
units. Each subunit is of the molecular
weight nearly 12 500 and has 107 amino
acids. As in all cases of enzyme repression,
in the absence of tryptophan (corepressor),
cytoplasmic repressor does not bind with
the operator region. In the presence of
tryptophan, there is formation of cytoplas-
mic repressor–corepressor complex that
binds with the operator region. The op-
erator region is partially overlapped with
the promoter region. The points contacted
by the cytoplasmic repressor lie symmetri-
cally and occupy the region from positions
−23 to −3. The operator has the region
of dyad symmetry, which also includes the
consensus sequence of the promoter at
−10. As a result, RNA polymerase is not
capable of binding with the promoter re-
gion repressing the transcription of the
structural genes. It is clear that the differ-
ent needs of induction and repression are
accomplished in almost similar manner.
The difference is that the effector molecule
modulates the operator binding specificity
of the cytoplasmic repressor differently.

In case of tryptophan operon, depriva-
tion of tryptophan results in approximately
70-fold increase in the frequency of initia-
tion events at the tryptophan promoter.
Even under the repressing conditions,
transcription of the structural genes re-
mains continued at a low level. In case of
lac operon, the basal level of synthesis is
only about one thousandth of the induced
level. It indicates that the efficiency of re-
pression in tryptophan operon is much
lower than that seen in the lac operon.

1.6
Attenuation: the Leader Sequence

In the regulation of amino acid operons,
generally the end product (amino acid)

acts as a corepressor for repressing the
transcription of the structural genes. On
the basis of mechanism of enzyme re-
pression, it was thought that regulatory
gene deleted operon or operon having mu-
tant regulatory gene, should not be under
the transcriptional repression. However,
in already derepressed trp R− mutants,
tryptophan synthesis could be stimulated
by deprival of tryptophan and also by the
internal deletion of the region between the
operator and first structural gene. On the
basis of these findings, a second mech-
anism of regulation involving variable,
premature termination of transcription in
this region was elucidated. This process
is called as attenuation. On analysis of the
sequence of early mRNA of the tryptophan
operon, a part of this sequence was found
to code for a short leader peptide. Vari-
ation in the translation of leader peptide
is dependent on the supply of tryptophan.
Tryptophan influences the frequency of
termination of transcription at the attenu-
ator site, which lies still further ahead.

Attenuation controls the ability of RNA
polymerase to read through an attenua-
tor, an intrinsic terminator located at the
beginning of a transcription unit. The com-
mon feature of attenuator systems from
different operons is that some external
event controls the formation of the hair-
pin needed for intrinsic termination. If the
hairpin is allowed to form, termination
prevents RNA polymerase to transcribe
the structural genes. If the hairpin is pre-
vented from forming, RNA polymerase
elongates through the terminator, and the
structural genes are expressed. Control by
attenuation requires a precise timing of
events that control termination. Transla-
tion of the leader peptide must occur at
the same time when RNA polymerase ap-
proaches the terminator site. The RNA
polymerase remains paused till translation
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of leader peptide on the ribosome oc-
curs. Thereafter, the RNA polymerase is
released and moves toward the attenua-
tion site. By providing a mechanism to
sense the inadequacy of the supply of Trp-
tRNA, attenuation responds directly to the
need of the cell for tryptophan in pro-
tein biosynthesis and uses attenuation as
a control mechanism.

In the tryptophan operon, the attenuator
lies within the transcribed leader sequence
of 162 nucleotides that precedes the
initiation codon of trp E. It has rho
independent termination site and is a
barrier for transcription. A short G C rich
palindrome sequence is followed by eight
successive U residues. RNA polymerase
terminates at this site producing only a
140 nucleotide mRNA. The leader region
sequence contains ribosome binding site
and has an open reading frame for coding a
peptide of 14 amino acids called as leader
peptide. The leader peptide is unstable.
The sequence of the leader peptide is
as follows:

Met-Lys-Ala-Ile-Phe-Val-Leu-Lys-

Gly-Trp-Trp-Arg-Thr-Ser

As is clear from the sequence of the
leader peptide that out of 14 amino acid
residues, two are tryptophanyl residues.
Tryptophan is considered to be a rare
amino acid in proteins; therefore its abun-
dance in leader peptide has some signif-
icance. When the amount of tryptophan
in the cell is deficient, biosynthesis of
the leader peptide on the ribosome gets
stopped when it reaches the trp codons.
The sequence of the mRNA suggests
that this ribosome stalling may in turn
influence termination at the attenuator.
Pairing of the regions generates the hair-
pin that precedes the oligo U sequence, a
termination signal for transcription. The

position of ribosome can determine which
structure is formed. When tryptophan is
deficient in the cell, ribosomes stall at the
trp codons, which are part of region 1. This
region 1 gets sequestered within the ribo-
some and cannot base-pair with region 2.
Under the conditions, region 2 will base-
pair with region 3 compelling region 4 to
remain in a single-stranded form. In the
absence of terminator hairpin, RNA poly-
merase continues transcription after the
attenuator. When tryptophan is present in
the cell, biosynthesis of the leader peptide
occurs through the trp codons. Synthe-
sis remains continued along the leader
section of the mRNA to the UGA codon
which lies between regions 1 and 2. Un-
der the conditions, ribosomes extend over
region 2 and prevent it from base-pairing
with region 3. Now, region 3 remains avail-
able to base-pair with region 4 generating a
termination hairpin. This results in the ter-
mination of transcription at the attenuator
(Fig. 4).

Regulation by attenuation mechanism
has been found in many amino acid
operons of E. coli, for example, His, Phe,
Leu, Thr, ilv.

1.7
Positive and Negative Control

Positive and negative control systems are
distinguished on the basis of mode of ac-
tion of the cytoplasmic repressor. Genes
under the negative control are unable to
get transcribed in the presence of the prod-
uct of the regulatory gene (cytoplasmic
repressor) but are transcribed in the ab-
sence of cytoplasmic repressor. It indicates
that cytoplasmic repressor switches off the
transcription. The cytoplasmic repressor
either binds to DNA to prevent RNA poly-
merase from initiating transcription or
binds to mRNA to prevent a ribosome from
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Fig. 4 Ribosomal stalling. (a) When tryptophan levels are low, biosynthesis of the
leader peptide on the ribosome gets paused at the trp codons in region 1. The region
1 sequence gets sequestered within the ribosome and cannot base-pair with region
2. Therefore, region 2 base-pairs with region 3, compelling region 4 to remain in a
single-stranded form. (b) When tryptophan levels are high, biosynthesis of leader
peptide occurs through trp codons. Synthesis remains continued along the leader
section of the mRNA to the UGA codon present between regions 1 and 2. The
ribosome extends over region 2 and prevents it from base-pairing with region 3. Now
region 3 base-pairs with region 4 generating a termination hairpin.

initiating translation. In fact, negative con-
trol provides a fail-safe mechanism. The
lac operon described above is an example
of negative control.

The tryptophan operon described above
is another example of negative control.
The level of tryptophan in the cell
regulates both the activity and synthesis
of the tryptophan synthesizing enzymes.
Tryptophan inhibits the catalytic activity
of the first enzyme of the pathway. Thus,
tryptophan inhibits the synthesis of further
molecules of the amino acid by inhibiting
the beginning of the pathway. Tryptophan
also acts as corepressor that activates the
product of trp R gene. When tryptophan is
present, tryptophan operon gets repressed

by binding cytoplasmic repressor (product
of trp R gene)-tryptophan complex to the
operator region.

Genes under the positive control are
expressed only when an active regulatory
protein is present. The regulatory protein
acts to switch on transcription and is
thus an activator protein. Such activator
proteins are also called as positive control
factors. The regulatory protein interacts
with DNA and with RNA polymerase to
assist the initiation. A positive control
factor that responds to a small molecule is
called an activator. However, the activator
alone cannot bind to the operon. It
requires another molecule to be bound to
the activator protein, which increases the
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DNA-binding ability. An example is cyclic
AMP activated cyclic AMP receptor protein
(CRP) which activates arabinose operon.
You will find in the arabinose operon,
that it is an example of both negative and
positive control.

1.8
The Arabinose Operon (Ara Operon)

The arabinose operon in E. coli consists
of three structural genes that code for
the enzymes involved in the utilization
of arabinose. E. coli can utilize arabinose
as a carbon source. This operon is an
example of both positive and negative
control. A line diagram of ara operon
showing structural genes, regulatory gene,
and regulatory elements is shown in
Fig. 5. The ara C is the regulatory gene

whose product is called Ara C protein.
Biosynthesis of Ara C protein is self-
regulatory. Ara C protein regulates its
own biosynthesis after binding with ara
O1 operator. It represses its ara C gene
transcription. Generally, about 40 copies
of Ara C protein are present in the cell.
The Ara C protein acts as positive and
negative regulator for the transcription
of structural genes, ara B, ara A, and
ara D which code for L-ribulose kinase,
L-arabinose isomerase and L-ribulose-5-
phosphate epimerase, respectively. Some
regulatory DNA sequences exert their
effect from a distance. These sequences
are not always contiguous with promoters.
These distant DNA sequences come close
together by DNA looping mediated by
specific protein–protein and protein-DNA
interactions.

CRP binding site
ara O2 ara O1 ara I

DNA ara C ara B ara A ara D

PC PBAD

ara BAD mRNA

L-Ribulose
kinase

L-Arabinose
isomerase

L-Ribulose-5-P
epimerase

L-Arabinose L-Ribulose L-Ribulose-5-PO4 D-Xylulose-5-PO4

Fig. 5 Line diagram of arabinose operon: ara C, regulatory gene; ara O2, ara O1
and ara I, regulatory elements where ara C gene product may bind; Pc, promoter for
ara C gene; PBAD, promoter for BAD genes; ara B, ara A and ara D, structural genes
for L-ribulose kinase, L-arabinose isomerase, and L-ribulose-5-phosphate epimerase,
respectively. Ara C protein regulates its own synthesis after binding on ara O1
resulting in the repression of transcription of ara C gene. Ara C protein acts as
positive as well as negative regulator for ara BAD genes. If arabinose is absent and
glucose present, ara C protein binds with ara O2 as well as ara I forming a DNA
loop and there is repression of ara BAD genes. If arabinose is present, cAMP–CRP
becomes abundant and binds on the site adjacent to the ara I site (CRP binding
site). Arabinose also binds to the ara C protein altering its conformation, DNA loop
is opened and ara C protein bound on ara I acts as activator for transcription of ara
BAD genes.
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When glucose is present and arabinose
is not present, Ara C protein binds to ara
O2 and ara I both, forming a DNA loop of
about 210 nucleotides. In this condition,
there is repression of the transcription
of the structural genes. If glucose is not
present and arabinose present, cyclic AMP
and CRP become abundant and complex
of cyclic AMP and CRP binds to its site
adjacent to ara I. Arabinose binds with
Ara C protein changing its conformation.
Now after the binding of arabinose to
Ara C protein, DNA loop is opened and
Ara C protein bound on ara I acts as
activator and in concurrence with cyclic
AMP–CRP complex, induce transcription
of the structural genes. If arabinose and
glucose both are present, then also there
is repression of transcription, perhaps due
to catabolite repression concentration of
cyclic AMP is lowered.

1.9
Catabolite Repression

Glucose is the most easily utilizable sugar
for energy purpose, therefore, is preferred
by E. coli as a carbon source. If E. coli cells
are grown in a medium containing both
glucose and lactose, there is no induction
of lac operon. After utilization of glucose,
cells start utilizing lactose and now there is
induction of lac operon for the biosynthesis
of β-galactosidase. In the presence of
glucose, the lactose operon is not induced.
The inhibitory molecule is not glucose
itself but some unknown catabolite derived
from glucose which acts by preventing
expression of several operons, including
lactose, galactose and arabinose operons.
This effect is called as catabolite repression.
It represents a general coordinating system
that exercises a preference for glucose by
inhibiting the expression of the operons

that code for the enzymes of alternative
metabolic pathways.

Catabolite repression does not work by
preventing the entry of sugars but by
inhibition of transcription. In the pres-
ence of glucose, there is much decrease
in the concentration of cyclic AMP in
the cell. The unknown catabolite de-
rived from glucose stimulates phosphodi-
esterase thereby, converts cyclic AMP into
5′ AMP. There is no decrease in the activ-
ity of adenylyl cyclase enzyme responsible
for converting ATP into cyclic AMP. Cyclic
AMP binds with CRP and the complex
stimulates transcription of catabolite sensi-
tive operons. CRP is also called as catabolite
gene activator protein (CAP). It is a positive
control factor whose presence is essential
to initiate transcription at CAP dependent
promoters. CRP without cyclic AMP is
unable to stimulate transcription. Cyclic
AMP–CRP binding to DNA changes its
structure in some way that assists RNA
polymerase to bind.

1.10
Cyclic AMP Receptor Protein

Cyclic AMP plays an important role
in controlling the catabolic activity of
both prokaryotic and eukaryotic cells.
In prokaryotes, cyclic AMP modulates
transcription through CRP, also known
as CAP, whereas, in eukaryotes, cyclic
AMP modulates the enzyme activity by
covalent modulation through cyclic AMP
dependent protein kinases.

CRP does not bind to DNA without prior
binding of cyclic AMP. Among the genes
that are activated in bacteria in response
to an increase in cyclic AMP are that en-
code the enzymes for the catabolism of
lactose, arabinose, galactose, maltose, and
so on. Presence of cyclic AMP is necessary
for activation of transcription in bacteria.
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This has been demonstrated by mutating
the gene coding for adenylyl cyclase (cya−)
which converts ATP into cyclic AMP. If
cyclic AMP is added externally in such
system, then there is activation of the
transcription. Promoters of the operons
whose expression depends on cyclic AMP
and CRP contain specific sites for binding
cyclic AMP–CRP complex. In vitro tran-
scription of DNA fragments containing
cyclic AMP–CRP dependent promoters
is also activated by cyclic AMP–CRP. In
some cases, mutant promoters have been
isolated at which cyclic AMP–CRP is un-
able to bind. At these promoters, cyclic
AMP–CRP fails to activate transcription
both in intact cells and in vitro.

It has been found that one CRP dimer
(after binding two cyclic AMP molecules)
binds at the specific site in the operon
whose transcription is activated by cyclic
AMP–CRP. With the help of CRP pro-
tection experiments against chewing by
deoxynuclease, it has been found that
approximately 25 bp are protected. The
bases protected by cyclic AMP–CRP from
chemical attack and the mutations that
prevent CRP binding are located within
these sequences. The experiments indi-
cated that CRP makes major contacts in
two successive grooves of the DNA. The
most-conserved sequence that binds CRP
is 5′TGTGA3′. All the evidences indicate
that 5′TGTGA3′ sequence is critical for
CRP binding. At the gal and lac sites, point
mutations known to prevent stable CRP
binding are located in this sequence. At
the ara site, deletion experiments showed
the importance of this sequence for CRP
binding. There is an another sequence 6 bp
downstream of the TGTGA motif and has
inverted repeat. Although in many cases,
it is not exactly inverted repeat sequence.
This second motif irrespective of the sym-
metry of the sequence has also been shown

to be required for efficient CRP binding.
Many types of experiments indicated that
the two subunits of CRP recognize two
zones of sequences separated by 6 bp. As
written above, one of these zones con-
tains the sequence 5′TGTGA3′. The other
stretch contains either a symmetrically ar-
ranged second version of this sequence
or another type of sequence. However,
affinity of CRP for DNA appears to be
more when 6-bp downstream sequence of
5′TGTGA3′ is symmetrical compared to
when it is not symmetrical. The distance
between the transcription start point and
the CRP binding site is different at dif-
ferent promoters. At some promoters like
those for ara operon and mal operon, an
additional protein, the Ara C protein or
the Mal T protein is also required for acti-
vation of the transcription. These activator
proteins also bind to the promoter. In some
cases (for example lac, cat), two CRP bind-
ing sites have been found. The secondary
sites bind CRP less tightly. It is considered
that these secondary sites might help in
the search of CRP for the primary sites.

Although, the main function of CRP is
to activate transcription, in some cases,
binding of CRP has been shown to repress
transcription. At the gal promoter, there
are two promoters, P1 and P2. When CRP
binds at the P1, it activates transcription.
However, when CRP binds at P2, it
represses transcription. This is due to
the fact that at P2, CRP binds near
the −35 region blocking the binding of
RNA polymerase at the P2 promoter. CRP
also acts as a repressor of transcription
of its own promoter in vitro. CRP also
inhibits transcription of the gene for the
major outer membrane protein, Omp A,
again by binding near the −35 region of
the promoter.

CRP is a dimeric protein having two
identical subunits, each containing 210
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amino acids. Complete amino acids se-
quence is known as deduced from the
nucleotide sequence of the gene. Equilib-
rium dialysis studies indicated that two
molecules of cyclic AMP could bind per
CRP dimer. CRP has a two-domain struc-
ture as indicated by the resolution crystal
structure of CRP complexed with cyclic
AMP. A large amino terminal domain ex-
tending from residue 1 to 135 is separated
by a cleft from a smaller carboxy termi-
nal domain that extends from residue 136
to 210. The amino terminal domain of
each subunit contains one cyclic AMP
molecule buried in the interior of the
protein. Residues from both subunits are
involved in the binding of cyclic AMP. The
6-amino group of the adenine ring in cyclic
AMP interacts with Thr127 on one subunit
and Ser128 on the other subunit.

Amino terminal domain of CRP in
the region of 30 to 89 residue, exhibits
sequence homology with the regulatory
subunit of the protein kinase of eukaryotes.
Regulatory subunit of protein kinase also
has two cyclic AMP binding sites.

The carboxyl terminal domain of each
CRP subunit consists of three α-helices
connected by short β-sheet structures.
In each subunit, one of the α-helices
protrudes from the surface of the CRP
dimer. These two α-helices are considered
to be involved in DNA binding. The
other DNA binding proteins like Cro and
cI proteins also have α-helices but in
the amino terminal region. It has been
shown that all the DNA-binding proteins
have helix turn helix domain essential
for interactions with DNA. However,
E. coli fnr protein, which is essential for
anaerobic respiratory metabolism, also
has helix turn helix domain in carboxyl
terminal region. Additional homology is
also found in the amino terminal regions
of the two proteins. Although fnr protein

does not bind cyclic AMP, it has a
somewhat similar function as CRP. The
fnr protein is a pleiotropic activator for
a series of genes that are turned on
under limiting aerobic conditions. The
sequence comparison indicated that fnr
gene might have derived by duplication
either from the CRP gene itself or from a
common ancestor.

Interactions between RNA polymerase
and promoters may be described as a two-
step event. First, the enzyme binds to
the promoter to form a closed complex.
This binding step is reversible and is
characterized by an association constant,
KB. In the second step, the closed complex
isomerizes to give rise an open complex.
This isomerization includes a localized
unwinding of the DNA over a distance of
approximately 12 bp near the transcription
start is generally irreversible and the
corresponding rate constant, Kf , is slow.
Strong promoters have high values of both
KB and Kf , whereas, weak promoters have
low values for both the constants. Addition
of cyclic AMP and CRP has two effects on
lac promoter. First, it enhances the rate
of open complex formation by increasing
the value of KB without affecting the
value of Kf . Second, the presence of cyclic
AMP–CRP also increases the binding of
RNA polymerase on P1 promoter. This
increased binding of RNA polymerase
on P1 is due to inhibition of RNA
polymerase binding on other secondary
sites in the presence of cyclic AMP–CRP.
The structure of the CRP-DNA complex
is interesting. The DNA has a bend.
Proteins may distort the double helical
structure of DNA when they bind and
several regulatory proteins induce a bend
in the axis. Therefore, there is a dramatic
change in the organization of the DNA
double helix after the binding of CRP.
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1.11
Guanosine-5′-Diphosphate,
3′-Diphosphate

The rel A gene required for the synthesis of
guanosine-5′-diphosphate, 3′-diphosphate
(ppGpp) has been shown to enhance the
transcription of lac Z gene and glg genes
(genes coding for glycogen biosynthetic en-
zymes). There are indications that ppGpp
interacts directly with RNA polymerase to
directly alter the transcription of various
genes. A small protein has been shown
to mediate the effect of ppGpp on lac Z
gene under certain conditions. Nitrogen
regulatory proteins C and A (Ntr C and
Ntr A) are also shown to activate gln pro-
moter. The ntr C and ntr A genes encode
a specific DNA-binding protein and an al-
ternate sigma factor for RNA polymerase,
respectively. However, Ntr C and Ntr A
did not increase the synthesis of glycogen
biosynthetic enzymes.

2
Regulation of Gene Expression in
Eukaryotes

Compared to prokaryotes, eukaryotes have
more complex regulatory mechanism of
transcription. In addition, RNA splicing

also plays important role in the regulation
of gene expression. Besides, activation
of gene structure, polyadenylation of
mRNA, capping of mRNA, transport of
mRNA to cytoplasm, translation of mRNA
are the potent control points in the
process of regulation of gene expression.
Figure 6 shows five potential control points
for regulation of gene expression in
eukaryotes. The most important way to
control gene expression is by regulating
the initiation of transcription (interaction
of RNA polymerase with the promoter
region). The regulation of initiation of
transcription may be demonstrated by a
technique called as run off transcription. In
this technique, nuclei are isolated from
the cells and are incubated with radio-
labeled nucleoside triphosphates. Under
suitable conditions, unfinished transcripts
are completed, but no new transcripts are
synthesized. Therefore, the RNA labeled
by this method is derived from genes that
have started transcription at the time of
isolation of the nuclei. The labeled RNA
is used to probe DNA from a clone of the
genes under investigation. The absence
of any hybridization between the labeled
RNA and the cloned DNA indicates that
the DNA is not transcribed in the tissue.
This technique has been used to examine

Fig. 6 Regulation of gene
expression. Gene regulation
may take place in a
gene-specific way at any of the
several sequential steps.
However, there are five potential
control steps.

Activation of gene structure

Initiation of transcription

RNA processing

Matured RNA transport to cytoplasm

Translation of mRNA
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a number of genes. The absence of gene
expression does, indeed, result from the
absence of transcription.

Now a days, DNA microarray technology,
more commonly known as ‘‘gene chip tech-
nology’’ is also being used to examine the
presence of complementary sequences. In
fact, microarray technology is a genetic
revolution of today and may be com-
pared with the microprocessors to the
computer revolution 25 years ago. The mi-
croarray technology has changed the job
of screening the genetic information into
an automatic routine that exploits the ten-
dency for the molecule that carries the
template for synthesizing mRNA, pro-
tein, to bind to the DNA that produces
it. The microarrays contain thousands of
probes, each imbued with a different nu-
cleic acid from known and unknown genes
to bind with mRNA. The resulting bonded
molecules fluoresce under different colors
of laser light showing which complemen-
tary sequence is present. The microarrays
can measure the incidence of genes and
their expression. After the human genome
sequence availability, importance of sin-
gle nucleotide polymorphism (SNP) has
also been appreciated. The SNP is minor
variations in DNA that define differences
among people, predispose a person to dis-
ease, and influence a patient’s response
to a drug. With the genetic makeup of
human broadly known, it is now possible
to build microarrays that can target indi-
vidual SNP variations as well as making
deeper comparisons across the genome.
All these studies may help in finding the
roots of many diseases. Nowadays, spe-
cific software are also available to design
microarrays with much number of probes.

Real-time Polymerase Chain Reaction
(RT PCR) has also been used to measure
the level of gene expression. It is a highly
sensitive and convenient technology and

its approaches are a natural complement of
transcriptone analysis, either when tuning
of array results is necessary or when
array sensitivity limit is reached for low-
level transcripts of interest. In RT PCR,
sensitive quantification of PCR products
relies on detection of a fluorescent signal
proportional to the amount of product.
PCR products can be measured in real
time by the use of a double-stranded
DNA-binding dye which does not bind
with single-stranded DNA, or labeled
oligonucleotides that specifically bind to
the PCR products.

Cells of multicellular organisms are ge-
netically homogeneous but structurally
and functionally heterogeneous because
of differential expression of genes. Many
of these differences in gene expression oc-
cur during development and are retained
through mitosis. Stable alterations of this
type are called to be epigenetic, because
they are heritable in the short term but do
not involve mutations of the DNA itself.
Researches have focused on two molec-
ular mechanisms that mediate epigenetic
phenomena namely DNA methylation and
histone modifications. It has been shown
that epigenetic effects by means of DNA
methylation have an important role in de-
velopment but can also arise stochastically
as animal age. Identification of proteins
that mediate these effects has helped in
elucidating the epigenetic effects. When
it gets perturbed, diseases may occur. Ex-
ternal factors on epigenetic processes are
found in the diet on long-term diseases
like cancer. It has been indicated that epi-
genetic mechanisms allow an organism
to respond to the environment through
changes in gene expression.

There are many genes that are tran-
scribed in one tissue or organ but not
in others. In fact, this explains the cell
differentiation in eukaryotes. Some genes
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are expressed under the influence of cer-
tain signaling agents such as substrates
of specific enzymes, hormones, regulatory
nucleotides, and so on. Expression under
the influence of certain signaling agents
has also been considered as induction. Al-
though the phenomena of induction is
not that much prominent in eukaryotes
as in prokaryotes. In eukaryotes, it takes
more time and the amount stimulated
is only about 10 to 20 times in contrast
to bacteria where stimulation to the ex-
tent of thousands times has been found
as a result of induction. In eukaryotes,
monocistronic mRNA are found in con-
trast to polycistronic RNAs in prokaryotes,
therefore, coordinate induction has also
not been reported in eukaryotes. Long-
time back, a model named as Britten
Davidson model was proposed for explain-
ing induction phenomena in eukaryotic
genes. According to this model, eukary-
otic genome contains a large number of
sensor sites that recognize specific molec-
ular signaling agents such as hormones,
substrates of specific enzymes, and so
on. Each sensor site is adjacent to an
integrator gene. When sensor site is ac-
tivated after binding of a signaling agent,
the integrator gene is transcribed to form

its complementary RNA called as acti-
vator RNA. The activator RNA in turn
is recognized by one or more receptor
sites located elsewhere in the genome.
The receptor sites may be on the same
or some other chromosome. When ac-
tivator RNA binds on the receptor site,
an adjacent structural gene is transcribed
(Fig. 7).

Although, the phenomena of coordinate
expression in eukaryotes was considered
to be nonexistent owing to monocistronic
mRNAs, using DNA microarrays, global
expression analysis showed highly coor-
dinate expression of genes functioning
in common processes in eukaryotes. It
has been called as ‘‘syn-expression.’’ The
syn-expression in eukaryotes has been con-
sidered comparable to operons in prokary-
otes. It is also proposed that it may be a
key determinant facilitating evolutionary
change leading to animal diversity. Using
DNA microarrays, simultaneous monitor-
ing of thousands of transcripts is possible.
These studies gave global insights into
gene expression. The expression data re-
vealed a high-degree of order in the genetic
program, a tight coordination of the ex-
pression of groups of genes functioning in
a common process.

Protein
Translation

Activator RNA
Signaling agent mRNA

Transcription

DNA DNA
Sensor
site

Receptor
site

Structural
gene 

Integrator
gene

Fig. 7 Britten Davidson model of gene regulation: when a signaling
agent such as hormone binds on sensor site, there is transcription of
integrator gene forming its complementary RNA called as activator
RNA. The activator RNA is recognized by the receptor site located
elsewhere in the genome. When activator RNA binds on the receptor
site, adjacent structural gene is transcribed and afterward translated.
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Frenster while working with mam-
malian cells infected with SV40 virus
suggested a derepressor model for gene
regulation in eukaryotes. On the basis of
experimental data indicating the ability
of exogenous DNA or RNA to derepress
specific loci on the host cellular genome,
the model suggested a close relationship
to the normal mechanisms of gene reg-
ulation in animal cells, which may be
subverted to allow reexpression of oth-
erwise repressed embryonic information.
The derepression model accounts for se-
lective gene transcription that is locus
and strand specific but does not discuss
gene–gene interactions. Afterward, Fren-
ster proposed a Mated Model of gene
regulation in eukaryotes.

According to the Mated Model, a dere-
pressor RNA (dRNA) binds to anticoding
strand of operator locus permitting tran-
scription of operator and structural gene
loci. The derepressor RNA of an operon
is complementary in base sequences to its
operator portion of the direct transcription
product. Afterward, direct transcription
product gets split into mRNA and oper-
ator RNA (oRNA). The cleavage may occur
directly or after formation of heterometric
duplex RNA by base-pairing of derepressor
RNA with the operator portion. Thereafter,
derepressor RNA is selectively removed
from the operator locus providing feed-
back inhibition of transcription of the
operon. With consumption of mRNA and
with degradation of operator DNA, dere-
pressor RNA is released from the duplex
providing positive feedback derepression
of transcription of the operon. Differ-
ent structural genes may share operators
with common base sequences, and thereby
are equally sensitive to given species of
derepressor RNA both during gene tran-
scription and during its selective inhibition
(Fig. 8).

In eukaryotes, normally cell division is
highly regulated with the help of growth
factors that cause the cells to undergo
cell division and in some cases, cell
differentiation. Some growth factors are
specific for certain type of cells due to
specific receptors present at the surface of
the cell. Some growth factors are general
rather than specific in their effects. Some
growth factors controlling the cell division
are epidermal growth factor, nerve growth
factor, platelet derived growth factor,
fibroblast growth factor, lymphokines, and
so on. In fact, sometimes due to failure
of control of the cell division by growth
factors, there may be uncontrolled cell
division causing tumors.

In prokaroyotes, negative control of
transcription plays an important role (fail
safe mechanism). However, in eukaryotes,
positive control plays a more important
role. It is due to the simple reason
that in a large genome, it is more
efficient. If so many genes have to be
negatively controlled, each cell would
have to synthesize the same number of
different repressors in sufficient amount
to permit specific binding of each. Besides,
nonspecific DNA binding of regulatory
proteins (repressors) is also an important
problem in much larger genomes of
higher eukaryotes. The chance of specific-
binding sequence to be present randomly
at inappropriate sites also increases with
genome size.

2.1
Transcriptionally Active Chromatin

The major part of the eukaryotic genome
is sequestered in the nucleus where it
is surrounded by a nuclear membrane,
safeguarding it from exposure to the
cytoplasm. Transcription of the genes
also occurs within the nucleus. However,
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Fig. 8 Mated model for gene regulation: o, operator; sg,
structural gene; dRNA, derepressor RNA. Derepressor RNA
(dRNA) binds to anticoding strand of operator locus permitting
transcription of operator and structural gene loci. The
transcription product gets split into mRNA and operator RNA
(oRNA). The cleavage may occur directly or after formation of
heterometric duplex RNA.

translation occurs mainly in the cytoplasm.
Therefore, coupling of transcription and
translation cannot occur. The chromo-
somes of eukaryotes are more complex
than of the bacteria. Each eukaryotic chro-
mosome contains a double helix DNA
molecule that may be more than twenty
times larger than that of bacterial chro-
mosomes. The DNA is tightly complexed
with histone proteins that are consid-
ered to have structural and protective
functions. Additionally, there are some
loosely bound nonhistone proteins. These
are mostly present in smaller quantities
than histones. The functions of nonhis-
tone proteins are not exactly known, these
may have role(s) in transcription and/or
in replication. Mitochondrial and chloro-
plast DNAs are small double-stranded
molecules. Plant mitochondrial DNA is
larger than that of animals. All plants seem

to have similarly sized chloroplast DNA.
Mitochondrial and chloroplast DNAs re-
semble bacterial DNA and unlike eu-
karyotic nuclear DNA are not associated
with histones.

It has been seen that chromosomal
regions that have been activated for
transcription are more sensitive to DNase
degradation indicating lesser protection
by histones. It has also been found
that actively transcribed regions have
sequences that have high sensitivity to
DNase, and these have been called as
hypersensitive sites. These hypersensitive
sites are generally not more than 200-
bp long and are generally found with
in the 1000 bp flanking the 5′ ends of
transcribed genes. In some cases, these
hypersensitive sites are found farther from
the 5′ end, near the 3′ end or within the
gene itself. Many hypersensitive sites have



48 Regulation of Gene Expression

been found to be the binding sites for
regulatory proteins.

Telomeres are the specialized structures
at the ends of linear eukaryotic chromo-
somes. They generally have many tandem
copies of a short oligonucleotide sequence,
TaGb in one strand and CbAa in the com-
plementary strand where a and b are 1 to
4. The structure of telomere poses a bio-
logical problem. DNA replication requires
a primer but in linear DNA molecules it is
impossible to synthesize an RNA primer
starting at the end nucleotide. The prob-
lem is solved by telomerase, an enzyme
resembling reverse transcriptase. It adds
telomeres to chromosome ends. Telom-
erase has both RNA and protein in its
structure. The RNA part is about 150 nu-
cleotides long and has about 1.5 copies of
CbAa telomere repeat. This telomere re-
peat part acts as a template for synthesis
of the TaGb strand of the telomere. Telom-
erase like reverse transcriptase synthesizes
only a segment of DNA that is complemen-
tary to an internal RNA molecule.

The DNA in transcriptionally active
chromatin has been found to be less
methylated. Besides, nucleosomes have
also not been found in transcription-
ally active regions (at least in some
cases). Chromatin has been classified
into two groups – heterochromatin, a highly
condensed chromatin which is tran-
scriptionally inert, and euchromatin, a
loosely packed chromatin and transcrip-
tionally active.

2.2
Regulation of Gene Expression at the
Initiation of Transcription

Regulation of gene expression at the
initiation stage of transcription (binding
of RNA polymerase onto the promoter)
has been evidenced. At present, there is

no evidence for control of gene expression
at the subsequent stages of transcription.
Three RNA polymerases have been found
in eukaryotic cells for biosynthesis of
different classes of RNAs. Biosynthesis of
HnRNA takes place in the presence of RNA
polymerase II. Initiation of transcription
by RNA polymerase II is regulated by
a series of DNA elements that may be
divided into the core promoter element
consisting of TATA box, the transcription
initiation site and the upstream activating
sequences (UAS). The UAS are usually
found upstream of the core promoter
sequence but in some cases, have been
found downstream of the transcription
start site (Fig. 9). A specific protein gets
bound on each UAS resulting in a positive
or negative effect on the core promoter
activity. TATA box is found generally
25-bp upstream from the transcription
initiation site. Although TATA box is
common in eukaryotic genes, few genes
have been shown to get expressed without
TATA box. Besides, TATA box, another
sequence called as CAAT box has been
found at the −75 position from the
initiation site. It functions in either
orientation and plays an important role
in increasing the promoter strength. It
has the consensus sequence GGCAATCT.
A GC box at −90 position from the
initiation site has also been found. It
occurs in either orientation and is a
common component of the promoters of
house-keeping genes. The GC box has the
consensus sequence GGGCCGGG.

Transcription factor D for RNA poly-
merase II (TFIID) has been shown to
play an important role in the initiation
of transcription by binding on TATA box
sequences. After binding of TFIID, it facil-
itates the binding of the RNA polymerase
II on to the promoter. The assembly of an
initiation complex and RNA polymerase
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Fig. 9 Regulation of eukaryotic gene expression at transcriptional level. Eukaryotic
control is often positive: trans-acting factors bind to cis-acting sites in order for RNA
polymerase to initiate transcription at the promoter. (a) Transcription gets turned off
by default (if proper initiation factors are not bound in the regulatory region).
(b) Transcription gets turned on after the binding of initiation factors on the
regulatory region, after which RNA polymerase binds on the promoter region.

at the promoter is a complex process that
requires participation of many other initi-
ation factors. TFIID has two components,
TATA box binding protein (TBP) and an-
other protein called as TBP associated
factor (TAF). TBP associated factor is also
important for regulating the transcription.
TBP, also called as the ‘‘commitment fac-
tor,’’ binds to DNA in the minor groove.
The inner surface of TBP binds to DNA
and the outer surface is available to ex-
tend contacts to other proteins. The DNA
binding sites consist of sequences that are
conserved between species. The variable
N-terminal tail is exposed to interact with
other proteins. TBP is the only transcrip-
tion factor that makes contacts with the
specific sequences in DNA. The activity of
TFIID has also been shown to be regulated
by inhibitory proteins that interact with
TBP. Such inhibitory proteins may serve
an important regulatory role by keeping
genes that have been removed from inac-
tive chromatin in a repressed but rapidly
inducible state.

There are other factors too that play
an important role in the regulation of
initiation of transcription. Transcription
Factor II A (TFIIA) joins the initiation
complex after TFIID. It has two subunits
in yeast and three in mammals. After
joining of TFIIA, TFIID becomes able
to protect a region extending further up-
stream. Addition of Transcription Factor
II B (TFIIB) gives further protection to
the region of the template in the vicin-
ity of the start point from −1 to +10 bp.
The TFIIF is a dimeric protein. The larger
subunit has ATP-dependent DNA helicase
activity that could be involved in opening
the DNA during initiation. The smaller
subunit has been found to be equiva-
lent of sigma factor of E. coli. The TFIIF
brings RNA polymerase II to the assem-
bling transcription complex and provides
the means for its binding. Interaction with
TFIIB may be important when TFIIF joins
the complex. Polymerase binding extends
the sites that are protected downstream
to +15 on the template strand and +20
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on the nontemplate strand. TFIIE binds at
the upstream boundary. Two more factors,
TFIIH and TFIIJ also join the complex af-
ter TFIIE. TFIIH has kinase activity that
may phosphorylate the CTD (carboxy ter-
minal domain) tail of RNA polymerase II,
which consists of multiple repeats of the
consensus sequence, Tyr-Ser-Pro-Thr-Ser-
Pro-Ser. This sequence is unique to RNA
polymerase II. Phosphorylation of the tail
(at seryl or threonyl residue) is required to
release the enzyme from the transcription
factors, so that it can leave promoter region
to start elongation. The TATA box deter-
mines the location of the start point. The
general initiation process of transcription
is the same as in bacteria. The enzyme
RNA polymerase generates a closed com-
plex and afterward is converted into an
open complex where DNA strands get sep-
arated. In the process of open-complex
formation, there is removal of TFIIE.

The CAAT box is recognized by the
proteins of the CTF (CCAAT-binding
transcription factor) family which are
generated by the alternative splicing from
a single gene. The CP1 factor binds to
the CAAT boxes of α-globin and CP2
binds CAAT box in a β-fibrinogen gene.
Other proteins also bind CAAT boxes.
The ACF (albumin CCAAT factor) protein
binds CAAT in the albumin promoter.
The CAAT box may also be a regulatory
point. In embryonic tissues, a protein
called CDP (CAAT displacement protein)
binds to the CAAT boxes preventing
the transcription factor from recognizing
them. In testes, the promoter is bound
by transcription factor at the TATA box,
CAAT box and the octamer sequences.
In embryonic tissue, exclusion of CAAT
binding factor from the promoter prevents
a transcription complex being assembled.
This behavior is analogous to the effect of
bacterial repressor.

The GC box is recognized by the factor
SP1, a monomeric protein which makes
contacts on one strand of the DNA over a
−20 bp binding site including GC box.
In SV40 promoter, the multiple boxes
between −70 and −110 all bind this factor
protecting the whole region. However, in
thymidine kinase promoter, SP1 interacts
with a factor at the CAAT box on one side
and with TFIID bound at the TATA box on
the other side.

Additional regulatory sequence ele-
ments are enhancers in higher eukaryotes
and UAS in yeast. For enhancer, the loca-
tion and orientation of sequences relative
to transcription start site are relatively
unimportant. The enhancers exert their
regulatory effects even when moved ex-
perimentally and they may naturally occur
thousands of base pairs away from the
gene being regulated. The enhancers have
no promoter activity of their own but
may stimulate transcription over consid-
erable distances. The enhancers may be
involved in regulation of gene expression
during the development of the organism
like the immunoglobulin enhancer which
only functions in B-lymphocytes.

Regulatory role of enhancer activity has
been found in the transcription of genes re-
sponsive to steroid hormones. The steroid
gets bound on to a soluble protein, which
in turn binds the enhancers for the steroid
responsive genes. Transcriptional activa-
tion is also accompanied by the decon-
densation of the chromatin in the regions
containing the genes which is evident by
the fact that the region becomes more
sensitive to DNase I digestion and subse-
quent binding of transcriptional factors to
the promoter regions. An enhancer may
also provide an entry site, a point at which
RNA polymerase/other essential protein
associates with chromatin. It involves the
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same type of interaction with the basal ap-
paratus as the interactions promoted by
the upstream promoter elements.

UAS are found in yeast, which are anal-
ogous to enhancers of higher eukaryotes.
The UAS are located upstream of the gene
in a region having two identical sequences
of 72 bp each repeated at tandem 200-bp
upstream of the initiation start site. The
−72 bp repeat is located in a hypersensi-
tive site of chromatin.

RNA polymerase I transcribes the genes
for ribosomal RNA from a single type
of promoter. The promoters for RNA
polymerase I have the least diversity in
the eukaryotic genome. The promoter has
been found located 70-bp downstream
of a control element called as UCE
(upstream control element). The promoter
consists of a bipartite sequence in the
region preceding the start site which
surrounds the start site extending from
the −45 to +20 bp and is able to start the
transcription. The UCE that is located at
−180 to −107 bp increases the efficiency
of the promoter. Both regions are enriched
in GC contents. Two initiation factors are
required for initiation of transcription by
RNA polymerase I. The upstream binding
factor 1 (UBF 1) binds in a sequence-
specific manner to related sequences in
the core promoter and UCE. Another factor
called SL1 binds cooperatively to UBF 1 to
extend the region of DNA. After binding of
both the factors, RNA polymerase is able
to initiate transcription after binding with
the promoter region. The SL1 is specific
species wise, for example, mouse SL1
cannot work on a human DNA. It consists
of four proteins including one called TBP
required for initiation of transcription by
RNA polymerase II and III too. The SL1
has been considered analogous to sigma
factor of bacteria.

RNA polymerase III transcribes DNA
coding for 5S rRNA, tRNA, and many
small nuclear RNAs. The DNAs tran-
scribed by RNA polymerase III are all
smaller in size, generally less than 300
nucleotides. The regulation of oocyte 5S
rRNA synthesis has been studied. It re-
quires three transcription factors for initi-
ation called as TF IIIA, TF IIIB, TF IIIC.
The TF IIIA is a member of zinc finger
proteins whereas TF IIIB consists of TBP
and two other proteins. The TF IIIC is
still used as a partially purified prepara-
tion containing 5 subunits. It has been
shown that TF IIIA is specific for oocyte
5S rRNA whereas, TF IIIB and TF IIIC are
required for transcription of all the DNA
by RNA polymerase III.

Promoters recognized by RNA poly-
merase III are of two types, lying upstream
and lying downstream from the initiation
site. These promoters are recognized by
different initiation factors. The promoters
for 5S rRNA and tRNA genes lie down-
stream to start site, whereas promoters
for small nuclear RNAs gene located up-
stream from the start point. The promoters
for 5S rRNA gene are located between −55
to +80 within the gene.

The promoters for RNA polymerase III
have bipartite structure. The two short
sequences are separated by a variable
sequence. Type I promoter consists of
box A sequence separated from a box C
sequence and type II promoter consists of
a box A sequence separated from a box B
sequence. In Type II promoters, TF IIIC
recognizes box B but binds to a region
involving box A as well as box B. In Type
I promoters, TF IIIA binds on box C. In
both Type I and II promoters, binding of
TF IIIC facilitates the binding of TF IIIB
to the sequence surrounding the start site.
It has been shown that TF IIIB is the
main initiation factor for RNA polymerase
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III, whereas TF IIIA and TF IIIC assist
TF IIIB to bind at the correct site. The
efficiency of the transcription by RNA
polymerase is found to get increased by the
presence of proximal sequence element
(PSE). All the transcription factors for RNA
polymerase bind at the promoter region
forming preinitiation complex before the
binding of RNA polymerase III on to
the promoter.

3
RNA Splicing

Most eukaryotic genes have been found
to have noncoding sequences (introns)
in addition to coding sequences (exons).
Introns are present in DNA and in the
primary transcription product of the gene
(HnRNA). The introns are removed by
RNA splicing before mature mRNA is
transported to the cytoplasm. The number
of introns varies between the genes. The
dystrophin gene has 70 introns whereas,
α-interferon gene has no intron. The size
of the intron also varies from nearly 100
nucleotides to 200 000 nucleotides.

There are at least four types of reac-
tions of RNA splicing: splicing of nu-
clear introns, group I and II introns,
and tRNA introns. Each reaction car-
ries a change within the individual RNA
molecule, therefore, is considered a cis-
acting event. In RNA splicing, only very
short consensus sequences are required.
The required sequences are the end se-
quences of the intron, GT-AG. In yeast,
a branch sequence UACUAAC is also re-
quired which is less conserved sequence
in mammals. The ends of the introns are
identified by RNA–RNA base pairing be-
tween the HnRNA and uridine rich small
nuclear ribonucleoprotein particles called
as snRNPs. Since the conserved splice

site sequences are short and not precisely
conserved between introns, and occur fre-
quently in the primary sequences of many
HnRNAs, this allows the spliceosomes to
combine different 5′ and 3′ splice sites in
HnRNA to produce several alternatively
spliced mRNAs from a single nuclear
gene. Therefore, due to the process of
alternate splicing, multiple proteins with
different primary amino acid sequences
and biological activities may be produced
from a single gene. The alternatively
spliced mRNAs have been shown to be reg-
ulated in either at temporal, development,
or tissue-specific manner in many cases.
An alternatively RNA splice site choice is
shown to be used to regulate expression
of somatic sex determination pathway in
Drosophila. The sex lethal and the trans-
former 1 proteins have been shown to
control the maintenance of sex by regulat-
ing Drosophila gene expression at the level
of alternative RNA splicing.

The RNA splicing starts with at 5′ splic-
ing site and formation of a lariat occurs
by joining GU end of the intron to the
A position of the branch sequence via a
5′,2′ linkage. Afterward, 3′-OH end of the
exon attacks the 3′ splicing site in such a
way that ligation of exons occurs releasing
intron as a lariat. Both reactions involve
trans-esterification in which bonds are
conserved. At several stages, ATP hydroly-
sis occurs probably for the conformational
changes in the RNA and/or proteins. Lar-
iat formation is responsible for 3′ splicing
site. Nuclear splicing requires formation
of a spliceosome, which contains vari-
ous snRNPs and splicing factors. SnRNPs
recognize consensus sequences and also
share some interacting proteins. The U1,
U2 and U5 snRNPs each contain a sin-
gle snRNA and several proteins, whereas
U4/U6 snRNP contains two snRNAs and
several proteins. The U1 snRNP base pairs
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with the 5′ splicing site, U2 base-pairs with
the branch sequence, U5 snRNP acts at the
5′ splicing site. From U4/U6, there is cleav-
age of U4 and afterward, U6 base-pairs
with U2. All this creates the catalytic center
for splicing. Group I and Group II introns
perform RNA splicing as a self-catalyzed
property of RNA. In Group I introns, re-
quired for attack at the 5′ exon–intron
junction is provided by a free guanine nu-
cleotide whereas in Group II introns, it
is provided by an internal 2′-OH position.
These introns also follow GT-AG rule, but
form a characteristic secondary structure
that holds the splice sites in the appropriate
position. The tRNA splicing in yeast has
been shown to involve separate endonucle-
ase and ligase reactions. The endonuclease
recognizes the secondary structure of the
pre-tRNA and cleaves both ends of the in-
tron. The two halves-tRNAs released by
the removal of introns can be ligated using
the enzyme RNA ligase in the presence
of ATP.

3.1
Nuclear Splicing

In eukaryotes, majority of genes have
introns. Because of the presence of introns
(noncoding sequences) in the gene, there
is much discrepancy in size between the
nuclear genes and their corresponding
mRNAs. The average size of nuclear
RNA (HnRNA) was found to be much
larger and more complex than mRNA.
The HnRNP has also been found to be
a ribonucleoprotein in which HnRNA is
bound by proteins such that it looks like a
bead connected by a fiber. The beads are
globular-shaped RNA associated with six
common proteins, A1, A2, B1, B2, C1, C2,
called as core proteins. The size of the core
proteins ranges from 34 000 to 120 000
daltons. The exact structure of the HnRNP

and the function of RNAs packaging in the
form of beads are not clear.

The RNA splicing and other posttran-
scriptional changes occur in the nucleus
and the substrate for these processes is
HnRNP. The transcript is capped at the
5′ end, introns removed, polyadenylation
at the 3′ end. As such all these reactions
are called RNA processing. The RNA af-
ter processing is transported through the
nuclear pores to the cytoplasm where it is
available for translation.

There are many types of splicing systems
(Fig. 10):

1. Introns are removed from the nuclear
RNAs using spliceosome. The reaction
requires a large splicing system.

2. Excision of certain introns is an au-
tonomous property of the RNA itself.
The ability of RNA to act as an enzyme
is seen in the self-cleavage of viroid
RNAs and in the catalytic activity of
RNase P.

3. The removal of introns in yeast pre-
tRNAs involves endonuclease and RNA
ligase whose dealings with pre-tRNA
seem to resemble those of the RNA-
processing enzymes. A critical feature
is the conformation of pre-tRNA.

Nuclear RNA splicing junctions are in-
terchangeable but are read in pairs. There
is no extensive homology or complemen-
tarity between the two ends (5′ GU – AG3′)
of an intron. As written above, the junc-
tions have well-conserved consensus se-
quences. The really high conservation is
found only within the introns at the
presumed junctions. The 5′ and 3′ end
dinucleotides sequence define the left (or
5′) and right (or 3′) splicing sites, and these
are also called donor and acceptor sites. It
has been shown that there is a common
mechanism for nuclear HnRNA splicing.
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Fig. 10 Different types of RNA catalyzed intron splicing reactions.

However, the consensus is not applied to
the introns of mitochondria, chloroplasts
and pre-tRNA introns.

To ensure splicing of the correct pairs of
junctions, the following two points may be
applicable:

1. It could be the intrinsic property of the
RNA to connect the sites at the ends
of a particular intron, because of the
base-pairing involving these regions.

2. All the 5′ sites may be functionally
equivalent and all 3′ sites may be sim-
ilarly indistinguishable. The splicing

could follow rules ensuring that 5′ site
is always connected to the 3′ site that
comes next in the RNA.

The splicing sites are generic; they do not
have specific individual RNA precursors.
Besides, the apparatus (spliceosome) for
splicing is not tissue specific. RNA may be
spliced by any cell and the conformation of
the RNA influences the accessibility of the
splicing sites. The reaction also does not
proceed sequentially along the precursor.
RNA splicing is also independent of
modifications to the RNA. In vitro, a cut
is first made at the 5′ end of the intron
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separating the left exon and the right
intron–exon molecule. The left exon takes
the form of a linear molecule whereas the
right intron–exon is not a linear molecule.
The 5′ terminus generated at the left end
of the intron becomes linked by a 5′-2′
bond to the A in the branch site located
30 nucleotides upstream of the 3′ end of
the intron. This linkage keeps the intron
in the form of a structure called as lariat.
Afterward, cutting at the 3′ end releases
the free intron in a lariat form and right
exon gets ligated with the left exon. The
lariat is then debranched to give a linear
excised intron, which is rapidly degraded.

3.2
Spliceosome and Small Nuclear RNAs

Many small RNAs have been found in the
nucleus and cytoplasm of eukaryotic cells,
called as small nuclear RNAs (snRNAs) or
snurps and small cytoplasmic RNAs (scR-
NAs) or scrps, respectively. A small nuclear
ribonucleoprotein particle (snRNP) gener-
ally contains one snRNA and about 10
proteins. Some of the proteins are com-
mon in all the snRNPs while some of the
proteins are unique to a particular snRNP.
The common proteins are recognized by
an autoimmune antiserum (anti-Sm) and
are considered to be involved in the au-
toimmune reaction. Many snRNPs are
involved in RNA splicing. The snRNAs
present in these snRNPs have sequences
complementary to the 5′ or 3′ splicing sites
or to the branching sequence. It is con-
sidered that base-pairing between snRNA
and HnRNA or between snRNAs plays an
important role in splicing.

The spliceosome consists of many
snRNPs and many additional proteins of-
ten called as splicing factors (Fig. 11).
The snRNPs are U1, U2, U5, U4/U6
named according to the snRNPs present

in the spliceosome. The snRNPs present
in spliceosome together have about 40
proteins. Some of these proteins may be di-
rectly involved in splicing and others may
have structural roles for assembly or for
interaction with the snRNPs.

In U1 snRNP, a region of 5′ terminal
11 nucleotides that is single-stranded
and has a stretch complementary to the
consensus sequence at the 3′ site of
the exon is considered to be directly
involved in splicing. The intact U1 snRNP
can bind to a 5′ splicing site in vitro.
Only snRNA of U1 cannot bind with
the 5′ splicing site. The U1 RNP first
binds at the 5′ splice site, then it
also binds to the branch site. How U1
RNP recognizes to the branch site is
not known. The U2 RNA binds to the
branch site by recognizing base-pairing
interaction. However, for binding of U2
RNP, prior binding of U1 RNP is essential.
Although interaction with U1 snRNP is
responsible for recognizing the splicing
site, it does not control the cleavage.
Initially, U5 snRNA binds close to exon
sequences at the 5′ splice site, then it
changes its position to the vicinity of
the intron. From the results, it has been
suggested that snRNA components of
snRNPs interact both among themselves
and with the substrate RNA by base-
pairing interactions, and these interactions
allow for changes in structure that may
bring reaction groups into opposition and
create catalytic center.

A series of loci containing genes po-
tentially coding for splicing factors were
originally thought to code RNA, but are
now known to encode pre-RNA process-
ing proteins (PRP). Some of the PRP
are components of snRNPs and others
may function as independent factors. A
protein, PRP16, an ATP-dependent he-
licase has been shown to be involved
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Fig. 11 Pre-mRNA splicing using spliceosome. The spliceosome formation
involves the interaction of component that recognizes the consensus sequences.
U1, U2, U3, U4, U5 & U6 are different small ribonuclear proteins.

in the second catalytic step of RNA
splicing. Another PRP22, another ATP-
dependent helicase has been shown to
be required to release mRNA from the
spliceosome.

3.3
Group I and Group II Introns

The splicing is a two-stage reaction: 5′
exon-intron junction is attacked by a
hydroxyl group and secondly the hy-
droxyl group that has been transferred

at the 5′ exon end attacks the 3′ in-
tron–exon junction.

Group I introns (where hydroxyl group
is provided by a free guanine nucleotide)
are more common than Group II introns
(where hydroxyl group is provided by an
internal 2′-OH position). Both Group I
and II introns can perform the splicing
by itself without requiring enzymic activ-
ities provided by the proteins. Group II
mitochondrial introns have splicing sites
resembling the nuclear introns. They are
also spliced by the same mechanism as
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nuclear HnRNA. Two trans-esterification
reactions can be performed by the Group
II introns. The number of phosphodi-
ester bonds is conserved in the reaction;
therefore, external supply of energy is
not required. This could have been an
important feature in the evolution of splic-
ing. In autocatalytic splicing, RNA folds
into a specific conformation or series of
conformations and splicing occurs in cis-
conformation. In contrast, snRNAs act in
trans form upon HnRNA.

Cech and Group while working with
Tetrahymena thermophila for the first time
found that RNA molecules are capable of
self-RNA splicing without the involvement
of any protein. Such type of RNA was
called as ribozyme by them, which means
RNA as an enzyme. They showed that
RNA could catalyze its own splicing.
The self-splicing of RNA in Tetrahymena
thermophila has been shown in Fig. 12.
The enzymes act on other molecules other
than on themselves, that’s why they coined
the term ‘‘Ribozyme’’. Cech and Group
afterward also showed that ribozyme could
act on a slightly different form of the
same RNA; therefore, it is an enzyme
in true sense. Cech also suggested that
because of the fact that RNA acts as catalyst
as well as informational molecule, when
life originated RNA may have functioned
without DNA or proteins.

3.4
Cis- and Trans-splicing Reactions

Splicing occurs generally as a cis-reaction.
It is an intramolecular reaction where
controlled deletion of the introns take
place. Introns can be removed from RNA
molecule allowing exons of the RNA
molecule to be spliced together. There is
also intermolecular splicing where exons
present in different RNA molecules can

be spliced (ligated) in one molecule, it
is called trans-splicing (Fig. 13). The trans-
reactions are rare and never occur between
pre-mRNA transcripts of the same gene.

The trans-splicing occurs in vivo in some
special conditions. In trypanosome, there
is presence of a 35 nucleotide leader se-
quence at the end of many mRNAs. This
RNA is called as spliced leader RNA (SL
RNA). It donates the 5′ exon for trans-
splicing. The SL RNAs found in species of
trypanosomes and nematodes have com-
mon features. They fold into a common
secondary structure having three stem
loops and a single-stranded region resem-
bling snRNPs. Trypanosomes possess the
U2, U4, and U6 snRNAs but do not have
U1 and U3 snRNAs. SL RNA functions
without participation of the recognition of
the 3′ splicing site and depends directly
on RNA.

Some chloroplast genes are also trans-
spliced. The psa gene of Chlamydomonas
chloroplast has three widely separated
exons. Exon 1 is located 50 kb away from
Exon 2 and Exon 2 is 90 kb away from
Exon 3. Many other genes lie between
these exons. These cannot be transcribed
as a common transcript since Exon 1 is
in reversed orientation from Exon 2 and
Exon 3. Several other genes are required
for one or the other of trans-splicing
reactions, so the process of splicing this
mRNA together is quite complex.

3.5
tRNA Splicing

All the genes coding for tRNAs do not have
noncoding sequences (introns) in their
structures. Only about 40 out of nearly
400 nuclear tRNA gene products in yeast
are interrupted. In each interrupted tRNA
gene product, only one intron present
just one nucleotide beyond the 3′ side
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Fig. 12 Self-cleavage of rRNA intron: the intron of pre-rRNA of tetrahymena
is cleaved by autocatalytic splicing. (1) Folding of RNA to act as ribozyme;
(2) a hydroxyl group attached to GTP attacks the 5′ end phosphate of the
intron and the phosphodiester bond between exon and intron is broken and
a new bond is formed between the guanine nucleotide and the intron; (3) the
hydroxyl group at the left exon attacks at the 3′ end of intron. The bond is
broken and the exons are ligated releasing the intron; (4) a similar reaction
enables the intron to form a circle, snipping 15 nucleotides off its end in the
process. The circle opens into a linear molecule and then closes with the
removal of four nucleotides. The final open form is called L-19 IVS (linear
minus 19 intervening sequence).

of the anticodon has been found. The
size of these introns varies from 14 to
46 nucleotides. No consensus sequence
has been found in these introns. RNA
splicing in the primary transcript of
tRNA gene occurs in a different way.
There is a separate cleavage and ligation

reaction (Fig. 14). The same mode of
splicing as in yeast has been reported
to the nuclear tRNA gene products of
plants, amphibians, and mammals. All
the introns in tRNA gene products have a
sequence complementary to the anticodon
of the tRNA. This is an alternative
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Fig. 13 Schematic diagram showing cis-splicing and trans-splicing reactions.
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Fig. 14 Splicing of tRNA. It involves cleavage of exon-intron boundaries by
endonuclease to generate 2′-3′ cyclic phosphate and 5′-OH termini. The cyclic
phosphate is opened to generate 3′-OH and 2′ phosphate group. The 5′-OH is
phosphorylated and after releasing the intron, the tRNA half molecule folds into a
tRNA-like structure that now has a 3′-OH and 5′ phosphate which is then joined by
RNA ligase.

conformation for the anticodon arm in
which the anticodon is base-paired to form
an extension of usual arm. Splicing of
tRNA gene product depends primarily
on recognition of a common secondary
structure in tRNA. No common sequence
in the introns has been reported.

In tRNA gene product splicing, there
is cleavage of phosphodiester bond with

the help of an endonuclease and no
ATP hydrolysis is required. Afterward,
an enzyme called as RNA ligase is
required for bond formation and ligase
reaction requires energy in the form of
ATP hydrolysis. Generation of a 2′, 3′
cyclic phosphate bond also occurs during
splicing in plants and mammals. On
cleavage of phosphodiester bond as a result
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of endonuclease reaction, first there is
generation of 2′, 3′ cyclic phosphate and
5′-OH termini. The cyclic phosphate is
opened to form 3′-OH and 2′ phosphate
groups and 5′-OH is phosphorylated.
After releasing the intron, the tRNA half
molecules fold into a tRNA like structure
that has a 3′-OH, 5′-phosphate which gets
sealed by RNA ligase.

Ribonuclease P is a tRNA processing
enzyme found both in bacteria and
eukaryotes. It is a nucleoprotein. Earlier,
it was shown that both the RNA and
protein components are required for the
nuclease to cut the tRNA precursor at a
specific point. However, afterward, it was
shown that only RNA part of Ribonuclease
P may cut the pre-tRNA molecule at a
specific site. On the other hand, the protein
part alone could not do this indicating
that RNA catalyzes the splicing of pre-
tRNA molecule.

3.6
Alternate Splicing

When a single gene gives more than one
mRNA sequences, it is called alternate
splicing. In some cases, use of differ-
ent start point (5′ splicing site) and/or
3′ splice site alters the pattern of splicing.
As written above, this occurs because of
only dinucleotide sequences at the ends
of the introns. As a result, it is possi-
ble that the same portion of the gene
may act as exon in one mRNA and as
intron in other mRNA. Alternate splic-
ing also occurs because of substitution,
addition or deletion of internal exons.
For example, if a gene has exon num-
ber 1,2,3,4,5,6,7,8, these may be ligated in
different ways like 1,2,3,4; 2,3,5,7; 1,2,4,6;
1,2,3,7; 1,3,5,6, and so on. The multiple
products are made in the same cell but in

others the process is regulated so that par-
ticular splicing patterns occur only under
certain conditions. Proteins that intervene
to bias the use of alternate splice sites
have been identified in some cases. In
recently sequenced human genome, the
number of genes has been estimated in
the range of 26,000 but total number of
proteins in different stages of development
has been estimated to be nearly 500 000.
This situation has been explained on the
basis of alternate splicing. It has been
estimated that from one gene under differ-
ent conditions, nearly 20 proteins may be
coded.

In Drosophila melanogaster, native splic-
ing may be caused by mutations in the
genes. In case of T/t antigens, the 5′ site
for the T antigen removes a termination
codon present in t antigen mRNA. That’s
why the size of T antigen is more than
of the t antigen. In E1A transcripts, one
of the 5′ sites connect to the last exon
in a different open-reading frame which
causes change in the C-terminal region of
the protein.

Drosophila flies with one X chromosome
and two sets of autosomes are male while
with equal number of chromosomes and
sets of autosomes are female. The X : A
ratio activates the so called Sxl which
controls positively its own expression as
well as that of three other genes. This
provides a mechanism so that a single X
chromosome of males is transcribed into
as much RNA as the two X chromosomes
of females. The Sxl gene produces male-
or female-specific spliced transcripts. They
have identical 5′ ends but differ in the
presence or absence of a small male
specific exon that inserts a stop codon
into the transcript. The protein encoded
by Sxl gene has an eighty amino acid
RNA binding domain. The same motif
has been reported in many other RNA
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binding proteins. It perhaps provides the
clue of control of its own processing and
that of further proteins in the regulatory
cascade.

4
Posttranscriptional Regulation of mRNA

Although regulation of gene expression
in eukaryotes at the level of initiation
of transcription is considered to be most
important, regulation at the level of post-
transcription has also been noted in many
cases. Capping at the 5′ end of the eukary-
otic mRNA is considered to be important.
However, polyadenylation at the 3′ end has
not been found in all the mRNAs. Whether
inhibition of polyadenylation is specifi-
cally used to block expression of particular
genes is not known. Some genes have mul-
tiple putative polyadenylation sites which
may be used for alternate splicing (forma-
tion of more than one mRNA from one
gene). Besides, the choice of polyadeny-
lation site may vary during development
of a cell. Switching of splicing patterns
may occur in a developmentally signifi-
cant way.

Polyadenylation does not occur at the
extreme 3′ end of mRNA. In fact, between
10 to 30 nucleotides are transcribed pre-
ceding the polyadenylation signal which
is having the sequence 5′AAUAAA3′ or a
variant of it. These terminal nucleotides
are cleaved with the help of an en-
donuclease producing an intermediate 3′
end to which the polyA tail is subse-
quently attached by the enzyme poly A
polymerase. For polyadenylation, there is
requirement of a specificity factor too that
recognizes the 5′AAUAAA3′ sequence.
The specificity factor has three subunits
which together bind specifically to RNA
containing the sequence 5′AAUAAA3′.

The poly A polymerase first synthesizes
nearly 10 residue oligo A at the 3′ end
of mRNA in the presence of specificity
factor. Afterward, this oligo A tail is ex-
tended to nearly 200 residues in the
presence of an another factor which rec-
ognizes oligo A tail and directs poly
A polymerase to extend it. As written
above, polyadenylation of mRNA is not
essential for further translation. It is
considered that it may affect the stabil-
ity of mRNA in the cell. The poly A
tail is associated with a particular pro-
tein called as poly A binding protein
(PABP). It is believed that binding of
poly A with PABP is essential for pro-
tection of mRNA against degradation by
nucleases.

Besides, the stability of mRNA may
be regulated in the cytoplasm. This may
result in changes in its concentration.
It has been found that estrogen hor-
mone not only induces the transcription
of vitellogenin gene but also increases
the stability of its mRNA in the cyto-
plasm increasing its half-life to 300 h
from 16 h.

All the mRNAs in eukaryotes are found
to have 5′ cap. Although the exact sig-
nificance of capping is not clear, it is
considered that it is a recognition point
for the attachment of a ribosome at the
outset of translation. It is considered
equivalent to Shine Dalgarno sequence,
GGAGGC, found in prokaryotes to which
the small subunit of ribosome attaches
to start protein biosynthesis. The ribo-
some recognizes the cap structure as its
binding site, and after attachment mi-
grates along the mRNA until it reaches
the initiation codon. It is also found that
mRNAs that are translated on the cyto-
plasmic ribosomes are capped. There is
no capping in mitochondrial and chloro-
plasts mRNAs.
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In eukaryotes, a mRNA after splicing at
the 5′ end has 5′pppPuNp----3′, where Pu
is a purine residue, N is the sugar com-
ponent of the nucleotide and p represents
the phosphate group. However, mature
mRNA (after posttranscriptional changes)
at the 5′ end has 5′-7-mGpppPuNp-----
3′, where 7 mG is 7-methyl guanosine
which is attached after transcription and
is called a cap. During capping, there
is cleavage of the terminal phosphate
group of the first nucleotide catalyzed by
a phosphohydrolase. Afterward, a guany-
lyl residue is transferred at the 5′ end
from GTP by the enzyme, guanylyl trans-
ferase and thereafter, modified to 7-methyl
guanylyl residue by the enzyme mRNA,
guanylyl-7-methyl transferase in the pres-
ence of S-adenosyl methionine which acts
as methyl donor. The newly added guany-
lyl residue is in the reverse orientation
compared to other nucleotides present in
mRNA. A cap containing single methyl
group is known as cap o. If there is ad-
dition of another methyl group on the
second nucleotide, which was in fact the
first nucleotide in the original mRNA,
it is called cap 1. This occurs only if it
is adenine nucleotide. The methyl group
is added on the N6 position of adenine
nucleotide. This reaction is catalyzed by
the enzyme 2′-O-methyl transferase and
methyl group donor is same, that is S-
adenosyl methionine. In some cases, even
there is addition of another methyl group
to the third nucleotide. The substrate for
this reaction is cap 1 mRNA, and accep-
tor of the methyl group is ribosyl moiety
at 2′position. This is called as cap 2. The
number of caps is considered to be char-
acteristic of the organism. In addition, a
low frequency of internal methylation (1 in
1000 nucleotides) also occurs in the mRNA
of higher eukaryotes.

In prokaryotic mRNA, generally post-
transcriptional changes do not occur. Be-
cause of no compartmentation, there may
be coupled translation (as soon as mRNA
biosynthesis occurs, or even in progress,
it may bind with the ribosome to start
translation).

5
Transport of Processed mRNA to the
Cytoplasm

After posttranscriptional modifications,
matured mRNA is transported out of the
nucleus in a very rapid process. After
coming in the cytoplasm, mRNA binds on
the cytoplasmic ribosomes for translation
within 1 to 5 min after leaving the nucleus.
It is considered that some specific proteins
help mature mRNA in transporting it out
of the nucleus but exactly how it occurs is
not known.

6
Regulation of Gene Expression at the level
of Translation

Most of the regulation of gene expression
takes place at the level of transcription.
Production of mRNA requires many steps,
several of which like promoter utiliza-
tion, RNA splicing, polyadenylation, are
known to be regulated. Pre-mRNA sta-
bility and the transport of mRNA from
the nucleus to the cytoplasm provide a
very rapid control of gene expression.
Sometimes, the level of translation is
manipulated by changing essential com-
ponents of the translational machinery of
the cell. The phosphorylation of riboso-
mal components (particularly 5S rRNA in
the 40S ribosomal subunit) has been cor-
related with higher polysome levels after
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the presence of different growth factors
in the mammalian cells. Similarly, in the
brine shrimp egg, upon fertilization, an
all of a sudden appearance of a previously
missing translational initiation factor takes
place that is involved in the formation of
polysome.

Besides, in mammalian reticulocytes,
the control of protein synthesis by hemin
is mediated by the formation of a potent
inhibitor of polypeptide chain initiator
called as hemin controlled repressor
(HCR) from a presynthesized precursor
(prorepressor). These cells have lost their
nuclei, but retain high levels of stable mR-
NAs encoding mostly hemoglobin chains.
In reticulocyte lysates, protein synthesis
occurs at a high rate but declines rapidly
if hemin is absent. In cells, hemin is
synthesized in the mitochondria, which
are not present in the lysate. In fact, in
the absence of heme, HCR gets activated,
whereas, in the presence of heme, HCR
gets inhibited. Although the mode of ac-
tion of HCR was mysterious for many
years, now it has been found that it acts as
a specific kinase for the phosphorylation
of the α subunit of translation initiation
factor 2. Because of the initiation factor
2 (eIF2), GTP-GDP exchange cycle, phos-
phorylation of even a fraction of eIF 2
is sufficient to stop initiation of protein
synthesis. Apparently, all of the eIF2B,
which is present in lower amount than the
amount of eIF2, becomes sequestered into
eIF2–eIF2B complexes and is no longer
available to recycle the remaining unphos-
phorylated eIF2.

A translational inhibitor has also been
reported from Friend Leukemia cells.
The inhibitor has been characterized as
heat labile, sulfhydryl reagent insensitive
protein of the molecular weight nearly
214 000 daltons. It inhibits initiation of
protein synthesis by preventing initiation

factor dependent binding of methionyl-
tRNA to 40S ribosomal subunit. However,
it does not interfere with the formation
of ternary complex between the eIF2,
methionyl-tRNA and GTP. The inhibitor
in fact acts as protein kinase, which
phosphorylates the α subunit of eIF2. This
inhibitor has been considered analogous
to HCR of reticulocyte cells.

An enzyme protein having phospho-
protein phosphatase activity capable of
releasing the phosphate group from the
phosphorylated α subunit of eIF 2 has also
been reported from the rabbit reticulocyte
cells. Therefore, it may restore the activity
of eIF 2 lost after phosphorylation. Activity
of this phosphoprotein phosphatase has
been shown to be stimulated about three-
folds by optimal concentration of Mn+2

ions, but is not stimulated by Ca+2 or
Mg+2 ions. The enzyme is strongly in-
hibited by Fe+2 and by purine nucleoside
diphosphates.

During posttranslational modifications,
many proteins are modified by phospho-
rylation, acetylation, hydroxylation, and so
on at the side chains of the amino acids.
In many proteins, there is conjugation of
nonprotein component(s).

Other strategies that act at or before the
translation initiation step are alteration in
the inherent variability in the life span of
eukaryotic mRNA and mRNA stability in
response to certain agents.
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Keywords

Basement Membrane
Thin layer of extracellular matrix, often rich in collagen type IV, which separates
epithelia from connective tissue; also called basal lamina.

Germline
The lineage of cells that give rise to gametes, which carry the genetic material that will
be transmitted to the next generation.

Knockout Mouse
Genetically modified mouse in which a particular gene has been deleted (in the case of
a conditional knockout mouse, the gene is selectively deleted within particular cells or
tissues of an otherwise wild-type animal), in a time and/or spatially controlled manner.

Model Organisms
Organisms that have characteristics, such as short life cycles, ready availability, and/or
tractability, which make them particularly well suited for laboratory study of biological
processes. Because of the great degree of evolutionary conservation of molecular
pathways and cellular processes, the large amount of information derived from the
study of model organisms can often be applied to the analysis of human development,
physiology, disease, and evolution.

Niche
Term used to describe the cellular microenvironment in which stem cells reside and
which provides a unique combination of signaling molecules essential for the
maintenance of stem cells; the niche hypothesis was first proposed by Schofield in
1978 to explain the regulation of hematopoietic stem cells.

Self-renewal
The ability of a stem cell to indefinitely replenish itself through cell divisions that are
followed by the maintenance of stem cell character in at least one of the daughter cells.

Transgenic Animal
Animal carrying genetic material (transgene) introduced into its genome using genetic
engineering techniques.

Transit Amplifying Cells
Stem cell progeny that have a limited potential for mitotic divisions and are not yet
fully differentiated.
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� Stem cells are essential for the health of multicellular organisms, as they give rise
to all cells of the body during embryonic development, and in adults, maintain
the integrity and function of many tissues. Stem cells are functionally defined as
cells that have the extended ability to self-renew and to give rise to various cell
types present in a given tissue. The behavior of stem cells is remarkably context
dependent, underscoring both the existence of complex regulatory mechanisms
involved in their maintenance and function, as well as the inherent difficulties
of studying their biology in a nonadulterating manner. Despite these difficulties,
intense research has revealed that their regulation is achieved via the orchestration
of cell-intrinsic factors, locally secreted factors, and extrinsic signals impinging on
the tissue. As knowledge of the mechanisms of stem cell regulation expands through
the combined study of powerful model systems, we will continue to gain valuable
insights into how to manipulate stem cells for the welfare of human kind.

1
Introduction to Stem Cell Biology

Stem cells have been main characters in
media reports for the past several years,
reflecting their awe-inspiring properties
and potential for clinical applications.
Despite their importance and the attention
they have received from many basic,
applied, and clinical scientists, however,
stem cells remain difficult to recognize, to
study, and even to define. Morphological
and molecular markers are scarce and not
available for all types of stem cells, and
studies so far indicate that no intrinsic
stem-specific marker exists that unifies
all stem cells and sets them apart from
all other cells in the body. The scarcity
or absence of markers coupled with the
relatively low numbers at which stem cells
normally occur leads to their being defined
on a functional basis, namely, that they
are cells with the potential to undergo
a very large number of divisions to self
perpetuate and give rise to different cell
types in an embryo or tissue. Many layers
of regulation are required for maintaining
stem cell properties and tailoring their

functions to the needs of the tissues
in which they reside. Although much is
still unknown, considerable progress has
been made in recent years in unraveling
the mechanisms of stem cell regulation,
largely resulting from the use of many
different systems of study, ranging from
invertebrate model systems to human
stem cells. Continued investigation of
the regulation of stem cells will provide
the pillars on which to build our basic
knowledge of stem cell biology, from
which informed strategies for their clinical
application will be derived.

2
Adult Stem Cells

2.1
Germline Stem Cells

2.1.1 Mammalian Testis
During embryonic development, pluripo-
tent primordial germ cells are set aside and
associate with the developing gonad, and
a fraction of them gives rise to germline
stem cells (GSCs). In males, GSCs are
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active throughout adult life, leading to the
constant production of sperm within sem-
iniferous tubules. The proper function of
GSCs requires a signaling environment
(or niche) provided by closely associated
Sertoli cells, which are large somatic cells

(Fig. 1a). Although Sertoli cells extend pro-
cesses radially from the basement mem-
brane to the lumen, contacting all germ
cells, their asymmetric secretion of signals
creates gradients along their extended pro-
cesses. The interstitial area of the testis,
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surrounding the basement membrane of
the seminiferous tubules, also contains
steroid-secreting Leydig cells as well as
myoid cells.

Premeiotic male germ cells are called
spermatogonia, and these are divided
into undifferentiated A-type spermatogo-
nia and differentiating spermatogonia.
GSCs correspond to the earliest undiffer-
entiated stage, Asingle (As) spermatogonia,
located at the periphery of seminiferous
tubules in low numbers. As spermatogo-
nia divide to self-renew and give rise to
daughter cells that undergo four rounds
of divisions remaining in clusters of 2
cells (Apaired [Apr] spermatogonia), and
subsequently 4, 8, and 16 cells (collectively
called Aaligned [Aal] spermatogonia). The
spermatogonia subsequently differentiate
through A1, A2, A3, and A4 intermedi-
ate stages into B spermatogonia, which
undergo meiosis and form sperm. As

they progress through spermatogenesis,
germline cells move to the center of the
tubules, culminating in the final release of
sperm into the lumen.

Male GSCs, or As spermatogonia, can
be recognized by their location and be-
havior. As spermatogonia show longer cell
cycles and asynchronous divisions because
they are not present in clusters. They
are also present near the basement mem-
brane, closely associated with Sertoli cells.
The gold standard for the functional iden-
tification of stem cells is the ability of
transplanted cells to repopulate testes of an
infertile host, thereby restoring long-term
fertility. On the basis of transplantation
assays, the number of GSCs in normal
testes was estimated at 2 per 104 germ
cells. For transplantation assays, testis cells
from fertile mice or rats are harvested,
and the cell suspension is microinjected
into seminiferous tubules of a host treated

Fig. 1 Germline stem cells. (a) In the mammalian testis, low numbers of germline stem cells
(GSCs), also called Asingle (As) spermatogonia, are located at the periphery of seminiferous tubules
near the basal lamina and in close contact with large somatic sertoli cells. GSCs renew themselves
and also give rise to daughter cells that form cysts of 2 (Apaired, Apr), 4, 8, and 16 cells (Aaligned, Aal).
They subsequently differentiate through A and B spermatogonia, which undergo meiosis and form
sperm. (b) In the mammalian ovaries, putative GSCs reside in the periphery of the ovary, within the
ovarian epithelium, juxtaposed to the basal lamina. These putative GSCs are thought to renew
themselves and give rise to daughter cells that associate with follicle cells to form new primordial
follicles in adult females. The existence of these mammalian female GSCs, however, is highly
controversial. (c) The Drosophila testis is surrounded by a basal lamina and contains a signaling
center, called the hub, at its apical tip. Five to nine GSCs are attached to the hub cells via adherens
junctions, and each GSC is also in close association with a pair of surrounding somatic stem cells
(SSCs). GSCs divide asymmetrically, perpendicular to the hub, to give rise to a new GSC (near the
hub) and a gonialblast (away from the hub). The gonialblast is associated with a pair of somatic cyst
cells derived from the SSCs, and it divides to form germline cysts that differentiate into sperm. (d) In
each germarium within the Drosophila ovary, two to three GSCs are present in a microenvironment
or niche, formed by somatic terminal filament and cap cells in close association with a basal lamina.
GSCs are in close association with cap cells via adherens junctions, and they divide asymmetrically to
renew themselves and generate cystoblasts. In a region surrounded by inner germarium sheath cells,
each cystoblast divides to give rise to a germline cyst containing a future oocyte. (e) In the distal end
of the C. elegans gonad, the distal tip cells extend long processes and are in close contact with
syncytial germline cells that divide mitotically to renew themselves, implying that they include GSCs.
In addition, germline cells generated in this distal region move more proximately, away from the
distal tip cell, and eventually undergo meiosis to form oocytes.
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with busulfan (a chemotherapeutic drug
that depletes testes of GSCs) or carrying a
sterility-causing mutation. Injected GSCs
populate sites along the basement mem-
brane of the seminiferous tubules and
establish colonies of donor GSC-derived
cells supporting sperm production. Sub-
populations of germline cells can also
be isolated based on the expression of
combinations of proteins by fluorescence-
activated cell sorting, and subsequently
subjected to transplantation assays to de-
termine whether they include GSCs, allow-
ing the identification of molecular markers
enriched in As spermatogonia.

Although no marker specifically label-
ing As spermatogonia has been identified
to date, α6β1 integrins (which may help
attach GSCs to the basement membrane),
and Neurogenin 3 (a class B basic helix-
loop-helix (bHLH) transcription factor)
are enriched in As spermatogonia, which
also lack c-kit expression. Recently, anal-
ysis of the classic luxoid mutant showed
that As spermatogonia renewal is im-
paired and germ cells are lost; mutation
of the gene Zfp145, which encodes the
zinc finger–containing transcription fac-
tor Plzf, was found to be responsible for
the phenotype. Plzf is coexpressed with the
transcription factor Oct 4 in undifferenti-
ated spermatogonia.

Sertoli cells produce a variety of signals,
such as glial-cell-line-derived neurotrophic
factor (GDNF), insulin-like growth fac-
tor 1 (IGF-1), transforming growth factors
(TGFs) α and β, epidermal growth factor
(EGF), and Steel factor. GDNF, however, is
the only secreted factor produced by Sertoli
cells known to be required for As sper-
matogonia maintenance. Decreased levels
of GDNF, caused by gene targeting of one
copy of the GDNF gene, result in Sertoli
cell-only seminiferous tubules, reflecting a

depletion of germ cells. Conversely, trans-
genic mice overexpressing GDNF under
a testis-specific promoter, display large
clusters of undifferentiated spermatogonia
resulting from a block in differentiation.
Studies using a serum-free culture system
for GSC showed that GDNF acts directly
on undifferentiated spermatogonia, which
express the receptor for GDNF (composed
of GDNF-family receptor α1 and c-Ret re-
ceptor tyrosine kinase), to stimulate GSC
self-renewal. In addition, bone morpho-
genetic protein (BMP) 8B is expressed in
early germ cells, and knockout mouse ex-
periments suggest that it is required for
the establishment of GSCs as well as their
proliferation and maintenance.

Other secreted factors are required
for germline differentiation. Steel factor,
which is produced by Sertoli cells, acts
on the c-kit receptor of spermatogonia
to promote proliferation of differentiating
type A spermatogonia. Pituitary luteiniz-
ing hormone (LH) and follicle stimulating
hormone (FSH) influence the differenti-
ation of spermatogonia, acting indirectly
via supporting somatic cells, but no direct
effects of these hormones on undiffer-
entiated spermatogonia are known. In
response to LH, Leydig cells secrete testos-
terone, which in turn acts on Sertoli cells.
FSH plus testosterone stimulate secretion
by Sertoli cells of signals required for germ
cell differentiation.

The mammalian testis is a powerful sys-
tem to understand the regulation of stem
cells. The availability of transplantation as-
says, in which the ability of donor GSCs
to reconstitute the ablated germline of the
host is tested, provide a rigorous system for
dissecting the in vivo requirement of dif-
ferent factors for GSC function. Insights
obtained from this system have direct im-
plications for human fertility.
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2.1.2 Mammalian Ovary
For over half a century, it has been widely
accepted that adult mammalian ovaries
do not contain self-renewing GSCs. This
dogmatic view, however, was recently chal-
lenged by experiments suggesting that
GSCs may in fact be present in adult
mouse ovaries. Putative GSCs with large
ovoid shape that reside in the surface ep-
ithelial cell layer covering the ovary are
thought to divide mitotically to gener-
ate germline cells that enter meiosis and
give rise to new follicles in adult females
(Fig. 1b). These putative GSCs may play
a central role in replenishing the follic-
ular population of the ovary as follicles
undergo a high rate of atresia or degen-
eration. Similar to GSCs in the testis, the
ovarian GSCs are sensitive to busulfan-
treatment, and they also appear capable
of contributing to follicle formation upon
transplantation of ovarian fragments from
one female to another. These findings
may hold true in human females as well,
and this is an area of investigation. The
possible existence of GSCs in female
adults suggests that the decreased fer-
tility observed in older females may be
because of stem cell senescence and/or
impaired function.

The data suggesting the presence of
GSCs in mammalian ovaries, however,
remains highly controversial. Definitive
demonstration that female GSCs ex-
ist will require lineage tracing experi-
ments to show that single putative GSCs
can indeed give rise to daughter cells
that contribute to follicle formation in
adult females. In addition, it will be
very important to understand what cell
types and molecules are required for es-
tablishing, maintaining, and regulating
GSCs, and to determine their mechanism
of function.

2.1.3 Drosophila Testis
Drosophila germline precursor cells (‘‘pole
cells’’) are formed early during embryo-
genesis and later populate the gonads.
A fraction of the pole cells give rise to
GSCs, which can be identified by their
morphology, location, and behavior. The
Drosophila testis is a simple tube with 5
to 9 GSCs located in a circle at its closed
apical end that are in close contact with
a compact, dome-shaped structure called
the hub, which is composed of 8 to 16 so-
matic cells (Fig. 1c). Each GSC is enclosed
by a pair of somatic stem cells (SSCs)
known as cyst progenitor cells that send
out cytoplasmic projections that contact
the hub. Lineage tracing experiments have
confirmed that the GSCs indeed function
as stem cells. GSCs divide asymmetrically
to self-renew and give rise to a gonial-
blast, which is surrounded by a pair of cyst
cells resulting from the asymmetric divi-
sion of the SSCs to form a germline cyst.
As the germline cells progress through
spermatogenesis, they remain surrounded
by the pair of postmitotic cyst cells. The
gonialblast divides four times with incom-
plete cytokinesis to form a cyst of primary
spermatocytes that enter meiosis to form
spermatids and, ultimately, sperm.

Drosophila GSCs, gonialblasts, and early
germline cysts have a specialized subcel-
lular structure called the fusome, which
is rich in the cytoskeletal proteins Hu li
tai shao (Hts, an adducin-like protein), α-
spectrin, β-spectrin, and ankyrin. In GSCs
and gonialblasts, the fusome is round
and often referred to as a spectrosome,
whereas in germline cysts, it becomes
elongated and branched. GSCs and go-
nialblasts do not express Bam (encoded by
the bag-of-marbles gene), a differentiation
factor expressed in two-cell to early 16-cell
germline cysts.
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The hub is an important component
of the GSC niche in the Drosophila
testis, providing important signals regu-
lating GSC maintenance and function. As
GSCs divide, mitotic spindles are oriented
perpendicular to the hub such that one
daughter cell (the GSC) remains in contact
with the hub, whereas the other (the gonial-
blast) is placed in a distinct environment
away from the hub. The orientation of GSC
division requires the Drosophila homolog
of the adenomatous polyposis coli (APC)
tumor suppressor, presumably via the in-
teraction with DE-cadherin and Armadillo
(the homolog of β-catenin) for the forma-
tion of adherens junctions between hub
cells and GSCs.

Genetic analysis has identified several
factors required for GSC maintenance and
function. An important signal secreted by
the hub is the ligand Unpaired (Upd).
GSCs unable to respond to Upd due to a
lack of stat92E (encoding Drosophila Sig-
nal Transducer and Activator of Transcrip-
tion [STAT]) function are not maintained
as stem cells, but instead differentiate.
Conversely, overexpression of Upd in the
testis results in accumulation of undiffer-
entiated, GSC-like cells away from the hub.
These data demonstrate that Upd acts on
neighboring GSCs to activate the Janus
kinase (JAK)-STAT pathway, resulting in
maintenance of GSC status, while gonial-
blasts, which are not exposed to high levels
of Upd, can undergo differentiation.

Other signals are also important for
GSC maintenance and differentiation.
Hub cells and somatic cyst cells express the
BMP molecules Glass bottom boat (Gbb,
also known as 60A) and Decapentaplegic
(Dpp), and these signaling molecules to-
gether activate the BMP pathway directly in
male GSCs to control their maintenance,
at least in part, via the repression of Bam
expression. In addition, disruption of EGF

signaling in somatic cyst cells disrupts dif-
ferentiation of gonialblasts, resulting in ac-
cumulation of undifferentiated germ cells
in the testis. Somatic cyst cells also signal
to germline cysts via a TGF β-like signal-
ing pathway to limit the number of mitotic
divisions during cyst formation. Finally,
proliferation of germ cells is also controlled
by the germline-expressed genes bam and
benign gonial cell neoplasm (bgcn).

Remarkably, when the GSC niche is
depleted of GSCs via the transient inacti-
vation of the JAK-STAT pathway, dividing
germline cysts can dedifferentiate into
GSCs that repopulate the niche. In these
experiments, a temperature-sensitive allele
of stat92E was employed; at the non-
permissive temperature, loss of stat92E
function resulted in loss of GSCs because
of their differentiation into gonialblasts
and subsequent formation of germline
cysts. Restoration of JAK-STAT signal-
ing by returning GSC-depleted males to
the permissive temperature resulted in a
breakdown of dividing germline cysts into
single cells that repopulated the hub as
GSCs. These experiments revealed a great
degree of plasticity in this system.

The knowledge of the precise location of
GSCs and surrounding niche cells in the
Drosophila testis, as well as the ability to
follow their behavior and apply powerful
genetic tools to the study of GSCs,
makes this an ideal experimental system
to further examine their maintenance
and regulation.

2.1.4 Drosophila Ovary
Drosophila females produce eggs through-
out most of their adult lives, and egg
production is supported by both germline
and somatic stem cells. Each ovary is com-
posed of 15 to 20 ovarioles, which are
strings of progressively older egg cham-
bers that contain the developing eggs.
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Somatic and GSCs reside at the anterior-
most tip of each ovariole in a structure
called the germarium, within which the
egg chambers are formed (Fig. 1d). The
division of a GSC generates a daughter
cell called a cystoblast, which undergoes
four rounds of division with incomplete
cytokinesis to form a 16-cell cyst. The
posterior-most cell within a cyst will be-
come the oocyte, and the remaining 15
cells will become nurse cells that support
the growth and development of the oocyte.
As the cyst progresses through the ger-
marium, it acquires a layer of follicle cells
derived from the somatic stem cells. A
round cyst surrounded by a monolayer of
follicle cells buds off from the germarium
as an egg chamber, which continues to de-
velop as it progresses posteriorly through
the ovariole.

GSCs are located near several popula-
tions of somatic cells, namely, terminal
filament cells, cap cells, and inner germar-
ium sheath cells. These cells create a niche
crucial for stem cell maintenance and func-
tion. GSCs contact cap cells and inner
sheath cells, and they divide asymmetri-
cally to generate a stem cell in its original
position and a cystoblast in a slightly pos-
terior position, such that the cystoblast
contacts inner sheath cells, but not cap
cells. GSCs and cystoblasts contain a round
spectrosome, whereas older cysts within
the germarium contain branched fusomes.
GSCs do not express Bam, whereas cysto-
blasts and early dividing germline cysts
express this differentiation factor.

Signals from the niche control GSC
maintenance and function. Adherens
junctions formed by DE-cadherin and ar-
madillo are present between cap cells
and GSCs. Genetic analysis suggests that
this molecular ‘‘glue’’ is important for
the maintenance of GSCs, presumably by
physically keeping them within the niche

environment. Dpp is a pivotal signal ex-
pressed in somatic niche cells. Ectopic Dpp
expression results in increased numbers
of GSC-like cells within the germarium.
Dpp acts directly on GSCs as evidenced
by the fact that elimination of the func-
tion of signaling pathway components (e.g.
Dpp receptors encoded by punt and tkv
or downstream transcriptional factors en-
coded by Mad and Med) specifically within
the germline disrupts GSC maintenance
and division. Gbb is also expressed in so-
matic cells near GSCs, but overexpression
of Gbb is not sufficient to induce GSC
tumors within the germarium. Reduced
Gbb levels, however, result in reduced ac-
tivation of the BMP pathway in GSCs,
suggesting that Gbb may cooperate with
Dpp for optimal levels of GSC activation.
Dpp and Gbb activate a signal transduction
cascade in GSCs that results in direct bind-
ing of the downstream Mad-Med Smad
protein complex and repression of expres-
sion of the Bam differentiation factor.
Repressing Bam expression in GSCs is
crucial: if Bam expression is forced in
these cells using a heat-shock inducible
bam transgene, they undergo differentia-
tion. In addition, Bam and the ubiquitin
protein ligase Smurf, appear to play re-
dundant roles in restricting the domain
of Dpp receptor activation, suggesting the
existence of multiple mechanisms that
ensure that only GSCs respond to the
Dpp signal.

Several other factors are also required for
GSC maintenance. Nanos is required to es-
tablish and maintain GSCs by preventing
their differentiation, as removal of Nanos
function in the germline of adult females
results in loss of GSCs. Pumilio mutant
flies also show loss of GSCs. On the basis
of their functions during early embryogen-
esis, Nanos and Pumilio presumably form
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a complex that binds to the 3′ untrans-
lated region of target mRNAs to repress
their translation. The piwi gene encodes a
conserved protein expressed in niche cells
as well as in GSCs. Expression of piwi
within somatic cells is required for GSC
maintenance, whereas it is required within
the germline to control GSC division and
germline development. The fs(1)Yb gene
is required to maintain piwi expression in
terminal filament and cap cells.

As in the Drosophila testis, dedifferen-
tiation of germline cysts into GSCs has
been reported in the ovary. In these exper-
iments, a pulse of Bam expression caused
larval germ cells, which are present in a
Dpp-rich environment, to form cysts. Af-
ter removal of Bam, four- and eight-cell
cysts present in second instar larval ovaries
were found to break down and form sin-
gle germline cells that gave rise to normal
GSCs, supporting oogenesis in the result-
ing adult females. Similarly, a pulse of Bam
expression in adult ovarioles overexpress-
ing Dpp resulted in GSC differentiation
and cyst formation, and these cysts were
also capable of breaking down into single
GSCs. These results, coupled with those
in the Drosophila male testis, suggest
that, under specific conditions (e.g. a Dpp-
rich environment), differentiated cells may
serve as a source of stem cells.

The investigation of GSC regulation
in the Drosophila ovary has greatly ad-
vanced the field of stem cell regulation.
The power of genetics, the easy identifica-
tion of GSCs and surrounding niche cells,
and the ability to measure the behavior
of GSCs and their progeny will continue
to make this an excellent system to es-
tablish new paradigms of GSC regulation.
Insights from the Drosophila ovary will
be instrumental in forging ahead with the
investigation of the putative GSCs present
in the mammalian ovary.

2.1.5 Caenorhabditis Elegans Gonad
In the Caenorhabditis elegans hermaphro-
dite, the adult gonad is a U-shaped tube
containing mitotically dividing germ cells
at the distal ends of the anterior and
posterior arms. The germline forms a
syncytium, such that each cell is connected
via a cytoplasmic bridge to a core of
cytoplasm (rachis) that is present along the
center of the distal gonad arm (Fig. 1e).
These mitotically dividing germline cells
self-renew and give rise to cells that
progress through meiosis to produce
oocytes; however, a stereotypic stem cell
has not yet been identified. At a ∼20-
cell diameter distance from the distal tips
of the gonad, cells enter meiosis and
progress into meiotic divisions as they
move proximally within the gonad arms. A
distal tip cell is in close contact with each
distal end of the gonad, providing a niche
environment that regulates the balance
between mitosis and meiosis, while sheath
cells surround more proximal regions of
each gonad arm.

The distal tip cell is required for the
establishment and maintenance of GSCs,
because distal tip cell ablation results in
meiosis and differentiation of all germline
cells, while its relocation results in the
coordinate ectopic location of mitotically
dividing germline cells. The distal tip cell
produces LAG-2: a Notch receptor ligand.
This signal is received by germline cells
at the distal end of the gonad, activating
the GLP-1/Notch signaling pathway in dis-
tally located germline cells, which causes
them to remain in mitosis. Constitutive
activation of the GLP-1/Notch pathway in
the germline inhibits exit from mitosis
and entry into meiosis, resulting in a tu-
morous germline, whereas mutations in
Notch pathway components lead to prema-
ture entry into meiosis. Activation of the
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GLP-1/Notch pathway inhibits accumula-
tion of the RNA-binding protein GLD-1 via
the translational inhibitors NOS-3 (similar
to Drosophila Nanos) and FBF-2 (simi-
lar to Drosophila Pumilio). GLD-1 levels
are important in controlling the deci-
sion between proliferation (low GLD-1)
or meiosis (high GLD-1). GLP-1/Notch
signaling also inhibits the gld-3 gene, a
homolog of Bicaudal-C, via the FBF-2
translational repressor. GLD-3 binds to the
poly-A polymerase GLD-2, and together
they help promote the transition from mi-
tosis to meiosis.

Despite the current view that the distal
mitotic germline population as a whole
maintains stem cell properties, it is not
clear whether all mitotically dividing cells
within that population are equivalent, or
whether only specific cells have stem
cell properties. Lineage analysis will be
required to distinguish between these
mechanisms and represents an important
step towards a full understanding of how
these syncytial GSCs are regulated.

2.2
Epithelial Stem Cells

2.2.1 Mammalian Epidermis and Hair
Follicles
In the mammalian epidermis and hair
follicles, differentiated cells are contin-
uously lost and replaced by cells de-
rived from stem cells. In the interfol-
licular epidermis, dividing keratinocytes
are found in the basal layer attached to
the basement membrane (Fig. 2a). As ker-
atinocytes move away from the basement
membrane towards the surface of the
skin, they stop dividing, undergo differ-
entiation into spinous and granular layer
cells, and finally die, thereby forming
the heavily keratinized stratum corneum.
In mouse skin, the entire differentiation

process from the basal layer to the ker-
atinized stratum corneum takes 10 to
14 days, whereas in human skin this pro-
cess takes longer.

Rare stem cells are thought to reside
in the basal layer of the epidermis, in
regions that express high levels of the
Delta1 ligand for Notch and of α6β1 in-
tegrins, suggesting that interactions with
the extracellular matrix may be important
for their regulation. Indeed, α6 and β1
RNAs are found to be upregulated in stem
cell-enriched populations relative to other
mitotically dividing cells, whereas β1 in-
tegrin can be used as a marker during
cell sorting procedures for enrichment
for stem cells. Stem cells give rise to
actively dividing transit amplifying cells
that subsequently undergo differentiation
through the layers of the epidermis. Al-
though the stem cell population renews
itself, there is no evidence for invari-
ant asymmetric divisions, suggesting that
each stem cell division can give rise to
any combination of stem cell and tran-
sit amplifying cells. In addition, long-term
maintenance of this stem cell population
is likely to require mobilization of bulge
stem cells, which reside in the hair follicles
(see below).

The hair follicle is composed of concen-
tric layers: the outer root sheath (ORS),
which is an extension of the epidermis,
the inner root sheath (IRS), and the hair
shaft (Fig. 2a). The IRS and hair shaft
are derived from relatively undifferenti-
ated matrix cells. Matrix cells are in close
contact with the dermal papilla, which is
composed of mesenchymal cells. Although
matrix cells are actively dividing, their pro-
liferation potential is limited. The stem
cells that sustain long-term hair follicle
growth cycles are a distinct population
thought to reside in a structure called
the bulge. Bulge cells are undifferentiated
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Fig. 2 Epithelial stem cells. (a) The mammalian
hair follicle contains multipotent stem cells
(SCs) in a region called the bulge, below the
sebaceous gland, and the entire follicle is
surrounded by a basal lamina. Bulge SCs give
rise to transit amplifying matrix cells, which have
a limited proliferation potential and give rise to
differentiating cells that produce the hair shaft.
Matrix cells surround the dermal papilla, which
is an important signaling center for the bulge
SCs. During the catagen phase of the hair follicle
cycle, the lower part of the follicle undergoes
extensive cell death, and as a result, the dermal
papilla moves toward the bulge. After the telogen
rest period, signals from the dermal papilla
mobilize SCs from the bulge to regenerate the
matrix and reinitiate the anagen growth phase.

(b) The basal region of the mammalian gut crypt
contains stem cells (SCs) above differentiated
Paneth cells, and a basal lamina and
mesenchymal cells surround the entire crypt.
New cells produced from the basal SCs migrate
up and, once they exit the crypt, begin
differentiating into various intestinal cell types.
(c) The Drosophila ovary germarium contains
two somatic stem cells (SSCs) that contact a
basal lamina as well as inner germarium sheath
cells. In addition, SSCs respond to signals
produced by the terminal filament and cap cells.
As SSCs divide, they renew themselves and also
generate daughter cells that further divide and
surround newly formed 16-cell germline cysts,
supporting oocyte development.

cells that lie at the base of the epithelial
portion of the hair follicle and are present
throughout the hair follicle growth cycles.
Bulge cells are thought to have a large
proliferation potential on the basis of the

size of colonies formed in culture. In vivo,
however, the proliferation of bulge cells
is tightly regulated, and they rarely divide.
Because bulge stem cells are slow cycling,
they can be experimentally identified as



Regulation of Stem Cell Populations 79

‘‘label-retaining cells.’’ In this procedure,
all cells in the epithelium are initially la-
beled by a continuous supply of tritiated
thymidine or bromodeoxyuridine (BrdU),
which becomes incorporated into the DNA
as cells divide. After a long chase period,
the label is diluted and lost from all rapidly
dividing cells (e.g. matrix transit ampli-
fying cells), whereas the slowly dividing
bulge stem cells retain the label. This strat-
egy has been used both in lineage tracing
experiments and to obtain highly purified
bulge stem cell populations.

Each hair follicle growth cycle includes
an active growth phase (anagen), a destruc-
tion phase (catagen), and a rest period
(telogen), with the length of different
phases varying according to the type of hair
follicle and the specific organism. During
anagen, the active proliferation of matrix
cells gives rise to cells that move upward
and differentiate to form IRS and hair shaft
cells. During catagen, the lower part of
the follicle undergoes extensive cell death
and, as a result, the dermal papilla moves
towards the bulge. After the quiescence
of the telogen, signals from the dermal
papilla leads to recruitment of cells from
the bulge, which gives rise to matrix cells
that reinitiate the cycle.

Bulge-residing stem cells give rise not
only to hair follicle cells, but also to cells
of the epidermis and sebaceous glands,
in a highly regulated process. In partic-
ular, bulge stem cells are mobilized to
repopulate interfollicular epidermis upon
wounding of the epidermis, and it is likely
that they also give rise to the interfollicular
epidermal stem cells in normal situations.
Evidence for the multipotency of stem cells
in the bulge comes from both transplan-
tation assays and lineage tracing analysis.
Recent experiments have shown that two
distinct populations of bulge-residing stem

cells exist. One population maintains con-
tact with the basement membrane, the
other is suprabasal and arises later, after
the start of the first postnatal hair cycle. Al-
though these populations show different
gene-expression profiles, they behave sim-
ilarly within the niche, have the ability to
self-renew in vitro, and can form epidermis
and hair when grafted.

Although the signals regulating bulge
stem cell activity are incompletely under-
stood, recent genetic profiling of purified
bulge stem cells performed by two groups
suggests possible mechanisms for their
quiescent, multipotential character. Bulge
stem cells express elevated levels of cell
cycle regulatory proteins and keratinocyte
growth inhibitors such as TGF β signal-
ing components. Indeed, TGFβ receptor
activation, as measured by the levels of
nuclear phosphorylated Smad2 (a down-
stream effector), appears to be elevated
in bulge cells relative to their progeny.
Conversely, transcripts for proliferation-
associated proteins are downregulated in
bulge stem cells. Bulge stem cells also ex-
press high levels of fibroblast growth factor
(FGF) 1 and its receptor, suggesting a role
for the FGF1 pathway in maintenance of
stem cell character.

Wnt signals appear to play a dual role
in the transition from bulge to matrix
cell type. Both bulge cells and matrix
cells receive Wnt signals, resulting in
stabilization and increased levels of β

catenin; however, the cellular outcome of
Wnt signaling is different in bulge versus
matrix cells, presumably due to expression
of distinct β catenin binding partners.
Bulge cells express Tcf3, which normally
acts as a transcriptional repressor when
complexed with β catenin, suggesting a
Wnt-repressed niche for bulge stem cells.
In contrast, matrix cells express Lef1,
which, when associated with β catenin
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results in transcriptional activation of
downstream targets. Downstream targets
of β catenin – Lef1 complexes involved in
switching from rarely dividing bulge cells
to actively dividing matrix cells include
c-Myc and cyclin D.

Wnt signaling via Lef1 is also required
for hair shaft differentiation of matrix
cells, and establishment of Lef1 expression
in matrix cells requires noggin, a BMP-
inhibitor secreted by the dermal papilla.
These observations suggest that transient
repression of BMP signaling is required
to make matrix cells responsive to Wnt
signals. Subsequently, however, BMP sig-
naling via the BMP receptor IA is required
for stabilization of β-catenin in response
to Wnt stimulation such that both path-
ways act together to induce the expression
of hair differentiation–inducing genes.

As the complex roles of different sig-
naling pathways are unraveled and new
players are identified, our understanding
of the hair follicle stem cell system will
continue to expand. In addition, new tech-
nologies are currently being developed to
allow the introduction of transgenes into
hair follicle cells for potential therapeu-
tic use.

2.2.2 Mammalian Gut Crypts
The inner lining of the small intestine and
colon is a simple columnar epithelium
that forms invaginations called crypts
of Lieberkuhn and projections called
villi. The intestinal epithelial cells are
turned over at a high rate, with new
cells being produced from stem cells
present at the base of the crypts (Fig. 2b).
Stem cell-derived transit amplifying cells
migrate up, and once they exit the
crypt, begin differentiating into absorptive
epithelial columnar cells, goblet cells, and
enteroendocrine cells. Differentiated cells
continue to migrate up and are shed from

the tips of the villi, taking 5 to 7 days
from crypt base to villus tip. Paneth cells
originate from the same precursor cells
as do other differentiated cells; however,
Paneth cells migrate toward the bottom of
the crypt instead.

Crypts are composed mostly of undiffer-
entiated cells, and on the basis of lineage
tracing studies and label-retaining proper-
ties, 4 to 5 stem cells have been shown to
reside at the fourth or fifth cell positions
from the base of each crypt in the small in-
testine, above differentiated Paneth cells.
Paneth cells are long lived and produce a
number of factors such as EGF and tu-
mor necrosis factor α; however, ablation
of Paneth cells does not appear to have any
effect on crypt cell production. Stem cells
are present in regions enriched for β1 in-
tegrin (crypts express α2β1, in contrast to
villi, which express α3β1 integrins), sug-
gesting that adhesion to the extracellular
matrix is important.

The Wnt pathway, acting via Tcf4/β
catenin complexes, plays an important
role in stimulating proliferation in the
gut. Normal proliferating cells accumulate
β catenin in the nucleus. In Tcf4 null
mice, all epithelial cells differentiate, and
no proliferation occurs. In addition, if
expression of the secreted Dkk1 inhibitor
of Wnt molecules is targeted to the
proliferative compartment of the mouse
intestine, epithelial proliferation is greatly
reduced, resulting in the loss of crypts.
Conversely, mutations in APC or β-catenin
that stabilize β-catenin-Tcf4 complexes
occur in the vast majority of human
colon cancers and are sufficient to cause
intestinal adenomatous polyp formation
in mice.

Among the downstream factors of the
Wnt pathway in the intestine are c-myc,
SOX9 and Eph/Ephrin. c-myc pathway
components are enriched in stem cells,
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and c-myc is thought to act via the inhibi-
tion of the p21CIP/WAF1 cell cycle inhibitor.
SOX9 is expressed in proliferating, undif-
ferentiated cells, and appears to repress
the differentiation-inducing genes CDX2
and MUC2. The ephrin receptor EphB2
is expressed in proliferating cells, de-
creasing in a gradient towards the top
of the crypts, whereas EphB3 expression
is restricted to all cells below the stem
cells, including Paneth cells. Ephrin-B1
and ephrin-B2 are expressed at the crypt-
villus junction, decreasing toward the base
of the crypt. This compartmentalization
of Eph/Ephrin expression is thought to
control the localization of Paneth cells as
well as the separate placement of prolif-
erating versus differentiated cells along
the crypt-villus axis. In EphB3 null mice,
Paneth cells no longer migrate down-
wards, whereas in EphB2/EphB3 double
mutants, the proliferative and differenti-
ated cells intermingle.

BMP signals also have a role in home-
ostasis of the intestine via inhibition of
Wnt signaling. BMP4 is expressed in mes-
enchymal cells, including those adjacent to
the stem cells, whereas the BMP receptor
IA is expressed along the epithelial cells in
the crypt-villus axis, being highly expressed
in the stem cell region but excluded from
the proliferating zone in the upper crypt
region. Noggin, a negative regulator of
BMP, is expressed in a region adjacent
to the crypt bottom and in some cells in
the stem cell region. Transgenic mice con-
stitutively expressing Xenopus Noggin in
the intestine have increased proliferation
within crypts and de novo crypt formation,
showing similar intestinal histopathology
to human patients with the cancer pre-
disposition syndrome, juvenile polyposis.
Conditional inactivation of BMP receptor
IA in adult mice results in inactivation of
PTEN (a tumor suppressor gene-encoded

inhibitor of phosphatidyl inositol [PI]-3
kinase) and localization of β catenin to
the nucleus (where β catenin forms a
complex with Tcf proteins to activate tran-
scriptional targets), also with a resulting
expansion of the proliferative region. Simi-
larly, treatment with Noggin also results in
inactivation of PTEN and nuclear transport
of β-catenin in ex vivo cultures, and a PI-
3 kinase inhibitor antagonizes this effect.
These results suggest that BMP inhibits
proliferation of intestinal cells via the inhi-
bition of β-catenin activity downstream of
Wnt signaling.

Other signals from the underlying mes-
enchyme are also important for stem
cell function in the gut. For example,
mutations in Fkh6, a gene expressed in
the mesenchyme underlying mid- and
hindgut, result in altered crypt morphology
and overproliferation. In addition, ker-
atinocyte growth factor (KGF, a member
of the FGF family) is thought to stim-
ulate proliferation of gut epithelial cells,
and FGF receptor-3 is expressed in undif-
ferentiated, proliferating cells during crypt
formation and regeneration.

2.2.3 Drosophila Follicle Cells
Somatic cells called follicle cells are crucial
for germline development in females.
In Drosophila, follicle cells are produced
throughout adult life from somatic stem
cells (SSCs) located in the germarium
(Fig. 2c). Lineage tracing studies have
demonstrated that two SSCs are located
near the junction between regions 2a
(corresponding to the location of early 16-
cell cysts) and 2b (corresponding to the
location of lens-shaped cysts spanning the
entire width of the germarium). As these
stem cells divide, they give rise to daughter
cells that envelop newly formed 16-cell
germline cysts to form egg chambers. The
follicle cells continue to divide until stage
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7 of oogenesis with a doubling time of
approximately 10 h, and with their division
rate coordinated with the division of SSCs.

The Hedgehog (Hh) signaling molecule
plays an essential role in SSC regula-
tion. Hh is produced in terminal filament
and cap cells in the anterior portion of
the germarium, and directly stimulates
SSC division. Inactivation of Hh using
a temperature-sensitive hh allele disrupts
egg chamber budding and, as a result,
germline cysts accumulate within the ger-
maria. Conversely, excessive Hh signaling
induced by overexpression of an hh trans-
gene or inactivation of the Hh receptor
Patched (a negative regulator of the Hh
signaling cascade) results in excessive gen-
eration of somatic cells. Lineage analysis
suggests that the excessive generation of
somatic cells results from an increased
number of SSCs.

The Wingless (Wg) signal, also pro-
duced in terminal filament and cap cells,
is required for SSC maintenance as well.
Specific inactivation of downstream com-
ponents of the Wg signaling pathway
within SSCs results in stem cell loss, in-
dicating that direct activation of stem cells
by Wg molecules is necessary for stem cell
maintenance. Conversely, overexpression
of Wg or inactivation of its negative reg-
ulators results in excessive somatic cell
production. In addition, overexpression
of Wg results in a variety of differentia-
tion defects.

Other factors are also required for SSC
maintenance. fs(1)Yb is a gene involved
in regulation of somatic and germline
stem cell divisions via the regulation of hh
expression. SSCs also require DE-cadherin
for their maintenance, and they are in close
contact with some of the inner germarial
sheath cells, suggesting that these may
form a stem cell niche.

2.3
Neural Stem Cells

The mammalian brain was thought to be
an entirely postmitotic organ until regions
containing proliferating cells were iden-
tified and shown to contain neural stem
cells (NSCs). NSCs are present in the
subventricular zone of the lateral ventri-
cle and in the dentate gyrus subgranular
zone of the hippocampus (Fig. 3). Surpris-
ingly, astrocytes, originally thought to be
in the astroglial lineage, function as NSCs
within these neurogenic regions. Subven-
tricular zone astrocytes give rise to transit
amplifying cells, which in turn give rise
to committed neuroblasts (Fig. 3a). These
neuroblasts migrate to the olfactory bulb,
where they differentiate into interneurons.
Subgranular zone astrocytes give rise to
progenitor cells that mature into granule
cells (Fig. 3b), which integrate in the den-
tate gyrus granule cell layer and may play
a role in learning and memory.

The behavior of NSCs is regulated by
a microenvironment or niche composed
of a basal lamina (rich in laminin and
collagen-1), endothelial cells from the vas-
culature and their associated perivascular
fibroblasts and macrophages, and, in the
subventricular zone, ependymal cells lin-
ing the lateral ventricle. High levels of
β1 integrin are expressed on the surface
of NSCs within neurospheres (aggregate
cultures derived from single NSCs), sug-
gesting that NSCs may associate with the
basement membrane via an interaction
between β1 integrin and laminin. Inter-
estingly, astrocytes also serve as niche
cells, producing signals necessary to main-
tain their own NSC properties. This adult
niche retains signaling molecules that
are used during development of the ner-
vous system.
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Fig. 3 Neural stem cells. (a) The subventricular
zone of the adult mammalian brain contain
astrocytes that function as neural stem cells
(NSC), also called B cells. Some of these B cells
contact the ventricle lumen, which is filled with
cerebrospinal fluid and lined with ependymal
cells. B cells generate transit amplifying C cells.
C cells give rise to neuroblasts or A cells that
migrate to the olfactory bulb and differentiate
into interneurons. NSCs are regulated by a
microenvironment created by astrocytes
themselves (which have a dual role as NSC and

niche cell), endothelial cells from local blood
vessels, as well as associated fibroblasts and
macrophages, and an intimately associated
basal lamina. (b) The subgranular zone of the
adult mammalian hippocampus also contains
astrocytes that function as NSC. These astrocytes
are in close proximity to blood vessels, which are
presumably surrounded by an analogous basal
lamina to the one found in the subventricular
zone. Astrocytes divide to give rise to progenitor
cells, which differentiate into granule cells that
integrate nearby into the dentate gyrus.

NSCs are concentrated around blood
vessels in the brain, and recent evidence
points to endothelial cells, previously
thought of as an exclusively structural
component of blood vessels, as an NSC
niche signaling component. In vitro stud-
ies have shown that endothelial cells
produce diffusible factors that can pro-
mote self-renewal of NSCs, as well as
prime them for differentiation into neu-
rons and interneurons upon removal of
such signals.

Many different signaling molecules are
thought to contribute to maintaining the
stem cell character of NSCs and regulat-
ing their neurogenic potential. Vascular
endothelial growth factor (VEGF) recep-
tors are expressed in neurogenic regions,
and intraventricular VEGF infusions in-
crease neuronal precursor proliferation.
LeX, a carbohydrate moiety also known

as CD15, is enriched in blood vessels and
in a subpopulation of astrocytes in the sub-
ventricular and subgranular zones, and its
expression is associated with subventric-
ular zone cells that grow as neurosphere
stem cells in vitro. Subventricular zone
astrocytes also express ephrin B2/3 lig-
ands, and intraventricular infusion of the
EphB2 ligand results in increased astro-
cyte numbers. TGFα, an EGF receptor
ligand, is expressed in the subventricular
zone, and reduced TGFα activity results
in decreased neuronal precursor prolifera-
tion, while activation of EGF receptors (by
intraventricular EGF infusion) increases
proliferation of transit amplifying cells.
Genetically altered mice lacking the extra-
cellular matrix protein tenascin C, which is
normally highly expressed in the subven-
tricular zone, have defective expression of
EGF receptors in the subventricular zone
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due to alterations in the response of NSCs
to FGF2 and BMP4, and they also have
altered numbers of NSCs that are prone to
differentiation in culture.

Manipulation of Sonic hedgehog (Shh)
activity in vivo and in vitro also suggests
a role for this molecule in maintaining
proliferation and neurogenic potential of
either NSCs or the transit amplifying pop-
ulation. BMP signaling also occurs in
regions with Shh activity, and it may
also be important for maintenance of
NSCs. Notch1 and its Jagged ligand are
expressed in the subventricular and sub-
granular zones, and expression of an
activated form of Notch in subventricular
zone cells suppresses proliferation and dif-
ferentiation of neuronal precursors. BMP
and Notch activate the inhibitor of differ-
entiation (Id) proteins in neuroepithelial
cells, and this may be how they inhibit
neural differentiation. Coculture of NSCs
with endothelial cells stimulates neuroep-
ithelial cell contact, activating Notch and
Hes1 to promote self-renewal, suggesting
that this mechanism may also operate in
vivo. Ependymal cells in the subventricular
zone produce Noggin (a negative regulator
of BMP signaling), which helps regulate
the niche. Wnt molecules, on the other
hand, play a role in neuronal differentia-
tion, as is the case during embryonic stem
cell differentiation.

Niche signaling molecules presumably
regulate intrinsic factors necessary for
NSC activity. Bmi-1 and TLX are tran-
scriptional factors that may play such a
role. These proteins are expressed in the
nervous system, and elimination of the
function of either results in decreased pro-
liferation of adult NSCs. Small, noncoding
double-stranded (ds) RNAs play a critical
role in neuronal differentiation. For in-
stance, the NRSE/RE1 dsRNA binds to

the NRSF/REST protein, which is a tran-
scriptional repressor that inhibits neuronal
gene expression in NSCs. This dsRNA-
protein interaction alleviates this transcrip-
tional repression, resulting in expression
of neuronal genes and differentiation of
NSCs. It is, however, unclear how the com-
bination of signaling pathways regulates
these and other factors.

2.4
Hematopoietic Stem Cells

Hematopoietic stem cells (HSCs) are
among the best-studied stem cell systems.
HSCs reside within the bone marrow in-
side the ‘‘major’’ bones (Fig. 4). About
0.05% of mouse bone marrow cells cor-
respond to a lineage of long-term self-
renewing HSCs (the ‘‘true’’ stem cells),
which give rise to short-term self-renewing
HSCs (equivalent to transit amplifying
cells) that form multipotent progenitors
without apparent self-renewing properties.
Multipotent progenitors give rise to com-
mon lymphoid progenitors and common
myeloid progenitors, which respectively
give rise to all lymphoid and myeloid
cells of the blood. Single long-term HSCs
isolated from mice and humans are ca-
pable of regenerating the hematopoietic
system of irradiated hosts through self-
renewal and multilineage differentiation,
and have been extensively used for thera-
peutic purposes.

Long-term HSCs are in close associa-
tion, likely mediated by N-cadherin and
β-catenin, with spindle-shaped osteoblasts
lining the inner surface of trabecular bone
in the marrow cavity (Fig. 4). The demon-
stration that these osteoblasts are a key
component of the HSC niche came from
the fact that variations in the number of os-
teoblasts directly correlate with variations
in the number of HSCs. Inactivation of
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Fig. 4 Hematopoietic stem cells.
Long-term hematopoietic stem cells
(HSC), short-term HSCs, and
multipotent progenitors reside in the
bone marrow. Long-term HSCs are in
close association with osteoblasts,
present along the inner surface of the
bone, and are surrounded by nearby
stromal cells. Long-term HSC give rise
to short-term HSC, which are analogous
to transit amplifying cells. Short-term
HSC have a limited self-renewal
potential, and they generate multipotent
progenitors that do not self-renew.
Multipotent progenitors give rise to
differentiated blood cells of the
lymphoid and myeloid lineages.
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BMP signaling in adult mice osteoblasts,
by the conditional knockout of the BMP
receptor type IA, results in a threefold in-
crease in osteoblast number, presumably
via reduced BMP-induced apoptosis. This
increase in osteoblast number is accompa-
nied by a twofold increase in HSC number,
as demonstrated by functional transplanta-
tion assays, suggesting that BMP signaling
controls the number of HSCs by limiting
niche size.

Osteoblasts are a signaling center for
HSCs. Transgenic mice expressing a
constitutively active parathyroid hormone
(PTH)/PTH-related protein receptor have
increased numbers of osteoblasts produc-
ing elevated levels of the Notch ligand
Jagged 1. In these transgenic mice, HSCs
show high levels of Notch activation and
are increased in numbers as well. These
effects can be mimicked by treatment with
PTH hormone. In culture, Jagged-1 acti-
vation of Notch results in increased pro-
genitor activity, suggesting that the Notch
pathway stimulates self-renewal and/or
maintenance of multipotency.

Osteoblasts also express the ligand
Angiopoietin-1 (Ang-1) that activates the
receptor tyrosine kinase Tie2 on the

surface of closely associated HSCs. Trans-
plantation experiments in which levels of
activity of Tie2 in HSCs are manipulated
by Tie2 mutations or expression of Ang-1,
demonstrate that increased Tie2 activity in-
hibits cell division and enhances adhesion
of HSCs to bone. Tie2 signaling is thought
to maintain long-term HSC self-renewing
properties by inhibiting their proliferation,
which is consistent with the fact that neg-
ative cell cycle regulators and polycomb
group gene products such as Bmi-1 and
Edr-1 may also be important regulators of
HSC self-renewal.

Other signals are also important for
the biology of HSCs. Their self-renewal
depends on JAK2 signaling as well as
activation of either c-kit (upon release of
its ligand by the metalloprotease MMP9)
or Flt-3. Shh is also thought to contribute
to self-renewal of HSCs. Moreover, lipid
modified Wnt molecules are expressed
in bone marrow, and overexpression
of activated β catenin, a downstream
component of the Wnt signaling pathway,
results in increased numbers of HSCs.
Purified, lipid-modified Wnt molecules
can also stimulate self-renewal of HSCs
in culture. Conversely, overexpression of
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axin, a negative regulator of Wnt signaling,
results in inhibition of HSC proliferation
and increased death. Cell death is thought
to normally regulate the homeostasis
of HSC, as supported by the fact that
expression of bcl-2, a negative regulator
of cell death, results in increased numbers
of HSCs in vivo.

3
Embryonic Stem Cells

Between fertilization and implantation,
the zygote will undergo many rounds of
cell division to form an embryo containing
three layers, namely, the trophectoderm,
the primitive endoderm, and the inner cell
mass (ICM) (Fig. 5). Embryonic tissues
are exclusively derived from the ICM,
whereas extraembryonic tissues arise from
all three layers. The ICM cells, therefore,
can undergo a great number of divisions
and are pluripotent, giving rise to all
tissues during embryonic development
as they are exposed to the appropriate
differentiation signals.

Remarkably, the ICM can be removed
from early preimplantation mouse or hu-
man embryos and dissociate into what are

called embryonic stem (ES) cells (Fig. 5).
Under the appropriate signals, ES cells
can be expanded in culture indefinitely
(i.e. remain immortal), which is a unique
property. For example, primary cultures of
genetically normal skin fibroblasts can be
established, but are short lived, whereas
transformed cells are long lived and can
be perpetually propagated in culture, but
have many genetic aberrations.

ES cells also retain their pluripotency
such that, if injected into a developing em-
bryo, they can give rise to all different cell
types and tissues. The ability to isolate and
culture ES cells has revolutionized the use
of mouse as a model system. Methodology
was also developed for genetic modifica-
tion of ES cells in culture that can be
reintroduced into developing embryos. Be-
cause they can potentially contribute to
any tissue in the animal, including the
germline, this allowed the creation of ge-
netically modified mouse strains, widely
used in scientific research to study basic
biological questions, to mimic and investi-
gate human disease conditions, and to test
drug targets.

ES cells can also be induced to differ-
entiate into multiple cell types in culture.
For instance, embryoid bodies containing

ICM

Trophectoderm
Blastocyst

ES cells

Blood cells

Muscle cells

Neural cells

Fig. 5 Derivation of embryonic stem cells. Embryonic stem (ES)
cells are derived from the inner cell mass (ICM) of the
preimplantation embryo in the blastocyst stage. ES cells can be
propagated in culture indefinitely as undifferentiated, pluripotent
cells. If introduced back into embryos, ES cells can give rise to all cell
types, and they can also be induced to differentiate in culture.
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different embryonic tissues can form spon-
taneously if leukemia inhibitory factor
(LIF) is removed. The ability to force ES
cells to differentiate into embryoid bodies,
or, in some cases, specific differentiated
cells, has allowed the development of
more cost-effective and faster assays for
research, in addition to opening new av-
enues for the design of clinical approaches
for tissue replacement and treatment of
diseases. Mechanisms underlying directed
differentiation of ES cells, however, are
poorly understood.

Several intrinsic factors are known to be
required for the extended life and pluripo-
tency of ES cells, and these requirements
reflect the natural embryonic environment
from which these cells originate. Oct-4 is a
transcription factor present in pluripotent
cells, including the early preimplantation
embryo (from which ES cells are de-
rived), and primordial germ cells. It is
essential for early embryonic development
and becomes repressed during differen-
tiation. Oct-4 requires cofactors such as
the coactivator SOX2, and FGF4 and
Hand1 are among its potential targets. The
homeodomain-containing protein Nanog
has a similar expression pattern to Oct-4,
being expressed in preimplantation em-
bryos (including ES cells) and primordial
germ cells, and it is believed to be a
pluripotency factor. A cluster of mouse
ES cell-specific microRNAs, namely, miR-
290, miR-291-as, miR-292-as, miR-293,
miR-294, and miR-295 has recently been
identified. The expression of these microR-
NAs is repressed during differentiation
of ES cells into embryoid bodies, and
they are also absent from adult mouse
tissues. Similarly regulated microRNAs
that are human ES cell-specific have also
been identified, suggesting that mouse and
human microRNAs may have a role in

maintaining pluripotency of ES cells and
regulating early embryonic development.

Recently, global gene-expression analy-
ses of many human and mouse ES cell
lines have been performed in an attempt
to identify a pattern of gene expression
that is common to all stem cells. Although
these studies suggest that each ES line has
a unique overall gene-expression profile,
all ES lines were enriched for expression
of Oct4 and Nanog. In addition, LeftyA
and LeftyB, which encode members of the
TGF-β superfamily, were also enriched in
ES cells; further analysis will be required
to establish whether they play a role in ES
cell biology.

Extrinsic factors are also required for
maintenance of ES cell properties. LIF is
a cytokine that acts via the LIF receptor
(LIFR) β coupled to the gp130 receptor,
resulting in activation of the JAK-STAT
pathway. Coupled with serum, LIF can
stimulate long-term self-renewal of undif-
ferentiated, Oct4-positive, mouse ES cells,
but not human ES cells. In the absence
of serum, cells undergo neural differenti-
ation. Recently, BMPs 2 and 4 have been
shown to promote self-renewal in combi-
nation with LIF, partially overcoming the
serum requirement. BMPs act via activa-
tion of the Smad pathway and stimulation
of Id proteins, which are negative bHLH
factors that block neural differentiation.

As the regulation of ES cells is better
understood, manipulation of ES cells will
become technically less challenging and
the balance between self-renewal and dif-
ferentiation into specific paths more easily
controllable to facilitate experimental as
well as potentially clinical procedures. Im-
portantly, given that differences are found
between the regulation of mouse versus
human ES cells in culture, it will be essen-
tial to carefully study human ES cell regula-
tion and define optimal conditions for their
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manipulation such that they can eventu-
ally be used for therapeutic purposes in
the most effective and safe manner.

4
Themes of Stem Cell Regulation

Although no universally conserved signal-
ing mechanism or intrinsic factor that
controls stem cell identity and behavior
has been found, common themes have
emerged. For example, stem cells ex-
ist within specialized microenvironments
where they are exposed to a unique com-
bination of signals critical for regulating
intrinsic factors to ensure their mainte-
nance and proper division. The retention
of stem cells within these niches is often
achieved through the establishment of ad-
herens junctions between niche cells and
stem cells and/or via stem cell interac-
tions with the extracellular matrix. Finally,
stem cells are also subject to regulation by
signals extrinsic to tissues in which they
reside, such as hormones, nutrition, or
physical insults.

4.1
Local Regulation – Stem Cell Niches

In 1978, Schofield first proposed on the-
oretical grounds the hypothesis that stem
cells reside in specialized microenviron-
ments, or niches, which generate an op-
timized set of signals that maintain stem
cell properties. More recently, experimen-
tal data obtained from several different
stem cell systems have demonstrated the
existence of such niches and have begun
to reveal their structural, organizational
and mechanistic features that are essen-
tial for the maintenance and function of
stem cells.

The details of how niches function vary
from system to system; however, common
themes exist (Fig. 6). Stem cells reside
near a basal lamina with supporting cells
forming the niche, such as Sertoli cells
in the mammalian testis, hub cells in
the Drosophila testis, cap cells and ter-
minal filament cells in the Drosophila
ovary, spindle-shaped osteoblasts in the
bone marrow, and endothelial cells and as-
trocytes in the brain. Specialized junctions
ensure the retention of stem cells within
this niche. For instance, DE-cadherin- and
β-catenin-containing adherens junctions
are present between hub cells and GSCs in
the Drosophila testis and between cap cells
and GSCs in the Drosophila ovary, whereas
N-cadherin- and β-catenin-containing ad-
herens junctions occur between spindle-
shaped osteoblasts and HSCs. In the cases
of the mammalian gut crypt stem cells,
epidermal stem cells, and GSCs in the
mammalian testis, attachment to the base-
ment membrane occurs via β1 integrins
expressed on the stem cell surface.

Residence within niches endows stem
cells with special properties due to their
exclusive exposure to a unique combina-
tion of signals produced by niche cells.
These signals activate evolutionarily con-
served pathways that often operate, either
similarly or in a distinct way, in multiple
stem cell systems as illustrated by the BMP
family of signaling molecules, which are
part of the TGF β superfamily. BMP2 and
4 are required for self-renewal of ES cells
via the stimulation of Id proteins, which
are inhibitors of differentiation. Prolifer-
ation and maintenance of GSCs in the
mammalian testis is stimulated by both
BMP8B and Sertoli cell-secreted GDNF,
which is a more distantly related TGF-β
family member. Elevated levels of BMP
signaling are also found in hair follicle
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Fig. 6 Multilayered regulation of adult stem cells. Multiple intrinsic and extrinsic factors are
required for the maintenance of stem cell (SC) properties and regulation of their function.
Although the specific molecules may vary from system to system, common themes of SC
regulation can be easily discerned. The local microenvironment (or niche) produces a set of
signaling molecules that regulate SCs. SCs physically associate (for example, via adherens
junctions) with cellular or extracellular components of the niche to ensure that they are
permanently attached to and exposed to the unique signaling microenvironment that bestows
them with SC properties. The locally secreted signals provided by the niche in turn regulate
cell-intrinsic factors, which often represent global regulators of expression. The expression or
silencing of specific intrinsic factors within SCs ensures that these cells keep their extended
self-renewal capacity as well as their multipotency. The combined action of locally secreted and
cell-intrinsic factors, therefore, ensures that SCs renew themselves and give rise to unequal
daughter cells that differentiate into multiple cell types of a given tissue, ensuring the tissue’s
integrity and normal function. A tissue’s need for new cells, however, is not always kept at steady
state levels, and signals extrinsic to the tissue may change this demand. Such external signals
may impinge on the normal regulation of SCs, either directly or via neighboring niche cells, to
modify their rate of division and cell production. In addition, tissue-extrinsic signals may also
modify the rate of division and death of the stem cell progeny.

bulge stem cells, as indicated by high lev-
els of phosphorylated Smad2, and may also
be important for NSC function. The BMP-
like molecules Gbb and Dpp are produced
by niche cells, and mediate GSC mainte-
nance and proliferation in the Drosophila
testis and ovary via inhibition of the Bam
differentiation factor.

Other signals have important recurring
roles in stem cell function. The LIF
cytokine is essential for self-renewal of

ES cells, an effect mediated via JAK-
STAT activation, and JAK2 signaling is
involved in regulating HSCs. The hub-
produced Upd ligand also promotes GSC
maintenance in the Drosophila testis via
activation of the JAK-STAT pathway within
these cells. The Notch signaling pathway is
involved in maintenance of NSCs, HSCs,
and GSCs within the distal end of the
C. elegans gonad. The Hh pathway has
conserved roles in stem cell function in
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SSCs of the Drosophila ovary, NSCs in the
mammalian brain, and HSCs. The Wnt
pathway also has conserved roles in stem
cell function. In the mammalian gut crypt,
Wnt stimulates proliferation and inhibits
differentiation of stem cells, and the Wg
molecule plays a similar role in SSCs in
the Drosophila ovary. In the mammalian
hair follicle, Wnt signaling has a dual role,
depending on the specific downstream
effector. In bulge stem cells, increased
Wnt signaling results in formation of a
complex between stabilized β-catenin and
Tcf3, a transcriptional repressor complex,
whereas in the matrix, β-catenin and Lef1
form a transcriptional activator complex,
resulting in distinct cellular behaviors.
Multiple receptor tyrosine kinases also play
roles in many stem cell systems.

4.2
Cell-intrinsic Factors

No specific and universal molecular
marker for stem cells has been identi-
fied; however, several intrinsic factors have
been shown to be required for stem cell
maintenance and function (Fig. 6). The
regulation of intrinsic factors by signals
from the stem cell microenvironment pro-
vides a mechanism through which these
signals control stem cell maintenance and
function. These intrinsic factors are usu-
ally regulators of gene expression such
as transcription factors or translational
regulators, and the stem cell-related func-
tions of some of these factors have been
conserved across stem cell systems. For
instance, the Oct-4 transcription factor is
present in ES cells and undifferentiated
spermatogonia in the mammalian testis,
while Bmi-1 is involved in regulation of
NSCs and HSCs. Upon activation of BMP
signaling, the Mad/Med complex acts as a

transcriptional repressor of the differentia-
tion factor Bam in GSCs within Drosophila
ovaries and testes. The translational in-
hibitors Nanos/NOS-3 and Pumilio/FBF-2
are important for GSC maintenance in
Drosophila ovaries and C. elegans gonads.
MicroRNAs are also emerging as intrinsic
factors associated with mouse and human
ES cells.

4.3
Tissue-extrinsic Factors

Despite the unquestionable importance
of signals generated by the local stem
cell environment in regulating stem cell
properties and behavior, the activity of
stem cells may also be influenced by
stimuli originating outside the tissues in
which they reside (Fig. 6). If a change in
the demand for cells occurs because of
external factors, such as, for instance, an
injury or changes in nutrient levels, signals
must be generated that are interpreted
by stem cells, resulting in a change in
their behavior.

Injury can have a dramatic effect on stem
cell activity. Normally, skin homeostasis
is maintained by the proliferation of
stem cells within the basal layer of the
epidermis, whereas hair follicle bulge
stem cells generate daughter cells that
migrate down to repopulate the matrix
when signals from the dermal papilla
are brought into close proximity because
of the hair follicle cycle. In contrast, in
severely burned patients who have lost the
entire epidermis in large portions of their
body, cells originating from the hair follicle
can instead migrate up to reestablish the
epidermis. Moreover, in mice carrying
small area, full-thickness wounds, lineage
tracing studies have demonstrated that
bulge stem cells generate a large number
of cells that migrate to the epidermis
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to allow wound repair to take place.
Similarly, brain injury (as well as mental
and physical activity) results in increased
neurogenesis in the dentate gyrus of
the hippocampus. It remains unclear,
however, what signals mediate a change
in stem cell activity in response to physical
stimuli in these systems.

Diet also has reported effects in several
stem cell systems. Increased neurogenesis
in response to caloric restriction has been
reported in the dentate gyrus of the
hippocampus of rats and mice, although
this effect appears to be due to decreased
death of newly produced cells rather than
from increased proliferation. These effects
appear to be partially mediated by brain-
derived neurotrophic factor. Similarly, an
increased number of long-term HSCs, as
assessed by transplantation assays, have
been reported in mice subjected to dietary
restriction, although it is unclear how this
effect is mediated or whether it occurs via
modulation of cell death or proliferation.

The proliferation of stem cells can be
controlled by nutritional status, as has
been well documented in the Drosophila
ovary for both germline and somatic stem
cells. In females exposed to a high-protein
diet, germline and somatic stem cells up-
regulate their proliferation rates relative
to those on a protein-poor diet in a
coordinated fashion with their dividing
progeny, and this process is reversible. In
this case, similar levels of carbohydrates
were provided to both groups of flies and
they were, therefore, not under caloric
restriction, which may explain the distinct
effects of diet variations. The nutritional
signal is relayed to the Drosophila ovary via
insulin-like peptides, as demonstrated by a
diminished response to nutritional status
by mutants that are defective in insulin
signaling. Parallels can be drawn to other
systems. IGF-1 appears to stimulate HSC

function as measured by transplantation
assays. Mice in which diabetes is induced
and which, therefore, have reduced levels
of circulating insulin, show reduced levels
of proliferation in the dentate gyrus
subgranular zone. Furthermore, diabetes
patients have reduced rates of wound
healing, an effect that could be due in
part to impaired stem cell behavior or
proliferation.

Hormonal signals may also influence
the activity of stem cells or differentiation
of their progeny. In the bone marrow,
PTH hormone appears to up-regulate the
numbers of osteoblasts and the production
of Jagged 1, thereby increasing long-
term HSC numbers. In addition, growth
hormone also promotes hematopoiesis
via IGF-1 in vivo. Growth hormone also
promotes higher rates of wound repair
in patients with severe burns. Transgenic
mice overexpressing growth hormone,
however, show delayed and abnormal
wound healing. In either case, it is unclear
whether growth hormone exerts any direct
effect on stem cells. In the mammalian
testis, LH and FSH, produced in the
pituitary gland, affect the local production
of differentiation signals, although no
direct effects on stem cells have been
described. Administration of estrogen
to diabetic mice restores proliferation
in the dentate gyrus, suggesting that
estrogens may normally play a role in
NSC regulation.

Despite the many indications that tissue-
extrinsic signals can modify stem cell
activity, it is the least understood layer of
regulation of stem cells. The identification
of all extrinsic signals that modulate stem
cells and elucidation of their mechanisms
of action, which may involve directly sig-
naling to stem cells or via their niches,
remain areas of limited research and in-
vestment. A more complete understanding
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of how external signals influence stem cell
activity will be crucial, not only for estab-
lishing a thorough body of basic knowledge
about stem cell regulation, but also to
design better therapeutic approaches in-
volving endogenous stem cells.

5
Implications

The study of stem cells in many diverse
systems is the best approach for achieving
a full understanding of their regulation.
Many themes of stem cell regulation are
conserved across tissues and organisms,
and different systems offer distinct advan-
tages, such as the detailed knowledge of
the location of stem cell and niche com-
ponents, a readily identifiable stem cell
population, the availability of functional
transplantation assays, the ability to mon-
itor the behavior of individual stem cells
in vivo, and/or the ability to recapitulate
stem cell function in vitro. In recent years,
immense progress has been made towards
identifying stem cells and dissecting their
regulation, and this work has broad impli-
cations for human health.

The study of normal stem cells has led to
a revised model of cancer, in which a key
event of tumorigenesis involves disruption
of the regulation of stem cell self-renewal.
In leukemias and solid tumors, only a
small fraction of cancerous cells have
extensive proliferative capacity that can
give rise to new tumors, and these cells
behave as hyperfunctioning stem cells.
Indeed, several genes encoding proteins
involved in the normal regulation of stem
cells, such as Bmi-1, Notch, Wnt, and
Hedgehog, are also involved in cancer
formation. Thus, the knowledge obtained
from further study of stem cell systems

will likely continue to help elucidate the
etiology of cancer.

Stem cells can also potentially be used
therapeutically to replace damaged tissues
in humans. This approach has been fairly
successful for the replacement of long-
term HSCs in cancer patients who have
undergone high-dose chemotherapy. Bone
marrow transplants containing stem cells
can restore blood formation in patients
and in lethally irradiated mice. The ability
to enrich the population of cells intro-
duced into patients or mice for HSCs on
the basis of cell surface markers can greatly
enhance the efficacy of this procedure such
that approximately 200-fold fewer cells are
needed. In addition, in cases of autologous
bone marrow transplantation (i.e. when
the bone marrow of a cancer patient is
harvested prior to chemotherapy and later
reintroduced into the patient to reestablish
blood formation), the purification of HSCs
away from potentially contaminating tu-
mor cells can greatly enhance survival
of the patients by reducing the recur-
rence of cancers. Likewise, therapeutic
approaches using fetal tissues to replace
damaged brain cells (e.g. dopaminergic
neurons of Parkinson’s disease patients)
have been tried with limited success, un-
derscoring the need for better knowledge
of stem cell systems. Many other stem
cell–based therapies are currently being
developed; continued advancement in the
stem cell field will be extremely valuable
for their success.

Finally, the recent explosion in stem
cell research has generated ethical debates.
Some question the use of human embry-
onic stem cells in light of the fact that
embryos are destroyed during the genera-
tion of ES cells and that other adult stem
cell systems are available. Others argue
that strict guidelines should indeed gov-
ern the generation and use of ES cells
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(although not to the point of hindering
research progress and its potential ther-
apeutic benefits) and that, until effective
stem cell-based therapies are available, all
avenues of research involving embryonic
and adult stem cells should be exploited.

See also Female Reproduction Sys-
tem, Molecular Biology of; Male
Reproductive System: Testis Devel-
opment and Spermatogenesis; Reg-
ulation of Stem Cell; Stem Cells;
Stem Cells, Embryonic.
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Genomics
The systematic study of the complete DNA sequences (genome) of organisms.

High-throughput Techniques
Techniques that produce a large amount of data in a relatively short amount of time.

Proteomics
The systematic study of the complete complement of proteins (proteome) of organisms.

Transcription Factors
Proteins required to initiate or regulate transcription.

Transcriptional Complexes
Specific structures involved in transcribing the genome.

Transcriptional Regulation
Any process that modulates the frequency, rate, or extent of global transcription.

� The regulome is defined as the complete set of regulons, where a regulon is the
complete set of genes positively and negatively regulated by a specific regulatory
protein. We propose the study of the regulome in mouse by analysis of 2500 known
or predicted transcription factors, by generating one clone mouse with each TAP-
tagged TF, followed by the study of the DNA binding sites of the TF by chromatin
immunoprecipitation (ChIP) and the protein partners by proteomics, in several
cellular types in vitro, and in different tissues and developmental stages in vivo.
The integration of those data should provide the complete plan of mammalian
transcriptional regulation.

1
Introduction

The completion of the human genome
sequence is fundamental to paving the
way for the complete understanding of
human biology, but it is not the last
step. The development of the concepts of
transcriptome (the gene expression levels
of all genes in the cell) and proteome
(the concentrations of all proteins in the
cell) were derived to define further layers
that need to be described in order to
explain a given cellular state. However,

the mere description of the state of a
cell does not explain how it works. A
new layer integrating the levels of the
genome, transcriptome, and proteome is
needed to explain their interplay, which
results in their dynamic change over time.
This is the regulome, a concept coined
in the year 2003 to describe the global
set of regulatory molecular interactions
that result in spatial–temporal variations
of the cellular typology and state. The
regulome includes the description of the
interactions among genome, nucleotide
and protein sequences, and metabolites,
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occurring in different localizations of a
cell, in different tissues, developmental
stages, and possible states (e.g. normal
versus pathological).

Ultimately, the description of the reg-
ulome of an organism would allow us
to perfectly predict its transcriptome and
proteome variation in different time pe-
riods, when the cellular initial state and
the cellular environment are known. This
accomplishment might be seen with skep-
ticism today given the current state of
the techniques and knowledge in molec-
ular biology and notwithstanding possible
limitations to the deterministic nature of
the definition of regulome. However, the
creation of the term regulome that, akin
to those of transcriptome and proteome,
is only putting preexisting concepts in
a holistic perspective, is required by a
technological revolution: the concept of
regulome is born parallel to the possibility
of technically measuring regulatory inter-
actions at a genomic scale, the same way
the concepts of transcriptome and pro-
teome were born when high-throughput
techniques to measure mRNA and pro-
tein concentrations were first possible. In
this entry, we will describe our views about
these developing techniques that will allow
cellular regulatory relations to be mea-
sured at a scale that was never possible
before. These new techniques will soon
be modifying the way research is done in
molecular biology the same way as pro-
teomics and transcriptomics did in the
2000s, and genomics in the 1990s.

2
Definition

In prokaryotes, genes are organized and
regulated in operons. Such structures
do not exist in eukaryotes that rely on
coregulation by the binding of thousands

of transcription factors (TFs) to tens of
thousands of binding sites in the genome.
The complexity of transcriptional regula-
tion grows in parallel with the complexity
of the organism along with evolution. The
more functions that have to be carried
out, the more the elements that have to
be controlled, that is, more compartments,
developmental constraints, stem cells (tis-
sue renewal and maintenance is necessary
as the life cycle of the organism increases),
interactions in a multicellular environ-
ment, and so on. All these elements appear
as organism complexity increases from
bacteria, to vertebrates, to mammals, and
require a similar increment in the com-
plexity of transcriptional regulation.

One of the main features of transcrip-
tional regulation is the interaction of
proteins (TFs) to DNA to regulate the tran-
scription of nearby genes. Although it is
possible to describe the patterns of the se-
quences to which TFs bind, it is obvious
that we do not as yet understand the speci-
ficity of the interaction very well since such
sequences exist often in high numbers all
over the genome but, TFs do not bind
everywhere. Recent experiments indicate
that chromatin organization is dynamic
and is subject to regulatory mechanisms
that enforce the transcriptional potential of
the genome during cellular commitment
and differentiation. Chromatin is remod-
eled into transcriptionally permissive or
repressive conformations by complexes
that either covalently modify histones, or
act in an ATP-dependent manner to repo-
sition nucleosomes along DNA. Hence,
chromatin structure restricts the availabil-
ity of TF binding sites within different cell
types at different developmental stages.
Therefore, TF binding sites must be exper-
imentally determined within each cell type
rather than mapped using in silico analysis
of genomic DNA sequence information.
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Another element of transcriptional reg-
ulation is the interaction of TFs with other
proteins in transcriptional complexes that
modulate their actions. Therefore, un-
derstanding of the protein–protein in-
teractions of TFs is also very important.
Again, computational predictions of these
interactions are not good enough and ex-
perimental analysis is needed.

Transcriptional regulation also involves
other more indirect mechanisms, such
as protein posttranslational modifications,
small RNAs with capabilities of blocking
or guiding the transport of coding mRNA,
yet the most important point is controlling
the production of mRNA from genes and
also controlling which mRNA is produced
(alternative splicing) (See Fig. 1). We think

that the regulome can be described by anal-
ysis of just the TFs (as opposed to, for
example, posttranslational modifications,
or metabolites) because transcription is
the hub through which all transcriptional
regulation goes. Metabolites can be consid-
ered as effectors, and some proteins (such
as receptors) as sensors of that process.
Eventually, proteins are implied in those
related processes and their production too
is controlled by transcriptional regulation.

In this entry, we will present one pro-
posal for studying the regulome. It is only
one of many possibilities, and emanates
from the thoughts revolving around the
generation of the International Regulome
Consortium (IRC), a liaison of research
groups in Canada, UK, France, Singapore,

DNA

Pre-mRNA

mRNA

ProteinDegradation

Ubiquitination

Transcription

Splicing

Translation

Transport

Transport

PTMs

Transcription factor

Transcriptional repressor

Histone modifications

Spliceosome

Splice enhancers/repressors

siRNA

Chaperones

Nonsense decay

Misfold degradation

Fig. 1 The regulation of transcription is just one piece in the control of the
expression of a genome in a phenotype, but it is situated right at the top of it.
For example, posttranslational modifications of proteins control their function
and cellular location, but those modifications are carried out by other proteins
that are generated from genes ultimately controlled by TFs. We distinguish the
control mechanism (transcription regulation) from its effectors (e.g. PTMs) or
sensors (e.g. ion concentration).
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and Australia, created in 2004 with the
objective of joining efforts in the study
of the regulome. For additional informa-
tion concerning the mission and history
of the IRC, please see the IRC Web por-
tal http://www.internationalregulomecon-
sortium.ca/ and the IRC’s 2004 white pa-
per (http://www.internationalregulome-
consortium.ca/documents/IRC%20White
%20Paper%20final%20V1.pdf).

3
Components

Although it is virtually impossible to check
all possible conditions and combinations
under which cells perform, and the system
responding to them, a cell with its collec-
tion of biologically active macromolecules
is finite. A number of measurements on
the elements of the system with a large
enough number of conditions should be
enough to reveal their dependencies. The
question is which of those molecules de-
scribe the regulome.

We propose to center the study on mouse
as a model organism and on TFs. First,
we have to define the genes that will
be the object of the study. Since most
genes, including all protein-coding genes,
are transcribed by RNA polymerase II
(RNAPII), the regulome can be defined
by the RNAPII TFs that are expressed and
the sites to which they bind in specific
differentiated cell types and tissues.

There are a number of protein domains
that have been seen as indicative of
transcription factors, for example, DNA
binding domains, but there are others too.
Preliminary sequence analysis that was
done by Timothy Hughes at the University
of Toronto by scanning mouse genes for
these protein domains against the Pfam
and SMART databases of protein domains

revealed more than 2200 mouse genes.
Not all will be TFs but they give us a
starting point.

We contrasted this list with microar-
ray data from mouse cells displaying
particularly rich patterns of expression:
embryonic stem cells and their deriva-
tives. Around 400 genes were not included
in the set of genes detected by the mi-
croarray. Another 1000 were found to be
expressed. Therefore, we estimated a num-
ber of 1400 targets.

How many binding sites are we consid-
ering? Any prediction will be an underes-
timation since it is not possible to discover
absolutely all relevant binding sites in all
possible conditions (e.g. pathological cases
add further aberrant binding sites). How-
ever, to put our proposal in the context of
current knowledge, we can carry out an es-
timation on the basis of well-known sets.
For example, in a study of the evolution
of TF binding sites, the number of bind-
ing sites described in the promoters of 50
genes is 186, so a guess of an average of
4 binding sites per gene looks reasonable.
Given 30 000 genes in the mouse genome
(another guess) we have 120 000 binding
sites and possibly an average of 100 bind-
ing sites per TF. For a comparison, the
current public version of the TRANSFAC
database (16 Feb 2005, release 6.0) con-
tains 911 mouse binding sites and 718
TFs, which is slightly above one binding
site per TF.

How many transcriptional complexes
are there? We examined the set of pro-
tein complexes in mouse annotated as
DNA binding and implied in transcription
in the BIND database of protein–protein
interactions. Only 31 complexes are cur-
rently described (as of 16 Feb 2005) with a
total of 103 partners. The average of sub-
units per complex is just above three. If
we assume at least one complex per TF, it
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Fig. 2 Estimation of the amount of elements integrating the mouse regulome
and of the fraction of those currently identified (darker sectors in pie charts).

means that we would be looking at 1400
protein complexes, describing about 4200
protein-to-protein interactions.

Additionally, in order to be able to have
a good survey of TF modes of action and
interactions, it is not realistic to scan for
less than a hundred conditions (tissues,
cells, developmental stages) per TF. Note
that if we take TRANSFAC and BIND as
a representation of the current knowledge
of TFs in mouse, it means that only half
of all TFs is characterized (718 of 1400),
only 2% of the complexes they form (31 of
1400), and less than 1% of their binding
sites (911 of 120 000). This indicates that
there is a long way to go in the study of the
regulome and, together with the need for
testing hundreds of conditions, justifies a
high-throughput analysis (see Fig. 2).

4
A Proposal for a High-throughput Analysis
of the Regulome

Given a set of putative TFs in the
mouse genome we propose to: create null

mutations in all TFs in mouse embry-
onic stem cells (mESC) and characterize
the phenotype and gene expression pro-
file in vivo and in vitro; create mESC
lines with dual ‘‘knocked-in’’ affinity tags
at the C terminals of 1400 RNAPII TFs;
affinity purify the tagged proteins from
undifferentiated and differentiated mESC
and various adult mouse tissues in which
they are expressed; identify interacting
proteins by SDS-PAGE, MALDI-TOF MS,
and LC-MS/MS; and identify TF bind-
ing sites by chromatin immunoprecipi-
tation (ChIP).

We propose to generate a clone mouse
line for each of the 1400 target TFs. Each
target gene will be inserted in a bacterial
artificial chromosome (BAC) subsequently
targeted in mESC. Hybrid mESC lines will
be used to generate targeted clones. Use of
hybrid mESC lines dramatically increases
the frequency of survival to adulthood of
mice generated by mESC-tetraploid em-
bryo aggregation. Following excision of the
selection cassette, the gene will be modi-
fied by the insertion of the tag. We propose
the generation of mice for in vivo analyses,
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using mESC-tetraploid embryo aggrega-
tion by fusion of two-cell-stage embryos
and aggregation to targeted hybrid mESC
following standard protocols. Embryos that
develop into blastocysts are then trans-
ferred to the uterus of surrogate mothers
and mice derived entirely from the targeted
mESC are born 17 days later.

The association of TFs or TF complexes
with DNA in vivo can be analyzed by using
the ChIP procedure. Briefly, proteins are
cross-linked to DNA by treating living cells
with formaldehyde and then antibodies are
used to precipitate specific proteins from
sonicated chromatin preparations. In such
experiments, specific genes or regions of
genes that are coprecipitated with the
protein are amplified and quantified by
PCR. Depending on the number of PCRs,
the approach can locate the binding site
for a given factor on a given gene to within
50 bp or less.

TFs are regulated by forming part of
transcriptional complexes with other pro-
teins. For example, they may need to bind
a protein in order to bind to DNA. There-
fore, an important part of assessing the
regulome is the elucidation of the protein
partners of TFs. Of the many experimen-
tal methods that have been developed for
the identification of protein–protein inter-
actions, one of the most appropriate for
systematic analysis involves expressing a
tagged protein at its normal concentra-
tion in vivo so as to avoid nonphysiological
interactions. This is used to retrieve and
purify the complexes interacting with the
tagged protein. Then, standard proteomic
methods can be applied to detect the
protein components of the complex. In
particular, in the TAP method, two affinity
tags, protein A from Staphylococcus aureus
and a calmodulin-binding peptide (CBP)
are placed at the C terminals of the pro-
teins to be analyzed.

5
Computational Challenges

The approach presented here to the study
of the regulome will produce details of the
DNA binding sites and protein partners of
thousands of TFs in a variety of cells and
conditions. There are three major compu-
tational challenges posed by that data. The
first two are the storage/dissemination of
the data and the integration of the data
with existing databases. These are the
basis for the third and most important
computational task, which is the transla-
tion of the data into predictions evaluated
with a score indicating the confidence
of the prediction. This requires the in-
terpretation of the data produced above
and to model the results according to a
regulatory network. Such a step is nec-
essary in order to suggest experiments
to verify the most interesting predic-
tions (according to their novelty, relevancy,
or confidence).

6
Conclusions

The generation of data of complete reg-
ulomes of several organisms will happen
in the following years. This is likely to be
the next biological data revolution, which
is more experimentally complex to obtain
than sequencing, or measuring mRNA lev-
els by DNA microarrays, but also richer
in content.

The total knowledge of a biological en-
tity brings an increase in the possibilities
for the use of that information that is or-
ders of magnitude richer than a partial or
even nearly complete knowledge of that
entity. This is seen with the sequencing
of complete genomes, which allows the
knowledge of complete sets of genes in
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bacterial organisms and to elaborate com-
plex inferences about their metabolism,
even in the absolute absence of any exper-
imental characterization on any protein of
that organism. Identically, the knowledge
of the regulome in a number of organisms
will result in the complete understanding
of the cellular control, including main-
tenance, development, and the origin of
pathologic states.

The complete knowledge of the regu-
lome will unleash the next data revolution.
This will probably be the use of dynamic
models of complete eukaryotic cells that
now must work on partial knowledge
of the regulatory network and therefore
with a very limited predictive power. This
is a necessary step before the model-
ing of multicellular ensembles, and the
modeling of tissue differentiation, stem
cell, and cancer-related processes at cellu-
lar scales.

The data obtained on the regulome
rely on many pieces of information that
are prone to change over time, such
as methods of data interpretation using
databases and those databases themselves.
This requires the storage of the data and its
analysis in a dynamic form in yet another
database in which the data is not just
collected but continuously reevaluated, as
databases and methods improve over time.
The challenge is to convince molecular
biologists to get used to looking at data
in these repositories, and to display the
data in ways that make it easy for them
to understand the data and get insights
for the design of relevant experiments. In
this way, we can expect that the study of
the regulome will stimulate fundamental
and translational research and provide new
insights in understanding the genomics of
cell function that are critical for developing
novel therapies that pave the way to
improved health benefits for society.

See also Genetics, Molecular Basis
of; Heterochromatin and Eurochro-
matin – Organization, Packaging,
and Gene Regulation; Plant Gene
Expression, Regulation of; RecA
Superfamily Proteins; Spatial and
Temporal Expression Patterns in
Animals; Variation and Conserva-
tion of the Development of Animal
Bodies: Evolutionary Developmen-
tal Biology.
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Keywords

DNA-damaging Agents
Physical or chemical agents, for example, such as Xrays or aflatoxin B1, which affect
DNA functions by distorting its structure. The newly formed structure is often termed
DNA lesion, which often precedes the appearance of a mutation. Note that the
transmogrification of a DNA lesion may give rise to a mutation. Yet, note that a lesion
is not a mutation.

DNA Repair
A collective term that encompasses at least three dozens of biochemical processes that
are involved in restoring the structure of DNA after it has sustained damage.

Gene
A segment of DNA, the expression of which results in the production of a messenger
RNA (mRNA) that translates into a protein.

Genetic
Qualifies what pertains to DNA, whereas, hereditary specifies a trait passed from a
parent to its progeny. The Down syndrome is a genetic disease, resulting from a
triplication of human chromosome 21. In contrast, mucoviscidosis is a hereditary
disease caused by a mutation located in human chromosome 7.

Genome
Designates the whole set of chromosomes present in a cell.

Mutagens
Physical or chemical agents that alter DNA, increasing the occurrence of mutations.

Mutagenesis
Designates the overall process that results in the induction of a mutation.

Mutation
A DNA change that is recorded durably and passed on to the offspring. Induced
mutations result from the error-prone repair of DNA lesions or from DNA replication
errors. Spontaneous mutations correspond to naturally occurring DNA changes.

SOS Mutagenic Repair
In prokaryotes, it is an induced error-prone DNA replication, involving a specialized
polymerase that causes the synthesis of a base across a lesion (termed TLS, standing
for trans-lesion DNA synthesis). TLS is a major SOS function regulated by the
activation of RecA protein.
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� During their lifetime, all the cells of a living organism are exposed constantly to
harmful agents such as radiations and chemicals. DNA (deoxyribonucleic acid), a
crucial cell constituent, is highly sensitive to deleterious agents. A large majority
of cells survive when exposed chronically at low doses since DNA damage induces
cell enzymes that repair DNA lesions. Repair acts very efficiently when DNA stops
replicating after the occurrence of lesions. After repair has taken place, DNA
replication resumes, followed by cell division. While various repair processes concur
to restore cell survival, each of them is never completely efficient and lesions
remain in the DNA, acting as stepping-stones. Resumption of DNA synthesis
on the strand opposite the remaining lesions permits the bypassing of these
obstacles. A process, called trans-lesion DNA synthesis is one of the most efficient
processes generating mutations. Mutations come into view in cells that survive the
DNA-damaging treatment.

In short, a mutation is a DNA change that is recorded durably and passed on to
the offspring after replication. A number of mutations in germ cells have harmful
effects for they often cause hereditary diseases. Similarly, mutations that accumulate
in dividing body cells (somatic cells) can generate cancers. Yet, most of the occurring
mutations behave as neutral in their usual environment. Selection forces the genome
to retain the beneficial mutations.

1
The Structure of DNA Determines its
Functions in Repair and Mutagenesis

DNA is the essential component of chro-
mosomes in all cells. Each chromosome
is made of an extremely long DNA
molecule with two intertwined complemen-
tary strands (a double helix). Each strand
consists of a poly(phosphate sugar) back-
bone from which project Adenine (A), Cy-
tosine (C), Guanine (G), and Thymine (T)
bases at each sugar. The two strands form
a duplex maintained by hydrogen bonds
between complementary bases: A binds to
T and G to C. The four bases A, C, G, or
T may combine into a linear chain that
constitutes a genetic sequence (see Fig. 1).

DNA of the whole set of chromosomes
in a cell is called the genome. A bacterium
like Escherichia coli, a natural resident of
the colon of mammals, is made of one

chromosome, whereas human cells carry
23 chromosome pairs. In general, the cells
of complex organisms like mammals have
more chromosomes per cell than lower
organisms like microbes.

The double-stranded structure of DNA
permits its duplication, one strand pro-
viding the template for the making of its
copy. Not only has such a structure the
possibility of replicating but also of repair-
ing itself. If, for example, ultraviolet light
hits a strand of the DNA double helix, the
damaged piece undergoes: (1) excision of
the damaged DNA piece that leaves a gap;
and (2) DNA resynthesis to close the gap,
using the undamaged strand as a template
to make a correct new strand.

Repair processes are many, involv-
ing more than fifty identified proteins.
The three major processes that repair
DNA are (1) excision; (2) recombination;
and (3) mismatch repair.
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(a) AAGGCAAACCTACTGGTCTTATGT  original sequence

(b) AAGGCAAATCTACTGGTCTTATGT  transition

(c) AAGGCAAACCTACTGCTCTTATGT  transversion

Del(ACCTA)

(d) AAGGCAA CTGGTCTTATGT deletion of ACCTA
v

Ins(AAAGC)

(e) AAGGCAAACCTACT AAAGC GGTCTTATGT insertion of AAAGCv v

Fig. 1 Types of mutations: (a) wild type original sequence;
(b) transition from C to T (underlined bold T); (c) transversion from
G to C (underlined bold C); (d) deletion (Del) of the sequence
ACCTA, the V sign indicates from where it has been taken out; and
(e) insertion (Ins) of the sequence AAAGC, the two V signs indicate
where the sequence has been put in.

There are two types of excision re-
pair depending on the length of excised
DNA: nucleotide excision repair (NER) or
base excision repair (BER). Various dif-
ferent types of recombination repair exist
depending on whether the recombining
DNAs are homologous, nonhomologous, or
nonhomologous end joining. More compli-
cated repair processes use a combination
of all of these. Repair, by definition, should
lead to the full restoration of the original
DNA structure. In fact, almost all repair
processes leave a low percentage of errors,
some of which give rise to mutations.

The main function of DNA is to code for
the hereditary traits that are passed from
parents to progeny. Recently, geneticists
have identified the long string of bases
present in many genomes, from bacteria to
man. The mapping of the human genome
has resulted in building a compendium of
the number and positioning of the 7000 or
so genes, whose mutations are responsible
for human hereditary diseases.

When a mutation occurs within a gene,
the protein encoded by the gene is often
altered (see Figs. 1b, c and 2c); this
alteration may produce a visible change
(phenotype) of the organism under study.
The actual mutation itself (genotype) is

invisible to the naked eye, whereas the
technique of DNA sequencing will locate
it precisely.

Since a mutation is a DNA change, one
should define it in relation to a preceding,
parental DNA sequence (Fig. 1a). Conse-
quently, geneticists have agreed to define a
standard genetic sequence for each organism
studied. The adopted standard is usually
the most widespread type that fits in its
environment.

Mutations fall into three classes termed
deleterious, neutral, or beneficial according
to their effects on the organism in which
they arose. These qualifications are only
valid in relation to a given environment.

1.1
When Donated by Both Parents, the CFTR
Mutations are Deleterious

Human cells carry 22 pairs of chromo-
somes called autosomes plus a pair of sex
chromosomes. The probability for a child
to suffer from cystic fibrosis is one out of
1600 children. This disease is dramatic;
the fluidity of lung secretions disappear,
stifling normal pulmonary aeration. The
cause of the disease is genetic: the af-
fected child has received from the two
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(a) Ile  Cys  Ile  Lys  Ala  Leu  Val  Leu  Leu  Thr amino

acid sequence

ATA  TGT  ATA  AAG  GCA  CTG  GTC  CTG  TTA  ACA DNA

sequence

ATA  TGT  ATA  AAG  GCA  CTG  GTA  CTG  TTA  ACA base

substitution

Ile  Cys  Ile  Lys  Ala  Leu  Val  Leu  Leu  Thr synonymous

amino acid 

(b) Ile  Cys  Ile  Lys  Ala  Asn  Val  Leu  Leu  Thr amino

acid sequence 

ATA  TGT  ATA  AAG  GCA  AAC  GTC  CTG  TTA  ACA DNA

sequence 

ATA  TGT  ATA  AAG  GCA  AAC  TTC  CTG  TTA  ACA base

substitution 

Ile  Cys  Ile  Lys  Ala  Asn  Phe  Leu  Leu  Thr missense

amino acid

(c) Ile  Cys  Ile  Lys  Ala  Asn  Val  Leu  Leu  Thr amino 

acid sequence

ATA  TGT  ATA  AAG  GCA  AAC  GTC  CTG  TTA  ACA DNA 

sequence

ATA  TGT  ATA  TAG  GCAAACGTCCTGTTAACA  stop codon 

Ile  Cys  Ile  Ter  polypeptide termination 

Fig. 2 Types of substitutions in a protein-coding region: (a) synonymous,
(b) missense, and (c) nonsense. In each case, the top sequence is wild type while the
bottom sequence is the mutated one.

parental chromosomes 7, a mutated cys-
tic fibrosis CFTR gene. In Europe, the
frequency of people carrying only one
CFTR mutation is 1/40. Such heterozy-
gotes show a decrease in the fluidity of
mucus excretion that may pass unnoticed.
Geneticists have postulated that the selec-
tion of one CFTR mutation results from

past cholera epidemics. People, ill with
cholera, suffer from an almost 15 L of
diarrhea per day; they mostly die of dehy-
dration more than from infection sickness.
Individuals with only one mutated cystic
fibrosis CFTR mutation leak much less
water and can overcome the infection
with cholera germs. In countries where
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cholera is endemic, individuals with only
one CFTR mutation seem to be resistant
to cholera.

The probability for a child to receive two
CFTR mutations is 1/1600. This fraction
shows the high frequency of cystic fibro-
sis in the human population. Resistance
to cholera in a human population is pro-
portional to the frequency of occurrence of
spontaneous CFTR mutations.

2
DNA-damaging Agents are Mutagens

Naturally, mutations arise at low fre-
quency. To increase the frequency of
appearance of mutations, Herman Muller
thought of irradiating Drosophila eggs
with X rays. He discovered that X rays
increased the mutation frequency as a
function of the absorbed dose. More-
over, chemicals such as mustard gas
(yperite) showed a similar dose response.
Agents that produce mutations are de-
noted mutagens.

2.1
A DNA Lesion is Different from a Mutation

The practical knowledge of DNA lesions
that we have is that after too much bathing
in the sun, our skin becomes red and
itching. Solar radiations, named UVA
(320–400 nm), produce various DNA le-
sions within our skin cells. Photobiologists
have identified more than 20 lesions, de-
pending on their 3D-structure and shapes.

Why is it that with so many diverse
lesions produced, we observe that 85%
of them are single base pair changes,
in just a DNA base? For example, Ade-
nine (A) may change into Cytosine (C),
Guanine (G), or Thymine (T). Benzopy-
rene, a chemical inhaled with tobacco
smoke, when metabolized, gives rise to a

chemical derivative, benzopyrene dihydro-
diol that sticks to DNA. In our body, this
compound produces a single base muta-
tion: an A or a T or a C or a G.

What is the relationship between a DNA
lesion and a mutation? In the preceding
example, a benzopyrene-dihydrodiol-base
complex bound to one DNA strand is taken
out by excision, which leaves a gap of
around 10 bases (in bacteria) or 30 bases
(in human cells). DNA resynthesis will fill
the gap, sometimes in an error-prone way,
giving rise to a mutation. Recall that a DNA
lesion is not a mutation even if nowadays
one can synthesize a piece of DNA with an
altered base in vitro.

Biochemical reactions, namely, trans-
lesion DNA-synthesis, proceed on the DNA
to restore a functional sequence at the site
where there was a lesion. Most unexcised
DNA lesions block DNA replication. SOS-
induced-repair polymerases bypass the
DNA lesions, allowing the cells to survive.
At least 50 repair proteins concur to
cell survival. Repair enzymes act all the
more efficiently as DNA lesions are not
too many.

Interestingly, the lesions that trigger an
SOS response in bacteria induce a cascade
of repair processes. Structural restoration
of a DNA double helix is a primordial step
permitting replication, cell division, and
cell survival to take place.

3
Characteristic Mutation Types

By the use of various techniques, biologists
proved that all living species possess a
similar DNA structure. In all genomes,
there are four nucleic bases, A, C, G, T,
whether in microorganisms or mammals.

1. Point mutations: The most frequent
are base substitutions. Substitutions
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happen between purines, Adenine (A)
and Guanine (G), or between pyrim-
idines, Cytosine (C) and Thymine (T)
(Fig. 1b); they are called transitions (A
capital letter for each base name is used
to stress what base the symbol stands
for). An AT base pair may give rise
to a GC (AT → GC) and, conversely,
a GC base pair to an AT (GC → AT);
the two-way reactions are illustrated as
AT ↔ GC.
Transversions are substitutions of a
purine for a pyrimidine and vice versa
(Fig. 1c). There are four reciprocal
base pair changes: AT ↔ CG; AT ↔
TA; GC ↔ TA; GC ↔ CG. Base sub-
stitutions that occur in protein-coding
regions affect the structure of the ex-
pressed protein with the exception of
the third base of a codon when the
change does not modify the amino acid
(see neutral or synonymous mutation,
Fig. 2a).

2. Deletions and insertions: Examples of
deletions and insertions are seen in

Fig. 1(d) and (e). Note that an unequal
crossing-over between two chromo-
somes may result in a deletion of a
DNA segment in one chromosome and
in an addition in the other.

3. Frameshifts: A small deletion or inser-
tion within a gene, whose number of
bases is not a multiple of three, causes
a shift in the reading frame, denoted
frameshift (Fig. 3a). Then, the coding
sequence downstream displays a wrong
phase. The new phasing changes the
nature of the encoded amino acids;
or else a new stop codon may be
brought upstream into phase, produc-
ing a shortened protein. Figure 3(a)
shows a protein sequence that may not
have normal activity. Figure 3(b) also
illustrates the fact that an addition of a
base results into a +1 frameshift that
may remove a preexisting stop signal
giving rise to an elongated protein.

4. DNA rearrangements: Deletions of a seg-
ment of a gene or of sets of genes may
reduce or eliminate protein functions

(a) Lys Ala Leu Val Leu Leu Thr Ile Cys Ile Ter

AAG GCA CTG GTC CTG TTA ACA ATA TGT ATA TAA TACCATCGCAATAGGG

Del(G)

AAG GCA CTG  TCC TGT TAA CAATATGTATATAATACCATCGCAATAGGG v

Lys Ala Leu  Phe Cys Ter

(b) Lys Ala Asn Val Leu Leu Thr Ile Cys Ile Ter

AAG GCA AAC GTC CTG TTA ACA ATA TGT ATA TAA TACCATCGCAATAGGG

Ins(G)

AAG GCA AAC  G GT CCT GTT AAC AAT ATG TAT ATA ATA CCA TCG CAA AGT GG v v

Lys Ala Asn  Gly Pro Val Asn Asn Met Tyr Ile Ile Pro Ser Gln Ter

Fig. 3 Examples of frameshifts caused by deletion or insertion. (a) A
deletion of a G causing premature termination. (b) An insertion of a G
obliterates a stop codon. Termination codons are underlined. In each case,
the top sequence is wild type while the bottom sequence is the mutated one.
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(Fig. 3). In addition, insertions of large
DNA segments can occur, as can du-
plications, inversions, and other more
complicated DNA rearrangements. All
these processes are the likely results
of recombination between DNA se-
quences sharing homology. Agents that
break chromosomes like X rays or yper-
ite, facilitate DNA rearrangements.
Effect of a Bcl2 rearrangement: When
a piece of human chromosome 14,
carrying the Bcl2 gene, and thus ex-
pressing a function preventing cell
death, is translocated to chromosome
18, then the Bcl2 gene gets expressed
constantly. This leads to the production
of a modified immunoglobulin, nor-
mally eliminated from the body by cell
death. The modified immunoglobulin
is kept alive here because of the Bcl2
translocation. Thus, a pool of unhealthy
cells builds gradually; point mutations
accumulate in those unhealthy cells
and will eventually give rise to can-
cer cells.

5. Insertion of transposable genetic elements:
Transposable genetic elements, also
called transposons or jumping genes,
are present in most organisms. They are
highly mobile around chromosomes. If
a transposon inserts into a gene en-
coding a protein, it may cut the gene
into two pieces and the protein may
not be expressed as a whole. This is
the negative property of transposon
insertion. On the contrary, if a transpo-
son with active promoters inserts itself
into the regulatory region of a gene, it
may strongly increase the expression of
downstream genes.

6. Mutation reversions: true- or pseudorever-
sion of a mutation: Sometimes after a
few generations, the phenotype of a
mutant organism seems to have re-
versed to the wild type original and

a question arises whether the mutation
reverted to the original parental type?
Or else, has the mutation remained in
the DNA while another mutation had
occurred elsewhere, counterbalancing
the first one?

7. Mutation hotspots: Mutations may oc-
cur at random along the genome, but
more often than not, they crop up at
some sites designated hotspots. There
is such a hotspot in the E. coli chromo-
some: the dinucleotide CpG, in which
one finds the cytosine frequently methy-
lated, changes to TpG, introducing
an error.
Another specific mechanism can take
place, designated induced activation of
cytosine deaminase (AID). The deam-
ination of methyl cytosine gives rise
to thymine in the absence of repli-
cation. This process converts cyto-
sine to uracil and adenine to hy-
poxanthine. It may be the main
cause of immunoglobin hypermuta-
tion, which may result from the con-
version of cytosine to uracil with the
AID enzyme.
The dinucleotide TpT is a muta-
tion hotspot in prokaryotes (but not
in eukaryotes). The particular 3-D
shape of a DNA region generates
some targets for specific enzymes
like methylases. In bacteria, DNA
regions containing short palindromes
like 5′GCCGGC3′, 5′GGCGCC3′, and
5′GGGCCC3′ are prone to mutate
more frequently than other regions.
In eukaryotic genomes, short tan-
dem repeats, resulting from slipped-
strand mispairing are often hotspots
(Fig. 4a,b).

8. Mutations at regulatory sequences: DNA
encodes sequences that control the ex-
pression of proteins, such as promoters
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Normal pairing
during DNA replication

5' AATCCTAGTATATA 3'
::::::::::::::

3' TTAGGATCATATATGTGCTTAA 5'

Slipped-strand mispairing Slipped-strand mispairing

AG
T T
C A

5' AATC    TATA 3'

3'

AATCCTAGTATATA 3'
::::    :::: ::::    ::::**

3' TTAGGATCATATATGTGCTTAA TTAG    ATATGTGCTTAA 5'
G  T
A A
TC

Replication continues Replication continues after
inserting TA repeat unit excision of unrepaired TA

repeat unit 
AG
T T
C A    >>>>>>>>>>_ >>>>>>>>

5' AATC    TATATACACGAATT AATCCTAGTATACACGAATT 3'
::::    :::::::::::::: ::::    ::::::::::::

3' TTAGGATCATATATGTGCTTAA TTAG    ATATGTGCTTAA 5'
G  T
A A
TC

|
|

|
|

|
|

|
|

(a)

5'

3' 5'

5'

3'5'

Fig. 4 Generation of duplications or deletions
by slipped-strand mispairing between
contiguous repeats (underlined). Small arrows
indicate the direction of DNA synthesis. Dots
indicate base pairing. (a) A two-base slippage in a
TA repeat during DNA replication. Slippage in the
3′ → 5′ direction results in the insertion of one
TA unit (left panel). Slippage in the other
direction results in the deletion of one repeat
unit (right panel). The deletion shown in the
right panel results from excision of the unpaired

repeat unit (asterisks) at the 3′ end of the
growing strands, presumably by the 3′ → 5′
exonuclease activity of DNA polymerase. (b) A
two-base slippage in a TA repeat in nonreplicating
DNA. Mismatched regions form single-stranded
loops, which may be targets of excision or
mismatch repair. The outcome (a deletion or an
insertion) will depend on which strand is excised
or repaired and which strand is used as template
in the DNA repair process. (Modified scheme
from Levinson and Gutman).

and operators. Mutations in these se-
quences may alter the cell concentration
of proteins encoded downstream of
the regulatory sequence. Overexpres-
sion or underexpression of proteins
may sharply modify the function of
a gene in an organism. Since many
proteins work in a concerted action, a
sharp increase or decrease in the cell

concentration of a protein may disturb
the very existence of an organism.

4
Silent Base Substitutions

A mutation that does not cause any amino
acid change in the expressed protein is
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Normal pairing 
of intact chromosomal DNA

5' AATCCTAGTATATACACGAATT 3'
::::::::::::::::::::::

3' TTAGGATCATATATGTGCTTAA 5'

 Slipped-strand mispairing

AG
T T
C A

5' AATC    TATACACGAATT 3'
::::    ::::::::::::

3' TTAGGATCATAT    TTAA 5'
A C
T G
GT

Excision or mismatch repair inserts

TA repeat unit

AG
T T
C A    >>>>>>>>>>

5' AATC    TATATACACGAATT 3'
::::    ::::::::::::::

3' TTAGGATCATATATGTGCTTAA 5'

|
|

(b)

Fig. 4 (Continued)

dubbed synonymous and may become silent.
In Fig. 2(a), the protein codes for the valine
amino acid but the DNA sequence reveals
a base change.

A nonsynonymous mutation alters an
amino acid, resulting in a missense or
a nonsense mutation. A missense mu-
tation specifies an amino acid different
from the one originally encoded, for in-
stance, valine (Val) becomes phenylala-
nine (Phe) (Fig. 2b). A nonsense muta-
tion changes a codon into one of the
three termination codons TAG, TAA, or
TGA. Then, a truncated protein is pro-
duced since lysine (Lys) becomes Stop
(Fig. 2c).

4.1
Synonymous Mutations are Neutral

In a DNA sequence that codes for a protein,
each of the sense codons can mutate to
nine other codons by means of a single
base substitution. For example, the triplet
CCU that codes for proline (Pro) can
give rise to three synonymous substitutions
CCC, CCA, or CCG, which also code for
proline (Pro). In a different order, the
triplet can give rise to six nonsynonymous
substitutions, which code for different
amino acids, UCU for serine (Ser), ACU
for threonine (Thr), GCU for alanine (Ala),
CUU for leucine (Leu), CAU for histidine
(His), or CGU for arginine (Arg).
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Since the genetic code defines 61 sense
codons, it is reckoned that the possible
codon substitutions are 61 × 9 = 549. If
we assume that base substitutions may
occur at random and that all codons are
equally frequent in regions coding for
proteins, we can compute the expected
proportion of the different types of base
substitutions. Because of the structure of
the genetic code, synonymous substitutions
occur mainly at the third position of
codons. Indeed, 69% of all the possible
synonymous changes in a codon are at the
third-base position.

In contrast, substitutions at the second
position of codons are nonsynonymous, and
so are the vast majority of base changes at
the first position (96%).

Synonymous amino acid replacements
do not alter either protein structure or
function. From an evolutionary viewpoint,
these mutations are neutral since they do
not seem to affect the physiology of the mu-
tated organisms. Such synonymous muta-
tions accumulate with time since there is
no counterselection for their emergence.
Synonymous mutations indeed generate
change at the DNA level, as indicated by the
use of restriction enzymes and sequenc-
ing techniques. Over time, accumulation
of synonymous mutations increases DNA
divergence between individuals within a
species. Then, a new species can emerge by
segregation. Chimpanzee and man share
98.5% of the structure of their proteins.
DNA sequences in the two species have
diverged upon evolution from a com-
mon ancestor. The consequence of the
divergence is a gradual loss of DNA homol-
ogy that hinders recombination between
the two species and thus the formation
of hybrids.

A species is defined by the property of the
individuals within a group to mate and give
rise to a progeny since the parental DNAs

can recombine. They can do so if, and only
if, the DNAs are homologous. If genomic
DNA accumulates third-base changes with
time, the DNA of the mating pair turns
out to be too divergent with respect to
their respective ancestors. The resulting
diverged individuals may attempt to mate,
but they cannot give rise to progeny.

Since the act of mating is followed by
DNA recombination, the latter is suc-
cessful only if it arises between two
homologous DNAs. Mating is doomed to
fail if it occurs between two heterologous
DNAs. The first step in recombination is
the pairing of two pairs of DNA strands.
When two heterologous DNA chains at-
tempt to pair, base-to-base mismatches
arise between bases that should otherwise
complement. Mismatches are removed by
the induction of a very efficient repair
process called mismatch repair. Radman
and associates have demonstrated that re-
combination between two heterologous
DNAs aborts through the action of mis-
match repair.

5
Four Main Mechanisms that Generate
Spontaneous Mutations

Spontaneous mutations may result from
four main mechanisms: (1) DNA polymer-
ization errors, (2) spontaneous oxidative
DNA damage, (3) loss of a purine base,
or less frequently, loss of a pyrimidine
base, and (4) deamination of cytosine or
of adenine.

1. DNA polymerization errors: Point mu-
tations, usually transitions, arise from
two successive faulty processes: (1) an
error in chromosome replication result-
ing in a mismatch; and (2) followed
with inefficient repair.
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For example, DNA polymerase III may
incorporate in vitro an incorrect base at
a frequency of 10−6 to 10−7 per base
pair per cell per generation. In E. coli
bacteria, mismatch repair will remove
the incorrect base, reducing the overall
rate of replication and postreplication
errors down from 10−9 to 10−10 per
base pair per cell per generation.
Replication slippage, also denoted
slipped-strand mispairing, is the ma-
jor mechanism that accounts for
frameshift mutations occurring at con-
tiguous short repeats (Fig. 4).

2. Incorporation of an oxidized base: Ex-
posed to oxygen, guanine is subject to
oxidation that produces 8-oxo-G. This
abnormal base has a tendency to slip
into DNA, generating transversions.
Fortunately, an elaborate repair system
comes into play that either removes 8-
oxo-G or decreases the consequences of
its incorporation. Such a repair system
is ubiquitous, protecting DNA from ox-
idative lesions.
Note that the oxygen we breathe is
far from harmless. Oxygen is a DNA-
damaging agent and may have a role in
the aging process. Ames and associates
have correlated the number of oxidative
hits to DNA with the amount of DNA
breakdown products released in rat
urine and human urine. They have
shown that the number of oxidative
hits to DNA per cell per day is
around 100 000 in rats and about 10 000
in humans. The 10-fold difference
may result in part from the elevated
metabolic rate of rodents, at least five
times higher than that of mammals.
The mutagenic action of 8-oxo-G im-
plies that there is no clear-cut differ-
ence between ‘‘natural’’ and ‘‘artificial’’
DNA-damaging agents. The distinction

between spontaneous and induced mu-
tations is also vague since the air
we breathe does also insert oxides
into DNA.

3. Loss of a nucleic base: It is the most
frequently arising spontaneous lesion.
If the chemical bond between sugar
and base breaks, releasing a free base
and leaving a gap in the sequence of
bases, such an event generates an abasic
site (apurinic or apyrimidinic). Loss of
a purine base is more frequent than
loss of a pyrimidine. A pyrimidine base
strengthens DNA, which is in general
sturdier than RNA.
Replication over an abasic site may
produce a point mutation since the
polymerase has no way of determining
the identity of the missing base it has
to copy. Adenine (A) seems frequently
placed opposite the missing base. When
T is the missing base, the placement of
an A restores the normal coding.

4. Deamination: This process may convert
cytosine to uracil and adenine to
hypoxanthine. The former conversion
seems to be involved as the main cause
of immunoglobin hypermutation. This
process would account for the creation
of half a million antibodies, a process
permitting our immunity repertoire to
be constituted.

6
Induced Mutations

They may result from three different
mechanisms: (1) the replacement of a
base in the DNA by a base analog that
confuses the polymerase; (2) an imperfect
fit between a chemically altered base
with another base during replication; and
(3) the replacement of a base with a gap
that lacks coding information.
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1. Base replacement by a base analog: 2-
Aminopurine, a base analog that mim-
ics a normal base, causes frequent mis-
pairing when incorporated into DNA.

2. Mispairing by alkylation of bases: Alky-
lation with ethylmethanesulfonate or
with MNNG (N-methyl-N′-nitro-N-
nitrosoguanidine) causes mispairing.
Although these two chemicals mod-
ify different bases at various positions,
alkylation at the O6 position of guanine
and at the O4 position of thymine causes
specific mispairing with T and with G,
leading to GC ↔ AT and AT ↔ GC
transitions. In vivo, O6-alkylguanine
and O4-alkylthymine are two chemi-
cals that cause the most mutations
through alkylation.

3. Noncoding lesions: Ultraviolet light C
(256 nm) generates pyrimidine dimers
and 6–4 pyrimidine-pyrimidone com-
pounds in DNA. Such lesions sharply
bend DNA, distorting the precise pair-
ing of bases upon replication.

7
Mutagenesis in Bacteria and
Carcinogenesis in Mammals

Bruce Ames asked an interesting question:
do mutagens cause cancer? If they do, it
should be possible practically to replace
the usual lengthy cancer tests on mice,
lasting months and years, with a much
shorter test involving bacteria instead of
animals. Ames and collaborators devised a
mutagenicity test using a Salmonella tester
strain (his−) that requires histidine for
growth. The his− tester bacteria treated
with various carcinogens produced his+
mutants that were able to grow on a
medium devoid of histidine.

To make the test even more efficient, the
bacterial tester strains were engineered in

order to: (1) prevent the removal of the
DNA lesions produced by the chemical
tested; (2) increase the mutagenic rate by
introducing a mutator plasmid in the
tester strains; and (3) render the tester
strains permeable to chemical compounds
in changing its cell wall structure.

In the experimental procedure, one
mixes the chemical with rat liver enzymes
to reproduce the metabolization of the
compound by a human liver. In the test, a
transient physiological chimera combines
rat enzymes with permeable bacteria to
reproduce the human situation.

The results of the tests have shown
that more than 65% of the 3000 chemical
compounds tested, which are rodent car-
cinogens also cause mutations in bacteria.
The converse is true: most mutagens are
active carcinogens. Using a bacterial test
to detect potential carcinogens has saved
time, money, and animal suffering.

Note that even though bacteria are
evolutionarily distant from rodents and
humans, they provide an excellent tool for
establishing that mutagenicity correlates
with carcinogenicity. This is because DNA
damage is the origin of both processes.

Because the Salmonella mutagenicity
test is rapid, accurate, and relatively
simple, many government agencies and
biological laboratories have tested new
chemicals for their mutagenicity and their
potential carcinogenicity all over the world.
In the European Union, the bacterial
mutagenicity test has become mandatory.
The overall result is that even though
bacteria are evolutionarily more than a
billion years distant from rodents and
humans, they provide an excellent tool
for measuring the mutagenic potential
of chemical compounds. Government
agencies and biological laboratories are
testing newly found chemicals for their
mutagenicity and potential carcinogenicity
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all over the world. In the European
Union, the Salmonella mutagenicity test
has become mandatory.

8
Carcinogens Leave No Definite Mutational
Signatures on DNA

In human cells, a gene called p53 expresses
a protein that inhibits the occurrence
of cancers; wild type protein P53 looks
as an anti-oncogene. Measurements of
the occurrence of p53 gene mutations
demonstrated that in more than half of
all cancers taken together, 90% of the p53
mutations are point mutations, two-third
of them being transitions GC → AT.

In bronchial cancers, one finds that 45%
of p53 mutations are transversions GC →
TA. Benzopyrene, a mutagen produced by
cigarettes or car exhausts, gives rise to a
low level of GC → TA transversions.

Is the presence in cancer cells of a GC →
TA transversion in the p53 gene a case
for making benzopyrene responsible for
the production of the mutation? So many
carcinogens and environmental pollutants
are causing GC → TA transversions. How
is it possible to incriminate benzopyrene
itself in causing a tumor? Moreover, a point
mutation is so common and so minute a
DNA change that it is hard to take it as an
indelible mark left over by a carcinogen.

In order to provide a legal proof
for carcinogenicity of a mutated DNA
sequence, a sequence must be long
and varied enough to offer a valuable
correlation. Moreover, correlation may
indicate a causality link if the correlation
index is extremely high.

The probability of finding an identical
copy of a given DNA fingerprint is below
10−10. Since the human population has not
reached 1010 yet, fingerprinting provides

a valid legal proof of identification. There
is a large difference in the probability of
occurrence of a given microsatellite with
that of a transversion.

Few chemicals are legally recognized
carcinogens. For instance, asbestos, a min-
eral, causes a unique and almost exclusive
type of tumor called mesothelioma. Another
compound, radioactive iodine, ingested by
Ukrainian children in the aftermath of the
Chernobyl nuclear accident is instrumen-
tal in breaking a specific chromosome in
thyroid cancer cells. That type of causal re-
lationship between mutations induced by
radioactive iodine and a specific tumor is
rather infrequent in practice. The probabil-
ity for carcinogens to leave a ‘‘mutational
signature’’ on DNA is so low that this con-
cept has never been accepted as evidence
in court.

9
Humans Use Mutagenesis to Produce
their Immunity Repertoire

Mutations in DNA sequences in the im-
munoglobulin locus are involved in class
switch recombination (CSR). These muta-
tions are base substitutions, deletions, or
duplications. Such mutations are primar-
ily dependent upon the induced activation of
cytosine deaminase or AID. One finds them
during V gene somatic hypermutation. A
correlation between a pattern of mutations
and a mutational complex might generate
them. This is due to the observation of the
V gene mutation pattern of XP-V patients
afflicted with the cancer-prone Xeroderma
pigmentosum variant syndrome. The pa-
tients are deficient in DNA polymerase
η (polη), suggesting that this enzyme is re-
sponsible for a large part of the mutations
occurring at A–T bases. After analysis of
switched memory B cells from two XP-V
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patients, it has been deduced that poly-
merase polη is also an A–T mutator during
CSR, in both the switch region of tandem
repeats as well as upstream of it. This
suggests that the same error-prone trans-
lesional polymerase is involved, together
with AID, in CSR.
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Keywords

Deletion Bias
The study of small insertions and deletions (indels) in most eukaryotes shows an
excess of deletions over insertions, forecasting DNA loss.

Effective Population Size (Ne)
A theoretical number of individuals that would explain the amount of genetic variation
observed within a species in the absence of selection. Ne is somewhat related to, but
always smaller than, the actual number of individuals. Ne is positively associated with
the effectiveness of selection and varies among species as well as across genomes.

� The amount of haploid nuclear DNA (or C-value) among eukaryotes varies more than
4 orders of magnitude, with brewer’s yeast Saccharomyces cerevisiae (1.2 × 107 bp) or
the parasitic microsporidium Encephalitozoon intestinalis (3 × 106 bp) as prototypical
examples of the smallest genomes and several amoebae mentioned as the eukaryotes
with largest genomes with >6 × 1011 bp (e.g. Amoeba dubia and Chaos chaos).
Differences in the amount of noncoding DNA are also observed within a given
taxonomic group, with algae varying more than 5000-fold, more than 1000-fold
among flowering plants or invertebrates, more than 300-fold among vertebrates, and
100-fold among amphibians and insects. An apparent ‘‘paradox’’ arises when the
size of the nuclear genome is compared to organismal complexity (morphological
or developmental) if we assume that the amount of genetic material (genome size)
should somehow correspond to the amount of genetic information. The so-called
C-value paradox or enigma was coined to describe this lack of correspondence.
Later findings revealed that coding sequences account for only a small proportion of
the genomic DNA in most eukaryotes. This observation does not solve the C-value
paradox, but shifts the debate from the number of genes responsible for a given
degree of complexity (the G-value paradox) to the amount of noncoding DNA and the
causes for its tremendous variation. In fact, recent studies based on fully sequenced
genomes and expression data in model eukaryotes, including humans, have shown
that complex gene regulation and the number of different transcripts – with a high
fraction of genes having multiple transcripts – and not the number of genes, would
better represent biological ‘‘complexity,’’ hence explaining the G-value paradox.

1
The C-value Paradox

Many cause/consequence relationships
have been proposed on the basis of
phenotypic correlations. The variation in

noncoding genome size among eukaryotes
has been associated with biological factors,
both cellular and organismal: cell and
nucleus size, cell division rate, metabolic
rate, developmental rate, developmental
complexity, and overall gene expression.
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Indeed, eukaryotes with large genomes
tend to have larger nucleus and cells,
and species with high developmental rate
to developmental complexity ratio tend to
have reduced genomes; other associations
are only observed in particular lineages.

However, an aspect not always con-
sidered is that many biological factors
are associated with species or popula-
tion parameters such as generation time,
population size, and effective population
size (Ne). This indirect association be-
tween cellular or developmental factors
and Ne is pertinent in the analysis of
any genomic characteristic (or any bio-
logical feature for that matter) because
Ne is a main parameter influencing nat-
ural selection. Population genetic theory
predicts and evolutionary analyses con-
firm that Ne is positively associated with
the effectiveness of selection. (Increased
effectiveness of selection will favor the fix-
ation of advantageous mutations and the
removal of deleterious mutations.) As a
consequence, it is not direct to distinguish
between cause, effect, and indirect or coin-
cidental association; many proposed causal
associations illustrate this difficulty. For
instance, a causal association between fast
developmental rate (and short generation
time) and small genomes can be proposed.
However, many species with short gener-
ation time also have large population sizes
and Ne, and therefore the observed small
genome is likely the result of more effi-
cient selective constraints favoring small
genomes while the negative relationship
between developmental rate and genome
size would be secondary.

Moreover, several cases of closely related
species – with equivalent cellular and de-
velopmental parameters – exemplify that
the size of noncoding DNA can change
very rapidly in evolutionary terms inde-
pendent of biological factors. For instance,

closely related Drosophila species show
severalfold differences in noncoding DNA
and there is significant variation even at
intraspecific level. Another piece of in-
formation comes from genomic analyses
that have shown that several features of
noncoding DNA such as the amount of in-
tergenic DNA (or gene density), and intron
presence and size also show a heteroge-
neous distribution across genomes. Thus,
an integral explanation to the presence
and size of noncoding DNA should be
able to explain differences between dis-
tant groups or taxa, differences between
closely related species with equivalent cel-
lular/developmental features, as well as
differences across a given genome.

2
Noncoding Genome Size: Passive versus
Selective Trait

One possible explanation to the size of
noncoding DNA and genome size in eu-
karyotes is that the amount of noncoding
DNA is the passive result of mutational
tendencies only; the manifestation of a
mutation-drift equilibrium between inser-
tions and deletions. Under this mutational-
only scenario, variation in genome size is
explained by differences in the patterns of
insertion and deletion of ‘‘selfish’’ DNA or
due to variation in the intrinsic rates of
DNA loss through small insertions and
deletions (indels). Special attention has
been paid recently to the latter process,
with several eukaryotes showing an excess
of small deletions over insertions (the so-
called deletion bias; DB). In particular, it
has been proposed that differences in the
rate of DNA loss caused by small indels are
a major factor influencing genome size.

Under a selective scenario, genome size
represents the equilibrium of mutational
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tendencies to either increase or decrease
the amount of DNA counterbalanced by
selective tendencies: a mutational selec-
tion–drift equilibrium. Mutational ten-
dencies can certainly vary among species,
with differences in the amount of repeti-
tive DNA and its tendency to expand in the
genome (mostly associated with transpos-
able elements; TE), as well as variation in
DB. It follows, however, that a mutational-
only hypothesis – which assumes that the
presence of noncoding DNA has no fitness
costs – would predict either the collapse of
noncoding DNA or the unlimited expan-
sion of noncoding DNA. A more likely
proposal assumes that both mutational
tendencies (DNA expansion by TE ampli-
fication and DNA loss by DB) are balanced
as a result of selective constraints.

The selective causes acting on genome
size can be varied and be particular to
groups or taxa according to specific cellu-
lar or developmental requirements (e.g.
fast cell division), targeting replication
costs, or biological effects of bulk DNA.
As indicated earlier, the effectiveness of
selection acting on noncoding DNA would
also depend on parameters such as Ne and
recombination (see the following) and so
the outcome of the equilibrium would be
species specific. Moreover, both Ne and re-
combination vary across genomes. Thus,
a mutation selection–drift equilibrium is
expected to be highly variable among taxa,
between closely related species, and also
vary across a given genome.

3
Deletion Bias (DB) Based on Small Indels

3.1
DB in Drosophila

The struggle to determine the mutational
DB on the basis of small indels is best

exemplified in Drosophila, in which three
different approaches give three differ-
ent results. The first significant attempt
to investigate DB in Drosophila, studied
nonallelic copies of non long–terminal re-
peat retrotransposable elements, so-called
‘‘dead-on-arrival’’ (DOA) elements. The
study of Helena DOA elements gives a
DB of 8.7, suggesting a very high rate of
DNA loss. The second approach investi-
gated defective TEs, generating a DB of
3.6. The third approach is the study of
indels at polymorphic level in DNA se-
quences likely free of selective constraints
(intergenic regions and introns), with a
DB that ranges between 1.4 and 1.9, evi-
dencing a significant but moderate rate of
DNA loss.

3.2
What is the True DB in Drosophila?

As indicated by B. Charlesworth, the study
of nonallelic DOA elements (that are ei-
ther fixed or segregate at high frequencies
within a species) could bias the estimates
of DB if selection favors deletions in re-
cently inserted elements, hence causing an
overestimation of DB. The rational for ar-
guing selection against inserted repetitive
elements (favoring deletions and shorter
versions of the elements) is based on the
notion that shorter elements would reduce
the probability of ectopic recombination
and its deleterious effects. On the other
hand, population genetic theory predicts
that polymorphic studies will estimate mu-
tational parameters that can only be closer
to the true values compared to analyses
that use mutations that are either fixed
or segregate at high frequencies within
a species. If indels are neutral, all ap-
proaches should give equivalent results,
but if indels are under weak/moderate
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selection, the study of indels at polymor-
phic level is least influenced by selection.
Strong selective constraints on the se-
quences used to investigate polymorphic
indels, however, could also reduce the
number of deletions observed at polymor-
phic level, hence causing underestimates
in DB.

Several observations suggest that the
estimates of DB based on different poly-
morphic studies is close to the true DB.
First, an ad hoc theoretical model presum-
ing that long deletions in introns are under
strong selection would forecast a lower
DB, but even in this case it cannot explain
the observed data. Second, the study of
polymorphic indels in intergenic regions
also produces a very low DB (1.7) and,
therefore, the argument that the observed
DB is biased because of selection is not
likely to be correct. And third, a recent
study on the frequency of several fami-
lies of TEs in populations has generated
a key result to understand the observed
discrepancy in DB based on long repetitive
elements. This study shows that there is
a negative correlation between the length
of TEs within a family and the frequency
in the population, in agreement with the
ectopic recombination model that claims
that deletions would be selectively favored
in long repetitive elements. The conse-
quence of this observation is that estimates
of DB based on long repetitive elements
will be biased, showing an excess of dele-
tions than those expected by mutational
tendencies only.

3.3
DB in Other Eukaryotes

Measures of DB have been obtained in
other eukaryotes also on the basis of dif-
ferent approaches. One of the first studies
to detect an excess of small deletions over

insertions was applied to mammals by
analyzing processed pseudogenes. Large-
scale analyses of pseudogenes in humans
and murids show an average DB of 2.74.
The study of pseudogenes in the insect
Podisma pedestris and in Caenorhabditis
elegans shows DB of 2.7 and 3.8, respec-
tively. The study of DOA Lau1 elements
in the Hawaiian crickets of the genus Lau-
pala and Maui elements in two pufferfish
species suggests a DB of 2.7 and 1.3–2.0,
respectively.

3.4
Overall Rate of DNA Loss due to Small
Indels and Genome Size

The rate of DNA loss depends on DB as
well as the size of indels, and in most
species deletions are longer than inser-
tions. In order of increasing genome size,
the overall rate of DNA loss observed in
the different eukaryotes is the following:
1.8 in Drosophila melanogaster (based on
polymorphic indels in intergenic regions
and introns), 9 to 15 in Pufferfish, 3.8 in
Laupala, 2.6 in rat/mouse, 1.7 in humans,
and 3.6 in Podisma. Conversely, C. elegans
shows a net gain of DNA based on small in-
dels. As T.R. Gregory concluded recently,
the use of updated estimates of DNA loss
for mammals and Drosophila raise con-
siderable doubts about the strength of any
correlation between DNA loss rate by small
indel bias and genome size. Therefore, al-
though the mutational rate of DNA loss
caused by small indels can vary evolu-
tionarily, and might itself be the result of
selection, it cannot explain the observed
differences in noncoding DNA content
and genome size between species. More-
over, this mutational explanation cannot
account also for the observed differences
across genomes.
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4
Transposable Elements (TE) and DNA
Gain

TE elements are widespread in eukary-
otic genomes and comprise in many
cases a substantial portion of euchro-
matic genome size, including humans
where TEs explain 45% of intergenic
and intronic sequences. The recent inva-
sion/amplification of particular TE fami-
lies causes rapid increases in genome size,
temporarily altering any specific equilib-
rium among selective and long-term mu-
tational tendencies. Two examples of such
effect are maize, in which genome size has
recently doubled due to TE invasion, and
Drosophila, with substantial differences
in TE presence between closely related
species, as well as among populations of
the same species. The opposite trend is also
detected, with species that have recently
lost repetitive DNA showing a sudden
reduction in genome size albeit having
similar mutational tendencies associated
with small indels. For instance, tetraodon-
tid (smooth) and diodontid (spiny) puffer-
fish have similar DB but smooth pufferfish
shows a twofold reduction in genome size
because of a recent reduction in repetitive
elements. This latter case also illustrates
that any study of mutational tendencies
toward DNA gain or loss should include
small indels (i.e. DB), as well as the rate of
large insertions and TE amplification.

It is possible to argue that a generic
mutational tendency of TE to replicate
and increase genome size might have
favored a mutational mechanism asso-
ciated with DNA repair of small indels
with a tendency toward DNA loss, as
observed in most eukaryotes. In this re-
gard, small differences in DB among taxa
would reflect long-term tendencies associ-
ated with TE amplification in the genome.

The additional influence of selective forces
that can be species specific and/or vary
across genomes would generate the fi-
nal outcome.

5
Variation across and among Genomes:
The Influence of Recombination

Many genomic analyses have revealed
heterogeneity of noncoding DNA presence
across eukaryotic genomes. In Drosophila,
the amount of intergenic DNA is higher in
genomic regions with low recombination
(and crossing-over) rates. Introns are also
longer and more frequent in genes located
in regions with severely reduced rates
of crossing-over. An equivalent trend
is observed in humans, with longer
intergenic sequences, and introns in
isochores are associated with reduced rates
of crossing-over. S. cerevisiae also shows
an influence of recombination on the
presence of noncoding DNA. A single
exception to this tendency is observed in
C. elegans, in which an atypical pattern
of crossing-over along chromosomes has
been reported.

Interestingly, a negative relationship be-
tween recombination rates and the amount
of noncoding DNA is observed among
species. The study of nine distant eukary-
otes with well-characterized genetic and
physical maps (Fig. 1) reveals a significant
negative relationship between recombina-
tion rate and a measure of the amount
of noncoding DNA once the number of
genes is taken into account. (Albeit the
study is based on a small number of
species, the observed relationship is not
caused by any single species.) This ob-
servation suggests that similar, or at least
overlapping, forces are shaping the size
of noncoding DNA among species and
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Fig. 1 Relationship between recombination rate
and gene density among evolutionary distant
model eukaryotes. The nine eukaryotes with
well-characterized genetic and physical maps are:
Homo sapiens, Danio rerio (zebra fish), Zea mays
(maize), Oryza sativa (rice), D. melanogaster, C.
elegans, Arabidopsis thaliana, S. cerevisiae, and
Schizosaccharomyces pombe (fission yeast).
Recombination rate indicates the average
percentage of meiotic recombination (cM)
between adjacent base pairs (total genetic
map/total physical map), taking also into account
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the number of chromosomes to appraise the recombination caused by the random segregation of
chromosomes. Although A. thaliana is a predominantly selfing plant, this feature has only recently
been acquired, with all closely related species being outcrossing and, therefore, the recombination
rate used for A. thaliana reflects the recent ancestral outcrossing condition. Nonparametric
Spearman’s rank correlation R = −0.95 (p = 0.00009). The least significant relationship after
removing any one species is R = −0.929 (p = 0.0009). The removal of both distantly related yeasts
(S. cerevisiae and S. pombe) from the analysis does not influence the outcome either (R = −0.893,
p = 0.007).

across genomes. These equivalent find-
ings across and among genomes could be
explained if the mechanism of mismatch
repair associated with recombination insti-
gates DNA loss. Although this possibility
needs to be investigated thoroughly in dif-
ferent species, in D. melanogaster there are
similar patterns of indels in regions with
normal and reduced rates of crossing-over.

An alternative explanation, invoking nat-
ural selection, emerges when we consider
the influence that recombination has on
the effectiveness of selection. Indeed, the-
oretical and experimental investigations
predict that recombination will have an
impact on the power or effectiveness of
selection. In particular, most models of
selection forecast that recombination will
raise the effectiveness of selection. The to-
tal length of genetic map in a species as
well as the number of chromosomes will
play a role in the total meiotic recombi-
nation rate. Recombination rates and Ne
(mentioned earlier) are two parameters
that have been usually limited to pop-
ulation genetics studies but they should
be included in any general explanation to

genome architecture, the amount of non-
coding DNA and genome size due to their
influence to the effectiveness of selection.
Moreover, both recombination and Ne are
influenced by species-specific factors as
well as vary across genomes.

6
Noncoding DNA is not Free of Genetic
Information or Evolutionary Effect

Noncoding DNA in eukaryotes has been of-
ten labeled as ‘‘junk’’ DNA, useless (with
no genetic information) as well as with
no evolutionary effect (neutral to selec-
tion). In fact, however, noncoding DNA
can be evolutionarily relevant by contain-
ing genetic information as well by its
only presence. The number of known
noncoding genes and especially noncod-
ing RNA genes (ncRNA) has recently
increased rapidly. Many of these ncRNA
function directly as RNA while others play
an essential role in gene regulation, with
antisense RNAs being an important class
of these genes. Moreover, noncoding DNA,
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intergenic or intronic, harbors most of the
information on gene regulation.

On the other hand, the presence of
DNA with no genetic information be-
tween genes or between exons should not
be assumed to be devoid of evolutionary
effect. For instance, the presence of in-
trons and their length can have a direct
fitness effect on transcription costs and
be a trait under selection. However, the
presence of DNA sequences with no di-
rect fitness effects can also be a selective
trait. Note that the significant parameter
associated with recombination is the to-
tal recombination between genes or exons
(i.e. clusters of sites under selection) and
this is influenced by the rate per physical
unit as well as by the physical distance.
Therefore, under realistic conditions for
most eukaryotes, an organism might in-
crease the effectiveness of selection by
increasing the amount of noncoding DNA,
intergenic or intronic. Under this sce-
nario, the presence of ‘‘junk’’ DNA can
be viewed as a modifier of recombina-
tion with a definite evolutionary long-term
effect and can itself be a selective trait.
The long-term fitness effects of increas-
ing the physical distance between clusters
of sites under selection (genes, exons,
or regulatory regions) and recombina-
tion, is expected to differ among species
(according to the overall recombination
rate) and across genomes (according to
variation in recombination rates along
chromosomes).

7
Summary

The study of noncoding DNA is no longer
restricted to phenotypic correlations and
all recent observations support the notion
that noncoding genome size in eukaryotes

is the result of a highly dynamic balance
between mutational and selective forces.
Population parameters that influence lev-
els and patterns of polymorphisms also
influence the effectiveness of selection
and have the potential to influence ge-
nomic features. Therefore, the evolution
of noncoding DNA (intergenic and intron
presence, and size) ought to be investi-
gated from a population genetics perspec-
tive (i.e. the so-called population genomics
approach). The presence of regulatory se-
quences and noncoding genes (e.g. ncRNA
genes) would add genetic information re-
quired for organismal ‘‘complexity,’’ but
it can explain only a fraction of noncod-
ing DNA.

Mutational tendencies are strongly influ-
enced by TE invasion and amplification,
which can be species specific and cause
sudden changes in genome size. This
‘‘one-way ticket to genome obesity’’ is
somewhat counteracted by a moderate
tendency toward DNA loss due to small
indels observed in most eukaryotes. The
widespread presence of TEs in eukaryotes
might have caused a selective pressure
on mechanisms of DNA repair favoring
DNA loss. The study of small indels only
cannot produce an accurate picture of mu-
tational tendencies. On the other hand,
selective forces on the presence of non-
coding DNA can vary in different species
and/or taxa and be associated with replica-
tion costs, nuclear architecture, or other
biological effects of bulk DNA. Impor-
tantly, the actual impact of these selective
tendencies is determined by recombina-
tion rates and Ne parameters that can
vary across genomes, as well as among
species and should be included in any
general explanation to genome evolution.
Future studies on variation of recombina-
tion rates, indel evolution, and Ne in many
eukaryotes will give us a broader and more
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precise picture on the selective and muta-
tional forces influencing the evolution of
noncoding DNA.
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Keywords

Adherens Junctions
Cell–cell junction, mediated by the cadherins, which are transmembrane proteins that
form contacts with each other extracellularly and anchor to the actin cytoskeleton via
catenins, intracellularly.

Anchorage Dependence
The dependence for cells to attach to an extracellular matrix, mediated by integrins,
before progression from G1 to S phase can occur.

Cdk Inhibitor (Cki)
Proteins of two different classes that act to inhibit Cdks; the CIP(KIP)-family proteins
(p21CIP1, p27KIP1 and p57KIP2) bind to and inhibit Cyclin/Cdk activity, while the INK4
family (p16INK4A, p15INK4B, p18INK4C and p19INK4D) bind to Cdk4(6) and prevent
Cyclin binding to the Cdk.

Cell Growth
The increase in cell mass due to increased rates of mRNA and protein synthesis that is
distinct from cell proliferation, which is an increase in cell numbers due to passage
through the cell cycle.

Cell Polarity
The structure or shape of a cell, which is determined by the specific location of
membrane-localized protein complexes along the apical–basal axis.
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Centrosome (Microtubule-organizing Center, MTOC)
An organelle that is duplicated at the onset of S phase, and functions in mitosis to
nucleate microtubules to form the mitotic spindle.

Checkpoint
A surveillance mechanism preventing cell cycle progression until a particular event is
completed. G1-DNA-damage checkpoint arrests cells in G1 until DNA damage can be
repaired. DNA-replication checkpoint, blocks cell cycle progression into mitosis when
DNA replication is inhibited.

Contact Inhibition
The arrest of the cell cycle in G1 phase that occurs when cell density increases to
confluence in culture, mediated by cell–cell contact via cadherins at the
adherens junction.

Cop9 Signalosome (CSN)
A complex that is required to cleave Nedd8 (a ubiquitin-like protein) from Cullin
proteins in the SCF and that is important for SCF activity.

Cyclin
The regulatory subunit required for the activity of cyclin-dependent kinases, many of
which are unstable proteins, regulated by ubiquitin-mediated proteolysis.

Cyclin-dependent Protein Kinase (Cdk)
A family of serine–threonine protein kinases, which require the binding of a cyclin
subunit for activity. Cdk1, 2, 3, 4, and 6 are required for progression through specific
cell cycle phases.

Extracellular Matrix
An organized array of extracellular proteins, such as laminin and fibronectin that acts
as anchors and receptors for the basally localized transmembrane proteins, integrins.

Mitogen
An extracellular growth factor that stimulates cell growth and proliferation.

Prereplication Complex (Pre-RC)
A protein complex, composed of ORC1-6, Cdc6, Cdt1, and MCM2–7, that binds to
origins of DNA replication in G1 phase, and is required to set the origins for the
initiation of DNA replication.

Restriction Point
A point late in G1, where a cell becomes committed to enter and complete an entire
cell cycle independent of the presence of growth factors. Defined by the inactivation of
the retinoblastoma tumor suppressor protein by Cyclin/Cdk phosphorylation.
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SCF
A complex containing, Skp1, Cullin, and an F-box protein, and Rbx1 (or Roc1, Hrt1, a
ring-finger protein) that acts as an E3 ubiquitin ligase. The F-box protein (such as Skp2,
Ago/Fbw7, or Slimb) confers substrate specificity.

Septate Junctions
Drosophila cell–cell junctions, located basal to the adherens junctions, where Scribble
and Dlg are located.

Tissue Architecture
The three-dimensional arrangement of individual cells to each other, which creates the
organized structure of a tissue in a whole organism. It is mediated by the polarity of
individual cells and the linkage of adjacent cells via intercellular junctions.

Tumor Suppressor
A protein that acts to prevent cell proliferation and tumorigenesis, and is inactivated
in cancers.

Ubiquitin Ligase (E3)
A protein complex that transfers ubiquitin (a 76-residue protein) from an E2
ubiquitin-conjugating enzyme to the substrate, thereby tagging it for
ubiquitin-mediated degradation.

� It is critical to strictly regulate cell proliferation for the faithful duplication of DNA
and the transmission of chromosomes to the next generation. This fundamental
cellular process is known as the cell cycle. The cell cycle has been extensively studied
since the 1970s, and many seminal studies have elucidated cell cycle regulatory
mechanisms and how these controls fail in proliferative disorders, such as cancer.
This review focuses on the underlying mechanisms that regulate the progression
of cells into the DNA-replication phase (the G1-S phase transition), since it is at
this stage in mammalian cells where cell proliferation is predominantly regulated.
To enter into S phase, cells must pass a stage known as the restriction point where
the cell monitors the relative level of positive versus negative extracellular signals,
before it commits to progress into and completes an entire cell cycle. Key protein
kinases, the cyclin/Cdks, are critical in progression past the restriction point. It is
at this stage that cyclin/Cdks phosphorylate and inactivate the tumor suppressor
protein, retinoblastoma (Rb), which acts to block the activity of the E2F S-phase gene
transcription factor. The accumulation and activity of cyclin/Cdks is determined by
the level of cyclin transcription, translation, and proteolysis, and in turn affect the
production of Cdk inhibitors that block Cdk activity. Extracellular signals, via growth
factors and from contacts between cells or the extracellular matrix, influence the
accumulation and activity of cyclin/Cdks and are critical in determining whether
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the cell will progress into S phase. Environmental assaults also impact on the
G1-S phase progression, and lead to the upregulation of the p53 tumor suppressor
protein, which by upregulation of Cdk inhibitors results in G1-S phase arrest
until DNA damage or DNA-replication defects can be repaired. In S phase, a
cell needs to duplicate the centrosome (an organelle required for the separation
of chromosomes in mitosis) and to initiate DNA replication, which depends upon
cyclin/Cdk phosphorylation of specific targets. The establishment of DNA-replication
origins and the process of DNA-replication initiation is a highly regulated process,
to ensure that the DNA is completely replicated once, and only once, per cell cycle.
However, in particular, developmental situations in Drosophila and mammals, there
are different modes of DNA replication, known as the endoreplication cycles, which
result in amplification of the genome or parts of the genome without mitosis. The
switch from the canonical cell cycle to the endoreplication cycles is also tightly
regulated. Thus, the G1-S phase transition is a strictly regulated process, whose
control within a whole organism is essential for limiting cell proliferation, and
which when dysregulated can lead to cancer.

1
Overview of the Cell Cycle: An Historical
Perspective

1.1
Stages of the Cell Cycle

The cell cycle is the process by which
cells reproduce. For a eukaryotic cell,
this requires the duplication of DNA and
the faithful segregation of chromosomes
into two daughter cells. When researchers
first examined dividing cells under the
microscope, they noted that most of
the time little activity could be detected,
but within a short time period the cell
exhibited a dramatic rearrangement of
cellular architecture where chromosomes
were segregated into daughter cells. The
cyclic stage of chromosome segregation
was termed mitosis, and the rest of the
cell cycle was termed interphase. It is
now known, that within interphase, the
continuous process of cell growth (the
accumulation of cell mass) occurs, and

at a defined stage, DNA replication occurs.
To monitor DNA replication, cultures of
eukaryotic cells could be synchronized at
specific stages of the cell cycle (by nutrient
or serum starvation or by using drugs to
block DNA replication or mitosis) and cells
labeled with the nucleotide analogs, H3-
thymidine or bromodeoxyuridine. These
studies showed that DNA replication
occurred at a precise stage in the cell cycle,
termed S phase.

Thus, the eukaryotic cell cycle can
be divided into four major phases; G1,
S phase, G2, and mitosis (M phase).
During the replication period (S phase),
the genetic information is duplicated and
then distributed into the two daughter
cells during mitosis (M phase). These
two phases are separated by so-called
Gap phases, the G1 phase and the G2
phase. In most eukaryotic cell cycles,
the G1 phase is where the most critical
regulatory decisions are made. It is at this
stage where, depending upon extracellular
signals, the cell makes the decision to
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commit to another complete cell division
or to enter G0 (quiescence). The cell
also needs to grow, to accumulate cell
mass (including the synthesis of new
RNA, proteins, ribosomes, organelles, and
membranes) to acquire a critical cell
size before committing to enter the cell
cycle. In most mammalian cultured cells,
the cycle time is 24 h, consisting of
G1 (12 h), S phase (6 h), G2 (6 h), and
mitosis (0.5 h). A notable exception are
cultured embryonic stem cells which have
a modified cell cycle circuitry that enables a
6 h cell cycle. Similarly, the cell cycle time
in other organisms can be considerably
shorter. For example, in budding yeast
(Saccharomyces cerevisiae) or fission yeast
(Schizosaccharomyces pombe) the cell cycle
time is ∼2 h, while in the developing
embryos of the vinegar fly Drosophila
melanogaster, it can be as little as 8 min.
The rapid cell cycles, in yeast are due
to their smaller genome size and the
presence of abundant nutrient supplies,
while in the Drosophila embryo, maternal
contribution of all critical proteins allows
DNA replication and cell division to occur
rapidly, without the need for cell growth.

1.2
Existence of Cell Cycle Controls

Cell fusion studies carried out in the 1970s
by Rao and Johnson, first revealed that
progression through the cell cycle is a
regulated process. These studies utilized
the fusion of cells that were at different
points in the cell cycle to demonstrate
that there is an S phase–inducing activ-
ity present in S-phase cells, and an M
phase–inducing activity in mitotic cells. In
addition, these studies showed that there
are checkpoint controls (surveillance mecha-
nisms that block cell cycle transitions until

a particular event is complete) that pre-
vent rereplication of DNA and entry into
mitosis prior to the completion of DNA
replication.

Subsequent studies revealed additional
checkpoint controls in cell cycle regula-
tion. In the budding yeast, there is a
checkpoint that monitors cell size (to en-
sure adequate growth), the presence of
appropriate levels of nutrients and the ab-
sence of extracellular mating factors (a
or α-pheromones), before allowing the
cell to enter the cell cycle. This critical
point, where a cell becomes committed
to the cell cycle, is called start in yeast,
while in more complex eukaryotes this
checkpoint is called the restriction point
(defined as the point, that once passed,
a cell becomes committed to enter and
complete a cell cycle without the need for
growth factors). In multicellular eukary-
otes, nutrient levels are less important,
while the presence of positive or negative
extracellular signals, such as growth fac-
tors and signals from neighboring cells
or the extracellular matrix (ECM), deter-
mines whether a cell becomes committed
to enter into the cell cycle, or exits the
cell cycle into a quiescent (G0) state or
differentiates.

1.3
Approaches to Analyze the Cell Cycle

The first molecular approaches to the
analysis of the cell cycle came from two
different camps; (1) the biochemical ap-
proach using mammalian cultured cells
and the oocytes of marine organisms,
and (2) the genetic approach using the
budding yeast (S. cerevisiae) or fission
yeast (S. pombe). From the biochemical
approach, two seminal discoveries were
made. First, the first members of a fam-
ily of important regulatory proteins, the
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cyclins, were purified from the eggs of
marine organisms. These cyclins were so
called because they varied dramatically in
abundance during the cell cycle, and also
because of their cyclic synthesis and de-
struction. Second, the factor important in
driving the cell cycle (mitosis promoting
factor, MPF) was identified and purified,
and its molecular nature determined by
protein sequencing. The genetic approach
was based on the isolation of conditional
lethal mutants (temperature-sensitive mu-
tants that were viable at 20 ◦C but lethal
at 37 ◦C) that affected the cell cycle, and
their subsequent phenotypic characteriza-
tion enabled the identification of important
cell cycle functions. Genetic analysis re-
vealed hierarchical relationships between
genes in cell cycle control (see Fig. 1).
Moreover, complementation cloning and
DNA sequencing enabled the identifica-
tion of the cell cycle gene at a molecu-
lar level.

In the late 1980s, studies from the
genetic and biochemical perspectives con-
verged to reveal that the proteins identified

to be key drivers of cell cycle progression
in marine organisms and in mammalian
cultured cells, were the same as those iden-
tified by genetic studies in yeast. Thereby,
the cell cycle engine components were re-
vealed to be a family of serine–threonine
protein kinases, the cyclin-dependent pro-
tein kinases (Cdks) and their regulatory
subunits, cyclins. The cyclin-Cdk com-
plex, in its various different flavors, was
subsequently shown to be conserved in
all eukaryotes and to drive progression
from G1 to S phase and from G2 to
M phase.

This review will focus on the G1-S phase
transition and the initiation of DNA repli-
cation. In this review, we will primarily
focus on analyses of mammalian cultured
cells and in vivo studies using multicel-
lular animal model systems, the mouse
and the fly, Drosophila. We will describe
the key events of G1-S phase, the reg-
ulators of the G1-S phase progression,
modes of regulation of the key regula-
tors, the signaling pathways that regulate
G1-S phase progression, the control of

Start

cdc28

cdc7

cdc31

cdc20

cdc24

DNA
synthesis

Spindle
pole body
duplication

Budding

Mitosis

Cytokinesis

Fig. 1 Genetic analysis of yeast cell cycle mutants. Genetic analysis of budding yeast (S.
cerevisiae) cell cycle mutants defined a cell cycle pathway. Mutants in specific genes blocked
particular aspects of the cell cycle, thus revealing the cell cycle function of many genes. Mutants
in cdc7 blocked DNA synthesis, in cdc31 blocked duplication of the spindle pole body (the yeast
equivalent of the centrosome), in cdc24 blocked cell budding (an event specific to the biology of
budding yeast), and in cdc20 blocked mitosis. Importantly, mutants in cdc28 (cdc2, cdk) blocked
all events of the G1-S-phase transition. Thus, the function of Cdc28, a serine–threonine
cyclin-dependent kinase (Cdk), defines the G1-S phase transition.
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the initiation of DNA replication, and
regulation of alternative modes of DNA
replication.

2
The Molecular Basis of G1-S Phase
Regulation

2.1
Events of the G1-S Phase Transition

In all eukaryotes, the G1-S phase transition
is not only marked by the initiation of DNA
replication but by another key event also,
that of centrosome duplication. The cen-
trosome, or the microtubule-organizing
center, is an organelle required for the
nucleation of microtubules in mitosis, and
undergoes duplication at the G1-S phase
transition. In addition, in budding yeast,
the initiation of bud formation is an-
other key event that characterizes passage
into S phase. Genetic studies in yeast,
have revealed mutations that block either
DNA replication, centrosome duplication
or budding, but mutation of only one gene,
cdc28, encoding the yeast Cdk, blocks all
three of these events (see Fig. 1). Thus,
in budding yeast, the Cdk, Cdc28, is the
key regulator of all the events of the G1-S
phase transition, and therefore is said to be
the regulator of start. In higher eukaryotes,
while more complexity exists (see the fol-
lowing), Cdks are also critical for passage
through the restriction point and entry into
S phase.

In G1, the cell responds to the pres-
ence of nutrients in the case of yeast,
and to the presence of positive growth
factors in higher eukaryotes, by activa-
tion of signaling pathways that result
in the accumulation of G1-phase cy-
clins. In addition, at the G1-S phase
transition, transcriptional programs are

initiated, which lead to the coordinated
expression of genes required for DNA
replication, the so-called S-phase genes.
The regulators of the events of the G1-
S phase transition and the molecular
mechanisms controlling them will now
be discussed.

2.2
Key Regulators of the G1-S Phase
Transition

2.2.1 Cyclins and Cyclin-dependent
Kinases (Cdks)
As discussed earlier, the key molecules in-
volved in progression through the cell cycle
are the cyclin-dependent protein kinases
(Cdks) and their regulatory component,
cyclins. Cyclins are characterized by a se-
quence motif of about 100 amino acids
called the cyclin box, which is sufficient for
association with Cdk proteins. The struc-
tural changes brought about by the binding
of a cyclin to a Cdk have been investigated
by X-ray crystallography using human Cy-
clin A and Cdk2. Monomeric Cdk remains
inactive due to an α-helical region (αL12)
that constrains the ATP-binding site and a
‘‘T-loop’’ domain that blocks the catalytic
cleft. The binding of cyclin to the Cdk
shifts the inhibitory T-loop domain and
‘‘melts’’ the αL12 helical region, allowing
substrates to bind to and be phosphory-
lated by the Cdk.

Specific activation of Cdk activity during
the cell cycle is achieved by the cyclic syn-
thesis and destruction of cyclins. Different
cyclins peak in abundance at different
points in the cell cycle, which is due to
both transcriptional regulation of cyclin
gene expression and to cell cycle regu-
lated ubiquitin-mediated proteolysis of the
cyclin protein.

In yeast, there is only one Cdk (Cdc28
in S. cerevisiae or Cdc2 in S. pombe), which
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M-phase (mitosis)
separation of

replicated chromosomes

Mitotic entry
control

S. pombe Cdc2
S. cerevisiae Cdc28

D. melanogaster Cdk1
H. sapiens Cdk1

S. pombe Cdc2
S. cerevisiae Cdc28

D. melanogaster Cdc2c
H. sapiens Cdk4(6), Cdk2(3)

Restriction Point
(Start)

S-phase
replication of

chromosomal DNA

S

G1

G2

M

Fig. 2 Role of Cdks in cell cycle progression. The G1-S phase transition is driven by
Cdc28 in S. cerevisiae, Cdc2 in S. pombe, Cdc2c in Drosophila, and by Cdk4(6) and
Cdk2(3) in mammalian cells, while the G2-M phase transition is driven by Cdc28 in S.
cerevisiae, Cdc2 in S. pombe, Cdk1 in Drosophila, and by Cdc2 (also termed Cdk1) in
mammalian cells. The restriction point (or start in yeast) is a point late in G1 where
cells become committed to enter and complete an entire cell cycle.

by association with different cyclins, regu-
late progression through the cell cycle (see
Fig. 2). While in more complex eukaryotes,
there are multiple Cdk family members
that in association with different cyclins,
have specific roles in G1-S or G2-M tran-
sitions (Fig. 2). In mammalian cells, Cdk1
is the primary protein kinase involved in
the G2-M phase transition, while Cdk2 and
Cdk3, and Cdk4 and Cdk6 play redundant
roles in driving the G1-S transition.

In budding yeast, there are three groups
of cyclins, Cln1-3, Clb5 and 6, and Clb1-4,
which, in association with the Cdk, Cdc28,
have specific roles during the cell cycle.
Clb1-4 are important in the G2-M phase
transition, while the Clns and Clb5(6) are
essential for the G1-S phase transition.
The Clns are important in initiation of
bud formation while Clb5(6) are important
for the initiation of DNA replication and
for duplication of the centrosome (termed

the spindle pole body in yeast). In addition,
translational control of Cln3, in response
to nutrient levels, has a role in coupling cell
growth to cell division. In more complex
eukaryotes, there are four major groups of
cell cycle specific cyclins, Cyclin A1 and
A2, B1-3, D1-3, and E1 and E2. These cy-
clins are more related to the yeast Clbs
than the Clns; however, another cyclin,
Cyclin C with a less defined role in cell cy-
cle regulation (see the following), exhibits
greater homology to yeast Clns. In mam-
malian cells, there are 11 Cdks that show
strong homology to the yeast cell cycle
Cdks; however, only Cdk1, 2, 3, 4, and 6
have specific roles in the G1-S and G2-
M-phase transitions (Fig. 2). Mammalian
cyclins associate with specific Cdks: Cyclin
D associates with Cdk4 and Cdk6, Cyclin E
with Cdk2 and Cdk3, Cyclin A with Cdk2
and Cdk1, and Cyclin B with Cdk1. Cdk1
functions at the G2-M phase transition,
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while Cdk4(6) Cdk2(3) primarily function
at G1-S and S phase. Cyclin A is unique
in that it is able to interact with Cdk1 or
Cdk2, and therefore has roles in G1-S and
G2-M phase.

Studies in mammalian cultured cells
have shown that Cdk2 has an essential
role in the G1 to S-phase transition. In
mammalian cells, Cyclins D, E, and A have
different, essential roles in G1-S phase.
Depletion of Cyclin D1, E, or A in cell
culture by antibody injection or by using
antisense results in G1 arrest, whereas
overexpression of Cyclins D1, D2, E, or
A promotes premature passage from G1
into S phase, showing that these cyclins
are essential and rate limiting for G1-
S progression. Furthermore, Cyclins D,
E, and A have different roles during G1
and S phase, as revealed by the following
results: (1) depletion of Cyclin D1 or E
during G1 prevents entry into S phase,
while depletion close to the initiation of
DNA replication does not, while depletion
of Cyclin A during S phase is able to
inhibit DNA replication; (2) coexpression
of Cyclin E and Cyclin D results in a greater
acceleration of G1-S progression than
expression of either cyclin alone. Thus,
Cyclins D, E, and A act at different times
during G1-S, and are likely to regulate
different pathways during G1-S.

Specific aspects of the function of Cyclin
D, E, and A will now be discussed,
highlighting in vivo studies in Drosophila
and the mouse.

2.2.1.1 Cyclin A/Cdk2(3). Cyclin A was
first discovered by biochemical purifica-
tion of a protein that showed dramatic
fluctuation in the embryos of marine or-
ganisms, and was subsequently found to
be conserved in all metazoans analyzed. In
mammalian cells, cyclin A mRNA, protein,
and associated kinase activity is present

from late G1-M phase. As discussed ear-
lier, Cyclin A can form complexes with
Cdk1 and Cdk2 in mammalian cells, and
can therefore have roles in the progression
through the G1-S and G2-M phases.

While in mammalian cells there is
evidence that Cyclin A/Cdk2 is required
for entry into or progression through
S phase, an S-phase role for Cyclin A
in Drosophila is less clear. Drosophila
Cyclin A interacts specifically with the
mitotic Cdk, Cdk1, and not with the G1-S
Cdk, Cdc2c, and cyclin A mutants arrest
in G2 phase during embryogenesis (see
Table 1). Cyclin A mutant embryos then
enter ectopic endoreplicative Cyclin E-
mediated S phases, indicating that Cyclin
A is not normally required for S phase in
Drosophila. There is, however, evidence
that Cyclin A can function in the G1 to
S phase transition, as ectopic expression
of cyclin A can induce G1 cells to enter
S phase.

In mammals, there are two Cyclin
A homologs, Cyclin A1 and A2. In
the mouse, Cyclin A1 is specifically
expressed in the male germline and
knockout of this gene results in male
infertility (see Table 1). Cyclin A2 is
more ubiquitously expressed in mouse
development, and as such a mouse
knockout of Cyclin A2 is early embryonic
lethal (see Table 1), demonstrating the
essential and nonredundant function of
Cyclin A in cell proliferation in vivo.
Conversely, overexpression of Cyclin A in
mice leads to overproliferation and the
development of cancer. The importance of
appropriate control of Cyclin A in vivo is
highlighted by the identification of Cyclin
A as an oncogene in Hepatitis B-mediated
hepatocellular carcinomas in humans.

2.2.1.2 Cyclin E/Cdk2(3). Human cyclin
E was identified by its ability to rescue
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an yeast Cln-deficient strain, and thus was
capable of substituting for the function of
these cyclins in the G1-S phase transition
in yeast. Mammalian Cyclin E mRNA,
protein, and associated Cdk2(3) kinase
activity peaks at late G1 phase and is
rapidly degraded during S phase. As
described earlier, in mammalian cultured
cells, Cyclin E plays an essential role in
G1 to S phase progression, and further
studies have shown that downregulation
of Cyclin E is crucial for the G1 arrest that
must occur in terminally differentiating
cells. Conversely, abnormal increases in
expression of Cyclin E leads to premature
entry of G1 cells into S phase and
furthermore can lead to chromosome
instability, one of the hallmarks of cancer.

The Drosophila homolog of cyclin E,
DmcycE encodes two proteins with a com-
mon C-terminal and unique N-terminal
regions. These two different Cyclin E
variants are differentially expressed in
proliferating cells during embryogenesis.
DmcycEII mRNA is supplied maternally
and is present during early embryonic di-
vision cycles, whereas DmcycEI mRNA is
supplied zygotically and is expressed in all
proliferating cells. Analysis of the DmcycEI
promoter revealed the presence of multi-
ple independent tissue and stage-specific
regulatory elements, suggesting that Dm-
cycE transcription is regulated by a variety
of developmental cues. Drosophila Cyclin
E interacts with the Drosophila homolog of
the mammalian Cdk2 protein, Cdc2c, and
is necessary and sufficient for the G1 to S
phase transition. DmcycE loss-of-function
mutants arrest in G1 of cycle 17 during
embryonic development, due to the deple-
tion of maternal supplies at this stage (see
Table 1). Conversely, ectopic overexpres-
sion of DmcycE in G1-arrested cells drives
these cells into a premature S phase. Fur-
thermore, in Drosophila, overexpression

of Cyclin E leads to defects in expres-
sion of morphogens and morphological
movements during embryonic develop-
ment, and in the eye imaginal disc, ectopic
expression of Cyclin E disrupts normal
pattern formation. Thus, Cyclin E is a
critical regulator of the G1-S transition
in Drosophila and its downregulation is
important for normal development.

In mammals, there are two cyclin E
genes, Ccne1 and Ccne2. Recently, single
and compound mutations of the cyclin E
genes, and a knockout of Cdk2 have re-
vealed unexpected results (see Table 1).
Mice singly deficient for cyclin E1 or E2 are
viable with no apparent defects, with cyclin
E2−/− males displaying decreased fertil-
ity indicating a specific requirement for
Cyclin E2 in meiosis. Surprisingly, com-
pound loss of cyclin E1 and E2, results
in a relatively late embryonic lethality at
E10.5–E11.5 of development. By analysis
of the tetraploid chimera, lethality at this
stage was shown to be due to an extraem-
bryonic requirement for cyclin E in the
endoreplicating trophoblasts of the pla-
centa. Provision of wild-type placenta to
cyclin E1−/− E2−/− embryos resulted in
survival to term of many embryos with
the rest succumbing to cardiac abnormal-
ities. Importantly, all other major organs
examined appeared normal in cyclin E1−/−
E2−/− embryos, indicating that Cyclin
E activity is largely dispensable for nor-
mal mammalian development. However, a
number of tissues are critically dependent
on Cyclin E levels in the mouse. These
included trophoblast giant cells required
for placental function and megakaryocytes,
both of which undergo repeated rounds of
DNA synthesis without intervening mi-
toses (endoreplication) (see Sect. 2.7.2.2).
These data highlight an important role
for mammalian Cyclin E in driving the
endoreplication cycles. Mouse embryonic
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fibroblasts (MEFs) derived from the cyclin
E1−/− E2−/− mutant mice, showed that
cyclin E is dispensable for continual prolif-
eration, but not for cell cycle reentry. Cell
cycle reentry in the absence of Cyclin E ac-
tivity resulted in defective DNA replication
due to defects in the loading of the MCM
protein complex onto DNA-replication ori-
gins (see Sect. 2.7.2).

Likewise, the analysis of Cdk2-deficient
mice suggested that Cdk2 is dispensable
for mitotic divisions and development
(Table 1). Cdk2−/− mice are born viable
with no gross anatomical or behavioral
abnormalities; however, these mice are
sterile due to defects in the meiotic cell
cycle. Moreover, MEFs derived from these
mice, proliferate normally in the absence
of Cdk2. This is consistent with the re-
sults from the depletion of cdk2 in human
cancer cell lines. This surprising finding
is unlikely to represent compensation by
Cdk3, the other kinase bound by Cyclin
E, as the mice used in these studies carry
a predicted inactivating mutation in Cdk3.
It is possible that Cdk1 can compensate
for Cdk2, since Cyclin A/Cdk1 and Cyclin
B/Cdk1 can drive cells through S phase
and Cdk2−/− embryos contain unchanged
levels of Cyclin A-associated kinase activ-
ity, presumably due to Cdk1. Therefore,
Cyclin A/Cdk1 may compensate for S-
phase functions normally mediated by
Cyclin E/Cdk2 and Cyclin A/Cdk2 ki-
nase. This is in contrast to the situation
in Drosophila, where Cyclin E and Cdk2
are essential for cell cycle progression
and normal development (Table 1). In-
terestingly, unlike the cyclin E knockout
mouse phenotype, Cdk2 mutants did not
exhibit defects in the extraembryonic tis-
sue, suggesting that Cyclin E may have
Cdk2(3)-independent functions.

Mouse transgenic studies have shown
that inappropriate expression of cyclin E

can lead to tumorigenesis. Indeed, high
levels of Cyclin E expression are associated
with a broad spectrum of human malig-
nancies, and in breast cancers, truncated
versions of Cyclin E that are more sta-
ble and have increased associated kinase
activity have been observed. Moreover, ex-
pression levels of Cyclin E often correlate
with prognosis and the progression stage
of human cancers, with higher levels asso-
ciated with later stages of tumorigenesis.

2.2.1.3 Cyclin D/Cdk4(6). Cyclin D1 was
also discovered as a gene capable of rescu-
ing Cln-deficient yeast, suggesting that it
can complex with the yeast Cdk, Cdc28, to
drive the G1-S phase transition in yeast. As
discussed earlier, in mammalian cells, Cy-
clin D is a family of three related proteins,
D1, D2, and D3, which form a complex
with Cdk4(6). D-type cyclins accumulate
in response to mitogenic signals and have
been proposed to provide the link between
extracellular signaling pathways and the
core cell cycle machinery.

In Drosophila, there is only one cyclin
D and one cdk4 homolog, and mutations
have been now described in both genes
(Table 1). Cyclin D-Cdk4 function is dis-
pensable for survival, as flies that lack
parental and zygotic Cdk4 function are
semiviable. In addition, overexpression of
Cyclin D-Cdk4 in embryos, has minimal
effect on Cyclin E activity, suggesting that
in Drosophila, Cyclin D has little role in
titrating away inhibitors from the Cyclin
E-Cdk2 complex. However, depending on
the tissue or differentiation state, the role
of Cyclin D-Cdk4 expression differs. In dif-
ferentiating cells of the third instar larval
eye imaginal disc, overexpression of Cy-
clin D-Cdk4 leads to increased cell growth
(larger-sized cells), but in the proliferating
cells of the wing disc, leads to coordinated
cell growth and cell division.
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In the mouse, the three D-type cyclins
are expressed in a tissue-specific manner.
Single knockouts of either cyclin D gene
resulted in viable mice; however, hypopro-
liferative defects were observed in those
tissues where the gene was maximally
expressed (Table 1). Recently, mice have
been generated that lack all D-type cyclins
or Cdk4/6. Both cyclin D-deficient embryos
and cdk4/6-deficient embryos survive un-
til E15.5 of development, but display a
severe anemia with megaloblastic fea-
tures. Both cyclin D-deficient and cdk4−/−
cdk6−/− fetal livers, show defects in multi-
ple hematopoietic lineages. The similarity
in phenotypes of the cyclin D-deficient and
cdk4−/− cdk6−/− mice, indicate that the
major function of Cyclin D in development
is to activate Cdk4/6. Analysis of MEFs
showed that Cyclin D and Cdk4/6 were
not essential for cell cycle entry. However,
Cyclin D-deficient and cdk4−/− Cdk6−/−
MEFs were sensitive to loss of Cdk2 ac-
tivity. Thus, while the majority of mouse
tissues do not need Cyclin D or Cdk4(6), it
appears that the loss of Cyclin D/Cdk4(6)
can be compensated for by Cyclin E (or
A)/Cdk2 complexes.

Transgenic mice overexpressing D-type
cyclins show hyperplasia and increased
incidences of tumors. Conversely, MEFs
deficient in cyclin D or Cdk4/6 were re-
fractory to transformation by oncogenes.
This oncogene-mediated transformation
resistance also occurred with MEFs de-
ficient in cyclin E, and to a lesser extent
in Cdk2, suggesting that cells may re-
quire a certain Cdk threshold to enable
transformation. Consistent with this, both
Cyclin E and Cyclin D upregulation have
been implicated in human cancers. In-
deed, the oncogenes, Prad1 (resulting in
parathyroid adenoma) and Bcl1 (resulting
in B-cell lymphoma) are due to the translo-
cation of the cyclin D1 gene resulting in

ectopic expression in parathyroid or B cells,
respectively.

2.2.1.4 Other cyclin-Cdks in G1-S progres-
sion. There are several other classes of
cyclins that are present in mammals that
have less well-defined roles in G1-S phase
regulation. These are Cyclin C, G, and F
(discussed below). Other cyclin-Cdks have
more general roles in the cell cycle, such as
Cyclin H/Cdk7, which has Cdk activating
kinase (CAK) activity and activates core
cell cycle cyclin/Cdk5 during G1-S and
G2-M phase by phosphorylating a critical
threonine residue (T160 in Cdk2) (see
Sect. 2.4.1). Cyclin H/Cdk7 also has a
role in RNA polymerase II transcription,
as does Cdk9 in association with T-type
Cyclins and Cyclin K, and Cyclin C/Cdk8.
Since these do not have specific roles in the
G1-S phase transition, we will not discuss
these further. Current knowledge of the
role of Cyclin C, G, and F is summarized
in the following.

Cyclin C was originally identified (along
with Cyclin D and E) as a protein that when
expressed in yeast was capable of rescu-
ing a Cln-deficient strain, and has highest
homology of all the mammalian cyclins
to the Cln proteins. Cyclin C was also
isolated from Drosophila by its ability to
rescue the yeast cln mutant stain. Cyclin C
associates with Cdk8 in both mammalian
cells, and in Drosophila, and plays a role
in RNA polymerase II transcription. Fur-
thermore, Cyclin C/Cdk8 has been shown
to phosphorylate specific transcription fac-
tors at their promoters, leading to their
degradation via ubiquitin-mediated prote-
olysis (see Sect. 2.4.3). Recently, however,
a complex between Cyclin C and Cdk3 has
been observed and shown to play a role
in passage from quiescence (G0) into the
cell cycle. Indeed, Cyclin C/Cdk3 targets
the same critical protein, as Cyclin D and
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Cyclin E-Cdks, to mediate passage through
G0-G1 (see Sect. 2.3).

Cyclin G was discovered as a target of the
p53 transcription factor, which is a tumor
suppressor that plays a critical role in DNA
replication and DNA-damage checkpoint
response (see Sect. 2.6). Further studies
have shown that Cyclin G plays a role
in negatively regulating the p53 pathway.
Cyclin G has also been shown to promote
cellular growth, and to form a complex with
the protein kinase, GAK, which appears to
play a role in modulating transmembrane
receptor signaling pathways.

Cyclin F was discovered by its ability to
rescue yeast mutants in Cdc4, which is a
component of the S-phase ubiquitin-ligase
complex, SCF (see Sect. 2.4.3). Cyclin F
is closely related to Cyclin A, but also
contains an F-box motif, which is a
sequence present in Cdc4 that has a role
in substrate recognition (see Sect. 2.4.3).
Cyclin F expression is highest in S and G2
phases and is phosphorylated and rapidly
degraded in mitosis. Recently, cyclin F
(cycF) knockout mice have been generated,
and show cellular defects suggesting a role
in progression from G0 into S phase.
While cycF−/− mice die at E10.5 due to
defects in the proliferation of the chorionic
trophoblast cells of the placenta, cycF−/−
MEFs, although viable, are unable to
reenter the cell cycle from quiescence (G0).
In cycF−/− cells, the expression of Cyclin
E was delayed, suggesting that Cyclin F
may play a role in the control of Cyclin
E expression; however, the precise role of
Cyclin F in the progression from G0 into
S phase remains to be determined.

2.2.2 Cks (Suc1, p13)
Another evolutionary conserved core pro-
tein present in the Cyclin/Cdk complex is
Cks (also known as Suc1 or p13). Cks can
promote the assembly and activation of

yeast G1-S–cyclin/Cdk complexes in vitro.
However, the function of Cks is not specific
to the G1-S phase, and in yeast, appears to
play a primary role in promoting mitosis
through transcriptional regulation of an
important gene, cdc20, which is required
for proteolysis in mitosis. In mammalian
cells, there are two homologs of Cks, Cks1,
and Cks2, which play redundant roles in
development. However, knockout of both
genes in the mouse leads to early em-
bryonic lethality, which precludes detailed
analysis of specific cell cycle defects. Mam-
malian Cks1 also has a Cdk-independent
role in promoting degradation of the cell
cycle inhibitors, p27 and p130, via the SCF
ubiquitin ligase (see Sect. 2.4.3), thereby
promoting G1-S phase progression.

2.3
The Retinoblastoma-E2F Pathway –
A Target of Cyclin/Cdks in G1-S Phase
Progression

While much is known about the regulation
of cyclin/Cdk activity, few targets of G1 cy-
clin/Cdk complexes have been described.
In mammalian cells, the most exten-
sively characterized target of cyclin/Cdk
complexes is the retinoblastoma tumor
suppressor (Rb) family of ‘‘pocket pro-
teins’’, Rb, p107 and p130.

2.3.1 Rb Regulates the G1-S Restriction
Point
The phosphorylation state of Rb proteins
varies through the cell cycle, and is corre-
lated with activity. Dephosphorylated Rb
proteins are present in quiescent cells
and cells in early G1, while phosphory-
lated forms of these proteins are present
from late G1 until the end of mitosis. The
growth inhibitory effects of the Rb family
of proteins are associated with the hy-
pophosphorylated forms that interact with
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a family of transcription factors known as
E2Fs. Hyperphosphorylated Rb proteins
are unable to interact with E2Fs, allow-
ing E2F-mediated activation of S phase
and G1-S transition genes. Thus, the phos-
phorylation state of Rb proteins regulates
the G1-S transition. Indeed, Rb is thought
to define the restriction point: Once Rb
becomes phosphorylated and inactivated,
cells are committed to enter and complete
a cell cycle driven through the E2F tran-
scriptional program. E2Fs are required for
the activation of genes important for the
initiation and regulation of DNA synthesis
such as PCNA, RNR2, Cdc6, dihydrofolate
reductase, DNA polymerase α, and thymi-
dine kinase, as well as genes required for
the G1-S phase transition, such as cyclin
E, cyclin A, and cdk2. In addition to be-
ing the main transcriptional controllers of
G1 to S phase progression, E2Fs have now
also been shown to regulate the expression
of genes required for DNA repair, cell cy-
cle checkpoint activation and maintenance
and mitosis. Furthermore, E2Fs can also
regulate genes involved in apoptotic sig-
nals as well as differentiation.

2.3.2 Current Model of Cell Cycle Control
by Rb and E2F Family Complexes
E2Fs comprise a group of at least seven
related proteins that can be divided into
distinct subsets, on the basis of differences
in both their transcriptional properties and
their interaction with the Rb-family mem-
bers, Rb, p107, and p130 (see Fig. 3). One
subgroup consists of E2Fs that are po-
tent transcriptional activators (E2F1, E2F2,
E2F3a) while another subgroup behaves as
transcriptional repressors (E2F3b, E2F4,
E2F5, E2F6, E2F7). The E2F3 locus gives
rise to two protein isoforms (E2F3a and
E2F3b) that differ only in their N-terminal
region but have opposite transcriptional
activities. With the exception of E2F7 that

homodimerizes, binding of E2F moiety to
one of two DP partners (DP1 or DP2) al-
lows competent DNA binding to promoter
regions of target genes at a consensus E2F
binding site, TTTSSCGC (where S refers
to C or G).

Extensive in vitro biochemical studies
have provided a concise model for how var-
ious E2F/Rb complexes regulate cell cycle
progression (see Fig. 4). Early in the cell
cycle (G0 and G1), E2F4 and E2F5 (and pre-
sumably E2F3b) regulate transcriptional
repression at E2F-dependent promoters by
binding to p107 and p130, leading to the
recruitment of a corepressor complex con-
taining histone deacetylases (HDAC), his-
tone methyltransferases (HMT), Sin3 and
members of the SWI(SNF) family. At the
G1-S transition, transcriptional repression
is relieved through the phosphorylation
of Rb-related proteins by cyclin-dependent
kinases, which releases the ‘‘repressor’’
E2F complexes. This allows the ‘‘activator’’
E2Fs, E2F1, 2 and 3a, and coactivator com-
plex that includes p300(CBP) to occupy
the promoter and leads to transcriptional
activation of E2F-dependent promoters.
In this manner, E2Fs can participate
in both the repression and activation of
E2F-responsive genes, dependent on their
association with Rb-family members. Al-
though this model is well supported by
chromatin immunoprecipitation (ChIP)
studies, identifying the E2F species bound
to promoters of E2F target genes through
the cell cycle of in vitro cell lines, it must be
noted that in vivo studies indicate that this
model may be somewhat simplistic and
the transcriptional properties for a given
E2F may be modified depending on the
developmental context (see Sect. 2.3.6).

In contrast to E2F1–5, E2F6 and E2F7
are not bound by Rb-family proteins
and are therefore regulated differently.
E2F6 does not contain an Rb-family
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binding domain and acts to repress
transcription by recruiting the Polycomb
group of chromatin-remodeling factors to

promoters. Recent studies indicate that it
may play a redundant role with E2F4 in
regulating the G1-S and G2-M transitions.
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E2F7 functions independently of a DP
partner and of Rb-family members and
is thought to repress transcription and cell
cycle progression by competing with the
activating E2F members at a subset of
E2F promoters.

2.3.3 Regulation of Rb, E2F, and DP
Function by Cdks
Rb has 15 consensus G1 cyclin/Cdk phos-
phorylation sites that are conserved among
a wide variety of organisms. In vitro, hu-
man Cyclin D/Cdk4(6) and Cyclin E/Cdk2
are able to phosphorylate Rb at differ-
ent sites, with neither being sufficient to
phosphorylate all sites observed in vivo,
indicating that both of these kinases are
involved in the phosphorylation of Rb.
Indeed, by selectively inhibiting Cdk2 or
Cdk4(6) function, it has been shown that
Cyclin D complexes are only able to par-
tially phosphorylate Rb, and this phospho-
rylation is required for the action of Cyclin
E/Cdk2 on Rb. These data have given rise
to a model of sequential phosphorylation of
Rb, initially by Cyclin D/Cdk4(6) followed
by Cyclin E/Cdk2. There is also strong ev-
idence that Rb is the only essential target
of Cyclin D/Cdk complexes, as the G1 ar-
rest induced by injection of anti-Cyclin D
antibodies is dependent on wild-type Rb
function. By contrast, Cyclin E is required
for entry into S phase in Rb-deficient cells,
indicating that Cyclin E/Cdk2 has addi-
tional essential targets in the G1 to S phase
transition. Although these additional tar-
gets are likely to include the Rb-related
proteins p107 and p130, Cyclin E is still re-
quired for the G1 to S phase transition after
collective inactivation of all pocket proteins
using the SV40 DNA tumor virus large T
antigen. Pertinent to this, activated Cyclin
E/Cdk2 allows firing of DNA-replication
origins and coordinated centrosome du-
plication (see Sect. 2.7), and regulates the

activity of both chromatin-remodeling fac-
tors and the NPAT transcription factor,
which is required for the expression of his-
tone genes. A role for other Cdk complexes
has also been proposed in regulating Rb
function. Overexpression of Cyclin A in
cell culture leads to phosphorylation of Rb,
and Cyclin A/Cdk2 can phosphorylate Rb
in vitro. It remains unknown, however,
whether phosphorylation of Rb by Cyclin
A/Cdk2 is important for Rb inactivation.
Finally, recent studies have shown that
Cyclin C/Cdk3 can also phosphorylate Rb
in the transition from G0 into G1 (see
Sect. 2.2.1.4).

Cdk phosphorylation can also regulate
E2F/DP transcriptional activity directly.
Cyclin E/Cdk2 has been shown to phos-
phorylate E2F5, resulting in the recruit-
ment of the p300(CBP) family of coacti-
vators to promoters, thereby stimulating
transcription and cell cycle progression.
Importantly, phosphorylation of the DP
subunit of E2F by CyclinA/Cdk2 in S
phase leads to loss of E2F heterodimer
DNA binding activity and is thought to be
one of the major mechanisms by which
E2F transcriptional activity is switched off
following the G1-S transition.

2.3.4 Target Gene Regulation by E2F
and Rb
As indicated earlier, hypophosphorylated
Rb, in a complex with E2F and DP, acts
to repress gene transcription by recruiting
global transcriptional repressors, such as
HDACs and chromatin-remodeling com-
plexes to E2F-target promoters (see Fig. 4).
Phosphorylation of Rb promotes its re-
lease from E2F/DP, and replacement of
the HDACs with histone acetylases such
as p300(CBP) allowing the activation of
E2F-responsive promoters. To date, the
regulation of the ‘‘classical’’ E2F target
genes cyclin E1 and cyclin A1 have been the
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most thoroughly studied. In mammalian
cells, cyclin E1 transcription is activated
when Rb is hyperphosphorylated. The hu-
man cyclin E1 promoter contains an E2F
binding site, and at this site a complex of
E2F4, Rb, Brg1 (SWI or SNF) chromatin-
remodeling complex and HDAC has been
detected. Phosphorylation of Rb by Cy-
clin D/Cdk4 disrupts the association with
HDAC, leading to the expression of cy-
clin E1. Cyclin A1 transcription is also
repressed by an E2F4/Rb/Brg1/HDAC
complex, but this complex is still active
upon the loss of HDAC by Cyclin D/Cdk4
mediated phosphorylation of Rb. Since Cy-
clin E/Cdk2 is known to phosphorylate and
inactivate Brg1, only when Cyclin E/Cdk2
levels increase in late G1 phase can repres-
sion at the cyclin A1 promoter be relieved.

Recently, microarray expression profil-
ing of mammalian E2F targets together
with ChIP studies, have revealed that in
addition to regulating G1-S transition and
S-phase genes, E2F also regulates genes
involved in the DNA damage checkpoint,
DNA repair, chromatin assembly or con-
densation, chromosome segregation, and
the mitotic spindle checkpoint, suggest-
ing that E2F activity is important for both
G1-S and G2-M phase progression. Like-
wise in the Drosophila system (see below),
expression profiling of E2F-Rb pathway
targets has revealed both G1-S and G2-
M targets, but unexpectedly also showed
that different specific E2F-Rb complexes
repress the expression of target genes
required for differentiation that are tran-
scribed in a developmentally regulated,
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rather than a cell cycle–regulated man-
ner. This result provokes speculation that
in mammalian cells, the E2F-Rb pathway
may also not be exclusive to the regula-
tion of cell cycle genes. Consistent with
this hypothesis, genome-wide analysis in
mammalian cells have identified a number
of E2F targets involved in differentiation
and development including HOX cluster
genes, tissue-specific transcription factors
and growth factors such as BMP2 and
TGFα.

2.3.5 Functional Analysis of Rb, E2F,
and DP in Drosophila
The study of Drosophila has been key to
understanding the complex interplay be-
tween E2F, DP, and Rb function due to its
reduced complexity. Drosophila homologs
of the retinoblastoma protein (RBF1 and
RBF2), two E2F proteins (dE2F1 and
dE2F2), and one DP (dDP) protein have
been identified (see Fig. 3). Drosophila
RBF1 and RBF2 are equally similar to the
mammalian Rb, p107, and p130 proteins.
Similar to mammalian Rb-family proteins,
RBF1 is phosphorylated by Drosophila Cy-
clin E/Cdk2, which is important for its
inactivation. dE2F1, a potent transcrip-
tional activator, is specifically bound by
RBF1, which is required to prevent E2F1-
dependent transcription of S-phase genes.
Conversely, RBF2 binds exclusively to
dE2F2, which functions as a transcrip-
tional repressor. RBF1 can also bind to
dE2F2; however, dE2F2 can function as
a repressor independent of RBF1, since
inactivation of RBF1 by expression of
Drosophila Cyclin E/Cdk2 does not over-
ride repression by dE2F2. Interestingly,
microarray analysis suggest that RBF1 and
dE2F1 coordinately regulate expression of
genes involved in cell cycle progression,
while RBF2 and dE2F2 repress a vari-
ety of tissue-specific genes involved in

differentiation. In the absence of dE2F1,
dE2F2 occupies dE2F1-regulated promot-
ers. The defects that occur in dE2F1
mutants are therefore due to unchecked
activity of the dE2F2 repressor since they
can be suppressed by mutating dE2F2.

Drosophila embryos lacking maternal
and zygotic RBF1 expression show ectopic
expression of the dE2F target genes
PCNA and RNR2. Despite the ectopic
expression of PCNA and RNR2, epidermal
cells of RBF1 mutant embryos appear
to transiently arrest in G1, although
these cells subsequently enter ectopic S
phases. Thus, RBF is required for the
maintenance of the G1-arrested state.
Mutant analysis of Drosophila dE2F1 and
dDP showed that dE2F1 is required for the
G1-S transcriptional program, as embryos
homozygous for null mutations in dE2F1
or dDP do not express dE2F target genes
such as RNR2 and PCNA. In some tissues
in dE2F1 or dDP mutants, transcription of
cyclin E was also affected, although Cyclin
E/Cdk2 function still remained. Thus,
while dE2F1 is required for normal levels
of cyclin E expression in some tissues,
dE2F-independent mechanisms for cyclin
E transcription also exist. Consistent
with this finding, there is evidence that
cyclin E transcription is regulated by
developmental signals in many tissues (see
Sect. 2.5).

Surprisingly, analysis of Drosophila
lacking all dE2F family members (dE2F1
and dE2F2), suggests that dE2F regula-
tion is not required for cell proliferation
(Table 1), raising questions as to the func-
tion of dE2F in cell cycle control. Recent
studies in Drosophila have addressed this
issue by revealing a striking role for
dE2F in G1-S and G2-M phase timing.
It was shown that perturbations to pro-
gression through either G1-S or G2-M
were compensated for by adjustment of
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the time spent in the alternate phase of
the cell cycle. dE2F1/dDP was important
for this coordination, via transcriptional
upregulation of cyclin E in G1-S and
of the G2 regulator, cdc25 (string) (see
Sect. 2.4.1) in G2-M. Conversely, dE2F pro-
tein levels are downregulated in S-phase
cells by the SCF complex using the F-
box protein, Slimb, via phosphorylation
by Cdk1 and Cdk2 (see Sect. 2.4.3). As
mammalian E2Fs have also been shown
to regulate genes important for G1-S and
G2-M progression, analogous cell cycle
compensation mechanisms may operate
in mammalian tissues.

2.3.6 Functional Analysis of Mammalian
Rb, E2F, and DP: Lessons from Mutant
Mice
Although biochemical approaches orig-
inally identified E2F and Rb proteins
in mammalian cells, genetic studies in
Drosophila have been key to the formula-
tion of hypotheses, as to the mechanism
of action and diversity of E2F and Rb
function. Genetic studies in mammalian
systems have confirmed current views but
also revealed unexpected roles for Rb and
E2F families in development and tissue
homeostasis (Table 1).

2.3.6.1 Analysis of Rb-family single and
compound mutant mice. Rb-deficient
mice die at E13.5–E15.5 of develop-
ment with defects in ocular lens devel-
opment, neurogenesis, and erythropoiesis
(see Table 1). Analysis of these tissues
revealed extensive ectopic proliferation,
abnormal differentiation, and apoptosis
consistent with the proposed role of Rb
in controlling the restriction point and cell
cycle exit during terminal differentiation.
However, subsequent analysis of mice
chimeric for Rb-deficient cells indicated
that Rb-null cells could contribute to the

majority of tissues of these animals with an
apparent absence of defects in Rb-deficient
tissues. These studies therefore suggested
that the neuronal and erythroid pheno-
type resulting from loss of Rb function
may not be cell intrinsic. Consistent with
this notion, recent analysis has shown that
these defects are in part due to a role
for Rb in placental development. As ob-
served for cyclin E, Rb as well as E2F3 and
DP1 play an important role in controlling
the endoreplication of the extraembryonic
trophoblast cells (see Sect. 2.7.2.2). Provi-
sion of a wild-type placenta to Rb-deficient
embryos largely rescued the embryonic de-
fects, indicating that many of the Rb-null
cell phenotypes are noncell intrinsic. Rb,
like Cyclin E, is also required for megakary-
ocyte maturation, another cell type that
undergoes polyploidization during differ-
entiation. This is consistent with studies in
Drosophila, where Rbf, dE2F1, and dDP,
function together at DNA-replication ori-
gins to regulate endoreplication of chorion
genes in Drosophila follicle cells (see
Sect. 2.7.2.2).

Although placental dysfunction in Rb-
null embryos can account for their lethal-
ity, conditional deletion of Rb specifically
in erythroid cells or neuronal cells nev-
ertheless indicates that Rb is required in
a cell-intrinsic manner for cell cycle exit
and differentiation of these cell lineages.
For example, acute loss of Rb in erythroid
cells leads to enucleation defects, ectopic
proliferation, and accumulation of cells in
G2-M presumably due to engagement of
DNA damage checkpoint. Similarly spe-
cific deletion of Rb in the central nervous
system (CNS) in vivo results in inappropri-
ate S-phase entry. However, in contrast to
the Rb-null embryo situation, no apopto-
sis is observed in the CNS. The non-cell
intrinsic apoptosis observed in Rb-null em-
bryos has therefore been proposed to be a
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direct result of the hypoxic environment
caused by deficient placental function of
Rb-null embryos. Using similar tissue-
specific deletion of Rb approaches in vivo, a
requirement for Rb has now been observed
for the proper development of a wide va-
riety of additional tissues including, skin,
breast, lung, and muscle.

Similar to Rb, loss-of-function muta-
tions in the mouse have indicated a
requirement for p107 and p130 in cell
cycle exit and differentiation. Indeed, al-
though individual loss of p107 or p130 in
the mouse result in viable and mostly nor-
mal adults, compound loss of p107 and
p130 has revealed an important and over-
lapping role for these proteins in bone, and
more recently, in skin development. p107,
p130-doubly null mice die shortly after
birth from unknown causes, but showed
decreased limb size associated with de-
fective endochondrial bone development
and deregulated chondrocyte prolifera-
tion. Similarly, loss of p107 and p130 in
skin epithelium results in impaired termi-
nal differentiation and overproliferation of
interfollicular keratinocytes in vivo. The
partial redundancy of p107 and p130 in
development has also been observed for
Rb. Acute or chronic loss of Rb results
in upregulation of p107 protein levels and
embryos generated with a compound loss
of p107 and Rb, or p130 and Rb, show sim-
ilar phenotype to Rb-null embryos, but die
two days earlier. Although animals defi-
cient in all three Rb-family members have
not yet been generated, the analysis of
triple-deficient cells show them to be un-
responsive to G1 arrest following DNA
damage or growth-factor withdrawal and
in vivo fail to differentiate and to exit the
cell cycle.

In view of their role in controlling cell
cycle exit and linking growth signals to
the cell cycle, it may be expected that

mutations in Rb-family proteins would
lead to deregulated proliferation and pre-
dispose to tumor formation. Indeed, loss
or inactivation of Rb is a frequent event
in human tumors. In contrast, p130 is
less frequently lost and p107 inactiva-
tion has not been reported. Rb+/− mice
develop tumors of endocrine origin includ-
ing pituitary, thyroid, and adrenal medulla
tumors. Although loss of p107 or p130
alone has no effect on tumor susceptibil-
ity, combined deficiency of Rb and p107
causes retinoblastoma in the mouse indi-
cating that these proteins partially overlap
in tumor suppression. Importantly, tumor
susceptibility in Rb+/− mice is thought to
be in part a result of deregulated E2F activ-
ity as loss of E2F1, E2F3, or E2F4 can
suppress tumorigenesis in Rb+/− mice.
Finally, although in this chapter we have
focused on the cell cycle roles of Rb fam-
ily members related to regulation of E2F
function, it must be noted that many stud-
ies have described non-E2F mediated roles
for Rb, in particular in the control of dif-
ferentiation, senescence and apoptosis. In
the case of differentiation, Rb has been
described to bind and regulate a number
of tissue-specific transcription factors such
as MyoD in muscle cells, CBFA1 in bone
lineage cells, and C/EBPα in adipose tis-
sue, and by so doing directly regulate the
differentiation programs of these lineages.
It is still unclear at this stage to what
extent these other functions of Rb-family
members contribute to tumour suppres-
sion or the developmental phenotypes of
Rb-family mutant animals.

2.3.6.2 Analysis of E2F/DP family single
and compound mutant mice. The pres-
ence of multiple mammalian E2F and DP
family members has made analysis of their
role in development complex due to issues
of redundancy (see Table 1). Nevertheless,
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analysis of mice singly and compound mu-
tant for E2Fs have provided novel and
often surprising insights into the func-
tional requirement of these proteins in
development and tumorigenesis.

Mice deficient for E2f1 are viable and
fertile and show excessive T-cell produc-
tion and testicular atrophy. In addition,
and paradoxically in view of its proposed
role in driving proliferation, E2f1−/− mice
show increased tumor predisposition in
aged mice. E2f1 has been shown to be able
to induce apoptosis (cell death) and hence
this property may provide an explanation
for the increased tumor predisposition of
E2f1−/− mice. Alternatively, recent exper-
iments have also implicated E2f1 in regu-
lating the DNA damage response pathway
therefore predisposing E2f1−/− mice to
acquire somatic mutations. E2f2−/− mice
are viable and fertile; however, they de-
velop late onset autoimmune disease that
is thought to result from decreased activa-
tion threshold of E2f2−/− T cells. In this
context, and contrary to its proposed role
in driving proliferation, E2f2 has been pro-
posed to act as a transcriptional repressor
of genes required for S phase, in partic-
ular, E2f1. In contrast, E2f3 is required
for normal development with the majority
of E2f3-deficient mice dying in utero and
the adult survivors succumbing to heart
failure by 12 months of age. Compound
E2f mutant mice have also revealed a level
of redundancy between E2f1, E2f2, and
E2f3. E2f1−/− E2f2−/− mice display de-
fects in multiple hematopoietic lineages
including B, T, and erythroid cells result-
ing in megaloblastic anemia. These defects
appear to be due to impaired S-phase
progression and decreased expression of
E2F targets such as cyclin A2. In addition,
compound loss of E2f1 and E2f2 leads to in-
creased incidence of T-cell tumors as well
as nonimmune related diabetes. Finally,

compound loss of E2f2 or E2f1 and E2f3
exacerbates the respective developmental
defects of each E2F mutant mouse.

In contrast to the ‘‘activating’’ E2F fam-
ily members, loss of function of the
‘‘repressor’’ E2f3, E2f4, E2f5, or E2f6 ap-
pears to give rise to differentiation related
phenotypes. E2f4−/− mice show growth re-
tardation and die neonatally due to upper
respiratory tract infections. They display
fetal megaloblastic anemia and defects in
gut development. Of note is the fact that
recent analysis of the erythroid defect of
E2f4-deficient mice has indicated an unex-
pected role for E2f4 in promoting (rather
than inhibiting) transcriptional activation
and cell proliferation of the erythroid lin-
eage. Loss of E2f5 results in perinatal death
due to hydrocephaly in what is thought to
be a non-cell cycle related E2f5 function.
E2f5 is highly expressed in the choroid
plexus and has been proposed to regu-
late cerebral spinal fluid (CSF) protein
secretion. Finally, E2f6−/− mice are viable;
however, they show homeotic transforma-
tion of their axial skeleton reminiscent
of mice with mutations in the Polycomb
group of chromatin-remodeling proteins.
This is consistent with the known ability
of E2F6 to recruit Polycomb group pro-
teins to direct repression of target genes
and suggests a function for E2F6 in the
direct regulation of developmental tran-
scriptional programs.

In summary, the in vivo analysis of
E2F function in mouse models, suggest
that the convenient classification of E2Fs
into activating and repressive E2Fs may
be oversimplistic. E2F function will differ
depending on cellular context and the
expression of other E2Fs and Rb-family
members. Although in many cases, E2Fs
and Rb-family members appear to regulate
cell cycle progression, in particular, the
G1-S transition, it is also increasingly
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clear that they can also regulate functions
as disparate as apoptosis, DNA damage
repair, differentiation, and developmental
cues. It will therefore be important to
conduct biochemical, functional, and gene
expression analysis in specific tissues
and cell lineages to obtain a thorough
perspective of the function and crosstalk of
these proteins families in the regulation of
cell cycle progression and differentiation.

2.4
Regulation of G1-S Cyclin/Cdk Activity

In addition to Cdk activation by the binding
of a cyclin, cyclin/Cdk activity is also
regulated by phosphorylation, the binding
of inhibitory proteins and proteolysis of
the cyclin subunit.

2.4.1 Regulation of Cdk Activity by
Phosphorylation
Two modes of phosphorylation have been
documented in the regulation of cy-
clin/Cdk activity (see Fig. 5). The first of
these modes of phosphorylation is stim-
ulatory while the second is inhibitory.
Stimulatory phosphorylation of the Cdk
occurs on a critical threonine residue of

the Cdk (Thr160/161 for Cdk2) in a region
termed the T-loop, by CAK. CAK itself is
composed of a cyclin/Cdk complex, Cyclin
H/Cdk7 and a ring-finger protein, Mat1.
CAK phosphorylation of Cdks is important
to increase the binding affinity of the cyclin
to Cdk and to increase the kinase activity.
As described earlier (Sect. 2.2.1.4), analysis
of the Cdk7 complex may be complicated
as a result of its expected role in RNA poly-
merase II transcription. However, analysis
of Mat1 mutant mice revealed defects in
cell proliferation of embryonic cells and
impaired endoreplication of extraembry-
onic trophoblast cells, but mutant cells did
not show any apparent defects in general
transcription. Thus, in vivo it appears that
the primary role for mammalian Cyclin
H/Cdk7/Mat1 complex is as a CAK, rather
than in general transcriptional regulation.
In Drosophila, the Cyclin H/Cdk7 com-
plex is conserved and has CAK activity
toward Drosophila Cdk1 and human Cdk2
in vitro. Drosophila temperature-sensitive
cdk7 mutants display defects in mitosis;
however, the ovarian endoreplication cy-
cles (see Sect. 2.7.2.2) were not affected.
Thus, in Drosophila, the importance of
Cdk7 in G1-S regulation is unclear. In
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is regulated by two modes of phosphorylation. Phosphorylation at Thr160 on Cdk2 by
CAK is required for activation, while phosphorylation at Tyr15 on Cdk2, by an unknown
kinase, fixes Cyclin E/Cdk2 in an inactive state. It is only after the Cdc25A phosphatase is
upregulated and dephosphorylates the Tyr15 of Cdk2 that Cyclin E/Cdk2 is activated.



Replication and the Cell Cycle 165

contrast to the mouse studies, analysis of
Drosophila cdk7 mutants revealed defects
in RNA polymerase II transcription. Taken
together, these studies in Drosophila, sug-
gest that Cyclin H/Cdk7/Mat1 complex
may have roles as a CAK and in transcrip-
tion in the fly.

The second mode of control of Cdk activ-
ity is through inhibitory phosphorylation.
Inhibitory phosphorylation has been well
documented for the mitotic Cdk, Cdk1,
by the Wee1 kinase. Wee1 phosphorylates
tyrosine and threonine residues (Tyr15,
Thr14) on the N-terminus of Cdk1, which
prevents cyclin/Cdk kinase activity. Re-
moval of these inhibitory phosphates on
Cdk1 by the Cdc25 phosphatase can be
a rate-limiting step for entry into mito-
sis. In mammalian cells, the G1-S Cdks,
Cdk2, and Cdk4, are also phosphorylated
on the N-terminal tyrosine (Tyr15 and 17,
respectively), which has been shown to
be inhibitory to their activities. There are
three Cdc25 phosphatases in mammalian
cells, but Cdc25A is thought to be the ma-
jor Cdc25 required for G1-S progression.
Cdc25A is specifically expressed in late
G1-S cells and is able to accelerate G1-
S progression when ectopically expressed
by dephosphorylating Cyclin E/Cdk2.
Drosophila also has homologs of Wee1 and
Cdc25, and studies of the Drosophila ho-
molog of Cdc25, String, have shown that it
is essential and rate limiting for the G2-M
phase transition during Drosophila de-
velopment. However, in Drosophila, this
regulation does not extend to the G1-S Cdk,
Cdk2, since mutations of the Cdc25/Wee1
regulatory site in Drosophila Cdk2 do not
impair Cdk2 function in Drosophila.

2.4.2 Regulation of G1-S Cyclin/Cdk
Activity by Cdk Inhibitors
In mammalian cells, the activity of cyclin-
Cdk complexes is negatively regulated by

direct interactions with proteins called
Cdk inhibitors (Ckis). These proteins
fall into two families on the basis of
their structural and functional proper-
ties: INK4 family (p15INK4B, p16INK4A,
p18INK4C, p19INK4D) and the CIP(KIP)
family (p21CIP1, p27KIP1, p57KIP2). The
INK4 (inhibitor of Cdk4) class of proteins
are composed of multiple ankyrin repeats,
and bind Cdk4(6) preventing it from asso-
ciating with Cyclin D, thereby preventing
this complex from promoting G1-S phase
progression (Fig. 6). The CIP(KIP) fam-
ily of Cdk inhibitors act more broadly
to inhibit the kinase activity of Cyclin
E/Cdk2 and Cyclin A/Cdk2. Consistent
with CIP(KIP)-family proteins inhibiting
G1 Cyclin/Cdk activity, overexpression of
any member of this family results in G1
phase arrest of cultured cells. Paradoxi-
cally, CIP(KIP) family play a dual role,
since they can also act as positive regula-
tors of Cyclin D/Cdk4 by stabilizing the
formation of the Cyclin D/Cdk4 complex.

In Drosophila, there are no obvious
INK4-family members and just a single
CIP(KIP)-family protein, Dacapo (Dap).
Dap is expressed at low levels in prolif-
erating cells and is transiently expressed
at high levels as cells exit from the mi-
totic cycle, consistent with a role in cell
cycle arrest prior to terminal differenti-
ation. Like mammalian CIP(KIP)-family
proteins, Dap interacts with Cyclin E/Cdk2
in vivo, and is able to inhibit Cdk2-
associated kinase activity in vitro. It is not
currently known whether Dap also inter-
acts with Cyclin D complexes. However,
Dap does not inhibit Cyclin A-associated
kinase activity, consistent with the data
that Drosophila Cyclin A associates exclu-
sively with Cdk1, and not Cdk2. Unlike
mammalian inhibitors, which are not es-
sential for viability, mutations in dap result
in lethality. Epidermal cells of embryos
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homozygous for mutations in dap undergo
an additional cell cycle during embryogen-
esis, indicating that Dap is required for the
establishment of the G1 arrest normally
seen in these cells. In addition, ectopic ex-
pression of dap is sufficient to induce G1
arrest, showing that Dap is clearly required
for timely exit from the cell cycle during
Drosophila development.

Analyses of mice that are deficient for
CIP(KIP)–family proteins indicate an im-
portant role for these Ckis in regulation
of G1 progression and cell cycle exit in
vivo (see Table 1). Ablation of p27KIP1

in the mouse results in increased body
size, overgrowth of organs, retinal dys-
plasia, female sterility, and pituitary and
parathyroid tumors, consistent with a role
in controlling proliferation during organ
development. In contrast, mice deficient
in p21CIP1 are viable and normal and do
not show increased tumor predisposition.
Further analysis, however, has revealed a
role for p21CIP1 in hematopoietic stem cell
maintenance, with loss of p21CIP1 result-
ing in increased cycling of hematopoietic
stem cells leading to exhaustion of the
stem cell pool and eventually to hematopoi-
etic failure. In mammalian cell culture,
p21CIP1 has been implicated in muscle cell
differentiation. The transcription factor
MyoD activates the expression of p21CIP1,
in addition to inducing the transcrip-
tion of muscle-specific genes. Although
the induction of p21CIP1 was presumed
to induce cell cycle arrest required for
muscle differentiation, p21CIP1 knockout
mice do not show any muscle differen-
tiation defects. Thus, p21CIP1 does not
play a critical role in muscle differentiation
in vivo.

While most Ckis are not required
for viability, loss of p57KIP2 leads to
neonatal death and severe developmen-
tal defects with phenotypic characteristics

similar to the human disease, Beck-
with–Wiedemann syndrome. These in-
clude cleft palate, defects in gut devel-
opment, proliferative defects in the lens,
and impaired cell cycle exit, during chon-
drocyte differentiation resulting in defec-
tive bone formation. These endochondrial
bone development defects are very simi-
lar to those observed in mice compound
mutant for the Rb-family members, p107
and p130. Likewise, compound loss of
p27KIP1 and p57KIP2 gives rise to lens and
trophoblast defects remarkably similar to
that seen in Rb-deficient mice and com-
pound loss of p21CIP1 and p57KIP2 result
in deregulated proliferation and defective
differentiation of skeletal muscle, again
similar to that observed in Rb-deficient
skeletal muscle. As Rb-family proteins are
one of the primary targets of G1-S Cdks
(see Sect. 2.3.3), the phenotypic similari-
ties highlight a role for the CIP(KIP) family
of Ckis in the regulation of Rb, p107, and
p130 activity in vivo.

In contrast to the CIP(KIP) family, muta-
tions in INK4 family members, primarily
p16INK4A and p15INK4B, have been consis-
tently reported both in mouse and human
tumors. The generation and analysis of sin-
gle and doubly deficient mice for individ-
ual INK4 family members has increased
our understanding of how these genes may
be important in development and tumori-
genesis (Table 1). Loss of p15INK4B results
in lymphoproliferative disorder as well as
small increased susceptibility to tumor de-
velopment, primarily angiosarcomas. Be-
cause the INK4A locus also encodes the
overlapping gene for the p19ARF tumor
suppressor (see Sect. 2.6), it is only re-
cently that the specific role of p16INK4A has
been able to be tested in vivo by the gener-
ation of a mouse mutant for p16INK4A, but
retaining functional p19ARF protein. Only
p16INK4A deficient mice are born viable
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and normal; however, they develop a range
of tumors including soft tissue sarcomas,
lymphomas, and melanomas. In addi-
tion, p16INK4A deficient mice show thymic
hyperplasia and T-cell hyperproliferation
following stimuli consistent with a role in
regulating cell cycle entry. Mice deficient
for p18INK4C exhibit phenotypes similar to
p27KIP1-deficient mice including enlarged
organs, tissue hyperproliferation, and a
variety of tumors, including pituitary ade-
nomas. Furthermore, p18INK4C−/− mice
exhibit lymphoproliferative disease as well
as epithelial proliferation in the kidney
leading to the formation of cysts. Cyst for-
mation is exacerbated in mice mutant for
both p18INK4C−/− and p15INK4B−/−, indi-
cating some level of redundancy for these
Ckis in epithelial tissues. Finally, loss of
p19INK4D gives rise to viable mice; how-
ever, they develop age-related testicular
atrophy and progressive hearing loss. The
hearing loss is due to aberrant cell cycle
reentry of sensory hair cells in the organ of
Corti consistent with a role for p19INK4D in
maintaining the postmitotic state. Redun-
dant roles for p19INK4D and p18INK4C have
been established in spermatogenesis, as
compound loss of p19INK4D and p18INK4C

enhances the p19INK4D−/− mice testicu-
lar defects, now resulting in sterility. The
loss of fertility is primarily due to delayed
exit of spermatogonia from the mitotic
cycle, leading to apoptosis and decreased
spermatocyte production.

The analysis of mouse models for
INK4 and CIP(KIP) CDK inhibitors have
revealed a large level of redundancy
built into the mechanism required to
maintain cells in quiescence as well as
cell cycle progression in vivo. However, all
experiments to date have demonstrated a
requirement for these Cdk inhibitors for
normal development, tissue homeostasis,
and tumor suppression.

2.4.3 Regulation of G1-S
by Ubiquitin-mediated Proteolysis
Protein degradation plays an important
role in the G1-S phase transition. An
ubiquitin ligase (E3) known as the SCF
(Skp1/Cullin/F-box protein) complex, tar-
gets both Cdk inhibitors and cyclins
to ubiquitin-mediated degradation (see
Fig. 7). The catalytic core components of
the SCF include Skp1, Cul1, and Rbx1,
which assemble with a variety of substrate
specific binding proteins known as F-box
proteins to transfer ubiquitin (a 76-residue
protein) onto substrates. Phosphorylation
of targets, leads to recognition by the
SCF complex and subsequent action of
a ubiquitin-conjugating enzyme (E2), fol-
lowed by a ubiquitin-activating enzyme
(E1) to promote the addition of ubiquitin-
residues to the substrate, thereby tagging
it for degradation by the 26S Proteasome.

2.4.3.1 Regulation of Cki proteolysis by the
SCF complex. The Cdk inhibitor p27KIP1

is targeted for ubiquitin-mediated proteol-
ysis by the SCF, after it is phosphorylated
by Cyclin E/Cdk2. The F-box protein,
Skp2, is important for recognizing phos-
phorylated p27KIP1. Skp2 is synthesized
specifically at the G1-S phase boundary,
as is Cyclin E. This enables active Cy-
clin E/Cdk2 complexes (that are free of
p27KIP1) to accumulate, to phosphorylate
p27KIP1, and then Skp2-SCF mediated
degradation of p27KIP1, allowing a burst
of Cyclin E/Cdk2 activity in cells com-
mitted to entering S phase. Skp2 also
requires the small Cdk-binding protein,
Cks1 (see Sect. 2.2.2), to bind to p27KIP1

as well as some other substrates, such as
the Rb-family member p130. The Cdk in-
hibitor p21CIP1 is also ubiquitinated by
Skp2-SCF upon phosphorylation at the
G1-S phase transition; however, p21CIP1
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Fig. 7 Regulation of the G1-S phase by the SCF. The ubiquitin–ligase
complex, SCF (composed of Skp1, Cullin, Rbx1, and an F-box protein)
recognizes phosphorylated targets and ubiquitinates them, tagging them for
ubiquitin-mediated degradation by the 26S proteosome. The Cullin in the
SCF is modified by a ubiquitin-like protein, Nedd8, and cyclic removal of
Nedd8 by the COP9 signalosome is required for SCF activity. The F-box, Skp2
(together with Cks1, not shown), targets phosphorylated p27KIP1, which is
phosphorylated by Cyclin E/Cdk2. SCF-Skp2 is also important in basal
ubiquitin-mediated degradation of Myc. SCF-Fwb7(Ago) targets
phosphorylated Cyclin E and Myc for ubiquitin-mediated degradation. Cyclin
E is phosphorylated by the associated Cdk2 kinase. GSK3β also
phosphorylates Cyclin E and Myc, tagging them for recognition by
SCF-Fwb7(Ago). Mitogen signaling leads to the inactivation of GSK3β

enabling progression from G1 into S phase.

can also be degraded by the proteasome
via an ubiquitin-independent mechanism.

By contrast, the INK4 family of in-
hibitors are degraded throughout the cell
cycle via ubiquitin-mediated proteolysis
and their accumulation upon negative

growth conditions is mostly achieved tran-
scriptionally (see Sect. 2.5).

2.4.3.2 Regulation of G1-S phase cy-
clins proteolysis by the SCF complex. In
human cells, Cyclin E is degraded by
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the ubiquitin/proteasome pathway, which
requires phosphorylation at Thr380 in
an Len-Thr-Pro-Pro (LTPP) motif in Cy-
clin E by the associated Cdk2 protein
kinase. The LTPP destruction sequence
is conserved in Xenopus, mouse, and
Drosophila Cyclin E, although the func-
tional significance of this motif has not
been demonstrated in these systems. Re-
cently, GSK3β has also been shown to
facilitate the efficient phosphorylation of
Cyclin E at multiple sites to trigger
ubiquitin-mediated degradation. GSK3β

is a kinase responsive to the PI3K-Akt
pathway (see Sect. 2.5.1.4) and therefore,
specific phosphorylation of Cyclin E in
response to mitogenic stimuli provides a
means for developmental regulation of Cy-
clin E turnover.

Degradation of Cyclin E is depen-
dent on the SCF ubiquitin ligase, in
association with another F-box protein,
Ago(Cdc4,Fbw7) (see below). The impor-
tance of the SCF in Cyclin E degradation
is exemplified by the high levels of Cy-
clin E present in Cul1−/− mutant mice
(where the SCF does not form). In addi-
tion to this mechanism, free Cyclin E, in
a phosphorylation-independent manner is
also degraded by a non-SCF mechanism,
involving a Cul1 related protein, Cul3.

Degradation of Cdk4-associated Cyclin
D1 also depends on phosphorylation at
a threonine residue at the C-terminus
(Thr268) by GSK3β, although it is not
known whether this is SCF dependent.
However, free Cyclin D1 is degraded
via an ubiquitin-mediated mechanism
in a phosphorylation-independent man-
ner. Conversely, Cyclin A, which also
has roles in the G2-M phase transition,
is targeted for degradation by a differ-
ent ubiquitin-dependent ligase complex,
the APC (anaphase promoting complex),
which is active in mitosis.

2.4.3.3 Cyclin E and Ago/Fbw7. Genetic
screens in Drosophila designed to isolate
genes that confer proliferative advantage
identified ago (hCDC4 in humans and
Fbw7 in the mouse) as the F-box protein
that targets Cyclin E for degradation. Loss
of ago results in excessive cell proliferation
and delayed exit from the cell cycle.
ago mutant cells exhibit elevated levels
of Cyclin E protein without affecting its
transcription. Ago protein binds to and
ubiquitinates phosphorylated Cyclin E and
thereby targets it for ubiquitin-mediated
degradation.

Fbw7 (hCDC4, Ago)-deficient mice have
now been generated that provide parallels
with Drosophila ago mutants. Although
these studies confirmed the role of Fbw7 in
Cyclin E regulation, they have also demon-
strated that Fbw7 targets a number of
other important developmental proteins
for degradation. Fbw7-null animals die
at E10.5 gestation displaying defects in
somitogenesis, heart chamber formation,
hematopoiesis, and vascularization in both
yolk sac and the embryo proper. These
were associated with increased expression
of Notch intracellular domains (ICD) and
overexpression of Notch targets in the
embryo, consistent with what has been
observed in Drosophila (see Sect. 2.5.1.7).
Importantly, the vascular defects pheno-
copy that of mice with loss of Notch1
and Notch4, or overexpression of Notch4,
further suggesting a role for Fbw7 in
control of Notch pathway in mouse de-
velopment. As would be expected from
previous studies, Cyclin E was found to
be stabilized in both placenta and embryo
and its high expression in Fbw7−/− tro-
phoblast giant cells is thought to result
in the observed increased DNA synthe-
sis in these trophoblast cells. Of note,
Cul1−/− mice also show Cyclin E sta-
bilization and increased DNA synthesis
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of trophoblast giant cells. These studies
suggest the SCFFbw7 complex plays an im-
portant role in regulating endocycles in
extraembryonic tissue through regulation
of Cyclin E levels.

2.4.3.4 Myc, another G1-S targets of
Ago/Fbw7. Studies in Drosophila have
also identified Myc (dMyc, a homolog of
c-Myc, a transcription factor involved in
regulating of cell growth and prolifera-
tion, see Sect. 2.5.1.3) as a new regulatory
target for Ago/Fbw7. Overgrowth of ago
clones in Drosophila suggested that tar-
gets other than Cyclin E exist to regulate
cell growth. Mass spectrometric analysis
and yeast-2-hybrid studies identified d-
Myc as a binding partner for Ago. dMyc
protein is elevated in ago mutant clones.
Ago physically binds to dMyc, and halv-
ing the dosage of ago can rescue the
body size and fertility defects of a hy-
pomorphic dmyc mutant, although these
effects were through increases in cell
numbers rather than cell size. Parallel ex-
periments in mammalian cells, revealed
that Fbw7 was also required for c-Myc
degradation. Consistent with the effect
of Fbw7 on c-Myc stability, knockdown
of Fbw7 increases cell size, as expected
when c-Myc levels are elevated. Similar
to Cyclin E, the c-Myc phosphorylation
site that conforms to the Cdc4 phospho-
binding motif (Thr28), is also phosphory-
lated by GSK3β and this phosphorylation
is required for c-Myc ubiquitination by
Fbw7-SCF and subsequent degradation.
Interestingly, Thr28 is the most common
site of c-Myc mutation in lymphoma. A
model has been proposed where Skp2,
the other F-box protein known to tar-
get c-Myc, regulates basal turnover of c-
Myc, while Fbw7 regulates signal-induced
degradation of c-Myc. Again, differential
phosphorylation provides another strategy

for the tight developmental regulation of
c-Myc levels. The original studies describ-
ing the human homolog of Ago(Fbw7),
revealed its mutation in a number of
tumors. Since Ago(Fbw7) regulates mul-
tiple pathways, such as Myc, Cyclin E,
Notch (Sect. 2.5.1.7), and also Jun, its
mutation is likely to result in severe
disruption to signaling and cell prolifer-
ation control and therefore is consistent
with its importance in human cancer.
Contrary to this notion, however, Fbw7
heterozygous mice do not show increased
tumor predisposition. Sensitized back-
grounds and/or use of conditional alleles
of mouse Fbw7 may clarify its role in
tumorigenesis.

2.4.3.5 Cop9 signalosome in Cyclin E
regulation. Recent studies in the mouse
and Drosophila have identified an impor-
tant role for the COP9 signalosome (CSN)
in the regulation of Cyclin E degradation.
CSN consists of eight highly conserved
proteins, and is important for the modifi-
cation and activation of Cul1. Cul1 is modi-
fied by the conjugation of an ubiquitin-like
protein, Nedd8, onto a specific Lysine
residue of Cul1 by UBC12. Removal of
Nedd8 (deneddylation), by CSN decreases
the association of the E2 with Cul1. How-
ever, genetic studies in the mouse have
shown that CSN is a positive regulator of
Cullin-ubiquitin ligases (SCFs), and thus
the dynamic cycling of Nedd8 from Cul1
appears to be important for SCF activ-
ity. In the mouse, mutation of the CSN
components, Csn2 or Csn3, result in desta-
bilization of the CSN and early embryonic
lethality. Csn2−/− blastocysts show severe
proliferation defects. Consistent with the
proposed role for the CSN in Cul1 reg-
ulation, Csn2−/− proliferation defects are
associated with abnormal Cul1 deneddyla-
tion, resulting in stabilization of Cyclin E,
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similar to the phenotype observed in Cul1
mutant mouse tissue. In parallel studies
in Drosophila, Csn4 and Csn5 were shown
to be required for oogenesis. In particular,
csn5 and csn4 mutants showed defects in
deneddylation of Cul1 and accumulation
of Cyclin E. As overexpression of Cyclin E
in Drosophila phenocopies CSN mutants,
and csn5 and cyclin E mutations suppress
each other, it is likely that Cyclin E is a ma-
jor target for the CSN in early oogenesis.

Thus, in summary, we have dis-
cussed three tiers of regulation involved
in the accumulation and activity of
the G-S phase Cyclin/Cdk complexes;
(1) phosphorylation of the Cdk, (2) binding
of Cdk inhibitors to regulate kinase activity,
and (3) proteolysis to regulate availability
of the Cyclin or levels of Cdk inhibitors
(see Fig. 8). In addition, Cyclins and Cdk
inhibitors are regulated transcriptionally
and translationally, and all of these regula-
tory tiers are impacted upon by inputs from
extracellular signals as discussed below.

2.5
Regulation of Cyclin and Cdk Inhibitors
by Extracellular Signals

2.5.1 Growth-factor Signaling Pathways
in G1-S Regulation
Mitogenic signaling pathways trigger cel-
lular growth (increase in cell mass, by
increasing protein synthesis) as well as
cell cycle progression. The main mito-
genic pathways are the insulin receptor
(Inr)-PI3 kinase (PI3K) pathway and the
EGFR-Ras pathway, which leads to the
upregulation of the transcription factor,
Myc. However, signaling pathways that
have major roles in tissue patterning can
also influence cell growth and prolifer-
ation. These include the Hh, Wnt(Wg),
TGFβ(Dpp), and Notch pathways. These
pathways can induce cell growth and cell

proliferation, however, in some contexts
the TGFβ(Dpp) and Wg pathways can in-
hibit cell proliferation. Cells are normally
dependent upon mitogenic growth factors
for survival and proliferation; however, one
of the hallmarks of cancer is growth-factor
independence, due to mutations resulting
in the activation of signaling pathways.

In the absence of mitogenic stimuli,
the levels of free p27KIP1 levels are
high and thus inhibit the activity of
Cyclin E/Cdk2 (see Fig. 9). On the in-
duction of mitogenic pathways, such as
the EGFR-Ras and Myc pathways, Cy-
clin D is transcriptionally activated and
as cells accumulate Cyclin D, p27KIP1 is
sequestered in Cyclin D/Cdk4 complexes,
thereby facilitating Cyclin E/Cdk2 activa-
tion. Via this mechanism known as Cki
exchange, Cyclin E/Cdk2 is activated lead-
ing to the phosphorylation of p27KIP1 and
its ubiquitin-mediated degradation via the
SCF (Skp1/Cullin/F-box protein) ubiqui-
tin–ligase complex (see Sect. 2.4.3). In this
manner, there is a rapid burst of Cyclin
E/Cdk2 activity and cells proceed into S
phase. By contrast, antiproliferative (an-
timitogenic) signals push the equilibrium
into the reverse direction, leading to inhibi-
tion of Cyclin E/Cdk2 and Cyclin D/Cdk4
activity and arrest in G1 (see Fig. 9).

Specific aspects of these major mito-
genic and antimitogenic signaling path-
ways in regulation of the G1-S-phase
regulators will now be discussed.

2.5.1.1 TGFβ pathway. The transform-
ing growth factor β (TGFβ; Dpp in
Drosophila) signals through the het-
erodimeric transmembrane receptors,
Transforming Growth Factor Receptor
(TGFR) type I (Thickvein or Saxophone
in Drosophila) and type II (Punt in
Drosophila) (see Fig. 10). This results in
the phosphorylation of receptor-associated
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Cyclin D
p27-Kip1

Cdk4

p15-Ink4b
Cdc25A

(Inactive)

(Inactive) (Active)

(Active)

Mitogenic
signals

Antiproliferative
signal (TGFb)

Fig. 9 Cki exchange. During G1, Cyclin/Cdks are in
equilibrium between active and inactive states. When the Cdk
inhibitor p27KIP1 is associated with Cyclin D/Cdk4, it acts to
stabilize rather than inhibit this complex. As a consequence,
Cyclin E/Cdk2 is freed from inhibition by p27KIP1, allowing
kinase activity. Mitogenic signaling via Ras and Myc, allows
upregulation of cyclin D and repression of p27KIP1

transcription, further promoting the activation of Cyclin E/Cdk2
allowing progression into S phase. Antiproliferative signals
(such as TGFβ) lead to the transcriptional repression of cdk4,
and cdc25A. Since Cdc25A is required to dephosphorylate Cdk2
and Cdk4 (on Tyr15 and 17, respectively) for kinase activation,
downregulation of cdc25A pushes the equilibrium toward the
inactive state. TGFβ also induces expression of p15INK4B,
which binds specifically to Cdk4 preventing Cyclin D and
p27KIP1 from binding and inactivating the kinase. Free p27KIP1

can then bind to Cyclin E/Cdk2 and inhibit its activity.

Smad transcription factors R-Smads
(Smad1, 2, 3, 5, and 8; Mad in Drosophila)
enabling their interaction with the Co-
Smad (Smad4; Medea in Drosophila).
These complexes then translocate to the
nucleus and transactivate target genes. An-
other class of Smads, inhibitory Smads
(Smad6 and 7; Dad in Drosophila)

antagonize the effect of R-Smads and block
TGFβ signaling.

In mammalian epithelial cells, TGFβ

negatively regulates cell growth and pro-
liferation. TGFβ induces G1 arrest in
epithelial cells via inhibition of Cyclin
D/Cdk4(6) and Cyclin E/Cdk2 activity. In
the absence of TGFβ signaling, as cells
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Off On

TGFb

Plasma membrane

P

P

R-Smad

Co-Smad

R-Smad

Co-Smad

Type II
receptor kinase

Type I
receptor kinase

p15INK4B

Transcriptional
activation

Nucleus

Fig. 10 TGFβ signaling pathway. TGFβ signals though the type I and type II
heterodimeric receptor serine–threonine protein kinases. This leads to the
activation of the receptor-associated Smad transcription factor (R-Smad) that
then binds to another class of Smads (Co-Smad) and enters into the nucleus
where it promotes transcription of target genes. The p15INK4B gene is a well
characterized downstream target of Smad and TGFβ signaling (see text
for details).

progress through the G1-S transition,
D-type Cyclins accumulate and Cyclin
D/Cdk4(6) sequesters p21CIP1(p27KIP1)
away from Cyclin E/Cdk2, thereby allowing
its activation. TGFβ signaling induces ex-
pression of p15INK4B, a member of the
Cdk4(6) class of inhibitors. p15INK4B binds
to Cdk4(6), leading to the dissociation
of Cyclin D and the release of p27KIP1

from this complex. The ‘‘free’’ p27KIP1

then acts, via Cki exchange, to bind to
and inhibit Cyclin E/Cdk2 activity (see
Fig. 9). TGFβ therefore leads to G1 arrest
by inhibiting both Cyclin D and Cyclin E-
associated kinase activity. However, this is
not the only mechanism by which TGFβ

induces cells to arrest in G1, as cells
derived from p27KIP1 knockout mice are
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still sensitive to TGFβ. TGFβ also results
in downregulation of cdc25A transcription,
thereby reducing levels of active Cyclin
E/Cdk2 and Cyclin D/Cdk4 complexes.
In addition, TGFβ leads to downregula-
tion of cdk4 transcription, which serves
to free more p27KIP1 from the Cyclin D
complexes, allowing exchange to Cyclin
E/Cdk2. TGFβ also downregulates c-myc
expression, which is not only a regula-
tor of cell growth but also of cyclin D1
transcription, thereby serving to further
promote exchange of p27KIP1 to Cyclin
E/Cdk2. Finally, Smads have also been
shown to cooperate with a member of
the Forkhead class of transcription factors,
FoxO, to upregulate p21CIP1 transcription.
Thus, TGFβ acts via p27KIP1 dependent
and independent mechanisms to mediated
G1 arrest.

The Drosophila TGFβ superfamily
member Decapentaplegic (Dpp) acts to
stimulate cell growth and proliferation in
some contexts, but to inhibit cell prolif-
eration in other contexts. In early devel-
opment, and in third instar larval wing
imaginal discs, loss of dpp expression re-
sults in reduced tissue size. However, in
the third instar larval eye imaginal disc, dpp
mutant clones exhibit ectopic cell prolifera-
tion, while increasing Dpp signaling leads
to G1 arrest. Recent studies have shown
that the mechanism for this cell cycle in-
hibition by Dpp is likely to involve both
the Drosophila Retinoblastoma-E2F path-
way and the Drosophila p21CIP1(p27KIP1)
homolog, Dap.

2.5.1.2 EGFR–Ras pathway. The small
GTPase, Ras, is a key signaling protein
that is regulated by numerous receptor
tyrosine kinases. One major modulator
is the epidermal growth-factor receptor
(EGFR), which is a transmembrane pro-
tein that interacts with different ligands,

to activate Ras and the MAP Kinase
(MAPK or ERK) pathway (see Fig. 11).
The Ras GTPase is active in its Guano-
sine 5’-triphosphate (GTP)-bound state,
but inactive when bound to Guanosine
5’-diphosphate (GDP), and when active,
triggers the MAPK pathway. Oncogenic
(activated) forms of Ras, are due to mu-
tations that lock Ras in the GTP-bound
state (e.g. Ras Valine-12 mutation) and
contribute to ∼25% of all cancers. The
MAPK pathway, involves the serial acti-
vation of Raf (MAPKKK), MAPKK (MEK),
and MAPK (ERK) kinase cascade leading to
different outcomes depending on the cell
context. Ras can also upregulate other sig-
naling pathways, such as the PI3K pathway
(see below) and lead to the activation of an-
other small GTPase, Ral. In mammalian
cells, the importance of Ras in cell pro-
liferation is exemplified by the G1 arrest
observed when neutralizing antibodies to
Ras, or dominant-negative versions of Ras
(blocked in the GDP-bound state) are in-
jected into growth-factor stimulated cells,
and the prevalence of activated Ras muta-
tions in cancer. In Drosophila, EGFR–Ras
signaling also regulates cell cycle pro-
gression, as well as cell growth, survival,
differentiation, and patterning during de-
velopment.

The Ras–MAPK cascade acts via phos-
phorylation of numerous effectors, includ-
ing transcription factors of the Ets family,
and Jun and Fos(Fra), which dimerize
to generate the AP1 transcription factor.
Likewise, in Drosophila, Ras signaling ac-
tivates the Ets-family transcription factors,
Pointed and Yan, and also the Jun/Fos
transcription factor. In mammalian cells,
an important function of the Ras–MAPK
pathway is to phosphorylate and stabilize
the c-Myc transcription factor, which plays
an important role in cell growth and prolif-
eration (see Sect. 2.5.1.3). In Drosophila,
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TSC1/TSC2
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4E-BP1
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Ral

GSK3b

Myc

Jun/Fos

Mapk
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Fig. 11 Mitogenic signaling pathways – Ras, Myc, and Insulin-PI3K
EGFR-Ras signaling activates the MAPK cascade leading to
upregulation of transcription factors, such as Jun/Fos (AP1), and
acts to phosphorylate and stabilize Myc. Ras and Myc regulate cell
growth by increasing the transcription of translation initiation
factors and ribosomal components, and promote the cell cycle by
positively regulating Cyclin E levels or Cyclin E/Cdk2 activity.
Signaling through the insulin receptor pathway occurs via PI3K and
AKT, which phosphorylates and inactivates the Tsc1/Tsc2 complex,
leading to activation of Tor and S6 kinase. Activation of S6 kinase
results in increased cellular growth and promotes the G1-S phase
transition. AKT activation also leads to phosphorylation of GSK3β,
which acts to antagonize Myc and core cell cycle components, such
as Cyclin E by phosphorylating them and targeting them for
ubiquitin-mediated degradation. See text for further details.

activation of Ras also leads to upregula-
tion of the Myc transcription factor, by an
unknown mechanism.

Ras-mediated G1-S progression requires
the inactivation of Rb, which depends
upon the upregulation of cyclin D1 tran-
scription via the activation of Jun and
Fos(Fra) transcription factors, which bind
to the AP1 site on the Cyclin D1 pro-
moter. Ras also acts to promote trans-
lation of Cyclin D1, to increase Cyclin

D1 protein stability via activation of the
PI3K pathway (and inhibition of GSK3β-
mediated phosphorylation, which triggers
ubiquitin-dependent degradation of Cyclin
D; see Sect. 2.4.3 and the following). Ac-
tivation of Ras also leads to decreased
p27KIP1 transcription through repression
of the Forkhead transcription factors, de-
creased p27KIP1 protein synthesis, and de-
creased p27KIP1 protein stability through
both Cdk2-dependent and independent
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mechanisms. Finally, Ras signaling, via
the MAPK pathway, directly affects cell
growth by leading to the phosphorylation
of the Mnk protein kinase that phosphory-
lates the eukaryotic initiation factor eIF4E
and enhances its activity. Thus, Ras sig-
nals through many pathways to promote
cell cycle progression.

Conversely, in some contexts high levels
of Ras signaling can trigger upregulation
of p21CIP1, p15INK4B and p16INK4A and
downregulation of cdk4, leading to cell
cycle arrest. Upregulation of other path-
ways, such as the Rho GTPase pathway,
which blocks p21CIP1 expression, is re-
quired to overcome the G1 arrest caused
by high levels of activated Ras signaling.
Recent studies have also shown that in
cells with high levels of Ras signaling, the
transcription factor, NF-κB, is responsible
for inhibiting cdk4 transcription, and if
NF-κB activity is blocked, then activated
Ras-expressing cells show unrestrained
cell proliferation.

2.5.1.3 Myc. c-Myc is a basic-helix-loop-
helix-zipper (bHLHZ) transcription factor
that dimerizes with a related protein,
Max, and is upregulated in response to
many growth-factor signaling pathways.
c-Myc/Max complexes regulate genes in-
volved in cell growth and metabolism,
such as translation initiation factors and
ribosomal mRNA and proteins. Myc also
promotes the G1 to S phase progression
in both mammalian cells and Drosophila.
Drosophila dmyc mutations produce small
adults, suggesting a role in cell and tis-
sue growth. Indeed, Drosophila wing disc
cells that express higher levels of dMyc
compared with surrounding cells ‘‘out-
grow’’ the neighboring cells by exhibiting
faster rates of cell growth and cell pro-
liferation, as well as inducing apoptosis
in the neighboring cells. dMyc increases

transcription of Cyclin E and the activity
of Cyclin D/Cdk4, as well as increasing
the levels of Cyclin E posttranscription-
ally. In mammalian cells, c-Myc has also
been shown to induce the transcription of
D-type Cyclins, and in association with a
zinc-finger transcription factor, Miz1, acts
to repress transcription of the p21CIP1 and
p15INK4B genes.

c-Myc is normally rapidly turned over
via ubiquitination and proteasomal degra-
dation (see Sect. 2.4.3.4). The EGFR-Ras-
MAPK signaling pathway (as seen earlier)
regulates the level of c-Myc via phosphory-
lation of the Ser62 residue, resulting in c-
Myc stabilization (Fig. 11). In Drosophila,
the Ras pathway also leads to upregula-
tion of dMyc, although the mechanism
has not yet been elucidated. While phos-
phorylation of c-Myc at Ser62 stabilizes
it, this event allows the subsequent phos-
phorylation at Thr58 by GSK3β, which
leads to ubiquitin-mediated degradation
of c-Myc (see Sect. 2.5.1.3). This mecha-
nism provides tight control of c-Myc levels,
which is important for strict regulation
of G1-S phase progression. The impor-
tance of controlling Myc is highlighted
by the prevalence of Myc overexpression
in cancers.

2.5.1.4 Insulin receptor-PI3 kinase path-
way. The insulin receptor (Inr) path-
way (see Fig. 11) acts through the phos-
pholipid kinase PI3-Kinase (PI3K), the
protein kinase AKT (PKB), the pro-
tein kinase Tor, and S6 kinase (S6K),
which together lead to increased cel-
lular growth by induction of the pro-
tein translation machinery. The protein
kinase Tor, also responds to nutrient
levels to induce ribosome biogenesis.
In mammalian cells, activation of PI3K
stimulates S phase via increased Cy-
clin D/Cdk4 and Cyclin E/Cdk2 activity.
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The PI3K pathway acts through AKT
to phosphorylate and inactivate GSK3β,
which normally acts to inhibit G1-S
progression via phosphorylation of Cy-
clin D, E, and c-Myc, thereby promot-
ing their ubiquitin-mediated degradation
(see Sect. 2.4.3). AKT also downregu-
lates Cdk inhibitors by several mecha-
nisms: AKT phosphorylates p27KIP1 and
p21CIP1, sequestering them to the cy-
toplasm; leads to upregulation of Skp2,
the F-box component of the SCF, which
targets phospho-p27KIP1 and p21CIP1

for ubiquitin-mediated degradation; and
phosphophorylates and inactivates Fork-
head transcription factors thereby pre-
venting the transcription of p27KIP1 and
p21CIP1. AKT also facilitates the as-
sembly of CyclinD/Cdk4/p27KIP1 com-
plexes, thereby allowing activation of Cy-
clin E/Cdk2 via Cki exchange.

In Drosophila, the Tubulous Sclerosis
Complex (TSC1/TSC2) complex, a down-
stream component of the InR pathway (see
Fig. 11), acts to repress S6K activity and de-
crease Cyclin E levels. In the absence of
Inr activity, the TSC1/TSC2 complex, acts
to repress the Rheb GTPase, which is re-
quired to activate TOR and S6K. Activation
of Inr inhibits TSC1/TSC2, therefore re-
lieving inhibition of Rheb and allowing
S6K and Tor activation and subsequent
phosphorylation of the ribosomal protein
S6. S6 phosphorylation stimulates trans-
lation of a specific class of mRNAs, the
so-called TOP (terminal oligopyrimidine
tract in the 5′UTR) mRNAs that encode
ribosomal proteins and elongation factors.
Tor also phosphorylates and inactivates
4E-BP1, an inhibitor of the eIF4E trans-
lational initiation factor, thereby generally
increasing translation. Mutational analysis
of tsc1/tsc2 in Drosophila shows that loss
of this complex leads to increased S phases
and Cyclin E levels.

2.5.1.5 Hedgehog pathway. The Hedge-
hog (Hh) signal is transmitted through
two transmembrane proteins, Patched
(Ptc) that accumulates in intracellular
vesicles (endosomes) and Smoothened
(Smo) that predominantly localizes to the
plasma membrane (see Fig. 12). The zinc-
finger transcription factor Gli (or Ci in
Drosophila) acts in an Hh-dependent man-
ner, to repress or activate target genes. In
the absence of Hh signaling, Smo is in-
hibited indirectly by Ptc and directly by
the kinesin-related protein Costal2 (Cos2),
which causes internalization of Smo into
endosomes, a process dependent upon
actin, microtubules, and endocytosis pro-
teins. Internalization of Smo, leads to
the degradation of Ci (Gli) into its re-
pressor form (Ci75 in Drosophila), which
requires PKA phosphorylation and Nedd8
modification of the Cul1-based SCFSlimb

complex. At the same time, full-length
Gli (Ci155 in Drosophila) is tethered to
microtubules by Cos2, Fused and Sup-
pressor of Fused (Su(Fu)), and further
regulated by constitutive export from the
nucleus. In Drosophila, the Ci75 repres-
sor form localizes to the nucleus, where
it inhibits transcription of targets such as
hh and the TGFβ family member, dpp. In
the presence of the Hh signal, Ptc inhi-
bition of Smo is overcome, resulting in
Smo activation and translocation from in-
ternal membranes to the cell surface, in
a Cos2-dependent manner. This leads to
the stabilization of full-length Ci155, which
translocates to the nucleus and activates
targets, such as hh, ptc, dpp in Drosophila.

In Drosophila, Hh signaling was first
implicated in cell proliferation when ptc
mutants were identified in a genetic screen
for regulators of Retinoblastoma (RBF1).
Furthermore, smo mutants prevent cells in
the posterior region of the third instar
larval eye imaginal disc from entering
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S phase. Conversely, overexpression of
Ci155, results in ectopic S-phase entry in
cells normally in G1 in the third instar
larval eye and wing imaginal discs and
the brain lobes. Moreover, Ci155-induced
S-phase entry is Rb-independent, since
ectopic S phases are still observed in the
presence of a nonphosphorylatable and
constitutively active version of Rb, RBF1280

(see Sect. 2.3.5). However, upregulation of
Ci in the third instar larval eye imaginal
disc, results in ectopic Cyclin E expression,
which is due to the direct binding of Ci155

to the cyclin E promoter and induction of
cyclin E transcription. This is consistent
with the observation that progression into
S phase in the posterior region of the eye
disc is an dE2F1-independent process.

The Hh pathway also regulates Cy-
clin D expression in the Drosophila eye
imaginal disc. Normally, Cyclin D is ex-
pressed in the posterior region of the
Drosophila eye disc, with the highest
level of expression coinciding with Ci
expression in cells undergoing the G1-
S phase transition. Consistent with Hh
signaling normally being required for
Cyclin D expression, reduced levels of
Cyclin D are observed in smo mutant
cells, and overexpression of Ci induces
high levels of cyclin D transcript in the
third instar larval eye and wing imag-
inal discs. Furthermore, overexpression
of Patched reduces cell growth and cell
proliferation, which can be overcome by
coexpression of Cyclin D/Cdk4, indicating
that Cyclin D is an important down-
stream target of Hh. Thus Hh signaling
upregulates the two cyclins required for
cell growth and cell proliferation in the
Drosophila eye disc. It remains to be de-
termined how general this mechanism
is in Drosophila cell cycles and whether
this is also the case in mammals In-
deed, recent studies have shown that Hh

signaling, like Dpp may be important
in the developmental F1 arrest during
Drosophila eye development.

2.5.1.6 Wnt (Wingless) pathway. Wnt or
Wingless are extracellular morphogens
that act through Frizzled receptors, to
mediate signaling through several differ-
ent pathways. In the canonical pathway
(which we consider here), Wnt signal-
ing leads to the transcriptional activation
by β-catenin, an important transcriptional
regulator of cell cycle genes (see Fig. 13).
In the absence of Wnt signaling, β-catenin
is localized to the cytoplasm in a com-
plex with the two scaffolding proteins,
adenomatous polyposis coli tumor sup-
pressor protein (Apc) and Axin, which
mediate phosphorylation of β-catenin by
GSK3β, and subsequent degradation. Apc
can also shuttle into the nucleus, and
when overexpressed, acts in the nucleus
to block G1-S progression. In the pres-
ence of Wnt, activation of the canonical
Wnt signaling pathway results in stabi-
lized, nuclear-localized β-catenin, which
interacts with the HMG-box transcription
factor (TCF), to activate transcription of
cell cycle target genes including c-myc and
cyclin D1.

In Drosophila wing development, Wing-
less (Wg) signaling is required for cell
survival, as cells deprived of Wg activity
die at a high frequency. However, inhi-
bition of cell death in cells deprived of
Wg activity, results in increased prolif-
eration correlating with increased dE2F1
activity. Conversely, activation of the Wg
pathway leads to reduced cell proliferation
correlating with reduced dE2F1 activity.
In contrast to observation in mammalian
cells (as seen earlier), upregulation of
Wg signaling in Drosophila inhibits dmyc
expression in the third instar larval pre-
sumptive wing margin cell (referred to as
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Fig. 13 Canonical Wnt (Wingless) signaling pathway. Wnt, or
Wingless (Wg) in Drosophila, signals through the Frizzled
transmembrane receptor and the PDZ-containing adaptor protein,
Disheveled, to lead to the inactivation of the serine/threonine kinase
GSK3β. In the absence of Wnt in mammalian cells, β-catenin is
normally bound by a complex containing adenomatous polyposis
coli protein (Apc), Axin and GSK3β, which phosphorylates and
targets β-catenin for degradation. In the presence of the Wnt signal,
Disheveled binds to Axin, excludes GSK3β and allows β-catenin to
accumulate. Stable β-catenin translocates to the nucleus where it
forms a complex with the HMG-box transcription factor, TCF (LEF1),
and transactivates expression of target genes. Both c-myc and cyclin
D have been reported to be downstream transcriptional targets of
the Wnt pathway (see text for details).

the zone of nonproliferating cells, ZNC).
In these cells, Wg-mediated downregula-
tion of dmyc leads to an RBF1-mediated

G1 arrest. However, in other tissues, such
as the eye imaginal disc, upregulation of
Wg signalling promotes cell proliferation.
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Fig. 14 Notch signaling pathway. In the
Notch signaling pathway, the sending
cell expresses Delta or Serrate, which
are ligands for the Notch receptor at the
receiving cell. Activation of Notch leads
to its cleavage and its localization to the
nucleus, where it associates with the
coactivator Su(Hairless) to regulate
transcription of its targets. Cyclin D has
been reported to be a downstream
target of the Notch pathway (see text
for details).

Plasma membrane

Plasma membrane

Notch Proteolysis

Cyclin D

Transcriptional
activation

Notch
Su Hairless

Delta

2.5.1.7 Notch pathway. Notch is a fam-
ily of large transmembrane proteins that
mediate multiple cellular processes, in-
cluding proliferation, differentiation, and
apoptosis, by interacting with the trans-
membrane protein Delta in the adjacent
cell. Notch signaling leads to cleavage of
Notch and release of the Notch intracellu-
lar domain, which can enter the nucleus
and bind to the transcription factor, Su(H),
activating transcription of target genes
(Fig. 14). In mammalian cells, Notch sig-
naling leads to the induction of cyclin
D1 transcription and the activation of the
Cdk2 protein kinase, promoting entry into
S phase. In Drosophila eye development,
Notch regulates neural cell differentiation,
but also promotes cell proliferation. Re-
cently, Notch signaling has been shown

to play an important role in driving the
developmental synchronized S phases dur-
ing Drosophila development. While in
other studies ectopic Notch signaling has
been shown to promote cell proliferation
in the developing eye by upregulation of
the Jak kinase-Stat transcription factor sig-
naling pathway and the Eyg transcription
factor. Interestingly, Cyclin D/Cdk4 ap-
pears to act downstream of Jak, and plays a
role in the stability of the Stat transcription
factor. Furthermore, in Drosophila ooge-
nesis, Notch signaling has been shown to
have a role in the downregulation of the
CIP(KIP) homolog, Dacapo, which is re-
quired to alter the cell cycle mode (see
Sect. 2.7.2.2). However, in other contexts
such as the developing wing Notch signal-
ing can act to inhibit cell proliferation.
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In conclusion, extracellular signaling via
growth-factor receptors play a major role
in regulating the G1-S phase transition
through affects on transcription, transla-
tion, and proteolysis of cyclins, Cdks, and
Cdk regulators. There are, however, addi-
tional mechanisms by which extracellular
factors can regulate G1-S phase progres-
sion, which is by the interaction of cells
with their neighbors and via their tissue
context (see below).

2.5.2 Regulation of G1-S Phase
Progression by Anchorage, Contact
Inhibition, and Tissue Architecture
From the earliest days of growing cells
in tissue culture, it was noted that cell
proliferation was influenced by two events.
First, cells depended upon attachment to
the culture dish in order to enter into
the cell cycle, a phenomena known as
anchorage dependence. Second, it was ob-
served that when cells grew to confluency,
cells arrested in G1 phase, a phenomenon
known as contact inhibition. These controls
were known to be important for restraining
cell proliferation, since loss of anchor-
age dependence and contact inhibition are
hallmarks of cancer. It is now known that
both of these events are due to communi-
cation between a cell and the neighboring
cell or between the cell and the extra-
cellular matrix (ECM, a complex ordered
network of proteins, such as laminin and
fibronectin).

Anchorage-dependent proliferation re-
quires signaling through integrins after
they have bound to their substrates in
the ECM. Integrin-mediated adhesion via
upregulation of the tyrosine kinases, Fo-
cal adhesion kinase (FAK) and Src, can
lead to the upregulation of many signaling
pathways, such as the Rac GTPase, PI3K
(Sect. 2.5.1.4), Ras–MAPK (Sect. 2.5.1.2)
and the Jun kinase pathways. Activation

of these pathways, can lead to the activa-
tion of the Jun/Fos (AP1) and β-catenin
transcription factors that are important for
cyclin D transcription (see Sects. 2.5.1.2
and 2.5.1.5). Moreover, activation of the
PI3K pathway, via AKT, leads to upregu-
lation of Cyclin D translation and protein
accumulation, and downregulation of Cdk
inhibitors, and thereby leads to activa-
tion of Cyclin E/Cdk2 (see Sect. 2.4.2).
Anchorage-dependent proliferation also
requires the transcription of the cyclin A
gene, via p107/E2F4 regulation, at the on-
set of S phase. Thus, by signaling through
multiple pathways after contact with ECM
components, integrins promote the up-
regulation of cyclin/Cdk activity and entry
into S phase. By contrast, in some contexts,
contact of specific integrins with particular
components of the ECM can act to limit cell
proliferation; however, the mechanism by
which this occurs is not well understood.

Contact inhibition acts primarily
through adherens junctions, which are
specialized junctional complexes involved
in cell–cell connection and signaling. Key
proteins at adherens junctions, are the
cadherins, such as E-cadherin and N-
cadherin, which are large transmembrane
proteins that form complexes with
the cytoskeletal protein, α-catenin, and
with the transcription factor, β-catenin
(see Sect. 2.5.1.5). By sequestering β-
catenin to the membrane, cadherins,
prevent β-catenin from entering the
nucleus, thereby preventing transcription
of c-myc and cyclin D. The cadherin
complex also regulates other pathways,
such as the Rac GTPase, which can
inhibit signaling via another GTPase,
Rho. Rho activation in mammalian cells
has been shown to promote cell cycle
progression by leading to downregulation
of the cyclin/Cdk inhibitors p21CIP1 and
p27KIP, and upregulation of Cyclin D
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and Cyclin E. Within a whole organism,
contact inhibition via the adhesion
junctions also appears to be important
in limiting cell proliferation. In mouse
models and in human disease conditions,
disruption of the integrity of adherens
junctions by mutations in the junctional
proteins, α-catenin or E-cadherin, leads
to hyperproliferation and tumorigenesis.
For example, ablation of E-cadherin
and α-catenin in mouse skin leads
to hyperproliferation. The epithelial
hyperplasia in mice mutant for α-catenin,
is associated with ectopic Ras-MAPK
signaling. Ectopic activation of signaling
pathways, has also been observed in
other studies when cellular architecture is
disrupted, and was shown to be due to the
breakdown of cell polarity, which normally
acts to separate ligands and their receptors
to exclusive cellular compartments.

Within a whole organism, the architec-
ture of the tissue, the arrangement of
individual cells to each other, can also
be an important factor in restraining inap-
propriate cell proliferation. Epithelial cells,
in particular, exhibit a highly organized
cell shape (cell polarity), which requires
the formation of specialized junctional
complexes, the Bazooka complex, Crumbs
complex, Dlg complex, and the adherens
junctions, along their apical–basal axis
(Fig. 15). The importance of cell polarity
and integrity of junctional complexes to
cell proliferation control, is dramatically
exemplified by the Drosophila neoplas-
tic tumor suppressor genes, dlg, encoding
a Membrane Associated Guanylate Ki-
nase (MAGUK) protein, scrib (encoding a
leucine rich repeat, LRR and PDZ domain
protein) and lgl (encoding a WD40 domain-
containing protein). Dlg and Scrib localize
to the septate junctions, and genetically in-
teract with Lgl, which is cytoplasmically
and cortically localized. In the absence

of any of these proteins, correct polariza-
tion of epithelial tissues and neuroblasts
is disrupted, the tissue fails to properly
differentiate, and cells upregulate Cyclin
E and overproliferate to form large in-
vasive tumors. The ability of Scrib, Dlg,
and Lgl to regulate cell polarity and pro-
liferation is likely to be conserved in the
mouse, since mouse lgl1 mutant exhibit
defects in neural progenitor cell polarity
associated with overproliferation. A sec-
ond Lgl homolog, Lgl2, also exists and
exposing redundant functions will require
the generation of an Lgl2 knockout and
analysis of the double mutant. Four Dlg
homologs exist in the mouse, the over-
lapping functions of which are yet to be
explored in vivo. However, Scrib is rep-
resented by a single gene (Scrb1), mouse
mutants of which exhibit dramatic devel-
opmental defects in neural tube closure,
although cell proliferation defects have not
yet been reported. Interestingly, however,
both Dlg and Scrib proteins contain PDZ
domains and are targeted for degradation
by the E6 onco-protein of high-risk hu-
man papilloma viruses, which appears to
be important for E6’s ability to promote
epithelial hyperplasia.

A central issue raised by studies of scrib,
lgl, and dlg mutants is whether exces-
sive cell proliferation is a consequence
of disrupting cell polarity or due to cell
polarity-independent functions of these
proteins. At this stage, very little is known
of the molecular mechanism by which,
Lgl, Dlg, or Scrib connect to the cell cy-
cle. Studies in Drosophila suggest that the
polarity and proliferation defects of lgl mu-
tants can be suppressed by reducing the
dosage of atypical protein kinase C (aPKC),
a component of the Bazooka apical com-
plex). However, it is not clear whether
this reflects a positive cell cycle role for
aPKC downstream of Lgl, or an inhibitory
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Fig. 15 Cell polarity and G1-S regulation. A polarized epithelial cell
exhibits distinct domains of membrane associated-protein complexes
along its apical–basal axis. At the apical surface, known as the
subapical region, there are two complexes: The Crumbs complex
(Crumbs/Stardust/Patj) and the Bazooka complex (Bazooka/Atypical
Protein Kinase C (aPKC)/Dpar-6/Cdc42). Below the subapical region
lies the adherens junction where, E-cadherin, β-catenin and α-catenin
form a complex. Basal to the adherens junction, is the septate junction
in Drosophila (or the basal region in mammalian cells), where Dlg and
Scribble (Scrib) are located. Lgl can also concentrate at the septate
junctions and genetically interacts with Scrib and Dlg. At the basal
surface of the cell, the transmembrane Integrin proteins localize and
form connections to components of the extracellular matrix. In
Drosophila Dlg, Scrib, and Lgl are neoplastic tumor suppressors and
mutation in any one of these proteins leads to loss of polarity and
uncontrolled cell proliferation. Dlg, Scrib, and Lgl work in a common
pathway to regulate cell polarity and inhibit G1-S progression by
preventing Cyclin E expression.

role for aPKC on Lgl function. In the lgl1
mouse knockout, the hyperproliferation of
neural cells is correlated with mislocal-
ization of Numb, a protein involved in
asymmetric division, and ectopic Notch
signaling. Consistent with this, there are
strong similarities between the hyperpro-
liferation defects of the lgl1 knockout and
the conditional double knockout of Numb
and Numblike. In this context, therefore,
it seems likely that defects in the reg-
ulation of cell asymmetry are primarily

responsible for the inappropriate activa-
tion of a signaling pathway promoting
ectopic cell proliferation.

Intriguingly, a specific connection be-
tween the regulation of Cyclin E and
cellular architecture has recently emerged
from a genetic screen in Drosophila for
dominant suppressors of a cyclin E hypo-
morphic allele. Unexpectedly, within this
sensitized background, adhesion and cy-
toskeleton genes (including scrib, dlg, and
lgl) were identified as negative regulators of
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cyclin E. This suggests that there are direct
links between the polarized cell architec-
ture and the cell cycle machinery in vivo.
Indeed, analysis of mutants and dissection
of domains for Drosophila Dlg and Scrib,
suggest that their cell proliferation role is
separable from their role in cell polarity,
although how these genes regulate Cyclin
E levels is not known.

In conclusion, progression into S
phase depends upon extracellular inputs,
both from diffusible growth factors, and
through contact with neighboring cells and
the ECM. Moreover, the structure (shape)
of a cell is very important in enabling
appropriate contacts with adjacent cells
and with the ECM, as well as for correct
localization of growth-factor receptors to
provide strict control of cell proliferation.
When these controls fail, inappropriate
cell proliferation can ensue, leading to
cancer.

2.6
Regulation of G1-S Phase by the
DNA-damage and DNA-replication
Checkpoint: p53

Another important control of G1-S phase
progression occurs in response to DNA
damage or DNA-replication errors. These
controls are known as the DNA-damage
and DNA-replication G1 checkpoints.
When DNA is damaged or DNA replica-
tion is halted in response to environmental
assaults, monitoring proteins sense the
damage or impairment and lead to cell
cycle arrest until the damage can be re-
paired or apoptosis (regulated cell death)
is triggered to eliminate the damaged cell.
This checkpoint control is very impor-
tant to maintain genomic integrity, and
if this mechanism fails the accumulated
DNA damage and/or chromosome loss
(aneuploidy) is highly conducive to the

development of cancer. The tumor sup-
pressor, p53, is a major player in the
DNA-damage and DNA-replication check-
point mechanism, and its importance in
this mechanism is highlighted by its mu-
tation in most human cancers.

In G1 or S phase cells, p53 is activated
in response to DNA damage and DNA-
replication errors by a signaling cascade
involving the ATM (ataxia telangiectasia
mutated) or ATR (ATM-related) and the
Chk2 protein kinases (see Fig. 16). ATM
is activated by double-strand DNA breaks
due to ionizing radiation, while ATR is
activated by DNA base damage due to ultra-
violet radiation and by unreplicated DNA.
The p53 transcription factor is normally
highly unstable due to ubiquitin-mediated
degradation, mediated by the Mdm2 ubiq-
uitin ligase. Upon phosphorylation by
ATM or ATR and Chk2 protein kinases,
p53 is stabilized and is able to transacti-
vate targets involved in cell cycle arrest,
DNA repair, and apoptosis. The critical
p53 target required for G1 phase arrest
is the p21CIP1 Cdk inhibitor. By upreg-
ulation of p21CIP1, the DNA damage or
DNA-replication checkpoint pathways lead
to inactivation of cyclin-Cdks and arrest in
G1 or S phase, until the damage can be
repaired. In Drosophila, the p53 pathway
is also conserved and acts in response
to DNA damage; however, the outcome
of this pathway in Drosophila is focused
toward upregulation of the apoptotic path-
way, and not upregulation of the CIP(KIP)
homolog, Dacapo.

An additional layer of regulation on
p53 activity is mediated by the p19ARF

protein, which is encoded by an alter-
native reading frame in the p16INK4A

locus. In response to high levels of mi-
togenic signaling and upregulation of the
Ras, Myc, and E2F pathways, transcrip-
tional upregulation of both p16INK4A and
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p19ARF occurs. While p16INK4A inhibits
cyclin/Cdk4 activity, p19ARF acts to stabi-
lize p53 by inhibiting the Mdm2 ubiquitin
ligase. The convergence of the p16INK4A-
Rb and p19ARF-p53 pathways at the INK4A
locus remains an evolutionary puzzle as it
provides a doubly effective target for muta-
tion. Indeed, the INK4A locus is frequently
mutated in human cancer, particularly
in melanoma.

In addition to their role in upregulating
p53, ATM and ATR also have a p53-
independent role in regulating the firing of
DNA-replication origins (see Sect. 2.7.2).
Upon perturbations to DNA replication,
such as inhibition of DNA polymerase by
the drug aphidocolin, ATM (ATR) trigger
activation of Chk1 and Chk2, which then
inhibit the Cdc25A phosphatase, thereby
leading to the inhibition of Cyclin E/Cdk2
and preventing DNA-replication initia-
tion. In addition, ATM and ATR directly
phosphorylate components of the DNA-
replication initiation complex, the MCM
proteins (see Sect. 2.7.2), which is impor-
tant for these checkpoints to function. The
importance of this mechanism is high-
lighted by the premature DNA-replication
origin firing that occurs when ATM (ATR)
are inhibited by the drug, caffeine.

In conclusion, the G1 DNA damage
and DNA-replication checkpoints provide
additional tiers of regulation to the G1-
S phase transition, by monitoring the
status of the cell so that DNA damage
can be repaired and DNA replication can
occur faithfully.

2.7
G1-S Cyclin/Cdks and Progression into S
Phase

Once Cyclin E/Cdk2 activity has been
fully activated and Rb has been
phosphorylated and inactivated, the cell

becomes committed to enter S phase. Two
important events need to occur during S
phase: centrosome duplication and DNA
replication. The regulation of centrosomal
duplication by Cyclin E/Cdk2 and the
events occurring at the initiation of DNA
replication are discussed in the following.

2.7.1 Centrosomal Duplication
The centrosome (microtubule-organizing
center, MTOC) is important for segrega-
tion of chromosomes in mitosis, and is
duplicated in S phase. The centrosome
consists of a central centriole (clusters of
microtubules) surrounded by protein ma-
trix, termed the pericentriolar material. For
the centrosome to duplicate, the centri-
ole first needs to duplicate. The daughter
centriole forms in an orthogonal orien-
tation to the mother centriole, by an
unknown mechanism. The mother and
daughter centrioles then separate and form
a pair of centrosomes from the pericen-
triolar material. Centrosome duplication
in vertebrates requires Cyclin E/Cdk2 ac-
tivity. Constitutive activation of Cyclin E
or mutation of p21-Cip1 results in an
increase in centrosome numbers. How
Cyclin E/Cdk2 results in centrosomal du-
plication in mammalian cells is presently
unclear, but the centrosomal proteins,
Nucleophosmin (NPM/B23) and CP110,
which are required for centrosome dupli-
cation, have been shown to be substrates
of Cyclin E/Cdk2. However, a Cdk2-
independent role for Cyclin E in centro-
somal duplication, by specific localization
of Cyclin E at the centrosome has recently
been described. This finding is consis-
tent with roles for Cyclin E, distinct from
Cdk2 that have been revealed by mouse
knockout studies (see Sect. 2.2.1.2). In
Drosophila, however, while mutations in
SkpA (homolog of Skp1) of the SCF ubiqui-
tin–ligase complex, have supernumerary
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centrosomes, this is apparently not due
to upregulation of Cyclin E/Cdk2 activ-
ity, since skpA, cyclin E double mutants
still exhibit overduplication of centro-
somes. Thus, it appears that there may
be differences in regulation of centrosome
duplication between Drosophila and mam-
malian cells.

2.7.2 Initiation of DNA Replication
Studies in the budding yeast, S. cerevisiae,
have generated a basic model for how du-
plication of chromosomes is controlled
during the cell cycle (see Fig. 17). Ge-
netic analysis in S. cerevisiae has identified
well-defined origins of DNA replication to
which a large prereplicative protein com-
plex (pre-RC) is recruited during the M-G1
phase transition of the cell cycle. Compo-
nents of the pre-RC have been identified,
by genetic and biochemical approaches,
and include six origin recognition com-
plex, ORC proteins, six minichromosome
maintenance MCM (MCM2–7) proteins,
Cdc6, and Cdc45 (see Fig. 17). The ORC
proteins remain associated with the repli-
cation origin throughout the cell cycle,
while other components of the preiniti-
ation complex are sequentially loaded onto
origins during G1 phase. Cdc6 is first re-
cruited to origins by an ORC-dependent
mechanism. Cdc6 then recruits the MCM
protein complex onto DNA-replication ori-
gins. In late G1, recruitment of Cdc45 to
the pre-RC allows the binding of DNA
polymerase-α. Cdc6 is a member of a
large superfamily of ATPases known as
the AAA+ family and it exhibits significant
sequence similarities to subunits of clamp-
loading proteins in eukaryotes (replication
factor C complex) and prokaryotes (γ -
complex), and may be the loading factor
that clamps the MCM protein complex
to the DNA. The MCM protein complex
has recently been shown to have helicase

activity in vivo and is required for unwind-
ing the DNA helix at the replication fork
during DNA-replication elongation.

The mechanism by which origins are
activated is not fully understood, but recent
studies have shown that phosphorylation
of Cdc45 by Cdk and Cdc7/Dbf4 protein
kinases is required for the loading of
Cdc45 onto replication origins. Once DNA
replication is initiated and a bidirectional
replication fork is generated, disassembly
of the pre-RC complex occurs, thereby
preventing further DNA polymerase-α
recruitment and rereplication. In yeast,
reinitiation is prevented by mitotic Cyclin
B/Cdk activity by maintaining MCMs in a
hyperphosphorylated state and inhibiting
new synthesis of Cdc6, which is degraded
by ubiquitin-mediated proteolysis after
origin firing. At the completion of mitosis,
inactivation of mitotic cyclin-associated
Cdk activity marks the end of inhibitory
signals that block new pre-RC formation
and allows the pre-RC to reform. Thus, Cdk
activity in yeast is responsible for origin
firing as well as restricting initiation to
once per cell cycle.

Most regulators of replication in yeast
such as ORCs, MCMs, Cdc45, and Cdc6
have counterparts in animal cells includ-
ing Drosophila, although the regulation
has not yet been rigorously defined. As
in yeast, Drosophila Cdc6 is recruited to
the origins in an ORC-dependent process
followed by the minichromosome main-
tenance 2–7 (MCM2–7) protein complex.
Later in G1, the recruitment of Cdc45 al-
lows the binding of the DNA polymerase-α
at the origin. Recruitment of Cdc45 is de-
pendent on phosphorylation by Dbf4/Cdc7
and in Xenopus the replication initiation
factor MCM10 is required after pre-RC as-
sembly and to load Cdc45 onto chromatin.
Cyclin E/Cdk2 is subsequently required
to allow replication initiation. Indeed, in
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Fig. 17 The initiation of DNA replication. In late
G1, origins are first recognized and bound by a
six-subunit origin recognition complex (ORC),
which remains associated with the origin of
replication throughout the cell cycle. In an
ORC-dependent process, Cdc6 and Cdt1 are
recruited to the origins and are necessary to
recruit the MCM2-7 protein complex. Cdc45 can
then binds and assemble the prereplication
(pre-RC) complex, which allows the binding of
the DNA polymerase-α. The CyclinE/Cdk2 and

Dbf4/Cdc7 protein kinases are then recruited to
the pre-RC complex and trigger DNA replication.
After initiation of replication, Cdks phosphorylate
Cdc6 and Cdt1, thereby preventing re-replication
during S, G2, and M phase. In metazoans,
Geminin prevents re-replication during S, G2,
and M phase by binding and sequestering Cdt1.
Geminin is degraded via the anaphase
promoting complex (APC) at the meta-anaphase
transition. In this way, Cdt1 allows MCM binding
to occur from late mitosis to early S phase.

Xenopus, Cyclin E binds to Cdc6, thereby
localizing the Cdk2 complex to chromatin,
which is important for DNA-replication
initiation. Components of the SCF ubiq-
uitin–ligase complex, including Skp1 and

Cul1, are also recruited to chromatin and
the preinitiation complex through Cyclin
E/Cdk2, and are important in degrading
the p27KIP1 inhibitor bound to Cyclin
E/Cdk2, thereby allowing activation of
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Cyclin E/Cdk2 and DNA-replication ori-
gin firing.

While most proteins are conserved be-
tween yeast and animals, there appears
to be considerable differences in regula-
tion of DNA-replication initiation between
organisms. One example is the loading
of Cdc45 onto pre-RCs. In extracts from
the oocytes of the frog, Xenopus laevis,
phosphorylation of Cdc45 by Dbf4/Cdc7
protein kinase recruits Cdc45 to the pre-RC
and Cyclin E/Cdk2 functions after this step
to allow initiation, while in yeast, Cdk activ-
ity is required before Dbf4/Cdc7. Another
example includes differences in regulation
of Cdc6. While in yeast, Cdc6 activity is
regulated by degradation, its regulation in
animal cells is more complex. In human
cells, Cdc6 activity requires Cdk phos-
phorylation in G1, while Cyclin A/Cdk
phosphorylation in early S phase results
in nuclear-cytoplasmic export. This Cyclin
A-dependent event, results in the degra-
dation of free Cdc6, while pre-RC-bound
Cdc6 remains stable. Phosphorylated Cdc6
is targeted for ubiquitination by the Skp1,
Cul1, F-box (SCF) ubiquitin E3 ligase and
subsequently degraded by the 26S protea-
some. Therefore, activity of soluble Cdc6
is controlled through G1-S cyclin/Cdk2
activity, while chromatin-bound Cdc6 is
constant for most of the cell cycle, sug-
gesting that DNA-replication initiation is
not primarily controlled by the presence of
Cdc6 on chromatin. In contrast to these
findings, in vitro studies in Xenopus, sug-
gest that phosphorylation of Cdc6 is not
important for either DNA-replication initi-
ation or blocking rereplication.

To explain how DNA replication is
limited to once per cell cycle in meta-
zoans, a factor termed licencing factor
was proposed to permit DNA to become
replication-competent after mitosis, but

then to be inactivated once DNA repli-
cation was initiated, until resynthesized
again after mitosis. Recently this licens-
ing factor has been shown to be Cdt1.
Cdt1, together with Cdc6, promotes load-
ing of MCMs onto replication origins in
M-G1 phase and is inactivated after origin
firing in S phase. The majority of Cdt1
protein is rapidly degraded at the G1-S
transition. Evidence from several organ-
isms suggests that Cdt1 is targeted for
proteasome-mediated degradation by two
ubiquitin–ligase complexes, an SCF ubiq-
uitin ligase that contains the specificity
subunit Skp2, and an SCF-like ubiquitin
ligase that is based on Cul4. The SCF-
dependent proteolytic pathway is activated
at the G1-S transition, and SCF targets are
marked for degradation by Cdk-dependent
phosphorylation. In Drosophila, the Cdt1
homolog, Double-parked (Dup) is abun-
dant in G1 when origins are licensed,
but is then rapidly degraded when Cy-
clin E appears at the G1-S transition.
This degradation appears to be at least
partly regulated through Cyclin E/Cdk2
phosphorylation; however, it seems that
additional mechanisms are needed to en-
sure complete Dup degradation. In human
cells, the decrease in hCdt1 protein levels
closely mirrors the accumulation of Cy-
clin A. Indeed, hCdt1 has a consensus
site for Cdk phosphorylation, suggesting
that hCdt1 may be phosphorylated by a
Cyclin A–Cdk complex and targeted for
SCF-dependent proteolysis in S phase. The
oscillation of hCdt1 protein levels, simi-
lar to that of S. pombe Cdc18 (the Cdc6
homolog) and Cdt1, may therefore be im-
portant for preventing origin refiring in S
and G2 phase in human cells.

In metazoans, it has recently been
discovered that an additional tier of
regulation exists. A novel DNA-replication
inhibitor, Geminin, has been identified
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in Xenopus, Drosophila, and mammalian
cells. Geminin functions as a negative
regulator of DNA-replication initiation by
binding to Cdt1 and thereby inhibiting
the loading of the MCMs. Consistent with
Geminin functioning to inhibit Cdt1 and
prevent rereplication, Geminin is high in
G2 cells, but is degraded in mitosis. In this
way, Cdt1-induced MCM binding can only
occur when Geminin is absent, at the end
of mitosis until early S phase.

2.7.2.1 Transcriptional regulation of DNA
replication. A key question in under-
standing DNA replication in metazoans
is what determines the timing of DNA-
replication origin firing. Global genomic
and expression analysis in Drosophila
have revealed a strong correlation be-
tween gene expression and timing of
DNA replication, where early replicat-
ing regions correlate with expressed
genes and late replicating regions gen-
erally correlate with silent genes. Indeed
many studies have found correlations
between the chromatin state and the
firing of DNA-replication origins, suggest-
ing that chromatin-remodeling complexes
may play an important role in regulat-
ing DNA replication. Recent studies in
Drosophila have shown that histone acety-
lation is an epigenetic event that regulates
DNA replication. Acetylated histone H4
colocalizes with ORC2 at times of ac-
tive initiation of replication in chorion
genes and is enriched specifically at the
origins. Loss of the histone deacetylase
(HDAC), Rpd3 by mutation (or by use of
an HDAC inhibitor) results in genome
reduplication independent of transcrip-
tion. In addition, Rpd3 and the chromatin-
remodeling protein, Polycomb (Pc), locally
inhibit DNA replication origin activity,
whereas the histone acetylase, HAT1
(Hbo1 in Drosophila) activated origin

firing. In mammalian cells, HDAC and the
Sin3 HDAC-recruiting complex have been
found to associate with the DNA replica-
tion and repair protein, Proliferating cell
nuclear antigen (PCNA), Replication fac-
tor C (RFC), which acts as a clamp loader
for PCNA, or with the DNA polymerase-ε
complex involved in DNA-replication elon-
gation. Together these data indicate that
widespread acetylation may open chro-
matin and allow DNA-replication origin
proteins to gain access to additional bind-
ing sites, thereby imparting origin activity
in both Drosophila and mammalian cells.

How are these chromatin modifiers re-
cruited to origins? In Drosophila RBF1,
dE2F1 and dDP function together at ori-
gins of replication to regulate replication
of the chorion genes during the amplifica-
tion endoreplication cycles of the ovarian
follicle cells (see the following). Indeed,
dE2F1 can bind directly to ORC2 at these
chorion gene origins, and the localization
of ORC2 to these origins is prevented
in dE2F1 and dDP female sterile mu-
tants. Furthermore, activating mutations
of dE2F1 have been identified that have
increased replication at the chorion gene
loci. These mutations remove the bind-
ing site for the Drosophila retinoblastoma
homolog, RBF1, but also remove the
transactivation domain of dE2F1. This
shows that dE2F1 has a DNA replica-
tion–promoting role at the chorion gene
loci that is independent of dE2F1s role as a
transcriptional activator. This mechanism
is not limited to these specialized cy-
cles, since transcription-independent roles
for dE2F in inducing S phase have also
been documented in the Drosophila eye
imaginal disc. Furthermore, this mech-
anism appears to be conserved as a
similar nontranscriptional role in DNA-
replication inhibition has been observed
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for Rb in mammalian cells. In mam-
malian cells, Rb binds to MCM7 and
inhibits DNA replication and Rb local-
izes to DNA-replication foci. These studies
suggest that the E2F/DP complex plays
a direct role at DNA-replication origins
which is antagonized by Rb. Finally, mam-
malian Rb can bind to HDACs and
the chromatin-remodeling HDAC com-
plex is recruited with Rb to sites of
DNA-replication initiation in mammalian
cells. Since the SWI(SNF) chromatin-
remodeling complex (Brg1 complex) has
been implicated in Rb/E2F-mediated tran-
scriptional regulation with HDACs (see
Sect. 2.4), these findings described ear-
lier, now beg the question of whether the
SWI(SNF) complex may also be involved
in DNA-replication initiation.

The transcription factor DmMyb is an-
other protein that binds to and regulates
the activity of chorion gene origins in
Drosophila. Loss of DmMyb in follicle cells
leads to impaired amplification of chorion
origins despite the presence of the prerepli-
cation complex (pre-RC) at the origins.
Importantly, recent studies have demon-
strated striking similarities between the
phenotypes of mutants of DmMyb and its
interacting protein Mip130 and that of mu-
tants in dE2F1 and dE2F2. Furthermore,
DmMyb and associated proteins are in
tight association with RBF1, RBF2, dE2F2
and dDP, and the HDAC, Rpd3. Therefore,
DmMyb and dE2F provide a means to dif-
ferentially recruit chromatin modifiers at
chorion origins and regulate their activity.
These complexes have further been found
in Drosophila at stages undergoing ge-
nomic DNA replication. It is possible that
similar mechanisms also act to regulate
genomic replication in mammalian cells.

2.7.2.2 Alternative modes of DNA
replication. Analyses of Drosophila

development have revealed a number of
variations to the canonical view of G1-
S phase regulation and DNA replication
(see Fig. 18). In Drosophila, the early
embryonic cell cycles are driven by
maternally supplied proteins and mRNA,
and occur very rapidly without need for cell
growth. Cyclin E becomes limiting at cycle
17, and most cells in the embryo arrest
in G1. The upregulation of the CIP(KIP)
inhibitor, Dacapo, and the presence of
retinoblastoma, RBF1, is also required
for the exit of these cells from the cell
cycle. After this first G1 phase arrest
occurs in embryogenesis, cell growth, and
transcription of Cyclin E is required for
all further DNA-replicative cycles, such as
those of the neuroblasts and imaginal disc
cells and to drive a modified replicative
cycle, termed endoreplication.

Endoreplication, consisting of rounds
of S phases without mitosis, occurs in
the gut, salivary glands, and other tis-
sues of the developing embryo and larvae
and in the adult ovarian nurse and fol-
licle cells. During endoreplication cycles,
replication is not complete, leading to am-
plification of the euchromatic regions of
the genome. Endoreplication cycles are
driven by cyclin E pulses and regulated
by dE2F1 and CIP(KIP) homolog, Dacapo,
expression. During the follicle cell endo-
cycles, a specialized type of endoreplica-
tion occurs, known as DNA amplification,
where specific regions, such as the chorion
gene loci are massively amplified. This
requires a specialized DNA-replication ori-
gin, known as the amplification control
element (ACE), a 300-bp sequence that
responds to developmental signals to trig-
ger repeated rounds of replication. These
endoreplication and amplification cycles
are important to allow increased protein
production for either rapid larval growth
or production of an oocyte in the adult
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Fig. 18 Alternative modes of DNA replication in Drosophila development During
Drosophila development, there are different modes of cell cycle regulation at
different stages and in different tissues. During early embryogenesis, cell cycles are
very rapid due to the high levels of maternally supplied proteins. Later in
embryogenesis, G2 regulators become limiting and cell cycles are controlled by the
cyclic synthesis of G2 regulators. Cyclin E becomes limiting at cycle 17, and most cells
in the embryo then arrest in G1. The upregulation of Retinoblastoma (Rbf) and the
p21CIP1(p27KIP1) homolog Dacapo is also required for the timely arrest of these cells
in G1. Cyclic transcription of cyclin E then drives cell cycle progression of certain cell
types, such as those of the cycle 17 patch and imaginal discs. Cyclin E is also essential
for switching from the canonical cell cycle to endoreplication, which consists of cycles
of alternate DNA replication phases without mitoses. Upregulation of Frz
(Fizzy-related/Cdh1), a regulator of the anaphase promoting complex (APC) ubiquitin
ligase, is required to degrade G2 regulators and for switching the mitotic cycles to
endoreplication cycles.

female. In the mouse, endoreplication cy-
cles occur in the trophoblast cells of the
placenta during development, which is im-
portant for the function of the placenta.
These cycles are also highly dependent
on Cyclin E, although Cyclin E can be
redundant in most other cell cycles (see
Sect. 2.2.1.2).

Studies of the follicle cell epithelium
of the Drosophila ovary have shown that

the Notch signaling pathway controls the
follicle cell mitotic-to-endocycle transition
by stopping the mitotic cycle and promot-
ing the endocycle. Downregulation of the
G2-M phosphatase Cdc25(String), occurs
in response to Notch signaling and is re-
quired for the mitotic-endocycle transition.
In a screen for genes whose transcription
was markedly changed at the mitotic-
endocycle transition, the growth regulator
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dMyc, the CDK inhibitor Dacapo and
the APC ubiquitination complex regulator,
Fizzy-related (Fzr, Hec1, Cdh1) were
identified and shown also to be important
for the mitotic-endocycle transition. Up-
regulation of Fzr leads to degradation of
G2-M phase regulators, such as Cyclin
A, Cyclin B, and Cdc25(String), thereby
preventing cells that have replicated their
DNA from entering mitosis. Although
not required for mitosis, Fzr is essen-
tial for endocycles and when expressed
prematurely during mitotic stages, Fzr is
sufficient to stop the mitotic cycle and
can promote ectopic endocycles. Simi-
larly, in embryogenesis, for endocycles
to initiate, G2-M cell cycle components
need to be degraded, which is mediated
by the upregulation of Fzr. Downregula-
tion of Dacapo at the mitotic-endocycle
transition is consistent with the obser-
vation that higher levels of Dacapo are
required in the oocyte during the early
stages of oogenesis, to ensure that the
oocyte stays in meiotic prophase. In-
deed, ectopic overexpression of Dacapo
prevents entry into the endocycle and da-
capo mutant oocytes precociously enter
the endocycle.

Consistent with the involvement of
the Notch pathway in the mitotic cycle-
endocycle switch, Notch signaling is re-
quired for downregulation of Dacapo and
for upregulation of Fzr expression. Indeed,
persistent expression of dacapo occurs
in the Notch signaling mutant, Delta.
Therefore, Notch signaling regulates the
mitotic-to-endocycle switch by coordinat-
ing all three major cell cycle transitions;
first by repression of cdc25 (string) ex-
pression, next by activation of Fzr leading
to degradation of Cyclin A and Cyclin B
thereby blocking mitosis, and lastly by re-
pression of Dacapo which allows Cyclin
E/Cdk2 to drive S phase entry.

dMyc was also identified as being
transcriptionally upregulated at the
mitotic-endocycle transition and, consis-
tent with this, a recent study has shown
a role for dMyc in regulation of ovar-
ian follicle cell endoreplication. A role for
dMyc in regulating larval endoreplication
has also recently been reported. In addi-
tion, Archipelago (Ago), the F-box compo-
nent of the SCF ubiquitin ligase, was found
to be essential for Cyclin E degradation
and endocycle progression in the follicle
epithelium. Ago also plays a role in dMyc
degradation (see Sect. 2.4.3), suggesting
that ubiquitin-mediated proteolysis via the
Ago-SCF may regulate dMyc protein levels
in the mitotic-to-endocycle transition.

In summary, during Drosophila de-
velopment, the canonical DNA-replicative
cycle can be modulated by altering expres-
sion of key cell cycle regulators. These
variations in the cell cycle regulatory
modes have not been well studied in tis-
sues known to undergo endoreplication in
mammals; however, it is expected that sim-
ilar types of regulation will occur. Indeed
the variation in G1-S phase regulation in
mammalian cells is only now being appre-
ciated. The best characterized example to
date is the Embryonic Stem (ES) cell cycle.
The ES cell cycle is one of the most rapid
cycle so far described in mammals with ES
cells undergoing cycle in under 6 hours in
vitro and for their equivalent population in
vivo, the inner cell mass of the blastocyst,
under 4.5 hours. This cell cycle is unusual
in that it is characterized by extremely high
levels of cyclinE/Cdk activity that lack nor-
mal cell cycle periodicity, resulting in low
activity of Rb-family proteins and the con-
stitutive activation of E2F-dependent gene
transcription thus ensuring a rapid G1-S
transition. Periodicity of the cell cycle is
ensured by regulated activation of cyclin
B/cdc2 activity.
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3
Summary and Future Directions

We have highlighted here, the circuits of
controls required to regulate the transition
from G1 into S phase. The cell cycle
needs to be tightly regulated to ensure
proper duplication and segregation of
chromosomes into daughter cells. This
is highly important, since loss of cell
cycle regulation can lead to genomic
instability and promote chromosome loss
(aneuploidy), which can result in the
development of tumors.

Studies in yeast and mammalian cul-
tured cells have provided a detailed picture
of cell cycle control in single cells; however,
it is becoming increasingly clear in multi-
cellular organisms that cell cycle regulators
can play redundant roles and different reg-
ulatory steps are emphasized at different
stages of development. Thus, to fully elu-
cidate the myriad of regulatory circuits
that occur in vivo, and to more clearly
understand proliferative disorders, such
as cancer, future research needs to focus
more on whole animal genetic studies and
use of more sophisticated animal models.
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Keywords

Cell Signaling
A group of molecular mechanisms that relay external stimuli to molecular machinery
within the cells. This can be achieved via interactions between similar or different
classes of proteins, or between proteins, peptides, ions, or even nucleic acids.

Chromophore
A chemical moiety that absorbs light in some, but not all, regions of visible spectrum,
thereby creating color appearance. If the absorbed light energy is subsequently
reemitted also in the form of light (i.e. fluorescence occurs), the moiety is called
fluorophore.

FACS
Fluoroscence-activated cell sorter, a device that separates different cells on the basis of
their fluorescence.

Fluorescence
The ability of a chemical to absorb light at one wavelength (the excitation wavelength)
and to reemit the light (fluoresce) at another specific but longer wavelength.

FRET
Fluorescence resonance energy transfer, a radiationless transfer of excitation energy
from one (donor) fluorophore to another (acceptor) fluorophore. This transfer is
possible due to overlap of donor’s emission and acceptor’s excitation spectra and the
close proximity of the two fluorophores.

Transgenic Organisms
Animals or plants that carry artificially introduced gene(s) that are stably integrated
into the host genome and passed to future generations.
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� Green fluorescent protein (GFP) possesses unique biochemical and biophysical
properties that make it a popular and powerful tool for both basic and applied
research. Originally isolated from jellyfish, its gene can be introduced to various host
species and results in a stable protein that can form matured chromophore without
the need of other cofactors and enzymes. Various wildtype and mutant forms of GFP
have been identified through protein engineering or the search for similar proteins
in other species such as reef corals and their relatives. With unique properties, they
offer excellent markers for monitoring various biological processes in a single cell
or whole organism. These include viewing of the internal structure and protein
movement as well as studies of protein–protein interaction. As a transgene, it is
also very useful for monitoring developmental process and as a promising source
of genetically modified ornamentals. Coupled with advanced bioimaging methods,
GFP and its variants are expected to continue to provide new insights into many
biological processes.

1
The Historic Background of GFP

1.1
Jellyfish and GFP

During the course of evolution, some
species such as bacteria, mushrooms,
dinoflagellates, jellyfish, earthworms,
squids, fireflies, shrimps, and flashlight
fish, have all adopted various forms of
bioluminescence to serve certain biological
functions that are important for their own
survival. Bioluminescence is the process
by which visible light is emitted by an
organism as a result of chemical reaction
after the oxidation of a substrate (luciferin)
by an enzyme (luciferase) that usually
requires oxygen as the oxidant. Such a
mechanism is employed as a part of the
organism’s strategies in defense (to deter
predators), offense (to help in predation),
or communications (such as during
courtship or mating). Understanding the
biochemistries for different classes of such
compounds had set the stage for a key
revolution in science.

Studies on the bioluminescence of the
jellyfish Aequorea victoria (also known as
Aequorea aequorea or Aequorea forskalea)
dated back to the mid 1950s. Then, Dav-
enport and Nicol reported that the light-
producing cells of the jellyfish fluoresced
green when the animal was irradiated with
ultraviolet light. Five years later, Frank
Johnson and Osamu Shimomura devel-
oped a protocol to extract the active light
emitting particle of the jellyfish, a sub-
stance they later named aequorin. In their
earlier classic work, they reported on the
ability of aequorin to emit blue light in the
presence of Ca2+ and exhibited a broad
spectrum with peak at 460 nm. During
the purification of aequorin, they noticed
the presence of yet another protein that,
according to their report, was ‘‘. . . . exhibit-
ing a very bright, greenish fluorescence in
the ultraviolet of a Mineralite. . . . ’’ Such
green protein, having a sharp spectrum in-
stead and with an emission peak at 508 nm
was termed green fluorescent protein (GFP).
This demonstrated that light organs of the
jellyfish contain the aequorin and GFP,
perhaps allowing the jellyfish to be more



218 Reporter Gene System: Green Fluorescent Protein

Aequorin + coelenterazine Ca3-apo-aequorin-coelenteramide

Green light Blue light

+ GFP

3 Ca2+

efficient in triggering visual responses as
the green corresponds to the region of
maximum sensitivity of the eyes of the an-
imals adapted to living in coastal waters.
The most interesting findings, then, were
the observations that aequorin could exist
as a complex with GFP upon binding with
Ca2+ and the oxidation of its luciferin, coe-
lenterazine, although it itself was not di-
rectly bound to the GFP. In vitro, such com-
plex of Ca2+-apo-aequorin-coelenteramide
emits blue light, but in vivo, it is believed
that this complex undergoes radiationless
energy transfer to GFP that gives off green
fluorescence as indicated above:

Subsequently, GFP homologs have been
found in numerous organisms and many
mutant forms have been generated. Since
the GFP from the jellyfish A. victoria is
best studied at the biochemical and molec-
ular levels, and is also the most commonly
used for the tracer studies, it serves as
the focus of our discussion. However,

due to its diverse forms and applications,
we have used the word ‘‘GFP’’ loosely
to include the natural form, mutants, or
its homologs that may produce different
spectra. Since the cloning of the GFP
cDNA from A. victoria in 1992 and the
introduction of GFP cDNA as a living
color-reporter gene in both prokaryotic (Es-
cherichia coli) and eukaryotic (Caenorhab-
ditis elegans) cells in 1994, the scientific
research on GFP and its applications have
rapidly expanded, as witnessed by the
dramatic increase of literature contain-
ing the key words green fluorescent protein
or GFP (Fig. 1). It provides an important
tool in many disciplines of life science
research in both prokaryotes and eukary-
otes – from cellular and molecular biology
to neurobiology; from developmental bi-
ology and molecular medicine to food
industry. Several major breakthroughs are
highlighted (Table 1) some of which will
be covered in the text below. Coupled with
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Tab. 1 Chronicle of research on GFP and its applications.

Year Events

1955 Observation that Aequorea fluoresced green when irradiated with ultraviolet light
1969 One of the earliest biochemical characterization leading to coining the word ‘‘green

fluorescent protein’’
1979 Chemical structure of chromophore deduced
1992 Cloning of GFP cDNA and deduced GFP primary structure
1993 Chemical structure of GFP chromophore confirmed
1994 GFP as a reporter gene in E. coli and C. elegans

Expression of GFP fusion protein in Drosophila
1994–1996 Mutations on GFP that generates different spectral properties, including the Blue

Fluorescent Protein (BFP), Cyan Fluorescent Protein (CYP) and Yellow Fluorescent
Protein (YFP)

1995 GFP transgenic plant, zebrafish and mouse
1996 First crystal structures of wildtype and mutant GFP solved
1997 Use of GFP to recapitulate gene expression patterns in living transgenic zebrafish
1997–1998 FRET-based GFP reporter as biosensors and tools for studies of protein–protein

interaction
1998 pH-sensitive mutant ‘‘pHluorin’’ used in visualization of secretion and synaptic

transmission;
GFP knock-in mice
Destabilized GFP as transcriptional reporter

1999–2001 Discovery of fluorescent proteins from nonbioluminescent corallimorph Discosoma sp.
(DsFP583/DsRed) and from the sea anemone Heteractis crispa with far-red-emitting
mutant of nonfluorescent blue chromoprotein (hcriGFP/HcRed); multispectral
imaging is feasible. Mutant form of DsFP583 is used as ‘‘fluorescent timer.’’

2002–2003 Development of ‘‘photoactivatable probes.’’ Use in live-cells kinetics imaging for
signaling metabolites or proteins in single cell or larger population, and for cell
lineage studies.

advances in bioimaging methods and the
discoveries of more variants with read-
ily distinguishable spectra and improved
properties, many more experimental ap-
proaches are expected to provide new
insights into many biological processes.

1.2
Cloning of GFP cDNA

The first wave of GFP Green Revolution
was initiated by the cloning of the comple-
mentary DNA (cDNA) from A. victoria and
its deduced primary sequence by Prasher
et al.. It encodes a protein of 238 amino
acids, with an estimated molecular weight
of 27 kDa. This has allowed scientists to

carry out extensive molecular and struc-
tural biology work to elucidate the struc-
ture–function relationship for GFP that
laid the foundation for the development of
GFP technology. In 1994, Chalfie et al. had
introduced the GFP cDNA into heterolo-
gous systems and produced a fluorescent
product in both bacteria and C. elegans.
Their findings demonstrated that single
polypeptide was sufficient to confer flu-
orescence without exogenous substrates
and cofactors, thus confirming the ear-
lier notion that autocatalytic cyclization of
the chromophore formation was involved.
More importantly, their results elegantly
showed that GFP expression could be used
to monitor gene expression and protein
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localization in living organisms, which are
later extensively used either as a coexpres-
sion marker or fusion proteins. This had
created tremendous excitement among the
scientific community and a ‘‘star’’ was
truly born.

2
Biochemical and Physical Properties of
GFP

2.1
Physical Characteristics of GFP

We have seen rapid expansion of GFP
applications. To provide further improve-
ments by protein engineering, one needs
to understand the biochemical and physi-
cal properties of the GFP molecule and its
chromophore. This will facilitate our hunt
for better versions of GFP that promises
enhanced contrast in fluorescence detec-
tion either by means of changing the
biophysical properties or improvement in
terms of their gene expression, protein
synthesis and folding, or its photostability.
This is also important so as to provide a
sound basis for the quantitative and qual-
itative interpretations of data generated in
its applications.

Cloning of GFP cDNA and its success-
ful expression as a recombinant protein
has allowed production of high amounts
of pure form of GFP for extensive bio-
chemical and physical studies, including
its structural studies. As expected, most
of the biochemical and physical studies
were performed on this Aquorea wildtype
form, Aequorea victoria green fluorescent
protein (AvGFP) and the sea pansy, Re-
nilla reniformis (RrGFP), as well as their
mutants, while minimal information can
be obtained from 20 other naturally oc-
curring GFPs – usually with nothing more
than just the wavelength of peak emission.

All known GFPs are acidic, compact, and
globular with monomer molecular weight
of 27 kDa. Some, for example, RrGFP,
could exist as a nondissociable dimer
unless denatured or diluted in aqueous so-
lution whereas AvGFP forms a weak dimer
with the dissociation constant of 0.11 mM.
They are generally very stable, an obvious
advantage as a reporter of gene expression.
The core of the protein is highly resis-
tant against proteolysis, but the carboxyl
terminus of the AvGFP (His-Gly-Met-Asp-
Glu-Tyr-Lys) is quite susceptible to attack
by carboxypeptidases. Furthermore, the
presence of two basic residues (histidine
and lysine) and two acidic residues (as-
partic acid and glutamic acid) can cause
partial proteolytic cleavage that generates
mixture of isoforms.

The Tm (temperature where half of
the endogenous fluorescence is lost) for
AvGFP and RrGFP is 76 ◦C and 70 ◦C
respectively. While the fluorescence of
RrGFP is unaffected over a wide pH range
and is stable at its isoelectric point (pH
5.34), AvGFP is less stable at its isoelectric
point (pH 4.7 to 5.1). Furthermore, AvGFP
is different from RrGFP when placed un-
der alkaline conditions such that there
is a drastic shift in its excitation spec-
tra. Interestingly, there are no significant
changes in the excitation or emission spec-
tra of GFP after treatment with anionic,
cationic, zwitterionic, or nonionic deter-
gents indicating a general rigid tertiary
conformation. Overall, GFP is very resis-
tant to denaturation, requiring treatment
with 6 M guanidinium hydrochloride at
90 ◦C or under very acidic (pH < 4) or
basic (pH > 12) conditions.

2.2
Three-dimensional Structure of GFP

The crystal structure of recombinant
wildtype and Ser65Thr (substitution of
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the amino acid serine by threonine at
position 65) mutant of AvGFP was solved
to a resolution of 1.9 Å by Yang et al.,
and Ormö et al. respectively. They revealed
various structural aspects of GFP that
explain some of the known biological
behavior of this molecule and would
allow a better rational design of mutants
for future development of this tracer
molecule. Overall, GFP presents a new
protein fold termed beta-can (Fig. 2a, 2b).

The cylinder has a diameter of about
30 Å and a length of about 40 Å. There
are 11 antiparallel beta strands forming
the core of the very compact cylinder
inside which there is a helix bearing
the chromophore. At the end of the
can are several short helixes. Such a
compact single-domain structure with the
chromophore centrally located protects
itself from bulk solvent. This could
explain why GFP is relatively stable and
inaccessible to classical quenching agents
such as acrylamide and molecular oxygen,
resulting in the high quantum yield of
fluorescence. At both the ends of the can
are short loops and distorted α-helices.
Interestingly, deletion of more than the
methionine at N-terminus or more than
seven amino acids from C-terminus leads
to a severe loss of fluorescence without the
typical spectrum of absorption, probably
due to the improper folding of the can.
Furthermore, two GFP proteins can also
pack closely together to form a dimer in
the crystal or in solution at low ionic
strengths. Dimerization can affect the
excitation spectra and energy transfer of
GFP, thus the identification of the dimer
contacts could allow mutagenic control of
the state of assembly of the protein.

Since the first reports, structures for
various mutant forms as well as the
homologs of GFP from other species
have also been solved, each presenting

a conserved beta-can structure. They have
provided important information on the key
residues that affect the general or specific
properties of GFP family proteins so as to
allow further fine-tuning through genetic
and protein engineering.

2.3
Chromophore of GFP

Colors originate from differential scat-
tering of light or display of colored
molecule – either by biochrome or pig-
ments, or both. Their syntheses require
multiple steps of sequential reactions cat-
alyzed by a specific enzyme(s) and require
certain cofactors. GFP represents a unique
system where it is both the substrate and
enzyme. Its chromophore is a product
of modification of its own backbone and
sidechains and is covalently bound within
the protein. Indeed, the lack of depen-
dency on multienzyme systems provides
this all-in-one enzyme a unique advantage
as an inconspicuous indicator of protein
position in cells.

The first small peptide fragment contain-
ing the chromophore of GFP was isolated
from a papain digest of heat-denatured
GFP. The structure proposed, which was
subsequently confirmed, comprises an
internal Phe64-Ser-Tyr-Gly-Val-Gln69 se-
quence that is posttranslationally modified
via an intramolecular autocatalytic cycliza-
tion to form a 4-(p-hydroxybenzylidene)-
imidazolid-5-one structure (Fig. 2d). The
formation of the chromophore involves a
sequential, autocatalytic mechanism. The
reaction is initiated by a rapid cyclization
between Ser65 and Gly67 to form an
imidazolin-5-one intermediate that is fol-
lowed by a much slower rate-limiting
oxygenation of the Tyr66 side chain by
O2 on a timescale of hours. Gly67 is re-
quired for the formation of chromophore;
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no other amino acid can replace glycine
in this role, as seen by its conservation
in different members of the GFP fam-
ily (Fig. 2e). Oxygen molecules are then
needed for the formation of the double
bond between two carbons on the tyro-
sine to form an extended aromatic system.
However, despite its requirement, the oxy-
gen must be excluded from interacting
with the chromophore itself to avoid colli-
sional quenching of the fluorescence. Two
resonant forms of the chromophore can
be assumed: one with a partial negative
charge on the benzyl oxygen of tyrosine
and the other with the charge on the car-
bonyl oxygen of the imidazolidone ring.
They can be stabilized by some of the pos-
itive charges developed by His148, Gln94,
and Arg96 in the GFP itself. The fluo-
rescence is not an intrinsic property of the
Ser-Tyr-Gly tripeptide as this sequence can
be found in quite a number of other pro-
teins, none of which has the fluorescence.

With the discovery of several GFP-like
molecules, it is a pleasant surprise to
learn that there exist variations in the
mechanisms of reactions. Thus far, at
least 4 different color classes of GFP-
like proteins can be distinguished from
each other: green, yellow, orange-red and

nonfluorescent purple-blue or chromopro-
teins. Interestingly, each class can appar-
ently synthesize its own chromophore with
several possible variations of pathways but
none of these naturally occurring proteins
has utilized any of the spectral-shifting
solutions identified in mutant variants of
GFP from A. victoria (see Sect. 2.4). Phy-
logenetic analyses also indicate that these
chromophore structures are very recent
entities and not the products of prolonged
evolutionary fine-tuning. Coupled to the
overall conservation of the beta-can folding
of the GFP-like polypeptides, it is believed
that the catalytic environment in GFP fam-
ily proteins is flexible to accommodate
switches between alternative pathways of
chromophore formation during the course
of evolution.

2.4
Genetically Modified GFP and its Natural
Homologs

The fluorescent behavior of GFP de-
pends greatly on the microenvironment
surrounding the chromophore. Most of
the polar residues in the pocket form a
hydrogen-bonding network on the side of
Tyr66 whereas atoms in the side chains
of Thr203, Glu222, and Ile167 are in van

Fig. 2 Structure of GFP. (a) Side view of the GFP beta can with the chromophore (indicated in
yellow) embedded in the center; the figure was generated by Cn3D view of wildtype A. victoria GFP,
based on 1gfl at Protein Data Bank, accessible through NCBI website
(http://www.ncbi.nlm.nih.gov/Structure/) (see color plate) (b) Top view for the beta can structure
from figure A. (c) Summary of the PDB structure for 1gfl as available from
http://www.biochem.ucl.ac.uk/bsm/pdbsum/1gfl/; note that the first methionine and the last eight
residues (His-Gly-Met-Asp-Glu-Leu-Tyr-Lys) are not represented here. The chromophore site is
indicated by heavy underline. (d) Structure of the chromophore of GFP. (e) Multiple sequence
alignment of GFPs from different species as performed using the ClustalW
(http://www2.ebi.ac.uk/clustalw/), showing invariant glycine residue (indicated by arrow) in the
chromophore (underlined). Amino acids were color-coded to represent basic (magenta), acidic
(blue), small or hydrophobic (red) and, hydroxyl or amine (green). * indicate residues that are
conserved among all members, whereas : and. represent highly and moderately conserved residues
respectively (see color plate p. xxvi).
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der Waals contact with Tyr66 . Therefore,
any mutations of these residues could have
direct steric effects on the chromophore,
thus the absorption and emission spectra
of the GFP protein. Some mutations have
significant wavelength shifts and most suf-
fer a loss of fluorescence intensity.

To date, many random and directed
point mutations have been introduced
into AvGFP and have resulted in vari-
ous changes in its fluorescent behavior
(Table 2). Some of these improved charac-
teristics are combined in the GFP variants
known as enhanced GFP (EGFP) and
are exceptionally bright and stable and
are widely used in many applications
nowadays. Subsequently, other mutants of
AvGFP such as Blue Fluorescent Protein
(BFP), Cyan Fluorescent Protein (CYP)
and Yellow Fluorescent Protein (YFP),
were derived with further improvement
and distinctive properties useful for mul-
ticolor imaging as well as Fluorescence
Resonance Energy Transfer (FRET) stud-
ies (see Sect. 3.2). Some mutants have
increased fluorescence with their major
excitation peak red-shifted to 490 nm with
the emission staying at 509 nm. This is bet-
ter for use with standard optical filter sets,
as the mutant GFPs have excitation range
more compatible with the commonly avail-
able optical filters. This is also more useful
in confocal laser scanning applications.

Efforts to further red-shift AvGFP spec-
tra to produce additional partners for
multispectral experiments have had lit-
tle success. Fortunately, some marine
organisms have provided alternative flu-
orescent proteins to the red-wavelength
range. These include a class of An-
thozoan naturally fluorescent proteins
that share 26 to 30% identity to the
AvGFP. Among them is DrFP583 (bet-
ter known as DsRed commercially) from
the corallimorph Discosoma and the DsRed

mutants. The sea anemone Heteractis
crispa also offers another important source
of alternative, the HcRed, which itself is a
fluoresecent mutant of an original nonflu-
orescent blue chromoprotein cloned from
this species. Each of them has emission
peaks ranging from 579 to 645 nm, mak-
ing multispectral imaging very feasible
(Fig. 3). For instance, the HcRed that ex-
hibited bright emission at 645 nm could be
excitable by 600-nm dye laser, thus promot-
ing new detection channels for multicolor
flow cytometry applications. Furthermore,
successful attempts were made in decreas-
ing dimerization of these GFP variants at
high concentrations. To date, about 30 sig-
nificantly different members of GFP-like
proteins have been identified and more dis-
coveries are expected to follow. Despite
a modest degree of sequence identity,
all of them are likely to share simi-
lar β-can folding and possess intrinsic
chromophores. While most of these GFP-
like proteins are themselves fluorescent
proteins, some are chromoproteins that
display only intense absorption without
fluorescence emission.

Following structural and mutagenic
studies that have provided powerful in-
sights into not just the mechanism of
its chemistry but its potential for further
development of more versatile GFPs, we
have recently seen several new forms of
GFPs or the GFP-like homologs being
introduced, each capitalizing on the im-
proved or unique labeling performances
well as optimized for expression in eukary-
otic system. They include, the Ace-Green
expression vectors, encoding novel bright
green fluorescent protein AceGFP (mam-
malian, Dictyostelium and C. elegans codon
usage optimized); the HcRED tandem
expression vectors, encoding the first com-
mercially available nonoligomeric far-red
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Fig. 3 The normalized absorbance (a) and emission (b) BFP, CFP, GFP,
YFP, DsRed and HcRed fluorescent proteins.

fluorescent protein t-HcRed especially de-
signed for protein localization and interac-
tion studies. The other one, Kindling-RED
in vivo tracking vectors, encodes unique
photoactivated red kindling fluorescent
protein (KFP-RED) that may be switched
from nonfluorescent to fluorescent form
by light. Some of the photoactivatable flu-
orescent proteins and their properties are
described and discussed in more detail
in Sect. 3.1 below. Some of the properties
for these GFP-like proteins were recently
reviewed by Miyawaki and Matz et al.,
highlighting the emerging prospects of

GFP-like proteins in the wide spectrum
of biotechnological applications, some of
which will be discussed within the context
of GFP applications below.

3
Applications of GFP Family Proteins

The wide applications of GFP family
proteins are mainly attributed to their
ability to form the chromophore via an
internal autocatalytic cyclization without
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external substrates and cofactors. This
also bypasses the regulation by multiple
enzymes. Furthermore, its relatively stable
structure and inert behavior such as low
or nontoxicity in cells and the lack of
interference in the fusion proteins’ activity
and mobility makes it an even more
attractive tool to use. With the availability
of various mutants and homologs, some
of them have been engineered to be
optimized for use in certain hosts (through
codon usage), while others can be made to
change in their half-lives and fluorescence
spectra with time (as fluorescent timers).
These and other unique advantages have
made GFP and other GFP-like proteins
as some of the most versatile tools used
in the modern day research. Some of
their applications are given in the sections
that follow.

3.1
GFP as a Reporter of Gene and Protein
Expression

Understanding the timing of gene ex-
pression and the protein dynamics are
very crucial for assigning the physiolog-
ical function of a protein, especially when
we want to understand how its expression
and activity relate to the presence of other
molecules in the cell. GFP was first used
as a reporter gene in transgenic C. elegans.
Various forms of GFP are now available
for such studies, including mutant vari-
ants with different spectral properties (see
Sect. 2.4) or other homologs such as the
DsRed from the corallimorph Discosoma.
Use of variants allows simultaneous visu-
alization of multiple fusion proteins in a
cell or multiple cell types in tissues. In
gene-expression profiling, multicolor flu-
orescent proteins help to detect different
aspects of gene expression. For example,

when the peroxisome-targeted cyan fluo-
rescent proteins (CFP) cDNA was linked
to the lac operator site and coexpressed
with the yellow fluorescent protein (YFP)-
fused lac repressor, were able to observe
the concerted transcription, marked by
visible decondensation of YFP-associated
chromatin and translation, as seen with
an accumulation of CFP signals in the
peroxisomes.

However, the relatively stable structure
of GFP makes it difficult to accurately
monitor the temporal sequence of reaction
in cells or tissues as residual signals
from the earlier process could mask the
subsequent events. To decrease the half-
life of GFP, Li et al. inserted a PEST-
containing protein domain to the carboxyl
terminus of GFP and showed that the
new fusion could be rapidly degraded.
While such destabilized GFP reporters are
more difficult to detect, they do provide
an excellent means to effectively quantify
some processes such as the ubiquitin-
mediated proteolytic process.

Another excellent example where mod-
ified GFP is used for temporal studies
involves a fluorescent protein whose spec-
tral properties change with time. This was
generated by random mutations of the
red fluorescent protein DrFP583 (DsRed).
In contrast with the analogous GFP-
based techniques, multiphoton bleaching
of DsRed does not abolish its fluorescence
completely but, instead, converts it from
red to green, thus providing an additional
way to regulate the process of fluores-
cence redistribution. Such a fluorescent
timer produces green fluorescence initially
but hours later, an oxygen-dependent au-
tocatalytic reaction drives the formation of
chromophore that emits red fluorescence.
Therefore, by measuring the ratios of red
to green one could determine whether the
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expression is nascent (yellow to orange ap-
pearance) or has already stopped (appears
entirely red).

Several other promising approaches to
studying protein lifespans and turnover
rates involve the use of photoactivat-
able fluorescent proteins, or the use of
photobleaching-based kinetic microscopy
techniques. Photoactivatable fluorescent
proteins exhibit little initial fluorescence
under excitation at the imaging wavelength
but their fluorescence increase following
the activation by irradiation at a different
wavelength. The outcomes are direct dis-
play of specific populations of molecules in
the cells, where the behavior and lifespans
of the selective photoactivated molecules
are studied independently of other newly
synthesized proteins. The short time re-
quired for photoactivation (in some cases,
less than 1 second) makes it potentially
useful for investigating the movement and
compartmental residency time of proteins.

To date, three forms of photoactivatable
fluorescent systems have been developed;
each one is based on different proteins
and with different principles. One of these,
PA-GFP was developed by improving the
wildtype AvGFP photoconversion from
a neutral to anionic species by the
Thr203His mutation. It was based on
the same excitation spectra change effect
(increase in the 488-nm peak at the
expense of a decrease in the 400-nm peak)
with a remarkable 100-fold improvement
in contrast. Furthermore, PA-GFP was
developed using the monomeric GFP that
is useful as a fusion tag for in vivo labeling.
Such photoactivatable GFPs were tested
both as a free protein to measure protein
diffusion across the nuclear envelope
and as a chimera with a lysosomal
membrane protein to demonstrate rapid
interlysosomal membrane exchange.

The second system was developed by
Ando et al. who cloned a gene that encoded
a fluorescent protein from a stony coral
Trachyphyllia geoffroyi that emits green, yel-
low, and red light. The protein, which was
serendipitously discovered as a result of
someone accidentally leaving a test tube
of the fluorescent protein overnight that
turned red the following day, was named
Kaede, the Japanese word for ‘‘maple
leaf ’’. Kaede includes a tripeptide, His-Tyr-
Gly, which acts as a green chromophore
that can be converted into red under
UV or violet light (350–400 nm). It acts
by exciting the protonated form of the
chromophore. The extensive diffusion of
Kaede allowed them to examine a single
neuron in a dense culture where visualiza-
tion of contact sites between the red and
green neurons of interest becomes pos-
sible. Although this system allows bright
and stable emission of red fluorescence, it
however has a disadvantage by employ-
ing damaging UV light. Moreover, the
tetrameric nature of the Kaede protein
as well as the use of both green and
red fluorescence makes it less versatile
for studies of fusion proteins and mul-
ticolor labeling. Recently, Campbell et al.
have converted DsRed into a monomeric
red fluorescent protein (mRFP1) in a step-
wise fashion. On the basis of the homology
between Kaede and DsRed, similar semira-
tional attempts are being made to develop
a monomer of the Kaede for use in
Kaede-fused proteins to monitor protein
trafficking.

Both PA-GFP and Kaede protein do
not allow reversible photoactivation that
is ideal for certain applications, especially
in fast processes. More recently, Chudakov
et al. generated a mutant of Anemonia sul-
cata chromoprotein asCP that is capable
of photoconversion from the nonfluores-
cent to a stable bright-red fluorescent
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form (kindling). This kindling fluorescent
protein (KFP1) allows rapid, repeated re-
versible kindling involving less harmful
green light (compared to UV and blue
light) and can be used together with
other fluorescent markers for FRET anal-
yses or multicolor imaging. For example,
when used concurrently with PA-GFP, the
distinctive differences in the photoacti-
vation light required for them (blue for
PA-GFP and green for KFP1) and their
fluorescence products (green and red, re-
spectively) can be used for precise in
vivo photolabeling to track the movements
of cells, organelles, and proteins. KFP1
was already used for in vivo cell label-
ing in mRNA microinjection assays to
monitor Xenopus embryonic development
and to track mitochondrial movement in
mammalian cells. Using site-directed mu-
tagenesis also showed that amino acids
spatially surrounding Tyr(66) in the chro-
mophore are crucial for kindling, prob-
ably involving chromophore-turning or
cis–trans isomerization. They have also
obtained novel variants that get kindled
upon blue-light irradiation. The diversity
of photoactivated fluorescent proteins dis-
covered through site-directed mutagenesis
is certainly poised for wide applications in
the future.

As in photoactivatable fluorescent pro-
teins, photobleaching also allow selected
pools of fluorescent proteins to be distin-
guished from others and be monitored
as they reequilibrate, without affecting
protein pathways or creating protein gra-
dients. Two techniques are used: the fluo-
rescence recovery after bleaching (FRAP),
and the fluorescence loss in photobleach-
ing (FLIP). During FRAP, an area of the
cell is photobleached under an intense
laser pulse and the movement of un-
bleached molecules from the neighboring
zones into the bleached area is recorded by

time-lapse microscopy. FLIP, on the other
hand, allows repeated photobleaching fluo-
rescence to be performed in one area of the
cell while collecting images of the entire
cell. By monitoring the nonphotobleached
areas, the movement of fluorescent-tagged
proteins can be observed and the con-
tinuity of the cellular environments can
be studied.

The various GFP-based tools of monitor-
ing kinetics of gene and protein expression
described above are summarized in the
schematic diagram below (Fig. 4).

3.2
GFP-based FRET for Studies of
Protein–Protein Interactions and Signal
Activation

Fluorescence resonance energy transfer is
the radiationless transfer of excited-state
energy from an initially excited donor to
an acceptor where the latter reemits light
at another wavelength. It depends on the
degree of overlap of the emission spec-
tra of the donor and excitation spectra
of the acceptor, their distance from each
other and the relative orientation of the
chromophore’s transition dipoles. The effi-
ciency of FRET is inversely proportional to
the distance between two chromophores. It
is proportional to the inverse sixth power of
the intermolecular separation and it takes
place only when they are separated by less
than 10 nm apart. This means that compat-
ible GFP-tagged proteins undergo FRET
only when they are associated with direct
binding or as part of protein complex.
FRET imaging, therefore, provides spatial
information about protein localization at a
resolution unparalleled by any optical mi-
croscopes. The most commonly used GFP
variant pairs for FRET experiments are the
CFP (as the donor) and YFP (the acceptor)
(Fig. 5). There are various ways to detect
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(c)

Photoactivation

(e)

FLIP 

Photoactivate
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FRAP

Photobleach
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(a)

Destabilized

(b)

Fluorescent “timer”

Expression ends 

Expression ends

Wavelength (nm)

Change in spectra

Fig. 4 GFP-based kinetics studies of gene and protein expression. (a) Destabilized
fluorescent protein that is degraded as expression ends. (b) Fluorescent timer that changes
its spectra with time. (c) Photoactivation allows selected irradiation and activation of certain
pool of GFP (indicated by rectangle) such that their distribution out of this region can be
monitored. (d) In Fluorescence Recovery After Photobleaching (FRAP), the recovery of
fluorescent molecules into the region that is preirradiated and photobleached can be
assessed to determine diffusion coefficients and mobile fractions. (e) In FLIP, a region of the
cell is repeatedly photobleached and that movement of new fluorescent molecules into this
region results in loss of fluorescence outside the target area. This helps assess the
boundaries of protein’s diffusional movement within the cell. Figures (a) and (b) are
modified from van Roessel, P., Brand, A.H. (2002) Imaging into the future: visualizing gene
expression and protein interactions with fluorescent proteins, Nat. Cell Biol. 4, E15–E20 and
figures (c), (d) and (e) are modified from Lippincott-Schwartz, J. and Patterson, G.H. (2003)
Development and use of fluorescent protein markers in living cells, Science, 300, 87–91 (see
color plate p. xxv).
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and measure FRET, which is dependent
on the degree of association between two
fusion proteins. One can either use the
ratiometric method to determine the ra-
tio of acceptor to donor fluorescence, or
use the spectral measurement approach
where the emission profiles of interacting
FRET pair can be interpreted as additive
mixture of emission spectra of two com-
ponent chromophores. The third way is
to use fluorescent lifetime imaging mi-
croscopy (FLIM) where energy transfer
from donor to acceptor results in a de-
crease in the donor fluorescence lifetime.
This method is useful for chromophores
that are nearly identical in their emission
spectra, and for donors that are prone to
photobleaching.

FRET system has also been used
between GFP and other chromophores,
such as fluorescently labeled antibodies
or luciferase. Bioluminescence resonance
energy transfer (BRET) has been used in
studies of protein complex where excita-
tion illumination is an disadvantage to
the sample. Examples for this include use
of Renilla luciferase with enhanced YFP
for protein interactions in circadian clock
complex in cyanobacteria.

In addition to studies of protein–protein
interactions, several important applica-
tions of GFP-based FRET in bioimaging
have also been developed. Some of these
fluorescent reporters are used as indi-
cators of concentrations of second mes-
sengers or activation of certain biological
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Fig. 5 Principles of fluorescence resonance energy transfer (FRET) with
fluorescent proteins. (a) Schematic representation of FRET. (b) Schematic
spectra of two fluorescent proteins undergoing FRET. Changes in the spectra
reflect the extents of FRET, hence proximity between two interacting partners.
Figure is (Adapted from van Roessel, P., Brand, A.H. (2002) Imaging into the
future: visualizing gene expression and protein interactions with fluorescent
proteins, Nat. Cell Biol. 4, E15–E20.)
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pathways. The first sensor for intracellular
Ca2+ concentration, termed CAMeleons,
incorporated a calmodulin domain and
their ability to change color in the presence
of different Ca2+ levels. Improved versions
of this biosensor have since been reported
that saw decreased pH and chloride sensi-
tivity but increased photostability. Beyond
ion-sensing, GFP-based FRET are used
to examine various downstream signal-
ing targets, including the cAMP, cGMP
and the Ras family G-protein activation.
To visualize Ras signaling in live cells, a
single-gene construct encoding CFP-Ras
and the Raf Ras-binding domain (RBD)-
YFP was fused with a protein linker
domain. After targeting the cell membrane
by farnesyl moiety and being activated by
the growth factor, RBD binds Ras result-
ing in a direct readout of Ras-activation
patterns. Intriguingly, there was a wave
of activation from cell membrane to nu-
cleus – something unexpected based on
previous biochemical data. Since the in-
teracting partners were synthesized as a
single-construct sensor, the Ras-GFP is
very unlikely to have affected endoge-
nous Raf and interfere with its signaling.
Spatial and temporal dynamics of other
signaling pathways have also been eluci-
dated recently using the same approach. As
cells respond to stimuli, certain pathways
become activated or inactivated through
series of specific protease actions, for
example, involvement of caspases in apop-
tosis. To provide a direct in vivo marker
for such a cleavage reaction, caspase-3-
sensitive DEVD amino acid sequence was
placed between BFP and GFP, and FRET
was monitored for the caspase activity. One
could envisage that by coupling the GFP-
based FRET, various activation processes
inside the cell can now be more read-
ily monitored and quantified to provide a
more dynamic picture of the in vivo setting.

3.3
GFP-fusion Protein for Imaging Cell
Dynamics, Subcellular Localization, and
Cell Signaling

One of the earliest and most exciting ap-
plications of GFP is the ability to track
the movement of its fusion proteins in the
cells in vivo. They have been very widely
used in various experimental systems
including viruses, plants, Drosophila, Xeno-
pus, zebrafish, C. elegans, mouse, and
other mammalian cells. Examples include
studies of protein movement in many
subcellular compartments or organelles
such as targeting of GFP fusion protein
domains to signaling metabolites such
as phosphoinositides on the membrane.
Using the same strategy, the pleckstrin
homology (PH) domains of the cytoso-
lic regulator of adenylyl cyclase (CRAC)
and the general receptor for phospho-
inositides (GRP1) were shown to be lo-
calized to the leading edge of the cell
moving chemotactically towards a gradi-
ent of cyclic AMP. However, while the
PH domain of CRAC concentrated solely
on the leading edge during the chemo-
taxis, the GRP1 counterpart appeared to
spread more posterior than CRAC. In-
deed, various PH domains of varying
binding affinity for phosphoinositides are
also used as selective sensors for stud-
ies of signaling in insulin or growth
factors, phagocytosis and macropinocy-
tosis. Likewise, this approach could be
used for studies of protein translocation
from cytoplasm to nucleus and intracel-
lular trafficking. For example, in signals
leading to activation of transcriptional pro-
cess, it was shown that the GFP-tagged
STAT transcriptional factor clearly translo-
cated to nucleus upon stimulation whereas
the trafficking of ADP-ribosylation factor
was demonstrated to be important for
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maintenance of endoplasmic reticulum
morphology in the plant Arabidopsis.

Cells perform dynamic process where
subcellular components are continuously
broken down and resynthesized and
through local remodeling of cytoskeleton,
they could undergo various morpholog-
ical changes during different stages of
growth; for example, cell division, cell
migration, endocytosis, phagocytosis, or
differentiation. Tagging of actin-binding
proteins with GFP revealed detailed pro-
cess of local synthesis and breakdown of
actin cytoskeleton and by varying the ra-
tio of labeled and unlabelled monomers
in filaments of microtubule and actin mi-
crofilaments, it is now possible to observe
them as beads on a string. Coupled with the
FRET (see Sect. 3.2), the activation states
of various small G-proteins of the Ras and
Rac family can be monitored where Rac
is activated as expected in the leading and
trailing edges of the chemotactically mov-
ing cells, where active remodeling of the
cytoskeleton takes place. Lately, the FLAP
system has been employed with CYP and
YFP of actin (Fig. 6a) and the dynamics of
actin transport has been delineated during
cell protrusion at the speed of 5 µm s−1

in a process that is likely to involve active
transport rather than diffusion. The dy-
namics of cell shape changes in response
to the effects of a novel apoptosis-inducing
Bnip2 and Cdc42GAP Homology (BCH)
domain where cell shrinkage follows an
earlier protrusion was also recorded. In
other closely related proteins, extensive cell
elongation was observed with the unique
distribution of the protein on the leading
edge (Fig. 6b). With the availability of CFP,
YFP, and DsRed, triple labeling for more
precise studies of subcellular localization
of proteins of interest can now be obtained
(Fig. 6c).

In addition to imaging of intracellular
events, various forms of protein movement
between cells in vivo or in tissue develop-
ment have also been recorded using the
GFP-fusion system such as those seen
during the formation of Drosophila wing
imaginal discs or during the Drosophila
dorsal closure. Similarly, movement across
synapses between cultured cortical neu-
rons and the formation of dendrites or
synapses in developing zebrafish embryos
have also been recorded with the use of
GFP-based reporter system. Likewise, the
order of cell differentiation in developing
eye disc of Drosophila could be demon-
strated by double labeling that incorpo-
rated an enhanced mutant of DsRed as
a developmental timer (Fig. 6d). In plant
cell culture, a secretable form of GFP
by addition of signal peptide is also be-
ing developed as a reporter for bioprocess
applications.

3.4
GFP for Tracing Microbial Gene
Expression and Host-pathogen
Interactions

GFP are also popular among microbiol-
ogists. As for eukaryotes, GFP is used
frequently to address the issue of bacterial
gene expression and its regulation both at
real-time and at single-cell level. An ele-
gant example of transcriptional regulation
in bacterial system is shown in flagella
biosynthesis and chemotaxis where the
expression of 14 flagella operons was mon-
itored in real time using GFP on a low copy
plasmid. Each of the 14 strains carried
a different promoter-GFP construct and
was grown in parallel. Cluster analyses
of the fluorescence level detected at regu-
lar intervals revealed unexpected findings
that the order of class 2 operon expres-
sion corresponded to spatial position of
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(a) (b)

(g)

(c)

WT GFP

(d)

(e)

(f) (h)

RFP

Fig. 6 Applications of GFP and variants in
cellular and organismic systems. (a) CYP- image
of rapid actin transport in the leading lamella
(Reprinted with permission from Zicha, D.,
Dobbie, I.M., et al. (2003) Rapid actin transport
during cell protrusion, Science 300, 142–145.
Copyright 2003 American Association for the
Advancement of Science). (b) Localization of a
GFP-tagged BNIP-2 and Cdc42GAP Homology
(BCH) domain–containing protein at the leading
edge of a protruding epithelial cell (BC Low;
unpublished data). (c) Triple labeling of
intracellular markers (Reprinted with permission
from Becton, Dickinson and Company).
(d) Double labeling of developing eye disc of
Drosophila (Reprinted with permission from
Verkhusha, V.V., Otsuna, H., et al. (2001) An
enhanced mutant of red fluorescent protein
DsRed for double labeling and developmental
timer of neural fiber bundle formation, J. Biol.
Chem. 276, 29621–29624. Copyright 2001
American Society for Biochemistry and
Molecular Biology). Note that the DsRed signal
was labeled magenta (used instead of red to

ensure visibility for most color-blind readers).
Yellow hexagons and lines indicate the rows of
ommatidia cells that emit GFP signal but not
DsRed (see color plate). (e) Invasion of E. tarda
to the gills of fish (Reprinted with permission
from Ling, S.H., Wang, X.H., et al. (2001) Green
fluorescent protein-tagged Edwardsiella tarda
reveals portal of entry in fish, FEMS Microbiol
Lett. 194, 239–243. Copyright 2001 Elsevier).
(f) Tumor growth and metastasis (lymphoma
dissemination in eµ-myc-GFP transgenic
mouse) (Reprinted with permission from
Hoffman, R. (2002) Green fluorescent protein
imaging of tumor growth, metastasis, and
angiogenesis in mouse models, Lancet Oncol. 3,
546–556. Copyright 2002 Elsevier).
(g) Double-color transgenic zebrafish: GFP
expression under a skin-specific promoter and
RFP expression under a muscle-specific
promoter. (h) Ornamental transgenic zebrafish
expressing GFP or RFP. WT, wildtype
nontransgenic zebrafish. Please refer to the text
for more detailed descriptions (see color plate
p. xxiv).
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the gene products in the flagella motor
complex.

By incorporating fluoroscence-activated
cell sorter (FACS), GFP can be employed in
high-throughput screening of libraries of
cells, for example, those that are expressed
preferentially in the host. Similarly, GFP
coupled with confocal microscopy allows
probing into the structure of biofilms
and also various aspects of cell dynam-
ics including cell division, chromosome
duplication and segregation, protein local-
ization, and bacterial chemotaxis.

In other cases, the entry of microbes
or its sub-particles such as human
immunodeficiency virus, bacteria (&
Fig. 6e;) or plant viruses to the host cells
or tissues were monitored with relatively
good resolution and provides important
insights on the potential mechanism
of pathogenesis. Finally, GFP is also
being used as a screening tool during
food preparation process. For examples,
monitoring the Lactobacillus sakei in
fermented meat products or the food
colonization by Aspergillus flavus.

3.5
GFP Imaging of Tumor Growth,
Metastasis and Angiogenesis

Unlike in vitro cellular system, one of the
most difficult hurdles in studies of whole-
animal physiology or pathophysiology is
the ability to trace with confidence the be-
havior of cells or tissues and monitor them
for a certain period of time. One good ex-
ample is in the field of tumor biology where
following the natural course or impedi-
ment of tumor progression and metastasis
requires high specificity and high reso-
lution of signal for the markers used.
Recently, various groups have tried using
GFP system for the purpose and the results
are promising. Some have expressed GFP
at high levels in cancer cells both in vivo and

in vitro and transplanted them into animals
and visualized in situ in fresh tissues where
they have shown that GFP expression
does not affect the metastatic behavior.
Others have developed GFP models of
metastatic disease for cancers in lung,
prostate, melanoma, colon, breast, ovary,
and brain. In some models, visualization
of tumor growth, angiogenesis, dormancy,
dissemination, invasion, and metastasis
were made using the quantitative transcu-
taneous whole-body fluorescence imaging
(Fig. 6f). The increased contrast between
brightly fluorescent tumor tissue and
blood vessels in vivo also greatly facilitates
testing of antiangiogenic agents during
metastatic development. In related work,
Ahmed et al. used the mouse mammary
virus promoter to directly drive the expres-
sion of GFP in the mammary gland for
the analyses of transgenic mammary tu-
mors and monitoring metastases in vivo
at the single cell level of resolution. For
clinical applications, selectively targeted
tumor cells with retroviral GFP hoping to
identify future occurrence of metastasis.
Other prospects include labeling tumor-
infiltrating lymphocytes and bone marrow
that confer chemoresistance for the sim-
ilar purposes. It might one day become
a regular regime to use GFP transgenic
rodents as vehicles for antidrug testing.

4
GFP and Transgenic Organisms

The pioneer work of to introduce the
GFP gene into transgenic C. elegans
not only demonstrated a new reporter
gene in transgenic research but also
revolutionized the transgenic field in
many aspects. Compared to the traditional
reporter genes, such as chloramphenicol
acetyl transferase (CAT), β-galactosidase,
and luciferase, GFP allows gene expression
to be directly observed in real time in
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living embryos/organisms and thus a
dynamic event can be recorded. The use of
GFP also eliminates the need of sacrifice
of living samples for in vitro analyses.
Despite that GFP is less sensitive than
other reporters due to the lack of enzyme
amplification effect, generally a single
GFP transgene is sufficient to produce
visible green fluorescence for detection.
With the later development of many
improved GFP variants and new species
of fluorescent protein reporters, both the
detection sensitivity and the fluorescent
color spectra have been greatly improved.

So far, GFP has been used to produce
transgenic organisms for many multicellu-
lar species, ranging from C. elegans, Droso-
phila, mosquitos, silkworms, sea urchins,
ascidan, zebrafish, medaka fish, Xenopus,
mice, rats, cows, pigs, monkeys to several
species of plants. With the rapid progress
of GFP transgenics, new applications of
GFP transgenic organisms are constantly
explored and reported. Now GFP trans-
genic approach has become a standard as-
say for characterization of gene regulatory
elements for spatial and temporal expres-
sion, for analysis of gene expression pro-
gram in vivo, for labeling cells to facilitate
many experimental operations, and for for-
mation of fusion proteins to determine the
subcellular localization of a target protein
and use as a tag to study the function of a
target protein. In addition, GFP transgenic
organisms also have numerous specialized
applications, such as mutagenesis and mu-
tant analysis, drug screening, biomonitor-
ing, and ornamental. The following is a
brief summary of these applications.

4.1
Analysis of Gene Promoters by Transient
Transgenic Assay

In general, there are two types of
transgenic systems: one is a transient

transgenic assay in which analyses of
gene expression are carried out when the
introduced foreign gene remains in the
extrachromosomal form; the other is a sta-
ble transgenic line where the transgene
has been stably integrated into the host
genome. The transient transgenic assay
provides a rapid and convenient way to
analyze a gene promoter, which generally
contains many distinct binding sites called
cis-elements that interact with specific pro-
teins factors to control where, when, and
how strongly the gene is expressed. By
splicing different regions of a promoter to a
reporter gene, analysis of its temporal and
spatial expression allows a thorough in-
vestigation into the activity of a promoter.
Compared to other commonly used re-
porter genes, GFP is particularly useful
for dissection of cis-elements responsible
for temporal and spatial patterns of gene
expression. For example, have introduced
into zebrafish embryos a series of dele-
tions of the zebrafish GATA-2 promoter
ligated to the GFP reporter gene and was
able to identify three distinct tissue-specific
elements that enhance gene expression
specifically in blood cell precursors, the
enveloping layer of skin epithelia, or the
central nervous system. The disadvantage
of the GFP reporter gene in promoter
analysis is the difficulty of quantifying
reporter gene activity. This can be par-
tially overcome by counting the number
of expressing cells and by arbitrary classi-
fication of GFP expression into different
intensity groups.

4.2
Recapitulation of Gene Expression
Programs in Stable Transgenic Lines

Generation of stable GFP transgenic or-
ganisms under a tissue-specific promoter
has become an established assay to analyze
the expression program of a target gene. In
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general, the GFP expression pattern faith-
fully reflects that of the endogenous gene.
This approach is particularly powerful for
the species with external development,
such as invertebrate species, fish and
amphibians, as GFP expression can be
obtained in real time throughout embryo-
genesis and development. The zebrafish is
probably the best model for this type of
studies because of its rapid development
as well as its transparent embryos to allow
all major organs and tissues to be eas-
ily observed. The first stable line of GFP
transgenic zebrafish under a zebrafish
tissue-specific promoter was reported by.
In this study, a 5.6-kb erythroid-specific
GATA-1 promoter was linked to the GFP
reporter gene. Analyses of expression in
the transgenic progeny showed that GFP
was specifically expressed in erythroid cells
from the progenitors to adult red blood
cells, similar to the endogenous GATA-1
expression. Thus, the GATA-1:GFP trans-
genic line provide an excellent model for a
real-time study of the development of ery-
throcyte cell lineage. We have also created
a double-color transgenic zebrafish line in
which GFP is expressed in skin cells while
RFP in muscle cells (Fig. 6(g)).

However, depending on the length and
region of the promoters used, sometimes
only a subset of cells that express the
endogenous gene are able to express trans-
genic GFP because of the lack of certain
gene regulatory elements in the promot-
ers used. In mice, this limitation has been
overcome by use of the gene knock-in
technology, by which a functional gene
like GFP is inserted, through embryonic
stem cell–mediated homologous recom-
bination, into a target gene locus and
thus GFP transcription is completely un-
der the control of the target gene promoter.
Therefore, the expression pattern of the

endogenous target gene can be fully reca-
pitulated by visible GFP expression. For
example, have knocked-in the GFP re-
porter gene into the GATA-2 gene locus
and the knock-in transgenic line faithfully
recapitulated the endogenous expression
profile of GATA-2, displaying green flu-
orescence widely in various tissues. In
contrast, the expression profile in the
regular GFP transgenic line by random
insertion of up to 9-kb GATA-2 5′-flanking
region linked to the GFP cDNA revealed
that GATA-2 expression was only partially
recapitulated by transgenic GFP expres-
sion. For example, GFP expression in
the urogenital tissues and in the aortic
endothelial cells was observed in GFP
knock-in transgenic line but not in the
random insertion transgenic line.

Because of tissue-specific GFP expres-
sion in transgenic organisms, specific sets
of cells are labeled by GFP expression
and the development of these cells can be
traced from the beginning of GFP expres-
sion. This is particularly useful to trace cell
lineage, cell migration and axon growth of
neurons during development. Another ex-
ample of using GFP transgenic organisms
to study cell lineage is use of an inducible
promoter. In a hsp70:GFP transgenic ze-
brafish line generated by Halloran et al.,
the activation of GFP expression can be
induced not only by heat shock but also
by laser microbeam. Thus, by focusing the
laser microbeam on specific cells, cells can
be selectively activated for GFP labeling
and these cells can then be traced during
development.

4.3
Formation of GFP Fusion Proteins

In many cases, GFP can be fused to a
complete or partial target protein and the
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fusion proteins generally have dual func-
tionality. GFP serves as a visible marker to
monitor the cellular localization of target
protein. To study cellular structures and
dynamics in living cells of multicellular
organisms, have carried out a large-scale
project on random insertion of GFP-cDNA
fusions into Arabidopsis genome and they
were able to identify a variety of cellu-
lar localizations. Another potential of GFP
fusion protein is to investigate both the
expression and function of target protein
simultaneously. For example, have gener-
ated a C. elegans transgenic line to express
GFP-Elt (a GATA specific factor) fusion
protein under its own gut-specific Elt pro-
moter and found that the fusion protein
was specifically expressed in gut nuclei and
rescued the elt-2 null mutant.

4.4
Use of GFP as Transgenic Marker and
Labeling of Cells by GFP Expression

GFP is also commonly used as an in
vivo reporter to assess frequency of tran-
sient and stable transformation. In plant
cells, GFP has been used as a marker
for selection of transformed cells to re-
place antibiotics markers. This also has
practical applications to address the con-
cern of using antibiotics resistant genes in
field-released genetically modified crops.
In mice, using GFP transgenic cells in em-
bryonic chimera, GFP expression has been
used as a preimplantation screen marker
to improve the success rate of trans-
genic embryos. For transgenesis, GFP
gene construct can be cointroduced into
the transgenic organism and expression of
visible GFP can be conveniently used to
identify transgenic individuals. For exam-
ple, in Xenopus, it has been proposed to
coinject a crystalline promoter driven GFP
construct with a target gene construct and

thus expression of GFP in lens become a
convenient marker for screen of transgenic
Xenopus.

Targeted GFP expression in transgenic
organisms also aids many other experi-
mental operations such as cell and nuclear
transplantation and microsurgery. Trans-
genic GFP labeled cells serve as an excel-
lent donor or recipient for cell or nuclear
transplantation, as contribution of the GFP
expressing cells to the hosts (or a wildtype
cell to a GFP transgenic host) can be easily
identified in the developing embryos. GFP
transgenic lines had been used to char-
acterize the eyeless mutation in medaka
in which either the wild-type transgenic
fish donated the cells to the mutant host
or vice versa. Study of the interaction be-
tween donor and host cells leads to the
conclusion that the eyeless functions in
a cell-autonomous manner. Recently, by
aiming a laser beam at the GFP labeled
retinal fiber in the Shh:GFP transgenic
zebrafish, selectively ablated the tectum
to study visuomotor behaviors in larval
zebrafish. Likewise, GFP transgenic organ-
isms also provide useful information on
the dynamics of cells in vivo, for example,
the elucidation of GFP-labelled synapses
being formed by asynchronous process of
branch retraction and elimination.

Owing to the ease of monitoring of gene
expression, GFP transgenic organisms are
also ideal systems to test new experimental
tools in gene regulation. For example, GFP
transgenic organisms have been widely
used to test the efficiency of RNA in-
terference (RNAi) in almost all model
organisms including C. elegans, Drosophila,
zebrafish, mouse, plants etc. Similarly,
GFP transgenic embryos are also used
to develop another gene knockdown tech-
nology using the morpholino antisense
oligonucleotides. In addition, GFP has
been frequently used to demonstrate the
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functionality of some binary transgenic
organisms such as the Cre-loxP recombi-
nation system and the GAL4-UAS activa-
tor–effector binary transgenic systems.

4.5
Mutant Generation and Characterization
in Developmental Analysis

There are two areas that GFP transgenic
organisms can serve as a valuable tool
in mutant studies. First, the transgenic
lines with restricted GFP expression in
specific tissues/organs can be used for
mutagenesis screen as the GFP labeled tis-
sues/organs are readily recognizable. Both
genetic and chemical (drug) screens can
benefit from GFP transgenic lines. In the
second area, GFP transgenic lines may
help to characterize existing mutants after
introduction of the GFP transgene into rel-
evant mutants through standard breeding.
Because of the ability to observe a dy-
namic GFP expression in living embryos, a
high resolution of characterization of mu-
tant can be achieved. For example, when
transferred the GFP transgene from the
gutGFP line into ntl (no tail) mutant and
discovered the presence of the liver rudi-
ment in ntl−/− embryos, though it was
previously regarded to be absent from the
ntl−/− embryos.

Furthermore, GFP transgenic organ-
isms also provide an ideal experimental
system to investigate the roles of upstream
regulatory genes and signals in regula-
tion of development of specific tissues.
For example, in a fast muscle-specific GFP
transgenic zebrafish line, GFP expression
is specifically in fast skeletal muscles but
not in slow muscles. By manipulating the
Sonic hedgehog signals, GFP expression
was inhibited because these GFP-labeled
fast muscle cells were differentiated into
non-GFP expressing slow muscles. Thus,

the direct visualization of GFP labeled
cells/tissues greatly facilitates the analy-
sis of molecular events involving in the
development of these labeled cells/tissues
and to screen upstream molecules affect-
ing their development.

4.6
Cell Sorting for in vitro Culture and Cell
Type Specific cDNA Library Construction

Tissue-specific GFP expression in
transgenic lines is also helpful in
purification of rare cell types. These
GFP expressing cells can be purified
by FACS and used for in vitro cell
culture and for construction of cell
type–specific cDNA libraries, which will
be an important source for isolation of
transcripts only expressed in a single cell
type. This approach is especially desirable
if the cells of interest are too limited
in number, a successful application of
this technique in GFP transgenic fish
has been reported by Long et al., who
constructed a cDNA library using purified
GATA-1-positive cells from GATA-1:GFP
transgenic zebrafish embryos and isolated
a novel hematopoietic death receptor
gene, ZH-DR, from this cDNA library.
Tomomura et al. have purified the rare
cerebellar Purkinje cells from a transgenic
mouse line that expresses GFP only in
Purkinje cells in an adult brain.

4.7
Development of Transgenic Systems for
Biomonitoring

GFP may have another potential applica-
tions in biomonitoring of environmental
pollution if GFP expression is under con-
trol by some inducible promoters such
as heavy metals and estrogens. This type
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of studies has been carried out in C. ele-
gans and fish. Small aquarium fish such
as the zebrafish and medaka are particu-
larly interesting for the development of
a transgenic system for biomonitoring
in which the transgenic fish change to
fluorescent colors in the presence of envi-
ronmental inducers (pollutants). There are
many responsible DNA elements that can
be considered for addition to the promoter
driving the GFP reporter gene. Examples
include aromatic hydrocarbon responsive
elements (AHREs), electrophilic respon-
sive elements (EPREs), metal responsive
elements (MREs), estrogen responsive ele-
ments (EREs) and retinoic acid responsive
elements (RARE, RXRE). These transgenic
fish could hopefully be used in the detec-
tion of environmental pollutants based on
the activated reporter gene expression. Re-
cently, we made a GFP transgenic medaka
line under the estrogen-responsive vitel-
logenin promoter and demonstrated that
GFP can be turned on by treatment of
estrogens. In addition to animals, plants
are also being developed to express pH-
sensitive derivative of GFP for rapid,
environmentally induced changes in cy-
toplasmic pH in roots.

4.8
Transgenic Ornamentals

The constant discovery of new uses of GFP
has now moved beyond science. The vivid
fluorescent colors of GFP and other flu-
orescent proteins prompt us to develop
transgenic organisms for ornamental pur-
pose. This is particularly interesting for
ornamental fish and flowers. To inves-
tigate the feasibility, we have developed
several fluorescent transgenic zebrafish
lines by using a strong muscle-specific
promoter to drive GFP, RFP, or YFP re-
porter gene. These transgenic zebrafish

can express these fluorescent proteins to a
level of 3 to 17% of total muscle proteins
and thus the fluorescent colors can be di-
rectly observed to unaided eyes even under
normal daylight (Fig. 6h).

5
Future of GFP

‘‘Seeing’’ is believing. When GFP was first
introduced about 10 years ago as a marker
of gene expression in heterologous host
organisms, it gave the whole scientific
community an astonishing ride into the
internal world of mysterious cellular
processes. Its overwhelming acceptance by
the scientific community is a testimony
for the rapid evolution in the development
and improvement on the molecule and
its variants as well as the advancement
of the technology for its detection and
signal interpretations. Today, they do not
merely provide a spectacular view of
internal structure of cells and lively protein
movement within and between cells but
also promise to enable more sophisticated
studies of protein dynamics such as
protein–protein interaction and second
messenger cascades during intracellular
as well as intercellular signaling.

In the postgenomic era, there is an ur-
gent need to address the issue of gene
and protein functions in the context of
single cell system as well as the whole
animal physiology. With many aspects of
applications already described above, GFP
can certainly fulfill a significant role in
this functional genomics endeavor. The key
question here is, can we expect another big
wave of GFP green revolution? Or, simply,
has it reached its full utility? The biggest
challenge still lies in two major camps: the
hardware and software development for
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signal detection, analyses, and interpreta-
tion, as well as more refinements towards
the biochemical properties of GFP and
its variants, including other GFP-like pro-
teins from the Anthozoa animals. While
engineers are geared with more advanced
imaging systems that are more sensitive
with filters for detection of different chro-
mophores and with quicker cameras for
image capturing, biologists and chemists
too are to place their creativity in tackling
some of the limitations of GFP and arrive
at more versatile and diverse collection of
variants for dynamic bioassays, either by
protein engineering or by hunting through
nature. In the meanwhile, many of us will
likely still be amazed and grateful by the
power of GFP.
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Keywords

Amixis
Asexual propagation of plants by fragmentation, cuttings from stems, leaves, and roots,
by rhizomes or bulbils. Offspring have identical copies of the parental genome.

Amphimixis
Sexual reproduction including formation of haploid gametes and their fusion.

Apomixis
The asexual formation of a seed from the maternal tissues of the ovule, avoiding the
processes of meiosis and fertilization.

Auxin Gradients
Differential (graded) distribution of the plant signaling molecule indole-3-acetic acid,
IAA, which mediates various patterning processes.

Double Fertilization
Fertilization in angiosperms when one sperm fuses with the egg cell and the second
sperm fuses with the two polar nuclei. These two events usually result in the formation
of the diploid zygote and the triploid primary endosperm nucleus. Ploidy level of the
endosperm is determined by the ploidy level of the fusion nucleus, which depends on
the type of embryo sac formation.

Embryogenesis
Process that transforms a single-celled zygote into the embryo comprising all the basic
pattern elements of the future plant.

Endosperm
Special tissue in angiosperms originating from the triploid primary endosperm cell.
The roles of the endosperm in the embryo development are both nutritive and
regulatory. Developmental types of endosperm (nuclear, cellular, helobial) are
distinguished by differences in nuclear division and cell wall formation. Endosperm
can function as a storage tissue of the mature seed (albuminous seeds) or as nutritive
tissue for the developing embryo (exalbuminous seeds).
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Female Gamete
Egg cell.

Gametophyte
Haploid generation producing male and/or female gametes that form a zygote upon
fertilization.

Incompatibility
Inability of a fertile hermaphrodite flowering plant to produce a zygote after
pollination. Various types of the self-incompatibility prevent inbreeding;
cross-incompatibility presents a barrier for remote pollination.

Incongruity
Incompleteness of space and time coordination in the plant reproduction process
caused by evolutionary divergence.

Male Gamete
Sperm cell.

Seedling
Juvenile form of plant, which consists of a shoot apical meristem, embryonic leaves
(cotyledons), hypocotyl, and root with root apical meristem. Seedling is a product of
seed germination.

Somatic Embryogenesis
Formation of embryo-like structures originating from somatic cells. Very rarely
spontaneous in planta, more often induced in plant tissue cultures.

Sporophyte
Diploid generation producing haploid spores.

Zygote
Product of gamete (egg cell and sperm cell) fusion, the first cell of a new
sporophyte generation.

� Plant reproduction involves both asexual propagation (with various types of vegetative
reproduction) and sexual reproduction. Alternation of haploid and diploid phases is
typical for sexual reproduction. Processes leading to the formation of haploid male
and female gamete and their subsequent fusion restoring the diploid state are parts
of one plant life cycle. Various types of apomixis represent modified forms of asexual
reproduction by which seeds are produced without fertilization.
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1
Asexual (Vegetative) Reproduction –
Amixis

Asexual (vegetative) propagation of plants
by fragmentation, bulbils, rhizomes, or
underground organs like roots and tu-
bers produce offspring that have identical
copies of the parental genes. Such propaga-
tion allows rapid colonization of a new site
and enables even isolated individuals to
reproduce. This ability of vegetative plant
reproduction is being exploited in horticul-
tural practice for multiplication of desired
clones for a long time. Nevertheless, the de-
velopment of plant tissue cultures ampli-
fied the rate of multiplication and extended
the list of organs and tissues, in which in-
duction of organogenesis can be initiated.
Furthermore, this approach also permitted
the development of structures resembling
various stages of regular zygotic embryo-
genesis from somatic cells and/or pollen
grains. SOMATIC EMBRYO RECEPTOR
KINASE1 (SERK1) is expressed transiently
in a small population of embryo compe-
tent cells up to the globular stage and
seems to be a highly specific signal trans-
duction system of somatic embryogenesis.
Most other genes cloned from somatic em-
bryos of carrot (DC8, DC59, and EMB1) are
homologous to LATE EMBRYOGENESIS
ABUNDANT (LEA) genes. Pollen embryo-
genesis in vitro can be induced by various
signals, such as heat-shock treatment or
starvation, which can affect organization
of cytoskeletal elements and lead to a sym-
metrical cell division.

2
Sexual Reproduction – Amphimixis

Almost all eukaryotic organisms have
evolved a mode of sexual reproduction

not only to permit the maintenance of
the species but also to increase genetic di-
versity, which is the basis for adaptation
and evolutionary potential. Sexual repro-
duction is brought about by specialized
structures in which the haploid gametes
as well as structures and/or mechanisms
that ensure the fusion of these gametes
are produced. Haploid male or female ga-
metes are formed in special flower tissues,
called sporangia, during the processes of
sporogenesis (formation of haploid spores
by meiotic reduction division) and sub-
sequent gametogenesis (differentiation of
the gametes) (see Sect. 2.3). Somatic chro-
mosome number is restored after gamete
fusion – fertilization – that results in zygote
formation. The zygote is the first cell of
the next sporophytic generation. Mitotic
activity of the zygote and differentiation
of these cells leads to embryo forma-
tion. The mature embryo enclosed within
the seed is the structural link between
the completed gametophytic generation
and the future sporophytic generation of
the plant.

2.1
Plant Life Cycle, Alternation of
Sporophyte/Gametophyte Generations
in Plant Evolution

The eukaryotic life cycle includes events
leading to the formation of gametes as
well as the development ensuring their
fusion. Two alternating generations can
be recognized in the plant life cycle:
a haploid phase, known as the gameto-
phytic and a diploid phase, known as
the sporophytic generation. The gameto-
phyte reproduces by means of gametes,
but it does not reproduce itself directly.
Instead, the zygote resulting after gamete
fusion develops into the sporophyte. The
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sporophyte, similarly, is not reproduced di-
rectly, but forms reproductive cells known
as spores, which develop into gameto-
phytes. Thus, the gametophytic and the
sporophytic generations alternate and re-
produce each other. The relative lengths
of the sporophyte and the gametophyte
generations have changed during evolu-
tion from a dominant autotrophic (self-
feeding) gametophyte and a nutritionally
dependent sporophyte to a dependent ga-
metophyte and a dominant autotrophic
sporophyte. In mosses (Fig. 1a), both the
embryo and the mature sporophyte are
dependent on the photosynthetic game-
tophyte for nutrition. Meiosis within the
capsule of the sporophyte yields haploid
spores that are released and germinate
to form a male or female green gameto-
phyte. Differentiation of the gametophyte
produces antheridia with sperm cells in
males and archegonia with eggs in fe-
males. Fertilization occurs after transfer
of sperm cells in drops of water, and
the sporophyte generation develops in the
sporangium that remains attached to the
gametophyte. Both the gametophyte and
the sporophyte of ferns (Fig. 1b) photo-
synthesize and are thus autotrophic; the
shift to a dominant sporophyte genera-
tion is apparent. Further reduction of the
gametophyte generation during evolution
led to the highly reduced gametophyte of
angiosperms (Fig. 1c and Sect. 2.3), where
the male gametophyte is represented only
by the pollen grain consisting of the vege-
tative cell that develops a pollen tube and
the generative cell, which produces male
gametes – the sperm cells. The female ga-
metophyte of angiosperms is represented
by the embryo sac, which often contains
eight haploid cells, the most important
of which is the female gamete – the egg
cell (EC).

2.2
Structure and Development of Plant
Sexual Organs

Molecular mechanisms of flower devel-
opment have recently been extensively
investigated in the model plant Arabidop-
sis thaliana. Although other model plants
have been used to study the molecular ge-
netics of flower development (e.g. Petunia
and Antirrhinum), this brief overview will
focus on recent models of flower develop-
ment in Arabidopsis.

During vegetative growth, the aerial
portion of the vegetative plant organs
(shoot) is a product of the shoot apical
meristem (SAM). In indeterminate species
(like Arabidopsis and similar plants with
raceme inflorescence), flowers are formed
in inflorescence, growing out from the
rosette of pedestrian leaves in Arabidopsis.
Thus, induction of flowering in Arabidopsis
involves two transitions: (1) formation
of inflorescence (otherwise known as
bolting) from inflorescence apical meristem
and (2) formation of individual flowers
from floral meristems growing out from
the inflorescence. In determinate species,
the inflorescence meristem differentiates
into a single floral meristem leading to
formation of a single terminal flower.

Multiple endogenous and environmen-
tal stimuli lead to the switch from vegeta-
tive to reproductive growth (see the follow-
ing). After bolting is induced, secondary in-
florescence meristems, axillary meristems,
are formed giving rise to lateral inflores-
cences (coflorescences) on the axils of 2 to
5 cauline leaves. It is still not completely
clear whether SAM directly switches to the
inflorescence apical meristem or whether
there is some interphase between the veg-
etative and reproductive phases. The first
model predicts that cauline leaves and
the axillary meristems are produced from
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Fig. 1 Schematic representation of the alternation of sporophyte/gametophyte
generations in plant evolution. (a) Life cycle in mosses: the sporophyte generation in
mosses is reduced to only a sporangium within which haploid spores are formed
during meiosis. Germinating spores form a male or female green gametophyte.
Differentiation of the gametophyte produces antheridia with sperm cells in males and
archegonia with eggs in females. Fertilization occurs after transfer of the sperm cell in
a drop of water to the egg cell within the archegonium. The next sporophyte
generation develops in the archegonium and remains attached to the gametophyte.
(b) Life cycle in a fern: most (but not all) ferns are homosporous and produce only one
type of spore within a structure called the sporangium. The gametophyte develops
from the spores and can produce both male and female sex organs. Water facilitates
fertilization like in mosses. The biggest contrast between the mosses and the ferns is
that both the gametophyte and the sporophyte of the fern are autotrophic (According
to Fosket, D.E. (1994) Plant Growth and Development: A Molecular Approach, Academic
Press, San Diego, CA). (c) Life cycle in the angiosperms: the gametophyte generation
of the angiosperms is reduced to just a few cells. The male gametophyte is formed
after meiosis in microsporangia located in anthers and is represented by the pollen
grains, which are complexes of two or three cells. The female gametophyte – the
embryo sac – containing the egg cell, synergids, antipodals, and the central cell, is
formed within the megasporangium (ovule). Angiosperm fertilization no longer relies
on water like, in mosses or ferns. Production of a seed coat, which forms a layer of
protection around the embryo, and a further protective layer, the fruit, are unique
features of angiosperms. PMCs, pollen mother cells, MMC, megaspore mother cell.
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Fig. 1 (Continued)

the inflorescence apical meristem simul-
taneously with the first floral meristems.
The later one proposes that cauline leaves
and the axillary meristems are products
of the ‘‘interphase’’ apical meristem. Re-
cent evidence suggests that both genetic
and environmental factors control the pro-
cess and favor the latter possibility under
normal conditions, suggesting the exis-
tence of coflorescence-producing inflores-
cence interphase (I phase) between the veg-
etative, leaf-producing phase (V phase) and
the reproductive, flower-producing phase
(F phase). According to this model, not
two but three developmental switches
would occur during flowering induction
in Arabidopsis.

Induction of flowering is controlled by
flowering time genes, which control the ac-
tivity of meristem identity genes. There are
two subclasses of the meristem identity
genes in Arabidopsis: shoot meristem identity
genes and floral meristem identity genes. The
activity of shoot meristem identity genes
(e.g. TERMINAL FLOWER1 (TFL1)) spec-
ifies the inflorescence apical meristem as
indeterminate and nonfloral. The second
subclass, floral meristem identity genes

(e.g. LEAFY (LFY) and APETALA1 (AP1)),
mediate transformation of the lateral ends
of the inflorescence apical meristem into
floral meristems, where floral organ iden-
tity genes are activated (Fig. 2). The floral
organ identity genes promote differentia-
tion of floral organ primordia and induce
formation of floral organs by activation
of organ building genes. Floral organs
in Arabidopsis (i.e. sepals, petals, stamens,
and pistil) are organized in four con-
centric whorls (see Fig. 3). Formation of
different organs in each of the whorls
reflects interactions of spatially specific
gene activities according to the so-called
ABCE model (Fig. 4) as described below
(Sect. 2.2.4.1).

Developmental processes leading to
flower formation could be divided into
four basic steps occurring in a temporal
sequence: (1) switch from vegetative to re-
productive growth leading to inflorescence
meristem formation, (2) floral meristem
identity acquisition by activation of flo-
ral meristem identity genes, (3) activation
of floral organ identity genes, and finally,
(4) activation of flower ‘‘organ building’’
genes. Molecular control of all of these
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Fig. 2 Schematic representation of gene interactions during flower
development in Arabidopsis. Selected genes acting in four major pathways of
flowering induction and their interactions are shown. Both direct and indirect
as well as positive (arrows) and negative interactions are marked; floral
pathway integrators are in red. PHYA and CRY2 have similar effects on
flowering, but they act via independent pathways. However, for the sake of
simplicity, they are depicted as sharing the same one. The colored areas in the
schematically depicted inflorescence apical meristem represent approximate
areas of the respective gene activities (expression patterns): AP1 (red), LFY
(blue), TFL (green), AP3 (brown), AG (yellow). LFY is first activated in the
so-called floral anlagen (floral stage 0) and it precedes the expression of AP1.
Later on, the expression patterns of AP1 and LFY are overlaid (stages 1 and
2). On the left-hand side, developing floral meristem (stage 2) is shown, on
the right-hand side, there are developing flowers at stages 1 and 3. Numbers
label the individual stages of flower development (0–3). Overlapping
activities of B and C gene classes AP3 and AG, respectively, in the whorl 3 are
schematically shown (light brown). At that stage of flower development,
expression patterns of UFO and AP3 are similar; LFY is expressed all over the
developing flower at stage 3 (not shown). AP1 is expressed all over the flower
meristem at stages 1 till early stage 3 and after AG induction at stage 3, AP1
expression is repressed in AG domain (whorls 3 and 4), but persist in whorls
1 and 2 (not shown) (See color plate p. xxiii).

processes integrates outputs of many sig-
naling pathways.

2.2.1 Transition from Vegetative to
Reproductive Growth
The switch from vegetative to repro-
ductive growth is regulated by flower-
ing time genes via four major signaling
pathways: long-day photoperiod/light quality

and vernalization pathways, which medi-
ate the influence of environmental factors
and the intrinsic autonomous and hormone-
dependent pathways.

2.2.1.1 Long-day period and light quality.
Arabidopsis is a facultative long-day pe-
riod flowering plant, which means that
Arabidopsis comes into flower more rapidly
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Fig. 3 Scheme of the Arabidopsis
flower. Arabidopsis flower organs are
organized in four concentric whorls.
Whorl 1 contains four sepals, whorl 2
four petals, whorl 3 six stamens (four
medial and two lateral), and whorl 4 two
fused carpels, which form the female
reproductive organ, the
gynoecium (pistil).

1

2

3

4

Fig. 4 ABCE model: the overlapping
spatial specificity of individual gene
classes in the flower whorls 1–4 in
Arabidopsis is depicted. In the lower part,
there are putative complexes of the
flower organ identity genes, whose
interactions are supposed to be involved
in the acquisition of floral organ identity
according to the quartet model
(According to Jack, T. (2004) Molecular
and genetic mechanisms of floral
control, Plant Cell 16(Suppl.), S1–S17).
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when the light period reaches 14 to 16 h.
However, even under short day condi-
tions (light 8–10 h), flowering is induced,
suggesting the existence of flowering pro-
motion pathways that are independent of
the length of the day period (see the follow-
ing). Molecules involved in the perception
of the day length are light receptors (e.g.
PHYTOCHROME A (PHYA) and CRYP-
TOCHROME2 (CRY2)), and components
of the circadian clock (e.g. GIGANTEA
(GI) and EARLY FLOWERING3 (ELF3)).
Both of these groups of molecules coop-
erate by the detection of the day length
period and the information is transmitted

via cyclic expression of CONSTANS (CO),
encoding a putative component of a tran-
scription activation complex that regulates
the activity of downstream target genes.

Apart from day length, quality of light
also influences initiation of flowering.
Under shading, a series of responses
known as ‘‘shade-avoidance syndrome,’’
including stem elongation and accelerated
flowering can be observed. In crowded
plant populations, the light is depleted in
red wavelengths by chlorophyll of neigh-
boring plants and consequently the ratio
of red to far-red light is reduced. In
general, red light represses flowering in
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Arabidopsis, whereas far-red light has a
flowering promotion effect. The change
in light quality is perceived by red/far-red
receptors, so-called phytochromes. PHY-
TOCHROME B (PHYB) acts predomi-
nantly in red-light perception and medi-
ates inhibition of flowering via repression
of PHYTOCHROME AND FLOWERING
TIME1 (PFT1), encoding a nuclear pro-
tein and putative transcriptional factor
(see also Sect. Integration of flowering
promotion signals). PFT1 might promote
flowering by indirect activation of both
CO and FLOWERING LOCUS T (FT, see
Fig. 2). PHYA acts primarily in percep-
tion of far-red light and together with the
blue/ultraviolet A light receptor CRY2, ac-
tivates flowering. Both PHYA and CRY2
repress PHYB and activate CO via inde-
pendent pathways.

2.2.1.2 Vernalization. Vernalization, that
is, extended cold treatment, mimics win-
tering under natural conditions and in-
duces flowering in most of the Arabidopsis
accessions in a quantitative manner. It was
found that vernalization leads to changes
in chromatin structure or DNA methyla-
tion state and subsequent transcriptional
inactivation of one of the major floral path-
way integrators FLOWERING LOCUS C
(FLC, see the following). After cold treat-
ment, FLC repression persists even at
subsequent higher growing temperatures.
This ‘‘memory of vernalization’’ involves
the participation of VERNALIZATION2
(VRN2), a putative Polycomb-group pro-
tein. Another molecule necessary for the
negative regulation of FLC by vernaliza-
tion is VERNALIZATION-INSENSITIVE3
(VIN3), a plant homeodomain protein,
which seems to be involved in the mea-
surement of the cold period.

2.2.1.3 Autonomous flowering promotion
pathway. The autonomous pathway con-
trols flowering time independently of
environmental factors, that is, vernaliza-
tion and photoperiod/light quality. The
central role in the integration of differ-
ent flowering promotion pathways (see
the following) is played by FLC. FLC en-
codes a MADS-box transcription factor (for
more details on MADS-box proteins see
Sect. Acquisition of Floral Organ Identity)
and the level of FLC product is negatively
correlated with the time of the flowering
induction. Members of the autonomous
pathway induce flowering by repression of
FLC. FLOWERING LOCUS D (FLD) en-
codes a protein similar to the component
of human histone deacetylase complex and
it is supposed to act in the transcriptional
control of FLC by histone H4 deacetyla-
tion. Another member of the autonomous
pathway is FVE, a putative retinoblastoma-
associated protein, and like FLD regulates
FLC activity by histone H4 deacetylation.
FCA, a protein with two RNA binding do-
mains and a protein binding domain is
supposed to interact with FY, a protein
with similarity to yeast RNA processing
proteins. FCA/FY complex might be in-
volved in posttranscriptional repression of
FLC. Similarly, FPA, another gene with
a negative effect on the accumulation of
FLC, encodes an RNA binding protein.
However, the role of RNA processing in
the regulation of FLC remains unclear.

2.2.1.4 Plant hormones. The plant hor-
mone gibberellic acid (GA) promotes flow-
ering in Arabidopsis under short day con-
ditions. In the absence of GA, Arabidopsis
is an obligate long-day flowering plant.
Genes involved in the biosynthesis (e.g.
GA REQUIRING1 (GA1)) and perception
of GA (e.g. FLOWERING PROMOTIVE
FACTOR (FPF1)) are known to be involved
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in the gibberellin-dependent regulation of
flowering time in Arabidopsis. Abscisic acid
(ABA), another plant hormone, plays a role
opposite to that of GA in flowering promo-
tion, that is, it delays flowering. Mutants
with lowered biosynthesis of abscisic acid
and mutants in genes involved in abscisic
acid signaling (e.g. ABA INSENSITIVE1
(ABI1) and ABI2) flower earlier under
noninductive conditions. Other plant hor-
mones (e.g. cytokinins and ethylene) are
also implicated in the regulation of flow-
ering induction; however, the molecular
mechanism of their action in flowering
induction and interaction with other flow-
ering promoting factors is largely unclear.

2.2.1.5 Integration of flowering promotion
signals. All of the above-mentioned sig-
nals are integrated in a complex network
(Fig. 2), leading to the final regulation of
downstream targets, the meristem iden-
tity genes (e.g. LFY, AP1, TFL1). There is
quite a small group of factors in Arabidop-
sis, integrating multiple pathway outputs,
so-called floral pathway integrators (e.g.
FLC, SUPPRESSOR OF OVEREXPRES-
SION OF CONSTANS1 (SOC1), FT and
LFY, see above and Fig. 2). LFY plays a
special role as one of the flower pathway
integrators and together with AP1 belongs
to the floral meristem identity genes (see
below). FLC integrates outputs mediated
by both flowering repressing factors (e.g.
FRIGIDA (FRI), PHOTOPERIOD INDE-
PENDENT EARLY FLOWERING1 (PIE1))
as well as flowering promoting factors (e.g.
FLD, FCA, see above and Fig. 2). Arabidop-
sis accessions with functional FRI allele
over winter in the vegetative state and after
vernalization they flower in spring. Allelic
variations found in FRI correspond to the
variations in flowering time found among
different accessions of Arabidopsis. FRI en-
codes a protein, which is suggested to be

involved in the interactions with DNA or
other proteins and FRI inhibits flowering
by upregulating FLC. This effect cannot
be overcome even by the strong flower-
ing promoting effect of a long-day pho-
toperiod. PIE1, a protein with similarity
to ATP-dependent chromatin remodeling
proteins, also delays flowering by posi-
tive regulation of FLC. SOC1, encoding a
MADS-box protein and a flowering acti-
vator, is directly repressed by FLC via a
MADS binding sequence in the SOC1 pro-
moter. SOC1 is also activated by CO and
gibberellic acid. The antagonistic effects of
FLC and CO on SOC1 are mediated by the
same 351-bp promoter sequence of SOC1.
LFY integrates the outputs from long-day
period and GA pathways by separated LFY
promoter elements. The effects of long-
day period on LFY might be mediated
by SOC1 or another MADS-box protein,
AGAMOUS-LIKE24 (AGL24). GA might
influence LFY via activation of AtMYB33,
encoding an MYB-like transcription factor
that binds to the 8-bp sequence identified
in the LFY promoter. Finally, FT integrates
positive control from the long-day photope-
riod pathway mediated by CO and negative
control from multiple pathways integrated
by FLC. The inhibition of flowering under
shading by the PHYB pathway mentioned
in Sect. 2.2.1.1 is also integrated by FT, as
PHYB downregulates FT via repression of
PFT1, encoding a nuclear activator of FT
expression. Expression of FT could also
be affected by GA; that process might
be repressed by EARLY BOLTING IN
SHORT DAYS (EBS), a protein suggested
to be involved in chromatin remodeling.
For a scheme summarizing the above-
mentioned interactions, see Fig. 2.

2.2.2 Floral Meristem Identity Acquisition
The final downstream targets of the
above-mentioned interactions of flowering
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time genes are LFY and AP1, the floral
meristem identity genes. The regulation
of TFL1, a member of the shoot meristem
identity group of genes, is still unclear.
LFY and AP1 are necessary to specify a
meristem as floral, but they do not act
independently of each other. LFY directly
activates AP1 and AP1 is necessary for
the function of LFY in floral promotion.
There is a mutual repression between
LFY and AP1 on one hand and TFL1
on the other. This is consistent with the
apparently opposite role of both groups
of the genes. TFL1 maintains the shoot
meristem indeterminate and nonfloral and
negatively regulates flowering, whereas
LFY1 and AP1 promote the formation
of floral meristem and flowering. LFY1
and AP1 are transcription factors, which
might directly regulate TFL1. TFL1 is
similar to FT (see above), but the molecular
mechanism of their opposite functions
is unclear.

2.2.3 Flower Formation

2.2.3.1 Acquisition of floral organ identity.
Individual flowers are formed by floral
meristems growing out from the lateral
parts of the inflorescence meristem. Once
flower meristem identity is acquired, the
prerequisite for proper flower develop-
ment is spatially delimited expression of
flower organ identity genes. This finding
led to the postulation of the so-called ABCE
model, which explains the proper forma-
tion of Arabidopsis floral organs as a result
of interactions among ABCE gene classes
(see Fig. 4). Arabidopsis floral organs are or-
ganized in four concentric whorls. There
are four sepals in the most outer whorl
1, four petals in whorl 2, six stamens
(four longer medial and two shorter lat-
eral) in whorl 3 and two carpels in whorl
4; the two carpels fuse to form a bilaterally

symmetrical gynoecium (pistil, see Fig. 3).
The ABCE model postulates that activity
of class A genes alone specifies sepals in
a flower whorl 1, A + B specifies petals
in whorl 2, B + C specifies stamens in
whorl 3 and C alone specifies carpels in
whorl 4. Genes of class E were addition-
ally found to be necessary for the proper
identity of petals, stamens, and carpels
(see Fig. 4). Function of ABC genes is spe-
cific to the flower meristem; however, in
combination with class E genes, they are
able to transform even vegetative organs
(e.g. leaves) into floral organ-like struc-
tures. With the exception of APETALA2
(AP2), a member of a small plant-
specific family of transcription factors,
products of ABCE genes (see Table 1) are
MADS-transcription factors. The MADS-
transcription factors are analogs of animal
homeotic genes, which, instead of home-
odomain, contain the so-called MADS-box,
found in MCM1 (yeast), AGAMOUS (Ara-
bidopsis), DEFICIENS (Antirrhinum), and
SERUM RESPONSIBLE FACTOR (SRF,
human). Additionally, there are D-class
genes [e.g. SEEDSTICK (STK), SHATTER-
PROOF1 (SHP1), and SHP2], which are
important for specification of ovule organ
identity (see Sect. Ovule identity).

2.2.3.2 Activation of floral organ identity
genes. The major activators of floral
organ identity genes are LFY and AP1.
As mentioned earlier, LFY and AP1 are
flower meristem identity genes, which are
necessary for flower meristem identity
acquisition. In combination with other
factors, LFY and AP1 also act as activators
of the flower meristem identity genes
AGAMOUS (AG, C class) and APETALA3
(AP3, B class). LFY and UNUSUAL
FLOWER ORGANS (UFO) coactivate AP3:
LFY is able directly to bind to the AP3
promoter in vitro; UFO is an F-box
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protein and it functions as a part of
the SKP1-cullin-F-box (SCF) complex that
targets proteins for ubiquitin-mediated
degradation. A recent model suggests
a role for UFO in the degradation of
the putative AP3 repressor in whorls 2
and 3 (see Fig. 4). Proper function of
B-class genes in petal formation is also
dependent on AP1, probably via AP1
activation of UFO by promoting UFO
mRNA accumulation at the base of petals
in whorl 2 late during flower development
(stage 5, see Sect. 2.2.3.4). The central role
of LFY in the activation of floral organ
identity genes is further supported by
its role in coactivation of class C gene
AG. Together with the homeodomain
protein WUSCHEL (WUS), LFY binds
to the regulatory region of AG in its
second intron. The expression of WUS
in precursor cells of whorls 3 and 4 seems
to be responsible for spatial specificity of
the LFY/WUS-mediated AG activation (see
Fig. 4). After AG is activated by LFY/WUS,
AG in turn represses WUS in whorls 3 and
4. WUS promotes the proliferative state of
meristem cells and absence of the feedback
in ag mutants leads to the indeterminate
flower phenotype.

2.2.3.3 Interactions among ABCE genes.
There are two major types of interac-
tions among ABCE genes during flower
formation. First, they cooperate in the
specification of precursor cells to form
individual flower organs as mentioned in
previous sections. Second, after initial acti-
vation of the floral organ identity genes, the
fine tuning of their expressional patterns is
achieved by mutual repressive interactions
between A- and C-class genes; the territo-
rial competition is also called cadasteral
activity. The molecular nature of those
two types of interactions will be briefly
described in following sections.

Multifactorial MADS-box Protein Com-
plexes The vast majority of ABCE genes
encode type II MADS-box proteins. Be-
sides an N-terminal MADS-box, a domain
with DNA binding, nuclear targeting, and
dimerization functions, there are two ad-
ditional conserved domains in most of
the ABCE proteins: a K-domain, respon-
sible for protein–protein interactions and
a C-domain, involved in transcriptional
activation. The recent quartet model sug-
gests formation of tetramers, composed of
two pairs of MADS-box proteins, homo-
or heterodimers, each of which binds to a
single MADS binding site. There are two
possible models, explaining the molecular
mechanisms of functionality of those com-
plexes. One suggests synergistic effects of
individual subunits on the affinity of the
entire complex to individual MADS bind-
ing sites, the other considers functional
complementation of MADS proteins lack-
ing transcription activating domains (e.g.
AP3) by the transcription activating do-
main of interacting partner(s) (e.g. AP1).
The quartet model implies formation of
tetramers consisting of AP3/PISTILLATA
(PI) and SEPALLATA (SEP)/AP1 het-
erodimers in petals whorl 2 (there are
four members of the SEP gene fam-
ily in Arabidopsis, SEP1-4), AP3/PI and
SEP/AG heterodimers in stamens whorl
3 and AG/AG and SEP/SEP homod-
imers in whorl 4 (see Fig. 4). Whether
AP1 alone (possibly as a homotetramer)
or in combination with any other prod-
uct of a class A gene is responsible for
sepal specification in whorl 1 remains
unclear. Similar interactions among flo-
ral organ identity genes were found in
Petunia and Antirrhinum. It could sug-
gest that the above-mentioned principles
might be a unifying dogma of flower organ
development, with some species-specific
modifications, for example, only class B
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and C genes were identified in Antir-
rhinum. However, it should be noted here
that the in planta nature of MADS–protein
complexes remains to be characterized.

Cadasteral activity of A and C genes AP1
and AP2 are the earliest class A genes
expressed in the floral meristem. AP1
is expressed throughout the meristem to
specify the meristem as floral. Later on
(stage 3), the expression of the class C
gene AG is activated by LFY and WUS (see
Sect. 2.2.3.2) in whorls 3 and 4, where the
expression of AG suppresses transcription
of AP1. Vice versa, AP2, another class A
gene, inhibits expression of AG in whorls
1 and 2. Interestingly, in the case of AP2,
posttranscriptional regulation via micro-
RNA (miRNA) leads to the localization of
AP2 protein to whorls 1 and 2 (AP2 mRNA
is detectable throughout the flower). Be-
sides class A genes, there are also other,
non-MADS genes, working as repressors
of AG (e.g. CURLY LEAF (CLF), encoding
a homolog of the Drosophila Polycomb-
group protein Enhancer of Zeste, LEUNIG
(LUG), which encodes protein with multi-
ple WD-repeats, SEUSS (SEU), encoding
a protein with a glycine-rich domain and
showing similarity to animal LIM domain
binding coregulators, STERILE APETALA
(SAP) and AINTEGUMENTA (ANT), en-
coding DNA binding protein related to
AP2, see also Sect. Ovule patterning). Like
AP2, LUG, SEU, and ANT repress AG in
whorls 1 and 2.

2.2.3.4 Development of floral organs.
Development of the Arabidopsis flower was
classified into 12 stages, based on the
successive appearance of individual land-
marks. Stages 1 to 3 are schematically
depicted in Fig. 2. Flower development
starts when a flower buttress arises (stage

1) and proceeds to the next stage when
the floral buttress is separated by grooves
(stage 2). In stage 3, sepal primordia arise
that overlie the primordium at stage 4. Dur-
ing stage 5, the petal and stamen primordia
become apparent and are enclosed by the
sepals at stage 6. During stage 6, the gynoe-
cium starts growth as an open-ended tube.
At stage 7, primordia of middle stamens
become constricted toward their base, thus
defining the future stamen stalks (fila-
ments) and develop locules (stage 8). At
stage 9, petal primordia become stalked
and all organs undergo rapid elongation.
When the petals reach the length of lat-
eral stamens, stage 10 begins. Papillae of
stigma appear at stage 11 and the stage
12 starts when petals reach the height of
medial stamens. Stage 12 ends with the
opening of the flower.

Recently, the molecular factors regulat-
ing floral organ development have been
identified using expressional studies and
mutant analysis. Expression of TAP1 and
FILAMENTOUS FLOWER1 (FIL1) encod-
ing a secreted protein and a candidate cell
wall protein respectively were identified
in anthers of Antirrhinum. In Arabidop-
sis, NAC-LIKE ACTIVATED BY AP3/PI
(NAP) represents the downstream target
of B-class genes in petals and stamens.
SHOOT MERISTEMLESS (STM), CUP-
SHAPED COTYLEDONS (CUC1), and
CUC2 are expressed in the so-called me-
dial domain, located at the interface of
the fused lateral carpel margins in the
pistil. These genes are supposed to be
important for maintaining the meristem-
atic state of the medial domain, where
later on the placenta tissue differenti-
ates and from which the ovule primordia
arise. CRABS CLAW (CRC), SPATULA
(SPT), and TOUSLED (TSL), (see also
Sect. Integument initiation and growth)
are expressed in the medial domain of
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the pistil and might affect the production
of ovules.

2.3
Structure and Formation of Male
and Female Gametes

In higher plants, male and female ga-
metes, the sperm and egg cells, are
formed in special flower tissues, so-
called sporangia. Microsporangia, located
in anthers (Fig. 5), produce a large num-
ber of microspores that differentiate into
mature male gametophytes (microgameto-
phytes), the pollen grains. Megasporangia,
so-called ovules, are located in the ovary
of the pistil (gynoecium). In contrast to
microsporangia, during megasporogene-
sis in a majority of plant species, only one
of four megaspores differentiates into a
functional megaspore that develops into a

female gametophyte (megagametophyte), the
embryo sac. Two sperm cells develop from
each pollen grain, whereas there is only
one egg cell in each embryo sac. Both
micro- and megagametophytes (i.e. pollen
grains and embryo sacs) are multicellular
structures that undergo specific develop-
mental processes.

2.3.1 Male Gamete Formation

2.3.1.1 Microsporogenesis.

Archesporial cell number and differentia-
tion The formation of pollen in A.
thaliana is schematically shown in Fig. 5.
In each of four developing locules (mi-
crospororangia) formed in the anther,
one archesporial cell differentiates. The
archesporial cell is specified from one
of the subepidermal cells originating

Tetrad

Meiosis

Pollen mother
cell

Callasse

Free
microspores

Polarized microspore

Microsporogenesis Microgametogenesis

Pollen mitosis I

Vacuole

Vegetative cell

Generative cell

Pollen mitosis II

Vegetative nucleus

Mature tricellular pollen grain

Germinating pollen grain

Spermatic
cells

Fig. 5 Male gametophyte development: formation of mature pollen grain
from pollen mother cell in Arabidopsis is schematically depicted. Cytoplasm is
in yellow, nuclei are in red, and vacuoles are in white. For details see text
(Sect. 2.3.1). (See color plate p. xxvii).
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from the L2 layer. In Arabidopsis NOZ-
ZLE/SPOROCYTELESS (NZZ/SPL) en-
codes a putative transcription factor sim-
ilar to MADS-box proteins, necessary
for the specification of archesporial cell.
NZZ/SPL was recently shown to be under
direct control of AG (see also Sect. 2.2.3.2).
The number of archesporial cells in
Arabidopsis seems to be determined by
the activity of EXTRASPOROGENOUS
CELLS/EXCESS MICROSPOROCYTES1
(EXS/EMS1) encoding a putative Leu-rich
receptor (LRR) kinase; in exs/ems1 plants,
multiple archesporial cells per microspo-
rangium are formed. A similar phenotype
was found in mutants in TAPETAL DE-
TERMINANT1 (TPD1), encoding a pu-
tative secreted protein. Whether TPD1
is involved in the same signaling path-
way, perhaps as a ligand of EXS/EMS1,
remains to be clarified. The ortholog
of EXS/EMS1 MULTIPLE SPOROCYTE1
(MSP1) was identified in rice and mutants
in maize MULTIPLE ARCHESPORIAL
CELLS1 (MAC1) also resemble exs/ems1
plants. The archesporial cell divides to
form a primary parietal cell and a pri-
mary sporogenous cell. The primary parietal
cell divides to give rise to the tape-
tum, endothecium, and the middle layer
of the anther. The primary sporogenous
cell divides and the progeny differen-
tiate into microsporocytes – pollen mother
cells (PMCs) that undergo meiosis, lead-
ing to the formation of tetrads of haploid
microspores.

Meiosis The basic processes during mei-
otic division I and II in plants do not seem
to differ from other eukaryotes. However,
in contrast to animals, there are differences
in some of the cellular processes accompa-
nying meiosis. In plant microsporocytes,
the reduction of rRNA and mRNA together

with plastid and mitochondria dedifferen-
tiation and division were observed. The
reason for that ‘‘purging of sporophytic
information’’ is unclear. It might facil-
itate later gametophytic development or
free the developing microspores of detri-
mental RNA-like viruses and silencing
elements.

There are many genes found to affect
plant meiosis, but only a few of them
have been cloned and characterized in de-
tail. Mutants in SWITCH (SWI1)/DYAD
are defective in both male and female
meiosis. Interestingly, male meiosis is un-
affected in swi1-1 and dyad mutant alleles,
which might suggest distinct processes in-
volved in the male and female germlines
during meiosis in Arabidopsis. SWI1 was
cloned, but the putative amino acid se-
quence of SWI1 does not reveal similarity
to any known protein. On the basis of
the phenotype of swi1 male meiocytes (ab-
sence of bivalents during meiosis), the
protein is suggested to be involved in es-
tablishment of chromatid cohesion and
chromosome structure during meiosis. At-
DMC1, the Arabidopsis homolog of the
yeast DMC1 gene was identified and its
expression was found to be specifically
associated with meiosis in both PMCs
in anthers and megaspore mother cells
(MMC) in ovules. DMC1 in yeast, the
homolog of E. coli recA, plays a role in
homology-dependent pairing of chromo-
somes and chiasmata formation during
meiosis. The Arabidopsis Atdmc1 mutant
shows defects in meiosis; however, in
contrast to mouse and yeast, meiosis is
not completely arrested; ten univalents in-
stead of five bivalents were observed in
Atdmc1 mutant meiocytes. The absence of
bivalents results in a formation of nonvi-
able gametes with an aberrant number of
chromosomes. The occurrence of double-
strand breaks (DSB) is a consequence of



266 Reproduction of Plants

the dmc1 mutation in yeast. However,
the presence of DSB was not observed
in Arabidopsis dmc1 mutants. This might
be explained by either efficient DNA re-
pair systems or that DSBs do not occur in
Arabidopsis mutant meiocytes. arabidopsis
homolog pairing2 (ahp2) represents another
recently identified Arabidopsis meiosis-
defective mutant. The ahp2 mutant plants
are sterile, with defects in both male and
female gametophyte development. AHP2
is a homolog of the fission yeast MEU
13+. MEU 13+ is supposed to be in-
volved in chromosome pairing during
early prophase I and monitoring of the
sequence homology of the paired chromo-
somes to either promotes homolog pairing
or destabilizes pairing between nonhomol-
ogous ones. In good concert with that,
the ahp2 male meiocytes are character-
ized by the absence of bivalents during
prophase I and by the presence of chro-
mosome fragments, chromatin bridges,
and unbalanced segregation in anaphase I
and II.

Microspore cell wall formation After each
meiotic division in species with suc-
cessive cytokinesis (e.g. most of mono-
cots) or after meiosis II in species with
simultaneous cytokinesis (e.g. most of
eudicots including Arabidopsis), the cell
wall is formed between individual mi-
crospores. The cell wall is composed of
callose, a β-1,3-glucan. Control of the di-
vision plane in plant male meiosis is
achieved by an array of radial micro-
tubules surrounding newly formed nuclei.
At the interface of those microtubule
arrays, the callose wall is formed ei-
ther centrifugally (in case of successive
cytokinesis) or centripetally (in simul-
taneous cytokinenesis). In Arabidopsis,
TETRASPORE/STUD (TES/STD) gene
was identified, encoding a putative kinesin.

In tes/std mutants, formation of ra-
dial microtubule arrays at the end of
meiosis is hampered and all the mi-
crospores develop in a common cyto-
plasm. In tes/std plants, few functional
pollen grains are produced revealing
different aberrations, for example, poly-
ploid sperm cells. Interestingly, the re-
cessive nature of tes/std mutation, to-
gether with the expression of TES/STD
throughout the premeiotic anther, sug-
gests sporophytic control of meiotic cy-
tokinesis in Arabidopsis. Recently, the Ara-
bidopsis gene GLUCANSYNTHASE-LIKE5
(AtGSL5) with similarity to yeast β-1,3-
glucan synthase was identified that is
supposed to be involved in callose wall
formation.

Individual microspores are released by
the action of the enzyme callase, com-
prising endo- and exoglucanase activities,
which is produced by the tapetum. This
step was shown to be essential for male
fertility in some species (e.g. Petunia). Ara-
bidopsis gene A6 is expressed in tapetum
and encodes a protein similar to yeast
β-1,3-glucanase and represents a candi-
date that may function in microspore
release. Nevertheless, callose degradation
was shown to be necessary but not
sufficient to release the microspores in
Arabidopsis. During microsporogenesis in
quartet mutants, in spite of normal callose
wall formation and dissolution, perma-
nent tetrads are formed, probably as a
result of persistent pectic components in
the parent cell wall of the tetrad. However,
in contrast to Arabidopsis, other species
(e.g. members of Juncaceae and Oenother-
aceae) produce permanent tetrads that are
fully functional.

2.3.1.2 Microgametogenesis. Formation
of haploid microspores completes mi-
crosporogenesis, which is followed by
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microgametogenesis. The individual mi-
crospores enlarge and a single large vac-
uole is formed, which is associated with
polarization of the microspore that subse-
quently undergoes two rounds of mitosis
(see Fig. 5). During the first, asymmetric
cell division also called pollen mitosis I, the
nucleus is attached to the cell wall and
the spindle orientation leads to the for-
mation of a large vegetative and a small
generative cell. The nucleus of the veg-
etative cell generally maintains irregular
shape with dispersed chromatin, while the
nucleus of the generative cell is highly
condensed, often spindle shaped. The gen-
erative cell detaches from the cell wall
(leading to the formation of the ‘‘cell in
cell’’ structure) and undergoes a further
round of mitosis, pollen mitosis II, which
gives rise to the mature, three-celled male
gametophyte consisting of the large veg-
etative cell and two small sperm cells. In
species with bicellular pollen (e.g. tobacco),
pollen mitosis II occurs after pollen grain
germination within the pollen tube (see
Sect. 2.4). In the Arabidopsis mutant gem-
ini pollen1 (gem1), microgametogenesis is
arrested after the first mitotic division.
The initial microspore polarization and
phragmoplast formation seems to be af-
fected, leading to the formation of two
cells that are both able to express vegeta-
tive cell-specific markers. GEM1 encodes a
microtubule-associated protein, which was
shown to bind microtubules in vivo and is
possibly involved in the correct positioning
of the phragmoplast during pollen mitosis
I. The vegetative nucleus and two sperm
cells after pollen mitosis II are physically
connected, forming a functional assem-
blage, the male germ unit (MGU). The
connection of vegetative nucleus is dis-
rupted in male gametophytic mutants of
two classes, germ unit malformed (gum) and
germ unit displaced (gud). The penetrance of

both of these male-specific gametophytic
mutations is complete, suggesting func-
tional importance of the MGU.

Pollen grain wall formation The wall of
pollen grains is a complex, multilayered
structure consisting of the innermost pec-
tocellulosic intine and outer exine. The
outer exine is further divided into the two-
layered nexine (nexine I and II) with nexine
I adjacent to the intine, and outer sexine
that consists of columella and the outer-
most tectum. The exine is composed of
sporopollenin comprising long-chain fatty
acids and a minor component of phenolic
compounds. Sporopollenin is polymer-
ized from precursors secreted by the mi-
crospore and (after microspore is released
from tetrad) by the tapetum. The exine
forms a rigid, 3D-coat structure, providing
protection against physical, chemical, and
biological attacks and allowing attachment
to animal pollinators and stigma surface.
The exine does not develop over the entire
surface of the pollen grain, creating pre-
cisely positioned germination apertures
or lacunae. The number and positions
of apertures could be used as taxonomic
characters, for example, in fossil records.
During pollen wall development, the indi-
vidual layers of the pollen wall are added
from the outermost layer inwards, so that
the ephemeral callose wall is first deposited
on the surface of the developing pollen, fol-
lowed by the primexine (a precursor of the
sexine), the nexine, and finally the intine.
There is some evidence that genes involved
in pollen wall patterning are transcribed
premeiotically. However, there are very
few mutations identified up to now that
affect the patterning of pollen wall forma-
tion. In Arabidopsis, the DEFECTIVE IN
EXINE FORMATION1 (DEX1) gene was
identified, encoding a putative membrane-
associated calcium-binding protein, which
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is proposed to act as a nucleation site for
sporopollenin polymerization.

2.3.1.3 Interactions of mitochondrial and
nuclear genes during male gametophyte
development. The mitochondria seem to
play a key role in male gametophyte de-
velopment. There are many loci identified
in the mitochondrial genome that are as-
sociated with so-called cytoplasmic male
sterility (CMS). The defects cosegregating
with CMS loci occur in different stages of
the male gametophyte development and
range from anther degeneration and a lack
of fertile pollen (e.g. Petunia) to absence of
exerted anthers (e.g. maize) and homeotic
transformation of anthers into petal- or
bract-like structures (e.g. carrot). Interest-
ing feature of the CMS phenomenon in
plants is the existence of nuclear located
genes, so-called fertility restorers (referred to
as Rf of Fr). Specific alleles of these genes
are able to restore male fertility in CMS
lines, suggesting importance of nuclear
to mitochondrial genome communication
during male gametophyte development.
Molecular nature of this communication
remains to be elucidated. However, in the
last few years, substantial progress has
been achieved in understanding the CMS
phenomenon in plants.

Mitochondrial loci associated with CMS
and mechanism of their action Most of
the loci identified in CMS are the result
of (often multiple) recombination events
in the mitochondrial genome, leading
to the formation of new open reading
frames (ORFs) that could lose regulatory
association with their original regulatory
sequences. In CMS loci identified up to
now, genes for ATP synthase subunits
were often found to be involved in such
recombination events. As an example, one

of the best-understood CMS systems in
maize could be mentioned in detail. In
mitochondrial genome of maize CMS-T
(Texas) male sterile line, the existence
of urf13 gene was identified, encoding
a 13-kD protein. The locus is a result
of multiple recombination events, lead-
ing to the fusion of primarily noncoding
sequences normally found in 3′ to 23S
rRNA gene that now comes under the
control of a regulatory sequence of the
gene encoding the 6th subunit of ATP syn-
thase (atp6). At the 3′ proximity to urf13,
cotranscribed orf221 gene was identified,
encoding a protein similar to Arabidopsis
F0 subunit of ATP synthase. In addition
to ATP synthase subunits 4, 6, 8, and 9
coding sequences, other known sequences
(e.g. cytochrome oxidase subunit coding
regions) and sequences with unknown
function were identified in various CMS-
associated loci. The molecular nature of
the defects caused by CMS-associated loci
is mostly unknown. It has been found
that many of the CMS-associated loci en-
code putative transmembrane domains. A
recent hypothesis suggests that mitochon-
drial membrane could be a potential target
for those proteins, as it has been shown
in case of URF13, which forms a pore in
the mitochondrial inner membrane in the
presence of T-toxin produced by fungus
Cochliobolus heterostrophus. Whether there
is a naturally occurring biosynthetic prod-
uct analogous to fungal T-toxin in young
anthers of maize is not known.

Fertility restorers, nature, and mechanisms
of action The nuclear genes found to
act as fertility restorers are mostly loci
found to be involved in regulation of
mitochondrial gene expression; however,
there are also genes that seem to work
through metabolic effects. The regulation
of mtDNA expression could be achieved
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at both transcriptional and posttranscrip-
tional levels, either by regulation of the
mitochondrial transcription profile or pro-
tein accumulation. Good examples are
Rf1/Rf2 genes found in the restoration of
the above-mentioned CMS-T in maize. Rf1
acts as a primary CMS-T restorer and af-
fects processing of urf13 transcripts. Rf2 is
unable by itself to restore fertility in CMS-T
lines, but it is supposed to remove residual
sterility effect of urf13 in the presence of
Rf1. Rf2 encodes a protein with aldehyde
dehydrogenase activity and the role of RF2
could be to reduce toxic levels of aldehyde,
potentially present as a result of residual
urf13 expression. In the sequence of other
cloned fertility restorer genes, a pentatri-
copeptide (PPR) motif was often identified
(e.g. Rf genes from Petunia, Brassica,
Raphanus, and Oryza). PPR proteins were
implicated in organelle gene expression in
both mitochondria and chloroplasts and
they seem to have different functions, for
example, in RNA processing and transla-
tion or accumulation of plastid ribosomes.

2.3.2 Female Gamete Formation
There are more than 15 different patterns
in the development of female gametophyte
in angiosperms based on the variations
in cytokinesis during meiosis, the various
number of functional megaspores and the
number and pattern of subsequent mitotic
divisions and cellularization patterns. In
more then 70% of flowering plant species,
the monosporic, Polygonum type of female
gametophyte occurs. This type of female
gametophyte development can be found
in many biologically and economically im-
portant species like Zea (maize), Triticum
(wheat), Gossypium (cotton), Brassica (e.g.
cabbage, kohlrabi, cauliflower, rape, mus-
tard), and Arabidopsis. The basics of the
Polygonum type of the female gameto-
phyte development will be summarized

here with an emphasis on understanding
the entire process at the molecular level.

2.3.2.1 Ovule development. In angio-
sperms, the key structure where the pre-
and postzygotic development takes place
is the ovule. The female gametophyte
is represented by the so-called embryo
sac, the multicellular, mostly haploid and
highly differentiated tissue, surrounded by
diploid mother (sporophytic) tissue of the
ovule. In Arabidopsis, typically 60 ovules
are placed along the replum in the fe-
male reproductive organ, the gynoecium
(the pistil). Early in flower development,
ovule primordia differentiate from the pla-
centa. During ovule development, three
anatomically distinguishable and function-
ally distinct parts of the ovule are formed
(see Fig. 6). The nucellus, located at the
distal pole of the ovule, contains the sporo-
genic tissue. The growth of inner and outer
integuments is initiated in the chalaza,
located approximately in the middle of
the ovule primordium. Soon after integu-
ment differentiation, elongation growth is
initiated and the integuments cover the nu-
cellus of the mature ovule except a small
part at the distal pole, forming a gate for
the pollen tube entry, the micropyle. The
extended growth of the outer integument
at the outer (posterior) side of the ovule re-
sults in a characteristic bending and finally
the placement of the micropyle along the
base (the stalk) of the ovule (Fig. 6). The
position of the integument outgrowth de-
fines the most proximal part of the ovule,
which differentiates into the tissue con-
necting the maternal placenta tissue, the
funiculus.

Ovule identity It seems that there are
parallels between ovule and flower pat-
terning and that those two processes
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Fig. 6 Female gametophyte development. Ovule development (a–d) and individual
stages of female gametogenesis (FG1–FG7) in Arabidopsis are schematically depicted.
(a) Primary, nondifferentiated protrusion of the placenta; the proposed diversification of
three future ovule regions (nucellus, chalaza, and funiculus) is depicted by different gray
grades. (b) Megaspore mother cell (MMC) is differentiated. (c) Inner and outer
integuments are developed; asymmetrical growth of integuments on abaxial and adaxial
sides is depicted. Three of four megaspores at the distal pole will degenerate, the most
proximal one will form the functional megaspore; the developing vascular tissue of
funiculus is schematically shown. (d) Fully developed ovule with two synergid cells and
egg cell at the micropylar (distal) pole. Drawings in a–d by Romana Dobešová (According
to Grossniklaus, U., Schneitz, K. (1998) The molecular and genetic basis of ovule and
megagametophyte development, Semin. Cell Dev. Biol. 9, 227–238). FG1–FG7
megagametogenesis in Arabidopsis. Cytoplasm is in yellow, nuclei are in red and vacuoles
are in white. EC, egg cell; SC, synergid cell; CCN, central cell nucleus; AC, antipodal cells.
Only one of the two synergid cells is shown. For details of female gametophyte
development see Sect. 2.3.2 (See color plate p. xxxiv).

share common factors (see also Sect. 2.2).
Similar to flower organ identity acquisi-
tion, the identity of ovule primordia and
ovule structures (e.g. integuments) is ge-
netically determined and it seems to be
a result of complex interactions of fac-
tors that might resemble both cadasteral
and cooperative interactions found among
ABCE genes during flower patterning
(see Sect. 2.2.3.3). For example, the bal-
anced activity of AG, the potent pro-
moter of carpel identity in Arabidopsis

and its homologs in Brassica and Nico-
tiana, was found to be necessary for
proper identity acquisition of ovule pri-
mordia. AG was also shown to control
NZZ/SPL, involved in ovule primordia
patterning (see the following). In Arabidop-
sis, activity of BELL1 (BEL1), encoding a
homeodomain protein is crucial for the
determination of ovule integument iden-
tity, possibly via negative regulation of AG.
In this model, the AG-dependent, carpel-
promoting pathway overrides effects of
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integument identity genes in the absence
of BEL1. BEL1, together with members of
a monophyletic clade of AG, the MADS-
box genes SHP1, SHP2, and STK, is
necessary for integument identity acqui-
sition and in the absence of these factors,
integuments are transformed into carpel-
loid structures, possibly as a result of
the above-mentioned dominance of AG.
SHP1, SHP2, and STK have apparently
redundant functions in the promotion of
integument identity and SHP1 and SHP2
can also substitute for AG in carpel specifi-
cation. In Petunia, homologs of Arabidop-
sis STK FLORAL BINDING PROTEIN7
(FBP7) and FBP11 share a similar ex-
pression pattern with STK, SHP1, and
SHP2 and in plants with lowered ex-
pression of both FBP7 and FBP11, the
conversion of ovules into carpel-like struc-
tures was observed. In Arabidopsis, the E
genes SEP1-3 collaborate with B and C
genes in the acquisition of floral organ
identity, probably via formation of multi-
meric complexes (see Sect. Multifactorial
MADS-box protein complexes). Similar in-
teractions might be involved in the ovule
identity acquisition. Expression of SEP
genes was identified in developing ovules
and SEP1/sep1, sep2, sep3 mutants show
phenotype alterations similar to phenotype
of stk, shp, shp2 triple mutants (i.e. home-
iotic transformation of integuments into
carpelloid structures). STK, AG, SHP1,
and SHP2 were shown to interact with
SEP proteins in multimeric complexes,
suggesting the existence of a molecular
mechanism resembling those identified
in acquisition of flower organ identity.
In line with that, a similar situation was
found in Petunia, where STK orthologs
FBP7 and FBP11 interact with FBP2 and
FBP5, putative orthologs of SEP proteins
in Arabidopsis.

Ovule patterning The developing ovule
primordium differentiates into three
zones: the most distal nucellus, the central
chalaza, where the integuments initiate
and the most proximal funiculus. These
three pattern units are distinguished very
early in ovule development after the non-
differentiated protrusion of the mother
placental tissue appears. Recently, the first
molecular evidence has become available
that might explain how the supposed
positional information distributed along
the proximal–distal axis is interpreted
into cell-fate determination. In Arabidop-
sis, the position of the inner integument
outgrowth seems to be dependent on
the spatial interactions of expression do-
mains of ANT, encoding an AP2 do-
main transcription factor and NZZ/SPL,
whose role was already mentioned in
male archesporial cell differentiation (see
Sect. Archesporial cell number and dif-
ferentiation). The expression of WUS,
encoding a homeodomain protein was also
found to be involved in the positional spec-
ification of integument outgrowth (see
also Sect. 2.2.3.2). According to a recent
model, the distal expansion of proximally
located expression domain of ANT is neg-
atively regulated by activity of NZZ, and
the spatial relationship between WUS ex-
pression in the nucellus and ANT in the
chalaza determines the position of inner
integument outgrowth. However, as NZZ
is expressed throughout the developing
ovule primordium, the spatial specificity
mechanism of its negative regulation of
ANT is so far unclear.

Integument initiation and growth Multi-
ple factors, involved in outer integument
initiation, regulation of differential integu-
ment growth, and integument extension
were identified. INNER NO OUTER (INO)
encoding a YABBY protein transcription
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factor seems to be a specific determi-
nant of the outer integument outgrowth.
Spatial specificity of its expression de-
pends on ANT, whose role was discussed
in inner integument initiation (see pre-
vious section). The expression of INO
not only seems to regulate outer integu-
ment outgrowth along the proximal–distal
axis but also along the anterior–posterior
(or adaxial–abaxial, recently also called
gynoapical–gynobasal) axis (see Fig. 6).
INO is expressed only on the poste-
rior/abaxial/gynobasal side of the ovule,
where the outer integument is initiated
and exhibits extended growth, leading to
the typical ovule curvature (Fig. 6). SU-
PERMAN (SUP) encoding a putative zinc
finger transcription factor was identified to
be necessary for this posterior specific loca-
tion of INO expression domain, probably
via negative regulation of INO positive au-
toregulation. However, the factors involved
in the initial induction of the asymmetrical
INO expression remain unknown. Addi-
tionally, INO seems to be necessary for the
abaxial identity of the outer integument
and its growth.

Several other factors were identified in
the coordination of the inner and outer
integument growth in Arabidopsis. For
example TSL, encoding a Ser/Thr pro-
tein kinase (see also Sect. Development
of floral organs), represents a good candi-
date for the molecule mediating signaling
between apparently functional and evo-
lutionarily different tissues of inner and
outer integuments. Also, factors influ-
encing growth of both inner and outer
integuments were identified, for example,
DICER-LIKE1 (DCL1, former SHORT IN-
TEGUMENTS1) encodes RNase III/RNA
helicase, which might be involved in
the production of small RNAs associ-
ated with the translational regulation of

developmental genes during integument
cell elongation.

2.3.2.2 Megasporogenesis. In the early
phases after Arabidopsis ovule primordial
growth initiation, an archesporial cell of
subepidermal origin directly differentiates
into the megasporocyte, the MMC. The
ovule is tenuinucellate, which means that
the MMC is in direct contact with the
nucellar epidermis. The archesporial cell
is originally established as a nonpolar,
rather large cell (∼17 µm in diameter),
while the MMC just before meiosis is
already polarized, with the majority of the
organelles located at the functional pole. In
a majority of species including Arabidopsis,
the functional pole points toward the distal
pole of the ovule primordium. The polarity
of the megasporocyte is also reflected by
the preferential accumulation of callose at
the functional pole. However, the polarity
is reversed in some species, for example,
Oenothera and Endymion, (see also below).
Activity of NZZ/SPL was shown to be
crucial for archesporial cell differentiation
in both male and female germlines (see
also previous sections).

Cytokinesis in Arabidopsis occurs af-
ter meiosis is completed, which results
in the formation of a multiplanar or
linear tetrad. Molecular control of meio-
sis, which is mostly common for both
male and female meiocytes was already
discussed previously (see Sect. Meiosis).
The most proximal product of the MMC
meiosis survives in Arabidopsis, forming
the functional megaspore. In contrast to
that, in Oenothera and Endymion, the
most distal megaspore survives and in
some other species the surviving megas-
pore is not determined by position at
all. The mechanisms of the functional
megaspore selection are unknown, pos-
sibly both cytoplasmic determinants and
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cellular interactions with neighboring cells
might contribute to this.

2.3.2.3 Megagametogenesis. Megaga-
metogenesis follows megasporogenesis,
which ends with the formation of the func-
tional megaspore (see previous section).
Recently, megagametogenesis in Ara-
bidopsis was described in detail. On the
basis of the occurrence of anatomically
distinguishable traits, the entire process
was classified into seven distinct steps
FG1–FG7 (see Fig. 6). During the first
step, FG1 (the Female Gametophyte 1),
a functional megaspore is already dif-
ferentiated; the remnants of the three
degenerating meiotic products are still
present. In the next development, the func-
tional megaspore undergoes three rounds
of mitosis, constituting the eight-nuclear
embryo sac. In FG2, the first round of
mitosis results in a two-nuclear female
gametophyte, with many small vacuoles
all around the cytoplasm. In FG3, the
large central vacuole is formed and usu-
ally another (smaller) one at the proximal
(chalazal) pole is also present. In FG4,
the second round of mitosis results in the
formation of a four-nuclear gametophyte,
with a well-developed central vacuole. The
four nuclei are organized in two pairs,
located at opposite poles. The chalazal nu-
clei change their positions during FG4,
as the line between them, originally or-
thogonal to the micropylar-chalazal axis,
is flipped-over to become parallel with the
micropylar-chalazal axis at the end of FG4.
After the third (and final) round of mitosis,
the eight-nuclear gametophyte is formed,
defining the beginning of the most com-
plex stage, FG5. This stage is characterized
by dramatic changes in the position of nu-
clei; cellularization and cell differentiation
takes place during FG5. FG5 was origi-
nally considered to be a rather uniform

stage; however, on the basis of our results
we suggested its further division into three
subphases FG5 I–FG5 III. In the first sub-
phase FG5 I, the embryo sac is a syncytium
of eight nuclei in two groups of four, sepa-
rated by the central vacuole. In FG5 II, the
translocation of nuclei can be observed,
resulting in the formation of two groups
of three on both poles, and two polar nuclei
migrating toward the position of the fu-
ture central cell nucleus (CCN). The polar
nucleus of chalazal origin migrates faster,
which results in the asymmetric location of
the polar nuclei that underlines the already
preestablished polarity of the developing
embryo sac. Both these stages are rather
short, as the frequency of the ovules found
in both FG5 I and FG5 II is very low. In
FG5 III, cellularization and cell differenti-
ation occurs. At the end of the phase, the
two synergid cells (SCs) with well-developed
vacuoles can be distinguished surround-
ing an egg cell on the micropylar (distal)
pole. At the opposite, chalazal (proximal)
pole, three antipodal cells (ACs) are distin-
guishable; the central cell is still not fully
differentiated. The end of FG5 is defined
by the fusion of polar nuclei that leads
to the formation of the diploid nucleus of
the central cell. In FG6, the antipodal cells
undergo cell death, thus forming the four-
celled mature female gametophyte (FG7),
where double fertilization triggers embryo
and endosperm development, giving rise
to a fully functional seed (see Sects. 2.4
and 2.5). In some species (e.g. maize), the
antipodal cells do not degenerate but pro-
liferate, forming a cluster of up to 40 cells
at the chalazal pole (ChP).

2.3.2.4 Molecular nature of female ga-
metophyte development. In spite of the
crucial importance of the female game-
tophyte tissue in the entire plant life
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cycle, the factors necessary for proper for-
mation and function of mature embryo
sac are mostly still unclear. Just in the
last decade, extensive mutation screens
specifically directed to identify female ga-
metophyte mutations were performed. On
the basis of the process affected, female
gametophytic mutations could be classi-
fied into six phenotypic categories and
very recently, the molecular nature of the
involved factors is being discovered. In-
terestingly, the largest group of mutants
that has been defective in female gameto-
phyte development or function seems to
affect postfertilization processes. This fact
suggests importance of maternal control
of postfertilization processes in Arabidop-
sis and possibly also in other plant species
(see also Sect. 2.5).

First gametophytic mutation with im-
pact on female gametophyte development,
which was characterized at the molecu-
lar level, is gametophytic factor2 (gfa2). The
GFA2 gene encodes a J-domain containing
protein targeted to mitochondria. GFA2
was shown to partially complement the
yeast mutation mitochondrial DNAJ ho-
molog1 (mdj1), a gene for a chaperone
in the mitochondrial matrix and GFA2 is
supposed to be an Arabidopsis ortholog
of the yeast Mdj1p. The GFA2 gene was
found to affect both female and male ga-
metophyte. The penetrance of gfa2 in the
female gametophyte is almost complete
and a substantial part of the male gametes
is affected (99 and 86%, respectively). Fe-
male gametophyte development in gfa2
embryo sacs is terminated at FG5. Syn-
ergids of the mature female gametophyte
were suggested to be a source of the dif-
fusive attractants mediating signaling that
directs the pollen tube into the micropyle
(see also Sect. 2.4.1). In Arabidopsis, cell
death of one of the synergids occurs as a
consequence of pollen tube entry into the

micropyle or just before pollen tube arrival
(for more details see Sect. 2.4.2). However,
pollen tube entry did not induce synergid
cell death in gfa2 mutants. In spite of
incomplete megagametogenesis that pre-
maturely terminates at FG5, the gfa2 mu-
tant ovules were still able to attract pollen
tubes. This might suggest functional in-
dependence of synergid cells in the final
stages of megagametogenesis, at least in
terms of their functionality in pollen tube
attraction. The other female gametophyte
mutant that is well characterized at the
molecular level is nomega. The ovules in
nomega mutants were found to be arrested
at the FG2 phase of megagametogenesis.
The NOMEGA gene was found to encode
a homolog of the APC6/Cell Division Cy-
cle (CDC) 16 subunit of the Anaphase
Promoting Complex/Cyclosome (APC/C),
which is a part of the APC/C complex, and
which together with the SCF pathway rep-
resents a key regulatory component in cell
cycle regulation by ubiquitin-dependent
proteolysis in yeast. The APC/C complex
was found to be involved in the degra-
dation of Cyclins A and B in clam and
Xenopus. In the nomega mutant embryo
sacs, the absence of Cyclin B degradation
was shown. The APC/C complex was also
found to be involved in the earlier check-
point of the cell cycle, the degradation
of the anaphase inhibitor securin, thus
facilitating the separation of chromatids.
Therefore, a functional APC/C complex
seems to be necessary for cell exit from
mitosis. The ability of the nomega mu-
tant embryo sacs to accomplish the first
mitosis is explained by the residual ac-
tivity of the APC/C originating from the
MMC, which is sufficient for metaphase
to anaphase progression. The later check-
point allowing exit from first mitosis and
leading to the formation of the two-nuclear
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embryo sac might be overcome by inacti-
vation of the CDK1 mitotic complex by
phosphorylation. The absence of central
vacuole formation in the nomega mutants
remains unclear.

2.3.2.5 Sporophyte to gametophyte com-
munication during female gametophyte
development. In contrast to fucoid algae,
where the polarity of the naked zygote is
dependent on external environmental sig-
nals, embryo sac polarity in Arabidopsis
is fully position dependent. On the basis
of current genetic data, an interregional
interaction between the developing female
gametophyte and surrounding sporophytic
tissue representing two consecutive gen-
erations seems to be crucial for proper
embryo sac assembly and development.
Presence of strong mutant alleles of bel1,
sin 1, and ant genes, involved in the for-
mation of the ovule sporophyte (see also
Sect. Ovule patterning), results in the early
arrest of embryo sac development in Ara-
bidopsis. Further, despite the fact that the
ovule sporophyte and female gametophyte
tissue development have been genetically
dissected, the presence of at least inner
integument seems to be a prerequisite
for successful embryo sac development.
This might suggest either functional de-
pendency and/or common check point,
respectively, linking female gametophyte
and ovule sporophyte development. A role
for positional cues transmitted by sporo-
phytic tissue adjacent to the developing
embryo sac was suggested in the regula-
tion of female gametophyte development.

Mutations in CYTOKININ INDEPEN-
DENT1 (CKI1) result in the abortion
of megagametogenesis at transition from
FG5/FG6. Degeneration of chalazal nuclei
at FG4 and distortion and later degradation
of the central vacuole, coupled with mis-
positioning of some of the nuclei at FG5

III represents one of the first anatomically
distinguishable traits in the cki1 mutant
embryo sacs. In terminal cki1 mutant phe-
notypes, pleiotropic effects were observed,
including different degrees of embryo sac
degradation and increased number of nu-
clei. Thus, the cki1 mutant phenotypes
might imply importance of the central vac-
uole for the timing and spatial distribution
of specific cellular events, for example,
mitosis during megagametogenesis. CKI1
is a putative receptor histidine kinase
that belongs to the two-component sig-
naling system and it is presumed to act in
communication between ovule sporophyte
and female gametophyte generations in
Arabidopsis. However, despite various ex-
perimental efforts, the signaling molecule
recognized by CKI1 remains unknown.

2.4
Angiosperm Fertilization

Double fertilization in flowering plants
involves a complex series of interactions
between gametophytes and sporophyte,
which results in the fusion of sexual cells
and nuclei.

2.4.1 Progamic Phase

2.4.1.1 Sporophyte–gametophyte inter-
actions. In angiosperms, the pistil (gy-
noecium) in the central part of the
flower represents the pollen-accepting or-
gan, which has multiple functions in plant
reproduction: it decides whether to accept
or reject the pollen, sustains pollen tube
growth, and forms and protects the female
gametophyte inside the ovule. The pistil is
composed of one or more fused carpels that
bear the ovules. Carpel fusion occurs very
early in pistil development. Inner tissues
of the developing upper pistil part differen-
tiate to form the specialized secretory zone
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of the stigma at the top of the style and
the transmitting tissue within the central
cylinder of the style. In some species, the
style remains hollow, with only one layer
of secretory tissue lining the inner surface
of the cylinder. At flower maturity, when
pollination takes place, the pistil is fully
developed and composed of the stigma,
the style, and the ovary. The morphology
of anthers and pistils coevolved with the
mode of pollen dispersal. Different mech-
anisms of pollen release, pollen transfer,
and its deposition to the female sexual
organs have developed in plants during
evolution.

Numerous interactions between the
sporophyte and gametophyte include sig-
naling and nutrition. The first interactions
take place on the stigma surface after
pollen grain landing, where the pollen
grain hydrates and germinates forming
a pollen tube, followed by the penetration
of the pollen tube through the specialized
tissues of the pistil, – the stigma, and the
style. Finally, the pollen tube bearing the
two sperm cells reaches the female game-
tophyte, the embryo sac, located inside the
ovule in the ovary. Pollen tube guidance at
this stage is influenced by interactions be-
tween pollen tube and micropyle exudates
and the filiform structures of the synergids.

2.4.1.2 Stigma types and their role in
pollen attachment and hydration. Appro-
priate temporal coordination of stigma de-
velopment is crucial for receptivity, which
is defined as the ability to attach pollen by
adhesion, to facilitate pollen hydration and
subsequent germination, leading to the
formation of a pollen tube. Two basic types
of the stigma influence the mode and place
of the first sporophytic cell–gametophytic
cell interaction. Dry stigmas are charac-
teristic with surface cells protruding as
papillae, which are covered by a primary

cell wall, a waxy cuticle and proteinaceous
pellicle. During the receptive stage, the cu-
ticle is broken either by visiting insects,
due to the activity of some enzymes such
as esterases or cutinases or by increas-
ing stigma cell turgidity. The surface of
wet stigmas is covered by a viscous layer
of exudates containing lipids, proteins,
polysaccharides, and pigments produced
by the surface cells or by cells of the se-
cretory zone of the stigma. A thin layer of
water is found beneath this viscous layer.

Pollen grains are shed either in a bi-
cellular or in a tricellular condition and
are transferred to stigmas by pollinators
either biotic (such as insects, birds, or an-
imals) or abiotic (mainly wind, and less
frequently, water). The first interactions
of the proteins and lipids of the pollen
coat and proteins of the stigma surface
follow pollen capture mediated by the
structure of exine. A cysteine-rich protein
with similarity to lipid transfer proteins
called STIGMA/STYLAR Cys-RICH AD-
HESIN (SCA) and pectic polysaccharide
are required for pollen tube adhesion in
lily. In Brassica with a dry stigma, S-
LOCUS-RELATED PROTEIN (SLR1) is
a stigma-expressed gene related to the
S-glycoprotein, which is involved in self-
incompatibility (SI) (see Sect. 2.4.3).

Recently, general similarities were found
in the pollination of dry and wet stig-
mas; the presence of lipids modulates
water transfer to the desiccated pollen
and tube penetration, while highly di-
verse proteins and peptides mediate self
and foreign pollen recognition as well as
pollen tube growth. Hydration of pollen
grains, which are dehydrated and metabol-
ically quiescent when they are released
from anthers, seems to be actively regu-
lated on stigmas. Hydration induces pollen
grain activation, subsequent germination,
and pollen tube formation. Ultrastructural
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rearrangements during pollen activation
are mainly connected with the endomem-
brane systems, such as expansion of ER,
appearance of dictyosomes and secretory
vesicles. Polarized migration of organelles
to the domain of pollen aperture is ob-
served just before pollen tube emergence.
The cytoplasm of the vegetative cell ex-
hibits a rotational or streaming movement
and passes into the tip of pollen tube fol-
lowed by the movement of the MGU (see
Sect. 2.3.1.1). Pollen tube penetration of
the stigma surface is controlled by means
of various enzymes. Activities of numer-
ous hydrolases, such as acid phosphatase,
esterases (e.g. cutinase), pectate lyase, ri-
bonuclease, and protease, were localized to
the walls of pollen grains and tubes; while
cutinase inhibitors that can significantly
reduce the ability of the pollen tube to pen-
etrate the stigma were detected in stigma
cells. Enzymatic penetration of the stigma
is strictly controlled, which demands com-
munication between pollen tube and the
stigma. Receptor kinases are supposed
to be mediators of such communica-
tion (e.g. Lycopersicum esculentum PRO-
TEIN RECEPTOR KINASE1 (LePRK1) and
(LePRK2)). The pollen specific cysteine-
rich protein LATE ANTHER TOMATO52
(LAT52), which is essential for pollen
hydration and germination in vitro and
for normal tube growth, interacts in vivo
with LePRK2. Other proteins like PISTIL
POLLEN ALLERGEN-LIKE (PPAL) pro-
tein with similarity to β-expansin, LIPID
TRANSFER PROTEIN (LTP) or SCA were
detected in stigma exudates. These pro-
teins are members of a signaling system
that regulates pollen adhesion, germina-
tion, and pollen tube growth.

2.4.1.3 Pollen tube growth. Pollen tubes
are among the most rapidly extending
cells. These growth rates are possible due

to a highly polarized apical fusion of
vesicles, which transports cell wall com-
ponents to the growing tip. A tip-focused
cytoplasmic Ca2+ gradient is known to play
a central role in the regulation of pollen
tube growth. Modulation of the cytoplas-
mic Ca2+ concentration results in changes
in the rate and direction of pollen tube
growth. It was found that increases in GTP
levels could promote pollen tube growth.
Rop GTPases have been implicated in the
regulation of pollen tube growth probably
by interaction with the tip-focused Ca2+
gradient.

The growth of pollen tubes through the
style is promoted by products of the se-
cretory cells in the transmitting tissue of
the central core of solid (closed) styles or
those of the canal lining in hollow (open)
styles. The cells of the transmitting tissue
form a continuous connection with the
cells of the stigma secretory zone. Lon-
gitudinal walls of the transmitting tissue
cells are separated by extracellular matrix
that contains a mixture of sugars, proteins,
and phenolic compounds. Hyp-rich gly-
coproteins (HRGPs) like arabinogalactan
proteins, PISTIL-SPECIFIC EXTENSION-
LIKE PROTEIN (PELP), TRANSMIT-
TING TISSUE-SPECIFIC (TTS) and
GALACTOSE-RICH STYLE GLYCOPRO-
TEIN (GaRSGP) form an intercellular
matrix that serve as a source of nutri-
tive and regulative compounds for tobacco
pollen tube growth. A gradient of TTS
protein glycosylation in the styles of to-
bacco or a gradient of γ -aminobutyric acid
(GABA) in Arabidopsis pistil could function
as possible mechanisms for the control
of pollen tube growth. Pollination of the
stigma also triggers a cascade of responses
in distal flower organs. It was found that
ethylene and its biosynthetic precursor
1-aminocyclopropane-1-carboxylate (ACC)
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play an important role in the regula-
tion of these responses. Analysis of ACC
metabolism showed that pollination in-
duces high ACC–oxidase transcript levels
in all cells of the transmitting tissue, while
the ACC-synthase transcripts accumulate
in a wavelike pattern in which the peak co-
incides with the front of the ingrowing
pollen tube tips. This wave of ACC-
synthase expression can also be induced
by incongruous pollination and partially by
wounding indicating that pollen tube in-
vasion displays similar features to wound-
ing and such effects might be recruited
for evoking the postpollination response.
Barriers preventing incorrect pollination
negatively affect pollen tube growth in the
pistil (see Sect. 2.4.3.).

Within the ovary, the pollen tube is
guided on the surface of the placenta and
the funiculus toward the micropyle of the
receptive ovule. The most common way of
pollen tube entry to the embryo sac located
inside the ovule is through the opening
in the ovule integuments, the micropyle.
Attraction signals for pollen tube growth
could include calcium accumulation in the
synergid during embryo sac maturation, as
well as other chemotropic signals created
near micropylar region by various ovule
structures (e.g. micropylar cells of the
nucellus, the inner integument or the
filiform apparatus of synergids). Presence
of proteins, RNA, and carbohydrates has
been demonstrated in the micropylar
region. Thus, it can be concluded that
numerous checkpoints exist along the
whole pollen tube pathway, which provide
active signaling that guides the pollen tube
to its destination, the embryo sac.

2.4.2 Syngamic Phase: Karyogamy and
Plasmagamy, Double Fertilization
The pollen tube enters the embryo
sac through the receptive synergid. The

signs of the synergid receptivity are:
(1) cytoskeleton reorganization, (2) Ca2+
accumulation, and (3) degeneration of or-
ganelles and plasma membrane. The
pollen tube develops an aperture on the
tip and discharges its contents into the
receptive synergid or in the space pre-
viously occupied by this synergid (de-
pending on the time of the synergid
degeneration). Pollination initiates dis-
integration of one of two synergids,
which were identical before pollination.
The mechanism of this process initia-
tion at the molecular level is still un-
clear. In some species, synergid cell
death occurs even in the absence of
the pollination, suggesting that the pro-
cess might be an intrinsic feature of
megagametogenesis.

DNase degrades both the vegetative cell
nucleus and the nucleus of the synergid
and the sperm cells are transferred to
the egg and central cells. Bundles of
actin filaments form two corona-shaped
structures; one is located near the egg
nucleus and the other near the central
cell. Coordinated actions of actin and
myosin on the sperm cell surface mediate
sperm cell transport to the position near
the egg cell and the central cell nuclei.
Regulation of the actin-corona formation
is not yet fully known. The cell walls
of the egg cell and the central cell are
modified and surrounded only by the cell
membrane that facilitate delivery of the
sperm nuclei with the male cytoplasm.
This delivery is initiated by the apposition
of plasma membranes of the sperm
and the egg and those of the second
sperm cell and the central cell. Double
fertilization includes both: two nuclear
fusions (karyogamy) and the coalescence of
male and female cytoplasm (plasmagamy).
The first karyogamy (syngamy) is the
fusion of the egg and sperm cell nuclei,
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which produces the diploid nucleus of
the zygote. Measurements of calcium
concentration during in vitro fertilization
of maize egg demonstrated that fusion
of gametes triggers a calcium influx,
which is then followed by an increase
of cytoplasmic calcium (similarly as in
animal systems). The second karyogamy,
occurring only in angiosperms, is the
fusion of the (usually) diploid nucleus of
the central cell with the second sperm
cell nucleus forming the triploid primary
endosperm nucleus. Plasmagamy can be
conditioned by the female gametophyte as,
in some cases, male cytoplasm is excluded
from the egg cell. It seems that despite
morphologic uniformity of the two sperm
cells, some differences on their surface
may allow specific trafficking either to the
egg or to the central cell. Formation of
MGU could significantly influence sperm
cell traffic.

2.4.3 Prezygotic and Postzygotic Barriers
to Fertilization
Various physiological or genetic barri-
ers can preclude successful fertilization.
Male or female sterility, which arrest
normal development of gametes, is one
example of such a genetic barrier. Fur-
thermore, other mechanisms called in-
compatibility exist, which are defined as
the inability of functional gamete fu-
sion. Many types of intraspecific and
interspecific incompatibility have devel-
oped in plants to prevent inbreeding on
the one hand (self-incompatibility) and
on the other to maintain stability of
species preventing gene flow between
unrelated species (cross-incompatibility,
incongruity). These reproductive strate-
gies can function either as prezygotic
barriers that inhibit pollen tube growth
or as postzygotic barriers causing em-
bryo abortion.

2.4.3.1 Self-incompatibility. The widely
distributed mechanism of the prezygotic
barrier named self-incompatibility (SI) is an
inherited phenomenon, by which plants
can recognize and reject their own pollen
by inhibiting pollen hydration, germi-
nation, and/or tube invasion and thus
block the delivery of sperm cells to the
ovary and prevent inbreeding. Variants of
self-incompatible systems were classified
according to different aspects. On the ba-
sis of flower morphological differences,
heteromorphic, and homomorphic types
of SI, are distinguished. Heteromorphic SI
is characterized by floral polymorphism.
Flowers of species with heteromorphic SI
vary in position, size, or shape of the repro-
ductive floral organs. Nevertheless, most
of the self-incompatible plants are of a
homomorphic type. Plants with this type
of SI produce morphologically identical
flowers. Homomorphic SI is further di-
vided into sporophytic and gametophytic
types according to determination of suc-
cessful pollen phenotype. In sporophytic
SI, the pollen phenotype is determined
by the genotype of parent; while in ga-
metophytic SI, the pollen phenotype is
determined by its own genotype. A sin-
gle locus with multiple alleles named the
S-gene (STERILITY) represents the ge-
netic basis of self-incompatibility. Later,
two separate genes at the S-locus were
distinguished that control male and fe-
male specificities. In sporophytic SI, pollen
rejection occurs on the stigma surface
when the pollen parent has one or both
S-haplotypes in common with the pis-
til, independently of the S-haplotype of
the pollen grain. Inhibition of pollen tube
growth in case of more frequent gameto-
phytic self-incompatibility occurs mainly
in the upper part of the style in the case in
which S-haplotype of the pollen matches
either one of the two S-haplotypes in the
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pistil. Gametophytic SI in the Poaceae fam-
ily is genetically controlled by two unlinked
multiallelic loci S and Z. Alleles of both S
and Z need to match in the pollen and
pistil to reject pollen.

2.4.3.2 Mechanisms of self-incompati-
bility. It is now known that the com-
mon phenomenon of self-incompatibility
is not realized uniformly by all flowering
plants, since several biochemically distinct
mechanisms of S-locus expression were
revealed among different families. (1) Ga-
metophytic SI mechanism in Solanaceae,
Rosaceae, and Scrophulariaceae involves S-
RNase-mediated degradation of RNA in
own pollen tubes. Several variants of a
receptor or inhibitor models explaining
this mechanism were proposed. (2) The
Papaveraceae gametophytic SI mechanism
represents S-protein-mediated signal trans-
duction cascade via Ca2+, phosphoinosi-
tides, protein kinase, and phosphatases in
pollen tubes. Actin cytoskeleton was found
to be a target for signaling pathways in-
volved in this SI response. (3) Mechanism
of the sporophytic SI in Brassicaceae
is based on the different genes of S-
locus that control male and female speci-
ficity. Stigma specific proteins S-LOCUS-
SPECIFIC GLYCOPROTEIN (SLG) and
S-LOCUS RECEPTOR KINASE (SRK) are
associated with self-incompatibility in the
pistil, while S-LOCUS CYSTEIN-RICH/S-
LOCUS PROTEIN-11 (SCR/SP11) repre-
sents the pollen specific S protein.

2.4.3.3 Incongruity. Interspecific in-
compatibility caused by evolutionary di-
vergence is based on the absence of
information that leads to an incomplete
spatial and temporal coordination in the
plant reproduction process.

2.4.4 In Vitro Fertilization
Experimental approaches for the study
of fertilization or overcoming incompat-
ibility involve methods of in vitro polli-
nation/fertilization such as intraovarian
pollination, test tube pollination of seg-
ments of the placenta with ovules, and in
vitro fusion of isolated, single gametes.

2.5
Embryo and Endosperm Development

Fertilization of the female gametophyte
in angiosperm plants initiates a process
of coordinated development of embryo,
endosperm, and seed coat, which ensures
the production of a viable seed. It is more
than a century since double fertilization
was discovered. After pollination, two
sperm cells, delivered by a pollen tube,
fuse with the egg and central cell, which
results in the formation of the embryo
and endosperm, respectively. The embryo
and endosperm both develop within the
confines of the maternal tissue (seed coat),
but each follows a different developmental
program. Within the embryo, the basic
body plan of the mature plant is laid
down, whereas the ‘‘life-history’’ of the
endosperm is far shorter and limited to
the seed development stage. Nevertheless,
the endosperm fulfills essential functions
in nourishing the developing embryo and
controlling the whole seed development
process. It is also important to note
that the endosperms of plants, including
cereal species such as rice, maize, wheat,
and barley represent one of the most
important renewable sources of food and
raw materials.

2.5.1 Endosperm Development
Endosperm development is initiated by the
union of the haploid sperm cell and the
diploid central cell. Three main types of
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triploid endosperm can be distinguished
depending on coupling between nuclear
and cell divisions. The most common
form of endosperm is the so-called nuclear
type, which involves a phase of free-
nuclear (syncytial) division that is not
accompanied by cytokinesis. On the other
hand, the cellular type of endosperm
develops via a series of mitotic divisions
always coupled with cytokinesis. A third
possibility is provided by helobial type, in
which the proendosperm divides to give
rise to two daughter cells, one of which
undergoes cellular type of development,
whereas the other undergoes nuclear type
of development.

2.5.1.1 Evolutionary aspects of endo-
sperm development. Interestingly, gym-
nosperms instead of developing true en-
dosperms possess characteristically en-
larged female gametophytes that accumu-
late nutrients before fertilization. Thus,
from an evolutionary point of view, the
endosperm can be viewed as a func-
tional homolog of the gymnosperm female
gametophyte. Many aspects of nuclear-
type endosperm development appear to
have been repeatedly sequestered from
preexisting mechanisms found in female
gametophytes of land plants. Both female
gametophytes and nuclear endosperms
undergo multiple rounds of free-nuclear
divisions forming a multinucleate syn-
cytium and later arrangement of nuclei
into nucleoplasmic domains via the es-
tablishment of radial microtubule arrays.
Finally, cellularization (formation of cell
walls around the nuclei and surrounding
regions) is achieved through the forma-
tion of tubelike structures termed alveolus
(ALV). Genetic evidence also supports a
common mechanism in the regulation of
endosperm and female gametophyte since

a number of mutants have been isolated,
which are affected in both these processes.

2.5.1.2 Development of nuclear endo-
sperm. The nuclear-type endosperm is
the most common type in angiosperms
including dicot Arabidopsis and monocot
cereals. Owing to availability of molecular
markers for different endosperm compart-
ments and developmental stages, most of
the information on nuclear endosperm de-
velopment has been obtained from studies
in Arabidopsis. The young Arabidopsis en-
dosperm can be divided into three domains:
the micropylar endosperm (MCE), which
surrounds the embryo, the peripheral en-
dosperm (PEN), which fills most of the
seed volume, and the chalazal endosperm
(CZE) in the nucellar region.

Nuclear endosperm development is
characterized by stages of syncytial nu-
clear divisions (Fig. 7a) followed by cellu-
larization (Fig. 7b). The whole syncytial
endosperm stage can be divided into nine
substages, each representing one of eight
rounds of mitotic divisions. After the ini-
tial three synchronous division cycles, the
mitotic activity of MCE, PEN, and CZE oc-
curs independently, with nuclei dividing
synchronously within domains. Nuclear
divisions have never been observed directly
in the CZE after the three synchronous
rounds of division. Increased signal inten-
sity of the labeled histone in the CZE nuclei
together with the absence of nuclear divi-
sions in CZE suggests that these nuclei
undergo endoreduplication. At the final
stage, the syncytial endosperm contains
200 nuclei.

The cellularization process starts as a
wave in MCE, progressing through PEN
and CZE at different rates and with sig-
nificant variations between the different
parts. When the cellularization around the
embryo in MCE is completed, the PEN is
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still syncytial, whereas CZE remains syn-
cytial until late stages of seed maturation.
Cellularization in Arabidopsis as well as
cereals involves repeated rounds of forma-
tion of a radial microtubule system (RMS)
emanating from nuclei and enclosure of
nuclei with RMS in a tubular cell wall
structure (alveolus) (Fig. 7b). In PEN, the
process of cellularization starts with the
occurrence of RMS at the nuclear surface
and subsequent formation of cytoplasmic
phragmoplasts in interzones between RMS.
The phragmoplasts mediate formation of

tubular alveolus, which encloses the nu-
cleus with its RMS. Nuclei within the
alveoli undergo synchronous periclinal di-
vision leading to formation of peripheral
cells and internal alveoli. The cellular-
ization process in MCE also occurs via
RMS and cytoplasmic phragmoplasts, but
because of spatial constraints, alveoli typ-
ically do not form. The cellularization
process for Arabidopsis results in a com-
pletely cellular endosperm except for a
small area in the CZE adjacent to the
chalazal cyst (ChC).
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As the Arabidopsis embryo grows, the
cellular endosperm is gradually depleted,
which contrasts with the persistent en-
dosperm of the cereals. In the mature
Arabidopsis seed, a massive embryo fills
the ovule and only a single peripheral
layer (the aleurone layer) with unknown
function persists. It is assumed that the
nonpersistent endosperm supports the de-
veloping embryo and this support function
is later taken over by the cotyledons during
germination.

Despite obvious differences in some
aspects of endosperm development be-
tween Arabidopsis and many monocots
including cereals, the cellularization pro-
cesses reveal striking similarities. Impor-
tantly, the process of cellularization by
RMS formation also occurs during the

cellularization process in a number of
other systems, including sporogenesis in
lower plants, male and female gameto-
phyte development in gymnosperms and
angiosperms, and embryogenesis in gym-
nosperms. Thus, the findings obtained
from studies on Arabidopsis and the en-
dosperm of cereals have more general
validity in our understanding of plant de-
velopment.

2.5.2 Embryo Development
Embryogenesis is a process that trans-
forms a single-celled zygote into the
embryo containing all the basic pattern ele-
ments of the future plant. Unlike in higher
animals, where the embryo is a miniature
variant of the adult, the juvenile form of the

Fig. 7 Development of the endosperm coenocyte in the Arabidopsis embryo sac. (a) Endosperm
nuclei migrate from the micropylar pole (MP) toward the chalazal pole (ChP) of the embryo sac. A
large central vacuole (V) fills up most of the volume and is surrounded by cytoplasm. Cytoplasm is in
yellow, nuclei are in red and vacuole is in white. As development progresses, the coenocyte forms
three distinct domains: (1) the region surrounding the embryo (MCE); (2) the peripheral endosperm
(PEN); and (3) the region of the chalazal endosperm (CZE), which contains the chalazal cyst (ChC).
At the end of the globular embryo stage, the embryo (E) becomes completely surrounded by
cytoplasm (Modified according to Olsen, O.A. (2004) Nuclear endosperm development in cereals
and Arabidopsis thaliana, Plant Cell 16(Suppl. 1), S214–S227). (b) Endosperm cellularization in
Arabidopsis: the endosperm at the late globular embryo stage shows a cellular endosperm in MP, a
gradient of stages in the alveolation process in PEN, and endosperm nodules (NO) as well as
chalazal cyst (ChC) formation in ChP. During alveolation, radial microtubule system (RMS) emanates
from the nuclear membranes, cell walls form tubes or alveoli (ALV) around each nucleus with open
ends toward the central vacuole (V). Later, endosperm becomes completely cellular (CE). The
endosperm is consumed during seed maturation, leaving only the peripheral aleurone-like cell (ALC)
layer in a mature seed (Modified according to Olsen, O.A. (2004) Nuclear endosperm development
in cereals and Arabidopsis thaliana, Plant Cell 16(Suppl. 1), S214–S227). (c) Model for a role of auxin
distribution in embryo patterning: two-cell stage embryo – specification of the apical cell. Auxin
accumulates (depicted in green) in the proembryo by PIN7-dependent transport (red arrows) through
the suspensor. Auxin response (mp, bdl) and transport (gn) mutants show defects in the
establishment of the apical cell. Young globular embryo – specification of the root pole. Auxin
production is established in the apical part (purple) and auxin transport routes reverse. Auxin
accumulates, in a PIN1- and PIN4-dependent manner (blue and purple arrows) in the hypophysis and
is further transported through the suspensor. mp, bdl, and gn show defects in root pole
establishment. Early heart (triangular) stage – establishment of cotyledons. Most auxin is still
transported to the basal part of the embryo and then further through the suspensor. New sites of
auxin accumulation emerge at the tips of forming cotyledons. MP and GN are also involved in
cotyledon establishment. (See color plate p. xxx).
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plant (seedling) shows only basic pattern el-
ements, which can be strongly modified by
elaborated postembryonic development.
The seedlings of different higher plant
species are remarkably uniform. They dis-
play a main apical–basal axis of polarity,
with the shoot meristem at the apical end
and root meristem at the basal end and
the radial pattern of tissue layers, which
are arranged concentrically. This basic em-
bryonic pattern is then postembryonically
elaborated mainly by the activity of the
meristems (permanent stem cell popula-
tions) and de novo organogenesis, which
can lead to a great increase in architec-
tural complexity and which generates most
species-specific features of the adult plant.

2.5.2.1 Pattern formation in Arabidop-
sis embryogenesis. In the progression
of plant embryogenesis, three main pat-
terning events can be distinguished: the
generation of the apical–basal axis, forma-
tion of radial pattern and establishment
of bilateral symmetry. In different higher
plant species, the mature embryos show
the same basic patterning elements; how-
ever, the early pattern of cell division
during embryogenesis is not uniform be-
tween species. Therefore, it is unclear
how important the early patterning events
are. By far, most of the information
on mechanisms of embryonic patterning
comes from the studies in Arabidopsis and
other Brassicaceae. These species display
an exceptionally regular and reproducible
pattern of cell divisions during embryo
development.

The apical–basal pattern in Arabidopsis
has been traced back to the earliest stages
of embryogenesis. The zygote has an
asymmetrically positioned nucleus with
a vacuole, which elongates in a polar
manner at the apical end. The zygote
divides asymmetrically and produces a

small apical cell and a larger basal cell.
The apical cell divides vertically and
generates the ‘‘proembryo,’’ which later
gives rise to most regions of the seedling
including the shoot meristem. The basal
cell continues to divide horizontally and
produces the suspensor – a single file of
cells that attaches the proembryo to
maternal tissue. At the early globular stage,
the uppermost cell is specified to become
the hypophysis – the founder of the root
meristem. Thus, both apical and basal
ends of the future seedling are established.
This initial apical–basal subdivision is
also reflected molecularly: for example,
genes encoding the transcription factors
AtML1 or WUS are expressed exclusively
in the apical cell lineage, whereas specific
arabinogalactan epitopes or a regulator
of auxin transport PIN-FORMED7 (PIN7)
were detected in the basal cell lineage of
early embryos.

The formation of the radial pattern
initiates at the eight-cell stage of the proem-
bryo. These cells divide periclinally and
set apart the primordial epidermis (proto-
derm). At the next stage, the inner cells
divide vertically producing outer ground
tissue and inner provascular cells. Thus,
the globular embryo is composed of a ra-
dial pattern consisting of three concentric
cell layers that later develop into epidermis,
ground tissue (endodermis and cortex),
and vascular tissue of the seedling. The
early marker of embryonic ground tissue
is the transcription factor SCARECROW
(SCR), which has been shown in roots to be
required for endodermis specification. In-
terestingly, SCR transcription is regulated
by a homologous factor SHORTROOT
(SHR), which moves into the endodermis
from the cells of vascular bundle, where it
is expressed.

At the early heart (triangular) stage,
early patterning is completed with the
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establishment of bilateral symmetry,
which is manifested by the initiation of
two symmetrically positioned embryonic
leaves – cotyledons. The initiation of
cotyledon primordia is preceded by
production of transcription factor ANT,
which is required for maintaining the
proliferative cell state during various
organogenesis processes.

The early patterning is followed by a
phase of growth and elongation of or-
gans that merely elaborate already prelaid
architecture. The next and last phase of em-
bryo development (embryo maturation) is
characterized by accumulation of storage
reserves that include lipid, starch, and pro-
tein bodies within embryo cells. Hereafter,
the seed dries and becomes separated from
the mother plant. After seed dormancy
is overcome, germination occurs and the
embryo gives rise to a seedling.

2.5.2.2 Lessons from embryo mutant
screens. The mechanisms that govern
patterning processes in Arabidopsis em-
bryogenesis have been addressed mainly
using genetic approaches. In mutant
screens for genes encoding the regu-
lators of embryo development, mutants
were categorized by seedling pheno-
types and by early embryonic division
patterns.

Morphogenetic embryo mutants Many of
the mutants recovered from these screens
were found to be involved in basic cellular
processes that only subsequently affect
pattern formation. Cytokinesis mutants
such as those in the KNOLLE (KN) gene
(encodes a cytokinesis-specific syntaxin)
or its interactor KEULE (KEU) (the yeast
Sect. 1 homolog) fall into this category.
Both these mutants are affected in vesicle
fusion in the plane of cell division,

which results in incomplete cell walls and
multinucleate cells.

Other mutants are defective in the
proper orientation of the plane of division
rather than in cell division per se. These
are, for example, fass mutant embryos,
which are made up of irregularly shaped
and enlarged cells. FASS/TONNEAU2
(FASS/TON2) encodes a type 2a protein
phosphatase and seems to be required
for the formation of ordered microtubular
arrays that make up the plant cytoskeleton.
Also members of the pilz and titan
(ttn) groups of mutants have abnormally
formed embryos as a result of cytoskeletal
defects that interfere with mitosis and
cytokinesis. The pilz mutant embryos
contain actin but lack microtubules, which
results in a mushroom-shaped embryo
with one or a few large cells. TTN5 encodes
a small G-protein Arl2 with a possible
role in regulation of vesicle trafficking,
whereas other genes of the pilz group
encode orthologs of mammalian tubulin-
folding cofactors.

Another class of mutants that
shows more pleiotropic defects dur-
ing embryogenesis is defective in
genes involved in sterol biosynthe-
sis such as STEROL METHYLTRANS-
FERASE1/CEPHALOPOD (SMT1/CPH),
FACKEL/HYDRA2 (FK/HYD2), and HY-
DRA1 (HYD1). Early embryo defects in cell
division and expansion in these mutants
result in embryos with abnormally shaped
cotyledons and reduced central and basal
regions; however, the exact role of sterols
in embryogenesis is unclear.

In summary, molecular analysis of mor-
phogenetic mutants did not provide much
insight into plant patterning mechanisms,
but provided important entry points into
molecular studies of basic cellular func-
tions such as vesicle trafficking and cy-
toskeleton arrangement.
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Pattern formation embryo mutants Most
of the mutants specifically affected in em-
bryo patterning processes were identified
by loss or alterations in apical–basal or ra-
dial pattern elements at the seedling stage.
In contrast to the many transcription fac-
tors revealed by similar screens in animal
systems such as Drosophila, only a few
transcriptional regulators were found in
Arabidopsis.

Several mutants with apical-basal pat-
terning defects, such as monopteros (mp),
bodenlos (bdl), auxin resistant6 (axr6), or
gnom (gn), have been isolated. All these
mutants show deletion of basal struc-
tures (root and occasionally hypocotyl) and
variable defects in formation of apically po-
sitioned cotyledons. MP encodes the tran-
scriptional activator AUXIN RESPONSE
FACTOR 5 (ARF5) and BDL the tran-
scriptional repressor from Aux/IAA family
(IAA12), both of which are involved in
auxin response. Consistent with the sim-
ilar early embryo phenotypes, mp and bdl
interact genetically, and yeast two-hybrid
studies also indicate that a physical protein
interaction can occur. AXR6 encodes the
Arabidopsis CULLIN1 (AtCUL1), a compo-
nent of the SCF (SKIP, CDC53/CULLIN,
and F-box protein) TIR1 complex. The
SCFTIR1 is a complex with ubiquitin ligase
function, which by binding and ubiqui-
tination of Aux/IAA proteins (e.g. BDL)
mediates their degradation. The involve-
ment of BDL, MP, and AXR6 in the same
patterning processes suggests that BDL
and MP form a complex in vivo that pre-
vents MP from activating target genes.
In this scenario, auxin promotes interac-
tion between BDL and SCFTIR1 complex,
which ultimately leads to BDL degradation.
Consequently, derepressed MP is able to
mediate auxin-dependent gene expression
and thereby initiate root formation.

On the other hand, the gn mutant,
which also displays severe aberrations
in apical-basal pattern, is defective in
the guanine-nucleotide exchange factor on
ADP-ribosylation factor G proteins (ARF-
GEF). Endosomal membrane-associated
GNOM ARF-GEF acts as an activator of
ARF G proteins, which play a role in
the recruitment of vesicle coats required
for their budding and cargo selection.
Here, the mechanistic connection to auxin
signaling and transport was established
through a role for GN in vesicle trafficking
that mediates proper subcellular targeting
of PIN auxin transport components.

Thus, the molecular analysis of embryo
patterning mutants suggested a prominent
role for the phytohormone auxin (indole-
3-acetic acid, IAA) in the regulation of
this process.

2.5.2.3 Differential auxin distribution in
embryonic axis formation. Complemen-
tary evidence for the involvement of auxin
in embryo development has been obtained
through chemical manipulation of auxin
homeostasis in excised Brassica embryos.
The main breakthrough in understanding
the role of auxin in embryo pattern-
ing was the discovery of dynamic auxin
gradients during embryogenesis. Cellular
distribution of auxin and its response was
indirectly visualized using anti-IAA anti-
bodies and an auxin-responsive reporter
DR5::GFP. Immediately after the division
of the zygote, auxin accumulates in the api-
cal cell, which is being specified. During
subsequent development, the maximum
auxin activity persists in the proembryo.
Approximately at the 32-cell stage, when
the basal embryo pole is being speci-
fied, the gradient of auxin accumulation
suddenly reverses and forms a new max-
imum in the uppermost suspensor cells,
including the hypophysis. At later stages
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of embryogenesis, additional auxin accu-
mulation foci appear in the tips of the
developing cotyledons. The next impor-
tant question was, by what mechanism
are these auxin gradients established and
maintained. Conceptually, cellular auxin
levels could be regulated by different
levels of synthesis/degradation and con-
jugation/deconjugation or by intercellular
transport.

Auxin is unique among plant hor-
mones, being actively distributed within
the plant by cell-to-cell movement. This
movement is strictly directional (polar)
and involves auxin influx and efflux car-
rier proteins. The direction of auxin flow
is supposed to be determined by the
asymmetric cellular localization of efflux
carriers. The plant-specific PIN proteins
have so far been the best-characterized
candidates for facilitators of auxin efflux.
Since both chemical and genetic (gn and
pin mutants) inhibition of auxin transport
interferes with the embryonic auxin gra-
dients, it seems that polar auxin transport
is a major determinant for establishing
and maintaining auxin gradients. Fur-
thermore, inhibition of auxin transport
leads to severe embryo developmental de-
fects, ranging from cup-shaped embryos
with misspecified apical structures and a
nonfunctional root pole, to ball-shaped em-
bryos without any discernible apical–basal
axis. These findings indicate that auxin
transport–dependent auxin gradients are
required for proper embryo development.
Analysis of expression and localization of
PIN auxin transport components finally
completed the model, describing the role
of PIN-dependent auxin distribution in
the establishment of the embryonic api-
cal–basal axis (Fig. 7c).

In the early stages, auxin is actively
provided to the apical cell from the
adjacent basal cell by the action of

basal cell-specific, apically-localized PIN7.
In subsequent stages, the cells of the
suspensor continue to localize PIN7 on
their apical side, while in the proembryo,
another protein, PIN1, is produced without
apparent polarity. But after the 32-cell
stage, PIN1 becomes localized to the
basal membranes of the provascular cells
and PIN7 polarity in suspensor cells
reverses, suggesting downward transport
toward the region of the future root pole
and out of the embryo. PIN4 expression
then starts at the basal pole of the
embryo, supporting the action of both
PIN1 and PIN7. As a result of these
changes in auxin flow, the auxin gradient
reverses, displaying its new maximum in
the uppermost suspensor cell, which in
response to auxin is specified to become
the hypophysis – the founder of the future
root meristem.

Thus, developmentally regulated chan-
ges in polarity of PIN proteins result in
the redirection of auxin fluxes for local
auxin accumulation, which is required
first for specification of the apical and
later the basal pole of the embryonic
apical–basal axis. Interestingly, it seems
that a similar mechanism utilizing PIN-
dependent auxin distribution also operates
in postembryonic development such as
organogenesis. Regardless of the type of
organ primordia, the new direction of PIN-
mediated auxin transport determines the
growth axis of the developing organ.

2.5.3 Interregional Communication
During Seed Development
It seems obvious that seed develop-
ment requires the coordination of em-
bryo and endosperm development and
therefore requires communication be-
tween these two regions. The available
evidence for this communication relies
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mostly on the analysis of mutant phe-
notypes in Arabidopsis. For example, mu-
tants in two genes, FERTILIZATION-
INDEPENDENT ENDOSPERM (FIE)
and FERTILIZATION INDEPENDENT
SEED2 (FIS2) have similar phenotypes to
the Arabidopsis medea (mea mutant). In
the absence of double fertilization, contin-
ual divisions of polar nuclei are followed
by cellularization, and overproliferation of
the endosperm is accompanied by aberrant
embryo development. Specifically, analy-
sis of the haiku mutant confirmed that
endosperm development plays a role in
late embryo development. Further elegant
studies using conditional expression of
diphtheria toxin in different regions of de-
veloping seed allowed selective ablation of
the endosperm. This leads to clear embryo
and seed development defects demonstrat-
ing an important role for the endosperm
in embryo development and confirming
the communication between these seed
regions. However, the molecular nature
and mechanism of this communication
remains unknown.

2.6
Seed and Fruit Formation

Double fertilization activates, in parallel
with embryo and endosperm development
inside the embryo sac, transformation of
an ovule into a seed and transformation of
the ovary into a fruit. In cases in which
pollination and fertilization do not occur,
flower abscission follows.

2.6.1 Seed and Fruit Maturation
Both seed and fruit formation include pro-
cesses of growth and maturation (ripen-
ing). General changes during fruit ripen-
ing include (1) changes of color through
chlorophyll degradation and carotenoid or

flavonoid accumulation, (2) textural mod-
ifications caused by changes of cell wall
structure and cell turgor, (3) qualitative
as well as quantitative changes in sugars,
acids, and other substances that affect fla-
vor, aroma, and nutritional quality, and
(4) increase of respiration and ethylene
synthesis during ripening. Such an in-
crease is typical only for the so-called
climacteric fruits such as the fleshy fruits
of tomato, apple, and banana. Ethylene
production is not involved in ripening of
nonclimacteric fruits in which exogenous
ethylene can cause increased respiration
while natural ripening is not promoted.
Multigene families of ACC synthase and
ACC oxidase control regulation of ethy-
lene synthesis during climacteric ripening.
Genes for both synthesis and degradation
of proteins are activated during the ripen-
ing process.

2.6.2 Dormancy and Seed Germination
The period of seed maturation is rounded
off by transition to a stage of reduced
growth, which can be either quiescence or
dormancy. Quiescent seeds can germinate
in appropriate physiological conditions,
while dormant seeds require additional
hormonal and environmental regulation
mechanisms for initiation of germination.
Seed dormancy can represent a benefit
either during embryo formation, when
it prevents precocious germination, or
as a regulator of seed germination in
unfavorable conditions; otherwise, seed
dormancy can be an inconvenient fac-
tor in agricultural crops, where rapid
germination is required. Processes lead-
ing to seed dormancy are a part of the
normal developmental pathway of seed
formation. They include (1) gradual des-
iccation, (2) differentiation of the seed
coat, (3) changes in gene transcription, and
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(4) reduction of cellular metabolism. Regu-
lation of these processes involves activation
of the transcription of new genes. Some of
them can shut off transcription of genes

regulating cellular metabolism, while oth-
ers may be involved in regulation of seed
formation. The phytohormone abscisic
acid (ABA) is involved in the regulation
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Sexual reproduction Apomixis

Anther Diploid ovule

Pollen
mother cell

Megaspore
mother cell

Haploid
microspore

Haploid
megaspore

Pollen grain Haploid
embryo sac

Diploid
embryo sac

Haploid
sperm cells

Haploid egg
Diploid centr.cell
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Zygote (2n)
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nucleus (3n)

Embryo
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Gametophytic
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Fig. 8 Comparison of apomixis and sexual life cycle of flowering plants. Apomictic
reproduction by seed occurs when the sexual life cycle is shortened. Sporophytic
apomixis (adventitious embryony) occurs when the unreduced cells of the ovule
directly give rise to an embryo. Gametophytic apomixis occurs by the formation of an
unreduced megaspore either due to failure of megaspore mother cell reduction
(diplospory) or by the formation of an unreduced megaspore from the somatic cells
of a diploid ovule (apospory). (See color plate p. xxix).
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of the onset and in maintenance of dor-
mancy. ABA accumulation in seeds is
low during early embryogenesis and then
increases during storage-reserve biosyn-
thesis and declines when the seed un-
dergoes maturation. Lowering of water
potential is the signal for ABA accumula-
tion. The course of dormancy is regulated
by differential gene activation. LEA genes
encode proteins more abundant in ma-
ture embryos than in young or germinated
embryos. Expression of LEA genes can be
induced by ABA.

Overcoming seed dormancy can be
achieved by various pretreatments like
scarification, prolonged washing, and stor-
age at low or high temperature enabling
additional ripening of seeds, or expo-
sure to light or dark conditions. Seed
germination begins with events such as
water uptake, resumption of metabolic
activity, degradation of LEA proteins, pro-
duction of new proteins, and mobilization
of stored food reserves. Termination of
seed germination is manifested by the
elongation of the embryonic axis, which
is completed by penetration of a root
pole through the seed envelope. Infor-
mation for synthesis of the first proteins
that are essential for germination and
root cell elongation comes from mRNA
stored in the embryo during embryo
development.

3
Apomixis

Apomixis is a naturally occurring process
of asexual reproduction through seeds.
It involves elimination of key develop-
mental processes including meiosis and
double fertilization. In nature, apomixis is
widespread but infrequent: it occurs in 40
families of flowering plants, but only in

about 400 species, which represents 1%
of the species that make up those fami-
lies. Apomixis is most frequent in Poaceae,
Asteraceae, and Rosaceae families. Occur-
rence of various forms of apomixis in
different angiosperm taxa can suggest that
it has evolved independently many times.
Classification of numerous mechanisms
of apomixis into two main subgroups is
based on the origin and further devel-
opment of the unreduced cells (Fig. 8.).
Sporophytic apomixis, also called adven-
titious embryony, is a process in which
the embryo arises spontaneously directly
from the cells of the nucellus or the in-
teguments of the ovule. More common
gametophytic apomixis occurs when the
apomictic embryo arises from the cells of
the unreduced megagametophyte. Game-
tophytic mechanisms are further divided
according to the origin of the cells that
give rise to the apomictic embryo. In
diplospory, the MMC that failed in meio-
sis is the progenitor of unreduced embryo
sac. Apospory in which the unreduced em-
bryo sac arises from the somatic cells of
the ovule is the most common mecha-
nism of apomixis. Pollen of apomictic
plants is often viable. Sometimes, de-
velopment of both sexual and asexual
seeds occurs in the same flower, although
precocious apomictic embryo formation
before flower opening or synthesis of com-
plete cell wall around the unreduced egg
cell can prevent fertilization in apomic-
tic species. Apomixis as a mechanism for
rapid generation and multiplication of de-
sired genotypes through seeds is a very
attractive idea for plant breeders. Artifi-
cial introduction of apomixis into crops
as a reproductive alternative is the aim
of many attempts as it could represent a
unique opportunity to simplify breeding
schemes and genetically perpetuate any
desired heterozygous genotype.
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Keywords

Bronchiolitis
Clinical pediatric respiratory illness manifested by wheezing, cough, and hypoxia.

Paramyxovirus
The virus family to which RSV belongs.

Pneumonia
Inflammatory infectious process of the lower airway and alveoli of lung.

Pneumovirus
The virus genus to which RSV belongs.

Respiratory Syncytial Virus
An RNA virus causing respiratory illness in humans.

RNA Virus
A virus whose genome is composed of RNA.

� Respiratory syncytial virus (RSV), an enveloped single-stranded negative-sense RNA
virus, is an important cause of serious respiratory tract illness in infants, older adults,
and persons with underlying cardiopulmonary disease. Winter time epidemics
occur annually in all parts of the world and account for significant morbidity and
mortality. Immunity to infection is incomplete and reinfections are common, often
associated with serious consequences especially in frail elderly persons and the
severely immunocompromised. There is substantial experimental evidence that
the clinical characteristics are primarily influenced by the nature of the innate
and cellular immune responses to infection. Development of a successful vaccine
requires an understanding of the relationship between protective and pathogenic
immune responses.
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1
Introduction and History

Human respiratory syncytial virus (RSV)
was originally isolated in 1956 from a
laboratory chimpanzee with respiratory
symptoms and tentatively named chim-
panzee coryza agent. The next winter, a
similar virus was recovered from two
infants hospitalized with respiratory symp-
toms and was renamed to reflect the giant
syncytia that develop in cell culture. In
the ensuing decade, RSV was proven to
be the single most important cause of se-
rious lower respiratory tract infection in
infants and young children. Among this
age group, it is estimated that in the
United States >120 000 hospitalizations
and ∼235 deaths annually are attributable
to pneumonia and bronchiolitis caused by
RSV and a substantially greater number
in developing countries. In addition, RSV
infection in infancy has been causally as-
sociated with recurrent wheezing during
childhood. Perhaps most vexing of all, im-
munity to RSV is incomplete and frequent
reinfection occurs throughout life. In older
age groups and those with underlying
cardiopulmonary diseases, RSV probably
accounts for at least 80 000 hospitalizations
and 13 000 deaths each winter. Certain im-
munocompromised adults, such as bone
marrow transplant recipients, are also at
risk of severe RSV infection with high
mortality rates.

Despite remaining a high priority tar-
get for vaccine development since its
discovery, attempts at active immuno-
prophylaxis, spanning nearly 40 years,
have proven unsuccessful. Parenterally
administered inactivated whole virion, par-
enteral live virus, and intranasally ad-
ministered live attenuated vaccines have
each been evaluated and abandoned for
various reasons. The first vaccine trial

using a formalin-inactivated whole virus
preparation produced in the 1960 s was
disastrous. Not only did the vaccine fail to
protect young infants, but it was associated
with more severe illness in vaccinees who
became infected during the subsequent
RSV season with an 80% hospitaliza-
tion rate among RSV-infected vaccinees.
Animal studies have provided insight
into the immune mechanisms underlying
this vaccine-induced enhanced disease, al-
though a full understanding may never be
available. Shortly thereafter, a parenterally
administered live virus preparation also
failed to protect young children from in-
fection, although enhanced disease was
not noted. Interspersed with these trials,
a series of intranasally administered live
attenuated virus vaccines were tested and
rejected because they were either overly
attenuated, poorly immunogenic, or re-
tained excessive virulence. More recently,
recombinant live attenuated vaccine with
specific genetic alterations have been
tested in humans following initial stud-
ies in rodents and nonhuman primates.
Perhaps with a better understanding of
protective immunity, molecular virology,
and disease pathogenesis we can improve
on the earlier efforts that were largely based
on empiric approaches successfully used
with viruses such as polio and mumps.
This chapter will review the molecular bi-
ology, epidemiology, and immunology of
RSV infection to provide a framework for
assessing this task.

2
Molecular Biology of RSV

2.1
Classification

Human RSV is an enveloped non-
segmented negative-sense RNA virus,
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Fig. 1 Schematic structure of
respiratory syncytial virus and
genome organization.

classified within the genus Pneumovirus
of the family Paramyxoviridae. Other
closely related viruses include bovine and
caprine RSV, the newly identified human
metapneumovirus, turkey rhinotracheitis
virus, and pneumonia virus of mice. The
paramyxoviridae also include two other
genera; morbillivirus, of which measles
virus is the principal human pathogen,
and paramyxovirus, containing the parain-
fluenza viruses of humans (PIV 1–4) and
animals (Sendai virus) and mumps virus.
All of these viruses share similarities of ge-
nomic organization, virion structure, and
replication strategies, although RSV is dis-
tinguished by gene number and order and
the absence of hemagglutinin and neu-
raminidase activity.

2.2
Physical Structure of RSV

By electron microscopy, RSV is a pleo-
morphic spherical or filamentous virus of
variable diameter (80–350 nm) and length
(up to 10 µm). Replication is cytoplasmic,
and mature virus buds from the apical
cell membrane of polarized respiratory
epithelial cells. A significant proportion
of viral particles remain cell associated,
and analysis of purified virus is com-
plicated by contamination with cellular

material. Eight structural and three non-
structural proteins (NS1, NS2, and Gs)
have been characterized in detail (Fig. 1).
There are three transmembrane glycopro-
teins; F (fusion protein) and G (attachment
protein) form trypsin sensitive 11–20 nm
spikes projecting from the viral mem-
brane, and trace amounts of a small
hydrophobic protein (SH) whose func-
tion is unknown. Within the envelope,
the tightly coiled helical ribonucleoprotein
capsid contains genomic RNA (vRNA) en-
cased in the viral nucleocapsid protein
(N) and associated with the less abun-
dant phosphoprotein (P), M2-1 and M2-2
proteins, and the polymerase (L) protein.
The M protein is a membrane associ-
ated matrix protein and the M2-1 and
M2-2 proteins, products of the M2 gene,
are important in viral transcription and
replication.

The virus is relatively labile under most
conditions, with 99% of viral infectivity
lost after 10 min at 55 ◦C, 48 h at 37 ◦C,
and 2 weeks at 4 ◦C. Inactivation is re-
tarded by addition of 1 M MgSO4 (yielding
a half-life of 12 weeks at 4 ◦C), rapid
freezing in a dry ice-alcohol bath, and
preservation at −70 ◦C with added glyc-
erin or 25% sucrose. The virus has a
density of 1.18 g cm−3 on sucrose gradi-
ents, a method commonly employed for
purification.
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2.3
Genomic and Messenger RNA

The single-stranded negative-sense geno-
me contains 15 222 nucleotides (nt) and
contains 10 genes flanked by noncoding
leader (Le) and trailer (Tr) sequences in
the following order: 3′ Le-NS1-NS2-N-P-
M-SH-G-F-M2-L-Tr 5′ (Fig. 1). Messenger
RNA is transcribed directly from vRNA,
while synthesis of new vRNA requires
a full-length positive-sense genomic tem-
plate. The 44-nt leader and terminal por-
tion of the 155-nt trailer sequence have a
high degree of complementarity, a feature
common to paramyxoviruses. The leader
sequence is thought to promote encapsi-
dation of the vRNA by N and serves as
the sole promoter for both mRNA and
the positive-sense replicative intermediate
of vRNA.

Each gene begins with a highly con-
served 9 nt gene-start signal (3′CCCCGUU
UA) and ends with a semiconserved 12–13
nucleotide gene-stop sequence, comprised
of a conserved 3′..UCAAU..5′ and a poly
U4−7 tract with an intervening noncon-
served 1–4 nt region. Nonconserved in-
tergenic regions of 1–52 nt separate the
genes. Each gene specifies a single mono-
cistronic mRNA except for the M2 gene,
which has two open reading frames that
are transcribed into mRNA for the M2-1
and M2-2 proteins. In addition, a second
initiation site in the transmembrane re-
gion of G allows for the production of
Gs, a soluble secreted form of G protein.
Transcription is initiated at a single 3′
polymerase entry site with sequential tran-
scription of the downstream genes using
a ‘‘stop–start’’ mechanism in which the
polymerase must terminate transcription
of the upstream gene before progress-
ing across the intergenic sequence to
initiate transcription of the subsequent

gene. With each stop–start, there is inef-
ficiency resulting in a decreasing gradient
of transcription products in a polar fashion
inversely related to the distance from the
3′ genome end. Thus, the largest amount
of mRNA is noted for early genes (NS1,
NS2, N) and the least for downstream ones
(F, M2, L). The gene-stop sequence also
regulates transcription efficiency at each
gene junction. Single nucleotide changes
to any of the three regions significantly
alters transcription termination efficiency
and amounts downstream gene mRNA.

2.4
Genetic and Antigenic Diversity among
RSV Isolates (Strains)

Human RSV isolates are divided into two
major groups, A and B, each with multiple
subgroups based upon reactivity with mon-
oclonal antibodies and confirmed by ge-
netic sequence data. Monoclonal antibod-
ies have identified antigenic differences
both between RSV groups and within
groups for several proteins, including F,
G, P, and N with the greatest sequence
divergence noted in the G protein. Genetic
analysis reveals even greater heterogene-
ity among virus isolates (Table 1). The F,
N, P, M2, NS1, and NS2 proteins are
highly conserved (>78% nucleotide ho-
mology and >87% amino acid homology),
as are the noncoding leader, trailer, and
gene-start sequences. In contrast, the at-
tachment protein G, followed by SH, have
the greatest degree of genetic variabil-
ity. Analysis of multiple isolates indicates
that there is ∼50% amino acid sequence
variability between group A and B virus
G genes, and as much as 20% within
groups. Concordantly, there is low anti-
genic relatedness (∼3–7%) between the
G proteins of group A and B virus, de-
termined by cross neutralization with G
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Tab. 1 Genetic and amino acid homology between and within RSV groups.

Protein Group A Group B Homology [%]

Nucleotide Amino Acid

F0 A2 18 537 79 89
F1 A2 18 537 93
F2 A2 18 537 83
G A2 18 537 67 53
G Within group 80
G Within group 88
SH A2 18 537 78 76
N A2 18 537 86 96
P A2 18 537 80 90
L A2 18 537 ND ND
M A2 18 537 ND ND
M2 A2 18 537 78 92
NS2 A2 18 537 78 92
NS1 A2 18 537 78 87
Intergenic A2 18 537 Little homology NA

ND = not reported
NA = not applicable.

specific polyclonal antisera or by EIA with
postprimary infection human sera. A high
proportion of the nucleotide changes re-
sulting in amino acid substitutions occur
in hypervariable regions that contain neu-
tralizing epitopes and supports the notion
that sequence changes may be the result of
antibody mediated immune pressure. De-
tailed analysis of the evolution of G protein
during the past 40 years indicates slowly
accumulating (0.25% per year) amino acid
substitutions. Variability in the G protein
can be due to single nucleotide substitu-
tions, frameshifts, and changes in location
of termination codons.

2.5
Structure and Function of the RSV Proteins

2.5.1 Attachment Protein (G)
The G protein is the primary viral at-
tachment protein, although replication

competent viruses lacking the entire
G gene have been described. G has
several unusual features that distinguish
it from the more common hemagglutinin-
neuraminidase and hemagglutinin attach-
ment proteins of other paramyxoviruses
(Fig. 2). G is ∼298 amino acids in length
which predicts a 33 kDa size, although nu-
merous carbohydrate side chains account
for the final 90 kDa size. G is a type
II envelope protein with a hydrophobic
transmembrane region 38 residues from
the amino terminus. Striking features in-
clude a high serine and threonine content
(30.6%) that provide numerous acceptor
sites (>70) for short O-linked carbohydrate
side chains. There are also four predicted
N-linked glycosylation sites. This glycosy-
lation pattern, rare for viral glycoproteins,
is characteristic of mucinous proteins se-
creted by respiratory epithelium. A high
proline content (13% in the ectodomain)



Respiratory Syncytial Virus Vaccine 303

Fig. 2 Schematic representation of
the RSV G protein. The amino acid
numbers are indicated at the top, and
the degree of homology between
group A and B viruses for each of the
regions are shown at the bottom. The
transmembrane region is indicated by

TM 

81% 44% 100% 40%

1

C

298 2001761646338

SSGS

86%

the hatched bar, and the central conserved region of 13 amino acids by the black bar. The conserved
cysteine noose (CX3C motif) is represented by diamonds with intermolecular disulfide bonds by the
lines. The mucin-like O-linked glycosylation sites are represented by the gray lines. Potential N-linked
sites are indicated by the triangles.

may contribute to a nonglobular structure.
The intracytoplasmic and transmembrane
regions are well conserved (84%) be-
tween group A and B strains, while
the ectodomain contains variable and
hypervariable regions that flank a con-
served 13 aa cysteine rich region (aa
163–176). This later region has struc-
tural and functional analogy to a cysteine
rich motif found in the CX3C chemokine
fractalkine (see Sect. 4.2). During trans-
lation, the 33 kDa G protein undergoes
stepwise modification by the addition of
N-linked complex high mannose carbohy-
drate side chains, bringing the molecular
weight to 45 kDa, followed by the ad-
dition of O-linked carbohydrate yielding
the mature 90-kDa protein. The carbo-
hydrate residues play important roles in
the synthesis of G, viral infectivity, and
immunogenicity. Transport of G to the
cell surface is diminished only when both
N- and O-linked sugars are absent and
enzymatic removal of carbohydrate from
purified virus reduces infectivity by 98%.
Finally, many Mabs react only with fully
glycosylated forms of G, although neu-
tralizing and protective Mabs, which react
with the nonglycosylated 33 kDa G pro-
tein, have been described. Genetic analysis
of Mab escape mutants and reactivity of
Mabs and human serum with synthetic
peptides have identified several discrete
neutralizing sites on G, most of which are

group or subgroup specific, although at
least one neutralizing site in the conserved
cysteine rich area has been described.

In addition to the membrane anchored
G found in virions, a truncated G is
secreted from infected cells (Gs), the result
of translation starting at Met48 in the
transmembrane region. The role of Gs
in viral growth and disease pathogenesis
is unknown, although it has been shown
to bind the fractalkine (CX3CR) receptor
and have chemokine-like properties (see
Sect. 4.2).

Although G is the principal RSV attach-
ment protein and binds to cell membrane
heparin-like glycosaminoglycans and to
CX3CR, naturally occurring and engi-
neered replication competent viruses lack-
ing the G gene have been described. F
protein alone apparently can provide the
cell attachment function. However, these
deletant viruses replicate more slowly and
to lower titer than virus expressing all three
surface glycoproteins.

2.5.2 Fusion Protein (F)
The RSV F protein is a type I trans-
membrane glycoprotein that, in its mature
proteolytically cleaved trimeric form, is re-
sponsible for pH-independent fusion of
the viral envelope with the cell plasma
membrane and facilitates cell entry of
the nucleocapsid complex. During repli-
cation, F induces cell-to-cell fusion that
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produces the characteristic syncytia seen
in cell culture, and facilitates spread of
virus to adjacent cells. The importance of
cell–cell spread in human infection is un-
known although microscopic examination
of lungs from infants who succumb to RSV
have demonstrable giant cell formation.
F is 574 amino acids in length and has
a calculated molecular weight of 63 kDa
(Fig. 3). Three of five potential N-linked
carbohydrate acceptor sites are used, which
increases the molecular weight to 70 kDa.
Similar to the fusion proteins of other
paramyxoviruses, F is synthesized as an
inactive precursor and posttranslationally
modified in the Golgi by simultaneous ad-
dition of N-linked complex carbohydrate
side chains (Fo) and cleaved by furin-like
proteases into disulfide linked 48-kDa (F1)
and 23-kDa (F2) subunits to form an active
fusion protein. Upon cleavage, a long hy-
drophobic region on the amino terminus
of F1 is exposed, which, by analogy to other
paramyxoviruses, is probably important in
membrane fusion. Interestingly, the F2

fragment, and not the G protein, deter-
mines host cell tropism. Like the G protein,
the F protein binds to cell-associated hep-
arin sulfate and may contribute up to 25%
of the virus-cell binding. Two heptad re-
peats, at either end of the F1 fragment,
are important in fusion activity, and par-
ticipate in secondary and tertiary structure
of the final fusion permissive trimeric F

protein that has a coiled coil structure.
Although cells infected with recombinant
vectors expressing F protein alone form
syncytia, coexpression of G and SH are re-
quired for maximal fusogenic activity. The
F protein also interacts with RhoA, a sur-
face expressed cellular signaling protein
associated with many cellular functions
relevant to RSV pathogenesis.

The F protein contains major con-
served neutralizing epitopes as defined by
Mab binding studies and analysis of neu-
tralization escape mutants. Both fusion-
inhibiting and nonfusion-inhibiting neu-
tralizing sites have been described, most
of which are conserved in group A and B
RSV isolates. Fusion-inhibiting neutraliz-
ing Mabs provide maximal protection in
passive protection studies in rodents and
one of these Mabs has been humanized
(palivizumab; Synagis) and licensed for
prophylactic administration to high-risk
infants. The binding sites of neutralizing
Mabs have been mapped to regions on F by
analysis of antibody binding to synthetic
peptides, trypsin digest fragments of F1,
or genetically cloned fragments of F, as
well as by sequence analysis of neutral-
ization escape mutants. The majority bind
to the N-terminal portion of F1, between
amino acids 200–230 or 250–290. At least
one of the neutralizing, fusion-inhibiting
Mabs binds to amino acids 283–315. In
addition to B-cell epitopes, T-helper cell

NH2

S-S

HR1HR3 HR2

F2 F1

COOH

Fig. 3 Schematic representation of RSV fusion protein F. The signal peptide, cleavage
activation region and transmembrane regions are shown in dark bars. The three
heptad repeats are identified by hatched bars. Triangles indicate potential N-linked
glycosylation sites, and the arrows indicate furin-like protease cleavage sites. The
disulfide linkage of F1 and F2 fragments is indicated.
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epitopes map to the F1 fragment between
amino acids 233–278 and 328–355. F also
contains cytotoxic T-cells (CTL) epitopes
although they are not well defined.

2.5.3 Small Hydrophobic (SH) Protein
The smallest of the RSV transmembrane
proteins, SH, is analogous to a similar
protein found in some paramyxoviruses.
It is of unknown function, but may be
important for efficient fusion activity of
the F protein. The SH gene sequence
indicates a protein of 64 amino acids, with
a predicted size of 7.5 kDa. Multiple forms
of SH, including 13–15 and 21–40 kDa
molecules, are abundantly present in
infected cells although only small amounts
are found in purified virions. SH is
characterized by a hydrophobic membrane
spanning region from residue 14–42, an
external C-terminus, and two potential
glycosylation sites. Neutralizing epitopes
have not been described; however, T-
and B-cell epitopes have been identified.
Genetically engineered RSV constructs
lacking the SH gene (RSV�SH) are fully
replication competent.

2.5.4 Matrix Protein (M)
The RSV matrix protein is loosely as-
sociated with the inner surface of the
viral membrane and by analogy, to other
paramyxoviruses, which is important in
assembly of viral proteins into budding
virions at the cell membrane. M is 256
amino acids in length, has a 25 amino acid
hydrophobic region near the C-terminus
presumably for membrane interaction,
and is phosphorylated.

2.5.5 Nucleocapsid Protein (N),
Phosphoprotein (P), Polymerase (L),
and the M2 Proteins (M2-1, M2-2)
The vRNA is encapsidated by the 44 kDa
N protein, a requirement for transcription

and genomic replication. The 32-kDa
phosphoprotein (P) and the polymerase
(L) comprise the RNA-dependent RNA
polymerase, which directs transcription
and vRNA replication. Transcriptional ac-
tivity of the nucleocapsid complex peaks at
14 h postinfection and is severely restricted
by 30 h when vRNA replication begins. The
cytoskeletal protein actin is also required
for transcription, since actin-specific anti-
body is inhibitory in vitro. Phosphorylation
of P by cellular casein kinase II at a con-
served serine residue (Ser237) is critical
for efficient transcription since wild-type
unphosphorylated P or mutant P with an
amino acid substitution at residue 237 have
minimal transcriptional activity. Binding
of P to the encapsidated vRNA, however,
is not dependent upon Phosphorylation
since mutant P competes with wild-type
P binding.

The RSV L gene comprises 43% of the
vRNA and encodes a protein of 2165
amino acids with a molecular weight
of 250 kDa. The L nucleotide sequence
defines four polymerase motifs common
to other paramyxovirus polymerases. One
conserved region contains an ATP-binding
motif required for protein kinase activity.
In vitro experiments have defined the
optimum molar ratio of the N, P, and
L proteins for transcription at 12 : 5 : 1.
Notably, many of the nucleotide changes
associated with temperature sensitivity
during virus growth have been localized
to the L gene.

The M2 gene encodes two products, M2-
1 and M2-2, that are important in viral
replication. M2-1, a product of the first M2
open reading frame, is an antitermination
protein that enhances transcriptional pro-
cessivity. Early unsuccessful attempts to
generate recombinant virus with cDNA
and plasmids expressing N, P, and L
yielded incomplete mRNAs. The addition
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of an M2-1 expressing plasmid allowed
complete transcription of mRNA and pro-
duction of recombinant virus. The 90 aa
M2-2 protein functions as a regulatory
factor involved in the balance between
transcription and RNA replication, favor-
ing the latter by way of a positive-sense
vRNA intermediate.

2.5.6 Nonstructural Proteins (NS1
and NS2)
Unique among paramyxoviruses, RSV has
two nonstructural proteins, which are
synthesized in abundance due to the
3′ promoter proximal location of their
corresponding genes. They function as
antagonists of cellular interferons (IFN-
α and -β), which are induced by RSV in
respiratory epithelial cells as part of the
innate immune response to infection (see
Sect. 4.2). Recombinant viruses lacking
these genes grow poorly in cells capable
of interferon synthesis, and are attenuated
in animal models of RSV.

3
Clinical Disease and Epidemiology of RSV
Infection

RSV causes annual epidemics from late
fall through early spring, and has been
found in every locale in which it is sought.
Overall, RSV accounts for ∼250 000 total
hospitalizations and ∼10–14 000 deaths
in all age groups annually in the United
States. The virus is uncommon during
the summer months except in tropical cli-
mates, where it coincides with the rainy
season. RSV is the dominant cause of seri-
ous respiratory tract infection in the young,
and accounts for nearly half of all pneu-
monia, 75 to 90% of bronchiolitis cases,
and 10% of the group that requires hospi-
talization in the first year of life. During

their first winter, 70% of infants are in-
fected with the remainder infected the
following season. Although most infants
under a year of age have mild upper or
lower respiratory tract symptoms, 1 to 5%
are hospitalized depending on the pres-
ence of underlying medical conditions.
The mean age at hospitalization is 2 to
3 months, a time when transplacentally de-
rived antibody levels would have fallen to
approximately one-tenth of those at birth.
Importantly, infants appear to be spared
serious infection in the first few weeks
of life when antibody levels are highest.
Risk factors for severe disease are present
in approximately 25 to 50% of all hos-
pitalized infants and include premature
birth (<36 weeks gestation), congenital
cardiopulmonary disease (with mortality
rates of 37%), bronchopulmonary dyspla-
sia, cystic fibrosis, congenital neurologic
defects, and immunodeficiency states.

RSV is transmitted principally by large
particle fomites, rather than by small parti-
cle aerosol-like influenza, with an incuba-
tion period of 2 to 5 days before the onset of
rhinnorhea, cough, and fever. Lower respi-
ratory symptoms of wheezing, tachypnea,
and hypoxia will develop in approximately
30% of infants with first infections. It is es-
timated that >100 000 hospitalizations and
∼250 deaths occur annually in the United
States, although worldwide estimates are
substantially greater, especially in under-
developed and developing countries.

Reinfections occur throughout life, un-
derscoring the imperfect immunity in-
duced by natural infection. In the day
care setting, three quarters of exposed,
previously infected infants become rein-
fected. Generally, repeat infection is less
severe than primary infection, and chil-
dren above age three typically manifest
mild upper respiratory tract symptoms.
Adults are also at risk for reinfection and
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47% of parents become infected when
the virus is introduced into the home. In
healthy working adults, illness is gener-
ally mild to moderate in severity, although
lower respiratory tract signs and symp-
toms develop in 26% and 38% miss work.
Among healthy elderly persons >65 years
of age, 32% will seek medical attention
during RSV infection. Overall, attack rates
are ∼5% in adult populations. In certain
high-risk adult populations, RSV reinfec-
tions can cause severe illness. Nosocomial
or community-acquired infection in bone
marrow transplant recipients progresses
to pneumonia in half of infected persons
with 30 to 78% mortality. Residents of
long-term care facilities or adults of any
age with underlying cardiopulmonary dis-
ease may also become seriously ill with
pneumonia and bronchitis. This age group
represents an expanding population that
may benefit from vaccination against RSV.
Longitudinal studies in Rochester, New
York, noted that RSV was associated with
wintertime hospitalization of high-risk or
elderly persons for acute cardiopulmonary
symptoms and is nearly as frequent as in-
fluenza A virus infection (9.6 vs 10.4%,
respectively). Overall, RSV probably ac-
counts for >150 000 hospitalizations and
∼14 000 deaths annually in elderly and
high-risk adults in the United States.

During epidemics, virus strains repre-
senting both group A and B can be recov-
ered. During a 15-year period (1974–1990)
in Rochester, New York, group A viruses
accounted for 71% of isolates overall, and
only in four winters did group B isolates
dominate. In contrast, during an eight-
year period (1982–1990) in Caen, France,
group B dominated four years and, overall,
accounted for 64% of the isolates. The ratio
of A to B viruses from 14 separate cities rep-
resenting all regions of the United States

during two consecutive winters varied con-
siderably, thus suggesting that outbreaks
of RSV are local in nature rather than
national or global. In addition, there is
regional and temporal variations in the cir-
culation of viral groups, and subgroups.
The clinical importance of antigenic vari-
ation on disease severity or in immunity
has not been conclusively demonstrated,
but is considered by many investigators
to be relevant. Following primary infec-
tion, the antibody response to G is group
specific and even subgroup specific. In
addition, analysis of repeat infections in
two small studies concluded that homo-
typic immunity may influence the RSV
group responsible for secondary infec-
tion. Although not definitively proven, it
is thought that the G protein antigenic
changes are the results of antibody medi-
ated immune pressure.

4
Immunology of RSV Infection

Although immunity is clearly incomplete,
prior infections do reduce the frequency
and severity of subsequent infection. No-
tably, there is substantial evidence, primar-
ily from animal studies with inference to
humans, that severity of infection and dis-
ease manifestations of RSV, in large part,
are a result of the immune responses to
the virus.

4.1
Transplacentally Acquired Maternal
Antibody

Although the effect of passively acquired
neutralizing antibody is limited owing to
its rapid decline, most studies demon-
strate reduced infection rates and severity
of primary infection with higher levels
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of antibody. Animal experiments sup-
port these conclusions. More definitively,
prophylactic administration of high-titer
RSV gammaglobulin or F protein specific
monoclonal antibody to high-risk infants
provides benefit. In these trials, severity
of illness, but not infection rates, were
reduced by half in treated infants. In ex-
perimental animals, protection is directly
related to the serum neutralizing titer,
with nearly complete suppression of virus
growth at titers exceeding 1 : 380 dilution
of serum. Murine monoclonal antibodies
to either F or G protein are protective in
animal models, in contrast to antibodies to
internal viral proteins (N, P, M) (Table 2).
Antibody dependent cell-mediated cytotox-
icity and complement are not necessary for
protection since F(ab2) fragments can also
inhibit RSV replication in vivo.

4.2
Innate Immunity

The earliest immune response to RSV in-
volves nonadaptive innate immune mech-
anisms. Immediately following virus expo-
sure, cells express and secrete a large num-
ber of proinflammatory and immunomod-
ulatory cytokines and chemokines. Some
have direct antiviral and inflammatory

effects, while others also affect the sub-
sequent T-cell adaptive immune response.
Substances induced from upper and lower
respiratory tract epithelial cells in vitro
include the cytokines interleukin (IL)-1,
tumor necrosis factor (TNF)-α, and IL-6,
the antiviral proteins IFN-α and -β, the
CXC chemokine IL-8 (neutrophil chemoat-
tractant), the CC chemokines RANTES,
macrophage inflammatory protein (MIP)-
1α, macrophage chemoattractant pro-
tein (MCP)-1, and the CX3C chemokine
fractalkine. Additionally, intracellular ad-
hesion molecules, major histocompatibil-
ity complex class I antigens and antigen
transporter (TAP)-1 are also induced in
infected cells. Some responses are trig-
gered by the interaction of RSV with
Toll-like receptor (TLR)-4 present on cells.
The CD14-TLR-4 complex, a member of
a family of proteins structurally related to
Drosophila Toll proteins, directly interacts
with the RSV F protein with subsequent
expression of proinflammatory cytokines.
In addition, it has been shown that RSV
infection is associated with stimulation of
natural killer (NK) cells, which also plays a
role in the adaptive immune response.

Both RSV G protein or Gs bind di-
rectly to the fractalkine receptor (CX3CR)
present on immune cells and, similar

Tab. 2 Immune responses to RSV.

Protein Antibody response to natural CTL epitopes
infection

Mouse Human

F Neutralizing, fusion
inhibiting

+ +

G Neutralizing − −
SH Nonneutralizing − +
N Nonneutralizing + ++
P Nonneutralizing + +
M Nonneutralizing − +
M2 Nonneutralizing ++ +
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to fractalkine, can act as a chemoattrac-
tant. However, G also competitively blocks
fractalkine binding to CX3CR, and thus
the net effect on immune response is
unclear. RSV also directly induces se-
cretion of the tachykinin neuropeptide
substance P (SP), a product of efferent
neurons, dendritic cells, and lymphocytes.
SP may exacerbate inflammation by me-
diating vasodilatation. In vivo studies in
mice demonstrate that inhibition of SP re-
duces pulmonary inflammatory infiltrates
during RSV infection. A similar role of SP
in humans has not been confirmed.

4.3
Mucosal Immune Mechanisms

One of the earliest adaptive immune re-
sponse to infection is the appearance of
RSV-specific secretory IgA in nasal secre-
tions, which coincides with disappearance
of virus. In experimental animals, the IgA
response to F and G proteins is relatively
brief and the protective capacity and dura-
bility of IgA in humans is unknown. Some
but not all adult challenge studies indicate
that nasal wash neutralizing capacity corre-
lates with resistance to infection. Similarly,
the ability to infect infants and children
with live attenuated viruses is not consis-
tently correlated to nasal IgA. Possibly the
greatest indictment of the protective capac-
ity of nasal IgA is that healthy adults are
readily infected experimentally just weeks
after natural infection. In animal experi-
ments, nasal virus replication is inhibited
to a greater extent by local secretory IgA
than serum IgG, although IgA-mediated
immunity is brief (<8 months), in contrast
to more durable pulmonary immunity
from serum IgG (>18 months). Animal
studies also suggest that T-cell immunity,
especially CD8+ cells, play a role in mu-
cosal immunity.

4.4
Humoral Immunity

The infant’s humoral response to primary
and repeat infections has been extensively
investigated with most attention given
to anti-F, anti-G, and neutralizing anti-
body responses. Newly synthesized IgG
is detected 14 days after primary infec-
tion, peaks at 1 to 2 months, and then
slowly declines sometimes reaching unde-
tectable levels by one year. Infants above
the age of 8 months are more likely to
have responses to F (100%) or G (78%)
than younger infants (62 and 48%, re-
spectively), perhaps due to the suppressive
effects of preexisting maternally derived
antibody and immunological immaturity.
Not surprisingly, the antibody response to
G is group specific, consistent with the
strain-specific amino acid differences, al-
though moderate cross reactivity to the
heterologous G is noted when the infecting
strain is of group A. Analysis of anti-
body response using peptides representing
subgroup specific hypervariable regions
also demonstrates subgroup specific re-
sponses. Although the F response is highly
cross-reactive, postinfectious neutralizing
capacity is greatest against the homolo-
gous virus group with primary infection.
Possibly of importance in vaccine devel-
opment, group A RSV infection induces
better cross neutralization than group B
infection. The IgG subclass response to
F and G following primary infection is
predominantly IgG1 and IgG3, subclasses
usually induced by protein antigens. This
was unexpected since carbohydrate anti-
gens (such as the heavily glycosylated G
protein) usually stimulate IgG2. Follow-
ing three or more infections, IgG levels of
F and G are boosted, reaching adult lev-
els after the third infection. Interestingly,
young adults with repeat infection have
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rather weak antibody responses despite
significant symptoms. In contrast, elderly
adults with RSV infection have very strong
EIA and neutralizing serum antibody re-
sponses to infection, exceeding those of
young adults. The mechanism behind this
difference is unknown. Serologic studies
in elderly adults have confirmed that both
severity and illness rates are less in persons
with higher levels of neutralizing antibody.

The frequent presence of wheezing
during primary RSV infection prompted
measurement of RSV-specific IgE in
serum and nasal secretions. Wheezing
infants are more likely to have virus-
specific IgE, histamine, and eosinophilic
cationic protein in nasal secretions. The
relationship of RSV-specific IgE in nasal
secretions during acute RSV to future
episodes of wheezing or development
of asthma is uncertain although several
studies implicate RSV IgE with increased
wheezing during the first 4 to 5 years
of life. In addition, bronchoconstrictive
leukotrienes are released by macrophages
infected in vitro in the presence of RSV
IgG, a finding which strengthens the
notion that symptoms are related to the
host immune response. Interestingly, RSV
infection in HIV-infected infants, develop
diffuse interstitial pneumonia rather than
bronchiolitis.

4.5
Cellular Immunity

Cell-mediated immunity is the primary
mechanism for recovery from most virus
infections, and there is data which sug-
gests that the specific nature of the T-cell
response determines the clinical mani-
festations of infection. Furthermore, the
T-cell response to various RSV vaccine
strategies appears to dictate the clinical
outcome of subsequent RSV exposure.

In general, replicating virus stimulates T-
helper cells (CD4+) with a Th1 cytokine
profile (interferon-γ ) in contrast to in-
activated or nonreplicating antigens that
stimulate a Th2 cytokine profile (IL-4, IL-5,
IL-13). Th1 responses are associated with
processing of replicating antigen in context
with class I histocompatibility proteins re-
sulting in production of neutralizing IgG2a

(mouse system) or IgG1 (human system)
antibody and CD8+ CTL. In contrast, Th2
responses develop when nonreplicating
antigens are processed in association with
class II histocompatibility proteins result-
ing in synthesis of IgG1 and IgE (mouse
system) or IgG4 and IgE (human system)
without CTL induction.

In the murine model, clearance of RSV
is unaffected by B-cell deficiency, whereas
T-cell depletion results in persistent virus
shedding. Virus eradication correlates
with induction of CD4+ cells with Th1

cytokine characteristics resulting in the
expected IgG2a and CTL. CD8+ CTL
are lytic for target cells infected with
either group A and B virus and are
detected in the lungs of mice on day
7 postchallenge when clearance of virus
occurs. Recent evidence also suggests that
RSV may persist in the lungs of infected
mice, as evidenced by detection of vRNA
for up to 3 months following challenge.
The significance of this is unknown
but provocative data from patients with
chronic obstructive pulmonary disease
suggests that persistence may also occur
in humans.

Infusions of RSV-specific CD8+ CTL
lines or clones clears virus in normal
or persistently infected immunodeficient
mice. Using target cells infected with
recombinant vaccinia viruses (rvv) express-
ing RSV proteins has identified the N,
F, and M2 proteins and possibly P as
CTL targets in the mouse system. Mice
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immunized with rvv-N or rvv-M2 are pro-
tected from RSV challenge, but protection
wanes by day 28. Immunization with rvv-
M2 confers protection from both group A
and B challenge, perhaps due to a spe-
cific CTL epitope that has been mapped
to a sequence (amino acids 82–90) con-
served between both major RSV groups
(see Sect. 2.5.4). Immunization of mice
with a DNA vaccine expressing this short
peptide induces high-level resistance to
virus challenge, which can persist for sev-
eral months.

Important for vaccine development,
the priming immunization significantly
alters T-helper cytokine mRNA expression
in the lungs of mice when they are
subsequently challenged with virus. Live
virus immunization stimulates a Th1

pattern and following virus challenge,
replication is restricted and the pulmonary
infiltrate is mild with predominantly
PMNs and lymphocytes. In contrast,
intramuscular (im) injection of FI-RSV or
purified F protein (PFP) induces a Th2

pattern with more extensive infiltration
of lymphocytes and eosoinophils. Notably,
vaccination with a live vector expressing
F induces a Th1 response similar to
live virus. In contrast, immunization
with purified G protein, rvv-G, or rvv-
Gs all induce a Th2 cytokine profile
without CTL, uses the Vβ14+ T-cell
receptor in processing of G, and the
pulmonary infiltrate following challenge
is predominately eosinophils in nature.
Although the response induced by G
is similar to FI-RSV, the G protein is
not a requirement for FI-RSV induced
eosinophilia. These findings are analogous
to the eosinophilic infiltrates seen in
infants who died of RSV infection in the
earlier FI-RSV vaccine trials.

The respective roles of CD4+ and
CD8+ T cells in virus clearance has been

investigated by passive transfer or deple-
tion of specific cell types prior to virus
challenge. Depletion of either CD4+ or
CD8+ cells results in higher and slightly
prolonged virus shedding, while deple-
tion of both subsets results in prolonged,
high titered virus shedding. Passive trans-
fer of either RSV-specific CD4+ or CD8+
cells reduces virus lung growth, but a
dose dependent increase in pulmonary
pathology, characterized by lung hemor-
rhage and polymorphonuclear infiltration
is noted when large numbers of CD8+
T cells are infused, consistent with the
concept that both CD4+ and CD8+ cells
contribute in individual ways to the inflam-
matory process. The mechanism employed
by CD8+ CTL may also influence outcome,
as perforin mediated cytotoxicity is more
efficient and targeted than Fas ligand me-
diated killing in which uninfected cells
are also lysed. This is the evidence that
IL-4 (a type 2 cytokine) can stimulate the
latter response with resultant nonspecific
cell death and delayed virus clearance. The
clinical manifestations of illness in the
murine model (ruffled fur, weight loss) is
also linked to TNF-α secretion. Overall,
the results from the mouse model rein-
forces the concept that immune responses
to RSV influence clinical illness.

Considerably less is known about the
cell-mediated immune response in hu-
mans, especially infants. There is in vitro
evidence of impaired lymphocyte prolif-
eration responses to RSV; specifically,
stimulation of peripheral blood mononu-
clear cells in vitro with live virus suppresses
lymphocyte proliferation in contrast to in-
activated RSV or live influenza virus. It
has been speculated that this may con-
tribute to suboptimal immune responses
and contribute to reinfection. Technical
limitations have impeded study of the in-
fant’s CTL response. Nevertheless, 4 of 22



312 Respiratory Syncytial Virus Vaccine

infants, ages 9 days to 11 months hospi-
talized with RSV bronchiolitis, had mea-
surable CTL activity in peripheral blood
mononuclear cells within the first week
of infection. In another study, 5 of 13 in-
fants under 6 months of age and 8 of 12
infants over 6 months of age developed a
CTL response, generally within the first
week after infection, which rapidly dissi-
pates in the ensuing months. In another
study of RSV-infected hospitalized infants,
both Th1 and Th2 cytokine profiles could
be detected by flow cytometry. The specific
antigens involved in the human CTL re-
sponse has only been examined in adults;
N, SH, F, M, M2, and NS1 have been iden-
tified as CTL targets (Table 2). Peripheral
blood mononuclear cells from adults and
infants produce both Th1 cytokines (γ -
interferon) and Th2 cytokines (IL-4, IL-5)
when stimulated in vitro.

4.6
Disease Pathogenesis

The clinical manifestations of RSV infec-
tion and severity of disease are multifacto-
rial. There is evidence that severity can be
related to the RSV group or subgroup, with
several reports suggesting that group A
virus infections are more severe. However,
the primary contributor to the inflam-
matory response and subsequent clinical
manifestations are thought to be immune
responses to the virus, attributable to
specific RSV proteins. The innate and hu-
moral immune responses have also been
implicated in disease severity in either ani-
mal models or in humans. Host genetic
variability may also contribute substan-
tially to disease manifestations. Several
investigators have analyzed cytokine gene
polymorphism in infants with RSV infec-
tion and found mutations in IL-4, IL-4
receptor, IL-6, IL-9, IL-10, and TNF-α

genes to be associated with more severe
disease. In addition, genetic variability in
Toll-like receptor-4 (TLR4) also has been
identified as a factor that influences dis-
ease severity. Thus, it appears that multiple
genetic factors influence the innate and
adaptive immune responses to RSV infec-
tion and influence clinical severity.

5
Prior RSV Vaccine Trials

Four major approaches to RSV vaccination
have been assessed in infants or adults:
(1) parenterally administered inactivated
whole virus, (2) intranasally administered
live attenuated viruses, (3) parenterally ad-
ministered live virus, and (4) parenterally
administered subunit immunization.

In 1969, a large multicenter field trial
of a formalin-inactivated whole virion vac-
cine (FI-RSV) in infants was published.
The results of this study have had pro-
found effects on subsequent RSV vaccine
research and development. The vaccine
virus (Bernett strain; group A virus) was
grown in vervet monkey kidney cells, for-
malin inactivated and concentrated by
centrifugation and adsorption to alum.
Children, ages 3 months to 9 years, re-
ceived 1 to3 immunizations over 3 months
followed by careful surveillance. The hu-
moral immune response, measured by an
insensitive complement fixation assay and
by neutralization titers, appeared satisfac-
tory. In the ensuing winter, RSV attack
rates in controls and vaccinees were simi-
lar; however, illness was consistently more
severe among recipients of the RSV vac-
cine compared to unvaccinated controls or
controls immunized with a similarly pre-
pared trivalent parainfluenza vaccine. The
youngest infants who were RSV naı̈ve,
were most adversely affected, although
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children 12 to 24 months of age who may
have already experienced an RSV infec-
tion, also had more severe illness. The
clinical manifestations were indistinguish-
able from a typical RSV illness, but lower
respiratory tract involvement was consid-
erably more common (69 vs 9%), and
hospitalization was 5 to 16 times more
frequent among vaccine recipients. Pe-
ripheral eosinophilia was reported in 56%
of RSV vaccinees compared to 11% of con-
trols at one of the centers, although not at
another. The adverse outcome, since desig-
nated as vaccine-associated enhanced RSV
disease, has been likened to the atypical
measles syndrome, which followed use of
a similarly prepared formalin-inactivated
measles virus vaccine. Two decades later,
stored serum from these infants was
found to contain binding antibody to F
and G, which lacked functional activity
in virus neutralization and fusion inhibi-
tion assays.

The pathogenesis of enhanced RSV dis-
ease associated with the FI-RSV vaccine
has been meticulously scrutinized in var-
ious animal models, with the hope that
the safety of future vaccines can be bet-
ter predicted. Cotton rats immunized with
original FI-RSV vaccine (lot 100) and
challenged with live RSV develop more
peribronchiolar lymphocytic and alveolar
neutrophilic infiltration than controls im-
munized with im or intranasal live virus.
Similar to the clinical trials, binding anti-
body to F and G proteins were induced,
but neutralizing and fusion-inhibiting ac-
tivity were diminished. Passive transfer of
antibody from FI-RSV immunized mice
did not reproduce the findings; thus,
antibody alone is insufficient to cause en-
hanced disease.

As noted earlier, FI-RSV induces a
Th2 cytokine profile from CD4+ T cells
without demonstrable CTL activity that

is associated with an eosinophilic pul-
monary infiltrate. Depletion of CD4+ cells
prior to virus challenge of FI-RSV immu-
nized mice reduces pulmonary infiltrates
to a greater extent than CD8+ depletion.
Furthermore, FI-RSV induced histologic
changes are diminished by in vivo deple-
tion of IL-4 and IL-10 (Th2 cytokines) but
not by depletion of γ -interferon or IL-2
(Th1 cytokines). These results have led to
the suggestion that a Th1 CD4+ response
with CTL induction is the desired result
of an RSV vaccine, while a Th2 response,
in which CTL is lacking, may predispose
vaccine recipients to enhanced disease.

Concurrent with the FI-RSV trials, live
attenuated vaccines were sought by adapt-
ing virus to preferentially grow in the
cooler nasal tissues rather than in the
warmer lower respiratory tract by repeated
passage at low temperature or by randomly
inducing genetic mutations and search-
ing for temperature-sensitive (ts) virus.
The first such viruses, reported in 1968,
were cold-passaged (cp) variants of the
A2 strain. Viruses adapted to 34 and
28 ◦C successfully infected a high pro-
portion of adult volunteers, but retained
virulence. Further attenuation by repeated
passage at 26 ◦C produced a candidate
that was less infectious (8 of 45 chal-
lenged adults) and less virulent, but when
tested in children, significant upper res-
piratory tract illness developed in three
who had not been previously infected with
RSV. Next, temperature-sensitive (ts) mu-
tants, produced by growing A2 strain in
5-fluourouracil were tested. One mutant,
identified as ts-1, replicated exclusively
below 38 ◦C in tissue culture and was re-
stricted to nasal tissues in hamsters. Initial
trials in 9 adults found that although only
3 shed virus or had a serologic response,
6 of 7 who were challenged with wild-
type A2 virus were protected. In children,
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this vaccine was highly infectious (34 of
39 inoculated) and immunogenic (21 of 39
humoral responses and 31 of 39 nasal anti-
body responses), but nonimmune infants
again developed upper respiratory illness.
Equally disturbing, reversion to wild-type
growth patterns was found. A 100-fold
dose reduction eliminated symptoms but
revertant virus was again recovered and
protective efficacy from natural RSV was
not discernible. Further alteration of ts-
1 by nitrosoguanidine treatment resulted
in overattenuation. Another mutant (ts-
2) with deficient syncytia formation was
poorly infectious and also had reversion.

The final early vaccine to undergo field
testing was a subcutaneously adminis-
tered live RSV preparation derived from
a clinical isolate. Animal studies provided
experimental evidence of both upper and
lower respiratory tract protection. Follow-
ing pilot studies in over 400 infants and
children in whom immunogenicity and
safety profiles were favorable, a placebo
controlled efficacy study was performed
in 510 infants above age 6 months. Sero-
logic status and age at time of vaccination
appeared to determine immunogenicity.
Overall, 68% of seronegative infants re-
sponded in contrast to only 16% of
seropositive infants. Seronegative infants
>12 months of age had the highest re-
sponse rates (90%). Follow-up during the
two subsequent RSV seasons documented
neither protection nor enhanced illness at-
tributable to vaccination, regardless of the
serologic response to immunization.

More recent efforts to develop live at-
tenuated vaccines have utilized reverse
genetics to construct and selectively tailor
virus vaccine candidates. Genetic analy-
sis of the above noted ts and ca mutants
allowed investigators to combine growth
limiting mutations in different genes in
order to further attenuate the virus and

inhibit reversion. Several have been tested
in adults, older children, and infants, but
the same difficulties of overattenuation
and poor immunogenicity, or excessive
virulence have been noted. The most
promising of these newer vaccine candi-
dates, known as cpts 248/404 (designating
mutations in the N, F M2, and L genes),
was judged to be only minimally virulent
in the youngest of infants, and preliminary
evidence suggested it may be protective.

In addition to live attenuated viruses,
subunit vaccines, which often rely on the
common F antigen have been assessed
in specific populations. These vaccines
are generally not considered to be viable
candidates for RSV naı̈ve infants, due to
their propensity to induce Th2 responses
in mice, with the associated inflamma-
tory infiltrates upon virus challenge. One
such vaccine of PFP adsorbed to alum
has been studied in phase I and II tri-
als in older high-risk children with cystic
fibrosis and in healthy elderly and frail
nursing home subjects. Although safe and
moderately immunogenic when adminis-
tered intramuscularly, further studies have
not been carried out. PFP has also been
given during pregnancy to boost mater-
nal transfer of antibody to newborns and
∼35 pregnant women demonstrated rea-
sonable immunogenicity and there was
increased antibody titers in newborns. An-
other subunit vaccine composed of a con-
served region of the G protein (aa 130–230)
linked to the albumin-binding domain of
streptococcal protein G as a carrier (des-
ignated BBG2Na). Although protective in
animals, this vaccine stimulates only low
levels of neutralizing antibody. Unfortu-
nately, when tested in a phase II clinical
study some patients developed a type II
hypersensitivity reaction characterized as
vasculitic purpura. Finally, a subunit vac-
cine composed of purified F, G, and M
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proteins has been found to be highly im-
munogenic in adults with induction of
neutralizing antibody and to be without
significant side effects. Efficacy trials in
high-risk adults have not been carried out
at this time.

Beginning in 1995, further attempts
to attenuate a previous caRSV strain
by further mutagenesis yielded a series
of genetically well-characterized vaccine
candidates. These strains, containing nu-
cleotide substitutions resulting in the ca
phenotype (N, F, L genes) and ts pheno-
type (M2 and L genes), were restricted to
growth in the upper respiratory tract of
mice and nonhuman primates and were
protected from wild-type RSV challenge.
Several were tested sequentially in adults,
older children, and seronegative children
>6 months of age. Although two, identi-
fied as cpts 248/955 and 530/1009, were
not sufficiently attenuated in seronegative
infants, one strain (cpts 248/404) was eval-
uated in infants as young as one month.
Unfortunately, it caused nasal congestion,
which affected feeding and sleeping in a
few of the vaccines. Although this strain
also was abandoned, it was capable of
inducing serum neutralizing antibody in
children above age 6 months and possibly
protective serum neutralizing IgA in the
youngest infants.

6
Future Approaches to an RSV Vaccine

Development of a protective and safe RSV
vaccine remains a formidable task. In
choosing potential vaccine candidates, the
target population must be considered care-
fully. Considering current knowledge, the
ideal vaccine would at least mimic, if not
improve upon, the immune response to

natural infection. This includes stimula-
tion of mucosal IgA, humoral neutralizing
antibodies to both major RSV groups, and
a Th1 type cellular immune response with
CTLs recognizing virus from both groups.
The optimal vaccine would be immuno-
genic in infants less than 2 months of age
and overcome the immunosuppression of
maternal antibody and the generally im-
mature immune system of the very young
infant. Research to determine those viral
components that contribute to virulence
may also allow specific deletion of the
offending region of the protein or even
entire genes. In contrast, parenterally or
perhaps mucosally administered subunit
vaccines may be effective in previously
infected children and adults to prevent re-
infection, and for maternal immunization
to boost transplacental delivery of anti-
body in pregnant women. Since natural
infection only provides partial immunity,
a conservative, but realistic, goal of im-
munization is reduction of illness severity
rather than prevention of infection. In ad-
dition to safety, the successful vaccine
must carefully navigate a fine line be-
tween beneficial and detrimental immune
stimulation.

6.1
Nonreplicating Subunit Vaccines

Given the current state of knowledge
and technical tools available, single or
combined viral protein subunit vaccines,
comprised of entire proteins or smaller
peptides, can currently be devised and
evaluated. In addition to choosing the
appropriate viral antigen, route of adminis-
tration (parenteral, mucosal) and inclusion
of the proper adjuvant are important con-
siderations in attempting to induce the
correct immune response. Because of the
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catastrophic events clouding the formalin-
inactivated vaccine trials, clinical trials
with inactivated subunit vaccines for in-
fants would proceed very slowly, if at
all. Adjuvants and/or immune modulators
such as cytokines capable of stimulating
Th1 responses may ultimately prove useful
in shifting the response to nonreplicating
antigens from Th2 to Th1 in nature.

Another more indirect way to protect
infants is vaccination of women during
pregnancy, an approach being considered
for a variety of infant infections. Modest
increases in neutralizing antibody may be
sufficient to lessen the severity of RSV
infection or delay infection until the child
is older and less susceptible to severe
disease. The other major vaccine target
group, the elderly and high-risk adults,
may also benefit from immunization with
a subunit vaccine.

Alternate routes of administration and
newer adjuvants can significantly alter
the immune response to these subunit
vaccines. Intranasal administration of F or
an FG chimeric protein with the mucosal
adjuvant cholera toxin (CT) or its purified B
subunit (CTB) induces protective mucosal
and systemic immunity in mice. Although
CTB is unlikely to be approved for
use in humans, other mucosal adjuvants
may provide similar capabilities. Mucosal
immunization is also theoretically possible
via the oral route, and is attractive because
of its simplicity. There has been one report
of an immunogenic G peptide fragment
synthesized in a plant, with the ultimate
goal of high yield inexpensive production
with the possibility of an oral vaccine.

In addition to entire viral proteins, pep-
tide fragments of F and G have also
been proposed as potential vaccines. Re-
gions of F, which represent neutralizing
or CTL epitopes, can be synthesized. One
F peptide, representing the neutralizing

site from amino acids Ile221 to Glu232,
elicited low level neutralizing antibody in
mice but protection has not been demon-
strated. In addition, a peptide representing
amino acids 174–187 from the G protein
provided complete protection from virus
challenge, which was relatively durable.
The principle advantage of a synthetic
peptide vaccine is that production of large
quantities is relatively simple. On the other
hand, vaccination of a heterogeneous pop-
ulation may be difficult, if not impossible,
due to the limited immune response to
single epitopes.

6.2
Live Recombinant Subunit Vaccines

Replicating vectors expressing the de-
sired RSV protein(s) may provide a viable
approach to immunization. Replication in-
competent vectors such as the VEE system,
have the advantage of potentially inducing
a Th1 response with appropriate humoral
and cellular immunity to envelope gly-
coproteins. Although vaccinia virus and
adenovirus vectors have been developed
and tested in mice and primates, they did
not progress to human trials. Recently,
a bovine parainfluenza type 3 virus ex-
pressing the RSV surface glycoproteins
has been constructed and tested in ani-
mals. Finally, DNA vaccination is another
approach to subunit immunization with
a replicating antigen, although it has not
been fully explored.

6.3
Live Attenuated RSV Vaccines

Despite prior frustrations, there remains
interest in intranasal live attenuated vac-
cines. The availability of reverse genetics
for production of vaccines allows vir-
tual unlimited choices. Deletions of entire
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nonessential genes is feasible and several
(designated RSV �NS1, �NS2, �SH, �G)
have been tested in animals and some
in humans. Until the specific viral pro-
teins or regions of proteins invoked in
disease pathogenesis are identified, live
vaccine development will remain relatively
empiric since predictions of attenuation
based upon growth in vitro or in experi-
mental animals is not always precise. It
may be possible that important immuno-
genic proteins can be left unaltered or even
enhanced, yet viral growth and inflamma-
tory responses are limited by alterations in
other genes. For instance, the F and/or G
proteins, which carry dominant protective
epitopes, can be moved proximal to the
promoter region, thus producing a virus
with greater expression of F and G. Al-
ternatively, substitutions in the intergenic
sequences could enhance or diminish ex-
pression of downstream genes.

7
Conclusions

Important advances have been made in our
understanding of the virology, immunol-
ogy, and pathogenic mechanisms of RSV
infection during the past decade. Despite
rapid development in methods of vaccine
preparation, advances in immune modu-
lators and mechanisms of vaccine delivery,
the prospects for an RSV vaccine remain
tempered by the prior failures.

See also Immunology; Nucleic Acid
Packaging of RNA Viruses; Vacci-
nation, Genetic; Vaccine Research
and Development Methodology; Vi-
ral Inhibitors and Immune Re-
sponse Mediators: The Interferons.
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Keywords

Bacteriophage
A virus that infects bacteria and ultimately reproduces itself usually leading to the
death of the bacterium.

Endonuclease
An enzyme that cleaves the internal phosphodiester bonds of a polynucleotide, in this
article of a double-strand DNA.

Heterocycle
A molecule with a ring structure in which not all the atoms are carbon. The bases A, C,
G, and T in DNA are aromatic heterocyles with nitrogen in place of some of the
carbon atoms.

Homodimer
A protein comprising two identical polypeptide chains.

Metaphosphate
The anion PO3

−.

Methylsulfonium Bond
A covalent bond between a divalent sulfur atom and a methyl group that has a formal
positive charge on the sulfur and is thermodynamically activated for transfer of the
methyl group to an acceptor molecule.

Methyltransferase
An enzyme that transfers methyl groups from S-adenosyl-L-methionine to
acceptor molecules.

Motif
A sequence of amino acids that is shared (conserved) among different proteins.

Nucleophile
An atom or group with excess electrons that is capable of reacting with another atom or
group that is deficient in electrons.

Palindrome
A sequence of nucleotides on one strand of a DNA duplex that is identical to the
sequence in the opposite direction on its complementary strand, for example, GAATTC
in one strand is the same sequence on the antiparallel, base-paired strand.

Restriction Endonuclease
An endonuclease that cleaves duplex DNA with very high sequence specificity.
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Stoichiometry
The quantitative relationship between the substances in a compound or in a
molecular complex.

� Restriction-modification systems occur in many prokaryotes. Each consists of a
restriction endonuclease that cleaves DNA after recognizing a specific sequence and
a DNA methyltransferase that modifies the bacterial DNA at the recognized sequence.
Methylation protects the bacterial genome from cleavage by the endonuclease. Since
infecting bacteriophage DNA usually is not methylated, it is cleaved by the restriction
enzyme before it can be methylated by the bacterial methyltransferase. Thus, the
bacteriophage DNA is inactivated and the restriction-modification system protects
the bacterial cell from bacteriophage infection. In this review, we summarize the
properties of different types of restriction-modification systems and the enzymology
of the enzymes involved. Our focus is primarily on the type II systems.

1
Introduction

1.1
Restriction-modification Systems

Restriction-modification (RM) systems
were discovered in the 1950s by S. E. Luria
and M. L. Human as well as by G. Bertani
and J. J. Weigle. These groups found that
after growing bacteriophages on one bac-
terial strain, the progeny phages could
reinfect this same strain with high effi-
ciency, but they could not infect some
other bacterial strains. These observations
demonstrated that the phage carries a ‘‘la-
bel’’ imparted by the strain on which it
was grown. A decade later, the molecular
basis of this phenomenon was elucidated
by Arber and colleagues who showed that
RM systems consist of two enzyme activ-
ities: a restriction endonuclease (ENase)
that specifically recognizes short, often
palindromic, sequences and then cleaves
the DNA, and a methyltransferase (MTase)
that methylates the same sequence and

renders it refractory to cleavage by the
ENase. The activity of the ENase is respon-
sible for the restriction phenotype because
it digests phage DNA entering a bacte-
rial cell. In the 1970s, H. O. Smith and
coworkers and H. W. Boyer and coworkers
were the first to publish the purifica-
tion of functional type II ENases (HindII
from Haemophilus influenza and EcoRI
from Escherichia coli, respectively) and the
H. O. Smith laboratory identified the first
DNA recognition sequence of an ENase
(HindII).

The DNA of a bacterial strain carrying
an RM system is protected from cleavage
by the resident ENase as a result of
covalent modification carried out by a
DNA methyltransferase. As indicated,
the MTase modifies the DNA within
the recognition sequence of the partner
ENase and thereby prevents endonuclease
action (Fig. 1). The first RM system
MTase was described in Arber’s laboratory.
Methylation of the DNA uses S-adenosyl-
L-methionine (AdoMet) as the methyl
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Cellular DNA

ENase

MTase

Fig. 1 Biological function of
restriction/modification systems.
ENases cleave unmethylated phage
DNA, the bacterial genome is protected
against the endonucleolytic attack by the
DNA methyltransferase.

group donor and occurs at the cytosine-
C5, cytosine-N4, or adenine-N6 positions
of DNA depending on the particular
MTase. It represents a minimal change
to the molecular structure of the DNA and
does not interfere with the Watson/Crick
base pairing of the double helix. In all
three positions of methylation, the methyl
groups are positioned in the major groove
of the DNA, a region where the restriction
endonucleases recognize the sequence of
the DNA by formation of specific contacts
to the edges of the base pairs. Methylation
of the recognition sequence interferes with
the ENase interaction with the DNA and
prevents ENase cleavage. Therefore, the
activity of the ENases can be controlled
by the methylation state of the DNA
(see below).

Since different RM systems have differ-
ent recognition sequences, the methyla-
tion pattern is, in effect, a bar code on
the DNA that allows an ENase to distin-
guish between its own and foreign DNA.
Given that DNA from bacteriophages is
often not modified at the sites of the
resident bacterial RM systems, RM sys-
tems efficiently protect bacteria against
bacteriophage infection. However, phages
grown in a bacterial cell containing an RM

system will have DNA modified by the
resident MTase, which explains why they
can easily grow in the same strain, but not
in other strains containing different RM
systems that recognize different DNA se-
quences. RM systems control the uptake
and incorporation of foreign DNA from
any source into the bacterium. They are
widely distributed in the bacterial and ar-
chaeal kingdoms with up to 5% of the total
genome of some bacteria devoted to encod-
ing components of RM systems. Because
RM systems distinguish between self DNA
and nonself DNA and protect bacteria from
foreign DNA infection, they can be com-
pared in terms of biological function to the
immune system of higher eukaryotes. Like
the immune system, RM systems are also
involved in a molecular arms race between
the invader and the host: bacteriophages
have evolved many antirestriction systems
such as antirestriction factors that directly
inhibit the ENase or multispecific MTases
that modify the phage genome at many
sites and thereby provide a broad protec-
tion against the endonucleases of different
RM systems.

Historically, RM systems and, in particu-
lar, ENases have been important enzymes
for both the basic and applied biomolecular
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sciences. The discovery of the molecu-
lar basis of RM systems was a hallmark
in the molecular understanding of ge-
netic mechanisms that was recognized
with a Nobel Prize in 1978 to W. Arber,
H. Smith, and D. Nathans. ENases have
served as excellent model systems to study
the site-directed interactions between en-
zymes and DNA. Many principles that
later could be generalized to other sys-
tems were first recognized as a result of
studies of ENases. ENases were the first
tool available to manipulate DNA in a di-
rected manner and were key players in
the recombinant DNA revolution that oc-
curred in molecular biology in the 1980s
and 1990s. In addition, they enabled the
first analyses of the genomes of bacteria
and eukaryotes. Later, ENases made pos-
sible the first insights into the relation
of DNA sequence diversity and human
disease, because as a result of restriction
length polymorphism studies, the cleavage
patterns of DNA of different individuals
could be compared and the differences
correlated with pathogenic phenotypes.

2
Types of Restriction-modification Systems

2.1
Type II Systems

Three major types of RM systems, called
type I, II, or III, are distinguished on
the basis of their structural and func-
tional properties. In type II systems (e.g.,
EcoRI, recognition sequence: GAATTC),
the nuclease and methyltransferase activ-
ities reside in discrete enzymes, whereas
they are combined in multienzyme com-
plexes in type I and type III systems. Type
II systems usually have a homodimeric
ENase that recognizes a palindromic DNA

recognition sequence. These homodimers
carry an active center on each subunit
that together catalyze DNA cleavage in
both strands of the DNA. The type II
methyltransferases are either monomeric
or dimeric and do not interact with the
restriction enzyme. The ENase and MTase
bind to the DNA independently and their
amino acid DNA recognition modules are
different from one another. Type II sys-
tems are subdivided into many classes on
the basis of functional differences, for ex-
ample, whether the ENases form tetramers
or whether the DNA is cut within or at
some distance from the recognition site.
Some type II enzymes require the interac-
tion with two recognition sites; some will
cleave both, others just one of the sites.

One of the largest subgroups of type
II ENases is that of the type IIS enzymes,
which interact with nonpalindromic recog-
nition sites and cleave the DNA at a defined
distance from the recognition site. The en-
zymes consist of two domains, one DNA
recognition domain that binds to the DNA
as a monomer and identifies the target
sequence, and a cleavage domain, that
dimerizes with a second monomer on the
DNA and the dimer catalyzes the cleav-
age of the DNA in both strands. This
dimerization of the cleavage domains is
facilitated if two recognition sequences
are present on the DNA. Therefore, many
type IIS enzymes show an increased ac-
tivity on substrates containing more than
one recognition sequences. Studies with
type IIS enzymes suggest that only small
changes in the amino acid sequence or the
acquisition or deletion of a domain can
be responsible for significant changes in
the specific biochemical properties of the
enzyme. Consequently, many such small
changes could create a continuous spec-
trum of ENases, many of which cannot
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easily be assigned solely to one of the
presently defined group subtypes.

2.2
Type I and III Systems

Type I and III systems form large su-
permolecular complexes containing the
restriction (R) and modification (M) func-
tion. In type I systems (e.g. EcoB, recogni-
tion sequence: TGAN8TGTC), DNA recog-
nition for methylation and for cleavage
is mediated by one S (specificity) sub-
unit. Complexes of M2S stoichiometry are
active MTases, while M2R2S complexes
have methyltransferase and endonucle-
ase activities. In type III systems (e.g.,
EcoP15, recognition sequence: CTGAAG),
RM complexes are active as both methyl-
transferase and endonuclease. The choice
of reaction actually catalyzed by the multi-
meric enzyme depends on the methylation
state of the target sequence: unmodified
sites are cleaved; hemimethylated sites that
are formed typically during DNA replica-
tion are methylated. Systems of both types
I and III need interaction with two recog-
nition sequences, which are asymmetric
in either case. After initial binding of one
enzyme complex to an unmethylated tar-
get site, the enzyme remains bound to
that site and pulls the DNA using an
ATP-dependent motor domain to form a
characteristic looped structure. Upon col-
lision of two enzyme molecules that are
translocating along the DNA in opposite
directions, cleavage is initiated. The cleav-
age occurs at random locations between
the two target sites in the case of type I sys-
tems. Type III enzymes cleave the DNA at
defined distances of up to 20 bp outside the
recognition sequence. As a consequence of
their different architectures, type I systems
contain two motordomains and translo-
cate along the DNA from both sides of

the target sequence, whereas type III sys-
tems translocate away from one side only.
Therefore, type III systems can cleave DNA
only if it contains two target-site sequences
in opposite orientation so that the translo-
cating enzymes will collide. DNA cleavage
by type I and III systems is stimulated
or dependent on the presence of AdoMet,
which is the methyl donating cofactor of
the MTase subunit.

3
Mechanisms of Action of ENases
and MTases

3.1
Common Features

In the following sections, we shall briefly
describe some mechanistic features of
the type II ENases and DNA MTases
that explain how these fascinating en-
zymes carry out their respective biological
functions. Since both classes of enzymes
perform their catalytic function on DNA
in a sequence-specific manner, common
mechanistic elements are found in both.
These include the mechanisms of DNA
recognition and target-site location. The
general catalytic cycle is similar in both
cases (Fig. 2). The enzymes bind initially to
the DNA in a nonspecific reaction, driven
by electrostatic attraction between basic
amino acid residues in the DNA-binding
site of the enzyme and the anionic DNA.
The enzymes then scan the DNA for the
presence of the specific site by a process
called facilitated diffusion in which they stay
in close spatial contact with the DNA. Af-
ter having identified a specific site, the
formation of several base-specific contacts
usually triggers characteristic conforma-
tional changes of the enzyme and the
DNA. This mutually induced fit activates
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Fig. 2 Catalytic cycle of
restriction endonucleases and
DNA methyltransferases. The
yellow box indicates the target
site (see color plate p. xxxi).

Linear diffusion

Specific binding and conformational changes

Catalysis
product release

Nonspecific
DNA binding

the catalytic center leading to the sequence-
specific DNA cleavage or the methylation
reaction. After DNA cleavage or methyla-
tion, release of the modified DNA is often
the rate-limiting step of the reaction under
multiple-turnover conditions.

4
Catalytic Mechanism of ENases

4.1
Structures of ENases

Most structural information is available
for homodimeric type II ENases (see
Fig. 3 for an example). The comparison of
the structures of protein–DNA complexes
of several ENases revealed significant
differences in their three-dimensional
structures. However, most contain some
conserved structural elements in the core
of the enzymes that are characterized
by a mixed five-stranded ß-sheet flanked
by α-helices. The active site amino acid

residues are located on this structural core
at equivalent positions in many structures.
The active site of many restriction enzymes
is characterized by a weakly conserved
PD. . .(D/E)XK amino acid sequence motif.
The PD part of the active site is located in
a turn; the remaining residues lie on the
edge of a ß-strand. The three-dimensional
structure of the conserved element brings
together the two conserved acidic residues
of the motif such that they can form the
binding site for the catalytic magnesium
ion that is an essential cofactor for these
enzymes. The lysine in the active site motif
contributes to the catalytic mechanism
as well (see below). Interestingly, other
nucleases including λ-exonuclease, MutH
and Vsr have a similar fold constituting
their active site.

Most of the type II ENases encircle, to a
greater or lesser extent, the DNA in their
specific DNA complex, allowing them to
form an extensive set of interactions both
to the major and minor grove of the DNA
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Fig. 3 Crystal structure of the EcoRV
restriction enzyme in complex with
specific DNA. The homodimeric protein
is shown in a schematic view, colored
according to the secondary structure,
with α-helices in red, β-sheets in blue,
and loops in gray. The DNA strands,
which are viewed perpendicular to the
helix axis, are colored blue and orange
(see color plate p. xxxii).

as well as to the phosphodiester backbone
(Fig. 3). On the basis of the orientation and
structure of the conserved secondary struc-
ture elements, ENases can be subdivided
into two large groups, represented by the
first two enzymes whose structures were
solved: EcoRI and EcoRV. With structures
becoming available for more and more
ENases, some turn out to be closely related,
for example, the EcoRI and MunI enzymes
that recognize GAATTC and CAATTG, re-
spectively.

4.2
Mechanism of Target-site Location

Since restriction endonucleases and DNA
methyltransferases are present at the same
time in the cell, they compete kinetically
for their target site. Destruction of the
incoming bacteriophage DNA dictates that
the restriction enzyme finds its target
site faster than the methyltransferase.
Localization of specific recognition sites in
the sea of nonspecific sites is a challenging
process for an ENase (A six-base-pair-
recognizing enzyme, for example, has

just one target site every 46 = 4096 sites
in a DNA of 50% A + T composition.).
Target sites can be discriminated from
nontarget sites only during formation of
the sequence-specific contacts between
enzyme and DNA. However, this is
not possible during the initial phase of
complex formation that is mainly driven
by ionic interactions. Consequently, most
binding events between ENases and DNA
will result in binding to a nontarget site,
that is, to nonspecific DNA.

After the initial binding event, the en-
zyme searches for its target site by a
one-dimensional movement on the DNA,
which accelerates target site location by
two mechanisms. First, it reduces the
search space from three dimensions to
one, and second, it abrogates the necessity
for the enzyme to dissociate from the DNA
after each binding event, which is partic-
ularly important, because DNA release is
a slow step in protein–DNA interactions.
Restriction enzymes were among the earli-
est examples in which facilitated diffusion
was shown to be effective in target-site
location. During facilitated diffusion, the
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enzymes accurately scan the DNA se-
quence. The actual mechanism of this
process includes a sliding movement of
the enzyme on the DNA and a ‘‘hop-
ping’’ process composed of repeated micro
dissociation/reassociation reactions. The
contribution of both processes varies from
enzyme to enzyme and depends on the
average distance traveled on the DNA.
Scanning of short distances is most effi-
ciently performed by a sliding movement,
whereas at longer distances hopping be-
comes effective.

In addition, tetrameric enzymes can
make use of intersegmental transfer, a
process during which two binding sites
on the protein interact simultaneously
with two different parts of the DNA.
One binding site can release the DNA
and the other remains bound to another
site without causing complete dissociation
of the enzyme from the DNA. Thereby,
the enzyme can make efficient long-
range ‘‘jumps’’ on the DNA, which in
combination with short-range scanning
in the vicinity of each site, produces an
efficient target-site searching strategy. This
mechanism may explain why some ENases
function as tetramers.

4.3
Mechanism of DNA Recognition

DNA recognition by ENases has been in-
vestigated by examination of the structures
of ENases in complexes with their spe-
cific DNA. In most cases, the base pairs
of the target site are contacted by several
specific interactions, including hydrogen
bonds to the edges of the bases in the
major and minor grove (Fig. 4) and hy-
drophobic interactions to the bases and the
methyl group in thymidine. In addition,
the phosphodiester backbone is contacted
by numerous hydrogen and ionic bonds.
Both kinds of ionic bonds to the bases
and to the backbone are sometimes me-
diated by interstitial water molecules that
bridge the amino acid residue and the
DNA. In many, but not all, cases, spe-
cific complex formation is accompanied
by more-or-less dramatic changes of the
DNA structure, which may involve bend-
ing, unstacking, or unwinding. Thereby,
in a mutually induced fitting of enzyme
to DNA, a tight complex of complemen-
tary surfaces is formed. Specific DNA
binding is accompanied by the release of
bound water molecules and counterions

Fig. 4 Example of the specific contacts
of the EcoRV restriction enzyme to its
DNA. Asn185 and Thr186 contact the
A2 and T5 base pair in the
GATATC/GATATC recognition sequence
by specific hydrogen contacts.

A2

T5

Asn185

Thr186
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from the ENase and the DNA. The methy-
lation of the target base by the partner
MTase interferes sterically with this close
approximation of the ENase and the DNA,
explaining the energetic basis for the lack
of activity of ENases at methylated tar-
get sites.

The numerous interactions (direct con-
tacts to bases and to backbone and water-
mediated contacts to both) in the network
of bonding that occurs between ENases
and specific DNA guarantee that each base
pair is contacted by several specific non-
covalent bonds and provides the structural
basis of the exquisite sequence specificity
of ENases that ensures they do not kill
their host cells through nonspecific cleav-
age. Typically, these enzymes cleave any
sequence differing by one base pair from
the canonical site at rates that are orders
of magnitude reduced; sites differing at
more than one base pair are refractory
to cleavage. The mechanistic basis for
this extreme sequence specificity is that
the scissile phosphodiester bond enters
the active site only after the conforma-
tional change of DNA and enzyme that
occurs in the specific complex. Therefore,
DNA cleavage can occur only after bind-
ing of the enzyme to a specific site on
the DNA.

The evolutionary history of this high de-
gree of sequence specificity of ENases can
be understood, because cellular DNA is
protected against cleavage by the MTase
only at the specific sites. Therefore, non-
specific double-strand cleavage of the
bacterial DNA by ENases is toxic and
has been strongly counterselected dur-
ing evolution. In addition, ENases usually
introduce only a single-strand break at
nontarget sites, which can be easily re-
paired by DNA ligase, in contrast to their
double-strand cut at target sites. Because
of their very high degree of specificity,

ENases have been refractory to all attempts
to change their specificity by protein de-
sign. In particular, unsuccessful trials to
design new contacts between ENases and
DNA by site-directed mutagenesis have
demonstrated that enzyme variants that
carry amino acid exchanges at critical
positions usually are catalytically inac-
tive. This property ensures that erroneous
proteins that are formed in the cell af-
ter rare misincorporations of amino acid
residues during protein biosynthesis will
not act as nonspecific nucleases or ENases
with altered recognition specificity and kill
the cell.

It is interesting to note that the sequence-
specific contacts are formed by different
segments of the protein in the vari-
ous structural families of ENases. For
example, in EcoRI a structure similar
to a ß-strand is located in the ma-
jor groove of the DNA and in EcoRV
two loops of protein mediate sequence
recognition. On the other hand, fami-
lies of enzymes exist that use similar
structural approaches to recognize related
sites, for example, the EcoRI/MunI pair
or in the large subfamily of ENases con-
taining NgoMIV (GCCGGC) that have a
GG dinucleotide in their target sequence
and use a conserved RXXR motif for its
recognition. In contrast, the interaction of
BamHI (GGATCC) and BglII (AGATCT)
with DNA is different, although both en-
zymes recognize the same GATC central
tetranucleotide.

4.4
Mechanism of DNA Cleavage

Despite being studied for decades, the
detailed catalytic mechanism of ENases
remains incompletely resolved. One obvi-
ous source of uncertainty is that different
crystal structures revealed one, two, or
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three divalent cations bound at or near
their active sites. These observations led
to models requiring one or two metal ions
for catalytic function. Furthermore, the re-
lationships of the metal ions observed in
various structures to the activity of the en-
zymes in solution is not clear, since most
crystallizations were carried out at much
higher concentrations of the divalent metal
ions than is commonly used for cleavage
in solution.

DNA cleavage by ENases always pro-
duces a 5′ phosphate and a 3′ OH. It is
initiated by the in-line attack of a water
molecule on the scissile phosphodiester
group (Fig. 5). Chemically, this nucle-
ophilic attack is difficult, since the phos-
phodiester group carries negative charge
and efficient neutralization of this charge
is an important catalytic requirement. All
ENases appear to recruit a Mg2+ ion for
that purpose along with basic residues that
contribute to charge neutralization – most
frequently the lysine often found in the
PD. . .(D/E)XK catalytic motif whose as-
partic or glutamic acid residues function
in positioning of the metal cation. The
second important function of the enzyme
is to accelerate the hydrolytic reaction by
stabilization of the leaving 3′-O− alcoho-
late group by protonation. In most models,
this role is attributed to a water molecule

bound in the ligand sphere of the Mg2+
ion, which explains the absolute require-
ment for this metal ion that in most
cases can be replaced by Mn2+, some-
times also by Co2+, but usually not by
other ions.

Whereas this consensus view on the
mechanism is widely accepted, other de-
tails are unclear. For example, an SN2-like
in-line attack would also require activa-
tion of the attacking water. This function
has been attributed to another metal ion,
the neighboring phosphodiester group, ly-
sine, arginine, or aspartic acid residues in
the different mechanistic models. How-
ever, for the hydrolysis of a phosphodi-
ester bond, a more SN1-like dissociative
mechanism could also hold in which
the bond to the leaving group is almost
completely broken before the attacking nu-
cleophile comes in. In this mechanism,
a highly reactive metaphosphate inter-
mediate that readily reacts with water is
formed. Therefore, activation of the attack-
ing water might not be necessary, if a
dissociative mechanism functions. In this
model, the proton leaving the attacking
water during the reaction is transferred
to bulk solvent. To yield the stereochem-
istry observed upon ENase cleavage, the
metaphosphate that would be produced
during a dissociative mechanism would

Fig. 5 Model of the catalytic
mechanism of restriction
endonucleases. The catalytic metal ion
is bound by two acidic amino acid
residues located in the PD. . .D/EXK
motif. The nature of the base
responsible for the deprotonation of the
attacking nucleophile is not known and
may vary between different ENases.
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have to be positioned by the enzyme in
a stereochemically defined manner such
that an inversion of configuration al-
ways occurred.

5
Catalytic Mechanism of DNA MTases

5.1
Mechanism of DNA Methylation

All DNA MTases use the coenzyme S-
adenosyl-L-methionine (AdoMet) as the
donor of an activated methyl group whose
activated methylsulfonium bond can be
easily attacked by a nucleophile to achieve
the methylation. However, direct methyla-
tion of either the exocyclic amino groups
of adenine and cytosine or of the C5-
position of cytosine is a difficult chemical
task because the N1 and N3 positions of
adenine and cytosine, respectively, are the

favored sites of nucleophilic attack and
the C5 of cytosine is intrinsically resis-
tant to nucleophilic attack. For adenine
and cytosine in duplex DNA, only the N3
position of adenine is readily alkylated
by nucleophilic reagents. To overcome
these intrinsic lacks of reactivity, the two
families of DNA MTases, N-Mtases, and
C-MTases, have evolved highly sophisti-
cated reaction mechanisms. Both mech-
anisms have in common the need for
close contact between the enzyme active
site and the target base. Such proxim-
ity is not possible with the target base
buried within the DNA double helix.
In a seminal structural study, X. Cheng,
R. Roberts, S. Klimasauskas, and cowork-
ers demonstrated that the cytosine-C5
MTase HhaI completely flips its tar-
get base out of the DNA double he-
lix during catalysis – an unprecedented,
dramatic conformational change in the
DNA that solves the accessibility problem
(Fig. 6).

Fig. 6 Structure of the HhaI DNA-(cytosine-C5)-MTase in complex
with specific DNA. The flipped target cytosine is readily visible in
this view of the enzyme. The protein is shown in a schematic view,
colored according to the secondary structure, the DNA strands are
colored blue and orange and the AdoMet coenzyme is shown in
yellow (see color plate p. xxxii).
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5.2
Reaction Mechanism of C5-MTases

Methylation of the C5-position of cytosine
follows a two-step reaction mechanism
first proposed by Daniel Santi (Fig. 7). In
the first step, a cysteine residue in the
active site of the DNA MTase performs
a nucleophilic attack on the C6-position
of the cytosine that is flipped out of
the DNA and bound in a hydropho-
bic pocket of the enzyme. Thereby, a
transient carbanion is generated, which
is stabilized by a conserved glutamic
acid residue that hydrogen bonds to the

flipped base and protonates the N3 atom
of the base. Since the carbanion has
a high negative charge density at posi-
tion 5, the activated base can attack the
methyl group of the cofactor yielding a
stable intermediate comprising a cova-
lently linked complex of the methylated
cytosine and the MTase. The catalytic
cysteine and glutamic acid residues are
located in two highly conserved amino
acid motifs found in Cytosine-C5 MTases,
the PCQ motif and the ENV motif also
called motif IV and motif VI, respec-
tively. The second step of the reaction
resolves the covalent intermediate. It is
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initiated by deprotonation of C5 cat-
alyzed by an unknown proton acceptor,
leading to the elimination of the cys-
teine residues and re-establishment of
aromaticity.

The mechanism is supported by several
lines of evidence. The covalent complex
has been detected in crystal structures
and in biochemical studies, the catalytic
cysteine and glutamic acid residues are
highly conserved in all cytosine-C5 Mtases,
and mutational analyses have supported
their involvement in catalysis. In addition
to these elements of covalent and acid-base
catalysis, MTases facilitate the methylation
reaction by proper positioning of the
substrate and the cofactor in the active
site and by tight binding to the transition
state of the reaction.

5.3
Mechanism of N-MTases

Methylation of either adenine and cyto-
sine residues at their exocyclic amino
group, in contrast to their N1 or N3 po-
sitions, respectively, presents a difficult

chemical problem because in each case
the substrate amino group is part of
an electron poor, heterocyclic aromatic
system. The free electron pair formally
present at the exocyclic amino groups
is delocalized into the aromatic system
and is not as readily available for nucle-
ophilic attack on the AdoMet as are the
heterocyclic ring nitrogens. The catalytic
center of the adenine-N6 and cytosine-
N4 MTases (N-MTase) is characterized
by a (D/N/S)PP(Y/F) motif. Involvement
of this amino acid sequence element in
catalysis was demonstrated in several site-
directed mutagenesis studies carried out
with N-MTases. The reaction mechanism
of the N-MTases is illustrated by the struc-
ture of the TaqI adenine-N6 MTase. The
side chain of the active site asparagine and
the backbone carbonyl group of the pro-
line residue next to the asparagine of the
active site tetrapeptide (NPPY in M.TaqI)
contact the exocyclic amino group of the
flipped adenine target (Fig. 8). Since the
hydrogen-bond acceptors are presented in
a tetrahedral geometry, the hybridization

Asn

Pro

Pro

Tyr

Fig. 8 Crystal structure of the TaqI adenine-N6 MTase. The flipped base (shown in
green) is stacked on the tyrosine residue of the conserved (D/N/S)PP(Y/F) motif.
The exocyclic amino group is contacted by two hydrogen-bond donors (the Asn and
Pro residue in the active site motif) (see color plate p. xxviii).
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of the amino group changes from sp2 to
sp3, which leads to the localization of the
free electron pair at the nitrogen atom. The
flipped base is stabilized by a π -stacking
interaction to the aromatic amino acid
residue in the (NPPY) motif. Proper po-
sitioning of the DNA-flipped base and the
AdoMet is critical for catalysis in N-MTases
as it is in C5-MTases.

Consistent with the similarity of their
active site motifs and the chemistry of the
methylation reaction, the amino MTases
do not show absolute specificity for the
flipped base that they methylate. A cy-
tosine positioned in the DNA recognition
sequence of some adenine-N6-MTases can
be methylated at the N4 position. Analo-
gously, an appropriately placed adenine
can sometimes be methylated at the N6
position by a cytosine-N4-MTase. These re-
actions occur with reduced efficiencies, but
they indicate that the catalytic mechanisms
of adenine-N6 and cytosine-N4 MTases are
similar. In addition, the HemK enzymes,
found across the phylogenetic tree of N-
MTases, contain this motif and methylate
glutamine at the N5 position, which also
contains an amino group conjugated to
an electron poor π -system. These findings
suggest that the (D/N/S)PP(Y/F) sequence
is a versatile motif for the methylation of
different target molecules. One can en-
visage that other enzymes containing this
motif might have even more, as yet unde-
scribed, substrates, for example, arginine.

5.4
Structures of MTases

All DNA MTases comprise two domains,
one large and one small. The large do-
main consists of a central mixed ß-sheet,
flanked by α-helices. It is folded into two
subdomains, each of which forms a hy-
drophobic pocket. One of these pockets is

used as the coenzyme-binding site and the
other as the binding site for the flipped
target base. The AdoMet binding site is
characterized by conserved amino acid
motifs that are found in most AdoMet-
interacting enzymes, with conserved motif
I [(D/E/S)XFXGXG] contributing impor-
tant contacts to the AdoMet. Cytosine-C5-
MTases and N-MTases show a striking
similarity in the structure of their catalytic
domains, with important catalytic residues
[motif IV: PCQ in the case of cytosine-C5
MTases and (D/N/S)PP(Y/F) in the case of
N-MTases] occupying equivalent positions
in the 3D-structures of both MTase fami-
lies. The second, smaller domain of DNA
MTases is more heterogeneous in size and
structure. It contains most of the residues
that mediate sequence-specific recognition
of the DNA. Therefore, the variability of the
target sequence is reflected by the loss of
sequence conservation of the small DNA
MTase domains.

5.5
Mechanism of DNA Recognition

DNA recognition by MTases, as with
ENases, arises from sequence-specific
contacts of the enzymes in the major and
minor grooves of the DNA as well as to
its phosphodiester backbone. The small
domain of the MTases contacts the DNA
from the major groove side, and the body
of the large domain interacts with the
minor groove. In addition, loops of the
catalytic domain contribute to sequence
recognition in some enzymes. Depending
on the particular enzyme, specific complex
formation sometimes, but not always,
leads to strong bending of the DNA.
Unfortunately, structural information is
available presently only for enzymes that
do not induce bending of the DNA.
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Although only a few have been stud-
ied, the sequence specificity of different
DNA MTases appears to vary dramatically.
Some MTases display a high specificity
that may be comparable to that of restric-
tion enzymes, whereas others interact with
the DNA in a much more relaxed manner
such that sites differing from the consen-
sus target site are modified at reasonable
rates. It should be noted that inaccurate
MTases are much less toxic to the cell than
are inaccurate ENases. Therefore, the ma-
jor evolutionary pressure on MTases is to
maintain an effective modification of the
bacterial DNA at the ENase recognition
site. Occasional methylation of nontarget
sites usually does not have major, immedi-
ate effects. As a consequence, RM systems
are steadily evolving and are regularly
changing or modifying their recognition
sites by broadening the specificity of their
MTases and occasionally acquiring by hor-
izontal gene transfer a new ENase whose
specificity matches the broadened speci-
ficity of the MTase. Most likely, MTases
with relaxed specificity have been caught
in the act of molecular evolution and have
not yet optimized selectivity for their new
target site.

5.6
Mechanism of Target-site Location
and Lack of Processivity of Methylation

Like the restriction enzymes, the DNA
MTases of RM systems use facilitated dif-
fusion to accelerate the search for target
sites. In this mechanism, the enzyme first
binds to the DNA at a nonspecific site in
a very fast reaction that often is close to
the theoretical limit for a bimolecular asso-
ciation process between macromolecules.
Then, the enzyme follows the DNA in a
one-dimensional random movement.

One interesting aspect in the target-
acquisition mechanism of the DNA
MTases is the way in which several tar-
get sites may be modified when they
reside on the same DNA molecule. En-
zymes can react with substrates contain-
ing several target sites in two principal
ways – processively or distributively. In a
processive reaction, after one turnover, the
enzyme remains bound to, or closely asso-
ciated with, the same substrate molecule,
moves to the next target site, and modifies
it a second time, and so on. Therefore, in
a completely processive reaction, a given
DNA molecule is modified at all its target
sites before the enzyme dissociates com-
pletely from the DNA. In contrast, in a
distributive reaction the enzyme releases
the DNA after each turnover and then re-
binds to the same DNA or to a different
DNA molecule. As a consequence of these
two different mechanisms, the distribution
of substrates, methylation intermediates,
and products in a reaction mixture are
completely different: methylation interme-
diates are not observed in a processive
multiple-turnover reaction, whereas inter-
mediates are necessarily formed in a dis-
tributive reaction. Recently, experiments
with different MTases, demonstrate that
the solitary M.SssI, the CcrM MTase, E. coli
dam, and the mammalian Dnmt1 enzymes
methylate DNA in a highly processive
reaction. In contrast, the RM enzymes
M.HhaI, M.HpaI, EcoRI, and EcoRV react
distributively. This difference is particu-
larly striking in the case of the EcoRV-E.
coli dam pair, because these enzymes share
high sequence similarity and show over-
lapping target-site specificity, GATATC
and GATC, respectively, where the com-
mon sequence is underlined.

The processive and distributive mech-
anism reflects the biological roles played
by the respective enzymes. RM systems



Restriction Endonuclease and DNA-Modification Methyltransferases 339

protect cells from bacteriophage infections
by endonuclease cleavage of the invad-
ing phage DNA. The RM MTase prevents
cleavage of the host genome by methy-
lation. However, if the MTase modified
the incoming DNA too rapidly, the phage
DNA would be protected and lethal. The
distributive reaction mechanism of the RM
MTases helps prevent complete methyla-
tion of any one molecule thereby leaving
it vulnerable to the restriction enzyme,
since cleavage of one site only is usually
sufficient for phage inactivation. In agree-
ment with this model, all RM MTases
examined show a distributive reaction.
Mechanisms such as compartmentaliza-
tion or tight control of the expression
levels of both types of enzymes could
also ensure proper RM MTase function.
Because rapid methylation of the chromo-
somal DNA after replication is desirable,
the solitary MTases would not be selected
against by evolution.

The difference in the order of DNA and
AdoMet binding provides an explanation
for the difference in processivity between
EcoRV and E. coli dam. EcoRV first binds
to the cofactor and then to the DNA,
whereas E. coli dam prefers the opposite
binding order. Microscopic reversibility
dictates that the order of DNA and
cofactor release must reflect their order
of binding. EcoRV will release the DNA
first and the cofactor second. The obligate
release of DNA first precludes EcoRV from
modifying DNA in a processive fashion,
because the enzyme cannot exchange the
product AdoHcy with AdoMet while bound
to the DNA. The exchange of the cofactor
in the ternary complex of M.EcoRV may
be prevented by slight conformational
changes that could block a channel needed
for cofactor exchange. This effect of
bound DNA on the cofactor-exchange
order illustrates how seemingly subtle

effects on the structure and mechanism
of an enzyme can have profound effects
on the function, for example, in this case,
ensuring a distributive reaction rather than
a processive one.

See also Protein and Nucleic Acid
Enzymes; Serial Analysis of Gene
Expression.
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� Retinoblastoma is a rare malignant tumor initiated by the inactivation of both alleles
of the retinoblastoma tumor susceptibility gene, RB1, in a developing human retinal
cell. Surprisingly, the protein (pRB) encoded by RB1 is an important transcription
factor. Cell cycle control by pRB is mainly accomplished by transcriptional repression
of genes required for cell cycle progression. Control of differentiation by pRB is
achieved by the activation of transcription. Almost every kind of tumor has disruption
in the retinoblastoma pathway associated with tumor progression, but germline
mutation of the RB1 gene predisposes children to a 95% specific risk of developing
retinoblastoma and a significant but much less risk of second primary tumors, such
as osteosarcoma and melanoma. Ongoing intense efforts to define the features of
the retinal cell that is sensitive to RB1 loss have potential to once again broadly
influence the understanding of cancer in general.

1
Retinoblastoma, Cancer of Infants

Retinoblastoma most commonly is diag-
nosed only when tumor fills one or both
eyes, and the parents notice a white gleam
from the pupil of the baby’s eye. Often,
the diagnosis is definitive based on clini-
cal examination and CT Scan that reveals
calcification within the tumor. When only
one eye is affected, the preferred treat-
ment is almost always removal of the eye,
which is usually curative. When both eyes
are involved, the choice of treatment for
each eye depends on the size and extent
of tumor, the risk of tumor spreading out-
side the eye, and the risk to vision of the
treatment. The new International Intraoc-
ular Retinoblastoma Classification (IIRC),
which stages each eye with retinoblastoma
and predicts the likelihood of treatment
curing the eye, is being validated through
a global Internet survey.

Eyes with advanced tumor at risk to
spread outside the eye, and virtually no
possibility of useful vision even if the
tumor is controlled (IIRC Group E), are
removed. Eyes with medium or large tu-
mors (IIRC Groups B, C, D), no risk

of extraocular tumor and some possibil-
ity of vision, are now commonly treated
by systemic chemotherapy combined with
laser and cryotherapy to destroy physically
any surviving or chemotherapy-resistant
tumor cell. Eyes with small tumors not
immediately adjacent to the center of vi-
sion or the optic nerve (IIRC Group A) are
treated with laser and cryotherapy. Cure is
usually obtained within 2 to 4 years. Late
recurrences are rare. The fraction of chil-
dren who lose both eyes to retinoblastoma
is now small. Most children end up with
vision in atleast one eye.

Retinoblastoma tumor cells may es-
cape from the eye and spread through
the optic nerve to the brain or through
the blood to grow preferentially in the
bone marrow. Until recently, metastatic
retinoblastoma was incurable. There are
now several reports of long remissions
and, possibly, cure following intensive sys-
temic chemotherapy, chemotherapy given
into the meningeal space, and megadoses
of chemotherapy to destroy any surviving
tumor cells followed by stem cell trans-
plant to reconstitute the bone marrow.

Radiation therapy is very effective in
controlling retinoblastoma tumor growth.
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However, radiation of children with RB1
mutant alleles greatly increases the risk
of a second primary cancer later in life,
from the already high risk that the mutant
RB1 allele imposes. Chemotherapy also
carries a risk of induction of leukemia, but
the magnitude of this risk has not been
established.

2
Genetic Principles of Cancer Discovered
through Retinoblastoma

The tendency for retinoblastoma to be
transmitted in families as an autosomal
dominant trait was recognized in the early
1900s. The location of the predisposing
gene on chromosome 13q was suggested
by the observation in the early 1960s
that large deletions involving chromosome
13q14 were associated with retinoblastoma
and other abnormalities. However, bilat-
eral retinoblastoma was thought to be a
unique special case of cancer in which ge-
netics played some role, while nongenetic
mechanisms were presumed, erroneously,
to underlie common forms of cancer.

In 1971, Alfred Knudson proposed, from
simple analysis of age of diagnosis of bilat-
eral versus unilateral retinoblastoma, that
both hereditary (usually bilateral) and non-
hereditary (always unilateral) retinoblas-
toma are initiated by two mutational
events, M1 and M2. In 1973, Comings
proposed the possibility that these two
events could be the two alleles of one gene
whose normal function would be suppres-
sion of tumors.

2.1
Genetic Locus of the Retinoblastoma Gene

Proof that retinoblastoma tumors had
mutation of both alleles of the 13q14

predisposing gene was obtained when ge-
netic markers could distinguish the two
alleles. Although the RB1 gene was not
yet cloned, markers near the RB chromo-
somal locus showed that the heterozygous
13q14 allele associated with the presence
of retinoblastoma in members of a fam-
ily was often the only retained allele in
retinoblastoma tumors (loss of heterozy-
gosity, LOH). LOH for 13q14 was observed
in both hereditary and unilateral, likely
not hereditary, retinoblastoma tumors,
proving that Coming’s predictions are cor-
rect. Both hereditary and nonhereditary
retinoblastomas are initiated by mutation
of the same tumor suppressor gene. The
retinoblastoma studies opened the way
to find other tumor suppressor genes
in which mutation initiates a wide vari-
ety of other cancers. Through the 1980s,
numerous papers reported the chromoso-
mal localization of disease-specific tumor
suppressor genes by searching for LOH
in tumors. Cancer was clearly demon-
strated to be the most common somatic
genetic disease.

In sporadic bilateral retinoblastoma pa-
tients, the M1 occurs either de novo in a
parent and is transmitted via the germ
cells or during embryonal development.
Retinoblastoma is initiated when the re-
maining normal allele is inactivated (M2)
in a retinoblast cell carrying M1. Sporadic
unilateral retinoblastoma occurs in chil-
dren with normal RB1 germline alleles,
who develop rare somatic mutations of
both alleles (M1/M2) in a developing reti-
nal cell.

Bilaterally affected patients all have one
germline RB1 mutant allele, which re-
sults in autosomal dominant transmission
of the predisposition to retinoblastoma.
Unilaterally affected patients have only a
15% chance that they carry a germline
RB1 mutant allele. Therefore, the standard
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approach for unilateral patients is to test
the retinoblastoma tumor DNA to iden-
tify the two mutant RB1 alleles and then
test the blood DNA for each mutant al-
lele. In this way, a negative result generally
rules out heritable retinoblastoma in the
unilateral proband, although mosaicism is
never excluded. Antecedent relatives are
excluded from risk, and future offspring
of the unilateral patient can be tested for
the mutant alleles found in the tumor of
their parent, just in case the parent had
undetected germline mosaicism.

The majority of children with heritable
retinoblastoma have newly acquired RB1
mutations. Most frequently, it is the
paternal RB1 allele that is mutated,
presumably because of the increased risk
of mutation of sperm relative to ova. About
10% of new RB1 germline mutations can
be shown to be mosaic, present in less than
50% of the RB1 DNA and in only a fraction
of the cells of the proband. Clinically,
mosaicism may become obvious when
a parent has more than one child with
retinoblastoma but does not show in
blood the mutant RB1 allele present
in the children. Mosaicism cannot be
inherited since the predisposing mutation
must occur during the development of
the embryo.

2.2
Retinoma

Nonprogressing retinal lesions were orig-
inally considered to represent ‘‘spon-
taneous regression’’ of retinoblastoma.
Retinoma is a preferable name, which does
not imply knowledge of a mechanism.
A retinoma is typically a translucent-
gray retinal mass, frequently associated
with calcification and hyperplasia of the
retinal pigment epithelium, unlike the
actively proliferating retinoblastoma that

shows calcification but appears opaque-
white. Pathology of retinoma (also called
retinocytoma) shows a varied arrange-
ment of neuronal cells with photoreceptor
differentiation, axons, Müller glia cells,
and astrocytes.

Although retinomas are ‘‘benign,’’ they
can undergo malignant progression to
retinoblastoma. Particularly in a young
child, such tumors must be watched
regularly for indication of transition
to retinoblastoma. RB1 germline muta-
tions predispose to both retinoma and
retinoblastoma in the same patient and in
other members of a family who have the
mutant RB1 allele. Although no molecular
analysis of retinoma has been reported,
germline RB1 mutations have been identi-
fied in several patients with bilateral or
unilateral multifocal retinomas as their
only clinical manifestation.

3
Spectrum of RB1 Mutant Alleles and Risk
Prediction

RB1 mutations are spread throughout the
gene including the promoter, most exons,
and splicing regions of introns (Fig. 1).
More than 50% of RB1 mutations have
been found only once, and the major-
ity of germline mutations originate in
the proband. Molecular identification of
RB1 mutations supports accurate deter-
mination of the risk of retinoblastoma
in relatives.

RB1 mutations are most frequently
‘‘null’’ mutations that are out of frame and
result in premature STOP codons (Fig. 1).
Premature truncation of translation in
turn triggers nonsense-mediated decay,
unstable mutant mRNA, and no detectable
pRB. The only significant hot spots for RB1
mutations are the ‘‘recurrent’’ mutations,
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Fig. 1 Retinoblastoma-initiating mutations are distributed throughout the RB1 gene. Of
the 230 germline mutations, 53% have been reported only once. Recurrent mutations are
shown in red, with the number of occurrences indicated in the box. In-frame mutations
are shown in blue. Boxes indicate splice mutations. Circles indicate small point or few
nucleotide mutations. Lines indicate lengths of deletions. (See color plate p. xxxiii).

most commonly CGA (arginine) mutating
to TGA (STOP) because CpG codons
are prone to mutate to TG. Missense
mutations almost invariably involve the
A/B ‘‘pocket’’ domain of pRB, which
is critical in many protein interactions
of pRB.

In bilateral probands, 93% of the
germline mutations are null, 6% are in-
frame, and 1% are promoter. In the
uncommon unilateral germline probands
(both familial and sporadic), the ra-
tios of null (57%), in-frame (40%), and
promoter (3%) mutations are very dif-
ferent. The presence of unilateral tu-
mor indicates reduced expressivity of the
germline RB1 mutation, manifesting as
fewer than expected tumors, reducing
the likelihood of a null allele. Reduced
penetrance/expressivity RB1 mutant al-
leles retain enough activity to prevent
some, but not all, retinoblastoma tumors.
The types of mutant alleles identified

in retinoblastoma tumors, presumably of
somatic origin (88% null, 3% in-frame,
and 8% promoter methylation), are differ-
ent again.

The second RB1 allele (M2) is lost by
LOH in 52% of sporadic retinoblastoma
tumors. The likelihood that the M2 event is
LOH also varies with the type of M1 event.
While 50% of the tumors with M1 whole
gene and exonic deletions show LOH, 88%
of tumors with methylation of the pro-
moter show LOH. The biological reasons
for these differences are unknown.

4
The Retinoblastoma Gene and Protein

The RB1 gene was cloned by identification
of a chromosome 13 DNA clone that
was totally deleted from a retinoblastoma
tumor. This was correctly interpreted to
be LOH for a deleted allele, and the clone
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turned out to be located within an exon
of the RB1 gene. The 190-kb RB1 gene
transcribes a 4.7-kb RNA in 27 exons.
Comparison of the human and mouse
RB1 genes shows 80% homology in the
first 235-bp upstream of the initiating
methionine, 89% homology in the coding
sequence, and 77% homology in the
3′ untranslated region. The human and
mouse promoters contain binding sites
for the transcriptional elements ATF, SP1,
and E2F, but are devoid of TATA and
CAAT boxes. The human and mouse
proteins show 91% identity, suggesting
that the function of this protein is highly
conserved. The retinoblastoma protein
(pRB) is a nuclear phosphoprotein of 928
amino acids that runs as a doublet of
molecular weight 110–114 kDa on SDS
polyacrylamide gel electrophoresis. The
slower migrating band corresponds to the
phosphorylated species of pRB.

RB1 function is abrogated either by
deletion or mutation in retinoblastoma.
In most other tumors, RB1 is mutated
or functionally inactivated, confirming
that RB1 is a tumor suppressor gene.
The reintroduction of RB1 into certain
cells that have nonfunctional RB1 alleles
can suppress proliferation. For example,
retroviral introduction of RB1 into the
retinoblastoma cell line WERI-Rb27, the
osteosarcoma cell line Saos2, the prostate
carcinoma cell line DU145, and the
bladder carcinoma cell line HTB9 resulted
in morphological changes, reduction in
growth rate, reduced colony formation in
soft agar, and reduced tumorigenicity in
nude mice. However, introduction of pRB
into the U2OS osteosarcoma cell line,
which contains a normal retinoblastoma
allele, or the C33A cervical carcinoma cell
line that contains a mutant pRB, had no
effect. The ability of pRB to reverse the
malignant phenotype of tumor cells may

depend on what other genetic alterations
have occurred in the cell.

4.1
RB Protein Structure

Functional domains of the coding region
of pRB were delineated using deletion
mutant analysis. The protein is divided
into four regions, the N terminus, the
A and B domains separated by a spacer
region, and the C terminus (Fig. 2).
Disruption of growth suppression by
pRB requires the A and B domains
as well as portions of the C-terminal
domain. The nuclear c-Abl protein binds
to the C terminus of pRB, promoting
proliferation. The C terminus is required
for growth suppression along with the A
and B domains.

The A/B region of pRB binds to the
LXCXE (Leucine-X-Cysteine-X-Glutamic
acid, where X is any amino acid) epi-
tope of the viral oncoproteins, simian virus
40 largeT antigen (TAg), adenovirus E1A,
and human papilloma virus-16 E7. The
importance of the A/B domain is evident
by the large number of endogenous pro-
teins binding to it and the number of
tumorigenic missense mutations affecting
it (Fig. 1). X-ray crystallography shows that
the A domain is required for stable fold-
ing of the B region, the site of binding of
LXCXE proteins. Even when the A and B
regions of pRB are expressed on separate
proteins, they are able to form a repressor
motif that is regulated by phosphorylation.
Another highly conserved region is the in-
tervening sequence between the A and B
regions, suggesting an additional protein
binding site, or a critical role in folding.
Indeed, the E2F transcription factor binds
to the highly conserved interface between
the A and B regions of pRB.
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Positions of the 16 phosphorylation sites in murine pRB are shown with S (serine) (red)
and T (threonine) (blue). Areas of pRB required for different functions are indicated below
the schematic. (See color plate p. xxxiii).

The ability of pRB to enter the nu-
cleus is regulated by a bipartite nuclear
localization signal located in the C ter-
minus. The underphosphorylated (active)
form of pRB binds the nucleus, follow-
ing salt extraction, more effectively than
the phosphorylated (inactive) form. A/B
region mutants are poorly retained in the
nucleus, and the A/B region can experi-
mentally translocate a cytoplasmic protein
to the nucleus.

4.2
RB Family Members

Two genes/proteins homologous to RB1,
p107, and p130, which had previously been
observed to bind E1A, were identified by se-
quence comparison. Some antibodies that
were developed against pRB also recog-
nized p107 and p130, suggesting structural
homology. All three RB family proteins are

found in both hypo- and hyperphospho-
rylated forms. However, while p107 and
p130 bind to cyclin A and cyclin E, pRB
does not. Cyclin A binds to the A/B spacer
region of p107, which is highly conserved
between p107 and p130.

The RB family members express dif-
ferently during the cell cycle. During
quiescence, p130 is expressed, but disap-
pears as cells are stimulated to reenter the
cell cycle. Quiescent cells do not express
p107, but as cells reenter the cell cycle,
p107 accumulates. In contrast, pRB lev-
els are generally constant throughout the
cell cycle, although there is a small in-
crease in the level of pRB following growth
stimulation.

While tumor suppression was defined
first by the powerful function of pRB,
there is not much evidence that the other
RB family members can independently
act as tumor suppressors. However, to
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some extent, the RB family compensate
for each other. Exogenous overexpression
of p107 can suppress the growth of
C33A cells, which have a mutant pRB,
even though wild-type pRB is unable to.
Growth suppression in C33A cells by
p107 is mediated through its cyclin/cdk
binding domain in addition to the A/B
and C domains. p130 has been shown to
suppress the growth of only one cell line,
the human glioblastoma cell line T98G,
which is refractory to suppression by pRB
or p107. Few mutations of p107 or p130
have been observed in human tumors.

4.3
RB Protein Phosphorylation

One of the first clues to the function of
pRB came following the discovery that the
phosphorylation status of pRB depends on
the cell cycle. pRB is underphosphorylated
in G0/G1 phase and hyperphosphorylated
in the S- and G2/M phases in all cell types.
pRB phosphorylation occurs on serine and
threonine residues. No phosphotyrosine is
evident. Following mitogenic stimulation,
pRB is phosphorylated in three stages
during cell cycle entry and progression:
mid-G1-phase, S-phase, and G2/M (Fig. 3).
Dephosphorylation of pRB occurs after the
beginning of mitosis, and may be regulated
by differentiation signals.

Because of its significance in growth reg-
ulation, great attention has been paid to
the regulation of pRB by phosphorylation.
Large T antigen specifically binds un-
phosphorylated (active) pRB to transform
cells, possibly by releasing cellular-binding
proteins. Inactivation of pRB by phospho-
rylation occurs through the action of the
cyclin-dependent kinases (cdks). The cdk
family member, p34cdc2, was first found to
bind to and phosphorylate pRB. The cdc2
kinase is the active subunit of the M-phase

promoting factor, which phosphorylates
specific serines or threonines in its con-
sensus site Z-S/T-P-X-Z (where X is polar
and Z is generally basic). pRB contains
16 potential cdc2 phosphorylation sites, of
which at least nine have been shown to
be phosphorylated in vivo (Fig. 2). Phos-
phopeptide analysis shows that in vitro
phosphorylation by cdc2 corresponds to
in vivo phosphorylation of pRB. However,
cdc2 is activated in late G2-and M-phases
and a homologous kinase, cdk2, may first
bind to and phosphorylate pRB, consistent
with phosphorylation of pRB to promote
exit from G1.

Cdks are activated following binding to
cyclins and phosphorylation of a conserved
threonine by the Cdk-activating kinase.
The expression of cyclins varies during the
cell cycle, with cyclin D and E expressed
during G1, cyclin A during S-phase, and
cyclin B during mitosis. Cyclins E and A
form a functional unit by binding to cdk2
in G1- or S-phase respectively, whereas
cyclin D forms a complex with cdk4 or
cdk6 in G1. Cyclin B binds to cdc2 in
late G2.

While complexes of each of these cyclins
can phosphorylate pRB, only cyclins A, D,
and E are able to reverse the ability of pRB
to block cells in G1. Although initial reports
suggested that phosphorylation of pRB
occurred on the same residues whether
phosphorylated by cyclin D-cdk4, cyclin E-
cdk2, or cyclin A-cdk2 complexes, it is now
recognized that different cyclin-cdk com-
plexes regulate different phosphorylation
sites, in a collaborative effort to completely
inactivate pRB. In yeast, three G1 cyclins,
Cln1, Cln2, and Cln3, regulate the activ-
ity of Cdc28 throughout G1. Mammalian
cyclin E is able to substitute for a cln2
mutant and cyclin D1 for a cln3 mutant.
Phosphorylation of pRB in yeast requires
a combination of Cln3 and either Cln1
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or Cln2, suggesting that cyclins D and
E must collaborate to completely phos-
phorylate pRB. Study of cyclin D-cdk4/6
and cyclin E-cdk2 kinase inhibitors activ-
ities in mammalian cells confirms these
results. In U2OS cells, pRB is partially
phosphorylated by cyclin D kinase activity,
with complete phosphorylation requiring
cyclin E activity. Phosphorylation of pRB
only by cyclin D kinase did not release pRB
from its interaction with E2F1. Continued
phosphorylation of pRB on specific sites
in S-phase by cyclin A-cdk2 activity may

also be important for the completion of
DNA synthesis.

pRB is also regulated by another kinase,
cyclin C-cdk3, at the G0/G1 transition.
Phosphorylation of pRB at specific sub-
strate sites is required for cells to exit
G0 efficiently (Fig. 3). Cyclin C directs
phosphorylation of pRB in a temporal
pattern that precedes pRB phosphoryla-
tion by cyclin D or cyclin E complexes.
Therefore, cyclin C plays an important role
in regulating the G0-to-G1 transition in a
pRB-dependent manner.

M

S

G1G2

pRB
−P

PP1

P
pRB

P
P
PPP

P
P

P P

+P

CycB
Cdc2

E2F

CycE
Cdk2

Cdk4/6

+P

+PpRB
P

PPPP
P

P pRB
P

P
P

P
P

E2F
pRB

+P

CycA

CBFA1
C/EBP

Cdk2

CycC
Cdk3

pRB

CycD

G0

P
rogression

Progression

Differentiation

Arrest

A
po

pt
os

is

Fig. 3 pRB regulates cell cycle progression, differentiation, and apoptosis.
Hypophosphorylated pRB represses genes necessary for S-phase entrance by repressing
transcriptional activation by E2F, causing cell cycle arrest, and activates genes necessary
for differentiation by binding cell type–specific transcription factors. Phosphorylation of
pRB by cyclin C-cdk3 kinase stimulates exit from G0, and in late G1 phosphorylation by
cyclin D-cdk4/6 and cyclin E-cdk2 kinases releases E2F, allowing cell cycle progression.
Continual phosphorylation of pRB occurs by cyclin A-cdk2 and cyclin B-cdc2 complexes
in S and G2 phases. pRB is activated in late mitosis by dephosphorylation. Inappropriate
entry into S-phase in the absence of pRB induces apoptosis.



Retinoblastoma, Molecular Genetics of 357

Dephosphorylation (reactivation) of pRB
is dependent on the activity of phospho-
protein phosphatase type 1 (PP1), which
associates with pRB in vivo during mito-
sis. Microinjection of PP1 into either the
nucleus or the cytoplasm of cells synchro-
nized in G1 increases the resistance of
pRB to extraction from the nucleus and
correlates with inhibition of S-phase pro-
gression.

4.4
RB and E2F Protein Families in Cell Cycle
Progression

Viral oncoproteins induce proliferation
of mammalian cells by interfering with
binding of pRB to cellular proteins. The
first such cellular protein to be identified
was the transcription factor E2F. The
E2F transcription factor regulates the
activity of promoters containing an E2F
binding site, originally identified as the
sequence element in the adenovirus E2
promoter that allowed transcription in
mammalian cells. The E2F binding site
(TTTSSCGC where S is C or G) has been
identified in promoters of genes encoding
S-phase-regulatory proteins such as DNA
polymerase α, thymidylate synthase (TS),
proliferating cell nuclear antigen (PCNA)
and ribonucleotide reductase (RR), and
cell cycle progression genes such as cyclin
A, cyclin E, cdc2, and B-myb. The E2F1
and RB1 genes are also regulated by
E2F activity, suggesting the existence of
an autoregulatory loop in the pRB/E2F
pathway. pRB mutants that bind free E2F
but do not repress transcription are unable
to block S-phase entry. Coexpression of
E2F1 with pRB releases the G1 block
and pushes cells into S-phase. Thus, the
primary way that pRB blocks the cell cycle
in the G1-phase is through repression of
E2F-responsive genes.

The E2F family of proteins consists of
seven members (E2F1, -2, -3, -4, -5, -6, and
-7). E2F1-5 proteins each contain a DNA
binding domain, a transactivation domain,
and a C terminus region that binds pRB
or other pRB family members. The ability
of E2F proteins to regulate transcription
is also dependent on binding to the DP
family of proteins. Two mammalian DP
proteins bind E2F to enhance interaction
with E2F binding sites and activate E2F-
responsive promoters. However, not all
genes with an E2F site are activated by
E2F. In vivo, E2F is released from the
E2F binding site of the B-myb promoter at
the same time that B-myb transcription is
activated, suggesting that the E2F complex
suppresses this promoter. E2F6 contains
neither the transactivation domain nor
the C terminus pRB binding region,
but represses transcription by complexing
with DP proteins to either actively repress
or replace other E2F/DP complexes. E2F7
has two DNA binding domains but
binds the E2F binding consensus site
independently of DP proteins. It too does
not have a transactivation domain or the
pRB binding region, but functions as a
repressor of certain E2F-regulated genes.

Overexpression of E2F1 pushes cells into
untimely S-phase, followed immediately
by induction of apoptosis. pRB protects
cells from apoptosis by complexing with
E2F1. However, while a transactivation-
defective E2F1 mutant induced apoptosis,
a DNA-binding defective E2F1 mutant
did not, suggesting that the pRB/E2F1
complex may repress genes necessary for
induction of apoptosis.

Different RB family proteins bind E2F
family proteins at different phases of the
cell cycle. pRB binds E2F1- 4, whereas
p107 and p130 bind only E2F4 and 5.
E2F4 or 5 are predominantly bound to
p130 in quiescent G0 cells and to p107



358 Retinoblastoma, Molecular Genetics of

in proliferating cells. pRB binds and
regulates E2F1, 2, and 3 in G1 but binds
to E2F4 when cells are induced to reenter
the cell cycle.

The activity of E2F is also regulated
in a cell cycle–dependent manner by
degradation of free E2F protein. E2F1 and
4 have C-terminal sequences that target
them for degradation via the ubiquitin-
proteasome pathway. Binding of pRB to
E2F1 or p107 to E2F4 increases the half-
life of the E2F protein. Endogenous E2F1
is more stable in G0/G1 when bound to
pRB than in S-phase. This suggests that
the RB family may maintain cells in G1

by assuring that E2F is present to repress
promoters. E2F activity is also stabilized by
acetylation. pRB also blocks recruitment of

the preinitiation complex to the promoter
by E2F.

4.5
Other Binding Proteins

A diversity of action is evident from the
large number of proteins that bind to
pRB with different functions (Table 1). In
addition to E2F, pRB binds a number of
general transcription factors (ATF-2 and
SP1) and cell type–specific transcription
factors (Elf-1, PU-1, MyoD, and NF-
IL6). Generally, the binding of pRB
represses transcriptional activity; however,
binding to factors such as c-Jun, MyoD,
C/EBP, and NF-IL6 has a positive effect
on differentiation of specific cell types,

Tab. 1 Some of the proteins that bind pRB.

Function pRB-binding Proteins

Cdk inhibitor p21
Chromatin modulator BRG1
Chromosome scaffold H-Nuc
Corepressor CtIP, RbAp48, RBP1, HBP1
Cyclins Cyclins D1, 2, 3
Histone deacetylase HDAC1
Molecular chaperone hsp75
Nuclear matrix Lamin A, p84
Phosphatase PP-1a2
Pol I transcription factor UBF
Pol II transcription factor TAFII250
Pol III transcription factor TFIIIB
Potential tumor suppressor Prohibitin, BRCA1
Protein kinase RbK
Regulator of p53 stability MDM2
Replication licensing factor MCM7
Ser/Thr kinase cdc2, cdk2
Signaling molecule Raf-1
Transcription factor ATF-2, c-Jun, c-Myc, N-Myc, C/EBP, E2F-1, Elf-1, hBRM, Id-2,

MyoD, Myogenin, NF-IL6, PU.1, Sp1, Pax-3, PHox, Chx10,
RIZ

Transformation inducer Bog
Tyrosine kinase c-Abl
Viral oncoprotein E1A, E7, Large T Ag
Viral transcription factor EBNA-5, HCMV IE2
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although the precise mechanism(s) of
activation is not yet known.

pRB may repress the activity of factors
such as E2F1 by recruitment of histone
deacetylase (HDAC1) to the promoter.
HDAC1 facilitates the formation of nu-
cleosome structures that block access of
positive transcription factors to the pro-
moter. In addition, pRB binds a num-
ber of corepressors including RbAp48,
RBP1, and C-terminal interacting pro-
tein (CtIP), which function by directly
repressing transcription or by recruiting
HDAC1. However, pRB also represses
transcription of promoters that are not
sensitive to histone deacetylase activity,
by unknown mechanisms. Thus, pRB
can actively repress transcription fac-
tors, block access of transcription fac-
tors to basal transcriptional machinery,
or directly inhibit the basal transcrip-
tional machinery.

In addition to regulation of polymerase
II transcription, pRB regulates poly-
merase I genes by binding and inhibit-
ing the ability of an upstream bind-
ing factor to bind the ribosomal DNA
promoter. pRB binds the general poly-
merase III transcription factor TFIIIB
to regulate genes such as tRNA, 5s
RNA, and TATA-box containing genes
such as U6. Polymerase III transcrip-
tion is also regulated by binding of
p107 and p130 to the BRF subunit
of TFIIIB.

The signaling molecule Raf-1 binds
pRB within 30 min of serum stimulation,
directly linking mitogenic signaling and
cell cycle regulation, which may be one
mechanism of transducing Ras cell surface
signals to the cell cycle. Inactivation
of Ras by a monoclonal antibody in
RB1+/+ cells efficiently inhibits DNA
synthesis. In RB1−/− cells, inhibition of
DNA synthesis is defective. Thus, pRB

is required for cell cycle progression
downstream of Ras.

4.6
Differentiation by Retinoblastoma Protein

Cell culture systems have revealed a role
of pRB in determining the fate of the
cell. pRB positively regulates terminal
adipocyte differentiation of murine em-
bryonic fibroblasts by binding to and
activating the CCAAT/enhancer-binding
proteins (C/EBPs), a family of transcrip-
tion factors necessary for adipocyte dif-
ferentiation. When the cell is induced
to differentiate, pRB binds to C/EBP.
When U937 cells respond to phorbol
12-myristate 13-acetate by differentiation
into monocyte/macrophage lineages, pRB
binds NF-IL6, another member of the
C/EBP family. Production and mainte-
nance of a terminally differentiated mus-
cle cell phenotype requires binding of
pRB to MyoD both in vitro and in vivo.
Differentiating human keratinocytes con-
tain pRB/c-Jun complexes that are absent
from nonsynchronized cycling cells, in
part by facilitating binding of c-Jun to
an AP-1 consensus site. In bone de-
velopment, pRB interacts with an os-
teoblast transcription factor, CBFA1, re-
sulting in synergistic transactivation of
an osteoblast-specific reporter. This find-
ing is significant since osteosarcoma is
the second most common tumor af-
ter retinoblastoma in RB1+/− individ-
uals, and loss of pRB occurs in 60%
of sporadic osteosarcomas, suggesting a
bone-specific tumor suppressor function
of pRB. These culture experiments are
consistent with the idea that differentia-
tion involves activation by pRB of genes
that are needed for cell type–specific
differentiation.
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5
RB Family Regulation of Murine
Development

5.1
RB1 in Murine Development

RB1−/− mice show normal early reti-
nal development up to embryonic days
(E)13–15, but then die with abnormalities
in neurogenesis and erythropoiesis due to
placental failure (Table 2). Wild-type tro-
phoblast rescues RB1−/− embryos until
birth, when a muscle defect, previously
recognized in partial rescue of RB1−/−
embryos, is lethal. The cause of early em-
bryonic lethality is excessive proliferation
of trophoblast cells and a severe disrup-
tion of the normal labyrinth architecture
in the placenta, resulting in decreased
vascularization and reduction in placental
transportation function. RB1−/− mice that
are reconstituted with a functionally nor-
mal placenta lack many of the phenotypes
of RB1−/− mice and show histologically
normal dorsal root ganglia, brain, retina,
spinal cord, and liver, but they still die at
birth or shortly thereafter with marked de-
fects in skeletal muscle and apoptosis of
peripheral nervous system and lens.

Tagged RB1−/− cells in the brains
of chimeric embryos exhibited exten-
sive S-phase entry. However, unlike the
widespread apoptosis in the germline
RB1−/− mice, the majority of the RB1−/−
cells in the chimera survived and differen-
tiated into neurons. The developing retina
of chimeric embryos showed ectopic mi-
toses and substantial cell degeneration,
while the contribution of RB1−/− cells
to the adult retina was much reduced.
Therefore, in the CNS, cell-autonomous
cell cycle regulation is dependent on func-
tional pRB, but neuronal cell survival
and fate may be non-cell-autonomous. In

the chimeric CNS, an exception was the
RB1−/− Purkinje neurons that were lost.
Thus, pRB function may be required in a
cell-autonomous manner for cell cycle reg-
ulation in most tissues but suppression of
apoptosis and differentiation may be either
cell-autonomous or non-cell-autonomous,
depending on the tissue involved. These
data suggest that the role of pRB in
development and differentiation is more
important for some cell types than others.

5.2
p107 and p130 in Murine Development

The importance of the pRB family in differ-
entiation is also demonstrated by p107−/−;
p130−/− mice, which are viable until birth
and show deregulated chondrocyte growth
and defective endochondral bone forma-
tion (reduced rib cage size and shortened
limbs). The importance of each pRB fam-
ily member may be dependent on the level
of expression in a particular cell type, and
may also depend on the strain of mouse,
suggesting the existence of strain-specific
modifier genes. Deletion of p130 in Balb/cJ
mice resulted in embryonic lethality, while
the same deletion in C57BL/6J mice pro-
duced viable mice with a reduction in the
number of spinal cord and dorsal root
ganglia neurons and myocytes, and neural
tube and brain apoptosis with increased
proliferation.

Balb/cJ and C57BL/6J mice lacking p107
were viable like their counterparts but the
Balb/cJ mice displayed impaired growth,
reaching only 50% of the weight of their
counterparts by 21 days of age. There was
also myeloid hyperplasia in the spleen
and liver and a twofold acceleration of
the cell cycle in p107−/− fibroblasts and
myoblasts, suggesting a role for p107 in
negatively regulating the overall length of
the cell cycle.
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Tab. 2 RB1 phenotypes in mice.

Mouse Phenotype

No retinoblastoma
RB1+/− RB1−/− pituitary and thyroid tumors
RB1−/− Lethal E13-E15, abnormalities in neurogenesis

and erythropoeisis, apoptosis, and
inappropriate S-phase entry in CNS, PNS,
and lens

RB1−/− with normal placenta Die at birth with marked defects in muscle and
lens, no abnormalities in neurogenesis and
erythropoeisis

RB1−/−; RB1+/+ chimeric Normal, apoptosis of RB1−/− cells in retina
NesCre1-Cre; RB1loxP/loxP Apoptosis in lens and PNS but not in CNS,

inappropriate S-phase entry in CNS, PNS,
and lens

IRBP-Cre; RB1loxP/loxP Neuroendocrine tumors of the pineal and
pituitary gland

p107−/− Normal on C57B/6J, 50% smaller on Balb/cJ
p130−/− Normal on C57B/6J, die at E11.5 on Balb/cJ
RB1+/−; p107−/− Retinal dysplasia; RB1−/−; p107−/− pituitary

and thyroid tumors
RB1−/−; p107−/− Lethal E11.5
RB1+/−; E2F1−/− Reduced frequency of pituitary and thyroid

tumors, increased life span compared to
RB1+/− mouse

RB1−/−; E2F1−/− Lethal E17
RB1+/−; p53−/− Retinal dysplasia, RB1−/−; p53−/− pituitary and

thyroid tumor
RB1+/−; Arf−/− Accelerated pituitary tumor development

compared to RB1+/− mouse
RB1−/−; Apaf1−/− No apoptosis in CNS and lens, reduced

apoptosis in PNS and skeletal muscles
RB1−/−; Id2−/− Survive to term with no defects in neurogenesis

and hematopoiesis seen in the RB1−/− mice,
die at birth with severe reduction in muscle
tissue

MMTV-RB�K Dysplasia in mammary tissue, breast cancer
Papillomavirus E7 Apoptosis in the retina

Viral oncoprotein-induced retinoblastoma
SV40 TAg transgene (retina) Retinoblastoma, brain tumor
Papillomavirus E7 & E6 transgene (retina) Retinoblastoma
Papillomavirus E7, p53−/− Retinoblastoma

Chimeric knockout retinoblastoma
RB1−/−; p107−/− (chimera) Retinoblastoma

Targeted RB1−/− knockout retinoblastoma
Pax6α-Cre; RB1loxP/loxP ; p107−/− Retinoblastoma
NesCre1-Cre; RB1loxP/loxP ; p130−/− Maternal inheritance results in retinoblastoma
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The expression of p107 and p130 mRNA
helps explain some of these data. While
p130 is expressed at very low levels
throughout embryogenesis, there is a no-
table increase in expression in developing
bone, which would explain the bone phe-
notype in the p107−/−; p130−/− knockout
mice. p107, on the other hand, is ex-
pressed highly in the heart, lung, kidney,
and intestines but there is no detectable
phenotype in these tissues in the p107−/−
mice. There is also high expression of p107
in the CNS and liver, which would explain
the accelerated apoptosis seen in the liver
and CNS in the RB1−/−; p107−/− mice
compared to RB1−/− mice.

5.3
E2F in Murine Development

pRB’s ability to block cell growth has al-
ways been associated with its ability to
block E2F activity. Therefore, it was hy-
pothesized that the loss of E2F in the
mouse should have a profound effect
on development. Surprisingly, the E2F1
knockout mouse was viable but highly
tumor prone and contained some tis-
sue atrophy. This suggested that E2F1
was not vital for proliferation of all cell
types, possibly because the other E2Fs can
compensate, but is required to block pro-
liferation in some cells while promoting
proliferation in other cells. Of particular
interest is the enlargement of the thymus
and lymph nodes as a result of lack of
E2F1. This expansion is a result of an in-
crease in the number of mature CD4/CD8
cells and appears to be due to a lack of
apoptosis, consistent with the role of E2F1
in apoptosis. However, E2F1 appears to be
an important target of pRB in the regu-
lation of tumorigenesis and development.
The loss of E2F1 in the RB1 heterozygous

mouse resulted in reduced frequency of pi-
tuitary and thyroid tumors and increased
life span of the RB1+/−; E2F1−/− mouse
compared to RB1+/− mouse. Loss of both
RB1 and E2F1 in the RB1−/−; E2F1−/−
mouse resulted in embryonic lethality but
the mouse lived longer than the RB1−/−
mouse (E17 compared with E13.5), sug-
gesting that some functions of pRB during
development occur through E2F1. Loss of
DP1 leads to embryonic lethality due to
failure of extra-embryonic lineage develop-
ment, suggesting a role for the pRB/E2F
pathway in placental development.

6
Retinoblastoma in Mice

The generation of RB1−/− mice was ex-
pected to provide information regarding
development of retinoblastoma. However,
embryonic lethality in RB1−/− mice pre-
cluded studies of later development of the
retina. Unlike humans, RB1+/− mice do
not develop retinoblastoma but instead de-
velop pituitary tumors in which both RB1
alleles are inactivated. The extreme sensi-
tivity of developing human retina to loss
of RB1 has stimulated intense efforts to
mimic human retinoblastoma in mice.
The features of the susceptible retinal
cell, when defined, may well be the fea-
tures shared by cancer-susceptible cells in
many tissues.

6.1
Viral Oncoprotein-induced Retinoblastoma

The first transgenic mouse model of
retinoblastoma arose when the simian
virus 40 large T antigen (TAg), expressed
from the human luteinizing hormone
beta subunit (LHβ) promoter in order to
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produce pituitary tumors, was serendip-
itously expressed in a specific cell of
retina with malignant potential. This trans-
genic line of mice develops focal bilateral
retinal tumors that are very similar to
human retinoblastoma, because of high
expression of TAg in the retina. Viral on-
coproteins such as HPV E7 and SV40 TAg
inactivate pRB when they bind the A/B
domain of pRB. TAg binds the active, hy-
pophosphorylated, but not the inactive,
hyperphosphorylated form of pRB and
also inactivates p107, p130, p53, and other
proteins. However, expression of TAg or
E7 from the retina-specific promoter in-
terphotoreceptor retinoid-binding protein
(IRBP) or opsins does not result in tu-
mors like retinoblastoma. However, IRBP-
driven HPV E7 results in retinoblastoma
in p53−/− mice.

6.2
Chimeric Knockout Retinoblastoma

The retina was normal in both embry-
onic RB1−/− mice and chimeric RB1−/−;
RB1+/+ mice, and RB1−/− cells con-
tributed to most tissues. However, RB1-
deficient cells were excluded from the
outer and inner nuclear layer of the
retina by apoptosis, suggesting that pRB
is required during specific stages of post-
natal retinal differentiation. While both
the p107−/− and p130−/− mice are vi-
able with no retinal dysplasia, loss of p107
and one copy of pRB in the RB1+/−;
p107−/− resulted in retinal dysplasia. Al-
though the RB1−/−; p107−/− mice die at
E11.5, preventing evaluation of the devel-
oping retina, loss of both p107 and pRB
in the retinoblasts of RB1−/−; p107−/−
chimeric mice resulted in retinoblastoma.
Using expression markers for terminally
differentiated retinal cell types, the authors

concluded that the retinoblastoma origi-
nated in cells committed to the amacrine
cell compartment of the inner nuclear layer
(INL) but not in cells committed to the
outer nuclear layer (ONL).

6.3
Targeted RB1−/− Knockout
Retinoblastoma

Conditional inactivation of RB1 by
expression of Cre recombinase in IRBP-
expressing photoreceptor cells (IRBP-
Cre; RB1loxP/loxP mice) failed to cause
retinoblastoma, even when p107 and
TP53 were also inactivated. Conditional
inactivation of RB1 by expression of Cre
from the Pax6α enhancer in p107−/−;
RB1loxP/loxP mice resulted in ectopic
proliferation of all retinal precursors
but only the precursors of horizontal,
amacrine, and Müller glia cells survived
and terminally differentiated. The Pax6α

enhancer is active in peripheral retinal
progenitors at E10. Sixty-eight percent
of these mice developed tumors in the
peripheral retina as early as P8, with
larger tumors filling the vitreous at later
stages. Markers for amacrine (NeuroD
and Math3) and Müller glia (Hes5) were
present in the P8 tumor, with few
markers for photoreceptor (Crx), bipolar
(Chx10), and ganglion cells (Brn3B). P30
tumors expressed markers for amacrine
(NeuroD, Math3, Pax6, syntaxin, and
calretinin) and Müller glia (Hes5, GFAP,
and CRALBP) only.

Conditional inactivation of RB1 by ex-
pression of Cre from the nestin pro-
moter (NesCre1) results in mosaic ex-
pression of Cre through all layers of
the retina with maternal NesCre1 inher-
itance. Breeding these mice with p130
knockout mice resulted in retinoblas-
toma tumor formation in five out of
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five mice, of which four developed bilat-
eral retinoblastoma. The tumors expressed
amacrine markers (syntaxin and calre-
tinin) and a few Müller glia cells (GFAP
expressing) were also present. However,
no tumor stained for the photoreceptor-
specific gene IRBP, the bipolar cell marker
protein kinase C-α (PKC-α), or the retinal
ganglion cell marker Brn3b. A potential
amacrine cell origin of these mouse tu-
mors is consistent with the earlier mouse
model. However, these mouse tumors con-
tain Homer–Wright rosettes but not the
classical Flexner–Wintersteiner rosettes
pathognomonic of human retinoblas-
toma, nor any evidence of photoreceptor
differentiation.

Examination of the tumor for markers
may define some features of the cell of
origin, but may be misleading: progen-
itor cells destined to follow a pathway
that is dependent on pRB may adopt a
different fate in the absence of pRB. Reti-
nal progenitors go through a series of
changes in intrinsic properties that con-
trol their competence to make different
cell types. If a pRB-related pathway is
disturbed, a cell may follow a default
pRB-independent pathway, defined by ex-
trinsic cues from their neighbors. This
could explain why the majority of hu-
man retinoblastomas show characteristics
of photoreceptors (Flexner–Wintersteiner
rosettes), while much evidence suggests
that they originate in the INL and not in
the ONL.

The timing of inactivation of RB1 may
play an important role in the devel-
opment of retinoblastoma. Unlike adult
mice, pRB is expressed in all retinal cells
at different times during development.
Therefore, loss of pRB at different devel-
opmental times could result in different
retinal phenotypes. This could explain why
mice expressing TAg from two different

promoters necessary for photoreceptor de-
velopment have different phenotypes (no
tumors with the opsin promoter versus
the entire photoreceptor layer developing
tumors with the IRBP promoter).

7
RB Protein and Apoptosis

Among the diverse functions of pRB is
the ability to protect cells from apopto-
sis. RB1−/− embryos die at E13.5 with
apoptosis in the CNS, PNS, lens, and
other tissues, but rescue of these mice
by a normal placenta allows the animals
to survive to birth, when a muscle de-
fect is lethal. Similarly, RB1−/−; Id2−/−
mice show no defects in neurogenesis and
hematopoiesis, but die at birth from severe
reduction in muscle tissue. Id2 plays a role
in regulating cell death in differentiated
neurons, and may also protect against the
loss of RB1 in placenta.

Comparison of RB1−/−; p53−/− double
knockout mice with RB1−/− mice show
that the CNS and lens apoptosis are p53
dependent. However, the apoptosis in
the PNS was p53 independent. Cells in
the CNS of the RB1−/−; p53−/− mouse
continue to ectopically enter S-phase but
do not die. The p53-dependent cell death in
the CNS but not the lens is due to hypoxia
as a result of defective erythropoiesis.
However, conditional knockout of RB1 in
the CNS, PNS, and lens in the presence of
normal erythropoiesis show similar levels
of apoptosis in the PNS and lens compared
to the RB1−/− mice, suggesting that the
apoptosis in these tissues is a direct result
of RB1 loss. The NesCre1 mice with RB1
knockout only in retina show high levels of
p53-independent retinal apoptosis in late
development.
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Deregulated expression of E2F1 in fi-
broblasts results in S-phase entry followed
by apoptosis, which is blocked by expres-
sion of high levels of pRB. Apoptosis
induced following loss of pRB is dependent
on the activity of E2F1, since apopto-
sis does not occur in the lens of the
double knockout RB1−/−; E2F1−/− mice.
Additionally, mutant mouse embryos lack-
ing E2F3 and RB1 survive longer than
the RB1−/− mice and display a significant
reduction in apoptosis and inappropriate
S-phase entry.

E2F1 induces cell death in a p53-
dependent manner by increasing the
stability of the p53 protein. In part,
this is due to transcriptional activation
of p14ARF (p19ARF in mouse), which
promotes the rapid degradation of MDM2
in MDM2-p53 complexes, blocking the
degradation of p53 by MDM2. However,
p53-dependent apoptosis in the lens of the
ARF−/−; RB1−/− mice is only partially
suppressed and p53-dependent apoptosis
and inappropriate S-phase entry in the
CNS are similar to that in RB1−/− mice.

E2F1 also induces transcription of the
p53 homolog, p73, which can induce apop-
tosis. A dominant negative p73 mutant can
suppress E2F1-induced apoptosis in cells
lacking p53. Additionally, E2F1-induced
apoptosis is severely impaired in p73−/−
MEFs. Another transcriptional target of
E2F1 is APAF1, which plays an important
role in stress- and oncogene-induced apop-
tosis. Levels of APAF1 are increased in
RB1−/− mice, and apoptosis in APAF1−/−
MEFs is impaired in response to in-
creased E2F1 activity. Analysis of RB1−/−;
Apaf1−/− mice shows that APAF1 is ab-
solutely required for the apoptosis in the
CNS and lens of the RB1−/− mouse, but
only partially rescues the apoptosis in the
lens and muscle.

The transactivation domain of E2F1
plays a role in p53-dependent apopto-
sis but not in p53-independent apopto-
sis. E2F1 may also play a role in p53-
independent apoptosis. Transcriptionally
impaired E2F1 mutants induce apopto-
sis in Saos2 cells, which lack p53 and
pRB, while a DNA-binding defective mu-
tant fails to induce apoptosis. The p53-
independent induction of apoptosis by
E2F1 can be inhibited by direct bind-
ing of pRB to E2F1, but is not inhib-
ited by MDM2. Thus, induction of p53-
independent and p53-dependent apoptosis
by E2F1 occurs through different mecha-
nisms: p53-dependent apoptosis may rely
on relief from repression of promoters
and p53-independent apoptosis may in-
volve transcriptional activation by E2F1.

pRB may also protect cells from p53-
independent apoptosis induced by ioniz-
ing radiation, transforming growth factor
β1 (TGF-β1), and γ -interferon (IFN-γ ).
Following DNA damage, cells can arrest
in both G1/S and G2/M phases of the
cell cycle. pRB is required for the G1/S
phase arrest but not for the G2/M phase
arrest. This phenomenon is characteristic
of pRB alone. The other members of the
pRB family are not able to block cells in
G1/S following DNA damage.

8
Additional Genomic Changes
in Retinoblastoma

8.1
Genomic Gains and Losses

Although mutation of both copies of the
RB1 gene is required for formation of
retinoblastoma, all retinoblastoma tumors
have additional genetic alterations. There
is no evidence that any gene besides RB1
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initiates retinoblastoma; however, other
genomic changes may be required for
full malignant transformation. Karyotypic
analysis and comparative genomic hy-
bridization (CGH) show genomic gains
and losses in retinoblastoma tumors. The
minimal regions most frequently gained
are 1q31 (52%), 6p22 (44%), 2p24-25
(30%), and 13q32-34 (12%) and the min-
imal region most frequently lost is 16q22
(14%). Some evidence suggests that gains
at 1q, 2p, and loss of 16q are restricted to
more advanced tumors in older children,
possibly correlating with tumor progres-
sion. Almost unique to retinoblastoma is
a specific pattern of 6p gain, i(6p), iden-
tified in 60% of retinoblastoma tumors.
This marker chromosome results in four
copies of genes on chromosome 6p, or
in low-level amplification. The gains and
losses may point to potential oncogenes
or tumor suppressor genes necessary for
progression to malignant retinoblastoma.
Identification of these cancer genes is im-
portant as they may form the basis of
therapy to prevent the progression of small
retinoblastoma tumors.

8.2
Candidate M3-Mn Genes

Narrowing the region of 6p gain to a
minimal 0.6-Mb region of 6p22 using
quantitative multiplex polymerase chain
reaction (QM-PCR) for sequence-tagged
sites (STS) identified RBKIN, a novel
human kinesin-like gene, as a potential
oncogene in retinoblastoma. RBKIN ex-
pression is increased in retinoblastoma
compared to normal human retina, and
inhibition of RBKIN in retinoblastoma
cell lines using antisense oligonucleotides
blocks cell proliferation, consistent with a
role for RBKIN as an oncogene. Chromo-
some 6p gain is also common in bladder

cancer and is associated with an elevated
risk of progression.

Cadherin-11 (CDH11) was identified
as a potential tumor suppressor gene
using LOH and QM-PCR to define the
minimal region of 16q22 genomic loss in
retinoblastoma. The intact form of CDH11
is either completely lost or decreased,
while the variant form is present in
50% of retinoblastoma. CDH11 is a
cell adhesion molecule whose loss may
promote progression of some RB1−/−
retinal cells to malignancy. Unusually low
levels of the intact form of CDH11 are
present in osteosarcoma, while the variant
form was highly expressed in invasive
breast cancer and was associated with
promotion of invasiveness.

8.3
Causes of Drug Resistance
in Retinoblastoma

Ling and coworkers first described the
multidrug resistance (MDR) phenotype in
human cancer, due to upregulation of the
MDR1 gene with increased expression of
P-glycoprotein. P-glycoprotein expression
is increased in response to environmental
toxicity in many organisms, and broadly re-
duces intracellular levels of vinca alkaloids
(vincristine, vinblastine), epipodophyllo-
toxins (etoposide, teniposide), and other
natural-product antineoplastic agents by
functioning as an ATP-dependent plasma
membrane pump that expels drugs from
human cancer cells. Platinum compounds
are not substrates of the P-glycoprotein
drug efflux mechanism.

Expression of MDR1 in retinoblastoma
at initial diagnosis and increased ex-
pression at relapse after failed treatment
may account for frequent chemotherapy
failures. It is not possible to correlate P-
glycoprotein levels before therapy with the
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outcome of chemotherapy in intraocular
retinoblastoma, since biopsies incur risk of
systemic spread. In metastatic retinoblas-
toma, P-glycoprotein expression before
therapy correlates with failure of therapy,
and initially undetectable P-glycoprotein
correlates with long-term remission.

In order to save eyes without radiation,
which increases the lifelong risk of sec-
ondary malignancies and other long-term
side effects, chemotherapy has become the
primary therapy for intraocular retinoblas-
toma in many centers worldwide. One
protocol with excellent success to cure
eyes without use of radiation or removal
of the eye includes a direct approach
to counter P-glycoprotein MDR. High-
dose cyclosporine A (CSA) is delivered
simultaneously with the chemotherapy to
block the ability of P-glycoprotein to pro-
tect tumor cells from chemotherapy. An
international Phase II Clinical Trial of
CSA-modified chemotherapy is underway.

Intraocular retinoblastoma that failed
chemotherapy without CSA showed in-
creased P-glycoprotein when examined
by immunohistochemistry. Retinoblas-
toma that failed chemotherapy despite
administration of CSA did not express
P-glycoprotein but expressed instead the
Multidrug Resistance Protein (MRP). MRP
belongs to the same ATP-dependent
membrane transporter superfamily as P-
glycoprotein, and transfection of the MRP
gene confers a similar broad-spectrum
pattern of drug resistance to antineo-
plastic agents. Although CSA inhibits
P-glycoprotein in vitro, there is presently
no effective inhibitor of MRP.

Several chemotherapy drugs induce
apoptosis in RB1−/− cells and growth
arrest in RB1+/− cells. It is proposed
therefore that continued expression of
pRB in some tumors may contribute to

drug resistance. These drugs might selec-
tively destroy RB1−/− tumors, while pRB-
expressing adjacent normal cells might be
protected by pRB.

9
Importance of Retinoblastoma

The rare eye cancer, retinoblastoma, con-
tinues to contribute much more than its
‘‘share’’ to understanding of cancer, bi-
ological processes, and use of scientific
knowledge to optimize health outcomes.
RB1 is the first tumor suppressor gene dis-
covered and revealed the process (search
for loss of heterozygosity) that was used
to discover other genes underlying human
cancer. The RB gene family members are
key cell cycle regulators, so that their mu-
tation alters development and deregulates
the cell cycle to induce cancer in suscepti-
ble cells. The many ways that RB1 can be
damaged and the high mutation rate have
forced creative technology development
to meet the challenges of clinical diag-
nostics, much of which has been widely
generalized to other genetic disease chal-
lenges. At a health service level, it is clearly
shown that molecular determination of in-
dividual RB1 mutant alleles contributes
importantly to health quality at less cost.

Analysis of genetic changes in retinoblas-
toma subsequent to loss of both RB1 alleles
has revealed several potential novel genes
involved in tumor progression and resis-
tance to therapy, which will clearly become
the targets for potential prevention and
therapeutic strategies. Recognition of the
key role of the MDR gene in retinoblas-
toma provided the rational basis for a
therapeutic strategy to counter drug re-
sistance that appears to improve the cure
rate of intraocular retinoblastoma and
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that is currently the basis of an interna-
tional multicenter clinical trial. Although
basic studies clearly show an important
role of MDR in many cancers, only in
retinoblastoma has a therapeutic strategy
to alter MDR effect shown positive clini-
cal outcome.

Much more is yet to come. The focus
on defining the unique features of the
exact cell in developing human retina
that is susceptible to cancer by loss of
pRB is key to understanding ‘‘cancer stem
cells.’’ Retinoblastoma is one of the best
examples of human disease indicating that
only rare cells at a specific developmental
and proliferative stage may be at risk
to initiate tumors. And the rarity of
retinoblastoma has been turned again to
advantage by the world participation of
major retinoblastoma treatment centers
in an Internet survey to validate a new
clinical classification, showing that global
cooperation can reach out to future optimal
opportunities for all families afflicted with
this rare, unique cancer.

See also Cancer Chemotherapy,
Theoretical Foundations of; Epi-
genetic Mechanisms in Tumori-
genesis; Intracellular Signaling in
Cancer; Growth Factors and Onco-
genes in Gastrointestinal Cancers;
Oncology, Molecular; Oncogenes.
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Phototransduction
The sequence of biochemical reactions that are initiated by the photoisomerization of
rhodopsin and lead to the hyperpolarization of photoreceptor membranes.

Retinal Pigment Epithelial Cells (RPE)
Epithelial cells that are anatomically placed behind the photoreceptors in the eye.
Virtually all of the biochemical reactions in the visual cycle occur in the RPE.

Retinoids
Diterpene polyene derivative in the vitamin A family that includes all-trans-retinol
(vitamin A), all-trans-retinal, all-trans-retinyl esters and their 11-cis-congeners.

Visual Cycle
The biochemical pathway that begins with the photoisomerization of the 11-cis-retinal
Schiff base chromophore of rhodopsin to all-trans-retinal and ends with the resynthesis
of 11-cis-retinal.

� In the 1930s, Wald discovered that the photoconversion of 11-cis-retinal to all-trans-
retinal is the primary event in vision. Vision would be a once in a lifetime event if
the 11-cis-retinal chromophore of rhodopsin were not resynthesized. In this review,
the biosynthetic pathway through which vitamin A is transformed into the visual
chromophore is described.

1
Introduction

Light perception in all sighted animals
depends on a photoisomerization event
of a derivative of the retinoid vitamin A.
The photoisomerization reaction in ques-
tion is the cis → trans isomerization of
the 11-cis-retinal Schiff base (the chro-
mophore) of rhodopsin into its all-trans
congener (Fig. 1). This simple double-
bond isomerization reaction in the retinoid
polyene underlies human vision. As vision
proceeds, the all-trans-retinal photoisomer-
ization product must be enzymatically
reisomerized into 11-cis-retinal in order
for vision to continue. This turns out to be

by far the most intricate and complicated
chemical process found in all of retinoid
biology. The chemical process through
which an all-trans-retinoid is isomerized
into an 11-cis-retinoid is the subject of
this review.

The vertebrate visual cycle is comprised
of those biochemical reactions that begin
with the photoisomerization/hydrolysis of
the 11-cis-retinal Schiff base chromophore
of rhodopsin in the photoreceptors to
all-trans-retinal, and ends with the pro-
cessing of all-trans-retinyl esters (tREs) in
the retinal pigment epithelium (RPE) to
form 11-cis-retinol (al) (cROL(AL))(Fig. 1).
The bleaching of rhodopsin to initiate
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Fig. 1 The visual cycle. The critical retinoid isomerization process is carried out by a
three-component system comprised of LRAT, mRPE65, and IMH, which is located in the retinal
pigment epithelium.

the phototransduction cascade has been
intensively studied over the years. The key
event here is the photochemical cis– trans
photoisomerization, leading to the func-
tionally active conformer(s) of rhodopsin
(Meta II). Meta II initiates the cascade of
biochemical events leading to photorecep-
tor hyperpolarization.

Since the photoisomerization/hydrolysis
of the 11-cis-retinal Schiff base chro-
mophore to all-trans-retinal is irreversible
at low levels of illumination, biochemical
processes must be in place to resynthesize

11-cis-retinal in the dark from an all-trans-
congener. A limitation on any mechanism
postulated for regeneration is the fact
that 11-cis-retinoids are thermodynami-
cally unstable, accounting for only one
part per thousand in an equilibrium mix-
ture of retinoids. Thus, an energy source
must be posited for the enzymatic trans-cis
isomerization required in the biosynthe-
sis of 11-cis-retinol. This thermodynamic
constraint is central to any mechanism
forwarded concerning the operation of the
visual cycle.
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2
Overview of Isomerization Pathway

A central issue in the operation of the
visual cycle to address is the nature of
the isomerization substrate. Studies of
this type required an in vitro system ca-
pable of producing 11-cis-retinoids from
all-trans-retinoids. The first in vitro sys-
tem able to enzymatically process an
all-trans-retinoid to an 11-cis-retinoid was
established in 1987. It was shown that
all-trans-retinol (vitamin A) (tROL) added
to the retinal pigment epithelial cells
(RPE) is converted into tREs (chiefly
palmitate) and to cROL (al) and esters.
The studies established that the RPE
contained the biochemical machinery re-
quired for the processing of tROL into
11-cis-retinoids. In rod-dominated eyes,
the only biochemical reaction known to
occur in the photoreceptors is the re-
duction of all-trans-retinal (tRAL) into
tROL. After the tROL is transported across
the interphotoreceptor space, probably by
the binding protein interphotoreceptor
retinol-binding protein (IRBP), the re-
maining enzymatic processing to cRAL oc-
curs in the RPE. The visual chromophore,
cRAL, is returned to the photoreceptor,
again probably bound to IRBP, where
it is able to regenerate rhodopsin from
opsin. It should be noted that all dis-
cussions here are concerned with rod
regeneration, although it is clear that
cone light independent regeneration obeys
the same molecular logic found in rod
regeneration.

Since all-trans and 11-cis-retinoids exist
as retinols, retinals, and retinyl esters, it
is not immediately obvious what the sub-
strate and product of isomerization are;
nine possible routes formally exist. To sim-
plify analysis, double labeling experiments
with 15-3H, 15-14C-tROL were performed.

If isomerization occurred through the
retinal as an intermediate, then the prod-
uct of isomerization should lose one-half
of its 3H. The results are clear-cut and
showed minimal loss of 3H during isomer-
ization, demonstrating that isomerization
occurs at the alcohol level of oxidation.
This leaves four possible isomerization
routes, with retinyl esters and alcohols
being possible isomerization substrates
and products.

Retinyl esters are generated in the RPE
by lecithin-retinol acyltransferase (LRAT),
which catalyzes the reversible esterifi-
cation of tROL using lecithin (phos-
phatidylcholine) as the acyl donor (Fig. 2).
The transfer occurs specifically from
the sn-1 position of lecithin, producing
a retinyl ester and a lysophospholipid
as products. This is the only known
route of retinyl ester synthesis in RPE
membranes. It should be noted that
LRAT had been identified, not by tra-
ditional enzyme purification techniques,
but by using specific affinity-labeling
agents, such as all-trans-retinyl bro-
moacetate (tRBA) and N-Boc-L-biocytinyl-
11-aminoundecane chloromethyl ketone
(BACMK) (Fig. 2). LRAT, a minor mem-
brane-bound protein, proved to be ex-
ceedingly difficult to fully purify. While
the protein could be readily solubilized,
it rapidly loses activity during a variety
of purification schemes. In order to ac-
tually identify LRAT, the procedure of
biotin affinity labeling was used. In this
method, a biotin moiety is incorporated
into a specific affinity-labeling agent di-
rected toward a particular target protein(s).
The enormous affinity and specificity of
avidin–biotin interactions were used both
to detect the labeled protein on gels and
to purify the protein. In the particular in-
stance discussed here, biotin is attached
to a tRBA-like molecule (BACMK) and
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the partially purified protein is specifically
labeled (Fig. 2). Using Avidin chromatog-
raphy, it was possible to obtain enough
biotinylated protein to carry out partial
sequence analysis. This partial sequence
analysis showed that LRAT is a novel
protein. This enabled the cloning and ex-
pression of human LRAT. LRAT has also
been studied kinetically and mechanisti-
cally. Interestingly, LRAT is the founder
member of a new family of proteins, which
include class II tumor suppressors, vi-
ral proteases, and a protein that mediates
morphogenesis.

As mentioned above, highly specific ir-
reversible enzyme inactivators of LRAT
have been designed and they alkylate
the active-site cysteine residue of LRAT
(C161). These inactivators have been es-
sential for sorting out the substrate and
product of isomerization. Two of these in-
activators, BACMK, alluded to above, and
(tRBA) are shown in Fig. 2. The use of
tRBA as a specific inactivator of LRAT
in RPE membranes revealed the sub-
strate for isomerization and its product.
First, pretreatment of RPE membranes
with tRBA abolishes both tRE synthe-
sis and 11-cis-retinoid biosynthesis. How-
ever, if tRE synthesis is allowed to occur
first from tROL, before the applications
of tRBA to block LRAT, cROL forma-
tion occurs as before. This means that
isomerization occurs via an isomerohy-
drolase (IMH), which converts tREs into
cROL. The isomerohydrolase reaction is
shown in Fig. 3. The teleological reason
for this unusual route is that it allows

for the coupling of the free energy of
hydrolysis of acyl esters to the thermo-
dynamically uphill trans to cis isomer-
ization. This unusual process of coupled
isomerization/hydrolysis (IMH) for cROL
biosynthesis in the RPE has been indepen-
dently verified using different approaches.
Moreover, recent studies on an LRAT
knockout mouse are completely consistent
with the earlier biochemical experiments
and show that tRE synthesis is essen-
tial for 11-cis-retinoid generation. While
these mice have tROL in the RPE, they
cannot make 11-cis-retinoids. This is ex-
actly what one would predict because tREs
are the isomerization substrates. If there
were a tROL isomerase, then the knock-
out animals would have synthesized cROL
from it.

The studies described above identify
two of the three known elements in
the minimally three-component system
required for the biosynthesis of cROL
in the RPE, namely, LRAT and IMH.
Of course, other elements are impor-
tant as well in the full visual cycle.
A specific RPE membrane–bound dehy-
drogenase (cROL dehydrogenase) carries
out the oxidation of cROL to the vi-
sual chromophore cRLA. A stereospecific
cROL(AL)) binding protein cellular reti-
naldehyde–binding protein (cRALBP) is
also found in the RPE. In vitro stud-
ies show that this protein kinetically fa-
cilitates isomerohydrolase (IMH) action.
Since the same result can be achieved
with bovine serum albumin, a decidedly
nonstereospecific retinoid-binding protein

OCOR

OHAll trans-retinyl ester 11-cis-retinol

Isomerohydrolase

Fig. 3 Isomerohydrolase reaction.



Retinoids and the Chemical Biology of the Visual Cycle 381

(RBP), specific interactions with cRALBP
are not essential for isomerization. It has
been established that 11-cis-retinoids in-
hibit IMH so that the interaction of these
retinoids with binding proteins promote
isomerization by removing the 11-cis-
retinoids. cRALBP knockout studies in
mice also show that while cRALBP (−)
mice appear to undergo rhodopsin re-
generation more slowly than WT, the
knockouts still regenerate rhodopsin, sug-
gesting an important kinetic, although not
essential, role for cRALBP in rhodopsin
regeneration. In addition to cRALBP, sev-
eral other RBPs are known to operate
in the visual cycle and are important
for its function. None of these RBPs
bind the highly hydrophobic tREs, which
brings up the question as to how these
molecules are mobilized for processing
by IMH.

RPE65 plays a central role in tRE
binding, mobilization, and processing.
RPE65 is a major protein expressed in
the retinal pigment epithelium (RPE).
This protein, first discovered in 1991,
plays an important role in visual cy-
cle function. This conclusion arises from
knockout studies in mice, which show
that RPE65 knockouts are unable to sub-
stantially produce 11-cis-retinoids, but ac-
cumulate hydrophobic tREs. RPE65 is
not IMH and has also not been shown
to possess any other enzymatic activ-
ity. While RPE65 shows very strong se-
quence homology to β-carotene-15, 15′
dioxygenase, an enzyme that oxidizes
β-carotene into tRAL, RPE65 does not
show this enzymatic activity. However,
the fact that RPE65 and β-carotene dioxy-
genase are strongly homologous, sug-
gests the possibility that RPE65 may be
a RBP. Studies in this laboratory us-
ing retinoid-based affinity biotinylation

of RPE65 have demonstrated a tRE-
binding ability for RPE65. These exper-
iments reveal that RPE65 is an RBP
specific for tREs. This study was fol-
lowed up with quantitative fluorescence
measurements, which further revealed
that the membrane-associated form of
RPE65 (mRPE65) stereospecifically and
saturably binds all-trans-retinyl palmitate
(tRP) with a 47-nM Kd. tROL is only weakly
bound, as are 11-cis-retinoids. These stud-
ies leave little doubt that mRPE65 is a
tRE-binding protein.

As mentioned above, RPE65 knock-
out mice inappropriately accumulate tREs
in oil droplets. REs are exceedingly hy-
drophobic, with little solubility in aqueous
solutions. This can easily be seen in mea-
surements of intermembranous transfer
of retinoids. While retinol (al) undergo in-
terliposomal transfer at exceedingly rapid
rates, REs are inert to transfer. This would
suggest that REs might require binding
proteins to mobilize them if they are to
productively enter the visual cycle. Since
binding proteins are required stoichiomet-
rically, they are required in substantial
quantities. The substantial level of RPE65
in RPE membranes, coupled with its
ability to bind tREs, suggests the pos-
sibility that mRPE65 might have a role
in binding to and mobilizing tREs for
processing in the visual cycle by IMH.
Functional experiments leave little doubt
that the role of mRPE65 in the visual cy-
cle is to specifically bind to and mobilize
tREs so that they can be processed by
IMH. This conclusion suggests a mini-
mally three-component system as the sine
qua non of visual-pigment regeneration
(Fig. 4). In the next section, the chemi-
cal biology of the individual components
is discussed.
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Retinal pigment epithelium

Vitamin A

RHODOPSIN

IMH

mRPE65

LRAT

11-cis-retinol

OH

tRP

tRP

Fig. 4 The three-component system required for 11-cis-retinal biosynthesis.

3
Individual Components of the
Three-component System

3.1
Lecithin Retinol Acyltransferase

The discovery of LRAT led to an
appreciation of the fact that it is a novel
enzyme, which, at the time of its discov-
ery, was unrelated to other enzymes of
known function. Initial experiments on
the enzyme were directed toward mecha-
nistic studies inasmuch as these studies
reveal the mechanistic class to which
LRAT belongs. Given the nature of LRAT’s
function as a catalyst of a transesterifica-
tion reaction, it is likely that the enzyme
contains an active-site nucleophile. Initial
site-specific mutagenic experiments fo-
cused on the four cysteine residues found
in human RPE LRAT as candidates. These
experiments revealed C161 as the most
likely candidate for a catalytically essential

active-site cysteine residue. Further exper-
iments were directed at the elaboration of
the remaining catalytically essential amino
acid residues of LRAT.

3.1.1 C161, H60, and Y154 as a Catalytic
Triad in LRAT Action
As described above, LRAT has putative
active-site cysteine and histidine residues.
Because of this, it is possible that LRAT
might operate via a cysteine protease-like
mechanism. LRAT shows two pKa’s in the
pH versus rate profile at pH = 8.3 and
10.8. This however contrasts with thiol
proteases, which generally show pKa’s of
4.0(abnormal Cys) and 8.5(His). There-
fore, it was of substantial interest to
determine in what sense LRAT might be
included in a thiol protease type family.
Figure 5 shows a partial multiple sequence
alignment for the LRAT family, in which
one can see that the C161 of LRAT is
conserved in the remaining family. In
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Human-LRAT  D----VLEVPRTHLTHYGIYLGDNRVAHMMPDILLALTDDMGRTQKVVSN  94 
Bovine-LRAT D----VLEVPRTHLTHYGIYLGDNRVAHMMPDILLALTDDKGRTQKVVSN  94 
Mouse-LRAT  D----VLEVSRTHFIHYGIYLGENRVAHLMPDILLALTNDKERTQKVVSN  94 
Rat-LRAT            D----VLEVSRTHFTHYGIYLGDNRVAHLMPDILLALTSDKERTQKVVSN  94 
XL-LRAT           D----LLEVPRTLFVHFGIYLGNNKVAHLMPDILPALSDDTCLIRRVVTN  92 
ZF-LRAT            D----LLEVPRTLFTHFGIYLGDNKVAHLMPDILPVLTSNKSHLQNVVTN  91 
HRev107-Mouse              D----LIEIFRPMYRHWAIYVGDGYVIHLAPPSEVAGAGAAS--------  49 
HREV107-RAT                 D----LIEIFRPMYSHWAIYVGDGYVIHLAPPSEIPGAGAAS--------  47 
HRev107-3                      D----LIEIFRPFYRHWAIYVGDGYVVHLAPPSEVAGAGAAS--------  49 
TIG3                             D----LIEIFRLGYEHWALYIGDGYVIHLAPPSEYPGAGSSS--------  49 
Echovirus23                        K----LAYLDRGFYKHYGIIVG-GYVYQLDSDDIFKTA------------  86 
HumanParechovirus1         K----LAYLDRGFYKHYGIIVG-DHVYQLDSDDIFKTA------------  78 
HumanParechovirus2       K----LAYLDRGFYKHYGIVVG-DDVYQLDSDDIFKTA--------  77 
Avian-encephalomyelitis- 
virus       D----IVSCSGEKAKHFGVYVG-DGVVHVDPEGNATNWFMKR--------  76 
EGL26                               DEVFCEVNVSGVKFYHSGIYAGDGMCYHFVCDAQESESFADALAVFSG--  198 
Aichivirus                          DDRVYIVRAQRPTYVHWAIRKVAPDGSAKQISLSRSGIQALV--------  48 

Human-LRAT                      AEKLLG-FTPYSLLWNNCEHFVTYCRYGTPISPQSDKFCETVKIIIRDQR  193 
Bovine-LRAT                      AEKLLG-ITPYSLLWNNCEHFVTYCRYGTPISPQADKFCENVKIIIRDQR  193 
Mouse-LRAT                      AEQQLG-LTPYSLLWNNCEHFVTYCRYGSRISPQAEKFYDTVKIIIRDQR  193 
Rat-LRAT                           AEQQLG-LTPYSLLWNNCEHFVTYCRYGSPISPQAEKFHETVKILIRDQR  193 
XL-LRAT                            AEKLVG-STPY-LLWNNCEHFVTYCRYGMPVSFQTEKFCETVKKIIRDRR  190 
ZF-LRAT                            AEKLVG-HFTYSLMWNNCEHFVTYCRYGTAVSLQTDQFCESLKSIIRDQR  190 
HRev107-Mouse                 AERLVGQEVLYRLTSENCEHFVNELRYGVPRSDQ-----------VRDAV  134 
HREV107-RAT                   AEELVGQEVLYRLTSENCEHFVNELRYGVPRSDQ-----------VRDTV  132 
HRev107-3                         AEELVGQEVLYKLTSENCEHFVNELRYGVARSDQ-----------VRDVI  134 
TIG3                                AKEMVGQKMKYSIVSRNCEHFVAQLRYGKSRCKQ-----------VEKAK  134 
Echovirus23                        -------------VDSNCETIAKDIFGTHTLSQH-------------QAI  153 
HumanParechovirus1        -------------VDKNCETIAKDIFGTHTLSQH-------------QAI  145 
HumanParechovirus2       -------------VDNNCETIAKDIFGSHSLSQH-------------QQI  144 
Avian-encephalomyelitis- 
virus       ------------IFVKNCETYARGIASGDYGTKEGEK--------WKTLL  147 
EGL26                               AEHLQRELENYDIRRCNCQHFSSECSTGVPFSYD-----------MTSNF 282 
Aichivirus                          A-------T------NNCTHFVSSI-TGESLPN----------------T  99 

Fig. 5 Partial sequence alignment of LRAT
familya sequence homology of LRAT family.
Multiple sequence alignment of LRAT family was
performed by using CLUSTAL W
1.82(http://www.ebi.ac.uk/clustalw/). Fully
conserved His, Tyr, and Cys are in red. Accession
numbers are as follows: human LRAT (GP:AF
071510), bovine LRAT (GP:AF 275344), mouse
LRAT (GP:AF 255061), rat LRAT (GP:AF 255060),

mouse Hrev107 (AAH24581), rat Hrev107
(X76453), human Hrev107-3 (P53816),
tazarotene-induced gene protein (TIG3)
(AF060228), echovirus23, human parechovirus1
(L02971), human parechovirus2 (AJ005695),
Avian-encephalomyelitis-virus (AJ225173),
EGL26 (NP493652), Aichivirus (AB010145). H60,
Y154, and C161 are in red (see color plate
p. xxxvi).

addition, though, H60, but not H57, is
also conserved. Further experiments on
site-specific mutagenesis on LRAT were
performed using the readily expressible
truncated lecithin-retinol acyltransferase
(tLRAT), in which the N- and C-terminal
transmembrane domains are removed to
increase the solubility of the enzyme. In
these experiments, it was clearly revealed
that H60 is an essential histidine residue
in the LRAT mechanism. In addition, to
further explore whether LRAT might be

a member or closely associated with the
histidine-dependent protease family, it was
also determined whether there are cat-
alytically essential aspartate or glutamine
residues in tLRAT. These two amino acids
often show up as being important for thiol
protease catalysis. However, of the glu-
tamine and aspartic acid residues in the
LRAT family, only Gln177 and Asp67 are
largely conserved in the homologs. We
studied the largely homologous aspartate
and glutamine amino acids in tLRAT to
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determine if they are essential for catalysis.
The mutants produced were D49N, D67A,
D76N, D111N, D128N, D191N, Q177E,
and Q177S (92). The results of these
experiments demonstrated unequivocally
that neither the aspartate nor glutamine
residues are essential for LRAT catalysis.

As mentioned above, we also show that
H60 is the essential histidine of LRAT.
Previous studies had strongly suggested
that C161 is the active-site cysteine. To
prove this beyond a shadow of a doubt,
tLRAT was inactivated with (3-(N-Boc-lys-
(biotinyl-0-)-all-trans-retinyl chloroacetate
(BRCA), a specific inactivator designed for
studying tRE binding proteins. The struc-
ture of this analog is shown in Fig. 6,
compound 1. This analog is a pseudo
first-order specific affinity-labeling agent
for LRAT and also has the advantage of
containing a biotinyl residue, which al-
lows for the tryptic cleavage of the labeled
protein followed by the ready purifica-
tion of the labeled peptide. Moreover,
because it has base cleavable ester moi-
eties, the labeled peptide can easily be
eluted from an Avidin column by simply
raising the pH to 11, thereby generat-
ing the active-site peptide labeled with
a carboxymethylene moiety. This easily
identifies C161 as the active-site nucle-
ophilic group of LRAT. Therefore, C161 is

unequivocally the active-site nucleophile,
as determined both by site-specific muta-
genesis experiments and affinity-labeling
experiments. In addition, H60 is the essen-
tial histidine residue in the LRAT family
of proteins.

An important issue related to the role of
C161 in catalysis is to identify the two pKa
values found in the pH versus rate profile
for LRAT. As mentioned before, there are
two pKa values of approximately 8 and 10
observed in the pH versus rate profiles for
LRAT. In the tLRAT series, the operant
pKa’s are 8.22 and 9.95 as compared to
8.5 and 10.4 in full-length LRAT. On
the basis of known ionic equilibria, it is
assumed that the pKa of approximately
8 is ascribable to C161. However, it is
also known that amino acid residues at
the active sites of enzymes may have pKa
values that are markedly different from
those of the amino acids themselves in
solution. Therefore, to determine whether
C161 is responsible for the pKa ∼8, we
carried out the pH versus rate profile
for the titration of tLRAT with BRCA to
determine whether C161 is responsible for
the pKa of 8 in LRAT. When the titration
of tLRAT was carried out with BRCA,
a pKa value of 8.3 was observed. This
independent titration experiment leaves
very little doubt that C161 is responsible

OO
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Fig. 6 Retinoid affinity-labeling agents.
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for the ascending limb of the pH versus
rate profile for LRAT.

With respect to the higher pKa ∼10, this
could be either due to an essential lysine
or a tyrosine residue. These are the only
amino acids with pKa’s that reasonably
could be ascribed to approximately 10.
Site-specific mutagenic experiments on
the relatively conserved lysine residues
in LRAT (K90, K95, K104, K133, K134,
K147, K180, and K186) (Fig. 5) were
performed and showed that none of
the lysine residues were essential for
catalysis of tLRAT. Therefore, lysines can
be eliminated as being responsible for
the pKa ∼10. The conserved tyrosine
residues were also studied as candidates.
Of these residues, tyrosine 154 is the most
highly conserved of all of the tyrosine
residues, as shown in Fig. 5. Indeed, of
the relatively highly conserved tyrosine
residues, only the Y154F mutation showed
no activity. For comparison sake, the Y64F,
Y118F, and the Y167F mutations were also
studied, and all of those had substantial,
if not full, activity. Therefore, we ascribe
the higher pKa to tyrosine 154 and this
suggests that LRAT operates via a catalytic
triad in which C161, H60, and Y154 are
essential for catalysis. Further inspection
of Fig. 5 reveals that there is a bifurcation
in the LRAT family. All of the LRAT family
contains a cognate H60 and C161, but
only a distinct subset contains a cognate of
Y154. The enzymes that do not contain the
Y154 are likely to be in the thiol protease
wing of the LRAT superfamily. We, of
course, have not done any mechanistic
experiments on the protease family, and
therefore do not know which other amino
acids are essential for catalysis. A catalytic
mechanism involving the catalytic C161,
H60, and Ty154 in LRAT action is shown
in Fig. 7.

3.2
Molecular Function of RPE65

The general role of RPE65 as a tRE chap-
erone is described in the Introduction
section. The first indication of this was
made by showing that a retinoid affinity-
labeling agent (Fig. 6, compound 1) labeled
RPE65. The all-trans-analogs (bromo and
chloro esters) containing a biotin moiety at-
tached to the 3-position of the retinoid were
studied. The probes have two advantages
over other biotinylated probes currently
in use. A major advantage is the inclu-
sion of a base cleavable moiety. Proteins
labeled with these biotinylated derivatives
are bound to tetrameric Avidin columns.
Because the biotinylated moieties are ad-
ducted to the protein via base-sensitive
ester linkages, we can wash the nonlabeled
proteins from the Avidin matrix, and then
simply raise the pH to 11 to cleave the
esters and isolate the labeled protein with
a carboxymethylene group adducted to an
active-site residue. This makes our stud-
ies extremely straightforward in terms of
the identification of labeled proteins. In
addition, since base-sensitive linkages are
imbedded in the probe, we are able to elute
the proteins from high-affinity tetrameric
Avidin columns with close to 100% yield.
This labeling technology proved to be
exceedingly useful in the discovery that
RPE65 is a tRE-binding protein. Essen-
tially, two proteins in RPE membranes
were labeled. The minor protein is LRAT,
which is expected since tRBA is known
to label LRAT. Unexpected was the pro-
found labeling of RPE65 by the retinoid
reagent. RPE65 is labeled by the derivative
in a time-dependent, and saturable fash-
ion. The labeling was blocked by tRE, but
not 11-cis-retinyl ester (cRE), oleyl alco-
hol or cROL, showing strong specificity in
the binding reaction. Biochemical analysis
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showed that two cysteine residues were la-
beled: C231 and C448. It is expected that
these two sites may be involved in the
active-site binding of tREs. These experi-
ments were the first indication that RPE65
is a tRE-binding protein.

Following these labeling experiments,
direct equilibrium fluorescence binding
measurements were carried out, which
showed that tREs bind in a saturable and
specific fashion. We investigated the bind-
ing of all-trans- and 11-cis-retinyl esters,
along with their congeneric alcohol deriva-
tives, to freshly prepared, membrane-
bound bovine RPE65 (mRPE65). Bind-
ing of tREs was of substantially higher
affinity than for cREs and for tROL
and cROL. The KD for tRP is 47 nm.
The binding constant for 11-cis-retinyl
palmitate (cRP) is 2546 nM. The bind-
ing constant for tROL is 1463 nM and
for cROL it is 2171 nM. We suggest that
mRPE65 is a chaperone for highly hy-
drophobic tREs and mobilizes them as
they enter the visual cycle for process-
ing by IMH. The role of RPE65 in vision
goes beyond its simple role as a tRE-
binding protein.

Studies on mRPE65 suggest that it is
part of the rate-limiting step(s) in the
visual cycle. For example, mutations in
RPE65 have been found which diminish
rates of regeneration in WT mice and
A2E formation in Abcr (Abca4) −/− mice
(106). The mutational data are supported
by small-molecule inhibitor data from
our laboratory on retinoic acid. Accutane,
13-cis-retinoic acid, is a drug known to
be effective in the treatment of certain
dermatological diseases, including acne.
Since night blindness is a major side
effect of Accutane, we wondered whether
the retinoic acids might specifically bind
to mRPE65 and inhibit its function.
Using fluorescence methods, we showed

that tRP specifically binds to mRPE65.
Accutane (13-cis-retinoic acid) also binds to
mRPE65 with a KD = 195 nm, while all-
trans-retinoic acid specifically binds with
a KD = 109 nm. This is to be compared
with the binding of tRP with a KD

of 47 nm. Since 13-cis-retinoic acid and
all-trans-retinoic acid are equilibrated in
vivo, the binding of both retinoic acids
to mRPE65 is of interest. We went on
to further study the interactions of the
retinoic acids on tRE processing in the
visual cycle and found that the competition
of retinoic acid with tREs was evidenced
by a diminution of the formation of cROL
in the in vitro system. These studies
demonstrate that the retinoic acids are
competitive with tRP, both in direct
competition assays, and they also compete
with tRP visual cycle function. Thus, we
suggest that at least one target for the
retinoic acids is mRPE65. It had previously
been shown that Accutane inhibits cROL
dehydrogenase, but this inhibition does
not account for the effect of Accutane on
overall inhibition biosynthesis of 11-cis-
retinoid biosynthesis in the visual cycle.
We believe that this inhibition of RPE65
by the retinoic acids explains limiting of
11-cis-retinoid biosynthesis by these drugs.
In addition, these experiments provide
evidence for the rate-limiting nature of
RPE65 function in the visual cycle.

The central role of RPE65 in visual cy-
cle performance is further underscored
by its likely importance in the regula-
tion of retinoid fluxes through the cycle.
Earlier we demonstrated one element of
regulation of the visual cycle, namely,
the apparent feed back inhibition of IMH
by cROL. Chemical biological studies on
RPE65 have uncovered an additional mode
of regulation. There are two function-
ally distinct forms of RPE65, one mem-
brane bound (mRPE65) and one soluble



388 Retinoids and the Chemical Biology of the Visual Cycle

(sRPE65). We found that mRPE65 is at
least triply palmitoylated and sRPE65 is
largely unpalmitoylated. Palmitoylation of
RPE65 occurs at C231, C329, and C330.
This palmitoylation explains the mem-
brane association of mRPE65. We had
already shown that mRPE65 binds to tRP
with a KD = 47 nM and to tROL with a
KD = 1463 nM. In the present study, we
found that sRPE65 binds tROL with a KD =
65 nM and tRP with a KD = 1235 nM. In
other words, mRPE65 and sRPE65 show
opposite binding specificities. Most inter-
estingly, LRAT uses mRPE65 as an acyl
donor and acylates tROL to tRP. The
kinetics of palmitoyl transfer to tROL
with mRPE65 is sigmoidal, suggesting
a regulatory role for this process. Over-
all, mRPE65 acts as a peptidomimetic of
lecithin. In the process of forming tRP,
mRE65 is functionally converted into sRPE
as the product shows retinoid-binding be-
havior identical to sRPE65. It was also
found that sRPE65 acts as a RBP and
facilitates the esterification of tROL by
LRAT. Furthermore, in the presence of
mRPE65, cROL becomes an excellent sub-
strate for LRAT in the formation of cRP.
This suggests that the previously described
feed back inhibition of IMH by cROL
is at least partly due to the conversion
of mRPE65 → sRPE65. This is directly
revealed by studying the processing of
3H-cROL biosynthesis in RPE membranes
pre-incubated with cold cROL. The cold
cROL is photochemically destroyed before
incubation with 3H-tROL. Here, a pro-
nounced lag is observed, suggesting that
the sRPE65 → mRPE65 reaction is partly
rate limiting.

Overall, these experiments reveal a
new role for LRAT, which acts as a
molecular switch. mRPE65 is a palmi-
toyl donor, revealing a new acyl carrier
protein role for palmitoylated proteins.

When chromophore synthesis is not re-
quired, mRPE65 is converted into sRPE65
by LRAT, and further chromophore syn-
thesis is blocked. These studies reveal
new roles for palmitoylated proteins as
molecular switches and LRAT as a palmi-
toyl transferase whose role is to cat-
alyze the mRPE65 → sRPE65 conversion
(Fig. 8).

3.3
The Isomerization Reaction

3.3.1 tREs as IMH Substrates in Rod- and
Cone-dominated Species
As described earlier, an IMH mecha-
nism is central to the operation of the
visual cycle. In this mechanism, tREs
are the substrates for isomerization and
cROL is the product. The initial experi-
ments in support of an IMH route relied
on the use of tRBA, a selective LRAT
inactivator. Inactivation of LRAT with
tRBA produces an in vitro phenotype in
which tREs are not formed from tROL,
and hence isomerization cannot proceed.
Similar experiments with additional in-
activators produce the same result. The
LRAT knockout mouse provides an in
vivo cognate of these experiments, and,
indeed, 11-cis-retinoids are not synthe-
sized here either. However, it has been
suggested that a tROL isomerase route
may provide an alternative pathway to
cROL biosynthesis. To assess whether
such a pathway is quantitatively signifi-
cant, a version of a pulse-chase experiment
was performed.

The central problem in addressing
whether the isomerization substitute is
tROL or tRE is dealing with the rapid inter-
conversion of the two putative substrates,
as compared to the rate of isomeriza-
tion. Thus, rapid interconversion makes
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Fig. 8 Flow of retinoids in the visual cycle. (a) How the palmitoyl
switch would behave in light and dark. (b) The flux of retinoids in
the visual cycle and the role of the palmitoyl switch in directing
their flow.

it impossible to carry out a standard pulse-
chase experiment with either tROL or tRE
because the pools will interconvert prior
to isomerization. However, a pulse-chase
experiment can be performed if the inter-
conversion of tRE and tROL is blocked.
This is readily done using tRBA to in-
hibit tRE synthesis and ebalactone A/B to
inhibit tRE hydrolysis. Under these con-
ditions, we can start with either high
specific activity (3H)-tRE/cold tROL or
high specific activity (3H)-tROL/cold tRE.
The isomerization reaction is initiated and

the specific activity of the isomerization
product cROL is measured. The result
could not have been more clear-cut. When
the tRE pool is radioactively labeled, the
resulting cROL is labeled with the same
specific activity as the precursor tRE. The
converse is true with tROL. These data un-
ambiguously establish tRE as the substrate
for isomerization.

Using this pulse-chase technique along
with other approaches, we explored
the mechanism of regeneration in a
cone-dominated animal (chick). There
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are known differences in the cone
regeneration process compared to rod re-
generation. For one thing, 11-cis-retinoid
regeneration can occur in cone Müeller
cells, although the quantitative impor-
tance of processing here as compared
to flux through the RPE is unknown.
Within experimental error, 11-cis-retinoid
regeneration in rod-dominated animals
is confined to the RPE. Secondly, tRE
synthesis in cone-dominated species is
stimulated by palmitoyl CoA, suggesting
an atypical LRAT-type mechanism, or a
novel tRE synthetase activity altogether.
Given these observed differences, we ex-
plored the nature of the isomerization
substrate and found it to be tRE, just as in
rod-dominated species. The cone regener-
ation pathway was established using three
complimentary approaches. First, no iso-
merization occurred after preincubation
of chick RPE/retina with tRBA, which
blocks LRAT, followed by addition of tROL
that prevented isomerization. This is con-
sistent with tRE being the isomerization
substrate. Secondly, pulse-chase experi-
ments, along the lines discussed above,
showed that only tRE is processed into
cROL. Finally, 11-cis-retinyl bromoacetate
(cRBA), a specific affinity-labeling agent
for IMH (Fig. 6, compound 2), blocked the
processing of tRE into cROL. These data
leave little doubt that cone and rod regen-
eration share the same overall molecular
logic. An interesting additional issue here,
though, is the nature of the RE synthetase.
Western blotting, with anti-LRAT antibody
shows a 21-kDa protein, as does labeling
with BRCA. The standard LRAT molecular
weight is approximately 25 kDa. Further-
more, chick RE synthase is also inactivated
with tRBA, an affinity-labeling agent of
LRAT. These data suggest an LRAT-type
mechanism. However, RE synthesis in
chick is stimulated by palmitoyl CoA (Palm

CoA), but not by dipalmitoyl phosphatidyl
choline (DPPC), an acyl donor for LRAT.

3.3.2 A Specific Inactivator of IMH
and an Approach to IMH Identification
The identification and cloning of LRAT
was made possible by the specific affinity-
labeling agents tRBA and biotinylated
derivatives thereof. IMH also presents a
difficult problem with respect to identi-
fication owing to its lability in detergent
and miniscule amount. Hence, a specific
affinity-labeling agent directed at IMH
was sought. Because IMH is strongly in-
hibited by 11-cis-retinoids, we prepared
the 11-cis-retinoid-based affinity-labeling
agent 11-cis-retinyl bromoacetate (cRBA)
(Fig. 6, compound 2).

cRBA was designed as an affinity-
labeling agent for IMH by analogy to
the reagent used (tRBA) for the identifi-
cation of LRAT. This molecule (cRBA) is a
relatively high-affinity (Ki = 0.1 µM) and
a pseudo first-order inactivator (kinh =
1.9 × 10−3 s−1) of IMH action. The
molecule shows saturable kinetics and a
pseudo first-order mode of inactivation.
This demonstrates a highly specific mode
of inactivation of IMH action. Preliminary
data on the use of 3H-cRBA reveals the
labeling of proteins largely in the 45- and
35-kDa region, and in the approximately
200-kDa region. We believe that the latter
labeling occurs because IMH is likely to be
found in a multienzyme complex whose
interactions may partly survive SDS gel
electrophoresis.

As mentioned earlier, IMH action can
occur in one or two steps. As long
as ester hydrolysis occurs subsequent to
isomerization, the same thermodynamic
imperative is met. The first step could
involve trans → cis isomerization at the
ester stage, and then the second step
would involve specific hydrolysis of the
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cRE. cRE hydrolase can be assayed in RPE
membranes, and we were able to show
that cRBA had no effect on general cRE
hydrolase activity. So, if there should be
a two-step reaction (isomerase/hydrolase)
and the commonly assayed RPE cRE
hydrolase activity is relevant in the visual
cycle, then we know that cRBA is likely to
be directed at the isomerase. The discovery
of cRBA as a powerful and specific
inactivator of IMH may be important in the
identification and cloning of this protein.

Direct purification approaches to the
identification and cloning of isomero-
hydrolase have not proved fruitful over
the years, suggesting that alternative ap-
proaches will be required. One approach,
of course, involves cloning by analogy.
However, since the IMH reaction is a
relatively unique reaction, this approach
may be difficult to implement. Indirect
approaches, such as the affinity-labeling
approach described above, may provide an
alternative approach to the identification
of IMH. In this functional proteomic ap-
proach, IMH is specifically labeled with
specific affinity-labeling reagents, such as
cRBA, in mixtures of proteins and the la-
beled protein(s) is harvested for sequence
analysis. Cloning and expression of the
protein is then used to determine whether
the correct protein has been identified.
This approach was successful in the iden-
tification and cloning of LRAT and is being
applied to the identification of IMH.

4
Possible Medical Significance of Studies
on Retinoid Processing in the Visual
System

Every time the visual cycle is traversed a
molecule of rhodopsin is bleached and
a molecule of all-trans-retinal (tRAL) is

generated (Fig. 1). Like other aldehydes,
tRAL is chemically reactive and needs to
be detoxified enzymatically by reduction to
form vitamin A. The tRAL that is gener-
ated can partition productively and re-enter
the visual cycle, or it can chemically react
with biological amines to generate retino-
toxic products (Fig. 9). In these reactions,
a tRAL forms a Schiff base with the amine
followed by enamine formation and then
a series of reactions that generate the
toxic compounds irreversibly. These re-
actions are similar in kind to those found
in diabetes, where excess glucose alde-
hyde chemically reacts with proteins by
reversible Schiff base formation followed
by further chemical reactions, which ir-
reversibly secures the glucose moiety to
the protein. These chemical reactions are
thought to be of primary importance in the
etiology of diabetes.

In the case of tRAL reactions, the
salient biological amine in question is
photoreceptor phosphatidyl ethanolamine,
which reacts with tRAL to generate the
toxic lipofuscins of RPE cells (Fig. 9).
The best-characterized RPE lipofuscin
fluorophores is the diretinal conjugate
A2E, its photoisomer iso-A2E, and other
minor cis-isomers of A2E. These flu-
orophores are generated from sequen-
tial reactions between all-trans-retinal and
phosphatidylethanolamine (2 : 1). The A2E
family perturbs cell membranes, confers
susceptibility to blue light-induced apop-
tosis and alters lysosomal function. In
light of this adverse behavior, there is
considerable interest in retarding A2E
formation as a means to prevent vision
loss in retinal degenerative diseases in-
cluding Stargardt’s disease and perhaps
age-related macular degeneration. In Star-
gardt’s disease, a juvenile form of macular
degeneration, excessive accumulation of
A2E occurs because of the presence of
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inactivating mutations in a pump that
removes precursors to A2E before they pro-
ceed to form A2E and conjugates. Because
accumulation of A2E, either through age-
related processes or because of mutations,
as in Stargardt’s disease, it has become
increasingly clear that small-molecule in-
hibitors, which limit the visual cycle, and
thus limit the formation of A2E, may be of
therapeutic value in the treatment of visual
disorders. By limiting fluxes through the
visual cycle by inhibiting key enzymes and
retinoid-binding proteins thereby reduc-
ing all-trans-retinal formation, it should be
possible to decrease formation of A2E. In-
hibiting the visual cycle would probably
only affect scotopic vision (night blind-
ness) in a marginal way, but would not
affect cone vision because the cones prefer-
entially take up 11-cis-retinoids. Moreover,
even though rods account for >95% of to-
tal photoreceptors, rod function is not very
important for most people in industrial so-
cieties as a consequence of the advent of
artificial light.

To effectively inhibit the visual cycle,
a target must be chosen, which is at
least partly rate limiting. RPE65, described
above, may be such a target. At least
one mutation in RPE65 is known to in-
hibit retinoid flux through the visual cycle,
while also inhibiting A2E accumulation.
Moreover, a drug, known to cause night
blindness in humans and A2E accumu-
lation in mice, interferes with RPE65
function. This again suggests that RPE65
is part of the rate-limiting step. The drug in
question, Accutane (13-cis-retinoic acid),
which is used to treat serious dermatologi-
cal disorders, binds powerfully to mRPE65
and displaces all-trans-retinyl esters, mak-
ing the latter unavailable for processing
by IMH. While it is highly unlikely that
the highly toxic retinoic acids are serious
candidates for prophylactic treatment of

macular degeneration, the studies suggest
the realistic possibility that appropriate
nontoxic small-molecule antagonists can
be found to limit the visual cycle and treat
retinal degenerative diseases.
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Keywords

Attachment Sites (att)
The sequences located at the viral DNA ends that are necessary and sufficient for IN
binding and full-site integration activity.

Full-site Integration
The IN-mediated concerted insertion of two viral DNA ends into cellular DNA in vivo
or into an exogenously provided DNA target in vitro.

Human Gene Therapy
The retrovirally mediated transduction of a therapeutic gene into the
human chromosome.

Human Immunodeficiency Virus
Human retrovirus that is the causative agent of HIV-1/AIDS.

Integrase (IN)
The viral enzyme that possesses 3′ OH nuclease and strand transfer activities, both of
which are essential for proper insertion of the retrovirus DNA genome into host DNA.

Mobile DNA Elements
Small DNA elements similar to retroviral DNA in structure that serve to provide
self-mobility within and between cells. Retrotransposons contain a DNA structure that
is similar to retroviral DNA. Many other mobile DNA elements dissimilar to
retroviruses also exist in nature.

Preintegration Complexes (PIC)
Cytoplasmic viral DNA-protein complexes formed after reverse transcription of the
viral RNA genome. PIC are transported into the cell nucleus allowing integration of the
viral DNA genome into host chromosomes.

Provirus
The term used to describe the integrated viral DNA genome in cell DNA.

Retrovirus
Retroviruses comprise a large family of viruses that contain RNA as their genome. In a
retrovirus, a cell-derived membrane envelope encases the genomic RNA along with
viral enzymes and structural proteins. The replication cycle requires reverse
transcription of the RNA genome into DNA followed by integration of this DNA by
viral integrase into host chromosomes.

Synaptic Complex
The assembly of IN together with the linear viral DNA genome; a nucleoprotein
complex capable of mediating full-site integration.
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� Retroviruses are unique in nature in that they require the integration of their viral
DNA genome into host chromosomes for replication. This article summarizes and
compares the integration machineries of three retroviruses that have increased our
understanding of HIV-1/AIDS and the possibility of developing a safe retrovirus
vector for human gene therapy. HIV-1, a retrovirus, is a significant pathogen for
humans. After virus entry into the cell, reverse transcription of the retroviral RNA
into DNA allows the formation of cytoplasmic preintegration complexes (PIC) that
are subsequently transported into the nucleus. Though the pathway of infection
is similar, the biological machineries required for nuclear transport of PIC are
significantly different between HIV-1, murine leukemia, and avian retroviruses.
These transport mechanism variances have aided the development of retrovirus
vectors for delivery of genes into nonproliferating cells. The viral integrase (IN)
within the PIC integrates the viral DNA into host chromosomes. The consequences
of viral DNA integration are multifaceted. Sequencing of the human genome and
viral DNA integration sites in the genome has shown that integration by HIV-1
favors actively transcribing genes. Murine leukemia virus prefers to integrate into
or near transcription start sites while avian retrovirus shows no significant bias
for transcription start sites and only a weak preference for active genes. The two-
to threefold site selection preferences suggest that cellular proteins may influence
the PIC to integrate into some host target sites. However, all three retroviruses
can integrate their DNA into many different sites in all of the chromosomes.
Reconstitution of synaptic complexes using purified IN and viral DNA substrates,
possessing similar integration capabilities as PIC, has provided and will provide
further molecular insights into the PIC. Understanding the biochemical machineries
within PIC contributes valuable information for developing inhibitors to the HIV-1
IN. In particular, combinational drug therapy against different HIV-1 enzymatic
targets have been successful at the clinical level and these therapies should be
enhanced by the addition of IN inhibitors.

1
Retrovirus Replication and Integration
Overview

1.1
Replication Pathway

Retroviruses are animal viruses ubiqui-
tously present in nature. They comprise a
large group of viruses that share a com-
mon mode of replication. Retroviruses
attach to a specific receptor(s) on the cell
membrane prior to entry into the cell
(Fig. 1). After fusion and penetration of

the virus into the cell, the viral single-
stranded RNA genome located in the virion
core undergoes reverse transcription yield-
ing a double-stranded DNA copy of the
viral genome. The viral DNA genome
contained in the PIC (preintegration com-
plexes) is transported into the nucleus and
undergoes IN-mediated integration into
the cellular genome. The integrated vi-
ral DNA genome is transcribed by cellular
RNA polymerase II into messenger RNA
that codes for viral proteins and also serves
as virion genomic RNA. The virion RNA
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Fig. 1 Retrovirus replication cycle. The viral envelope
glycoproteins (red structures) on retroviral particles attach to
a specific receptor (multiple colors) on the cell surface leading
to fusion and entry of the virion core into the cytoplasm.
Sometimes viruses, like HIV-1, use a coreceptor (yellow) for
fusion and entry into the cell. The viral RNA (two identical
copies) in the virion core is reverse transcribed into
double-stranded DNA. PIC are formed in the cytoplasm. IN
(dimer, green circles) is located at the ends of the viral DNA
in the PIC. These nucleoprotein complexes are transported
into the nucleus by one of several different mechanisms
depending on the particular retrovirus. The viral DNA is
integrated by IN into the cell DNA, which is subsequently
transcribed into viral RNA. The full-length viral RNA and
spliced messenger RNAs are transported into the cytoplasm
for protein translation. Viral proteins along with full-length
RNA are assembled together as immature virus particles at
the plasma membrane prior to release of new infectious
virions. (See color plate p. xxxvii.)

is transported along with viral precursor
polypeptides and cellular proteins to the
cell membrane where immature, nonin-
fectious virus particles are formed. The
immature virus particles incorporate the
plasma membrane from the cell as part of
its membrane structure. During release of
the immature particles, the viral protease
processes the viral precursor polypeptides

allowing the production of new infectious
virus particles. These virions infect ad-
jacent cells and the replication cycle is
repeated. HIV-1, the infectious human
retrovirus that causes AIDS, follows the
earlier-mentioned pathway. Variations of
the replication pathway exist within the
large family of retroviruses, but all in-
clude reverse transcription of the RNA and
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integration of the viral DNA genome into
cellular DNA.

1.2
Consequences of Integration

Following integration of the viral DNA
genome into the host chromosomes, the
parasitic retrovirus utilizes host-cell ma-
chinery to self-replicate. In model systems,
some proviruses do not adversely affect cel-
lular genes because either the viral DNA
integrates into nonessential regions of the
chromosomes or because cellular mech-
anisms silence the provirus. In addition
to being responsible for the production of
new virus particles, the integrated provirus
can exert multiple effects onto the infected
cell. The integration process is essentially
irreversible, although on occasion, host-
cell mediated homologous recombination
between the ends of the integrated DNA
eliminates most or all of the viral inter-
nal genes. The remaining viral regulatory
signals in the cell DNA can influence the
transcription of cellular genes just as they
do with the intact provirus.

Proviruses can produce mutations in
cellular genes that affect the growth prop-
erties of the cell. Mutations in these
genes result in either overproduction or
alterations of normal growth control pro-
teins modifying the replication properties
of cells in culture. These abnormal cells
can cause cancers when introduced into
animal model systems. In some cases,
integration of the viral DNA allows the
simultaneous transcription of viral and
cellular genes together into one messen-
ger RNA that is subsequently packaged
into virion particles. This ‘‘capturing’’ of
cellular growth regulatory genes into in-
fectious virions results in the transduction
of cellular genes from infected cells to
normal cells. Further discussion of the

consequences resulting from viral DNA
integration into various regions of the hu-
man chromosome will be presented later.

In summary, studying the genetic con-
sequences of retroviral DNA integration
into the host chromosomes of cells and
the use of various animal model systems
has enabled scientists to further their pur-
suit to understand human cancers. The
initial discovery of the ‘‘capture’’ of reg-
ulatory cellular genes by retroviruses has
prompted scientists to identify many cel-
lular regulatory genes.

2
Retrovirus Preintegration Complexes

2.1
Physical and Molecular Properties

The virus particle is fused with the
plasma membrane and it enters the
cytoplasm of the cell (Fig. 1). During
and following reverse transcription, the
viral IN (integrase) associates with viral
DNA to form a cytoplasmic nucleoprotein
complex termed PIC (Fig. 1). They can
be purified from the cytoplasm of virus-
infected cells. The PIC are physically
large having a sedimentation velocity of
∼80 to 120 S. Within the PIC, IN first
removes two nucleotides from the 3′ OH
blunt-ended termini of the linear DNA
genome. IN forms a stable association
with the 3′ OH recessed ends of the
viral DNA. PIC are then transported into
the nucleus and IN inserts the two 3′
OH recessed DNA ends in a concerted
fashion into the host genome (Figs. 2 and
3). A successful insertion of both viral
DNA ends into the host DNA is termed
full-site integration. This event can be
mimicked in vitro by introducing purified
PIC to an exogenously supplied DNA
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Fig. 2 Pictorial representation of how IN holds the two
viral DNA ends together within PIC at the time of
integration into the host genome. The entire linear viral
DNA (10 kbp) is not drawn to scale as indicated by the dark
lines in the viral DNA. The ends of the DNA are inserted by
IN (illustrated as dimers) into the host or target DNA. IN
recognizes specific att site sequences at the viral 3′ OH
recessed DNA ends (Fig. 5). To produce the appropriate
host-site duplications upon integration into the target DNA,
the distances between the 3′ OH ends held together by IN
in PIC must be in the ∼16 to 20 Å range (Fig. 3). The

number of IN subunits required at the ends of the viral DNA for full-site integration is unknown. A
tetramer is shown for illustration purposes only. The three separate domains on these simple models
of IN are also not drawn. Several cellular and viral proteins associated with the PIC are represented as
gray and light blue objects. This model displays the viral DNA ends in a parallel fashion although the
ends could also exist in an antiparallel fashion. (See color plate p. xxviii.)

target (Fig. 2). Molecular analysis shows
that the 3′ OH ends act as nucleophiles
that form a covalent linkage between
the viral ends and the 5′ ends of the
target DNA at staggered sites of insertion.
The host-site DNA gaps and the 5′ two
base-pair viral DNA that overhang at the
viral-host junctions undergo repair by
cellular enzymes, producing an integrated
provirus (Fig. 3). The small size host
duplications created at the integration site
range from 4 to 6 bp and is therefore
a function of the specific retrovirus IN
(Fig. 3).

The mode of transport of cytoplasmic
PIC across the nuclear membrane is dif-
ferent among retroviruses and thus affects
their ability to integrate their DNA in either
dividing or nondividing cells (Fig. 1). In
addition to reverse transcriptase, IN, and
the viral DNA genome, PIC contains sev-
eral viral proteins. IN and these proteins,
along with one or more cellular proteins
(Fig. 2), appear to orchestrate the transport
of PIC into the nucleus. HIV-1 and avian
retroviruses have active transport mecha-
nism(s) because they integrate their DNA
in both nondividing and dividing mam-
malian cells. Avian retroviruses integrate
their DNA less efficiently in nondividing

mammalian cells suggesting a less effi-
cient transport mechanism than HIV-1.
Murine leukemia viruses can only effi-
ciently transport their PIC in dividing cells
when the nuclear membrane breaks down
during cell division (passive transport).

In summary, the efficiency with which
the earlier-mentioned three viruses infect
nondividing cells correlates with their re-
spective transport mechanisms across the
nuclear membrane. Understanding the ba-
sis for these restrictions is of particular
importance in the development of retrovi-
ral vectors for human gene therapy.

Retroviral vectors containing only the
essential elements required for reverse
transcription and integration can be con-
structed in vitro. These vectors have the
same integration properties of normal
retroviruses implying that they produce
structurally analogous PIC. Most vectors
(replication-defective) obtain their viral
proteins needed for the initial transduc-
tion of cells from a retroviral packaging
cell in trans, thus preventing additional
rounds of infection. Some vectors have
self-inactivating features that eliminate un-
wanted transcription from cellular genes.
Pseudotyping vectors with either specific
or nonspecific viral glycoproteins (Fig. 1)
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Fig. 3 Steps necessary for integration of the linear viral DNA
genome into the host chromosome. The 10-kbp linear
blunt-ended viral DNA is represented at the top. The different
shaped areas on the viral DNA represent different viral regulatory
regions including the terminal attachment sites for IN
recognition. IN cleaves two nucleotides from the 3′ OH termini
prior to binding to the target DNA. The target DNA represents
either the host genome or exogenously added target. IN inserts
the 3′ OH recessed ends into the target DNA at stagger sites upon
integration. Host repair enzymes remove the 5′ 2-bp overhang on
the viral DNA and fill in the gap between the host and viral DNAs.
For avian retrovirus IN, the stagger sites are 6 bp apart on
opposite strands of the target. The host-site duplications for
avian, HIV-1, and murine leukemia retroviruses are 6, 5, and 4 bp,
respectively. (Adapted from Brown, in: Coffin, J.M., Hughes, S.H.,
Varmus, H.E. (1997) Retroviruses, Cold Spring Harbor Laboratory
Press, Cold Spring Harbor, New York.)

can bestow on these vectors the abil-
ity to infect a variety of mammalian
cells including human cells. Integration
of a gene of interest carried by a retro-
virus vector into nondividing or quiescent
human cells would have a significant ad-
vantage over a vector requiring rapidly
replicating cells. For instance, HIV-1

vectors can transduce differentiated neu-
rons, quiescent hematopoietic stem cells,
and macrophages in contrast to murine
leukemia virus–based vectors, which re-
quire dividing cells.

In summary, the different integration
machineries of retroviruses have an influ-
ence in which cells of a specific retrovirus
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can efficiently replicate via integration of
their DNA. Hopefully, further progress in
the development of safe retrovirus vec-
tors will allow treatment of certain genetic
defects in humans.

2.2
Host Chromosomes Target Site Selection
In Vivo

Understanding how retroviruses preferen-
tially infect either dividing or nondividing
cells is critical for selecting a particular
retrovirus vector that is best suited for
a specific protocol or experimental ap-
proach. Is it possible to direct the insertion
of a gene of interest by a retrovirus vec-
tor into a specific region of the human
chromosome? Sequencing of the human
genome has provided a platform through
which it is determined whether retro-
viruses integrate their DNA genomes into
distinctive chromosomal regions as ob-
served in yeast retrotransposons. These
retrotransposons like retroviruses have re-
verse transcriptase and IN enzymes and
therefore employ similar modes of repli-
cation. Recent findings demonstrate that
avian retroviruses and murine leukemia
viruses as well as HIV-1 do indeed in-
tegrate their DNA preferentially into dis-
tinct regions of the human chromosomes.
HIV-1 favors actively transcribing genes,
murine leukemia virus into or near tran-
scription start sites, and avian retroviruses
show no significant preference for tran-
scription start sites but only a weak prefer-
ence for active genes. However, proviruses
exist in all of the human chromosomes in
various regions even though these retro-
viruses have integration site preferences
(∼two to threefold) for certain regions.
Therefore, it is currently not possible to
construct a retrovirus vector that directs

integration of a gene of interest specifically
into a desired chromosomal site.

The details of retroviral integration se-
lectivity remain obscure. For some yeast
retrotransposons, tethering their PIC com-
plexes to specific transcription factors
directs the integration machinery to a
specific transcription site in the yeast chro-
mosome. Several cellular proteins interact
with HIV-1 IN in the PIC. Although some
of these have been identified, there is
little genetic proof that one or more of
these proteins participate in or mediate
integration selectivity. The macroscale pat-
tern (chromosomal location) consisting of
the net distribution of integrated provirus
arises from the microscale (DNA sequence
level) selecting of IN-mediated integration.
This microscale selectivity is likely due,
at least in part, to assistance from cellu-
lar proteins. In vitro target site selectivity
data suggests that purified IN may favor
certain physical DNA structures and pos-
sibly sequences for integration. Analyses
of hundreds of viral DNA integration sites
at the sequence level will be necessary
to provide a more accurate assessment of
which mechanism(s) may direct the selec-
tivity and specificity of the PIC. Finally,
integration selectivity may have cell (like
nondividing cells) and tissue type specific
requirements, which may be discovered
by further analysis of viral DNA integra-
tion sites.

2.3
Integration Properties of Isolated PIC
In Vitro

Isolation and purification of cytoplasmic
PIC from murine leukemia virus-infected
cells first provided an idealized model
through which to understand the biochem-
istry of retrovirus integration. Again, IN
within purified PIC catalyzes the insertion
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of the two viral DNA ends in a concerted
fashion into an exogenously supplied tar-
get with high efficiency and fidelity (Figs. 2
and 3). Other genetic and biochemical
studies of PIC have enhanced our ap-
preciation of the complex structural and
functional nature of the PIC. For example,
PIC captures a variety of cellular proteins
that appear to allow the PIC to traverse
the cytoplasm and to be imported into the
nucleus. Further studies of the PIC are
also necessary for elucidating the roles of
IN and these cellular proteins in select-
ing DNA sites for integration into the host
chromosomes. For instance, recent stud-
ies demonstrate that when purified HIV-1
PIC select host target sites in vitro (Figs. 2
and 3), the ∼two to threefold preference
for active transcribing genes selectivity ob-
served in vivo is not evident. The results
suggest that the cellular environment and
the unique interactions of the PIC with
cellular proteins may be critical for inte-
gration selectivity.

3
Synaptic Complexes Capable of Full-site
Integration

3.1
Reconstitution of Synaptic Complexes
with IN and Viral DNA Substrates Capable
of Efficient Full-site Integration

It is difficult to obtain sufficient quan-
tities of PIC from virus-infected cells to
manipulate at the molecular and biochem-
ical levels. The reconstitution of synaptic
complexes possessing properties associ-
ated with PIC requires purified IN, viral
DNA substrates, and possibly other viral
and cellular proteins. It is easy to mimic
the viral genome in size and sequence
through the synthesis of model linear viral

DNA substrates using recombinant DNA
technologies. Isolation of purified IN from
virions has only been accomplished with
avian myeloblastosis virus. Recombinant
HIV-1, murine leukemia virus, and Rous
sarcoma virus (RSV) IN have been ex-
pressed in bacteria and other expression
systems. To date, only avian myeloblasto-
sis virus and recombinant RSV IN have
the capacity to efficiently assemble synap-
tic complexes holding the two viral DNA
ends in close juxtaposition to catalyze
full-site integration in vitro (Fig. 2). No
other viral or cellular proteins are required
with avian retrovirus IN for efficient full-
site integration. The fidelity for producing
the avian host-site duplications (6 bp) by
purified IN (Fig. 3) is greater than 95%
with the reconstituted synaptic complexes
closely matching the fidelity observed in
vivo with PIC.

Numerous laboratories using recombi-
nant HIV-1, murine leukemia virus, and
other retrovirus species IN have demon-
strated that these recombinant IN essen-
tially lack the ability to efficiently assemble
synaptic complexes (Fig. 2) capable of full-
site integration. Numerous nonspecific
integration reactions occur whereby IN
either inserts the viral DNA substrates
into other viral DNA substrates (autoin-
tegration) or inserts only one end into
the added target DNA (half-site integra-
tion). It appears that recombinant IN is
for the most part defective in forming the
necessary protein–protein interactions re-
quired to form a stable synaptic complex
in vitro. The possibility exists that other
cellular proteins are required for HIV-1 IN
to form stable synaptic complexes in vitro
(Fig. 2). Biochemical studies with isolated
PIC from HIV-1 and murine leukemia
virus highly suggested that LEDGF/75,
a transcription activator, and BAF (au-
tointegration barrier protein) are critical
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components responsible for nuclear trans-
port and stability of the PIC, respectively.
Genetic evidence is necessary to firmly es-
tablish if these and other identified cellular
proteins may have a role in the direct in-
tegration process of the three retroviruses
described in this chapter.

In summary, the study of isolated PIC
and reconstitution of synaptic complexes
for studying full-site integration have
limitations in comparison to the process in
vivo. However, further molecular insights
into retrovirus integration will also require
study of these integration machineries at
the biochemical level.

4
Retrovirus Integrase

4.1
Origin and Structure of IN

IN was first identified in virion core
structures isolated from purified avian
myeloblastosis virus as a homodimer of
subunits having a molecular weight of

32 000 Da each (Figs. 1 and 4). In virus
particles, IN is proteolytically processed by
a viral protease from the carboxy-terminal
domain of the precursor polypeptide for
reverse transcriptase. HIV-1 IN is sim-
ilar in size to avian IN, while murine
leukemia IN has a molecular weight of
42 000 Da. Avian and HIV-1 IN contain
three structural domains (Fig. 4). The N-
terminal domain (∼50 residues) contains
a zinc binding region, promotes multimer-
ization of IN, and is necessary for full-site
integration. The central or catalytic do-
main (∼200 residues) contains a highly
conserved triad of amino acids comprising
the conserved D,D(35)E motif, which is in-
volved in aligning divalent metal ions for
enzymatic activities. The catalytic domain
binds to both, the very terminal viral att
sequences (Fig. 5) and target DNA. The C-
terminal domain (∼35 residues) also binds
to att site sequences (∼7–10 nucleotides
from the end) to DNA target sequences,
as well as being involved in multimeriza-
tion of IN subunits. The multiple modes
of DNA binding to both viral att and tar-
get sequences by IN implies that multiple

- -

1 286D-64 D-121 E-157

Zn++ binding
multimerization

Catalytic domain

Active site
Viral DNA binding
Target binding
Multimerization

C-terminal domain

Multimerization
Viral DNA binding
Target DNA binding

RSV  IN 

P-ser

N-terminal domain

N - C

1 HH–CC

Fig. 4 Schematic representations of avian retrovirus IN. The Rous sarcoma
virus (RSV) IN is 286 residues in length (top). The N- and C-termini are
marked. The HH–CC (N-terminal domain), the conserved D,D(35)E motif
(catalytic domain), and the C-terminal domain are indicated below the box.
The functions associated with each domain are listed below. RSV IN is
phosphorylated at Ser282. HIV-1 IN has a similar domain structure but is not
posttranslationally modified.
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Fig. 5 Retrovirus att DNA sequence
requirements for full-site integration.
For simplicity, only one each of either
the U5 or the U3 terminal sequences
presence on linear viral DNA are
shown. Both U3 and U5 att sites are
necessary for full-site integration in
vivo. HIV-1 U5 terminal sequences are
shown on the top line. Below these
sequences are circles indicating either
a major, minor, or little requirement
for IN enzymatic activities observed
both in vivo and in vitro. The dash
below each nucleotide indicates no
requirement for IN activities. Murine
leukemia virus terminal att sequences
(not shown) are different than those

−AA

−TG

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
A C T G C T A G A G A T T T T C C A C A C

A C G A T C T C T A A A A G G T G T G
− − − − − − − − −

HIV-1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
T T T G T A G T C T T A T G C A A T A C T

A C A T C A G A A T A C G T T A T G A
− − − − − − − −

Avian retrovirus

Viral att DNA sequence requirements for full-site integration

IN processing

HO

HO − − − − − − − − −

Major requirement
Minor requirement
Little requirement

− − − − − − − − −

shown for HIV-1. Similar requirements exist for murine sequences at these positions as shown for
HIV-1 IN. The bottom line contains the U3 terminal sequences of avian retroviruses with the
indicated requirement circles below each nucleotide. The arrow demonstrates IN cleaving two
nucleotides from the blunt-ended viral DNA end. This cleavage occurs with all retrovirus IN.

subunits participate in full-site integration
(Fig. 2).

The atomic structures of the three
domains of IN have been determined
individually or in two domain pairs. In
solution as well as in crystal structures, the
domains exhibit dimeric forms possessing
huge surface areas for binding viral and
target DNA, as well as for protein–protein
interactions between the paired domains.
Neither the structure of full-length IN nor
IN bound to viral DNA att sites have
been obtained.

4.2
Viral DNA–IN Synaptic Complexes

Investigators have exerted considerable
effort to understand IN-viral DNA inter-
actions in the hopes of designing drug
molecules that inhibit HIV-1 IN. Investi-
gations into the multidomain structures
of IN (Fig. 4) provided molecular insights
into IN activities, including 3′ OH pro-
cessing, host target site selection, and
strand transfer activities (full-site and

half-site integration) (Fig. 3). For instance,
IN cleaves specifically at the highly con-
served CA dinucleotide in the viral att
site (Fig. 5). IN exhibits no apparent bind-
ing preference for blunt-ended viral DNA
ends over ends with other DNA sequences.
Specificity appears to occur through con-
formational changes in IN that occur upon
binding with the 3′ OH recessed ends.
These conformational changes lock the
complex into its proper ‘‘strand trans-
fer configuration,’’ permitting subsequent
catalysis (Fig. 5). For full-site integration,
IN specifically holds the two att viral DNA
ends in close juxtaposition (Fig. 2) requir-
ing only the very terminal att sites as
shown in Fig. 5. The point of joining in
the target DNA by two active sites on dif-
ferent dimers of avian IN are known to
be spaced 6 bp apart on opposite strands
(Fig. 3), that is, ∼18 Å for helical DNA. On
the basis of in vitro experiments, several
models have been proposed for IN–DNA
complexes. Most of the models are com-
posed of an IN tetramer (dimer of dimers)
with two ends of viral DNA with only two
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active sites out of four involved in full-
site integration. An octamer of IN has also
been proposed for holding together the
viral DNA ends in the presence of target
DNA. In summary, intensive investigation
of the biochemical machinery has revealed
the complex associations of IN with vi-
ral DNA att sites both within PIC and
reconstituted synaptic complexes.

5
Human Gene Therapy

5.1
Success and Failure

HIV-1, murine leukemia, and avian retro-
viruses have preferences in selecting host
sites for integration into host chromo-
somes. This preference by PIC to integrate
viral DNA into different regions of the
human chromosomes has added to our
understanding of host-site selection, pos-
sibly permitting the insertion of genes of
interest using retrovirus vectors. Consid-
erable caution is necessary as illustrated
by the use of murine leukemia virus as a
vector for insertion of a gene to correct
human X-linked severe combined im-
munodeficiency. Several years after gene
therapy, two of the eleven successfully
treated children developed T-cell leukemia
because the vector inserted next to a hu-
man T-cell regulatory gene (LMO2), led
to aberrant transcription and expression
of the gene. These human cases of gene
therapy–induced leukemia have long been
understood to occur in animal model sys-
tems where different types of cancers
have been induced by various retroviruses,
called insertional mutagenesis. Currently,
besides human safety concerns, the size of
the gene of interest capable of being pack-
aged within retrovirus vectors is limited to

∼8 to 10 kbp of sequences. In summary,
future studies may permit the develop-
ment of gene therapy devices that harness
the unique power of retroviruses, provid-
ing safe treatment of a variety of genetic
diseases in humans.

6
Ubiquitous Nature of Mobile DNA
Elements

Retroviruses are not the only DNA ele-
ments that have the potential to transduce
their genetic information from cell to
cell. As previously stated, yeast retrotrans-
posons have the ability to move within the
same cell using a similar replication and
integration cycle as retroviruses. Retro-
transposons exist also in the genomes of
a large variety of fungi, plants, and verte-
brates. For example in plants, the genome
of maize (corn) is composed of ∼50%
retrotransposon elements. Many mobile
DNA elements that are either similar or
dissimilar to retroviruses can modify chro-
mosome structure and function. Some of
these elements are active, although most
are inactive and comprise a large percent-
age of animal and plant genomes. These
elements move within the cell and do
not require an exterior envelope struc-
ture associated with retroviruses (Fig. 1).
We are now just beginning to understand
the ubiquitous presence of mobile DNA
elements in nature relative to the evolu-
tionary paradigm.

7
Perspectives

The study of retrovirus integration has
far-reaching effects on human health.
Retroviruses are of particular concern
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and interest because of the obvious HIV-
1/AIDS pandemic, and because they can
potentially serve as tools for human gene
therapy. The current clinically proven
therapy for HIV-1/AIDS consists of com-
binations of drugs known as highly active
antiretroviral therapy (HAART) to the vi-
ral catalytic enzymes. The use of HAART
directed against the HIV-1 reverse tran-
scriptase and protease has effectively re-
duced the virus loads in HIV-1 infected
individuals with concurrent reduction of
diseases and death rates. The emergence
of HIV-1 strains that are resistant to
these inhibitors necessitates development
of unique antiviral drugs. Inhibitors to
IN are in human clinical trials. The bi-
ological and biochemical studies of PIC
and IN of all three retroviruses have aided
scientists in identifying these new IN in-
hibitors. Hopefully, the future will bring
retrovirus vectors that can function safely
in human gene therapy. More information
on human gene therapy including retro-
viral and other viral vectors is available at
http://www4.od.nih.gov/oba/rac/
clinicaltrial.htm.
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Keywords

Action Spectrum
A method of analyzing the effect of different wavelengths of light on a biological
response to characterize its spectral sensitivity and photopigment type.

Arabidopsis
Arabidopsis thaliana (mustard plant). A plant widely used in genetics research.

bHLH
Basic helix-loop-helix, a structural feature of many proteins capable of binding DNA.

Chromophore
The light-absorbing moiety of a photopigment.

Circadian Rhythm
A biological rhythm that persists under constant conditions with a period length of
around 24 h. From the Latin ‘‘circa’’ and ‘‘diem,’’ about a day.

Circadian Time (CT)
The subjective internal time of an organism under constant conditions. By convention,
CT 12 corresponds to activity onset for a nocturnal species, whereas CT 0 designates
activity onset for a diurnal species.

Clock Gene
A general term used to denote a gene involved in the normal functioning of the core
oscillator of the circadian system (see text for details).

Clock-controlled Gene
A gene whose expression is regulated directly by the core oscillator mechanism.

Cyanobacteria
Photosynthetic bacteria, often called blue-green algae.
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DD
Abbreviation for constant darkness.

Diurnal
An activity or process that occurs during the daytime (light).

Drosophila
Drosophila melanogaster (fruit fly). A common model organism in genetics research.

E-box
A nucleotide motif, CACGTG, involved in enhancing the expression of many
clock genes.

Eclosion
Hatching or emergence of an adult insect from its pupal case.

Entrainment
The process by which a biological oscillator is phase locked to a rhythmic
environmental stimulus such as the light–dark cycle.

Free-running
The endogenous rhythm exhibited by a circadian system under constant conditions.

LD
Abbreviation for a lighting regime composed of alternating periods of light and dark.

LL
Abbreviation for constant light.

Masking
The phenomena whereby an external factor directly affects the expression of an overt
circadian rhythm.

Neurospora
Neurospora crassa (bread mold). A filamentous fungus commonly used in
genetic research.

Opsin
The protein component of animal photopigments. Opsins utilize a vitamin A
chromophore and possess a characteristic absorbance spectrum.

Oscillator
A system capable of producing a regular fluctuation of an output around a mean. In
circadian biology, an oscillator often refers to the molecular mechanism within a cell
capable of generating a self-sustained rhythm with a period ∼24 h.
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Overt Rhythm
An observable rhythm that is directly or indirectly regulated by the circadian clock.

Pacemaker
An anatomical correlate of an oscillator, capable of both maintaining its own oscillation
and entraining additional oscillators.

PAS Domain
Sequence motif found in many clock proteins, often associated with protein–protein
interactions.

Period
The regular time interval between phase points (reference points) on an overt rhythm.

Peripheral Oscillator
A term that has been used to refer to an oscillator located in tissues that are capable of
regulating local circadian rhythms. Also referred to as a slave oscillator.

Phase
A specific reference point in the cycle of a rhythm; for example, the daily onset of sleep.

Phase shift
A single, persistent change in phase brought about by the action of a zeitgeber.

Photoentrainment
The entrainment of the circadian system by a light–dark cycle.

Photoperiod
The period of light and dark over a specific period, usually 24 h.

Photopigment
A molecule that is capable of transducing the absorbance of a photon into an
intracellular response.

SCN
Suprachiasmatic nuclei. Paired nuclei within the basal hypothalamus that function as
the circadian pacemaker in mammals.

State Variable
A term used in mathematical modeling of oscillators, referring to a quantity that
changes with time. More generally, a term used to denote a variable essential for
defining the state of a system. Sometimes applied to the essential components
(genes/proteins) required to generate a circadian oscillator.
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Tau (τ )
The endogenous period of a free-running biological rhythm.

Temperature Compensation
A characteristic of circadian rhythms, whereby changes in temperature do not
significantly alter the period. A Q10 close to 1.

Zeitgeber
‘‘Time-giver,’’ from the German, referring to an environmental signal capable of
entraining a clock-driven rhythm.

Zeitnehmer
‘‘Time-taker,’’ from the German, referring to an output from the clock that can feed
back to regulate the input pathway. The action of light on the clock is often gated by the
clock itself. The rhythmic regulation of an input pathway can generate a rhythmic
entraining stimulus even under constant conditions.

� We are ruled by time and we need to know the time to tell us what to do. But the
clocks that instruct us to wake, eat, and go to bed are unnatural. In our modern
world, we are being driven by the energy states of an electron in the cesium atom
and use machines to hack our day into hours, minutes, and seconds. Yet, despite
the atomic clock, our bodies answer to another more persistent beat that probably
started to tick shortly after life evolved. Embedded within the genes of us, and almost
all life on earth, are the instructions for a biological clock that marks the passage
of approximately 24 h. Biological clocks drive or alter our sleep patterns, alertness,
mood, physical strength, blood pressure, and every other aspect of our physiology
and behavior. Under normal conditions, we experience a 24-h pattern of light and
dark, and our clock uses this signal to align biological time to the day and night. The
clock is then used to anticipate the differing demands of the 24-h day and ‘‘fine-tune’’
physiology and behavior in advance of the changing conditions. Body temperature
drops, blood pressure decreases, and tiredness increases in anticipation of going
to bed. While, before dawn, metabolism is geared up in anticipation of increased
activity when we wake. The past decade has witnessed remarkable progress in the
understanding of circadian rhythms in many different organisms. Much of what
we know of the molecules that make up our biological clockwork has been learnt
from the fruit fly (Drosophila) and mouse. It is remarkable that species separated by
hundreds of millions of years of evolutionary history are united by the ways in which
they generate biological time. The understanding of the molecular basis of circadian
rhythms is one of the first success stories arising from the genome sequencing
projects, and is currently one of the best examples we have of how genes and their
protein products give rise to complex behaviors.
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1
Introduction

The term ‘‘chronobiology’’ is derived from
the Greek (chronos for time, bios for life,
and logos for study), and is used to denote
the study of ‘‘biological clocks’’ within liv-
ing organisms. These internal clocks exist
in all eukaryotes and have been identified
in some prokaryotes. Indeed, the posses-
sion of such a clock has been regarded
by many as one of the signatures of a liv-
ing organism. Biological clocks provide an
organism with an internal representation
of a timed and predictable environmen-
tal event such as the 24-h rotation of the
earth and the consequent rising or setting
of the sun, or the annual change of the
seasons. Knowledge of these predictable
events allows an organism to prepare in
advance of the changed circumstances,
and so avoid the dangers and exploit the
advantages of the ‘‘new’’ environment.
A biological clock can be considered to
‘‘fine-tune’’ an organism to its temporal
niche. This advanced warning provided
by the clock is necessary because dif-
ferent physiological or behavioral states
cannot be switched instantly. For exam-
ple, the transition from sleep to wake
requires several hours in most mammals
and involves the complete realignment of
almost every biological system and pro-
cess. If an organism waited to trigger its
biology in response to a major change in
environment, then valuable time would
be wasted while physiology was realigned
to generate an optimal performance. Peak
performance is demanded by natural se-
lection, where even modest advantages
are translated into long-term evolution-
ary success. Thus, almost every cellular,
physiological, or behavioral output is mod-
ulated to a greater or lesser extent by

a chronobiological process. For the ex-
perimentalist, this presents a practical
problem. We often undertake our stud-
ies at particular times of the day or night,
and as a result, the data collected may
not provide an accurate representation of
events over the whole day. Furthermore,
data collected at one time of day may
not be comparable with data collected at
other times. As shown in Fig. 1, body tem-
perature, hormone levels, reaction times,
alertness, and performance, and even our
responses to medical treatment all show
marked differences depending upon the
time of day.

The constant temporal adjustment of
physiology by an internal clock is some-
what at odds with the original concept
of homeostasis as proposed by Claude
Bernard and Walter Cannon. For them,
and the several generations that followed,
constancy was everything and deviations
away from a ‘‘set-point’’ represented a
breakdown in a homeostatic mechanism
rather than an adaptive response to a
changing environment. The teaching of
biology and medicine has been dominated
by the concept of an unchanging internal
environment. Medical students have been
expected to learn a vast range of phys-
iological parameters that described the
‘‘average human’’ over a narrow temporal
range. Blood pressure in a healthy indi-
vidual is considered to be around 120/70,
and yet at 06 : 00, it can drop as low as
60/30 in some healthy individuals. Sim-
ilarly, body temperature is not always
set at 37 ◦C, it reaches its peak around
20 : 00 and then falls by ∼1 ◦C or more
between 04 : 00 and 06 : 00 in the morn-
ing. Certain hormones, such as melatonin
or growth hormone are very low dur-
ing the day but are elevated at night,
and the incidence of epileptic seizures
increases dramatically at night (Fig. 1).
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(a) Biochemistry
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Fig. 1 Illustration of circadian rhythms in
various aspects of human physiology, including
(a) biochemistry, (b) disease incidence, and
(c) performance. Times of peak incidence are
approximate. Data taken from Smolensky, M.H.

(1996) Chronobiology and chronotherapeutics.
Applications to cardiovascular medicine, Am. J.
Hypertens. 9, 11S–21S and Carrier, J., Monk,
T.H. (2000) Circadian rhythms of performance:
new trends, Chronobiol. Int. 17, 719–732.

These lists of daily variations are endless,
and even amusing, the preferred time for
human sexual behavior in a recent sur-
vey reported in a popular magazine was
22 : 00. But what is often missed is that
these lists contain critical information re-
lating to the potential health and wealth
of our species. Jürgen Aschoff, in his
pioneering studies on human biological
rhythms, made the point that an aware-
ness of these changes is not only important
for the design of specific clinical treat-
ment paradigms but can also be used to
help gauge the likelihood of accidents and
performance-related mistakes in groups as
diverse as nightshift workers, nurses, and
fighter pilots.

After almost 100 years of detailed in-
vestigation, the study of biological clocks
has come of age, and clock-driven changes
in physiology are being incorporated
into the mainstream teaching of biol-
ogy and medicine. Although chronobiol-
ogy has not yet been entirely embraced
by the medical profession, clock-driven
changes are no longer ignored. The
concept of time-dependent variables is
replacing the ‘‘fixed set-points’’ of for-
mer years, and while this knowledge is
welcomed at one level, the life of the
health care worker has become even more
demanding. Another dimension of the
body has to be taken into considera-
tion – body time.
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2
The Properties of Circadian Rhythms

The first person to study biological
rhythms in an experimental context was
the French astronomer Jean Jacques Or-
tus de Marian. His interest in the rotation
of the earth led him to ask why the leaves
of plants move up and down during each
day in time with the 24-h rotation of the
earth. In 1727, he placed a Mimosa plant
in a cupboard and isolated it from the daily
light–dark cycle, and noted that the plant
still moved its leaves so that they drooped
when it was night and were raised up dur-
ing the day even though the plant had no
direct contact with the light–dark cycle.
He suggested that the plant had to have
some internal or endogenous knowledge
of the time of day. Some 30 years later,
Henri Louis Duhamel reasoned that the
Mimosa plants might have been respond-
ing to the daily change in temperature and
so repeated the experiment in the constant
light and temperature conditions of a salt
mine. Duhamel found the same responses
as de Marian, rhythmicity persisted un-
der constant conditions. Approximately
100 years later in 1832, a Swiss botanist
Alphonse de Candolle made the obser-
vation that under constant darkness the
period of leaf movement was not exactly
24 h and varied slightly between different
plants. Although this early work on Mi-
mosa, and the movement of other plants,
was pioneering, the rigorous investigation
of biological rhythms began in Germany,
with the studies of Erwin Bünning in the
1930s. Bünning worked on the bean plant
Phaseolus and showed that leaf movement
oscillated with a mean period of 24.4 h in
constant darkness, and established one of
the critical properties of biological clocks;
when isolated from environmental cues,
they persist with a period close to but

never exactly 24 h. This near-24-h oscilla-
tion under constant conditions is known
as the free-running rhythm of the clock.
For example, the free-running period of
a mouse is approximately 23.7 h, and so
its activity will start a little earlier and ear-
lier every 24 h under constant conditions.
From the 1930s, free-running rhythms
close to 24 h were demonstrated in very
many different animals and plants, so that
by 1959, a collective term was needed to
describe such phenomena. Franz Halberg
suggested that they should be called cir-
cadian (circa about, diem a day) rhythms,
and the term has stuck. Circadian rhythms
are not the only biological clock–driven
rhythms observed in nature. Additional
rhythms have been defined on the basis
of their period under constant conditions
and relatedness to environmental cycles.
For example, circannual rhythms have
periods of approximately one year, and
have been best described in hibernating
mammals such as the golden mantled
ground squirrel, and circalunar or circati-
dal rhythms have periods of approximately
30 days and are found in many inter-
tidal organisms. Our understanding of
these other ‘‘circa’’ rhythms extends a
little beyond the knowledge of their ex-
istence, and so all further discussion of
biological clocks in this article will be
confined to those generated by a circa-
dian clock.

In parallel with the demonstration
of free-running rhythms, work in the
1950s by Karl von Frisch who studied
bees and Gustav Kramer working on
migratory birds showed that animals
must utilize an internal clock. Both
studied time-compensated sun compass
navigation. Bees and birds will orientate
their movements by using the sun as
a navigational reference point. Bees will
forage for nectar and locate different plants
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at specific times of the day, and birds will
migrate at different times of the year. On
average, the sun moves across the sky at
15◦ per hour, and both groups of animals
were shown to consult an internal clock
to compensate for this movement. For
example, in the case of birds migrating
north in the spring, they will orientate so
that the sun is 90◦ to the left at 09 : 00,
straight ahead at 12:00, and 90◦ to their
right at 15:00. For reasons that are not
exactly clear, these studies showing time-
compensated orientation had much more
of an impact on biologists, convincing
of the existence of endogenous clocks
than the demonstration of free-running
rhythms. By the mid-1950s, the stage
was set for a more formal description
of circadian rhythmicity, and onto this
scene emerged a man of remarkable
intellect, Colin S. Pittendrigh. He not
only pioneered the study of circadian
rhythms in the fruit fly Drosophila but
also applied his reasoning to a broad range
of different animal models. Pittendrigh’s
work examined the nature of free-running
rhythms, but his major contribution was
that he went on to characterize/identify
two further fundamental properties of
all circadian clocks; entrainment and
temperature compensation.

Biological clocks are temperature com-
pensated, that is, their period is more or
less constant irrespective of environmen-
tal temperatures. The clock of ectotherms
would be useless if it were not. Circa-
dian clocks do not obey the Q10 rule, a
rise of 10 ◦C does not double the period
of the oscillation. This issue of temper-
ature compensation was a major point
of controversy in the early days of bio-
logical clock research. Researchers such
as Frank Brown argued that no biolog-
ical process could possibly act indepen-
dently of temperature and the constancy

of the circadian period under different
temperature conditions must mean that
these rhythms were driven by some un-
known environmental factor related to
the earth’s rotation. One of Pittendrigh’s
experiments on this topic showed that
Drosophila would always emerge from
their pupal case (eclosion) at dawn irre-
spective of environmental temperatures.
Although his observation has now been
duplicated in many different species using
multiple circadian outputs, our under-
standing of how temperature compensa-
tion is brought about is little more than
guesswork. By contrast, the mechanisms
that adjust biological clock time to en-
vironmental time (entrainment) are far
better understood.

A biological clock is of any use only
if internal clock time is adjusted to en-
vironmental time. The classic example
of a mismatch between biological and
environmental time is ‘‘jet lag.’’ In the
natural environment, many factors could
set or ‘‘entrain’’ circadian rhythms to a
specific phase of the 24-h rotation of the
earth. Light, temperature, food availabil-
ity, or even social contact could indicate
the time of day. However, only those
factors that provide the most reliable in-
dicator will be selected by evolution to
entrain circadian clocks, and for most
species, the 24-h change in the qual-
ity of light at dawn and dusk provides
this signal or zeitgeber (time signal). In
the absence of light, other signals such
as temperature or food can act as zeit-
gebers, but if animals are exposed to
conflicting signals such as light and tem-
perature, light will invariably be selected
as the zeitgeber.

Pittendrigh was one of the first to
make a systematic study of entrainment.
He explored the effects of short pulses
of light on free-running rhythms in a
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variety of animals, including Drosophila,
maintained in constant darkness. He
showed that light had different effects
on the clock at different phases of the
circadian cycle. As the animals were
kept under constant darkness, he used
the phase of activity of the animal to
determine the position of the clock. In
a nocturnal species, activity onset was
considered to indicate the beginning of
the night and designated circadian time
(CT) 12 (the subjective night would span
CT 12–24), while in a diurnal species, the
start of activity was considered to signal
dawn and designated CT 0 (the subjective
day would span CT 0–12). Pittendrigh
observed that light pulses given to free-
running animals during their subjective
day would have no marked effect on
the clock, while light during the first
half of the night (CT 12–18) would
delay the clock – the animal would start
activity later the next day. By contrast,
light given during the second part of
the night (CT 18–24) would advance
the clock – activity would start earlier the
next day. Pittendrigh studied a range of
both nocturnal and diurnal species, and
remarkably, all showed the same basic
‘‘phase response curve’’ (PRC) to light
(Fig. 2), although the precise shape would
vary between species.

In all organisms studied to date, light
around dusk will delay the clock and light
around dawn will advance the clock, and

in this way, activity is broadly aligned to
the expanding and contracting light–dark
cycle throughout the year. The PRC
model of entrainment has been helpful
in searching for entrainment mechanisms
and the molecular components of the
circadian system (see below). However, it
does not provide a complete description of
entrainment. We do not fully understand
how light intensity, wavelength, the phase
of exposure, the length of the free-running
period, the magnitude of the advances and
delays, or even how photic and nonphotic
cues might interact to generate stable
entrainment.

The existence of circadian rhythms and
their basic properties (persistence under
constant conditions, temperature compen-
sation, and entrainment) were established
by the 1970s, and interest began to shift
to more mechanistic questions. If there
is a clock, where is it? How does it
work? How does light synchronize the
clock to local time? Is there just one
clock? How did they evolve? The an-
swers to these questions are still emerging
and are outlined in the following pages.
Progress over the past few years has
been spectacularly rapid, and currently,
there is perhaps no better example of
how patterns of gene expression and pro-
tein interactions generate a specific set
of behaviors in highly diverse groups
of organisms.
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Fig. 2 Phase response curve of the
circadian system, illustrating the
response to light administration at
different phases of the circadian cycle.
Advances correspond to an earlier
activity onset, whereas delays
correspond to a later activity onset. The
‘‘dead zone’’ represents a period of
relative insensitivity to light.
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3
The Mechanisms of Circadian Rhythmicity

Early on in the hunt for circadian
mechanisms, a conceptual framework
emerged that compartmentalized the cir-
cadian system of all organisms into three
basic elements: the input or entrainment
pathway, the core circadian oscillator, and
an output pathway (Fig. 3). While this
depiction has turned out to be overly sim-
plistic, largely because different molecules
often span an input/oscillator or oscilla-
tor/output function, it has nevertheless
provided a valuable model to develop ex-
perimental questions and compare the
various elements of circadian systems
in different organisms. For this reason,
we have organized the information be-
low using the entrainment > oscillator >

output format, as diagrammed in Fig. 3,
and have considered the circadian sys-
tem of six model organisms, Drosophila,
mouse, zebrafish, Neurospora, Arabidopsis,
and cyanobacteria. We have selected these
species to provide taxonomic breadth to
the discussion of how the molecular clock
might be generated and because rightly
or wrongly, these species are the focus of
genomic analysis.

3.1
Drosophila

Drosophila has proved to be a criti-
cal organism in the study of many

biological processes, but few more so than
the circadian clock. Studies in the fly
have formed the historical backbone of
most of what we know about circadian
clocks, and, as such, no review can cover
all of the contributions made by this or-
ganism. The power of Drosophila forward
genetics and the use of mutant screens
to identify molecules involved in a com-
plex biological process, about which one
has no a priori knowledge, is best exem-
plified by the use of the fly to examine
clock function. Most of the critical clock
genes in animals have been identified in
this organism, as the following sections
demonstrate. Furthermore, once a gene
has been isolated, research on Drosophila
has helped frame a set of questions that
have been used by the whole field of cir-
cadian biology to help establish whether
a gene encodes a real component of the
clock. These questions can be summa-
rized as follows: (1) Do mutations in the
gene cause changes in period or arrhyth-
micity of output rhythms? (2) Does the
abundance or activity of the gene oscillate
with the same period as the overt rhythm?
(3) Does the constitutive expression of the
gene result in arrhythmicity of the overt
rhythm? (4) Do entrainment signals mod-
ify levels or patterns of gene expression?
(5) Can the protein product alter the ex-
pression of its own gene? As we shall
discuss below, many ‘‘clock genes’’ do not
fulfill all of these criteria, but address-
ing these questions has provided a useful

Fig. 3 Basic model of circadian system. A
schematic depiction of the components of a
circadian system, including an environmental input,
an oscillator, and clock-controlled output. The
mammalian system is shown as an example, with
light-entrainment signals detected by the eye,
providing an input to the SCN oscillator via the
retinohypothalamic tract, and the SCN driving
circadian patterns of locomotor activity.

Eye SCN

Locomotor
activity

Entrainment Oscillator Output

Light
RHT
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experimental framework for defining their
possible function(s).

3.1.1 Entrainment
A clock is not a clock unless it can be set to
local time. So how does the Drosophila
clock detect light? In a larger animal,
such as a rodent, one would begin to an-
swer such a question by performing lesion
studies, physically removing the structures
likely to be involved. In a sense, this is
also exactly what one does with Drosophila,
but instead of using a scalpel, one uses
the identification of specific mutants. The
identification of mutant flies that lack or
have modified circadian light responses is
a very powerful approach. This approach is
made even stronger when combined with
another powerful tool for the examination
of light responses in general, the genera-
tion of action spectra. All photopigments
have distinct light absorbance characteris-
tics, peaking at a particular wavelength,
and acting as a ‘‘spectral fingerprint’’
that can be used to distinguish between
the various types. By determining the
specific wavelengths that optimally regu-
late/activate a particular response, usually
entrainment or phase shifting in a cir-
cadian experiment, an action spectrum is
generated and compared to the absorbance
profiles of known photopigments. This
comparison is a critical step in identify-
ing the light-detecting molecules involved
in a particular pathway.

Action spectra have been generated in
Drosophila from as early as 1969 in D.
pseudoobscura through to 2001. Over this
32-year period, a range of responses have
been examined, including phase shifts of
eclosion and locomotor behavior, and a
surprising range of peak photosenstivi-
ties have been reported. Some of the
reasons for this variation will become ap-
parent later in this section. An apparently

straightforward question might be, does
Drosophila use an opsin/vitamin A- or non-
opsin-based photopigment? An examina-
tion of phase delays in the eclosion rhythm
showed a number of peak photosenstivi-
ties, mainly in the ‘‘blue’’ at 457 nm, but
also around 375, 435, and 473 nm. The
lack of a typical ‘‘smooth’’ opsin/vitamin
A action spectrum was more suggestive
of a flavoprotein response. This argument
was supported by studies in which flies,
deprived of carotenoids in their diet and
showing a marked decline in the sensi-
tivity of normal visual light responses,
failed to show any significant alteration
of their circadian eclosion. By contrast,
when action spectra were generated for
phase shifts of the locomotor rhythms,
peak sensitivities were recorded around
500 nm, and these curves extended into
the ‘‘red’’ region of the spectrum. These
data fit more precisely with results that
would be predicted if an opsin/vitamin
A–based photopigment was involved in
the circadian light response.

The results for the wild-type fly are
surprisingly complex, with data supporting
a role for both opsin- and non-opsin-
based pigments. Some of this complexity
might be due to the wide range of light-
detecting structures found in insects, and
specific mutants, lacking particular photic
structures, will be required to clarify this
situation. Insects like Drosophila possess
two large compound eyes, as well as
a variety of extraocular photoreceptive
structures including several ocelli, and the
relatively recently described H-B eyelets
(after Hofbauer and Buchner). It may be
likely that additional, as yet unidentified,
light-responsive structures also exist. The
H-B eyelets are of considerable interest.
These structures, each composed of four
photoreceptor-like cells and expressing the
Drosophila rhodopsin gene Rh6, as well as
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arrestin, have direct projections to specific
ventral lateral neurons (LNv) within the
brain of the fly. These LNv cells are of
particular importance in the Drosophila
circadian system, as they are clearly
responsible for generating the rhythm in
locomotor activity, and as such are seen
as the ‘‘master’’ pacemaker within the
fly (see below). This direct link between
master clock and photoreceptive structure,
though correlative, is strongly suggestive
of the fact that these H-B eyelets may play
a role in clock entrainment.

The results from several Drosophila
mutants help confirm the importance of
these H-B eyelets. The mutant fly sine
oculis1 lacks compound eyes, but retains
the extraocular photoreceptive structures,
the H-B eyelets. The action spectrum
from these mutants revealed two distinct
peaks of sensitivity at 420 and 480 nm.
An additional loss of function mutant
called glass60j (as well as the double
mutant sine oculis1:glass60j) produces an
animal that lacks all compound eyes and
H-B eyelets. Action spectra performed
on these mutants produced only one
peak of sensitivity at 420 nm. These
experiments clearly demonstrate that the
H-B eyelets are involved, in part, in light-
induced phase shifts, responding to light
primarily at 480 nm. This peak sensitivity
is quite close to the absorbance of 515 nm
reported for the rhodopsin 6 (Rh6) gene
found to be expressed in these cells.
Remarkably, however, the glass mutant
is still able to show light-dependent
phase shifts in activity, even though it
lacks all known ocular and extraocular
photoreceptive structures. There must be
additional light-responsive cells in the fly
and these must have a peak of sensitivity
in the region of 420 nm.

An apparent answer to this prob-
lem was solved by the discovery of the

blue light–absorbing proteins, the cryp-
tochromes, and the isolation of another
Drosophila mutant crybaby (cryb). The cryp-
tochromes are flavoproteins, using a pterin
or flavin (FAD) as a cofactor, which ap-
pears to act as a primary chromophore,
absorbing light primarily in the ‘‘blue’’
wavelengths. These molecules are closely
related to the DNA repair enzymes, the
photolyases, and as such have not only
an ancient evolutionary history but are ex-
pressed widely in a number of cell types.
The cryb mutant fly was discovered as an
arrhythmic animal in terms of period and
timeless gene expression (see Sect. 3.1.2),
as measured in period-luciferase trans-
genic animals. This lack of rhythmicity
could represent a defect in their central
clock mechanism, or a lack of entrain-
ment (due to lack of photosensitivity), and
subsequent asynchronous clock gene oscil-
lations within the animal. These flies also
cannot phase shift in response to short
light pulses and fail to become arrhyth-
mic in constant light, as do wild-type flies.
Furthermore, these behavioral defects in
the cryb flies can be partially overcome by
specifically overexpressing wild-type cry+
in the lateral neurons. This important re-
sult shows that these neurons themselves
are directly light responsive, and that cryp-
tochrome can act intracellularly as part of
a local photoentrainment pathway. How-
ever, these mutant flies are still capable
of entraining to a light–dark cycle, as are
the molecular oscillations within the lat-
eral neurons. Also, cryptochrome clearly
appears to have a role in the mechanism
of peripheral oscillators outside of the lat-
eral neurons (see below). Cryptochrome is
clearly not the only element of the photo-
sensory pathway leading to entrainment
of the circadian clock. Only when the
double mutant glass60j:cryb is generated,
are totally clock-blind animals produced.
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These double mutants are not capable of
showing phase shifts or entrainment, as
measured by a variety of circadian clock
parameters. The amazing conclusion is
that Drosophila use a range of independent
mechanisms to set the circadian clock.
Clearly, a cryptochrome-dependent mech-
anism within the lateral neurons is capable
of responding to light and adjusting the
clock. Also, the H-B eyelets respond to
light, probably using an opsin/vitamin
A–based molecule (Rh6). Furthermore,
there also appears to be an influence of
photoreceptors within the compound eyes
on resetting. These multiple pathways into
the clock give Drosophila great flexibility in
terms of their circadian light response,
and may extract much more informa-
tion about the environmental lighting
conditions than we initially expected. Dif-
ferent pathways appear to entrain different
aspects of the circadian system, with,
for example, the cryptochrome-dependent
pathway being mainly involved in entrain-
ing the evening peak of activity, whereas
retinal and extra retinal structures primar-
ily influence the morning peak. One major
advantage of such a system is that these
animals may be able to determine more
than simply the presence or absence of
light, but actually sense whether they are
seeing ‘‘morning’’ or ‘‘evening’’ light, a
very useful feature for a clock-related pho-
tosensory system.

3.1.2 Oscillator
The first mutant screens in Drosophila
were started as far back as 1968 in
Seymour Benzer’s laboratory, and over the
following 35 years, forward genetic efforts
have provided us with most of what we
know about the clock mechanism. The first
circadian fly mutant was isolated in a pupal
eclosion screen and identified as flies that
either hatched randomly with respect to

the light–dark cycle (aperiodic) or emerged
earlier or later than expected from their
pupal cases. These mutations mapped to
the same locus, named period or per, and
when placed into constant darkness, three
distinct mutant alleles were identified,
perS (Short) with a free-running period of
∼19 h, perL (Long) with a period of ∼29 h,
and per0, which are aperiodic.

It was a further 16 years until the period
(per) gene itself was isolated and a couple
more until the sequence was published.
The PERIOD (PER) protein contains what
has become known as a PAS domain,
named after the proteins in which they
were first identified: Drosophila PER, the
human aryl hydrocarbon receptor nuclear
translocator (ARNT) and the Drosophila
single-minded protein (SIM), and is a
stretch of amino acids thought to be
involved in protein–protein interactions.
The PER protein, therefore, has a partner
as we shall see below. PER in Drosophila
lacks a basic helix-loop-helix (bHLH) DNA
binding domain, and as such, does not
appear to be a DNA binding/transcription
factor. Oscillations of protein and mRNA
were observed with an interesting 4- to
6-h delay between the peak of transcript
and the subsequent peak in PER protein.
Furthermore, constitutive overexpression
of the PER protein inhibited cycling of
the period transcript, and so a negative
feedback loop between protein and gene
expression was strongly suggested.

PER was clearly an important and central
clock component, and it remained the
only one for quite some time. Then,
finally, the protein partner of PER was
discovered in 1995. Gekakis and colleagues
isolated a protein called TIMELESS (TIM)
through use of a yeast two-hybrid screen,
in which PER-interacting proteins could
be identified. At about the same time, the
timeless (tim) gene was positionally cloned
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and sequenced by a second group as part
of an analysis of the timeless mutant fly,
which showed a loss of behavioral and
per gene rhythmicity. Then there were
two, but how the clock might work still
required the isolation of at least three more
critical genes.

For once, Drosophila lagged behind the
mouse in the identification of novel clock
components. In 1997, the first vertebrate
clock gene, Clock, was cloned following a
large-scale mutant screen in the mouse
(see Sect. 3.2.2). Within a year, however, a
homolog of mouse Clock, dClock (Clk), had
been isolated as part of an ongoing large-
scale clock mutant screen in Drosophila.
The homozygous dClock mutant flies
were arrhythmic in terms of locomotor
behavior and eclosion, and perhaps, more
interestingly, showed very low levels of
both PER and TIM protein. As in the
mouse CLOCK protein, dCLOCK (CLK)
is a bHLH transcription factor, which
also possesses a PAS domain. A protein
partner had already been discovered for
mouse CLOCK, called BMAL1, and it was
not long before an equivalent gene was
identified in Drosophila. The Drosophila
homolog is known as cycle (cyc) and again
was identified as an arrhythmic fly in
a Drosophila locomotor screen. As with
mammalian BMAL1, CYCLE (CYC) is a
bHLH PAS domain–containing protein
that forms a heterodimer with CLK. The cyc
mutant also shows reduced levels of TIM
and PER protein expression. Considerable
similarity is clearly apparent between
the putative clock mechanism of both
Drosophila and mammals (see Sect. 3.2).
CLK and CYC bind to regulatory elements,
called E-boxes (CACGTG), within the
upstream promoter regions of per and
tim. This positive transcriptional activation
increases the transcript levels of both per

and tim, and explains the low levels of both
seen in the Clk and cyc mutants.

One additional Drosophila clock mutant
was also discovered in 1998. Three alleles
of the double-time (dbt) mutant fly were
identified, with a short- and long-period
form (dbtS and dbtL). The third allele
dbtP was lethal in the pupal stage, but
eliminated oscillations of PER and TIM
proteins in the larva. Mapping and cloning
of this mutation revealed it to be a
homolog of mammalian casein kinase I
epsilon. In the dbtP mutation, PER protein
accumulated in a hypophosphorylated
form, suggesting that DOUBLE-TIME
(DBP) might well be involved in PER
phosphorylation and potentially in its
degradation.

How might the clock components, de-
scribed so far, actually fit together to
generate a circadian oscillation? Though
additional clock mutants have been dis-
covered, some of which will be discussed
below, the core mechanism can be deduced
from research on the elements described
above (Fig. 4). The per gene appears to
be activated in the afternoon, as a con-
sequence of the binding of the positive
transcriptional activators CLK and CYC,
acting as a heterodimer on E-box elements
within the per promoter. However, the
PER protein does not begin to accumu-
late for some time. The reason for this is
believed to be a consequence of the action
of the casein kinase, DBT, which phospho-
rylates PER monomers and targets them
for proteolytic degradation. Recently, an F-
box/WD40-repeat protein, called SLIMB,
has been shown to interact in a preferential
manner with hyperphosphorylated PER
and target it for ubiquitin-proteosomal
degradation. PER is protected from this
degradation only when sufficient amounts
of the TIM protein begin to accumulate.
The PER-TIM heterodimer then begins to
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Fig. 4 The Drosophila circadian clock appears to
be composed of two interacting molecular loops.
The clock proteins, CLOCK and CYCLE, act
positively on E-boxes within the promoters of the
genes period and timeless. PER and TIM proteins
begin to accumulate in the cytoplasm but with
an approximate 6-h delay between the peaks in
transcript levels and those of the corresponding
proteins. PER monomers are phosphorylated by
the casein kinase, DOUBLE-TIME, which targets
these proteins for degradation. With the increase
in TIM protein and the formation of PER-TIM
heterodimers, PER is stabilized, and the amount
of both proteins begins to accumulate. TIM is
phosphorylated by SHAGGY (GSK3), which may
play a role in regulating the nuclear entry of PER
and TIM. Upon nuclear entry, PER (as a protein
complex) binds to CLOCK-CYCLE, repressing
their positive transcriptional activity. In this way,

PER and TIM feed back negatively to inhibit their
own expression. Expression of the clock gene
also oscillates in Drosophila. This oscillation is
thought to be due to the positive action of the
PAR domain protein PDP1 and repression by the
protein VRILLE. The phasing of the rhythms of
PDP1 and VRILLE differs, allowing for the
generation of a clock transcript oscillation. In
turn, vrille and pdp1 promoters contain E-boxes,
and so these genes are rhythmically expressed as
a consequence of the action of CLOCK and
CYCLE. The interaction of these proteins and
genes represents a second but linked circadian
molecular oscillation in Drosophila. Entrainment
of the molecular clock occurs through both
opsin and cryptochrome-dependent pathways.
Light exposure results in the degradation of TIM
(see text for details).

accumulate in the cytoplasm of the clock-
containing cells.

TIM protein itself undergoes rhythmic
phosphorylation. The kinase thought to
be responsible for this posttranslational
modification is Drosophila SHAGGY

(SGG), an ortholog of the mammalian
glycogen synthase kinase-3 (GSK3). GSK3
has been shown to have an essential
role in mammalian development, but
overexpression of Drosophila shaggy (sgg)
in particular tissues shortens the circadian
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free-running period. Mutations in sgg, re-
ducing its levels, cause a lengthening of
period and reduced TIM phosphorylation.
This change in period is thought to be
brought about by an alteration in the next
critical event in the circadian cycle, the nu-
clear entry of the PER:TIM heterodimer.
The overexpression of SGG clearly ad-
vances the timing of nuclear entry of this
complex and may explain the ‘‘faster’’ run-
ning clock. A similar role may also be
played by the phosphorylation of PER by
casein kinase, as the dbtS mutation de-
lays the apparent nuclear accumulation of
PER protein. In the mid-subjective night,
the PER:TIM heterodimers enter the nu-
cleus, possibly in combination with DBT
and perhaps other proteins, as a large pro-
tein complex.

The nuclear entry of this complex is a
critical step in the negative feedback part
of the circadian loop, as it now brings
the positive transcriptional regulators, CLK
and CYC, into close physical proximity
with the negative regulators, PER and TIM.
The negative repressive action of PER:TIM
is thought to occur as a consequence of
direct physical interaction between the
two protein complexes, which reduces the
ability of CLK:CYC to bind to the E-boxes
within the per:tim promoters. Of course,
for the positive action of CLK:CYC to
be reactivated and a new cycle to begin,
this nuclear repression must be removed.
How this occurs is not yet totally clear.
However, it is known that the removal of
TIM from the negatively acting protein
complex is a critical step and that this may
involve the action of SGG in some manner.
The TIM protein may inhibit the direct
action of DBT in phosphorylating PER,
and so a reduction in TIM would lead
to an increase in PER phosphorylation.
This increased phosphorylation may then
allow for degradation of PER protein in the

nucleus and a removal of the repression on
CLK:CYC. With the repression removed,
these positive transcriptional regulators
can act again back on the DNA to increase
per and tim transcription, beginning the
cycle anew. As light reduces PER and TIM
levels via cryptochrome (see below), this
results in a derepression of per and tim
transcription, providing a mechanism by
which light may influence the phase of
the molecular clock. These processes are
summarized in Fig. 4.

The above description is, in some ways,
a simplified description of what is thought
to occur in constant darkness (DD), but
circadian clocks are rarely exposed to
DD in living animals. The rhythmic
environment, and exposure to light, is
obviously essential for setting the clock,
as has been discussed above. However,
circadian oscillations are not only set to LD
cycles but appear more ‘‘robust’’ with the
molecular components showing a higher
amplitude of oscillation. Light probably
provides a ‘‘tonic drive’’ to these molecular
clocks as well as setting their phase. But
the critical question remains: how is the
Drosophila molecular clock entrained to
a light–dark cycle? The main action of
light on central clock components is the
light-dependent degradation of TIM via
the proteosomal degradation pathway. As
TIM is required for the stabilization of
PER, it seems likely that the reduction
in TIM levels by light will increase PER
phosphorylation (as discussed above) and
its targeted degradation.

Also, as discussed under ‘‘entrainment’’
(Sect. 3.1.1), CRY appears to play a critical
role in the light-dependent degradation
of TIM. This can be clearly shown in
cryb mutant Drosophila, lacking functional
cryptochrome, in which high levels of
stable TIM protein can be detected under
an LD cycle. The typical light-dependent
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TIM degradation is abolished in such
mutants. Thus, the current model for
molecular entrainment and an explanation
for the PRC (Fig. 2) suggests that in the
late subjective night, a pulse of light will
lead to the degradation of TIM within the
nucleus at an advanced circadian phase.
This TIM degradation, along with that
of destabilized PER, should remove the
negative regulation on CLK and CYC.
These positive transcriptional activators
are then free to act again on the promoters
of tim and per at an earlier phase and
as such cause a phase advance of the
circadian rhythm. The explanation for the
generation of phase delays is a little less
convincing, but the same light-dependent
degradation of cytoplasmic TIM occurs in
response to light pulses given in the early
subjective night. However, at this time in
the cycle, transcript levels for tim are high
and so new TIM protein rapidly replaces
that which is degraded, an event that is
thought to generate a delay in the timing
of the rhythm by extending the inhibition
of CLK and CYC. What is clear, however,
is that a complex balance of protein levels
and protein interactions, between positive
and negative acting factors, is essential to
determine the resulting phase of the clock
following exposure to light.

The interaction of CRY and TIM, as
well as that of CRY and PER, in response
to light pulses, is itself a complex event.
It has been proposed that a currently
unknown nuclear factor exists that binds
to CRY in the dark, with the effect
of preventing an interaction between
CRY and the two central clock proteins.
Upon light exposure, this nuclear factor
is displaced from CRY, allowing for
the critical interaction with TIM, which
eventually leads to TIM degradation. If
there was only one ‘‘unknown’’ nuclear
factor, we might all sleep easy, but in

reality, many more components of the
light-entrainment pathway undoubtedly
remain to be discovered in Drosophila.

The Drosophila clock seems also to have
a second transcriptional loop that runs in
parallel with the PER/TIM loop described
above. In Drosophila, Clk transcript lev-
els show a circadian oscillation, unlike
the situation for Clk in the mouse. This
raises the obvious question, how might
Clk transcription itself be regulated? The
oscillation in Clk transcript peaks in the
early day, and is antiphasic to that of
per and tim. A particular mutation in
Drosophila appears to directly influence
the levels of Clk expression. A loss of
one copy of the gene vrille (vri) causes
a shortening of circadian period, while
overexpression tends to lengthen period.
The VRILLE (VRI) protein itself oscillates,
with a peak in expression corresponding
to the trough in Clk transcript levels, and
overexpression of vri causes suppression
of Clk transcription through direct ac-
tion on the Clk promoter (Fig. 4). VRI is
the active repressor of Clk transcription.
However, a related protein PAR domain
protein 1 (PDP1) appears to be the pos-
itively acting transcriptional activator of
dclock transcription. Heterozygous pdp1
null mutant flies show a lengthening of
circadian period, and amounts of Clk tran-
script fall to very low levels in homozygous
null pdp1 mutant flies. Crucially, the tim-
ing of the rhythms of the repressor VRI and
the activator PDP1 at both the RNA and
protein levels are temporally separated, al-
lowing for differential temporal effects on
Clk expression. It is interesting that both
genes appear to be positively regulated by
CLK:CYC themselves. So, a second cir-
cadian transcription–translation negative
feedback loop appears to exist in Drosophila
in parallel but linked to the PER/TIM
loop described above. In this second loop,
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CLK:CYC increases the transcription of vri
and pdp1. VRI then feeds back negatively to
shut down expression of Clk, while PDP1
acts on the Clk promoter to stimulate its
transcription. The functional reasons for
a second loop are not immediately clear.
However, a consequence of such a system
may give the circadian oscillation an added
robustness and accuracy over the length of
many circadian cycles. Of course, it also
provides additional areas for clock modula-
tion and entrainment possibilities through
a range of environmental stimuli.

A molecular basis for temperature com-
pensation in the clock mechanism has
been suggested by a polymorphism identi-
fied in the Drosophila per gene. The two
major variants demonstrate a different
geographical distribution related to the an-
imal’s ability to maintain a circadian period
at different temperatures. Furthermore,
the identification of a thermosensitive
splicing event that occurs in the 3′ un-
translated region of the per gene, suggests
a temperature-sensitive switch in the reg-
ulation of per expression. These studies
provide fascinating clues to the molecular
mechanisms underlying the temperature
compensation of circadian rhythms.

3.1.3 Output
The two assays used in most Drosophila
mutant screens to identify novel clock
genes have been locomotor activity and
eclosion from the pupal case. Both of
these behaviors are under strong circadian
clock control. In the case of locomotor
behavior, it is clear that the clocks
residing within the lateral neurons of the
fly brain are critical for the timing of
these events. Outputs from these lateral
neurons are clearly essential for providing
the correct temporal drive to locomotor
centers within the fly brain. One gene
involved in the timing of eclosion is the

clock-controlled gene lark. Mutations in
this gene cause very early emergence
from the pupal case, advanced eclosion.
However, no effect is detected during the
period of circadian locomotor behavior.
LARK protein oscillates, even in constant
darkness, but not in per null mutant flies,
demonstrating the importance of the clock
in its regulation. Expression is restricted
to a number of neuropeptide-containing
neurons in the ventral nervous system,
which are believed to play a critical role in
the regulation of pupal eclosion.

One clock-controlled gene of particular
interest is takeout (to). This gene is acti-
vated in flies under starvation conditions
but not in flies lacking a functional clock.
In some way, the circadian clock is nec-
essary for this stress response to lack of
food, and these mutants not only die more
rapidly than wild-type flies but also show
altered locomotor rhythms. There is clearly
an interplay between the clock mechanism
and the metabolic condition of the fly. This,
of course, makes a great deal of sense. If
the fly is in a state of metabolic stress (star-
vation), then obviously the individual will
need to alter its locomotor pattern in order
to search for food. The relationship be-
tween circadian clock and metabolic state
is undoubtedly of great importance, an
idea that is supported by studies on food
restriction and entrainment of peripheral
clocks in the mouse (see Sect. 3.2.3).

As we shall see in almost all of the other
clock model systems discussed below,
the use of modern genomic approaches,
microarray, and DNA ‘‘chips’’ has been ap-
plied to the study of clock-regulated genes
in Drosophila. Several groups have per-
formed such analysis, and a wide range of
rhythmic genes have been identified. Mi-
croarray studies in Drosophila have demon-
strated very little agreement, highlighting
technical problems with transcriptome
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analysis. The inconsistency between these
studies may be due to factors such as the
specificity of the tissue under analysis, lack
of biological replication, as well as the dif-
ferent levels of stringency applied during
data analysis. An interesting finding of
microarray studies on clock gene mutants
(dClock, dper, and dtim) is that the expres-
sion level of many nonrhythmic genes
is also affected. This suggests that these
genes may also possess nonclock func-
tions, rather than being dedicated solely
to circadian rhythm generation. However,
a wide range of cellular and physiolog-
ical processes within the fly have been
implicated as being under clock control,
including aspects of metabolism, olfaction
(sensory function), learning and memory,
immune function, and so on. One of the
great pleasures of circadian clock research
is being able to torment one’s colleagues
in other fields by asking them to repeat
all of their experiments in the middle of
the night!

Drosophila not only possess circadian
clocks in the lateral neurons of the brain
but apparently light-responsive clocks also
exist throughout the tissues of their body,
a fact that is also true in zebrafish (see
Sect. 3.3 and 5.0). What these peripheral
clocks actually regulate in the fly is not
absolutely clear. However, one excellent
example of the independent function of
a peripheral pacemaker is in the control
of the olfactory system in the antennae
of the fly. An electrophysiological analy-
sis of the antennal response to food odors
showed a circadian rhythm in sensitivity.
This response continued in cultured anten-
nae, demonstrating its independence from
central clock control. Of some interest is
that this oscillation is lost in cryb mu-
tant flies. As described in the beginning of
Sect. 3.1.1, cryptochrome is thought to play
a role in light detection and entrainment

of the central circadian clock (amongst
numerous other functions). However, in
the periphery, the role of cryptochrome
appears to be much more as a clock com-
ponent rather than a photopigment, as
is the case in the mouse. This strongly
suggests that there are interesting differ-
ences in the clock mechanism between
central and peripheral pacemakers within
the fly. The antennal response is only one
example of a clock-controlled physiologi-
cal event in Drosophila. Over the next few
years, as our focus turns away from the
mechanism of the central clock, it is un-
doubtedly true that many more interesting
aspects of clock-controlled processes will
be discovered.

3.2
Mouse

The identification of the master circadian
pacemaker of the mammalian circadian
system has followed the classical ap-
proach in the neurosciences, starting with
anatomy, followed by lesions, then trans-
plantation to restore function, and finally
in vitro and in vivo analysis. One of the
major goals of neuroscience is to identify
the anatomical substrates of specific be-
havioral control systems. This has proven
frustratingly difficult in many cases, but
the achievement of locating the mam-
malian master pacemaker is one of the
success stories.

Curtis Richter’s seminal contribution to
chronobiology was to help find the location
of the mammalian clock. He conducted a
heroic series of experiments to confirm
first of all that it was the brain that housed
the clock and second, to try and estab-
lish where exactly it was in the brain.
Richter removed adrenals, gonads, pitu-
itary, thyroid, pineal, and pancreas. It was
only when he turned to the brain that he
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was able to produce arrhythmia. He made
over 200 studies, investigating what hap-
pened if he damaged the rat brain and
measured the effect of the lesion on the
rat’s locomotion, feeding, and drinking
behaviors. In 1967, Richter reported that
lesions in the front part of the hypotha-
lamus of the brain eliminated multiple
behavior rhythms. But he could not get
any closer. In the early 1970s, Friedrich
Stephan and Irving Zucker linked the
observations that the estrus cycle was de-
pendent on a small part of the brain in the
anterior hypothalamus and that there was
circadian control in the timing of hormone
release. By careful lesioning in the frontal
part of the hypothalamus, they identified
a small paired cluster of cells known as
the suprachiasmatic nuclei (SCN) as crit-
ical elements in organizing rhythms of
behavior such as drinking and locomo-
tion. At the same time that Stephan and
Zucker were performing lesions, Robert
Moore was using a different approach to
find the clock. Many studies had shown
that there was an intimate relationship
between the clock and light. Moore’s ap-
proach was to follow the light path as it
came in through the eye and see where
it went. In 1972, he and his coworkers in-
jected radioactive amino acids into the eyes
of rats. They followed the tracer molecules
as they traveled from the eye, through the
optic nerves, and concentrated in the SCN
as well as the known visual structures.
The newly found pathway from the eye
to the SCN was called the retinohypothala-
mic tract (RHT). When Moore lesioned the
SCN, there was a loss of the circadian
rhythm of the hormone corticosterone.
Between them, Richter, Moore, Stephan,
and Zucker had established that remov-
ing the whole of the SCN (but not just
a part of it) destroyed circadian rhythms
in both behavioral and endocrine outputs.

Just 20 000 or so cells seemed to be re-
sponsible for controlling the timing of
a mammal’s endogenous rhythms. Sup-
port came from Bill Schwartz who decided
to study the metabolism of the SCN.
Schwartz injected 2-deoxyglucose (2DG)
and found that the SCN is metabolically
active during the light phase of a 12 h:12 h
light–dark cycle and relatively inactive
during the dark phase. Significantly, no
other brain region showed such a dra-
matic rhythm.

By the middle of the 1980s, several
laboratories had shown that circadian
activity rhythms in SCN-lesioned adult
rats and hamsters could be restored by
transplanting fetal SCN. The final proof
that the SCN contained the ‘‘master
clock’’ came from the chance discovery
of a mutant golden hamster in Michael
Menaker’s laboratory. Martin Ralph found
that one of the hamsters in a routine
shipment of animals had a circadian
activity period of 22 h, which was far below
anything seen before. This hamster was
named the tau mutation, and subsequent
breeding experiments showed that this
was a single-gene defect and two alleles
of the tau gene resulted in a 20-h circadian
period. Ralph, Menaker, and colleagues
then used these animals as a tool to see
whether the SCN was indeed the key
oscillator. They asked the critical question:
If the SCN was taken from a 20-h mutant
and transplanted into a wild-type SCN
lesioned host, would the recipient show
a circadian period of the donor (20 h) or
of the recipient (24 h)? The results were
unambiguous. In every case, the restored
rhythm showed a period close to 20 h.
Likewise, when the transplantation was
done the other way round, from normal
to mutant, again it was the period of the
donor that was restored. This specificity
of the period was the unambiguous proof
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needed to satisfy even the severest skeptic.
The hypothesis that the SCN contained a
circadian oscillator was correct.

Soon after the tau mutant transplanta-
tion studies, other researchers found that
even individual cells in the SCN show
a circadian rhythm. A SCN was placed
into culture and the individual cells were
then dissociated from each other while
supported on a multielectrode array. SCN
neurons fire at a frequency between 0.3
and 9.9 Hz. However, the overall firing
rate of the rat SCN neurons showed a
marked circadian rhythmicity averaging
24.35 h, with peak rates of firing occur-
ring during the subjective day. So, not
only was the SCN the anatomical site of
the oscillator but it was composed of in-
dividual cells that themselves oscillated
and somehow co-coordinated their indi-
vidual firing to give an overall rhythm. The
hunt for the master circadian pacemaker
of mammals dominated chronobiology for
approximately 80 years, and establishing a
central role for this structure represents
one of the major achievements in the field.
But as we shall discuss below, the view
of a master clock within the mammalian
SCN simply driving peripheral rhythmicity
in physiology and behavior is an over-
simplification. Other tissues possess the
molecular components to generate a circa-
dian oscillation independently of the SCN,
and in many respects show patterns of
gene expression that resemble the molec-
ular clock of individual SCN cells. The
uniqueness of the SCN, however, is that
this tissue alone seems to be able to re-
store rhythmicity when transplanted into
an SCN-lesioned host.

3.2.1 Entrainment
It was assumed that in humans and other
mammals the same light-sensitive cells in
the eye that are used for vision, the rods

and cones, are also used to adjust the
clock. But in the early 1990s, unexpected
experimental results began to challenge
this assumption. It had been known
since the 1980s that the circadian system
of mammals was relatively insensitive
to light, needing both relatively bright
and long duration exposure to light to
bring about entrainment. For example,
the visual system of a rodent is some
200 times more sensitive to light than
the circadian system, and rodents will
not entrain to a light stimulus shorter
than 30 s. The human circadian system
is more than a thousand times less
responsive to light than our visual system,
and again needs a long duration signal
to entrain. It also became clear that
there was a marked anatomical separation
between the projections from the eye
to the visual and circadian structures
within the brain. The master circadian
clock in mammals, the SCN (discussed
below), receives its retinal projections
from the RHT, which is formed from a
small number of distinct retinal ganglion
cells (RGCs). These RGCs (around 1% of
the total) tend to be distributed evenly
over the entire retina and send an
unmapped or random projection to the
SCN. By contrast, the ganglion cells of
the visual system send a highly mapped
projection to the visual centers of the
brain, such that a point on the retina
maps precisely to a group of cells in
the visual cortex. The visual system is
thus able to deduce both how much
light and where it occurs in specific
regions of the environment, whereas the
SCN receives only information about
the general brightness of environmental
light. Thus, the mammalian eye has
parallel outputs, providing both image and
brightness information.
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Eye loss (like constant darkness) results
in free-running rhythms in all mam-
mals studied, including humans. How-
ever, claims have been made from time to
time that mammals have nonocular pho-
toreceptors. There has even been a recent
suggestion that humans have photorecep-
tors behind the knee, as bright light shone
in this region apparently shifted human
circadian rhythms. It was an amusing
thought but unfortunately nobody could
replicate the findings. All the experimental
evidence shows that the circadian system
of mammals is entrained exclusively via
photoreceptors within the eye. Although
ocular, the remarkable finding in recent
years has been that neither the rods nor
cones are needed for this task and there ex-
ists another photoreceptor within the eye.
The identification of this nonrod, noncone
ocular photoreceptor has resulted from a
series of experiments over a 10-year pe-
riod. The first experiments studied mutant
mice that lacked all rod and most of their
cone photoreceptors. This mutant strain of
mouse, known as the retinal degeneration or
rd/rd mouse, is visually blind. But despite
the massive (but not complete) loss of their
rods and cones, these animals showed nor-
mal circadian responses to light. Blocking
light reaching the eye abolished entrain-
ment, confirming that the photoreceptors
were indeed located within the eye. At
the very least, these studies in mice and
later studies in other rodents and humans
showed that the processing of light by the
eye for vision was very different from the
way the eye processes light information
for the clock. However, suggestive as these
early studies were, they did not conclu-
sively demonstrate the existence of a new
ocular photoreceptor. Although the rods
and cones were massively reduced in these
mammals, they were never completely
eliminated. There was the possibility that

even a small number of photoreceptors
may still be sufficient to maintain normal
circadian responses to light. As a result,
a new model, the rd/rd cl mouse, was de-
veloped that lacked all its rods and cones.
Remarkably, these mice still showed nor-
mal circadian responses to light. Again,
by blocking light reaching the eye, the
effects of light on the circadian system
were abolished, so there had to be a novel
ocular photoreceptor. Because these mice
lacked an outer retina, the new photore-
ceptor cells were assumed to be located
within the inner retina, and the search was
on for these novel sensory cells using a
range of different approaches.

The spectral responses or action spectra
for adjusting the circadian clock of rd/rd
cl mice demonstrated the involvement
of an opsin/vitamin A–based photopig-
ment with a λmax of ∼480 nm (OP480).
The known mouse photopigments peak
at ∼360 nm (UV cone), ∼498 nm (rod),
and ∼508 nm (green cone) and do not
show any significant fit to the 480-nm
action spectrum in rd/rd cl mice. These
results argued that a novel photopigment
contributes to the regulation of circadian
response to light in the mouse. Paral-
lel studies in rodents showed that at
least some of the retinal ganglion cells
that project to the SCN are intrinsically
light sensitive. This was demonstrated by
recording from single RGCs from the nor-
mal rat retina either surgically or pharma-
cologically isolated from the rods and cone
or by monitoring light-induced changes
in calcium concentration in the RGCs
of the whole retina from rd/rd cl mice.
Significantly, these light-sensitive RGCs
express the photopigment melanopsin.
Evidence that melanopsin plays an im-
portant role in the transduction of light
information in the intrinsically photosen-
sitive RGCs comes from several sets of
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experiments. The first set of experiments
showed that melanopsin knockout mice
have attenuated phase-shifting response to
light and that the photosensitive RGCs fail
to respond to light in these melanopsin
knockout mice. Most recently, mice in
which rods, cones, and melanopsin pho-
toreceptors have all been ablated failed to
show any responses to light, arguing that
these three classes of photoreceptors ac-
count for all light detection within the eye.
These data support the conclusion that
unlike the cryptochromes of Drosophila,
mammalian cryptochromes play no role in
circadian photoreception (see Sect. 3.2.2).
Indeed, Russell Van Gelder, at Washing-
ton University School of Medicine, who
has been the main proponent for a photo-
sensory role for the cryptochromes stated
recently: ‘‘It would thus appear that the
primary photopigment in non-visual pho-
toreception is melanopsin-dependent, but
not cryptochrome-dependent.’’

The light signal from these different
photoreceptors is transmitted to the SCN
by the RHT. Two neurotransmitters, glu-
tamate and pituitary adenylate cyclase-
activating polypeptide (PACAP) that are
stored in the projections of the RHT signal
the information. If glutamate is applied to
the SCN, then it will mimic the effects of
light, while substances that block the ac-
tion of glutamate will block light-induced
phase shifts of the clock. Light or gluta-
mate will delay the clock in the early night
by increasing the levels of calcium (Ca2+)
within SCN neurons. But during the late
night, light or glutamate seems to act via a
different signaling cascade to induce phase
advances. PACAP seems to modulate the
action of glutamate. The differential re-
sponse of these neurotransmitters acting
at the level of individual SCN neurons to
light provides the molecular basis for the
delay and advance portions of the PRC

(Fig. 2). The light input pathway to the
clock interacts with the circadian oscillator
so as to synchronize it to the solar cycle.
Understanding how this happens at the
molecular level takes us to the heart of
how the circadian clock is generated.

Establishing that there are photorecep-
tors other than the classic rods and cones
also has practical applications. The studies
in retinally degenerate mice encouraged
studies of circadian function in blind peo-
ple. Josephine Arendt and her group at the
University of Surrey and Charles Czeisler’s
group at Harvard both identified blind
individuals with eyes but who lacked con-
scious light perception. Despite this, some
of these individuals were still able to reg-
ulate their circadian responses to light.
One practical result is that every attempt
is now made to preserve an intact eye in
people suffering from certain forms of eye
disease so that it can perform its circa-
dian function.

3.2.2 Oscillator
Before we consider the complex nature of
the molecular clock in mammals (Fig. 5),
the key players will be formally introduced
and have been summarized in Table 1.
Forward and reverse genetics have been
the approaches used to identify the compo-
nents of the mammalian molecular clock.
Forward genetics represents the classical
approach for identifying gene function, as
exemplified in Drosophila, which typically
starts with an abnormal phenotype and
attempts to isolate the gene responsible.
By contrast, reverse genetics starts with a
gene of interest (often due to homology)
and investigates the effects of mutations or
deletions. Forward genetic approaches in
circadian biology were originally thought
to be impossible in mammals due to the
labor and animal-intensive nature of such
screening programs. Put bluntly, the cost
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Fig. 5 The mammalian molecular clock is based
upon a transcriptional drive produced by
CLOCK:BMAL1 heterodimers. Clock is
constitutively expressed, whereas Bmal1 is
rhythmically expressed. The CLOCK:BMAL1
heterodimers bind to E-box enhancers in the
period and cryptochrome promoters, producing
rhythmic Per and Cry expression. The resulting
PER proteins are phosphorylated by CK1ε/δ and
interact with CRY proteins to form a
phosphorylated multimeric complex. This
complex reenters the nucleus and produces a
negative feedback by inhibiting
CLOCK:BMAL1-mediated transcription. An

additional loop is produced via Rev-erbα, which
also possesses an E-box enhancer activated by
CLOCK:BMAL1. Rev-erbα acts via an ROR
element in the Bmal1 promoter to inhibit Bmal1
transcription, thus feeding back to remove the
positive drive produced by CLOCK and BMAL1.
As the PER/CRY/ CK1ε/δ complex reenters the
nucleus and inhibits the CLOCK:BMAL1 drive on
the E-box, Rev-erbα expression is also reduced.
This leads to a disinhibition (activation) of
Bmal1, thus restarting the molecular cycle. The
newly identified components Dec1 and Dec2 may
modulate the CLOCK:BMAL1 drive by competing
for E-box binding or sequestering BMAL1.

and time required for such a mutagene-
sis screen seemed prohibitive. However,
it was in fact a forward genetics ap-
proach that isolated the first clock gene
(Clock) in mammals after the screening of
only 25 animals! Despite this success, the
majority of the mammalian clock genes
have been identified using reverse ge-
netic approaches. Mammalian homologs
of the Drosophila clock genes (mPer1–3
and mCry1–2) have highlighted a remark-
able conservation of clock components
between insects and mammals (due to

the similarities found between species,
where necessary we shall use the prefix
‘‘d’’ to indicate Drosophila, ‘‘m’’ to indi-
cate mouse, ‘‘h’’ to indicate human and
‘‘zf’’ to indicate zebrafish). In addition, the
use of interaction screens with previously
identified clock components has been es-
sential in identifying further elements
involved in the mammalian clock (Bmal1,
Rev-Erbα, Dec1, and Dec2). Common fea-
tures of many of the proteins involved
in the mammalian oscillator are bHLH
motifs and PAS domains. As discussed
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above (Sect. 3.1.2), bHLH motifs occur
in a variety of proteins capable of bind-
ing DNA, while PAS domains are amino
acid sequences involved in protein:protein
dimerization.

The first clock gene to be isolated in
mammals was named Circadian Locomo-
tor Output Cycles Kaput, or less torturously
Clock, by using chemical mutagenesis cou-
pled with a screen for abnormal circadian
phenotypes. The Clock mutation results
in a lengthened free-running period, and
in homozygous mutants, a loss of circa-
dian rhythms after several days in constant
darkness. By use of positional cloning
and transgenic BAC rescue, Clock was
characterized. The Clock gene is a large
transcriptional unit of around 100 000 bp,
with 24 exons, encoding an 855 amino acid
bHLH PAS domain–containing protein.
Clock mRNA is widely expressed through-
out the brain, with highest levels found
in the SCN and pyriform cortex. The mu-
tant Clock allele possesses a truncation of
its transcriptional activation domain, pro-
viding a molecular basis for its loss of
function. In addition, overexpression of
Clock can lead to a period shortening. The
expression of Clock mRNA appears to be
nonrhythmic within the SCN, although
recent studies have suggested that Clock
mRNA may be weakly rhythmic.

The search for a binding partner for
CLOCK was facilitated by the identification
of additional bHLH PAS proteins, includ-
ing Brain muscle arnt-like 1 (BMAL1) and
five additional members of the PAS su-
perfamily (MOPs 1–5). BMAL1 (MOP3)
was independently identified in screens
for bHLH PAS proteins involved in dioxin-
signaling pathways and central nervous
system development, and its importance
to circadian rhythmicity was not initially
appreciated. A series of clever molecular

screens demonstrated that BMAL1 is ca-
pable of forming transcriptionally active
complexes with CLOCK, which specifically
bind E-box enhancers. From studies in
Drosophila, E-box enhancers were known
to be important in driving expression of
dper and were also found to be present in
the mammalian homolog (see below). In
addition, the previously identified mutant
CLOCK protein was found to be capable
of dimerizing with BMAL1 and binding
DNA, but failed to activate dper transcrip-
tion. The importance of BMAL1 in the
clock mechanism was highlighted when
targeted deletion of this gene was found
to result in an immediate loss of behav-
ioral rhythms in constant darkness and
reduced activity under normal light–dark
cycles. Bmal1 mRNA is expressed in the
SCN in antiphase to the Period and Cryp-
tochrome genes (see below), with a peak
expression around CT 18. BMAL1 protein
also appears to be rhythmic, with a peak
expression between CT 0 and 8.

The identification of the mammalian
Period (Per) genes followed closely on
the heels of Clock. The presence of a
mammalian homolog of the Drosophila
per gene was suggested by an early study,
demonstrating staining of the SCN with
a Drosophila PER antibody. However, the
isolation of the mammalian Per gene
was not reported until 1997, when two
groups independently isolated human and
mouse sequences. The Per (or Rigui as
it was alternatively named) gene encodes
a PAS domain–containing protein with
44% homology to Drosophila per. mPer is
expressed in a circadian manner within
the SCN under constant conditions, and
peaks ∼CT 4–6 under a light–dark cycle.
In addition to Per (hereafter termed Per1),
further homologs were soon identified and
named Per2 and Per3, respectively. An
additional Per gene, Per4 was also isolated
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in humans, although this appeared to be a
pseudogene caused by retrotransposition
of an ancestral Per3, as it contains
no introns and numerous insertions,
deletions, and frame shifts. The PER
proteins all possess PAS domains, but do
not appear to be capable of DNA binding.
All three Per genes are rhythmically
expressed in the SCN, with Per1 and Per3
peaking around CT 4–6 and Per2 slightly
later at CT 9–12 (see Table 1). In vitro,
all appear capable of modestly inhibiting
the CLOCK:BMAL1 transcriptional drive.
However, in vivo, this negative feedback
appears much reduced. The Per1 and Per2
genes play an essential role in the clock
mechanism, as simultaneous deletions of
both genes result in arrhythmicity. Per1
and Per2 also appear important in the light
input to the molecular clock. In the SCN,
both genes show increased expression
following a nocturnal light pulse.

Targeted deletion of the mPer1 gene
results in a shortening of circadian pe-
riod by around an hour, with reduced
precision and stability of the cycle. How-
ever, in extended periods of constant
darkness, mPer1 knockouts become ar-
rhythmic. The phase-shifting ability of
mPer1 mutants appears normal, and in-
duction of c-fos in the SCN in response
to light is no different to wild-type an-
imals. Furthermore, deletion of mPer1
does not appear to alter the molecular
phenotype, as rhythms of mPer2, mCry1,
and Bmal1 are unaffected. Mice homozy-
gous for a mutation of the mPer2 gene
arising from a deletion of 87 residues
of the PAS domain (mPer2Brdm1) exhibit
a shorter free-running period, followed
by a loss of rhythmicity in DD. The
molecular phenotype of these animals is
surprising, as mPer1 and mCry1 mRNA
levels are still rhythmic in the SCN in

DD, although the amplitude of expres-
sion is reduced. Furthermore, the peak
expression of Bmal1 is shifted, suggest-
ing that mPer2 may in fact play a role
in a positive feedback mechanism. Lev-
els of mPER2 protein are also reduced
in mCry-deficient animals, even though
mPer2 mRNA is expressed at constant
mid- to high-range levels, suggesting that
mCRY proteins may be important for the
stabilization of mPER2. The mechanism
of the positive drive of mPER2 on Bmal1
remains unclear, but may involve driv-
ing Bmal1 transcription when Rev-Erbα
is inhibited.

Mice with a targeted disruption of mPer3
present a more subtle circadian phenotype
than their mPer1 and mPer2 counterparts.
The circadian period of these animals is
shortened but maintained in DD, and the
expression of other clock genes appears
largely unaffected. Moreover, double mu-
tants of mPer1/mPer3 and mPer2/mPer3
display the same phenotype as single
mPer1 and mPer2 mutants, respectively.
This has led to the suggestion that mPer3
may in fact be involved in the output of
the clock, rather than as part of the cen-
tral mechanism.

The two mammalian Cryptochrome
genes (Cry1 and Cry2) were originally
isolated through their homology with
Drosophila (6–4) photolyase and plant cryp-
tochromes.Owing to their homology with
plant and Drosophila cryptochromes, it was
not long before the Crys were suggested to
be involved in mediating the light input to
the circadian system. However, in mam-
mals, the evidence for this was always
weak, and recent studies have shown that
the CRYs do not contribute to circadian
light detection. Expression of Cry1 mRNA
in the SCN is rhythmic, whereas results on
Cry2 have suggested either no rhythmic-
ity or weak rhythmicity within the SCN.
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The peak of CRY1 protein expression fol-
lows some 2–3 h after the mRNA peak.
Evidence for an involvement of Crys in
the molecular clock emerged following
targeted deletion studies, where mCry1
knockouts were found to have a free-
running period approximately 1 h shorter
than wild-type animals. In contrast, mCry2
knockouts exhibited a period of approx-
imately 1 h longer. The most surprising
result of these studies was that double
mCry knockouts were totally arrhythmic
in DD, suggesting that the mCRYs play
an essential role in the molecular oscilla-
tor. In the double mCry knockouts, levels
of mPer1 mRNA in the SCN were found
to be constitutively high and nonrhythmic,
whereas mPer2 levels were rhythmic under
LD but showed constitutive mid-level ex-
pression in DD. These data suggested that
the negative limb of the molecular clock in
mCRY knockouts had been disrupted. This
was confirmed by in vitro studies, which
demonstrated that both CRY proteins were
capable of inhibiting CLOCK:BMAL1 me-
diated transcription.

An additional component of the mam-
malian molecular clock was provided by
the analysis of the tau mutation (see
Sect. 3.2). The absence of genetic resources
for the hamster proved a major setback
in identifying the molecular basis of the
tau mutation. However, by using a re-
gion of conserved synteny to the human
and mouse genomes, the tau locus was
shown to encode casein kinase 1ε (CK1ε),
a serine/threonine protein kinase, and a
mammalian ortholog of Drosophila double-
time (dbt). The tau mutation results in
a nonconserved substitution at residue
178, resulting in an enzyme that can bind
PER1 and PER2, but has a decreased abil-
ity to phosphorylate these proteins. The
isolation of CK1ε also led to the iden-
tification of CK1δ as a candidate clock

regulator. This protein has 76% identity
to CK1ε, and will also bind and phos-
phorylate PER1 in vitro. CK1ε lacks any
rhythmic expression either at the mRNA
or protein level.

Despite the isolation of a mammalian
ortholog of Drosophila timeless early on in
the dissection of the mammalian clock,
a role for mTim and its protein product
in the circadian mechanism remains
uncertain. Expression of mTim is not
rhythmic, nor is it light induced. Targeted
disruption of mTim results in a normal
circadian phenotype in heterozygotes, but
homozygous deletion is embryonic lethal.
A twist in the Timeless tale has come to
light, however, as the mTim originally
isolated appears not to be the true ortholog
of Drosophila tim but instead is the ortholog
of a more recently described gene, time-out
(Sect. 3.1.3). A true mammalian ortholog
of dtim may therefore exist, and a role
within the circadian mechanism cannot
be excluded.

Genome-wide complex trait analysis has
suggested that in addition to those genes
already identified, numerous uncharacter-
ized loci contribute to the genetic complex-
ity underlying the circadian phenotype.
Vital pieces of the clock puzzle are un-
doubtedly missing and at the time of
writing this review, the most promising
candidates were Rev-Erbα and Dec1 and
Dec2. The nuclear orphan receptor Rev-
Erbα is a transcription factor that binds
to retinoic acid receptor-related orphan
receptor (ROR) elements in the 5′ pro-
moter of Bmal1 to inhibit its expression.
Rev-Erbα was isolated by analysis of the
Bmal1 promoter for known transcription
factors and independently by screening
transcription factor binding sites in genes
shown to be rhythmic by microarray anal-
ysis. Rev-Erbα is expressed in a circadian
manner, and knockouts display reduced
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amplitude rhythms of both Clock and
Bmal1. Despite these effects, constant con-
ditions do not result in arrhythmicity in
these animals. However, the free-running
period is slightly shorter in knockouts,
and light pulses produce dramatically in-
creased phase shifts. DEC1 and DEC2 are
additional bHLH proteins that appear to
either directly interact with BMAL1 or
compete for E-box binding, and thus mod-
ulate the positive drive of the clock. Dec1
and Dec2 are expressed in the SCN in
a circadian manner, and the expression
of Dec1 is induced by light during the
subjective night. By contrast, Dec2 is un-
responsive to light stimuli. The precise
role played by these factors in the circa-
dian clock in vivo remains to be clarified,
and the effects of targeted deletion of the
Dec genes is unknown. Another PAS do-
main protein that has attracted attention
is the neuronal PAS-2 protein (NPAS2),
also known as MOP4. However, NPAS2 is
not expressed in either the adult or neona-
tal SCN and as such does not appear to
be involved in the core clock mechanism.
NPAS2 has recently been suggested to play
a role in hormone-mediated regulation of
peripheral vascular clocks, where it shows
robust rhythmic expression. Furthermore,
DNA binding by NPAS2 appears, in vitro,
to be regulated by both redox state and
cellular gas concentration (e.g. CO2) via
interactions with heme.

As can be seen, the mammalian molec-
ular clock appears to be the emergent
product of multiple interacting transcrip-
tional–translational feedback loops, com-
prising both positive and negative ele-
ments. Studies in Drosophila have provided
an essential framework for the understand-
ing of the mammalian clock, allowing
the assembly of genetic networks of ever-
increasing complexity. The following is an
attempt to summarize a current model of

how all these interactions fit together to
yield the molecular mechanism that en-
ables the mammalian clock to tick (see
Table 1 and Fig. 5).

The driving force of the mammalian
oscillator appears to be the rhyth-
mic transcriptional enhancement provided
by CLOCK:BMAL1 heterodimers. Bmal1
transcription yields rhythmic BMAL1 pro-
tein that heterodimerizes with constitu-
tively expressed CLOCK. The CLOCK:
BMAL1 complex binds to E-box enhancers,
driving rhythmic transcription of the Per
1–3 and Cry 1–2 genes. The PER and CRY
proteins form homo- and heterodimers
and translocate back to the nucleus, where
CRY forms the negative limb of the clock
by interacting with CLOCK and/or BMAL1
to inhibit Per and Cry transcription. A pos-
itive drive also occurs, and indeed, may
be an essential component for sustained
rhythmicity, providing the instability re-
quired for sustained oscillations. PER2 has
been suggested to provide a positive drive
on Bmal1 transcription, and in vitro assays
have revealed that transcription of Bmal1
is enhanced by both CRYs and PER2, but is
repressed by CLOCK:BMAL1, suggesting
the presence of both positive and nega-
tive drives on Bmal1 transcription. These
findings can be explained, at least in part,
by the action of the recently identified nu-
clear orphan receptor Rev-Erbα (Fig. 5). As
well as driving the expression of PERs
and CRYs, CLOCK:BMAL1 also enhance
expression of Rev-Erbα via an E-box, and,
thus, REV-ERBα protein synthesis. REV-
ERBα then feeds back to inhibit Bmal1
transcription by acting through ROR re-
sponse elements in the Bmal1 promoter.
The inhibition produced by REV-ERBα is
removed by the CRY negative feedback
loop on the CLOCK:BMAL1 heterodimer,
which leads to a disinhibition (activation)
of Bmal1. The central drive of the clock may
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in turn be modulated by DEC1 and DEC2,
as these proteins are capable of inhibiting
CLOCK:BMAL1 mediated transcriptional
activation in vitro, through either direct
protein–protein interactions or competi-
tion for E-box binding. An additional level
of regulation has also been suggested on
the basis of independent evening (E) and
morning (M) oscillators. The evidence for
this model stems from the differing roles
of Per and Cry genes within the clock and
the differences in light responses and con-
trol of output pathways at different times
of the circadian cycle.

While translational delays are expected
to occur between mRNA and protein syn-
thesis (especially with posttranscriptional
modification of large polyintronic mR-
NAs), these delays by themselves appear
insufficient to provide a cycle of 24 h. The
discovery of a range of posttranslational
mechanisms that affect nuclear entry, pro-
tein interactions, phosphorylation states,
and degradation of the clock proteins will
all build time delays into the molecular
mechanism to produce the 24-h output.
For example, as the mutation in Ck1ε

in the tau mutant hamster results in a
shortened circadian period, and dimin-
ished rate of phophorylation of PER in
vitro, phosphorylation has been proposed
as one mechanism for providing time de-
lays. However, this view would not be
supported by in vivo data from the tau
mutant, which shows that the degree of
PER phosphorylation is unaffected. Never-
theless, phosphorylation does appear to be
critically important. The degree of phos-
phorylation of PER has been shown to
affect its cytoplasmic retention, possibly by
masking nuclear localization signals. Fur-
thermore, the half-life of human PER1 is
reduced by phosphorylation, and phospho-
rylation of PER1 and PER3 by CK1 results

in rapid degradation via the ubiquitin-
proteasome pathway.

In the context of protein–protein inter-
actions and the generation of the circadian
period, heterodimerization of CRY and
PER appears essential for nuclear translo-
cation. Cry double knockouts have lower
levels of the PER1, PER2, and CK1ε in
the nucleus (Fig. 5). The formation of
PER:CRY heterodimers also appears to be
important for preventing the breakdown of
PER2 by the ubiquitin-proteasome path-
way. As well as PER:CRY heterodimers,
PER proteins will dimerize with each
other as well as with CK1ε. PER proteins
may act as a scaffold to enable the si-
multaneous binding of CRYs and CK1ε,
and the phosphorylation of CRY is de-
pendent upon both proteins being bound
to PER. The absolute levels of CRY and
CK1ε protein are in excess of PER, sug-
gesting that PER abundance is normally
rate limiting for PER:CRY heterodimer-
ization, which is in turn necessary for
nuclear entry of the protein complex
(Fig. 5). Further evidence for the role of
PER in nuclear localization comes from
the subcellular localization of CRY pro-
teins in PER1/PER2 double mutants. In
these animals, CRY was concentrated in
the cytoplasm, but only weakly detectable
in the nucleus. Furthermore, the syn-
chronous nuclear localization of PERs,
CRYs, and CK1ε appears to be depen-
dent upon PER rhythmicity. The circadian
variation in protein interactions results in
phosphorylated multimeric complexes of
PER, CRY, and CK1ε in the nucleus, which
are bound to DNA during the negative
feedback phase of the molecular cycle. De-
spite the rhythmic expression of BMAL1
protein, CLOCK:BMAL1 heterodimers are
bound to DNA throughout the circadian
cycle. Thus, it is the rhythmic presence of
the phosphorylated multimeric complex
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that appears to inhibit the CLOCK:BMAL1
transcriptional drive.

Cellular metabolism may also be linked
with the clock mechanism. In vitro, the
DNA binding activity of BMAL1:CLOCK
and BMAL1:NPAS2 heterodimers are reg-
ulated by the redox state of the respira-
tory chain electron carrier nicotinamide
adenine nucleotide (NAD). The reduced
form, NADPH, stimulates DNA binding,
whereas the oxidized form, NADP+, in-
hibits DNA binding. Consequently, the
NADPH:NADP+ ratio, which is affected
by the metabolic state of the cell, may act
to influence the central drive to the circa-
dian clock. Evidence for such a role in vivo
is, however, lacking and given the presence
of CLOCK:BMAL1 heterodimers bound to
DNA throughout the circadian cycle may
not play a major role.

3.2.3 Output
While a quantum leap has occurred over
the last decade in our understanding
of the inputs and mechanisms of the
mammalian circadian system, the links
between these cellular oscillators and
overt behavioral rhythms, while unde-
niably present, still remain poorly un-
derstood. In short, how does the SCN
transduce rhythmicity to the rest of the
animal? Although direct neural projec-
tions from the SCN to target brain regions
have been demonstrated, factors secreted
from the SCN play a critical role. A role
for humoral signals in SCN output was
suggested following the functional res-
cue of circadian rhythms in SCN-lesioned
animals by transplantation of SCN tis-
sue from mutant animals (see Sect. 3.2).
These transplants were encapsulated in a
semipermeable membrane to prevent neu-
ral outgrowth, therefore demonstrating
that the factor(s) responsible for rhyth-
micity were humoral in origin. Two

neuropeptides, transforming growth fac-
tor α (TGFα) and prokinectin-2 (PK2)
have been recently isolated, and form
strong candidates for providing this hu-
moral signal.

A number of microarray studies have re-
cently highlighted the extent of circadian
regulation of the transcriptome in a variety
of tissues, including liver, heart, SCN as
well as fibroblasts, with estimates varying
from 3 to 9% of genes demonstrating cir-
cadian modulation. What we know is that
within the SCN, several first-order clock-
controlled genes (ccg) have been identified
that appear to play a role in transducing
the output signal from the molecular oscil-
lator to effector systems. Moreover, several
of these genes appear to be involved in
similar roles in peripheral clocks. Both
mRNA and protein levels of the neuropep-
tide arginine vasopressin (AVP) display
robust circadian rhythms. The rhythmic
expression of AVP appears to be a product
of BMAL1:CLOCK binding to an E-box en-
hancer within its promoter. Vasopressin
acts locally to regulate the amplitude of
SCN firing, as well as transmitting circa-
dian signals to other hypothalamic targets.
D-element binding protein (DBP) is a
bZIP transcription factor, also driven by
BMAL1:CLOCK E-box binding. DBP has
been shown to regulate key enzymes
in metabolic processes within the liver,
and may play a similar role in regulat-
ing second-order clock-controlled genes in
the SCN.

While early studies recognized the
expression of clock genes outside of the
SCN, the finding was typically overlooked
because of the essential role of the
SCN in providing rhythmicity. After all,
SCN-lesioned animals are arrhythmic!
However, it has become clear over the
last few years that the broad expression
patterns of the clock genes appear to
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truly reflect oscillatory mechanisms that
are independent of the SCN. The field
of chronobiology was truly shocked when
in 1998, Uli Schibler at the University
of Geneva found that a cell line of
fibroblasts that had been cultured for
about 30 years could be induced to show
a 24-h pattern of clock gene expression.
He was able to induce 24-h cycles of
expression by simply treating the cultured
cells with serum. Somehow, one of the
many ingredients in the serum (or a
combination) was capable of initiating a
24-h oscillation of clock gene expression
for a few cycles before the oscillation
flattened and damped out. The rhythm
could be induced once again with a further
exposure to serum.

The possibility of peripheral oscillators
in mammals made sense of a range of
somewhat anomalous findings. Early stud-
ies had shown that when food was available
only for a limited time each day, rats in-
creased their locomotor activity 2 to 4 h
before the onset of food availability and
will even behave this way after their SCN
had been lesioned. Recent work in Mike
Menaker’s laboratory has shown that cir-
cadian rhythms of clock genes within the
liver can function independently of both
the SCN and the light–dark cycle. Provid-
ing food for a 4-h period in the middle
of the rat’s subjective day had little ef-
fect on its general nocturnal behavior, but
it showed increased locomotor and clock
gene expression in the period before feed-
ing. This suggests that food intake in itself
generates an entraining signal for the liver
and perhaps other digestive organs. The
research team suggests that ‘‘the hier-
archical method is still at least partially
valid: the SCN does generate rhythmic
neural and hormonal signals that influ-
ence rhythms in other brain areas, in
peripheral endocrine organs such as the

pineal and in behavior. Nevertheless, cir-
cadian oscillations in the liver (and perhaps
in other peripheral organs) may respond
more directly to the environment. This
revised view of mammalian circadian or-
ganization emphasizes the possible role of
behavior in maintaining internal temporal
structure’’.

The view of the circadian system in
mammals has changed from a central
clock driving all outputs to a hierarchy of
multiple oscillators, including tissues such
as the liver, heart, spleen, kidney, lung, and
testes. As such, the differences between
central and peripheral oscillators have
remained difficult to clarify, and synchro-
nization of these oscillators may represent
an inevitable consequence of multiple os-
cillatory phenomena, whereby any stimuli
capable of transferring temporal informa-
tion from one oscillator to another may
function as a potential zeitgeber. The im-
portance of the SCN may simply reflect its
privileged position of receiving light input
from the retina and its ability to modulate
peripheral rhythms directly via hormonal
and autonomic outputs as well as indi-
rectly through driving locomotor activity
(Fig. 2). Eighty years after Richter started
to study endogenous activity in the rat, we
return to one of his central themes. He
showed that an animal maintains its inter-
nal stability through its general behavior
as well as through specific and automatic
physiological processes. The recent stud-
ies on food restriction and liver activity
suggest that there is a possible role for
behavior in maintaining internal tempo-
ral structure. Thus, models for circadian
organization in mammals should include
feedback loops from outputs, such as feed-
ing, which may act as zeitgeber signals
to assist in the overall regulation of the
circadian system.
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3.3
Zebrafish

At present, zebrafish represent the only
alternative vertebrate genetic model to
the mouse. To phrase this differently,
there are only two model systems cur-
rently available in vertebrates, in which one
can perform a forward genetic or mutant
screening–based approach for determin-
ing the genes involved in a biological
problem. The zebrafish system certainly
is not nearly as advanced in genetic terms
as the mouse or Drosophila, but progress
is being rapidly made by research insti-
tutes such as the Sanger Center in terms
of sequencing the genome.

Zebrafish made a relatively late arrival
on the circadian scene. Consequently, rela-
tively little is known in explicit detail about
clock entrainment, central mechanism, or
the output processes. However, the fish
system has provided interesting novel in-
formation on developmental aspects of the
circadian clock (developmental biology of
course being one of its main applications)
and surprising data regarding clock orga-
nization at the whole animal level.

The cloning of a zebrafish homolog of
the Clock gene followed shortly after the
identification of this gene in the mouse.
Not surprisingly, the initial efforts exam-
ining the expression profile of this gene
focused on the eye and the pineal gland,
the two structures known in the lower ver-
tebrates to contain a circadian clock. Of
some interest was the finding that tran-
script levels for zfClock showed a robust
circadian oscillation, something that is
lacking for the mRNA of mClock in the
SCN. Control studies were performed on
other tissues, which we believed lacked
a pacemaker, with the certainty that no
clock expression or at least no rhythm

would be detected. It generated consid-
erable surprise, therefore, when a robust
rhythm was detected in these body tis-
sues, which included the samples taken
from whole brain, heart, kidney, gill, fin,
and so on. This raised two possibilities
(1) that these peripheral oscillations are
driven by a central master circadian clock
or (2) that each tissue within the animal
contains an independent, endogenous cir-
cadian pacemaker. To test this, a simple
tissue culture procedure was established
and organs such as heart and kidney were
cultured for multiple days. The results
from these culture experiments revealed
a damped but continuing circadian os-
cillation in clock gene expression. Each
organ in the fish must, therefore, contain
its own circadian clock. Additional studies
using primary cell lines generated from
24-h zebrafish embryos revealed similar
oscillations. The current view is that most,
if not all, cells within the zebrafish body
contain a functional circadian clock. In
this regard, zebrafish bears considerable
similarity to data previously described in
Drosophila and the emerging results from
mammals. An obvious but central ques-
tion is, how are these peripheral and cell
line clocks set to local time? This issue is
discussed below.

3.3.1 Entrainment
How are these tissue and cell clocks
entrained? The simplest hypothesis was
that these peripheral clocks would be set
by some form of hormonal cue secreted
by a ‘‘master’’ clock (possibly a pineal
or retinal pacemaker), and as such this
hormonal signal would maintain internal
synchrony. One might postulate that such
a signal could be melatonin, or possibly
even a glucocorticoid hormone. However,
the reality is a little more bizarre. A group
of dissected zebrafish hearts was placed
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into illuminated incubators on either a
matching light cycle to the individuals
from which they were removed (LD cycle)
or on a reversed (DL cycle). By examining
the levels of clock gene expression over
the next 5 days in culture, it became
clear that the circadian clocks within these
hearts re-entrained to the reversed light
cycle very rapidly, in fact within two
cycles of exposure to the new lighting
regime. This result has also been seen
with other zebrafish tissues, as well as
cell lines. The organs and tissue within
the fish not only contain a clock but
are also directly light responsive. All
of these cells must, therefore, contain
the relevant circadian photopigments and
signal transduction pathways to enable
this completely decentralized form of clock
entrainment.

The obvious question of course is, what
are these tissue photopigments and sig-
naling events? The answer is not yet
clear, but some candidate molecules have
been proposed. The groups of Sancar and
Sassone-Corsi performed an action spec-
trum on a zebrafish embryonic cell line in
an attempt to determine optimal wave-
lengths for clock gene induction. Only
one wavelength produced a significant re-
sponse at 380 nm. On the basis of this
single peak in the UV/blue wavelengths, it
has been proposed that the relevant pho-
topigment is not an opsin but in fact
a cryptochrome. Cryptochromes have of
course been implicated in Drosophila en-
trainment as discussed earlier (Sect. 3.1.1).
In reality, the shape of this action spectrum
neither fits that predicted for an opsin
or a cryptochrome. The fact that these
experiments were performed on cells in
suspension (zebrafish cell lines grow as
attached cells) and using RNase protec-
tions as a means of assaying RNA levels,
which works badly at submaximal light

intensities, raises some concerns regard-
ing the validity of these data.

Cryptochromes are certainly expressed
throughout most tissues in zebrafish, but
as they are likely to play a central role in
the core clock mechanism, this cannot be
used as an argument for their role in light
detection. There are six cryptochromes
in the zebrafish, and the role of this
class of molecule is likely to be quite
complex. The isolation and identification
of a widely expressed opsin, however, does
generate a novel candidate for the role
of a circadian photopigment. The Foster
group identified a novel class of opsin
by screening a Fugu (pufferfish) gridded
genomic cosmid DNA library with a
probe designed against Salmon VA opsin.
The resulting novel opsin gene has been
called Teleost Multiple Tissue opsin or TMT
opsin, and is unique, in part, due to its
unusual expression profile. Unlike most
opsins, which are expressed primarily in
the retina, pineal gland, or a few highly
localized photoreceptive brain regions,
TMT opsin is found throughout adult
brain, in tissues such as heart and kidney,
and in clock-containing embryonic cell
lines, but not in cell lines lacking a clock.
In other words, the expression pattern
of this opsin parallels the localization of
directly light-entrainable clocks. Though,
of course, this correlation cannot be taken
as proof of function (such studies are
underway), TMT opsin is certainly the best
candidate to date for the role of zebrafish
circadian photopigment.

The signaling events that link the pho-
topigment to the circadian clock are also
not well elucidated. A possible role for
the MAP kinase pathway has been pro-
posed, but again no convincing functional
tests of this pathway have yet been con-
ducted. The potential roles of CREB and its
phosphorylation, or the induction of c-fos
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transcription, as seen in the SCN of mam-
mals have not been examined. Nor has the
role of intracellular calcium changes been
explored to date; but this work is currently
underway. One can reasonably state that,
at this time, there are more question marks
than candidates on the zebrafish input or
light-signaling pathway.

3.3.2 Oscillator
Again, owing to the recent arrival of
zebrafish on the circadian scene, not a
great deal is known about the central clock
mechanism. This fact, though, is certain to
change in the near future, and a number of
laboratories have isolated circadian clock
mutant animals. When the genes mutated
in these animals have been identified, it is
likely that novel clock components will be
discovered. The availability of numerous
clock-containing, light-responsive primary
cell lines in the zebrafish, which are not
available in any other animal model, will
also aid greatly in the functional testing
and biochemical analysis of how these
clock components fit together.

To date, all of the known clock genes
in zebrafish have been cloned by homol-
ogy from Drosophila and mouse. The first
zebrafish clock gene to be cloned was zf-
Clock, the zebrafish homolog of the first
vertebrate clock gene, mClock. There was
considerable similarity between the two
genes, both possessing two distinct PAS
domains, a DNA binding domain, and an
extremely long glutamine-rich transacti-
vation domain in the C-terminus of the
protein. The major and most interesting
difference between zebrafish and mouse
Clock was the strong circadian rhythm
seen in zfClock expression. Zebrafish clock
shows a large peak in expression in the
early night, whereas mouse Clock does
not appear to oscillate, at least at the
mRNA level.

The existence of two PAS domains
suggested that clock had a protein partner
that acted as a dimer within the cell. A
yeast two-hybrid screen was, therefore,
performed with zfCLOCK to identify
novel partners. This screen yielded two
interacting proteins, both very similar in
sequence to each other and to the protein
BMAL1. BMAL1 in mouse had also just
been identified as a partner of the CLOCK
protein in the mammalian system, and so
perhaps it was no surprise that zebrafish
were similar to mouse in this respect. The
two BMAL1 genes in zebrafish show a
slightly different phasing, that is, timing of
peak expression relative to the light–dark
cycle, but the biological meaning of this
is not yet clear. The CLOCK:BMAL1
dimer acts as a positive transcription
regulator, activating the transcription of
target genes via (generally speaking) E-box
elements found in the promoter regions
of these genes. The positive element of the
circadian feedback loop, as represented by
the action of CLOCK and BMAL, appears to
be conserved between Drosophila, mouse,
and zebrafish.

Over the last two years, the issue of
genome duplication has arisen in the
context of the zebrafish circadian system.
This has been an issue in the area
of zebrafish development, in particular,
regarding hox gene duplication. It is clear
that at some point in evolution zebrafish
underwent a duplication of the genome in
some areas, if not all, leading to a state
of polyploidy. So, for example, three Clock
genes and three bmal1 genes have now
been identified in zebrafish. There are also
at least, but undoubtedly more than, three
per genes. However, the greatest increase
in gene number, as mentioned above, can
be seen with the cryptochromes, of which
there are currently six known distinct
forms. Such genome multiplications have
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been described in Xenopus laevis, and
in this system, there is some evidence
that the gene replication simply leads to
the production of redundant copies. Do
these multiple gene copies in zebrafish
simply reflect redundancy in the clock
mechanism? Though there is no absolute
answer yet, the evidence suggests that
these multiple genes are not simply
redundant copies or pseudogenes as in
the case of hPer4 (see Sect. 3.2.2). In
the case of the cryptochromes, different
individual types show differences in the
timing of their expression, as well as
differences in the nature of their light
induction. Similar differences exist for the
bmal1 genes, as described above, but this
is also true for the per genes. Each of
these gene replications appears to have
had sufficient ‘‘evolutionary time’’ to have
evolved distinct circadian characteristics.
If these differences also reflect distinct
functional roles, then the clock in fish may
be appallingly complex, and one might
be able to say that 15 clock genes have
been identified to date in this species.
Providing functional evidence for each
of these genes will be quite a challenge.
As a result, attempts to provide a model
of the zebrafish molecular clock would
be premature.

3.3.3 Output
With circadian clocks present in appar-
ently most, if not all, tissues and cells, an
obvious question is what are all of these
tissue clocks regulating? At present, very
few rhythmic clock output genes have been
identified in the fish, although it is likely
that there will be broad similarity between
clock-controlled genes in mouse and ze-
brafish peripheral tissues. As discussed
above, a wide range of cellular processes
are regulated by the clock in tissues such
as the mouse liver, including genes related

to steroid biosynthesis, structural genes,
glycolysis, and metabolism. One aspect of
these mammalian studies, which take ad-
vantage of DNA microarray technologies,
is that these organs are dissected and im-
mediately processed for RNA at particular
circadian times. In other words, the oscil-
lations in gene expression seen in these
tissues are occurring in vivo in the living
whole animal. These data are, of course, of
considerable interest, but from such stud-
ies it is not possible to determine whether
these downstream oscillations are the re-
sult of peripheral clock control or central
SCN clock control via neuronal or humoral
regulation. The zebrafish should prove to
be an excellent model system for the sepa-
ration of local clock-controlled genes from
those that might be regulated by a cen-
tral master pacemaker. Such studies will
be greatly facilitated by the relative ease
with which it is possible to maintain ze-
brafish tissues in culture for many days.
Oscillations in clock-controlled genes can
then be compared between in vitro and
in vivo samples, and some determination
of the relative roles played by central ver-
sus peripheral clocks in regulating animal
physiology can be ascertained.

One clear aspect of physiology under
clock control, however, is the pineal and
retinal release of melatonin. The clock
regulation of these events appears to oc-
cur very early in development. The pineal
gland is one of the first structures to
differentiate in the developing zebrafish
embryo, and is clearly present 26 h post-
fertilization. The first release of melatonin
can also be detected at this time. Whether
this early developmental production of
melatonin has any impact on development
has not explicitly been examined. How-
ever, it is likely that this hormone may
play a role in pigmentation changes (and
subsequent camouflage) in early larvae,
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which are prone to high levels of predation
during the initial stages of life.

Rhythmic locomotor activity is the stan-
dard measure of clock output. Zebrafish
larvae have been video monitored and
do show circadian rhythms in twitching
movements or rotation within the chorion
(egg) and so a clock does seem to regulate
at least this aspect of rhythmic behavior.
Adult fish are a little less reliable, with
most animals being day active. However,
some 73% of individuals are rhythmic in
constant darkness at 21 ◦C. This level of
noise in the behavior has made adult lo-
comotor activity a relatively poor assay of
clock function and, therefore, an undesir-
able method for identifying clock mutants.
The level of adult activity does, however,
seem to be very dependent upon the level
of nutrition, and varies between fish facili-
ties. Fish in certain animal facilities appear
more circadian in terms of day/night ac-
tivity than individuals maintained under
different conditions.

The examination of genes involved in
embryo development is the major use
of zebrafish as a model system. The
advantages are of course that (1) large
numbers of embryos are fertilized ex
vivo and develop outside of the mother,
(2) the embryos are largely transparent,
(3) transgenic approaches have been well
established, and (4) mutational analysis as
well as sequencing of the genome are well
underway. All of these advantages also
make this an excellent system with which
the development of the circadian clock can
be studied. Yet, having said this, there is
considerable confusion about exactly when
the clock starts and whether developing
embryos need to experience a rhythmic
environment or not in order to establish a
functional clock. One report claims that the
zebrafish embryos directly inherit a sense
of time from their mothers. Certain clock

genes appear to be maternally inherited
in that mRNA encoding some of these
clock genes is present in the zebrafish
egg and early embryo prior to the onset of
zygotic transcription. Experiments looking
at clock gene oscillation (in particular,
zfper3) claim that rhythmic expression
of this gene begins almost immediately
in development and when embryos are
raised in constant darkness. This claim
that the oscillation starts without exposure
to a rhythmic light–dark environment (or
supposedly any other entraining signals)
forces the conclusion that these embryos
must inherit the ‘‘sense of time’’ or
phasing of this rhythm from their mother.
However, studies from other groups draw
the opposite conclusion. In order for
melatonin rhythms or larval locomotor
rhythms to be expressed, early embryos
appear to require exposure to a light–dark
cycle for at least two or more days. Embryos
raised in constant darkness fail to show any
rhythmic clock outputs. If the circadian
clock is maternally inherited, then it does
not appear to provide any functional clock
outputs. Clearly, more studies are required
to address and clarify this issue.

In comparison to the other model
systems discussed in this issue and
because of its recent arrival on the
circadian scene, relatively little is still
known about the circadian system in the
zebrafish. However, homologs of most of
the known clock genes have been identified
in this system, and many aspects of the
molecular machinery seem similar. We
can expect an increase in knowledge and
greater contribution from the fish when
some of the genes mutated in ongoing
clock screens have been identified. To date,
perhaps the most interesting contribution
of the zebrafish has been to help re-
evaluate the role of central ‘‘master’’
clocks versus peripheral pacemakers in
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a vertebrate system. The fish system
was the first to reveal the presence of
independent peripheral oscillators in a
vertebrate, and the generation of multiple
clock-containing cell lines may prove of
real value in future biochemical studies.

3.4
Neurospora

Along with Drosophila, the fungus Neu-
rospora crassa provided some of the earliest
insight into how a molecular clock might
be generated. Like Drosophila, this species
has several significant advantages; pow-
erful genetics, well-established molecular
tools, and a robust and easy-to-measure
circadian rhythm in the form of asexual
spore production (conidiation). In nature,
Neurospora grow as a syncytium of undif-
ferentiated hyphae in which many nuclei
are distributed throughout the cytoplasm.
In the laboratory, cultures are grown in
specialized hollow glass tubes called race
tubes (∼40-cm long and 16 mm in diam-
eter). These tubes are turned up at each
end, and along the entire length of the
tube, a thin layer of agar medium provides
the substrate for fungal growth. Neurospora
spores are inoculated at one end of the tube
and the fungus grows within the thin layer
of agar along the tube. Under a light–dark
cycle, every 24 h, a tuft of hyphae grow up
and out of the agar (aerial hyphae) from
which an orange, carotenoid-rich, conid-
ium full of asexual spores develop. This
rhythm in conidiation, noted early on by
Pittendrigh, shows all the characteristics
of a circadian generated behavior. Under
constant darkness, the rhythm persists and
freeruns with a period of approximately
22 h. The period of the rhythm is tem-
perature compensated over a broad range
of temperatures (Q10 ∼ 1 between 18 and

30 ◦C), and the rhythm can be entrained
by both light and temperature cycles.

In the Introduction, we argued that
the circadian system can be divided
into a conceptual framework of input,
oscillator, and output elements. Although
we stressed that this depiction is flawed
(Fig. 3), it has provided the field (at
least initially) with a useful way to both
represent and search for the elements
of the circadian system in all organisms.
But as we shall see, the key clock genes
of Neurospora (frq, wc-1, and wc-2) span
multiple functions. As a result, the division
of the Neurospora circadian system into
input > oscillator > output works far less
successfully than for the other species
that we have considered in this review.
But for the sake of consistency, we have
followed the same general structure in
this section, and forewarn the reader that
the information is not easily contained
within these headings. As a result, we
suggest looking at the summary of the
molecular clock of Neurospora in Fig. 6
before proceeding.

3.4.1 Entrainment
Until very recently, the photoreceptors
entraining the circadian system of Neu-
rospora remained largely uncharacterized,
although two genes were implicated
fairly early on. Mutant screens in Neu-
rospora strains defective in light detection
and phototransduction for a range of
light responses, including phototropism,
carotenoid biosynthesis, and circadian en-
trainment, would consistently identify two
distinct genes: white collar-1 (wc-1) and
white collar-2 (wc-2). In the context of the
present discussion, the absence of wc-1 or
wc-2 would completely abolish the light
induction of the frequency (frq) gene of
Neurospora, and as discussed below, the frq
mRNA and FRQ protein are central to the
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molecular clock in this species. The finding
that light will induce rapidly frq provided
one of the key insights in unraveling the
clock mechanism.

In constant darkness, there is a cir-
cadian oscillation of frq/FRQ that peaks
in the late morning and mid-afternoon
respectively. After light exposure and in-
duction of frq/FRQ, the phase of the clock
corresponds to the frq/FRQ peak in the
late morning/mid-afternoon. In constant
light, frq/FRQ are constitutively elevated
and arrhythmicity results. After the trans-
fer from light to dark, levels of frq and
FRQ decline rapidly, and FRQ becomes ex-
tensively phosphorylated and is degraded.
The cloning of wc-1 and wc-2 indicated that
WC-1 and WC-2 encode transcriptional ac-
tivators that can bind via their GATA type
zinc-finger DNA binding domains. The frq
gene has two cis-acting GATA elements,
called light response elements (LREs), which
if mutated will either attenuate or abol-
ish light induction of frq and entrained
patterns of conidiation. Furthermore, elec-
trophoretic mobility shift assays (EMSAs)
were used to show that WC-1 and WC-2 are
the trans-acting factors that interact with
the frq LREs. WC-1 and WC-2 heterodimer-
ize using their PAS domains and form the
white-collar complex (WCC). Upon light
exposure, this WCC has been shown to
bind to these LREs and initiate transcrip-
tion of frq.

An action spectrum of binding of the
WCC to the LREs has implicated the in-
volvement of a flavin-based photopigment,
with a wavelength of maximum photosen-
sitivity at ∼465 nm. These in vitro studies
showed a marked similarity to previously
published in vivo results on clock re-
sponses to light, suggesting that the in
vitro EMSA analysis was a real reflec-
tion of the circadian photosensitivity in

Neuorospora. But what is the photopig-
ment? Could it be WC-1 or WC-2 or even
both? WC-1 contains a LOV (light, oxygen,
voltage) domain, which has been shown
in characterized photopigments to bind a
flavin adenine dinucleotide (FAD) chro-
mophore. Significantly, the LOV domain
in WC-1 also binds FAD, and disruption
of the LOV domain in WC-1 disrupts FAD
binding and circadian photosensitivity.

The model emerging for photoentrain-
ment of the Neurospora clock suggests
that in the dark WC-1 and WC-2 form
a WCC and bind the LREs on frq and this
causes frq/FRQ production (remember, in
the dark, there is a circadian oscillation
of frq/FRQ). After light exposure, WC-1
(using FAD as the chromophore) acts as
the blue light photopigment and under-
goes a conformation change such that the
WCC is then able to strongly activate the
LREs on the frq promoter and activate frq
transcription (Fig. 6). This light- depen-
dent response can help explain the broad
characteristics of a phase response curve to
light (Fig. 2). For example, light will rapidly
activate frq transcription at any time of the
day. Thus, at dawn, when frq transcrip-
tion is normally low, a pulse of light will
drive frq to levels that would normally oc-
cur at mid-morning and hence advance the
clock/molecular cycle. Conversely, a light
pulse at dusk (when frq levels are normally
falling under the dim-light conditions at
the end of the day) will upregulate frq
to levels encountered previously during
the bright light conditions of daylight and
hence delay the clock/molecular cycle.

Although WC-1 is an FAD-based pho-
topigment, it is not alone in modulating
the effects of light on the clock. A rhyth-
mically expressed protein called VIVID
(VVD), although not needed for clock func-
tion, appears to act as a negative regulator
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Fig. 6 The molecular clock of Neurospora crassa
defies a simple compartmentalization into
input > oscillator > output. The positive drive
to the Neurospora clock is provided by wc-1 and
wc-2 that form a white-collar complex (WCC) that
enhances frq expression. The production of long
and short forms of FRQ protein lead to the
formation of homo- and heterodimers, which not
only feed back to inhibit the WCC drive but also
positively regulate the expression of wc-1 and
wc-2. FRQ stability determines period length.

Light input is mediated through an FAD
chromophore bound to WC-1 via an LOV
domain. Light absorption results in a
conformational change to the WCC, resulting in
greatly enhanced frq expression. Clock-controlled
genes also play a role in gating input signals to
the clock. The protein VVD also contains an LOV
domain and can bind the FAD chromophore in a
similar manner to WC-1. VVD is rhythmically
synthesized, and acts as a negative regulator of
the light-induced WCC transcriptional drive.

of light responses. For example, frq tran-
scription is more sensitive to light in vvd
mutants. How VVD acts remains unclear
but probably via an interaction with the
WCC. VVD, like WC-1, has a LOV domain
and binds FAD and is thought to be a blue
light photopigment. VVD itself is light reg-
ulated, with levels low in the dark and high
in the light. In addition, vvd expression
requires the WCC. Thus, VVD not only
acts as a negative regulator of the WCC
in the light but also requires the presence
of the WCC and light for its own expres-
sion (Fig. 6). The rhythmic expression of
vvd presumably comes about as a result
of the negative feedback of FRQ on the

WCC (see below). As such, VVD provides
an example of a clock-controlled gene that
is also capable of regulating the input to
the core oscillator. As VVD is influenced
by an output from the clock, and VVD acts
on the input pathway, it can be called a
zeitnehmer.

3.4.2 Oscillator
Early in the field of molecular chrono-
biology, the frq gene was identified as a
critical component of the clock. Mutations
in frq would shorten, lengthen, or abol-
ish free-running rhythms of conidiation.
Significantly, these mutations appeared
to cause no obvious morphological or
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physiological defects, suggesting that frq
acted specifically within the Neurospora
clock. A chromosomal walk finally cloned
the gene and the functional analysis of
frq/FRQ began. It was shown that frq
mRNA and FRQ protein levels cycle with
a 22-h period in free-running wild-type
strains and that the period of these oscil-
lations matched the period of conidiation
found in long and short mutant strains.
A fusion gene, consisting of the frq-coding
region attached to an inducible promoter,
showed that the constitutive expression
of frq would abolish circadian rhythms of
conidiation. In addition, by driving levels
of frq from high to low (removing the in-
ducible agent) at any time of the day would
reset the clock to dusk, which corresponds
to the low point of frq mRNA in wild-type
strains (frq levels reach their peak some
4–5 h after dusk). A negative feedback by
FRQ on frq transcription was supported
by the finding that defective FRQ protein
would result in constant high levels of frq.
Indeed, more recently, nuclear localization
has shown to be critical for both behavioral
and molecular oscillations in Neurospora.
Thus, it was established fairly early on that
frq/FRQ appears to be part of a molecu-
lar feedback loop that is essential for the
generation of circadian rhythmicity. But,
of course, frq is not the only gene involved
in the fungal clock.

As discussed above, the WCC acts in the
dark as the positive element of the frq/FRQ
negative feedback loop and is part of the
entrainment pathway under a light–dark
cycle. Two forms of FRQ (long or short) are
transcribed and associate as either homod-
imers or heterodimers to form a protein
complex. When the FRQ complex reaches
a certain level, it enters the nucleus and
inhibits activation of frq transcription by in-
terfering with WCC-driven transcription,
and hence closes the negative feedback

loop. Phosphorylation of FRQ occurs im-
mediately after translation and targets FRQ
for eventual degradation. Several kinases
have been implicated in this process in-
cluding casein kinase I, casein kinase
II, and a calcium-/calmodulin-dependent
kinase. The stability of FRQ in turn deter-
mines the period length of the oscillation.
FRQ has also been shown to positively
regulate expression of both WC-1 and
WC-2, probably via different mechanisms
(Fig. 6).

Thus, Neurospora, like other molecular
clocks we have encountered, has both pos-
itive and negative transcriptional drives
for the generation of the circadian oscil-
lator. Although FRQ is an essential clock
element, suggestions that frq was not the
sole oscillatory component of the circadian
system in Neurospora go back to 1986. Re-
turning to this observation, and using frq
null mutants, Merrow and colleagues em-
ployed traditional circadian entrainment
protocols (‘‘T-cycles’’) in an attempt to
clarify the role of frq within the circadian
system. They found strong evidence for a
temperature, but not light, entrainable os-
cillator in Neurospora. The nature of this
or these addition feedback loops remain
uncharacterized, and their identification
forms an ongoing focus for the Neurospora
research community.

Neurospora has also provided insights
into the underlying mechanisms of tem-
perature compensation. Temperature ef-
fects in Neurospora appear to be mediated
through the amount and type of FRQ pro-
tein made, with FRQ oscillating around
higher levels at higher temperatures. As
noted above, two forms of FRQ protein are
produced, and temperature also appears
to regulate the relative levels of these long
and short forms by favoring differing ini-
tiation codons at different temperatures.
When either of these initiation codons is
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removed, the range of temperatures over
which the clock will function is reduced.

3.4.3 Output
As discussed above, vvd is one example of a
clock-controlled gene, but a large number
of additional genes are emerging that are
under clock regulation. These genes are as-
sociated with every aspect of Neurospora’s
biology, ranging across reproduction, de-
velopment, behavior, and metabolism.
One of the most intensely studied has
been glyceraldehydes-3-phosphate dehy-
drogenase (GAPDH). GADPH acts as a
catalyst in the first step of glycolysis.
It is a critical enzyme in the glycolytic
cycle and couples the oxidation of the
glyceraldehydes-3-phosphate substrate to
its phosphorylation. The oscillation in
GADPH and other critical housekeeping
genes is substantial, but a robust oscilla-
tion does not necessarily mean that the
gene is a clock-controlled gene. The point
that has often been made is that it is dif-
ficult to address whether rhythmic genes
are regulated by the clock directly or merely
as a by-product of rhythmic changes in the
cellular environment. As with the other ge-
netic models, microarray analysis is being
used to assess the global pattern of rhyth-
mically expressed genes in Neurospora, and
like Drosophila, mice, and Arabidopsis, ap-
proximately 2–6% of the genome appears
to be under some form of clock regulation.

3.5
Arabidopsis

The common theme in this manuscript
has been to describe the major impact that
forward genetics, and the identification of
the particular mutated genes, has had on
progress in understanding the biological
clock in a wide range of species. It should
be of no surprise then that in plants the

primary model system is one renowned for
its genetic accessibility, Arabidopsis. Our
understanding of plant clocks is mainly
due to progress in this species (Fig. 7).

3.5.1 Entrainment
To plants, of course, light is more than
simply a signal of dawn and dusk, but
critically the source of their ‘‘energy’’
through photosynthesis, and a regulator
of their reproduction through flowering,
on an annual or photoperiodic basis. As
such, plants have evolved a large number
of photopigments with which they take
maximum advantage of the light source
to which they are exposed. It is not
surprising, therefore, that a large number
of photopigments have been implicated in
the regulation of the circadian clock.

The classic manner of examining the
light characteristics of the circadian sys-
tem is to provide a series of short, discreet
light pulses of varying wavelengths and
intensities and then determine the change
in some clock parameter (circadian phase,
acute gene induction, etc.), or in other
words, to generate an action spectrum.
This short term or acute action of light on
clock phase can be seen as being equivalent
to nonparametric entrainment, that is, the
ability of short light pulses to mimic the
action of long, sustained light effects (para-
metric entrainment). Phase shifting and
the generation of action spectra to short
light pulses have not yet been performed
in Arabidopsis. However, extensive data
has been produced regarding the effects
of sustained, constant light treatments of
specific wavelengths and intensities (flu-
ence rate). This is made possible by the
fact that the Arabidopsis circadian clock
continues to run under constant light
treatments and shows very reproducible
changes in period length, depending upon
the wavelength and intensity of light. In



456 Rhythmic and Temporal Processes in Biology

CCA1

LHYtoc1

TOC1

LHY

CCA1
P

I

cry1

cry2

phyb

tct

tct

cab
tct

Gating

Nucleus

Interconversion

Active form

ELF3

Phytochrome
interactions

P
IF

3

PHYB

CACGTG
P

IF
3

PHYB

PHYB

aaaatatct

elf3
aaaatatct

aaaatatct

CytoplasmCRY2

CRY1

PHYB

Fig. 7 Model of the molecular clock of Arabidopsis thaliana. Entrainment of the Arabidopsis
circadian clock is thought to occur through a combination of the actions of cryptochromes and
phytochromes. Cryptochromes function primarily in the blue region of the spectrum, with
phytochromes acting in the red–far red region of the spectrum. Phytochrome undergoes
nuclear entry following absorption of an activating photon of red light (converting it to the
active far-red absorbing form). In the nucleus, phytochrome interacts with the bHLH
transcription factor PIF3. This complex then increases the transcription of downstream genes
containing the PIF3 DNA binding site, a G-box (CACGTG). The circadian-regulated output
protein, ELF3 is thought to feed back on to the clock input pathway, and, as a consequence,
gate the clock response to light to particular times of day. Two rhythmic gene products are
essential components of the negative limb of the circadian oscillator. Transcripts for the genes
lhy and cca1 peak around the late subjective night/early dawn. Transcript levels for the gene toc1
show oscillations 12 h antiphase to this, peaking at the end of the late subjective day. LHY and
CCA1 proteins are capable of binding directly to a DNA motif in the promoter of the toc1 gene.
This DNA binding motif, termed an evening element (AAAATATCT), is not only found in the
promoter of toc1 but also in a number of clock output genes. TOC1 is thought to be the positive
element of the circadian oscillator, acting to increase the transcriptional rates of cca1 and lhy.
These three proteins compose the central, core elements of the Arabidopsis circadian clock.

fact, the application of constant red and
blue light caused a shortening of the circa-
dian period, as measured in a transgenic
Arabidopsis, which contained the lumi-
nescent reporter gene luciferase linked
to the rhythmic promoter of the chloro-
phyll a/b binding protein gene (cab::luc).

Further studies, taking advantage of spe-
cific mutant seedlings with null mutations
in identified photoreceptive molecules, has
allowed the roles of these particular pho-
topigments to be determined even further.
The results show a wide and complex ar-
rangement of photosensory systems in the
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plant, which allow for clock entrainment
in response to many wavelengths of light
(see below).

Arabidopsis contain five types of phy-
tochrome, from PHYA to PHYE, which,
generally speaking, absorb light in the
red and far-red region of the spectrum.
They are quite similar molecules of about
124 kDa and possess a covalently linked
chromophore molecule consisting of a
linear tetrapyrrole. Phytochromes exist
within the cell in two states that can be
interconverted from one to the other, de-
pending upon the wavelengths of light
they absorb. Upon initial synthesis, phy-
tochrome is in an inactive red absorbing
form (Pr), but upon absorption of a photon
of light converts to the active far-red ab-
sorbing form (Pfr), in which it can regulate
a wide range of physiological responses.
This number of phytochromes provides
the cell with a range of detection sensi-
tivities. For example, PHYA is thought to
function primarily in response to low-level
red light, while the other phytochromes
function under more intense red light
conditions. Arabidopsis also contains two
members of the cryptochrome family of
proteins (CRY1 and CRY2). These pho-
topigments absorb light in the blue/UV
region of the spectrum using two chro-
mophores, a light-harvesting pterin and a
catalytic flavin.

Somers and colleagues crossed the trans-
genic cab::luc reporter plants to individuals
with null mutation in two of the phy-
tochromes, phyA and phyB, as well as to
mutants for both cry1 and cry2. The result-
ing mutant reporter seedlings were then
tested under constant light conditions of
varying wavelengths and intensities. The
phyA mutant seedlings showed a loss of
response to low intensities (low fluence
rates) of both red and blue light. By
contrast, the phyB mutants lack normal

responses to high intensities of red light.
The presence of these two pigments clearly
provides the plant with a detection system
that works optimally at differing inten-
sities of light. A double mutant lacking
both phyA and phyB showed that these two
photopigment systems normally work ad-
ditively. The cry1 mutant seedlings lack a
wild-type response to both high and low
fluence levels of blue light, but respond
normally to intermediate intensity levels.
cry2 mutants showed little alteration in the
light response, but most likely act in a
redundant manner with cry1 at intermedi-
ate fluency levels. CRY1 is apparently the
primary blue light–responsive photopig-
ment at high light intensities, with CRY2
undergoing light-dependent degradation.

Interestingly, PHYA and CRY1 have
been shown to interact physically at the
protein level in yeast. At low light inten-
sities, it is now believed that CRY1 acts
downstream of PHYA, as a component of
the signal-transduction cascade for PHYA
light detection in the red wavelengths. This
is not the only interaction that occurs be-
tween phytochromes and cryptochromes,
as PHYB has been shown to interact with
CRY2 by immunoprecipitation. This com-
plex appears to form ‘‘nuclear speckles’’
in a light-dependent manner, but the ex-
act functional meaning of this is not yet
clear. This light-dependent nuclear local-
ization is a critical event for light regulation
of downstream gene expression (see be-
low). In both tobacco and Arabidopsis,
GFP protein fusions with PHYB show
light-dependent nuclear entry. A nuclear
localization signal exists in the carboxy ter-
minus of this protein in Arabidopsis, and
red light exposure promoted cytoplasmic
to nuclear translocation. In tobacco, both
PHYA and B undergo such light-driven
movement, though PHYB translocation
is inhibited by far-red light in contrast
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to PHYA. The remaining phytochromes,
PHYD and E, all appear to act in a redun-
dant manner with PHYB to detect light
of higher irradiances in the red region of
the spectrum. Several triple mutants, in-
cluding phyA, phyB, and phyE, showed a
reduced response at high intensities of red
light. However, all triple mutants exam-
ined so far still showed responses at low
intensities of red light, possibly arguing
for an additional, but as yet unidentified,
role for phyC. Nevertheless, consensus im-
plies that PHYB is certainly a predominant
photopigment in red light detection for
many aspects of light-regulated physiology
in Arabidopsis.

Several additional regulators of light re-
sponsiveness in Arabidopsis have recently
been identified, again through use of mu-
tant seedlings. Mutations in the gene
sensitivity to red light reduced (srr1) showed a
reduced sensitivity to red light, as the name
would suggest. A range of phenotypes in
this mutant showed great similarity to de-
fects seen in phyB mutations, suggesting
a strong link between the roles played by
both molecules. The acute induction of cab
gene expression, which normally occurs in
response to red light pulses, is in fact, in-
creased in srr1 mutants. The actual mRNA
levels of srr1 are themselves increased in
response to red light, but not far-red light,
pulses in an acute manner, with levels
raised within 2 h of the pulse. However,
transcript levels do not appear to oscillate
across the circadian cycle when plants are
monitored in constant light. This might
suggest that the srr1 is not involved in
the central clock mechanism itself, but by
measuring the period of the clock with
ccr2::luc transgenic reporter lines in srr1
mutants, it was apparent that there was a
shortening of some 1.6 h in mutant versus
wild-type plants. srr1 clearly has a role not
only within the light-detection machinery

but also the clock mechanism itself. One
interesting aspect of srr1 is the fact that ho-
mologous genes appear to be present in a
wide range of species, including mammals
and flies. It will be interesting to see if this
gene plays a role in clock function or light-
entrainment pathways in these species as
well as Arabidopsis.

As mentioned above, a critical aspect
of phytochrome B red light signaling
appears to be its light-dependent nuclear
translocation. PHYB has been shown to
directly bind to a bHLH factor known
as PIF3, but only after conversion to
its active far-red form (PfrB). PIF3 is
a nuclear protein and binds to a DNA
regulatory motif known as a G-box. It
is of considerable interest that a G-
box recognition sequence, CACGTG, is
of course identical to the ‘‘classical’’
E-box sequence believed to be critical
for circadian clock gene regulation in
Drosophila, mammals, and zebrafish. The
binding of photoactivated PHYB to PIF3
is thought to activate PIF3, and so turn
on the transcription of genes containing
this G/E-box motif. It is through this
nuclear translocation of activated PHYB,
binding to PIF3 and then activation
of genes containing G-box recognition
sites, that red light exposure can regulate
downstream gene activation.

A defining feature of circadian clocks
is their required ability to entrain to
light–dark cycles and the additional fact
that identical light pulses can either phase
advance, phase delay, or have no effect on
the phase of the clock, depending upon
the time of day that they are given (Fig. 2).
The nature or shape of this phase response
curve (PRC) is critical for stable entrain-
ment of the clock. There are also a number
of examples where a given light pulse can
acutely induce the transcription of a given
gene at one time of day but not another.
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As discussed in Sect. 3.4.1, the action of
light on the clock can be gated by the clock
itself, such that a clock output can feed
back to regulate the light input pathway.
Such an event has been termed a zeit-
nehmer. An example of a gene thought to
be involved in such a process is elf3 in
Arabidopsis. The elf3–1 (early flowering3–1)
mutation was first discovered in a mutant
screen for altered flowering phenotypes,
but possessed several distinct circadian
phenotypes also. Rhythms in the gene
cold circadian regulated 2 (ccr2), as mea-
sured by bioluminescence of a ccr2::luc
transgenic plant, become arrhythmic in
elf3 mutant plants grown in constant light,
but continue to oscillate in constant dark-
ness, without a change in clock period.
elf3 cannot be a central component of
the clock therefore, as the pacemaker
continues to run normally in the mu-
tant background. However, elf3::luc plants
show that elf3 itself oscillates in constant
darkness, and so must be an output of
the clock under rhythmic transcriptional
control. Additional studies using elf3 over-
expression showed that the period length
of the clock lengthened under constant
white light conditions but remained un-
altered in constant darkness. The ELF3
protein must, therefore, be feeding back
to regulate the circadian clock response to
light. This was confirmed by examining
the shape and amplitude of the phase re-
sponse curve to short, 1-h pulses of either
red or blue light. The ccr2::luc transgenic
plant made an examination of nonpara-
metric entrainment, entrainment to short
light pulses, possible for the first time in
Arabidopsis due to its sustained rhythmicity
under constant dark conditions. Overex-
pression, as well as the null mutation in
elf3, caused distinct changes in the PRC
amplitude. Overexpression of elf3 caused a
loss in the ‘‘sharpness’’ of the breakpoint

at which light pulses change from causing
delays to when they cause advances. Fur-
thermore, overexpression tended to reduce
the size of phase shifts, especially in red
light, whereas the null mutation tended to
increase the size of shifts or lead to ar-
rhythmia. The conclusion to these data is
that elf3 is a clock output that is capable
of feeding back to regulate the pacemakers
response to light pulses or constant light
conditions in a negative manner.

3.5.2 Oscillator
Mutations in the plant cryptochromes and
phytochromes do not abolish circadian
function, and so these light-detecting
molecules themselves do not appear to
be the central components of the clock.
Clearly, this distinguishes the role of the
cryptochromes in plants from the central
clock role in, for example, mammals.
Though there are still many gaps in our
understanding of how the Arabidopsis clock
functions, again much has been learned
from the analysis of specific mutants.

A mutation in the gene late elongated
hypocotyl (lhy) generated a number of aber-
rant circadian phenotypes, including a
strong tendency for loss of rhythmicity
in leaf movements, as well as the rhythmic
circadian regulation of some gene expres-
sion, including that for both cab and ccr2
genes. Furthermore, this mutation caused
flowering to occur independently of the
photoperiod upon which the plants were
grown. The lhy gene encodes a MYB-DNA
binding protein, and mRNA levels show a
circadian oscillation with peak expression
around dawn. This oscillation is lost in
the mutant, while overexpression of the
gene in a transgenic leads to a reduction
in endogenous transcript levels. Further
analysis of additional lhy mutant alleles
showed a distinct period shortening in
the oscillation of certain genes, such as
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the gene circadian clock associated (cca1)
by about 2–3 h (see below). These data
together strongly suggest that LHY can
feed back negatively to suppress its own
transcription, a key and common charac-
teristic of many central clock components,
but that it may not function alone in this
role (Fig. 7).

A similar MYB-like DNA binding pro-
tein, circadian clock associated (CCA1),
shows a similar oscillatory profile, with
both mRNA and protein oscillating. Over-
expression of CCA1 also leads to a re-
pression of endogenous transcript levels,
again arguing for its role as a component
of a negative feedback loop. Mutations
in the cca1 gene show a shortened pe-
riod compared to wild types. However,
these oscillations do continue to run with
this altered period for several days, and
so, as with LHY, CCA1 cannot be acting
alone as a negative transcription regulator.
Data from double mutants, lacking both
LHY and CCA1 proteins, would be essen-
tial to determine if these two molecules
were acting in a redundant manner. Exist-
ing data suggests this, as double mutant
plants show rapid dampening of circadian
rhythms in constant light and dark condi-
tions. CCA1 and LHY appear to be partially
redundant, but are essential proteins if the
clock is able to continue running in a sus-
tained manner. They are critical players
in the negative limb of the circadian clock
mechanism in Arabidopsis, but it would not
be surprising if more components were yet
to be discovered.

If CCA1 and LHY are critical negative
regulators of the plant clock, what are the
positive clock regulators? In 1995, a num-
ber of Arabidopsis short- and long-period
mutants were identified in a screen us-
ing cab::luc luminescent transgenic plants.
One mutant, called timing of cab expres-
sion (toc1), was a semi-dominant mutation,

leading to a shortening of both the cab
gene expression rhythm and the normal
oscillation in primary leaf movement. Five
years later, the toc1 gene was cloned and
was shown to encode a protein contain-
ing several previously identified domains;
an atypical response regulator receiver
domain, found in some bacterial two-
component signal transduction systems,
and an acidic domain as well as a region
found in several CONSTANS family tran-
scription factors. TOC1 was likely to play
a critical role as a transcription factor, and
the fact that its mRNA levels oscillated
with a peak at the end of the subjec-
tive day supported its role as a central
clock component.

The fact that cca1 and lhy transcripts
oscillate 12 h out of phase with TOC1 tran-
script levels strongly suggests that a form
of oscillatory feedback loop is likely to exist
between these genes. Further analysis of
toc1 mRNA in plants overexpressing CCA1
or LHY showed that TOC1 transcript levels
ceased to oscillate and declined to below
levels seen at the trough point in match-
ing wild-type strains. CCA1 and LHY are,
therefore, likely to act negatively on the
transcription rate of TOC1. This was con-
firmed by an analysis of the toc1 promoter,
where binding of CCA1 and LHY directly
to regulatory elements was shown to occur.
This element, known as the evening element
(EE) was found to be common to a number
of genes that showed peak expression in
the late subjective day. Two mutant alleles
of toc1 have been identified. The toc1-1 al-
lelic form was the first mutant identified,
and is a semi-dominant mutation, which
retains some TOC1 function. toc1-2 is a
recessive mutation, and most likely rep-
resents a loss of function of TOC1. An
examination of cca1 and lhy mRNA lev-
els in toc1-2 mutants revealed a dramatic
decrease in the peak amplitude of both
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rhythms. It has been proposed, therefore,
that TOC1 represents a component of the
positive limb of the circadian clock mech-
anism, acting as a positive transcriptional
regulator of both cca1 and lhy expression.
However, the fact that both cca1 and lhy
both continue to oscillate in the toc1-2
null mutant must mean that other compo-
nents that perform this role also exist. A
schematic of how these molecules may fit
together can be seen in Fig. 7.

3.5.3 Output
Perhaps, the ‘‘oldest’’ of all circadian out-
puts, or at least the first described, can be
attributed to higher plants, with the de-
scription of leaf movements in constant
darkness by de Mairan in 1727. This as-
say is still used regularly today in mutant
screens of Arabidopsis seedlings. A wide
range of plant physiological processes are
under clock control, including stomatal
opening, CO2 assimilation, and the timing
of flower opening in some species. Plants
that grow in desert environments are un-
der very strong selective pressure-to-time
aspects of their physiology to certain times
of day, as is true of course for desert-
dwelling animals as well. Crassulacean
acid metabolism, found in what are gen-
erally termed CAM plants, is a particular
adaptation to such environments and en-
ables such plants to fix CO2 during the
night while keeping stomata closed during
the day. The temporal regulation of such
stomatal closure is obviously critical if wa-
ter loss is to be minimized. However, the
exact balance of clock regulation, versus
that of acute environmental cues, on CAM
function is not yet completely clear, espe-
cially as this type of metabolism cannot
continue under constant light conditions.

An analysis of clock-regulated gene ex-
pression, using microarray technology or

‘‘DNA chips,’’ has been performed in Ara-
bidopsis by several groups. Estimates of
between 2 and 6% of all genes are be-
lieved to be under clock control, though
the final number is likely to be much
higher. Perhaps, not surprisingly, genes
involved in the light-harvesting reactions
of photosynthesis showed strong circadian
regulation, as did the genes involved in
starch mobilization, nitrogen metabolism,
and many other such processes. The study
of Harmer and colleagues revealed the
presence of the ‘‘evening element’’ within
the upstream promoter regions of some 31
cycling genes that showed peak expression
in the late subjective day. This ‘‘evening
element’’ is composed of a remarkably con-
served 9-nucleotide motif, AAAATATCT,
which appears to be important for clock
regulation of these rhythmic genes. This
global clock regulation of gene expression
bears remarkable similarity in scale, if
not detail, to that seen in a number of
mammalian tissues and shows how cen-
tral the circadian clock is to the physiology
of most organisms.

Of course, one of the most remarkable
seasonal responses of many plant species
is the annual regulation of flowering
and reproduction. Such processes are
regulated by measurement of day length
as a photoperiodic response. Though this
topic is beyond the scope of this review,
it is interesting to note that several
clock genes have been implicated in the
regulation of flowering in Arabidopsis.
This is particularly true for the toc1-1
mutant discussed above. toc1-1 plants are
unresponsive to photoperiod when grown
on light–dark cycles of 24 h (a normal day
length). However, when grown on cycles
of 21 h, which matches the natural free-
running period of this mutant, individuals
can distinguish between short and long
days. In addition, overexpression of the
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circadian negative regulators CCA1 and
LHY will delay flowering on long days.
While the elf3 mutant also influences the
time of flowering, two additional mutants
that alter flowering time are of particular
interest. Both ZEITLUPE (ZTL) and FKF1
represent a similar class of molecule that
contains a LOV domain, a subgroup of PAS
domain proteins, as well as F-box motifs.
F-boxes have been strongly implicated in
targeting proteins for degradation via the
ubiquitin pathway and LOV domains have
been implicated in events relating to blue
light photoreception. Mutations in both
of these genes have a robust effect on
Arabidopsis flowering events. Mutations in
ztl also lengthen the free-running period
of genes under clock control. So, it is clear,
as one would expect, that there is a strong
and intimate link between genes involved
in the generation and regulation of the
daily or circadian clock and the expression
of annual rhythms, such as flowering.

3.6
Cyanobacteria

The cyanobacteria are the first prokary-
otes that have been shown to possess
a circadian pacemaker. This was an im-
portant step forward in expanding our
understanding of the evolution of clocks
and an added example of how incredi-
bly widespread the phenomena of circa-
dian oscillations really are. It was long
assumed that prokaryotes, with their gen-
erally very fast (shorter than 24 h) cell
cycles, would not possess or have a
need for a clock, but this is clearly not
true. Nor is the presence of a nucleus
(a new form of biological snobbery) re-
quired either.

With the recent sequencing of many
bacterial genomes, it has become apparent

that the presence of one central cyanobac-
terial clock gene, kaiC, is more widespread
than simply within the cyanobacteria,
being found also in the Archaea and
Proteobacteria (though only the cyanobac-
teria contain the complete family of
the kai genes; see below). This is of
course not proof that clocks are widely
distributed amongst many bacteria but
certainly demonstrates the very early evolu-
tion of genes that are involved in the clock
mechanism. The first kai genes may have
appeared some 3500–3800 million years
ago, before the presence of an oxygen at-
mosphere on the earth. Cyanobacteria, of
course, tend to be photosynthetic, and as
such the potential value of a circadian clock
is clear. It is not yet known how widespread
functional clocks may be amongst prokary-
otes. However, as many human disease
states are caused by bacterial infection and
other prokaryotic organisms, the presence
of a clock and the timing of certain phys-
iological processes to a particular time of
day may prove to be a very valuable clin-
ical tool and have considerable medical
implications.

As we shall see, most of the molecules
of the cyanobacteria, and how they may
work, appear quite alien (and unique) to
individuals more used to mammalian tran-
scriptional regulation. However, many of
the basic aspects of how one generates
an oscillation are similar, including the
critical importance of negative feedback
with delay. The cyanobacteria provide a
fascinating and unique view of alternative
ways of generating a circadian oscilla-
tion.

3.6.1 Entrainment
Relatively little is currently known about
light detection and the details of the in-
put pathway to the clock in cyanobacteria.
Changes in the lighting regime (timing
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of the LD cycle) are capable of reentrain-
ing the clock in Synechococcus RF-1, but
few, if any, typical short light pulse, phase
shifting experiments have been performed
in this species. However, recently, Golden
and colleagues did isolate a mutant (Syne-
chococcus sp. PCC7942) that showed an
impaired ability to phase shift in response
to 5-h dark treatments. The gene underly-
ing this mutation was isolated and called
circadian input kinase (cikA). cikA encodes
for a bacterial phytochrome, containing
histidine kinase motifs, which raised the
possibility that this molecule might be act-
ing as a putative bacterial photopigment.
The importance of phytochromes in the
circadian system of higher plants added
support to this idea. However, sequence
comparison shows that cikA lacks a critical
amino acid residue thought to be essential
for binding of a required chromophore.
In addition, the optimal wavelengths for
phase shifting the clock appear to be in
both the blue and red regions of the spec-
trum, with green and far red having little
or no effect. This spectral response is not
quite what one might predict for a typical
phytochrome response nor is it similar to
that one would expect for a photosynthetic
response. At present, the photopigment
responsible for Synechococcus entrainment
remains unknown, and further data will be
required to confirm the exact role of cikA
in the clock input pathway.

Within the last year, a new class of
cryptochrome flavoproteins (called cryp-
tochrome DASH) has been isolated in the
related cyanobacteria, Synechocystis. This
gene has considerable sequence homol-
ogy to photolyases but has the capacity to
act as a transcriptional repressor. Whether
this bacterial cryptochrome will have a cen-
tral clock role or potential photoreceptive
role as in other circadian systems still re-
mains to be tested. However, the presence

of cryptochrome in cyanobacteria is inter-
esting, if not least for the fact that it reveals
how early this class of molecule appeared
on an evolutionary timescale.

It is perhaps important, especially when
dealing with an unusual system like
cyanobacteria, to keep an open-mind about
the possible mechanisms of light detection
and not get locked in a very mammalian,
classical signal transduction perspective.
Light, for example, has profound effects on
the RNA stability of a number of cyanobac-
terial transcripts. These include transcripts
like psbA2, a molecule centrally involved in
the function of photosystem II in the pho-
tosynthetic machinery and believed to be
a rhythmic output of the circadian clock.
A short stretch of the 5′-untranslated re-
gion (5′UTR) of this transcript contains
an ‘‘AU-box’’ (UAAAUAAA), which, when
deleted, removes light-dependent regula-
tion of psbA2 expression. This region of
RNA appears to increase transcript insta-
bility in the dark and may aid accumulation
in the light via putative positive and neg-
ative cis-acting factors. Light is acting in
a posttranscriptional manner to influence
transcript levels and presumably subse-
quent protein levels. At this time, no
evidence for such a mechanism in the
circadian input pathway, or in stabiliz-
ing central clock transcripts, has been
demonstrated.

3.6.2 Oscillatorff
Identification of central clock genes in
cyanobacteria has progressed through the
use of mutant screens/forward genetics,
as in most other circadian model systems.
The prerequisite for such screening is the
availability of a reliable wild-type pheno-
type against which to compare potential
mutants. Though there are a number of
rhythmic outputs in cyanobacteria, in-
cluding nitrogen fixation, photosynthetic
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activity, and cell cycle regulation, these are
not necessarily the easiest of assays to use
with which to identify mutant strains. One
major advantage of bacteria, of course, is
the relative ease with which one can in-
troduce genes and stably integrate them
in the genome via homologous recombi-
nation. The generation of a luminescent
reporter strain, with luciferase under the
control of a clock gene promoter, would
provide a very clean and relatively easy
assay for circadian rhythmicity and the
subsequent isolation of mutants. To be
more exact, the upstream promoter region
of the gene psbA1 (another molecule in-
volved in the function of photosystem II)
was fused to luciferase (luxAB) and the
luminescent reporter strain AMC149 of
Synechococcus sp. PCC7942 was generated.
This strain showed robust circadian os-
cillations, showing that the promoter of
psbA1 was under clock control.

Interestingly, the random insertion of
a luciferase reporter, in a ‘‘promoter trap’’
style experiment, revealed something quite
unexpected. Of approximately 3000 ran-
domly transformed colonies, 800 were
sufficiently bright to allow for imaging by
use of a cooled CCD camera system. When
examined for circadian cycling, almost all
of these 800 transformants showed circa-
dian oscillations in bioluminescence with
a range of amplitudes and waveforms.
Some 80% of these colonies had the same
phase relationship to the light–dark cycle
as psbA1. The majority, if not all, of the
genes in Synechococcus are under global
clock control. The default state for gene
transcription in this system is to oscil-
late, and so it appears that there must be
some non-gene-specific regulation of the
transcriptional machinery. This idea was
extended by the fact that even heterologous
promoters, in particular the promoter of
conII from Escherichia coli, show robust

circadian oscillations when inserted into
cyanobacteria.

Additional evidence that supports the
idea of a global circadian regulation of
transcriptional state includes the fact that
when the recently identified clock genes
(kaiBC) in cyanobacteria were placed un-
der the control of a heterologous promoter,
the transcripts from these genes continued
to oscillate. In other words, the exact na-
ture of the promoter, in terms of sequence
specifics, did not seem to matter in terms
of regulating rhythmicity, and so the reg-
ulation must be at a more general level.
Furthermore, one of the new clock genes,
kaiC, bore considerable resemblances to
bacterial recombinases and helicases, that
is, molecules involved in the general wind-
ing and unwinding of chromosomal DNA.
Though this was not a proof of a novel
transcriptional mechanism, this certainly
supported the idea of a global regulation
of transcription by changing the super-
coiled state of the bacterial chromosomal
DNA. Johnson and colleagues have pro-
posed a model, therefore, where this global
rhythm in the transcription of apparently
all cyanobacterial genes is controlled by
large-scale changes in the state of the
bacterial chromosome, with regulation oc-
curring as a change in the supercoiled
nature of the DNA. The state of the whole
‘‘nucleiod’’ changing rhythmically and so
being termed (somewhat disagreeably) the
oscilloid. Similar changes in gross DNA
state have been reported in the chro-
mosomal DNA of chloroplasts found in
Chlamydomonas, and as chloroplasts are
thought to have originated from the inclu-
sion of endosymbiotic cyanobacteria, this
also tends to support the rhythmic super-
coiling regulation of DNA as a means of
achieving rhythmic gene transcription.

The generation of a luminescent re-
porter strain of cyanobacteria allowed for a
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large scale, semiautomated mutant screen
to be performed. Approximately 500 000
individual clones were mutagenized by
EMS, and then screened for period length
defects or other circadian phenotypes. A
large number of mutants were isolated, of
which 12 displayed altered period ranging
from 16 to 60 h and a number of others
showed complete arrhythmia. The exact
genes mutated in such a screen could be
identified by rescuing the given mutants
through complementation with libraries
constructed from wild-type Synechococcus
DNA, with more than 30 mutants res-
cued so far in this manner. This rapid
and compelling method of identifying mu-
tant genes is a far cry from the laborious
gene mapping approaches required in
vertebrates, and allowed for the efficient
isolation of the critical genes involved in
rhythm generation.

The majority of these mutations revealed
three critical clock genes in Synechococ-
cus, called kaiA, kaiB, and kaiC, which
exist in a tight gene cluster referred to
simply as kai (kai meaning rotation or cy-
cle in Japanese). Nineteen of the mapped
mutations can be localized to these three
genes. The kai genes appear to be unique
clock molecules in that, based on sequence
comparison, they bear no resemblance to
clock genes identified in other species (and
as such may represent the independent
evolution of a circadian clock). All three
genes appear to be critical for normal
clock function, with kaiB and kaiC being
cotranscribed and thus forming a bacte-
rial operon. Whereas kaiA transcription
appears to be under independent regula-
tion, kaiC is the largest of the three genes
and as such is the site of most mutations
affecting period length. Sequence compar-
ison places kaiC as a potential member
of the RecA/DnaB family of proteins, sug-
gesting, as mentioned above, a potential

role in the regulation of DNA structure.
RecA proteins act as ATP-dependent DNA
recombinases and DnaB proteins function
as replication fork helicases. kaiC is able
to bind ATP through the presence of two
Walker A motifs (regions involved in ATP
binding). Mutation of these Walker A re-
gions disrupts ATP binding and has a
seriously disruptive effect on the gener-
ation of circadian oscillations. This ATP
binding event appears to be essential for
the function of kaiC proteins, as in the
presence of ATP kaiC associates to form
homohexamers, which are visible as rings
with a central pore when examined under
an electron microscope. As such, kaiC ap-
pears to be able to bind directly to forked
DNA, again supporting the idea of a role
in regulating the global status of DNA
supercoiling in Synechococcus.

All three genes show a peak in expres-
sion at around CT 8, when maintained
in continuous light, with the peak in
kaiB and kaiC protein expression occur-
ring some 8 h later at CT 16. Such large
delays between peak transcript levels and
protein levels have been seen in systems
such as Drosophila, and may be an es-
sential requirement for the generation of
long, 24-h periods, as seen in the circadian
clock. Such a large lag requires consider-
able posttranscriptional regulation of the
nascent RNA, with presumably mech-
anisms in place to delay translational
activation, as well as processes involved
in regulating RNA stability. The delays
supposedly produced by controlled nuclear
entry clearly cannot occur in a system lack-
ing a nucleus.

The three kai genes form an interactive
feedback loop responsible for the genera-
tion of the circadian rhythm (Fig. 8). All
three proteins appear to be able to in-
teract with each other when tested in a
yeast protein interaction assay. If kaiC is



466 Rhythmic and Temporal Processes in Biology

KAIC

SASA

KAIA

KAIC

KAIB SASA

CIKA

CR-I

Rhythmic chromosome
supercoiling/condensation

KAIC

KaiC-containing
complex

Interactions

KaiA

KaiB

KaiC

Oscillating chromosome

Fig. 8 Model of the molecular clock of
Cyanobacteria. The central clock mechanism in
cyanobacteria appears to be based on the Kai
gene complex and proteins (kaiA, kaiB, and
kaiC), as well as the potential rhythmic coiling
and uncoiling of the bacterial chromosome. This
global change in chromatin structure may
underlie the circadian rhythmicity seen in all
genes studied to date. kaiB and kaiC are
cotranscribed as part of a bacterial operon, but
all three genes are rhythmic with a peak in
expression in the mid-subjective day. Protein
levels peak some 8 h later, around CT16 in the
subjective night, showing the typical
transcription–translation delay seen in many
circadian systems. KAIC appears to be capable of
binding forked DNA, and as such may play a role
in regulating the global genes seen in chromatin
structure. The three Kai proteins can interact to

form a Kai protein complex, possibly including
the protein SASA. KAIC feeds back negatively to
repress transcription of itself and kaiB, thus
representing the core negative feedback element
of the clock. KAIA appears to act positively on
the transcription of kaiB and kaiC, along with
SASA, and so these proteins represent the
positive limb of the circadian clock mechanism.
Entrainment of this core oscillator may occur
through the action of the bacterial phytochrome
cikA, but further data will be required to confirm
this. SASA appears to play some role in adjusting
the sensitivity of the oscillator to changes in light
intensity. A mutation in Synechococcus called
CR-1 shows alteration in entrainment to
light–dark cycles, and so a CR-1 protein may play
a role in clock resetting. However, at this time,
the photopigment underlying cyanobacterial
entrainment has not been definitively identified.

overexpressed, then the subsequent lev-
els of kaiB and kaiC are reduced and
the oscillation suppressed. Overexpression
of kaiA acts to increase the transcrip-
tion of kaiBC, while disruption of kaiA
lowers levels of kaiBC. Therefore, kaiC

appears to act as a repressor of its own
transcription, forming the negative feed-
back part of the circadian cycle, with kaiA
acting as an activator and the positive
limb of the circadian mechanism. Yeast
two-hybrid screening was performed to
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isolate additional proteins capable of in-
teracting with kaiC. This screen led to the
isolation of sasA, believed to be similar
to sensory histidine kinases. Disruption
of sasA dramatically lowered the ampli-
tude of the circadian rhythm, and lowered
kaiBC expression levels, while overexpres-
sion completely eliminated the rhythm.
sasA is believed to be an additional positive
regulator of kaiBC transcription (possi-
bly though binding with kaiC protein),
and as such forms a second positive feed-
back loop, which appears important for the
generation of robust circadian oscillations,
especially when Synechococcus is placed on
an LD cycle. It seems likely, from previous
discussions, that this negative and positive
transcriptional regulation (especially that
of kaiC) acts through a global change in
the coiled status and structural state of the
bacterial chromosome (Fig. 8). It may be
of interest that the recent discussion re-
garding the regulation of the mammalian
circadian clock, especially by Reppert and
colleagues, has focused on the importance
of chromatin remodeling as a critical event
within the central mechanism of the mam-
malian clock.

3.6.3 Output
The cyanobacteria are made up of a
wide range of individual species, with
varying biochemical and physiological re-
sponses, and as such one should be
cautious about overgeneralization. How-
ever, two clear clock-regulated outputs
in these cells are the processes of pho-
tosynthesis and nitrogen fixation. These
processes have conflicting physiological
conditions to be performed optimally, as
nitrogen fixation occurs optimally in low
oxygen/anaerobic conditions. The tempo-
ral separation of these biochemical pro-
cesses has a clear selective advantage, and

so it is not surprising that in Synechococ-
cus, therefore, photosynthesis takes place
during the day and nitrogen fixation dur-
ing the night. This is not true, however,
for all cyanobacteria, as Trichodesmium
shows peaks in both activities during
the day. The rhythm in nitrogen fixation
appears to be regulated by a nocturnal
increase in nitrogenase mRNA levels in
Synechococcus.

Perhaps, a more surprising pheno-
menon is that the timing of cell division
also appears to be clock regulated, or to
be more exact clock gated. Under con-
ditions of rich, unlimiting media, these
cells can divide as rapidly as once in every
6–10 h (so up to three times per circadian
cycle). When the rhythm in biolumines-
cence is measured in these ‘‘subconfluent
cultures,’’ amazingly, a strong circadian
rhythm in gene expression can still be
measured. The amplitude of this rhythm
increases during the exponential phase of
cell growth (probably due to an increase
in cell number) and then stabilizes during
the sustained phase of growth. As these
cells are dividing at a much higher rate
than the period of the clock, the exact
phase of the rhythm must be inherited by
daughter cells, which keep the oscillation
running in perfect synchrony. Moreover,
when the stage of the cell cycle is ex-
amined by flow cytometry, it becomes
clear that the exact timing of cell divi-
sion is restricted or gated to certain times
of the day. On an LD cycle, Synechococ-
cus cells only divide during the day and
not at night. When placed into continu-
ous light, cell division is blocked during
the early subjective night, but can occur
during the late subjective night and sub-
jective day. A direct link between the clock
machinery and the regulation of the cell
cycle mechanism must, therefore, occur
to allow for such ‘‘gated’’ regulation. It is
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tempting to speculate, of course, that the
influence of kaiC on DNA structure may
play an important role in the regulation of
this event.

The number of mutants and the ease
with which bacteria can be grown has
allowed for an interesting series of experi-
ments to be performed, examining fitness
under differing lighting regimes. Three
strains of Synechococcus were used, wild
type with a period of 25 h, C28a with
a long period of around 30 h, and C22a
with a short period of 23 h. Importantly,
when grown as isolated cultures, no differ-
ence in growth rate between the differing
strains was detectable. The three strains
were then mixed together and placed on
one of the three differing T-cycles: either
an 11L:11D, 22-h day; a 12L:12D, 24-h
day; or a 15L:15D, 30-h day. In all the
situations tested, the strain that grew op-
timally and outcompeted the other strains
was the one whose endogenous period
most closely resembled that of the envi-
ronmental light–dark cycle. So, C22a was
the most competitive on a 22-h day, grow-
ing better than wild type, while C28a (with
an endogenous period of 30 h) was most
successful when grown on a 30-h day.
The mutant phenotypes were clearly not
generally impaired varieties, being much
better adapted than wild types to the ab-
normal lighting conditions. Exactly how
this improved fitness or competitive ad-
vantage is conveyed to each strain is not
clear. Though, speculation includes the
fact that the expression of psbA1 is mist-
imed (incorrectly phased) when on deviant
light–dark cycles and that this subopti-
mal phase angle might lead to relatively
less efficient photosynthesis and, there-
fore, growth rates. The importance of
an endogenous clock, even to organisms
as ‘‘simple’’ as bacteria, has finally been
demonstrated.

4
General Conclusions and Future
Perspectives

The study of circadian rhythms has
benefited from the interest of researchers
with diverse backgrounds who have stud-
ied different groups of organisms. This
broadly comparative approach has allowed
results in one species to guide the develop-
ment of experiments in other groups, and
as a result, progress on the study of circa-
dian rhythms has advanced across a fairly
broad taxonomic front. This has been par-
ticularly true for the study of the molecular
basis of the clock. As discussed above, sev-
eral of the genes involved in the circadian
clock in the mouse and Drosophila have
been conserved between these highly di-
vergent organisms. This conservation has
not only aided the hunt for additional clock
molecules but has had important impli-
cations for understanding clock evolution.
The fact that Drosophila and mice share ho-
mologous clock genes suggests that there
was not only a clock some 700 million
years ago in the common ancestor of in-
sects and mammals but that this clock
was built along broadly similar lines to
the circadian clocks we find in animals
today. If we look back beyond the animal
branch of the evolutionary tree and exam-
ine the molecular basis of the clock in
plants, fungi, or even photosynthetic bac-
teria, the genes identified thus far bear
no real resemblance to any of the clock
genes in animals. They are not homolo-
gous, leading to the suggestion that the
biological clock may have evolved multiple
times during the course of evolution. It is
important to stress, however, that although
different sets of genes seem to generate
the clock in animals, plants, fungi, and
bacteria, they use the same fundamental
mechanism – an ‘‘autoregulatory negative
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feedback loop’’ involving several genes. It
is these circadian feedback loops that have
formed the central focus of the discussion
in this article.

Although the basic mechanisms of the
molecular clock seem to be in place, the
devil is in the details. The very complexity
of the models that are emerging, with
their cycles and epicycles of positive
and negative drives and feedback loops,
resemble to some the ungainly Ptolemaian
versions of the solar system! There are
some very serious questions about the
orthodox explanations of the circadian
mechanisms that we have described. For
example, clock genes probably have other
functions; indeed, the primary role of some
of the genes we have described may not
be as elements of the clock. It has been
assumed that clocks have been built from
special proteins dedicated to time keeping.
This may not be the case. Roenneberg
argues that it is critical to consider that
before clocks there had to be complex
metabolic networks that were driven by
light and temperature and that these
metabolic pathways may still be closely
associated with or even embedded within
the clock. Mutant screens would never
identify such metabolic genes as ablation
or mutation would result in death. The
orthodox models that we have described
may not be wrong; the genes are clearly
critical for clock function, but we cannot
exclude the possibility that the clock is the
product of interacting metabolic elements
and the genes that we have described
are epiphenomena and part of a fine-
tuning mechanism.

Freedom is something that most hu-
mans strive for in one form or another. In
advanced industrialized societies, the free-
dom to sleep, work, eat, drink, or travel
when we want is becoming a real op-
tion for many, and generally applauded.

But the freedom to do whatever we want,
when we want, has brought an appreci-
ation that we are not free of the ticking
of our biological clock. The biological or-
der that the clock imparts means that we
are unable to perform with the same ef-
ficiency throughout the 24-h day and we
ignore our biology at our peril (Fig. 1).
The emerging fields of chronotoxicology
and chronopharmacology provide some of
the most striking examples of the rele-
vance of circadian physiology to our daily
lives. In studies of a chemical food addi-
tive tested in nocturnal mice for potential
carcinogenicity, the additive appeared to
be perfectly safe and approved for human
use. However, the test were undertaken at
12:00 h, corresponding to the midresting
phase in the mice, and at which time the
rate of DNA synthesis in the liver was at
its lowest and least susceptible to a po-
tential carcinogen. When the same dose
was administered at 24:00 h, the midactiv-
ity phase of mice and crucially the time
of maximum DNA synthesis in the liver,
40% of the animals developed liver can-
cers. Because physiology is dynamic, the
response of an organism to any manip-
ulation must take the time of day into
account. This knowledge is already being
exploited in the treatment of cancer, where
differences in the timing of cell division
of host and tumor cells may be exploited
to maximize treatment efficacy and mini-
mize adverse side effects. The importance
of circadian rhythms in cancer therapy is
reinforced by a recent link between clock
genes and cell-growth control in long-term
studies of mPer2 mutant mice. These
animals appear unusually cancer prone
as well as susceptible to γ -radiation. A
number of genes involved in cell cycle
regulation and tumor suppression appear
deregulated in mPer2 mutants, suggest-
ing that this component of the molecular
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clock may be vital in DNA damage respon-
sive pathways.

A recent study by Toh et al. has provided
an additional connection between the
seemingly disparate worlds of molecular
clocks and medicine, with the identifica-
tion of a mutation in hPer2 associated with
Familial advanced sleep phase syndrome
(FASPS). This condition is characterized
by a shortened circadian period and an
advanced sleep phase. Individuals go to
bed on average at 21:00 h and wake at
05:00 h. It is remarkable that this dra-
matic change in behavior appears to arise
from a single serine to glycine substi-
tution in the human Per2 gene, which
yields a protein much less effectively phos-
phorylated by CK1ε. Similarly, two recent
studies have suggested that diurnal pref-
erences may be linked to hPer3, either via
a repeat motif or a polymorphism within
this gene. This latter study also located a
polymorphism in the NPAS2 gene, which
appears to provide a link between circadian
rhythms and seasonal affective disorder.
Recent advances in the study of narcolepsy
have provided additional clues as to how
sleep–wake behavior may be driven from
molecular components. The discovery of
a class of neuropeptides termed orexins
(hypocretins) involved in both regulating
food intake and wakefulness may provide
an additional target of clock output. In nar-
coleptics, deficiencies of the orexin system
lead to excessive daytime sleepiness, cata-
plexy (spontaneous sleep episodes, often,
at times of heightened emotional arousal),
and hypnagogic hallucinations (presleep
dreamlike episodes).

Our emerging understanding of the
molecular basis of circadian rhythmicity
is in identifying compelling links be-
tween a variety of human illnesses and
the molecular components of the clock.
This understanding will not only provide

us with the means to correct these defects
but also the means to manipulate normal
circadian rhythms to allow us to func-
tion under abnormal temporal conditions.
Edward O. Wilson stated: ‘‘Homo sapi-
ens, the first truly free species, is about to
decommission natural selection, the force
that made us. . .. Soon we must look deep
within ourselves and decide what we wish
to become.’’ Shortly, we will have to make
some moral choices. We are a diurnal
species living in a 24-h world and sub-
ject to our chronobiology. We need to ask
the question: should we use pharmacolog-
ical or light treatments to alter patterns of
gene and protein expression to manipulate
the biological consequences of working at
night, and embrace fully the 24/7 society,
or should we reject this trend and use
the knowledge of our internal temporal
structure to become ‘‘time-wise’’. Should
temporal freedom be something we should
strive for or reject?

See also Behavior Genes; Drosophila
Genome; Thale Cress (Arabidop-
sis thaliana) Genome; Zebrafish
(Danio rerio) Genome and Genetics.
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Keywords

Codon and Anticodon
The specific sequence of three nucleotides on the mRNA (codon) and the
complementary sequence on the tRNA (anticodon).

Decoding
The mechanism by which the ribosome finds the correct aminoacyl-tRNA based on
codon–anticodon interaction.

Elongation Factors
Proteins involved in the elongation of the growing peptide chain.

Exit Tunnel
The tunnel in the large ribosomal subunit for the exit of the nascent peptide chain.

Initiation Factors
Proteins involved in the translation initiation steps, that is, the initial association of the
two ribosomal subunits and the binding of the first tRNA.

Molecular Chaperones
Proteins that help other proteins to fold and/or prevent aggregation.

Nascent Peptide
The growing peptide still connected to the ribosome as peptidyl-tRNA.

Peptidyl Transferase Reaction
The elongation of the polypeptide chain by one amino acid.

Release Factors
Proteins required for the release of the nascent peptide when a stop codon is
encountered on the mRNA.

Translocation
The movement of the mRNA and the tRNAs through the ribosome during translation.

Translocation Machinery
Accomplishes the transport of the nascent polypeptide through the membrane or its
integration in the membrane.
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Abbreviations

A, P, E sites: aminoacyl, peptidyl, exit sites
CryoEM: cryo-electron microscopy
EF-G: elongation factor G
EF-Tu: elongation factor Tu
GTP: guanosine triphosphate
mRNA: messenger RNA
rRNA: ribosomal RNA
SRP: signal recognition particle
tRNA: transfer RNA

� The code for the amino acid sequence of proteins is translated by the ribosome using
messenger RNA as the template. Ribosomes are RNA-protein complexes built of
two subunits. In prokaryotes, the ribosome consists of a large 50S and a small 30S
ribosomal subunit. Both subunits together form the 70S ribosome, the prokaryotic
translation machinery. Structures of both ribosomal subunits have been solved
at near-atomic resolution. The large ribosomal subunits are from the halophilic
archaebacterium Haloarcula marismortui and from the eubacterium Deinococcus
radiodurans. The small subunit has been solved from the thermophilic eubacterium
Thermus thermophilus. Structures of the ribosomal subunits were also determined
in complex with various antibiotics, substrate analogs, and two translation initiation
factors. Finally, the entire 70S ribosome from T. thermophilus with mRNA and tRNAs
is available at 5.5 Å as a molecular model. This wealth of structural data allows for
a detailed understanding of the molecular mechanism of peptide synthesis by
the ribosome.

The two most important steps in protein synthesis are the recognition of the
cognate aminoacyl-tRNA and the peptidyl transfer reaction. These two functions
are allotted to the two subunits of the ribosome. The small subunit mediates the
interactions between tRNAs and the mRNA and selects for the correct tRNA in
the decoding center. The large subunit comprises the peptidyl transferase center
and provides the exit tunnel for the growing nascent polypeptide chain. The crystal
structures of the separated subunits reveal many mechanistic details of the peptidyl
transfer and decoding. The structures show unequivocally that mainly ribosomal
RNA is present in the peptidyl transferase center as well as in the decoding center,
indicating that it is in fact ribosomal RNA that is responsible for all aspects of peptide
synthesis. In other words, the ribosome is a ribozyme.

Here, we analyze the crystal structures of prokaryotic 50S and 30S subunits
and the intact 70S ribosome with respect to their function and describe how our
understanding of the mechanism of translation has been influenced by these recent
structures. Furthermore, we outline the impact of cryo-electron microscopic studies
(cryoEM) on our knowledge of ribosome conformational flexibility and ribosome
complexes with translation factors.



486 Ribosome, High Resolution Structure and Function

1
A Macroscopic View of Peptide Synthesis

Aminoacyl-tRNAs are the substrates for
protein synthesis. They all have an L-
shaped structure with the anticodon loop at
the end of the long L-arm. The anticodon
sequence is part of the anticodon loop
and complementary to the cognate mRNA
base triplet (codon). At the 3′ end of the
short L-arm, the acceptor stem has a ter-
minal CCA sequence to which individual
amino acids are attached by aminoacyl-
tRNA synthetases. In the cell, a specific
aminoacyl-tRNA synthetase exists for each

amino acid, catalyzing the formation of an
ester bond between the carboxyl group of
the amino acid and the 2′ or 3′ hydroxyl
group of the 3′ adenosine of tRNA with the
appropriate anticodon.

Both ribosomal subunits have three
binding sites for tRNA, called the A
(aminoacyl), P (peptidyl) and E (exit) sites.
During protein synthesis, the tRNA anti-
codons interact with the mRNA and the
small ribosomal subunit, while the respec-
tive aminoacyl-acceptor stems extend into
the large subunit where the peptidyl trans-
fer reaction occurs (Fig. 1). In the decoding
center of the small ribosomal subunit,

5' 3' 5' 3' 5' 3'

5' 3'

5' 3'

GDP

5' 3'

GTP

Codon
recognition

Peptidyl
transfer

5' 3'

EF-G/GTP
binding

GTP hydrolysis
and translocation

Aminoacyl-tRNA
selection

GTP

GDP

GTP

E-site
tRNA 

EF-TU/GTP
/tRNA

GTP

GTP

GTP

GTP

GTP

E P A E P A E P A

E P AE P A

E P A E P A

Activation of
EF-Tu GTPase

EF-Tu release
and accommodation

Fig. 1 Overview of the translation cycle. The
cognate aminoacyl-tRNA is selected in the A site
of the small subunit. The tRNA binds as a
ternary complex together with EF-Tu and GTP.
Binding of the cognate aminoacyl-tRNA induces
GTPase activity of EF-Tu. The release of EF-Tu
and GDP is followed by a conformational change
of the aminoacyl-tRNA such that it binds in the A
site of the peptidyl transferase center. The

elongating chain is then transferred from the
P-site peptidyl-tRNA to the amino group of the
A-site aminoacyl-tRNA. The peptide chain leaves
the peptidyl transferase center through the
ribosomal tunnel, which spans the large subunit.
EF-G catalyzes GTP hydrolysis and thereby drives
translocation, that is, transport of the mRNA, the
deacylated tRNA from the P to the E site and the
peptidyl-tRNA from the A to the P site.
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selection of the correct aminoacyl-tRNA oc-
curs based on the interaction of the mRNA
base triplet with the anticodon triplet of the
aminoacyl-tRNA. Aminoacyl-tRNAs bind
to the ribosome in complex with elonga-
tion factor Tu (EF-Tu) and GTP. These
ternary complexes bind tightly to the ri-
bosome only if the anticodon matches the
mRNA codon (initial selection). Then, GTP
is hydrolyzed, resulting in release of phos-
phate and EF-Tu in complex with GDP
(Fig. 1). Concomitantly, a large conforma-
tional change of the A site aminoacyl-tRNA
occurs, referred to as accommodation. This
positions the 3′ end of the aminoacyl-
tRNA in the peptidyl transferase center
adjacent to the P site–bound peptidyl-
tRNA. Subsequently, the α-amino group
of the aminoacyl-tRNA bound in the A
site attacks the ester group of the peptidyl-
(or N-formyl methionine initiator) tRNA
in the P site at its carbonyl atom (Fig. 2).
This nucleophilic attack results in a tetra-
hedral intermediate. A new peptide bond
is formed by displacement of the P-site
tRNA hydroxyl group from this interme-
diate (Fig. 2). As a result, the tRNA in the

A site carries the nascent peptide chain,
which is extended by one amino acid. The
synthesized nascent peptide chain diffuses
from the peptidyl transferase center into
the tunnel and exits at the opposite side of
the large ribosomal subunit (Fig. 1).

Before the next cycle of peptidyl trans-
fer can occur, the peptidyl-tRNA has to
be transported from the ribosomal A site
to the P site. Furthermore, the deacy-
lated tRNA in the P site is moved to
the E site of the ribosome. This com-
plex concerted movement of tRNAs and
mRNA through the ribosome is termed
translocation. It occurs with high accuracy
and involves both subunits. The energy
for translocation is provided by GTP hy-
drolysis catalyzed by elongation factor G
(EF-G, Fig. 1). The tRNA bound in the
E site interacts still with both riboso-
mal subunits; it is only released when
the next aminoacyl-tRNA is accommo-
dated in the ribosomal A site. A car-
toonlike overview of the catalytic centers
of both ribosomal subunits is given in
Fig. 3.

Fig. 2 Mechanism of peptide bond formation catalyzed in the peptidyl transferase center of the large
subunit. (a) The ribosomal peptidyl transferase reaction. The substrates of the peptidyl-transferase
reaction are aminoacyl-tRNA and peptidyl-tRNA binding to the ribosomal A site and P site
respectively. The α-amino group of the aminoacyl-tRNA in the A site of the ribosome attacks the
carbonyl carbon atom of the ester bond that links the nascent polypeptides to P site–bound tRNAs.
Thereby, a tetrahedral intermediate is formed at the carbonyl group with a chiral carbon atom (D) and
a negatively charged oxygen. The 2′ (or 3′) OH group of the tRNA 3′-adenosine is the leaving group of
the tetrahedral intermediate, and a new peptide bond (amide bond) is generated, resulting in a
peptidyl-tRNA in the A site extended by one amino acid and a deacylated tRNA in the P site.
(b) Puromycin resembles the 3′ terminus of tyrosyl-tRNA, and it binds to the A site of the ribosome
without the need for any elongation factors. Subsequently, the peptide is transferred to the
puromycin and the nascent chain is released. (c) The Yarus inhibitor (CCdA-p-Puromycin) is formed
by coupling the 3′ OH group of CCdA (in the P site) to the amino group of puromycin (in the A site)
via a phosphoramide group, which mimics the tetrahedral carbon intermediate. The inhibitor binds
tightly to the ribosome and inhibits peptidyl transferase activity. Important differences between the
CCdA-p-Puromycin and the tetrahedral carbon intermediate formed during translation are the
nonchiral phosphorus atom, the delocalized negative charge, and the missing 2′ OH group of the
adenine in the P site.
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Fig. 3 Schematic overview of the
ribosomal active sites. The
Shine-Dalgarno (SD) sequence of the
mRNA forms a helix with the
complementary 3′ terminal tail of 16S
rRNA. The anticodons of the A- site and
P- site tRNA pair with the mRNA. In the
A site decoding center of the small
subunit, the codon–anticodon
interaction is monitored by 16S rRNA
via tertiary interactions. The tRNA
acceptor stems point into the peptidyl
transferase center of the large subunit.
The 3′ CCA ends of the acceptor stems
base-pair with 23S rRNA A-site and
P-site RNA loops. The adenine of the
central loop of 23S rRNA is suggested to
play a role in peptidyl transfer catalysis.
The nascent peptide chain is extending
into the exit tunnel of the large subunit.
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2
The 30S Ribosome Structure

The small subunit of the ribosome is re-
sponsible for binding mRNA and selection
of the correct aminoacyl-tRNA. The struc-
ture of the small ribosomal subunit from
a thermophilic bacterium T. thermophilus
was recently determined. On the basis
of electron microscopic studies, the 30S
subunit is classically divided into head,
body, neck, shoulder, and platform. It
consists of one 16S rRNA chain and 20
ribosomal proteins (S1–S20) (Fig. 4). The
shape of the small subunit is mostly de-
termined by ribosomal RNA. The proteins
are distributed over the top, sides, and
back of the 30S subunit, while interface
with the 50S subunit is mostly formed by
rRNA (Fig. 4). Only protein S12 is located
near the decoding site, whereas other pro-
teins are found at the periphery of the
subunit interface allowing them to con-
tact the 50S subunit. Besides a globular
domain many ribosomal proteins have ex-
tensions or tails that penetrate far into
the rRNA core and closely interact with

it, thereby stabilizing the RNA domains.
The mRNA binding site and the 3′ end
of 16S rRNA are situated on the platform.
The tRNA binding sites are located in a
cleft formed by the platform and the head
(Fig. 4).

2.1
The Path of the mRNA Through the 30S
Subunit

The exact path of mRNA through the ribo-
some was determined by X-ray crystallog-
raphy of 70S ribosomes at 7 Å resolution.
About 30 nucleotides of mRNA are shown
to be in contact with the ribosome, pre-
dominantly with 16S rRNA. The mRNA
wraps around the neck of the 30S subunit,
starting with its 5′ end between head and
platform and exiting on the opposite site
between head and shoulder. The Shine-
Dalgarno sequence, that is, the ribosome
binding side provides for proper reading
of the mRNA by forming a helix with
the complementary 3′ terminal tail of 16S
rRNA. The Shine-Dalgarno helix is located
in the 30S subunit cleft between the head
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Fig. 4 Complete 70S ribosome is modeled by
docking high-resolution 50S and 30S structures
onto the low-resolution 70S structure. The 30S
structure is from T. thermophilus and 50S
structure from H. marismortui with tRNA
positions determined from lower resolution 70S
studies. Ribosomal RNA is depicted in gray and
proteins in yellow. The 70S is shown from the
side with the 30S subunit on the left and the 50S
subunit on the right. In the subunit interface
cavity, the tRNAs are visible. The A-site tRNA is
depicted in blue, the P-site tRNA in magenta and
the E-site tRNA in green. The anticodon arms of
the tRNAs point to the 30S subunit, while the
acceptor stems point into a large cleft in the

large subunit. On the left-hand side, the 30S
subunit is shown from the interface with the A-,
P- and E-tRNA anticodon stem-loops. The
anticodon loops of the A and P tRNAs contact
the mRNA. Architectural characteristics and
important features are labeled. On the right-hand
side, the large subunit with tRNAs docked onto
the Haloarcula 50S structure is shown from the
interface as well. The acceptor stems of A- and
P-site tRNAs point into the peptidyl transferase
center. The sarcin–ricin loop (SRL) is a central
part of the GTPase factor binding center. The
three characteristic protuberances of the large
subunit are labeled. (See color plate p. xxxviii).

and the back of the platform. From there,
the mRNA enters a short tunnel, which is
situated between head and platform. This
region comprises the E site, which does
not have full access to the interface. As

a consequence, codon–anticodon interac-
tion is not possible to the full extent for E
site tRNA. Downstream of the E site, the
mRNA reaches the interface by a sharp
turn. On the interface, only about eight
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nucleotides including the A- and P-site
codons are presented to the tRNAs. There
is a sharp kink in the mRNA between the
codons in the A site and in the P site.
This kink could play a role in maintaining
the reading frame during translocation. A-
and P-site codons occupy the major groove
of the penultimate helix 44, which is the
longest helix of the small subunit. It ex-
pands from the head to the bottom of the
body and protrudes to interact with the
large subunit (Fig. 4). Downstream of the
A site responsible for decoding, the mRNA
passes through a tunnel between head and
shoulder of the subunit. Subsequently, it
reaches a ring formed by proteins S3, S4,
and S5 that functions probably as a helicase
to remove mRNA secondary structure be-
fore entering the decoding region. During
translation initiation, binding of mRNA to
the small subunit requires an opening and
closing of at least one of the 30S subunit
tunnels at the 3′ or 5′ site of the mRNA.

2.2
Interactions of the 30S Subunit with tRNA

The three tRNAs are aligned on the 30S
subunit with the anticodon loops bound in
the 16S rRNA groove between the head,
body, and platform (Fig. 4). In the T.
thermophilus 30S ribosome structure, the
interaction of mRNA and tRNA in the P
site is mimicked through fortuitous inter-
actions between neighboring subunits in
the crystal. The 3′ end of 16S rRNA, which
is complementary to the Shine-Dalgarno
sequence, folds back and imitates mRNA
in the P site while a stem-loop struc-
ture (the spur, Fig. 4) of a neighboring
molecule in the crystal mimics the an-
ticodon loop of the tRNA. As mentioned
above, the P-site codon of the mRNA binds
to the major groove of a well-conserved re-
gion of helix 44. The anticodon stem-loop

of the tRNA forms several hydrogen bonds
to 16S rRNA. Furthermore, the ribosomal
proteins S13 and S9 interact with the anti-
codon loop of P-site tRNA.

The E site, unlike the A and P sites,
consists mostly of ribosomal proteins as
visualized in the T. thermophilus 70S
structure. The E site tRNA is tightly bound
and interacts with 16S rRNA as well as with
a number of ribosomal proteins, mainly S7
and S11. Codon–anticodon interactions
are not observed in the E site.

Recently, 30S subunit structures have
been solved in complex with mRNA
and cognate as well as near-cognate
tRNA anticodon stem-loops in the A
site, revealing important aspects of the
decoding mechanism. The A site is much
shallower and wider than the P and E sites,
consistent with lower affinity for tRNA. It
is mainly composed of 16S rRNA with a
small contribution by ribosomal proteins
S13 and S12, which contact the mRNA.
Importantly, parts of the 16S rRNA, that
is, the 3′ major domain and helix 44 (the
penultimate helix), are responsible for the
functioning of the decoding center.

2.3
The Decoding Center

The error rate of translation is 10−3 to
10−4. Thus, the ribosome must be able
to discriminate cognate from near and
noncognate tRNAs by screening all three
codon positions for correct interactions.
This high translation fidelity cannot be
explained by the difference in free energy
between correct and incorrect base pairing
of the codon–anticodon helix, since the
free energy of some mismatches is very
similar to the base pairing of cognate
tRNAs. For instance, the gain of free
energy of GU base pairing is very similar
to the gain of AU pairing. In addition, AU
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base pairing is energetically less favorable
than GC pairing, that is, the gain of free
energy is not the same for all cognate
codon–anticodon interactions.

Moreover, the difference in free energy
does not explain why the recognition of
the third base pair is sometimes less strin-
gently recognized than the preceding two.
Consequently, a wobble can be observed in
the pairing of the third base of the codon,
giving rise to part of the degeneracy of the
genetic code. Therefore, some tRNAs can
recognize two or three codons with differ-
ences in the third base. It is clear that the
difference in free energy of correct and in-
correct base pairing may well contribute to
the accuracy of translation, but by itself it
cannot provide a satisfactory explanation.

As a second source of selectivity, the
ribosome is capable of recognizing de-
viations from the Watson-Crick base-pair
geometry, that is, the suboptimal shape
of the sugar-phosphate backbone or the
minor and major grooves in mismatched
pairs. This sensitivity of the ribosome with
regards to base-pair geometry is in analogy
to enzyme substrate recognition.

The complex between 30S subunit,
mRNA and the tRNA anticodon stem-
loop switches from the open to the closed
conformation if the codon–anticodon in-
teraction is cognate. This conformational
change involves flipping out of two
adenines, A1492 and A1493, of helix 44.
Theses adenines then tightly pack in the
minor groove of the first two base pairs of
the codon–anticodon helix. Both adenines
form hydrogen bonds with the 2′ ribose
hydroxyl groups of the codon–anticodon
base pairs: a motif termed ‘‘A-minor’’
(Fig. 5). These types of tertiary interactions
involving the two adenines are not possi-
ble if the codon–anticodon base pairing
is noncognate, that is, not a Watson-
Crick pair. Similarly, DNA polymerase

and RNA polymerase use specific argi-
nine and glutamine residues in their
active center, which recognize the shape
of Watson-Crick base pairs via the minor
groove. A third residue, guanine530, is
positioned on a loop that belongs to the
30S subunit shoulder and interacts with
the second and the wobble-position base
pair (Fig. 5). Consistent with the wobble
base pairing in this position, the inter-
action of G530 with the third base pair
is less sensitive to mismatches than the
interaction described above involving the
two adenines. The structure of 30S sub-
unit, mRNA, and a cognate anticodon
stem-loop shows that upon binding of
the cognate tRNA, G530 flips from a syn
to an anti conformation (Fig. 6). Near-
cognate tRNA (with a single mismatch)
does not cause flipping out of the adenines
or G530. Consistent with their important
role in decoding, A1492, A1493, and G530
are universally conserved and essential for
cell viability.

In summary, the ribosome precisely
monitors the minor groove geometry
of the codon–anticodon interaction at
the first two positions in the A site.
Therefore, codons that differ in the first
or second base but encode the same
amino acid must pair with different tRNAs.
The third position allows mismatches,
which explains the frequent appearance of
inosine in the anticodon at this position.
Inosine can pair with cytosine, adenine,
and uridine, thus maximizing the number
of codons recognized by the specific
tRNA molecules.

The close contacts of the cognate
codon–anticodon pair with A1492, A1493,
and G530 induce a characteristic closing
of the 30S subunit around the A site.
This locking up involves conformational
changes of the overall 30S architecture.
In particular, these are rotations of the
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Fig. 5 Monitoring of the
codon–anticodon interactions in the
decoding center. (a), (b), and (c) show
the minor groove recognition at the first
(a), second (b) and third base position
(c) respectively. (a) Adenine1493 binds
into the minor groove of the first AU
base pair. It forms hydrogen bonds to
the 2′OH group of the tRNA with its N1
atom and to the 2′ OH group of the
mRNA base with its 2′OH group. An
additional hydrogen bond is formed
between the 2′OH group of A1493 and
the O2 group of uracil in the mRNA.
(b) In the second position, A1492 and
G530 both bind into the minor groove of
the codon–anticodon helix and form
hydrogen bonds with their N1 atoms.
A1492 interacts with the 2′OH group of
the mRNA via its N3 and 2′OH group.
G530 also forms two hydrogen bonds
with its 2′OH and N3 and the 2′OH
group of the tRNA respectively. (c) The
third base pair is monitored less
stringently (wobble position). O6 of
G530 forms a hydrogen bond to the
2′OH group of the mRNA. A second,
magnesium ion-mediated interaction
occurs between the 2′OH group of the
mRNA and O2 of C518, as well as the
main chain carbonyl of proline48 of
protein S12. The GU mismatch is not
selected against at this third position.
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head toward the shoulder and the subunit
interface, as well as movement of the
shoulder toward the interface and the
platform. Particularly well characterized
is the ‘‘helix 27 accuracy switch’’ during
the transition to the closed conformation.
In this case, the packing of helix 27 to
helix 44 changes because of a disrupted
RNA turn. Thus, the structure of the
decoding center is altered. Noncognate
and near-cognate tRNA binds to the
open conformation and cannot induce
closing of the 30S subunit. In the closed
conformation, the aminoacyl-tRNA cannot

leave the A site. In conclusion, induced
fit is a further source of accuracy, in
addition to the A1492-, A1493-, and G530-
based proofreading mechanism (substrate
recognition) and free energy gains of
codon–anticodon interaction.

During initial selection, the specific
aminoacyl-tRNA is still bound by EF-Tu,
and the acceptor stem of the aminoacyl-
tRNA is not in contact with the peptidyl
transferase center of the large ribosomal
subunit. In cryoEM studies of the ternary
complex bound to the 70S ribosome
stalled with kirromycin resembling the
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Fig. 6 (a) The empty decoding center
of the native 30S subunit. The two 16S
rRNA loops in the catalytic center are
depicted in gray. The bases A1492 and
A1493 are stacked in the helix 44 loop
interior. G530 is in the syn
conformation. (b) The decoding center
in the presence of mRNA and the
cognate tRNA anticodon loop. The
mRNA and the tRNA anticodon loop are
shown in white. A1492 and A1493 are
now flipped out of helix 44 and pack
tightly into the minor grove of the
codon–anticodon helix monitoring the
first two codon positions. G530 changes
its conformation to anti and binds in the
minor groove of the codon–anticodon
helix monitoring the second and the
third codon position.

GTPase activated state, tRNA adopts an
unusual conformation that appears to fa-
cilitate codon–anticodon interaction. Cog-
nate tRNA induces the closed conforma-
tion of the 30S subunit and triggers GTP
hydrolysis by EF-Tu bound to the large
subunit. Subsequently, the 3′CCA end of
the aminoacyl-tRNA is released by the EF-
Tu-GDP complex and can then rotate into
the A site of the peptidyl transferase center.
This accommodation process needs the full-
size tRNA molecule, indicating that tRNA
may play an active role in intersubunit sig-
naling. Indeed, in the cryoEM studies of
the kirromycin stalled ternary complex, the
elbow region of the aminoacyl-tRNA could
contact the GTPase associated center of
the 50S subunit (while EF-Tu binds the
sarcin–ricin loop) during initial selection

and thus could induce GTP hydrolysis by
a conformational change. However, since
the data is at low resolution, it can also
support a different model of GTPase activa-
tion triggered by conformational changes
in both ribosomal subunits transmitted
from the 30S subunit to the 50S subunit
through intersubunit bridges. In fact, a
significant movement of the two subunits
relative to each other is observed during ac-
commodation Accommodation can lead to
dissociation of the aminoacyl-tRNA from
the ribosome. This provides a second proof-
reading step during translation because the
interactions between the ribosome and the
codon–anticodon minor groove must be
sufficiently strong to prevent the dissocia-
tion of the A site tRNA in the absence of
EF-Tu. In summary, two selection stages
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exist, which are separated by irreversible
GTP hydrolysis.

Clearly, there is a sensitive equilibrium
between the open and closed conforma-
tion of the 30S subunit during decoding,
and stabilization of one or the other
conformation seriously affects translation
accuracy. The transition into the closed
conformation reduces polar interactions
present at the S4/S5 interface. Destabiliz-
ing mutations in S4 and S5 residing be-
tween the shoulder and platform facilitate
the transition to the closed conformation.
This results in a higher affinity for tRNA
and thus in an error-prone ribosome. In the
closed conformation, S12 can form new
salt bridges to helices 27 and 44. Destabi-
lizing mutations of the involved residues
result in reduced affinity for tRNA. Thus,
the open conformation is favored and the
ribosome is in a hyperaccurate state.

2.4
Modes of Antibiotic Inhibition

Structures of antibiotics bound to both
ribosomal subunits provided detailed in-
formation on antibiotic action and the
mechanistic basis of antibiotic resistance.
In addition, further insights into the trans-
lation process were derived from such
analyses. About 20 structures of antibi-
otics bound to the ribosome are available to
date. Most of the antibiotics examined bind
to functionally important parts of the 30S
subunit at or near the decoding center or at
locations that are important for conforma-
tional changes during translocation. Here,
we focus on two 30S subunit binding an-
tibiotics, paromomycin and streptomycin,
because the mechanism of their action can
be explained with the obtained structures.

The binding of the error-inducing
aminoglycoside antibiotic paromomycin
has been structurally characterized by

both, NMR using a fragment of 16S
rRNA and by crystallography of the 30S
subunit in complex with paromomycin,
mRNA, and a near-cognate tRNA anti-
codon stem-loop. Paromomycin binds to
helix 44 inducing a conformational change
where crucial bases of the decoding center,
A1492 and A1493, are flipped out of the
helix and interact directly with the minor
groove of the codon–anticodon helix. This
is the same conformation otherwise ob-
served upon binding of cognate tRNAs.
Thus, paromomycin decreases ribosome’s
selectivity.

Streptomycin acts during the accommo-
dation step by stabilization of the over-
all closed conformation of 30S subunit,
leading to error-prone translation. Strepto-
mycin binds tightly to helix 27, helix 44,
the 530 loop, and protein S12. Resistance
to streptomycin is conferred by mutations
in S12 that destabilize the closed confor-
mation of the 30S subunit, leading to a
hyperaccurate state.

2.5
Translation Initiation – Interactions with
Initiation Factors

The initiation factors IF1 and IF3 bind
to the small ribosomal subunit. Their
structures have been solved in complex
with the 30S subunit. IF1 prevents tRNA
binding to the A site on the 30S subunit.
In the IF1–30S complex, IF1 binds to a
site that includes the A site of the small
subunit, that is, helix 44, the 530 loop,
and protein S12. The ribosomal binding
site of IF1 contains many basic residues
whereas the solvent-exposed site is rich in
negative charges. A loop of IF1 interacts
with the minor groove of helix 44. The
two adenine bases, A1492 and A1493, are
flipped out of helix 44 upon IF1 binding
and are buried in IF1. In addition, IF1
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induces a conformational change of helix
44 and shifts the relative orientations of the
30S domains. The head, platform, and the
shoulder rotate toward the A site, adopting
a conformation that probably resembles an
intermediate between subunit association
and dissociation.

IF2 binds to the acceptor stem of the
initiator tRNA, and it interacts with IF1.
The IF2 GTPase domain presumably binds
to the GTPase factor binding site on the
50S subunit, but direct location of IF2 has
not been determined yet.

IF3 binds tightly to the 30S subunit
and interferes with its association to the
50S subunit. In addition, it helps in
selecting the N-formyl methionine-tRNA
by excluding other aminoacyl-tRNAs from
the P site. IF3 has two distinct domains,
of which the C-terminal domain has been
shown to be sufficient for 70S dissociation.
The location of the C-terminal domain of
IF3 in the X-ray structure of the 30S–IF3
complex is not the same as observed
by cryoEM nor is it as derived from
biochemical data obtained by hydroxyl
radical cleavage. In the cryoEM structure,
the N-terminal domain of IF3 binds to the
tRNA binding cleft of the 30S subunit,
whereas the C-terminal domain is found
at the interface side of the platform and
the neck of the 30S subunit, which is the
E site. Thus, IF3 is spanning the interface
region from the platform to the neck of
the 30S subunit. At this position, the C-
terminal domain IF3 would be adjacent to
the P site and would directly interfere with
subunit association. IF3 has been shown
to bind to three base pairs of the anticodon
stem-loop that are unique to initiator
tRNA. Therefore, the C-terminal domain
is probably responsible for recognizing
and selecting the initiator tRNA without
interfering with the codon–anticodon
interaction in the P site. In contrast

to biochemical and cryoEM data, IF3
was visualized at the upper end of the
platform on the solvent-exposed side of
the 30S subunit in the X-ray structure
of the 30S–IF3 complex. In that case,
the negative effect of IF3 on subunit
association would have to be much more
indirect, for instance, by influencing the
conformational state of the 30S subunit.

In summary, IF1 binds to the A site
on the small subunit, IF2 binds over
the A site in complex with the initiator
tRNA which occupies the P site, and IF3
binds to the ribosomal E site. Thus, in the
initiation complex, all tRNA binding sites
are occupied and IF2 and IF3 both select
for the correct initiator tRNA.

3
The 50S Ribosome Structure

The large ribosomal subunit is mostly
composed of 23S and 5S rRNA and con-
tains approximately 31 to 35 proteins
(L1–L35); the exact amount of protein
is species dependent. The ribosome core
is well conserved in all species and con-
sists mainly of ribosomal RNA. The 50S
structure shows three characteristic protu-
berances: the L1 stalk, the central protu-
berance, and the L7/L12 stalk (Fig. 4). The
proteins are not distributed equally over
the ribosome but cluster at the solvent-
exposed surface. Their extensions play an
important role in the stabilization of the
RNA tertiary structure. Similar to the struc-
ture of the small subunit, proteins are
largely absent from the functionally impor-
tant sites, namely, the peptidyl transferase
center and the interface. 23S rRNA forms
a compact, single hemispherical domain,
which is the body of the large subunit
(Fig. 4). The protuberances consist of 23S
rRNA, proteins L1, L7, L10, L11, and L12



Ribosome, High Resolution Structure and Function 497

and 5S rRNA in case of the central protu-
berance. The stalks are involved in bridges
to the small subunit or interact with tR-
NAs or GTP-binding translation factors
and thus are likely to be dynamic elements
of the 50S subunit.

The first 50S X-ray structure obtained
from the archaebacterium H. marismortui
was resolved to 2.4 Å resolution (Fig. 4).
The structure highlighted two paramount
features of the large subunit, the peptidyl
transferase center and the exit tunnel. It
provided a detailed overview of the over-
all architecture and important information
about RNA-protein interactions. Further-
more, water and metal ion positions as well
as base modifications could be identified,
all of which may contribute to the folding
and stabilization of the ribosome. Subse-
quently, the D. radiodurans 50S structure
was solved at 3.1 Å resolution. While being
very similar to the archaeal large subunit,
this structure provided additional informa-
tion on some regions that were disordered
in the Haloarcula 50S subunit. The disor-
dered regions were proteins L1, L10, L11,
L12, that is, components of the two lat-
eral protuberances, the L11 RNA region,
and some RNA stem-loops contacting the
small ribosomal subunit. These regions
are likely to be flexible in the isolated 50S
subunit and could adopt a more defined
conformation upon association with their
binding partner. Stabilizing elements of
the large ribosomal subunit are proteins,
water, metal ions, and tertiary RNA interac-
tions named A-minor motifs (as observed
in the decoding center).

3.1
The Molecular Mechanism of Peptidyl
Transfer

The peptidyl transferase center is located
at the bottom of a large cleft in the

center of the subunit interface (Fig. 4).
Although there was mounting evidence
that ribosomal proteins are not in-
volved in peptidyl transfer, unambiguous
demonstration that the peptidyl trans-
ferase center is entirely composed of 23S
rRNA was provided with the Haloarcula
50S structure in complex with CCdA-p-
Puromycin (the Yarus inhibitor). In fact,
there is no ribosomal protein present in the
proximity of the peptidyl transferase cen-
ter within a distance of 18 Å. The catalytic
site is formed by the highly conserved cen-
tral loop (the peptidyl transferase loop) of
domain V, which is located at the bottom
of the cleft.

Once the cognate aminoacyl-tRNA en-
ters the ribosomal A site of the large
subunit, the peptidyl transfer occurs spon-
taneously, that is, without additional en-
ergy input. On the basis of the structure
of the 50S subunit in complex with CCdA-
p-Puromycin and a number of substrate
and product analogs, several roles of the
ribosome in catalysis were suggested.

First, the ribosome closely brings the two
tRNAs together and orients them precisely
(substrate orientation). The acceptor stems
of the aminoacyl-tRNA (mimicked by an
aminoacylated minihelix) and the peptidyl-
tRNA (mimicked by CCA phenylalanine
caproic acid biotin (CCApcb)) point into
the cleft, and their 3′CCA ends are
proximate to each other (Fig. 7). The
3′CCA sequence of the A-site tRNA
interacts with the A loop (helix 92 of
23S rRNA) in the catalytic center, and the
3′CCA sequence of the P-site tRNA base-
pairs with the P loop (helix 80 of 23S rRNA)
(Fig. 7). The CCA sequence alone can bind
to the large subunit, indicating that this
is the most important interaction of tRNA
with the 50S subunit. By base-pairing with
the CCA ends, both RNA loops position the
two acylated tRNAs precisely such that the
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Fig. 7 (a) The structure of the peptidyl transferase center of the 50S ribosomal
subunit. The A and P loop of 23S rRNA are shown in gray, the CCdA-p-Puromycin in
white. The inhibitor occupies both the tRNA binding sites. The phosphoramide of
the inhibitor is close to N3 of adenine2451. A2451 is part of the central loop in the
peptidyl transferase center and may play a role in catalysis. (b) The peptidyl
transferase center with a P-site and an A-site substrate analogs. In the P site, the
cytosines of the CCA pair with two guanines G2251 and G2252 of the P loop. In the
A site, the second base of CCA, the cytosine pairs with guanine 2553 of the A loop.
The two substrate analogs mimic the situation in the active center immediately after
peptidyl transfer.
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α-amino group of the A-site aminoacyl-
tRNA is close enough to the carbonyl
carbon of the P-site peptidyl-tRNA for the
nucleophilic attack (Fig. 2).

Second, transition state stabilization
could lower the activation energy barrier
as suggested by the 50S structure in com-
plex with the CCdA-Puromycin inhibitor,
which resembles a reaction intermediate.
CCdA-p-Puromycin (Fig. 2) binds tightly
to the P and A site loops and inhibits pep-
tidyl transfer (Fig. 7a). Nevertheless, this
compound is not a good analog because of
the nonchiral phosphorus atom, the delo-
calized negative charge, and the missing
2′OH group on the CCdA part.

The third contribution to catalysis, sug-
gested based on the Haloarcula structure
with CCdA-p-Puromycin, could be the N3
of A2451 (E. coli numbering), which may
participate in acid–base catalysis. This ade-
nine is closest to the tetrahedral intermedi-
ate mimic of CCdA-p-Puromycin (Fig. 7a).
Thus, N3 of A2451 could hydrogen-bond
and abstract a proton from the amino
group of the tetrahedral intermediate fa-
cilitating the release of the leaving group.

The pH-dependence of the peptidyl
transfer reaction was analyzed by quench
flow assays in which purified ribosomal
complexes containing radioactive peptidyl-
tRNA in the P site were incubated with
puromycin at saturating concentrations.
At pH 7.5, reaction rates of 50 s−1 were
obtained, comparable with in vivo pro-
tein synthesis. At lower pH, the peptidyl
transfer was 100-fold slower. Taking into
account the pKa of puromycin, the data in-
dicated the existence of a single titratable
group in the catalytic center with a pKa

of 7.5. The pH effect disappeared when
an A2451U mutant was analyzed and the
reaction rate was decreased by a factor of
130, consistent with the idea that A2451

acts as a general base. Nevertheless, alter-
native explanations involving protonation
of neighboring residues are also possible.

Although the role of A2451 in transition
state stabilization and acid–base catalysis
is unclear, it certainly plays an important
role in peptidyl transfer by substrate
orientation and hydrogen bond formation
to the α-amino group of aminoacyl-tRNA.

3.2
The Exit Tunnel

The structure of the large ribosomal
subunit reveals a tunnel spanning its
entire body through which the peptide
emerges while still connected to the
peptidyl transferase center (Fig. 8). The
tunnel is approximately 100 Å in length
and has a diameter of about 15 Å.
The polypeptide exit tunnel is largely
formed by 23S rRNA domains I and II
but shows significant contributions from
ribosomal proteins L4 and L22 (Fig. 8).
Approximately 28-Å apart from the tunnel,
exit proteins L4 and L22 fence the most
constricted part of the tunnel with a
diameter of 10 Å (Fig. 9). The opening of
the exit tunnel is at the bottom of the
back side of the 50S subunit. The exit is
encircled by proteins L19, L22, L23, L24,
L29, and L31 (Fig. 10).

The tunnel can accommodate 30 to
40 amino acid residues of a growing
polypeptide chain and can therefore pro-
tect it from protease digestion or immuno-
precipitation with antibodies specific for
a nascent polypeptide. In fact, these ini-
tial experiments led to the proposal of
the existence of a ribosomal tunnel about
35 years ago. Little is known about the
conformation of the nascent polypeptide
in the tunnel. Since the diameter of the
tunnel is 10 Å at its narrowest part, the
peptide could adopt an α-helical structure,
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Folded
protein

Fig. 8 The polypeptide exit tunnel. The 50S
subunit is cut in half such that the tunnel is shown
in its entire length. The ribosome atoms are shown
in a space-filling representation. All RNA atoms
that do not contact solvent are shown in white, and
surface atoms are color-labeled with oxygen red,
carbon yellow, and nitrogen blue. Proteins are
depicted in green, and surface residues are in the
same color code as RNA surface atoms. A model
of a nascent chain polypeptide passing the tunnel
is shown in white ribbon. The polypeptide is still
connected to the peptidyl transferase center and
can adopt an α-helical conformation in the tunnel.
Outside the tunnel, the polypeptide chain can fold
cotranslationally adopting its tertiary structure. The
narrowest part of the tunnel is constricted by the
two proteins L4 and L22. (See color plate p. xxxix).

L4

L22

PTC

Carbomycin

A2062

Fig. 9 A section of the ribosomal tunnel with
Carbomycin A bound. The first and most
constricted half of the tunnel is shown in a
longitudinal section. All rRNA atoms are shown
in yellow, and protein atoms of L4 and L22 are
colored blue in a space-filling representation.
The cutting plane is gray. The macrolide
antibiotic Carbomycin A (red) is bound to the
50S tunnel blocking the passage of the nascent
chain, and its disaccharide isobutyrate extension
reaches to the peptidyl transferase center (PTC).
A covalent bond is formed between N6 of A2062
of 23S rRNA and an ethylaldehyde substituent of
Carbomycin A. (See color plate p. xxxiv).
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L22

L23

L24

L29
L31

L1

Fig. 10 The tunnel exit of the 50S
subunit. Proteins at the rim of the exit
tunnel are shown in the different colors.
Some of the proteins are suggested to
interact with the translocation
machinery. L23 and L29 are implied to
play a role in protein folding and
transport across membranes based on
their interaction with chaperones and
SRP. The 23S rRNA and other ribosomal
proteins are shown in white. (See color
plate p. xxxvi).
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which would be approximately 6 to 10 Å in
diameter (Fig. 8). However, it appears to
be unlikely that tertiary protein folding can
occur within the tunnel although it widens
toward the exit. 23S rRNA can be cross-
linked to the nascent chains, although the
surface of the tunnel should prevent tight
binding of unfolded nascent polypeptides.
The tunnel surface is largely composed
of hydrophilic, noncharged groups, but
no large hydrophobic patches that could
form extensive interactions with exposed
hydrophobic amino acids are found. Thus,
because of selective pressure, the tunnel
should allow the passage of any nascent
protein with naturally occurring sequence.

3.3
Antibiotics Targeting the Large Subunit

The large ribosomal subunit is targeted
by many antibiotics and substrate analogs.
These compounds bind to the function-
ally important regions of the subunit such
as the GTPase factor binding center, the
peptidyl transferase center and the nascent
polypeptide exit tunnel. Because of struc-
tural studies, detailed information of their
mode of function is currently available for
some of the peptidyl transferase inhibitors
and the macrolide class of antibiotics.

Chloramphenicol prevents the accurate
binding of aminoacyl-tRNA to the ribo-
somal A site. In contrast to puromycin
that acts as an aminoacyl-tRNA analog,
chloramphenicol interferes with the ex-
act positioning of the aminoacyl moiety
in the A site. Therefore, the formation
of the tetrahedral transition state dur-
ing the peptidyl transfer reaction may be
hampered. In addition, the electronegative
dichloromethyl group of chlorampheni-
col is close to the amino group of A
site–bound aminoacyl-tRNA, and this may
interfere with its nucleophilic attack on the

carbonyl carbon atom of the ester bond
that links the nascent polypeptide to the
P-site anchored tRNA. The other antibi-
otic that interferes with substrate binding
is Clindamycin. Binding of this compound
overlaps with both A- and P site–bound
substrates.

Macrolide antibiotics such as erythro-
mycin block the diffusion of the nascent
polypeptide into the tunnel. The exact
binding site is found between the pep-
tidyl transferase center and the narrowest
part of the tunnel fenced by protein L4
and L22 (Fig. 9). The lactone ring of ery-
thromycin binds with its hydrophobic face
directed toward the tunnel wall forming
van der Waals contacts with the tun-
nel surface, whereas its hydrophilic side
is exposed. The sugar moieties of the
macrolide form hydrogen bonds to the
rRNA. Erythromycin binding reduces the
diameter of the tunnel from 18 to 19 Å
to less than 10 Å, thereby interfering with
the path of the elongating peptide. Con-
versely, if the nascent chain is already in
the tunnel, protein synthesis is not inhib-
ited by erythromycin. Mutations in L4 and
L22 causing an enlargement or a further
constriction of the tunnel confers resis-
tance to erythromycin. These mutations
allow the passage of the polypeptide even
though erythromycin is bound, or they pre-
vent macrolide binding through conforma-
tional changes in the rRNA. Erythromycin
binding does not inhibit the peptidyl trans-
ferase reaction, and the ribosome can
synthesize short tri- or tetrapeptides in
the presence of erythromycin. There is
a clear correlation between the length of
the macrolide substituent at the C5 posi-
tion of the lactone ring extending toward
the active center and the maximal length
of the polypeptide that can still be trans-
lated. Carbomycin A, a macrolide antibiotic
with an extended disaccharide isobutyrate
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substituent on the lactone ring, interferes
directly with the peptidyl transfer reaction
since its extension reaches to the peptidyl
transferase center. In addition to the van
der Waals interactions and the hydrogen
bonds, some macrolides like carbomycin
A carrying an ethylaldehyde substituent
on the C8 position can form a reversible
covalent bond with N6 of A2062 (Fig. 9).

3.4
Regulatory Nascent Chains

It was recently discovered that certain
polypeptide chains interact with the ribo-
somal exit tunnel. This contradicts the idea
that the tunnel is a neutral environment
for the exit of polypeptides and indicates
that there is interaction between certain
nascent peptides and the tunnel, which
can regulate the rate of translation. Tight
interaction between the nascent chain and
the ribosomal tunnel leads to stalling of
protein synthesis.

Such a stalling sequence motif was
discovered at the C-terminus of the SecM
(secretion monitor) protein of E. coli by
mutational studies. It was determined that
a particular sequence motif of 17 amino
acids FxxxxWIxxxxGIRAGP is sufficient
to cause ribosomal stalling. A genetic
screen for stalling suppressor mutants
revealed that the SecM peptide interacts
tightly with 23S rRNA at the entrance of
the exit tunnel and with protein L22 at
the narrowest constriction of the tunnel,
which is interestingly the same region in
which macrolide antibiotics bind (Fig. 9).
Accordingly, the stalling motif can be
transferred from SecM to other proteins
and causes translational arrest as well.

The real function of SecM is regu-
lation of SecA expression through its
N-terminal export signal. In the presence
of abundant SecA, an ATPase, which is

part of the translocation machinery, the
stalled SecM peptide is ‘‘pulled’’ out of
the ribosomal tunnel and delivered to the
translocon. The basis of this regulation is
a dicistronic mRNA encoding SecM and
SecA, with a strong RNA stem-loop oc-
cluding the ribosome binding site of the
secA gene. When SecA is missing, trans-
lation of the upstream secM gene causes
ribosomal stalling, which resolves mRNA
stem-loop and permits initiation of secA
translation. In the presence of abundant
SecA, translational arrest is abolished and
the Shine-Dalgarno sequence of the secA
gene is inaccessible for the ribosome,
preventing SecA synthesis. Remarkably,
interactions between the stalling sequence
and the ribosome is so strong that over-
expression of the SecM stalling sequence
without the N-terminal signal sequence,
recognized by SecA, is lethal for E. coli.

These results demonstrate that the exit
tunnel is not a passive environment for the
nascent chain. In fact, there are increasing
number of effector sequences that either
interfere with protein elongation or trans-
lation termination. The individual effector
sequences share little sequence homology,
although several sequences have positively
charged residues, which could interact
with ribosomal RNA, and the C-terminal
residue is frequently a proline.

A distinct mechanism of translational
arrest is mediated by binding of the signal
recognition particle (SRP). When the
translated polypeptide chain has a signal
sequence at the N terminus, this sequence
is recognized by SRP. The binding of
the SRP to the ribosome-nascent chain
complex causes a translation arrest, which
is resolved only when the peptide binds
to the translocon. The stalling effect could
either result from a conformational change
of the active site of the GTPase factor
binding center upon SRP binding to the



Ribosome, High Resolution Structure and Function 503

ribosome, or it could be transmitted in a
more subtle way through the peptide itself.

3.5
The GTPase Factor-Binding Center

The elongation factors EF-Tu and EF-
G, as well as the other GTP-binding
translation factors such as initiation factor
IF2 and release factor RF3 interact with
the large ribosomal subunit. The location
of the GTPase domain binding site, named
factor binding center, is known from
cryoEM studies. The factor binding center
includes the highly conserved sarcin–ricin
loop (stem-loop 95 of 23S rRNA, Fig. 4),
which is absolutely essential for factor
binding. Ribosomes can be inactivated by
the cleavage of a single covalent bond in
the sarcin–ricin stem-loop. The rest of
the factor binding region is formed by
proteins L14, L23, and L6 on the body
of the 50S subunit and proteins L11,
L10, and L7/L12 on the flexible stalk.
Conformational changes of the ribosome
and the elongation factors upon GTP-
hydrolysis were visualized by cryoEM.
Sequence comparisons of EF-Tu, EF-G,
IF2, and RF3 suggest that they all contain
two domains with a similar fold that are
responsible for binding to the GTPase
activating center. This implies that they all
bind to the ribosome in a similar fashion.

3.6
Structural Mimicry

Crystallographic studies revealed a struc-
tural mimicry of the ternary complex
comprising tRNA, EF-Tu and GTP and
EF-G : GTP. The tRNA shape is almost
perfectly mimicked by the three domains
of EF-G. This mimicry was further sup-
ported by cryoEM data of EF-G bound to
the A site on the ribosome.

In fact, several proteins have been
identified with a similar shape as the tRNA
including release factors eRF1 and RF2,
the ribosome recycling factor (RRF), and
the tetracycline resistance protein. Clearly,
there is also functional mimicry between
aminoacyl-tRNAs and release factors RF1
and RF2, since both bind to the ribosomal
A site, recognize specific mRNA codons,
and simultaneously interact with the
peptidyl transferase center. In prokaryotic
RF1 and RF2, triplets of aminoacids have
been identified that are responsible for
the RF specificity. In eukaryotic eRF1,
which recognizes all three stop codons,
a highly conserved sequence motif has
been identified as the ‘‘anticodon’’ serving
region. It is assumed that the decoding
regions of RFs directly interact with the
mRNA codon in the ribosome. However,
the detailed decoding mechanism of stop
codons and the discrimination against
sense codons by RFs is still unclear. The
catalytic mechanism of peptide release
is another unsolved question. Genetic
studies suggest that the mechanism of
peptide release is distinct from peptide
formation but involves 23S rRNA as well.

The final step in translation termination
is the disassembly of the ribosomal
complex and recycling of the ribosomal
subunits. This step is supported by EF-G
and RRF, which is a nearly perfect mimic
of tRNA.

4
The 70S Ribosome Structure

The T. thermophilus 70S structure at 5.5 Å,
containing mRNA and three tRNAs, sheds
light on the interactions between the 50S
and 30S subunit (Fig. 4). In comparison to
the isolated subunits, 70S ribosomes show
certain conformational differences, most
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of them stem directly from intersubunit
association. Some flexible regions of the
50S structure are ordered in the 70S
ribosome, indicating that these elements
may adopt a defined geometry upon 30S
association.

4.1
The 30S–50S Interface

The 70S structure reveals a network of in-
termolecular bridges involving RNA–RNA
and RNA–protein interactions as well as a
single protein–protein interaction. Mobile
intersubunit bridges are suggested to play
a major role in translocation because they
allow movement of the ribosomal subunits
with respect to each other. Viewed from the
interface, ribosomal proteins are mainly lo-
cated at the periphery of the 30S and 50S
subunits (Fig. 4). The interface consists
predominantly of RNA: twelve individual
intersubunit bridges were identified, most
of which are RNA helices. These con-
tacts mostly involve minor groove–minor
groove interactions. The RNA bridges are
located in the center of the interface, on
the 30S platform and helix 44, adjacent to
the tRNA binding sites. Contacts involving
proteins are peripheral to the functional
sites. One of the most important inter-
subunit contacts seems to be the centrally
located flexible bridge element formed by
interaction of helix 69 of 23S rRNA with
helix 44 of 16S rRNA at the base of the de-
coding center. Breakage and formation of
many of these interface bridges probably
accompanies translocation.

4.2
Translocation – The Concerted Movement
of tRNAs and mRNA

After peptidyl transfer, the empty P-site
tRNA and the peptidyl-tRNA in the A site

have to move in concert with the mRNA.
Several models have been proposed for
translocation. Widely accepted is the hybrid
state model, which involves independent
tRNA movement with respect to the
two subunits (Fig. 11). Pursuant to this
model, tRNAs can occupy different tRNA
binding sites on the small and large
subunit, corresponding to a hybrid state.
On the small subunit, the mRNA moves
in complex with the tRNA anticodon stem-
loops, while the acceptor stems of the tRNA
are fixed in their respective binding sites
on the large subunit (Fig. 11).

Chemical footprinting and cryoEM was
used to monitor the movement of tRNAs
through the ribosome. Following peptidyl
transfer, it was found that the 50S A-site
tRNA footprint disappeared and a 50S E-
site tRNA footprint emerged instead. At
the same time, the tRNA footprints on the
small subunit did not change. The hybrid
state model suggests a transition into a
state in which the former A-site tRNA
(A/A) still occupies the A site on the small
subunit but its acceptor stem moved into
the P site on the large subunit (A/P hybrid
state). Concomitantly, the former P-site
tRNA (P/P) still forms codon–anticodon
contacts in the P site of the small subunit
but, at the same time, moves away from
the peptidyl transferase center on the large
subunit into the E site (P/E hybrid state).
This rearrangement is independent of EF-
G. In cryoEM, only a small movement
of the A-site acceptor stem toward the P
site is visible after the peptidyl transfer
reaction. In the Haloarcula 50S structure,
the peptidyl-tRNA remained bound to the
A loop in the peptidyl transferase center
(the loop that binds A-site aminoacyl-
tRNA, Fig. 7b). The P/E hybrid state has
been observed by cryoEM, but only under
stringent buffer conditions.
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Fig. 11 The hybrid state model for translocation. The tRNAs move independently within the
active sites of the two ribosomal subunits. Translocation from the A/T hybrid state into the A/A
state depends on GTP hydrolysis by EF-Tu. Translocation into the P/E and A/P hybrid state
occurs spontaneously after peptidyl transfer. In contrast, the translocation of the tRNAs and
mRNA within the small subunit from the P/E : A/P hybrid states to the E/E : P/P state requires
GTP hydrolysis by EF-G.

Upon incubation of the A/P and P/E hy-
brid state with EF-G and GTP, the tRNAs
move to the P/P (occupying the P site on
both subunits) and E/E site (Fig. 11), as
evidenced by chemical footprinting. This
means that upon GTP hydrolysis, EF-G
induces tRNA movement with respect to
the 30S subunit whereas movement with
respect to the 50S subunit occurs sponta-
neously after peptidyl transfer. Curiously,
GTPase activity of EF-G is not essential
since translocation can still occur in the
presence of nonhydrolyzable GTP analogs,
although at a slower rate.

A third type of hybrid state (the A/T
hybrid state, T for EF-Tu) is observed
when the ternary complex of EF-Tu,
GTP, and tRNA binds to the ribosome
(Fig. 11). In chemical footprinting studies,
this complex of tRNA EF-Tu and GTP-
protected 16S rRNA in the 30S A site, but
there was no tRNA footprint in the 50S A
site. Instead, bases in the sarcin–ricin loop
in the GTPase factor binding center of the
50S subunit were protected in a similar
fashion as upon EF-G binding. After EF-
Tu GTP hydrolysis and accommodation,
the 50S A site becomes occupied by tRNA.

A prerequisite for a hybrid state is the
mobility of the two subunits relative to each

other or at least of parts of the subunits.
Indeed, it has been observed by cryoEM
that the two subunits can rotate 6◦ relative
to each other upon EF-G binding. Fol-
lowing EF-G dependent GTP hydrolysis,
translocation occurs, coupled with EF-G
release and simultaneous back-rotation of
the 30S subunit relative to the 50S subunit.
In addition to subunit rotation, regions of
the ribosomal subunits, such as intersub-
unit bridges, could move together with the
tRNAs during translocation.

What exactly could be the driving force
for the translocation in the 50S subunit?
First, the peptidyl transferase reaction
could directly provide the free energy for
spontaneous translocation from the A/A
state to the A/P state. Second, the tRNA
binding sites on the large subunit could
have different substrate specificities. In
that case, the A site would have highest
affinity for aminoacyl-tRNA, the P site
a higher affinity for peptidyl-tRNA and
the E site for deacylated tRNA. The latter
possibility would explain the directionality
of the process. There is evidence that
peptidyl transfer and translocation occur
in a sequential manner on the large
subunit. Contrariwise, the translocation of
tRNAs and mRNA on the small subunit
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requires energy input. The movement
of the tRNA from the A/A state to
the A/P hybrid state could decrease the
affinity of the tRNA–mRNA helix for the
small subunit. This would result in lower
activation energy for translocation on the
small subunit, provided that the affinity
of tRNAs and the bound mRNA for 16S
rRNA really presents an energy barrier for
the movement between the tRNA binding
sites on the small subunit. Moreover, if
EF-G binding and GTP hydrolysis depend
on a hybrid state of the ribosome, the
coupling of peptidyl transfer reaction and
translocation would be ensured.

4.3
Movement of tRNAs through the
Ribosome

In the 70S structure, the tRNAs are in
A/A, P/P, and E/E states rather than in
any hybrid state. The large subunit makes
contacts with the conserved structures of
the tRNA, that is, the tRNA D-stem, elbow,
and acceptor arm. The A and P site tRNAs
are closest to each other at their acceptor
stems, which are within 5-Å vicinity. In
the small subunit, the anticodon ends of
the tRNAs and the mRNA move only
20 to 28 Å between the A and P site or
P and E site respectively. At the same
time, the acceptor stem moves over much
larger distances in the large subunit. For
instance, the E site acceptor stem is rotated
away from the P-site tRNA acceptor stem
and directed into a separate cleft nearly
50 Å away from the peptidyl transferase
cavity (Fig. 4). The L1 stalk and protein
S7 seem to lock the deacylated tRNA in
the E site as evidenced by the 70S X-ray
structure. In the free 50S structure, the L1
stalk has an open conformation, in which it
would not prevent release of E-site tRNA.
A large rotational movement of tRNA is

also necessary during its accommodation
from the A/T hybrid state into the A site
of the peptidyl transferase center.

4.4
Cotranslational Folding

Upon leaving the tunnel, the peptide chain
can fold into its tertiary structure while still
being bound to the ribosome. Cotransla-
tional folding has been demonstrated, in
vitro and in vivo, as well as in eukaryotic and
prokaryotic cells. For large multidomain
proteins, folding in a sequential manner
may be beneficial to the folding process to
avoid interference between individual pro-
tein domains during early folding steps.
In the tunnel, the nascent polypeptide can
adopt α-helical conformation (Fig. 8), but
the diameter of the tunnel does not allow
significant tertiary structure formation be-
yond that. Depending on the amino acid
sequence of the nascent polypeptide, a dif-
ferent extent of secondary structure in the
tunnel is acquired as indicated by differ-
ent patterns of cross-linking to 23S rRNA.
Moreover, depending on the sequence,
different lengths of nascent polypeptides
(30–72 amino acids) are protected by
the ribosome, suggesting a varying ex-
tent of secondary structure formation. The
opening of the tunnel is surrounded by
ribosomal proteins L19, L22, L23, L24,
L29, and L31 and regions of 23S rRNA.
These elements may assist in protein fold-
ing (Fig. 10).

During translation, the ribosome-nas-
cent peptide chain complexes can interact
with various proteins involved in pro-
tein targeting and folding, for instance,
molecular chaperones like the trigger fac-
tor, DnaK/DnaJ/GrpE in E. coli, and their
homologs in eukaryotes. Trigger factor, a
cis/trans prolyl isomerase that has protein-
folding activity, was shown to be associated
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with the large ribosomal subunit when
binding the nascent chain polypeptide.
The N-terminal domain of trigger factor
was identified as a ribosome binding do-
main. It could be cross-linked to proteins
L23 and L29, which are located adjacent to
each other at the tunnel exit site, exactly
where the nascent chain emerges from the
tunnel (Fig. 10). By mutational studies, it
was shown that ribosome association is es-
sential for trigger factor chaperone activity
in vitro and in vivo and that an exposed,
conserved glutamate (E18) of L23 protein
is critical for the binding. Thus, ribosomal
protein L23 directly links protein synthesis
with chaperone-assisted folding.

4.5
Protein Secretion and Membrane Insertion

The ribosome participates directly in the
transport of nascent chains into or across
membranes to the periplasm or endo-
plasmic reticulum. Most of the secreted
proteins contain an N-terminal hydropho-
bic signal sequence recognized by the
SRP. Helicity as well as hydrophobicity
of the signal sequence are necessary for
the productive interaction with SRP and
the translocation machinery. SRP binds
and targets the ribosome-nascent chain
complex to its receptor in the membrane.
Subsequently, SRP hands over the ri-
bosomal complex to its receptor, which
coordinates the release of SRP from the
ribosome-nascent chain complex and the
insertion of the nascent chain into the
translocation channel, which is built up by
the Sec61 complex in eukaryotes and by
SecYEG in prokaryotes.

In eukaryotes, SRP is composed of a
7S RNA and six proteins. The 54 kD
protein SRP54 has been identified to bind
the signal peptide and to interact with

the signal receptor. SRP54 can be cross-
linked to the large ribosomal subunit in
the presence and absence of a nascent
chain. Thus, this is clearly the ribosome
binding domain of SRP. The two adjacent
ribosomal proteins L23 and L35 (L29 in
E. coli), both located at the rim of the
tunnel exit, are the binding partners of
SRP54, (Fig. 10). SRP proteins SRP9 and
SRP14 are required for the SRP induced
translational arrest (as discussed earlier).
The nascent chain is released when SRP54
binds GTP and interacts with its receptor.
The SRP receptor induces changes in the
SRP binding to the ribosome and permits
access of the translocation channel to
the ribosome-nascent chain complex, such
that the signal peptide is handed over to the
Sec61 complex and translation continues.
In the presence of SRP, direct binding
of the Sec61 complex to the ribosomal
complexes is blocked.

The structure of the eukaryotic ribo-
some-nascent chain complex and the
eukaryotic translocation machinery Sec61
has been studied by cryoEM. The Sec61
complex consists of three transmembrane
subunits α, β, and γ , comprising 12
transmembrane helices altogether. Three
or four Sec61 complexes assemble to
form the functional ringlike translocon
with a central pore or indentation. The
ringlike Sec61 complex binds to the large
ribosomal subunit such that its central
pore is aligned with the opening of
the protein exit tunnel. Thereby, a path
for the nascent chain is formed from
the peptidyl transferase center directly
into the endoplasmic reticulum. Four
connections were identified between the
Sec61 complex and the ribosome-nascent
chain complexes in the 15-Å cryoEM
structure. They involve mostly ribosomal
RNA (28S) but also involve the eukaryotic
homologs of the ribosomal proteins L19,



508 Ribosome, High Resolution Structure and Function

L23, L24 and L29 (Fig. 10); the region
next to the tunnel exit is relatively
conserved in prokaryotes and eukaryotes.
The most substantial connection is found
for proteins L23, L29, and helix7 of the
rRNA. It is interesting to note that L23 and
L29 are also implied to play a role in trigger
factor and SRP binding, and this may be
the reason why deletion of L23 is lethal.

The binding of the translocation ma-
chinery to the ribosome leaves a gap
between ribosome and the transmem-
brane channel of at least 15 Å. This find-
ing contradicts earlier postulations that
the translocon/ribosome interface should
form an ion-tight seal. The cryoEM struc-
ture suggests that the channel itself is the
permeability barrier between cytoplasm
and lumen.

Cotranslational folding also occurs dur-
ing translocation of proteins into the
endoplasmatic reticulum. The minimum
distance between the folded domain and
the peptidyl transferase center was deter-
mined to be 64 amino acids. This agrees
well with the protection of 70 amino acids
from proteolysis and the minimal peptide
length of 70 amino acids needed for glyco-
sylation by the glycosylase in the ER at the
exit of the translocon pore. All biochemical
and structural data support the idea that
the translocon channel extends the riboso-
mal exit tunnel, even though there appears
to be a gap between them. The translocon
is probably a dynamic complex, since it al-
lows lateral diffusion of the nascent chain
into the membrane bilayer, which probably
requires opening of the channel ring.

5
Perspectives

Recent crystal structures improved our un-
derstanding of the mechanism of protein

synthesis. The peptidyl transferase re-
action and the accuracy of aminoacyl-
tRNA selection can now be studied
with detailed structure-based experiments
(Fig. 3). However, many questions re-
main to be addressed on a molecular
level. Especially since information about
intersubunit interactions, conformational
changes during translation and interac-
tion with translation factors originate from
low-resolution structures. Ultimately, all
relevant intermediates, complexes, and
conformational states of the ribosome
should be characterized at high resolu-
tion to completely understand translation
and associated processes like cotransla-
tional folding and translocation across
the membrane.

Functionally important regions of the
ribosome including the decoding center,
the peptidyl transferase center, and the
tunnel are highly conserved. Therefore,
it is likely that the fundamental mech-
anism of translation is the same in all
kingdoms of life. Most differences in the
architecture of the eukaryotic 80S ribo-
some compared to the 70S ribosomes are
generated by additional proteins and RNA
insertions into the periphery of the struc-
ture. Nevertheless, eukaryotic translation
is much more complex and subjected to
a more diversified regulation. Extracting
structural information on the eukaryotic
ribosome will be undoubtedly difficult,
but the task is well worth the extraordi-
nary effort.

See also Expression Systems for
DNA Processes; Plant Gene Ex-
pression, Regulation of; Protein
Expression by Expansion of the Ge-
netic Code; RNA Methodologies;
Translation of RNA to Protein.
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Intron
An internal sequence of nucleotides within a gene or an RNA transcript that is
removed by RNA splicing before the formation of the functional RNA product.

Polymerase Chain Reaction (PCR)
A method utilizing a DNA polymerase and primers complementary to each end of a
targeted DNA region to produce multiple copies of a double-stranded DNA sequence.

Reverse Transcriptase
An enzyme, derived from retroviruses, that copies RNA sequences to produce DNA.

Ribonucleoprotein
A macromolecular complex comprising both RNA and protein.

Ribozyme
An RNA molecule that is endowed with catalytic activity; for ribonucleic acid enzyme.

RNA Processing
The biochemical reactions the primary RNA transcript of a gene must undergo before
it can become a mature, functional RNA.

RNA Splicing
The removal of intron sequences and joining of exons to generate a mature
RNA molecule.

Self-cleaving RNA
An RNA molecule that is capable of cleaving itself in a site-specific manner.

� Ribozymes are RNA molecules that can function to catalyze specific intracellular
chemical reactions without the obligatory participation of proteins. Until recently,
all biochemical reactions were believed to be catalyzed by protein enzymes. Since
1982, a number of RNA molecules have been found to be endowed with catalytic
activity. For example, group I ribozymes take the form of introns, which can
mediate their own excision from a self-splicing precursor RNA. Other ribozymes
are derived from self-cleaving RNA structures that are essential for the replication
of viral RNA molecules. Like protein enzymes, ribozymes can fold into complex
three-dimensional structures that provide specific binding sites for substrates as well
as cofactors, such as metal ions. Ribozymes have been developed into highly specific
enzymes that are capable of recognizing and catalytically cleaving targeted RNA
molecules. A wide variety of activities can be elicited from ribozymes by selection,
and targeted ribozymes have been used scientifically and therapeutically to cleave
viral RNAs and messenger RNAs associated with disease.
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1
RNA Can Encode Genetic Information,
Participate in Translating it, and also
Catalyze Biochemical Reactions

RNA is a unique molecule in the bi-
ological world because it serves several
fundamentally distinct functions. It has
long been known that RNA, like DNA,
can serve as an informational molecule.
For example, messenger RNA transcripts
carry the information encoded by genes
to the cell’s protein synthesis machinery.
Many viruses, like HIV and influenza, use
RNA as their genetic molecule. Transfer
RNAs help decode the information from
messenger RNAs, and ribosomal RNAs are
large, essential functioning components of
the ribosomes, the cellular machines that
produce proteins by translating messen-
ger RNAs.

More recently, investigators have found
that some RNA molecules resemble pro-
tein enzymes in that they can catalyze
specific biochemical reactions. The dis-
covery that RNA can be a catalyst has
revolutionized our view of RNA and its
importance, and it has led to the specu-
lation that catalytic RNA may have played
a critical role in the prebiotic evolution of
self-replicating systems.

2
RNA Structure and Catalysis

The catalytic activity of ribozymes re-
sults from the three-dimensional folded
structure of RNA. Because RNA is a
single-stranded molecule, it can fold into
structures much more complex than the
monotonous structure of the DNA double
helix. Much is known about the sec-
ondary structure of ribozymes (Fig. 1),
which generally consists of a number of

short intramolecular helices composed of
Watson–Crick G−C and A−U base pairs,
separated by nonhelical segments. There
are computer applications that can predict
likely secondary structures for given RNA
sequences. It is clear that the nonhelical
segments of ribozymes are very important
for catalytic activity; these nonhelical nu-
cleotides interact with one another to form
a tertiary structure. They may also pro-
vide functional groups that help catalyze
biochemical reactions.

Recent advances in X-ray crystallography
of RNA have provided three-dimensional
crystal structures for several small ri-
bozymes. In at least two of these cases,
the crystal structures correlate well with
biochemical data, showing how important
residues of the ribozyme are positioned
very close to the cleavable linkage of the
target RNA, in such a fashion that func-
tional groups from the ribozyme could
be helping to catalyze the chemical re-
action. These crystal structures also help
explain why some catalytic RNAs can func-
tion without divalent ions like magnesium.
Magnesium helps in folding RNA to its
tertiary structure, but some ribozymes
function well in high concentrations of
monovalent ions like sodium. This is
important because it shows that these cat-
alytic RNAs do not function merely by
positioning a magnesium ion to catalyze
a reaction. Instead, the catalytic function
is performed by chemical groups on the
RNA itself.

RNA differs from DNA in the presence
of a 2′-hydroxyl group on the sugar of
each nucleotide. This functional group
may be important for catalytic activity
in three respects. First, it makes RNA
much more chemically labile than DNA.
Second, it participates in essential tertiary
interactions within ribozymes that are
essential for catalytic activity. Third, it
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Fig. 1 The secondary structure of a self-splicing
group I intron within a transfer RNA precursor of
the bacterium Azoarcus: arrows indicate splice
sites, intron and exon nucleotides are indicated
in uppercase and lowercase letters respectively.

All group I introns have very similar RNA folding
patterns. The RNA folding is responsible for
catalytic activity and for the precise identification
of the reaction sites.

may participate directly in the chemical
reactions that take place at the active site
of the ribozyme.

3
New Understanding of the Importance of
RNA in Biological Systems

In recent years, investigators have discov-
ered important new biological roles carried
out by RNA in cells and organisms. In eu-
karyotes, small interfering RNAs (siRNAs)
only about twenty nucleotides in length,
derived from double-stranded RNAs, serve
as guides to target enzymatic degrada-
tion of foreign RNA and viral messenger

RNAs. Small cellular species called micro
RNAs (miRNAs) interact with messenger
RNAs to modulate their translation during
development.

In bacterial systems, Breaker and col-
leagues discovered RNA motifs called
riboswitches at the leading ends of impor-
tant messenger RNAs. These motifs bind
specific small molecules, often the prod-
ucts of the enzymes produced from the
messenger RNA. Binding of this metabolic
product to the RNA motif changes its fold-
ing pattern and decreases its expression,
either in transcription or translation, cre-
ating a negative feedback control at the
level of RNA. One of these riboswitches
is actually a new small ribozyme, which,
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upon binding its specific small ligand,
becomes activated to cleave its own mes-
senger RNA.

Recent studies of ribosomes (see the
following) have shown that the actual
chemical reaction joining amino acids to
form a new protein is almost certainly
carried out by the RNA component of
the ribosome rather than by protein,
as previously assumed. Moreover, there
is good preliminary evidence that RNA
may also catalyze the splicing steps
that remove introns from messenger
RNAs in eukaryotic nuclei. In summary,
RNA has more active and important
roles in biology than were previously
understood. Ribozymes, rather than being
evolutionary oddities, are central players
in the biochemistry of life.

4
Self-splicing RNA

The first catalytic RNA molecules discov-
ered were self-splicing RNA molecules
containing group I introns. In the absence

of proteins, these molecules can un-
dergo rapid and precise structural re-
arrangements to excise the intron and
covalently join the exons. Group I in-
trons contain characteristic internal nu-
cleotide sequences and have very similar
RNA folding patterns (Fig. 1); these com-
mon structural features are essential for
catalytic activity and for recognition of
the correct reaction sites in the precur-
sor RNA.

Splicing of precursor RNAs containing
group I introns occurs by a two-step
reaction pathway (Fig. 2). In the first
step, GTP attacks the 5′ splice site,
becoming covalently linked to the intron
and liberating the 5′ exon. In the second
step, the 5′ exon attacks the 3′ splice site,
joining the exons together and liberating
the intron RNA. It is clear that the intron
RNA itself contains the catalytic center,
because it can catalyze additional reactions
on internal and external RNA substrates.
A second class of self-splicing introns, the
group II introns, is known. These introns
share common folded structures and
reaction pathways that are distinct from

Fig. 2 RNA splicing pattern for group I
introns. First, GTP or another guanosine
attacks the 5′ splice site, liberating the 5′
exon and becoming covalently linked to
the intron. Second, the 5′ exon attacks
the 3′ splice site in a reaction that
generates ligated exons and liberates the
intron. Each of these transesterification
reactions can take place in the presence
or in the absence of proteins.
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those of group I introns. Interestingly,
group II introns appear to be more closely
related to the nuclear pre-mRNA introns,
whose splicing is catalyzed by complex
nuclear particles called spliceosomes. As
mentioned in Sect. 3, there is some
evidence that the chemistry carried out
by the spliceosome may be catalyzed by
one or more of the small nuclear RNAs
contained in it.

5
Self-cleaving Catalytic RNA

In addition to their importance for RNA
splicing, catalytic RNA molecules are es-
sential for RNA replication in some viral
systems. For example, a circular RNA
molecule associated with tobacco ringspot
virus is replicated by a rolling-circle mecha-
nism, as shown in Fig. 3. Site-specific RNA

cleavage and joining reactions are essen-
tial for RNA replication. Instead of using
protein ribonucleases and RNA ligases as
catalysts, these reactions are carried out by
the RNA molecules themselves.

That is, during replication the RNA
molecules contain sites at which the
cleavage and joining reactions happen,
as well as domains that recognize those
sites and catalyze the reactions. A similar
replication pathway is followed by the RNA
genome of an important human pathogen,
hepatitis delta virus.

Deletion of the nonessential RNA se-
quences serves to isolate the catalytic
domains and the sequences that are rec-
ognized and cleaved. The catalytic do-
mains function as ribozymes to cleave
the substrate in a catalytic manner; that
is, each ribozyme molecule can poten-
tially cleave a large number of substrate
RNA molecules.

Cyclization

Self-
cleavage

Self-
cleavage

Minus

Autocyclization

+

+

−

−

Plus

Fig. 3 Self-cleaving RNA in RNA replication: the replication
pathway for the satellite RNA associated with tobacco ringspot
virus. Rolling-circle replication gives rise to linear negative-
and positive-stranded concatemers that must be cleaved and
cyclized at specific sites. The self-cleaving domains in the
positive and negative strands are known as the hammerhead
ribozyme and the hairpin ribozyme, respectively.
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Fig. 4 The secondary structure of the
complex between the hammerhead
ribozyme and its substrate: arrow
indicates cleavage site; essential bases
are indicated by letters; one dot
indicates that any base can function at
the specified position; two dots joined
by a line indicates that any base pair will
function. The substrate may be a short
RNA oligonucleotide for laboratory
biochemical studies, or it may be a part
of a long RNA molecule (e.g. a cellular
mRNA or viral genomic RNA molecule).

A

A A
A

A

U

U

G

G

G

G G

C G

C

C

C

5′

5′

3′

3′

Hammerhead
ribozyme Substrate

The hammerhead ribozyme is one of
the smallest ribozymes derived from self-
cleaving RNA molecules. The secondary
structure of the ribozyme–substrate com-
plex (Fig. 4) consists of one intramolecular
duplex within the ribozyme domain and
two intermolecular duplexes between the
ribozyme and substrate. Because the se-
quence of the intermolecular duplexes
can vary in any manner that maintains
base pairing, the hammerhead, and other
small ribozymes can be engineered to
bind and cleave new RNA targets such
as messenger RNAs or viral RNAs. They
have proven useful as tools for inhibiting
expression of specific genes, and some
have reached clinical trials as antiviral
therapeutics.

Three of the small ribozymes, the ham-
merhead, hairpin, and hepatitis delta ri-
bozymes, have been characterized by X-ray
crystallography. For two of them, the hair-
pin ribozyme and hepatitis delta ribozyme,
the crystal structures seem to repre-
sent active conformations. The ribozymes
fold into complex three-dimensional struc-
tures that force the cleavable bond into
an orientation favorable for catalysis,
and they position functional groups of
important nucleotides in the ribozyme
close enough to help facilitate the cleav-
age reaction.

6
Ribonucleoprotein Enzymes: The
Ribosome is a Ribozyme!

Many cellular RNAs are bound to spe-
cific proteins, forming ribonucleoprotein
(RNP) complexes. These RNPs are re-
sponsible for catalyzing a number of
critical cellular functions. For instance, ri-
bosomes are RNP complexes responsible
for synthesizing proteins from a mes-
senger RNA template. The spliceosome
is an RNP complex that splices intron-
containing messenger RNA precursors
within the eukaryotic nucleus.

The bacterial ribonuclease P (RNase P) is
a particularly interesting and well-studied
example of an RNP enzyme. This enzyme
cleaves the 5′ extension from precursor
transfer RNA molecules (Fig. 5), yielding
the mature 5′ end of all the different tRNAs
in the cell. RNase P consists of a fairly large
RNA subunit plus a small basic protein.
In vitro, in high salt, the RNA subunit
can carry out the correct cleavage reaction
within the protein.

Investigators have gained much insight
into the structure of the RNase P RNA
through phylogenetic analysis – that is,
through comparison of the nucleotide se-
quences of this RNA isolated from many
different bacterial species. Many sequence
positions vary between species, but often
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+

Fig. 5 Reaction catalyzed by Rnase P. Newly transcribed tRNA precursors contain 5′
extensions. Rnase P cleaves these extensions from all tRNA precursors, generating the
mature 5′ end for the tRNA molecules.

they ‘‘covary,’’ as necessary to maintain
the base pairing of a stem. Other se-
quence positions essential for activity may
be conserved in many different species.
Such phylogenetic comparisons of RNase
P RNA have yielded a ‘‘consensus’’ se-
quence (Fig. 6), which shows the minimal
essential secondary structure of the RNA
plus conserved sequences that participate
in tertiary interactions required for enzy-
matic activity.

The story of the RNA-mediated activity
of the ribosome is a finding particularly
exciting for biological scientists. Ribo-
somes consist of two subunits, ‘‘large’’
and ‘‘small,’’ each containing at least one
long RNA molecule and scores of proteins.
The large ribosomal subunit was known to
carry peptidyl transferase, the activity that
transfers amino acids from their trans-
fer RNA carriers to the growing peptide
chain in protein synthesis. Recently, the
large ribosomal subunit was crystallized,
and the structure of the enormous com-
plex was characterized by X-ray diffraction
to very fine resolution. The region shown
to be involved in peptidyl transferase ac-
tivity consists entirely of RNA, with no

ribosomal proteins located close enough
to be participants. This and other results
confirm that the chemical step of protein
synthesis is catalyzed by RNA: in other
words, the ribosome is a ribozyme. This
finding reinforces the possibility that the
early stages in the evolution of life involved
an ‘‘RNA world,’’ in which RNA served
both to carry genetic information and to
catalyze many of the chemical reactions
essential for a self-replicating system.

7
In Vitro Selection

A recently developed set of methods
provides powerful tools for analyzing
the structure–function relationships of
existing ribozymes and also makes it
possible to create and ‘‘evolve’’ new
ribozymes that carry out desired chemical
reactions. These methods are analogous
to the procedures of genetic selection, but
they can be carried out on RNA without
the need for a host cell.

The first step in in vitro selection (Fig. 7)
is the production of a large pool, or
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Fig. 6 Phylogenetic minimum bacterial consensus Rnase P RNA:
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RNAse P RNAs are included in the minimum structure. Universally
conserved nucleotides are in uppercase. Nucleotides not conserved in
identity but present in all sequences are indicated by solid circles;
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population, or RNA molecules with a
region of randomized sequence. If the
molecules are chemically synthesized, a
position can be randomized by provid-
ing a mixture of all four nucleotide

precursors at synthesis instead of one
particular nucleotide. Then this popula-
tion of molecules is provided with the
opportunity to catalyze a chemical reac-
tion. The reaction is designed to permit
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Population of RNA
variants

Separate by binding
activity or reactivity

Inactive RNA Active RNA

Reverse
transcriptase

Reverse
transcriptase

cDNAcDNA
Discard

Clone and analyze
inactive pool

Clone and analyze
active pool

Selection
cycle

Transcription

Amplified cDNA pool

Amplification

Fig. 7 In vitro selection of RNA molecules from a pool of variants. A population of RNA
sequence variants is separated into active and inactive molecules on the basis of binding or
catalytic activity. Active molecules are copied with reverse transcripts to generate
double-stranded cDNA. The cDNA is then amplified, usually through use of the polymerase
chain reaction (PCR), making a large pool of the subset of selected sequences. This pool can
then be sampled and cloned for analysis or transcribed into a new ‘‘generation’’ of RNA
molecules and subjected to further rounds of selection.

the few ‘‘active’’ molecules that succeed to
be in some way separated from the large
number that fail. For instance, an RNA
molecule that ligates, or joints itself to an-
other RNA, can be separated from inactive
molecules by gel electrophoresis because it
is now larger than the inactive molecules.

Once the few active RNA molecules have
been selected, they can be copied into
DNA by the enzyme reverse transcriptase.
This complementary DNA (cDNA) can
then be amplified manyfold using the
polymerase chain reaction (PCR). The
amplified cDNA can be used to generate
RNA by transcription. Thus, the RNA can
be selected for a desired characteristic
and then replicated, just as in a genetic
selection procedure.

The pool of amplified cDNA sequences
can be sampled, cloned, and analyzed
to determine the sequences of active
molecules. It can also be transcribed to
produce a new ‘‘generation’’ of RNAs.

These molecules can then be sent through
the selection procedure again, enriching
even more for active RNA sequences
(Fig. 7). Multiple rounds of this in vitro
selection can result in RNA populations
containing only a few sequences best
capable of catalyzing the desired reac-
tion. This approach has been used to
generate novel engineered ribozymes ca-
pable of catalyzing many different bio-
chemical reactions not known to be
carried out by RNA in modern biologi-
cal systems.

See also Alternatively Spliced
Genes; Nucleic Acid Packaging of
RNA Viruses; Protein and Nu-
cleic Acid Enzymes; RNA Interfer-
ence; RNA Secondary Structures;
RNA Three-Dimensional Struc-
tures, Computer Modeling of.
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Keywords

Dicer
An RNase III enzyme responsible for processing siRNAs from long dsRNA, as well as
processing mature miRNAs from pre-miRNA hairpins.

microRNAs (miRNA)
Short single strand RNA species that are ∼22 nucleotides long and that are encoded by
an endogenous class of genes. miRNAs guide the microribonucleoprotein complex
(miRNP) to the 3′ untranslated region (UTR) of mRNAs and base pair with imperfect
complementarity, resulting in translational repression.

miRNP
Microribonucleoprotein complex; the complex that contains endogenous miRNAs. The
miRNP is not as well defined as RISC, either in terms of its protein components or its
relevant biochemical activities.

RISC
RNA-induced silencing complex; the complex that contains a single strand of an
siRNA, used as a guide to find target mRNAs. RISC catalyzes the cleavage of mRNAs
complementary to one strand of the siRNA, resulting in degradation of the mRNA. A
main component of RISC in all species is a member of the Argonaute family
of proteins.

Short Interfering RNA (siRNA)
An intermediate in the RNAi pathway, processed by Dicer from long double-strand
RNA (dsRNA). siRNAs are composed of two ∼21 nucleotide RNA strands that are
duplexed: there is a region of 19 nucleotide duplex RNA with recessed and
phosphorylated 5′ ends and two unpaired nucleotides at the 3′ ends. One strand of the
siRNA is incorporated into RISC, guiding it to mRNAs with perfect or near-perfect
complementarity, resulting in cleavage of the mRNA.
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� A revolution has recently swept through biology called RNA interference. RNAi
serves as an umbrella term, encompassing several phenomena discovered in a
diversity of eukaryotes, all of which are mediated by short RNA species. RNAi
has been implicated in regulating gene expression by several mechanisms, from
transcriptional silencing to mRNA degradation and translational repression. The
central role of RNAi processes in gene expression is underscored by its strong
conservation across almost all eukaryotes, from plants to fungi to mammals.
This review will focus on the discovery of the classical RNAi pathway before
considering the molecular details of this pathway. RNAi will then be viewed from
a broader perspective, by examining other small RNA directed pathways in a
variety of organisms. One pathway in particular will receive ample attention, that
of the endogenous microRNA genes, a class of small RNAs that has arisen in
multicellular plants and animals. Finally, the adoption of RNAi as a powerful
technology will be discussed, including prospects for RNAi-based therapeutic
applications.

1
Discovery of RNAi

Of the many remarkable aspects of RNA
interference, perhaps the most striking
from a historical perspective is that this
phenomenon, central to the regulation of
gene expression in a wide variety of eu-
karyotes, evaded the detection of scientists
for so long. The initial characterization
of this process by Andrew Fire, Craig
Mello, and colleagues brought together
disparate, and largely unexplained, obser-
vations from several model systems and
in doing so unlocked an entire field of
research that continues to grow at an as-
tounding pace.

As biology marched into the genomic
age in the middle of the 1990s, researchers
were in the position of having the DNA
sequence of genes but no clue as to
how these genes might function. Classical
genetics (also known as reverse genetics)
relied on first having a mutant and then
working back to find which of the many
genes in the genome caused the mutant

phenotype. The utility of the approach was
beyond doubt, but now, with so much DNA
sequence available and more on the way,
forward genetic techniques were needed;
biologists wanted to start with the DNA
sequence of a gene, functionally impair
the gene, and then observe the phenotype.

One conceptually simple solution to
this problem was antisense technology.
This approach attempted to stop gene
expression after the DNA had been
transcribed into mRNA, but before it was
translated into the language of proteins.
A researcher would make a nucleic acid
with a sequence antisense to the gene of
interest, thereby allowing it to base pair
with the cognate mRNA. It was assumed
that this now double-stranded mRNA
would not be competent for translation and
the gene would be functionally knocked
out. Early experiments in Caenorhabditis
elegans showed that in vitro transcribed
antisense RNA, when injected into the
worm, would mimic the phenotype of a
true genetic knockout. There was a major
caveat, however, that was left unexplained
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at that time: sense RNA, used as a control
because it could not base pair to the mRNA,
oftentimes gave the same result!

Fire and Mello had two key insights.
First, they noticed that this antisense tech-
nique resulted in systemic silencing of the
knocked out gene. Even though the worm
was injected with the antisense (or sense)
RNA in a discreet location, the gene would
be silenced essentially throughout the or-
ganism. Also, this silencing effect was
heritable over several generations. These
observations led them to hypothesize that
these effects were not a simple antisense
effect, which would in all likelihood be
local and short lived, but instead that the in-
jected RNA was triggering an endogenous
biological response. The second insight
was the (educated) guess that the molecu-
lar trigger for this process was actually a
low level of double-strand RNA (dsRNA)
made during the in vitro transcription. Fire
and Mello reasoned that the RNA poly-
merase sometimes transcribed the wrong
(i.e. sense) strand of the DNA template,
and thus the RNA preparations were
contaminated with low levels of dsRNA.
Experimental proof of this beautifully sim-
ple idea was quickly obtained. Annealing
sense and antisense RNA before injection
resulted in an incredibly potent silencing,
and the term RNA interference was coined
to describe this phenomenon.

RNAi is an evolutionarily ancient pro-
cess that has been found in all multicellular
eukaryotes that have been investigated to
date. Versions of RNAi also appear in many
single-celled eukaryotes including Try-
panosoma brucei, Tetrahymena thermophila,
and the fission yeast Schizosaccharomyces
pombe (interestingly, there is no evidence
for RNAi in the budding yeast Saccha-
romyces cerevisiae). This article focuses
on the metazoan RNAi pathway, as de-
fined largely by work done in worm, fly,

and mammalian systems, although results
from other organisms are discussed when
appropriate. Furthermore, RNAi is closely
related to a body of research on endoge-
nous small RNAs known as microRNAs
(miRNAs), and the biology, implications,
and horizons of this field also receive at-
tention. Lastly, while RNAi is a burgeoning
field of biology in its own right, RNAi has
also become an essential technology. This
review covers both the use of RNAi in
molecular biology as well as its potential
applications in human health.

2
Mechanisms and Components of RNAi

Canonical RNAi (see Fig. 1a) begins when
long dsRNA enters the cytoplasm of
a cell, where it is processed by the
enzyme called Dicer. Dicer successively
cleaves the dsRNA into smaller fragments
known as short interfering RNAs (siR-
NAs). The siRNA is unwound and one
of the two strands is incorporated into a
multi-subunit protein complex known as
the RNA-induced silencing complex (RISC).
RISC then uses the siRNA as a guide
to find and then cleave complementary
mRNAs. This section discusses the dis-
covery of these major protein and RNA
species and provides further insight into
the mechanism of RNAi.

2.1
Dicer

As soon as it was appreciated, in both
animal and plant systems, that the long
dsRNA which triggered RNAi was pro-
cessed into siRNAs, the hunt was on
for protein responsible for this step.
Two characteristics of the siRNA prod-
uct, the 5′ phosphate and the two unpaired
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nucleotides at the 3′ end (see Fig. 1b), sug-
gested that an RNase III enzyme would
likely be responsible. A candidate gene
approach was undertaken to identify the
responsible enzyme, and a bioinformatic
search for proteins with a dsRNA bind-
ing domain and an RNaseIII domain
resulted in a very manageable number
of candidates. Affinity-tagged versions of
these proteins were expressed and puri-
fied. Researchers assayed for the ability
to process radiolabeled dsRNA into siR-
NAs. One of the tagged proteins had this
activity, and was named Dicer. To confirm
this observation, researchers performed an
‘‘RNAi–on–RNAi’’ experiment, to knock-
down the expression of Dicer, and thus
RNAi activity, via RNAi, with dsRNA
homologous to Dicer. While such an ap-
proach could not logically be expected to
generate a full knockdown of Dicer ac-
tivity, the attenuation of RNAi activity
could still be readily detected, thus prov-
ing that Dicer is an essential protein in the
RNAi pathway.

A Dicer protein has been found in all
organisms that perform RNAi or RNAi-like
phenomena. The genomes of S. Pombe, C.
elegans, and mammals reveal only a single
Dicer homolog, while Drosophila has two
Dicers and Arabidopsis has at least four.
As might be expected in the latter cases,
different Dicers appear to have evolved
specialized functions. For example, in
Drosophila, Dicer-2 appears to function
predominantly in the RNAi pathway, while
Dicer-1 is utilized in miRNA biogenesis
(see Sect. 4.3). Knockout models reveal
that Dicer is essential: in C. elegans,
homozygous null alleles of Dicer are
sterile and survive to adulthood only
because of maternal rescue, while a
Dicer knockout mouse dies during early
embryonic development.

Dicer is necessary and sufficient to
cleave long dsRNA into siRNAs, although
Dicer interacts with several other proteins
in vivo. On a molecular level, the best-
studied Dicer is mammalian Dicer, which
has two RNaseIII domains and a single
dsRNA binding motif (dsRBM), as well
as a PAZ domain (see Fig. 2). Site-
directed mutagenesis studies have made
clear the role of each of these domains
in the process of siRNA formation. The
PAZ domain binds at the free end of
the dsRNA, and crystal structures have
revealed that the PAZ domain recognizes
the two-nucleotide overhang of siRNA-
like molecules. Certainly, this domain
is also important for recognition during
miRNA processing (see Sect. 4.3). Dicer
is capable of processing blunt-ended
dsRNA, albeit at a decreased efficiency,
as would be the case when exogenous
dsRNA is used to trigger RNAi (after
the first cleavage of a long dsRNA, Dicer
leaves a two-nucleotide overhang, thus
making subsequent cleavage events more
favorable). Binding of the PAZ domain
to the end of the dsRNA positions the
two RNaseIII domains ∼21 nucleotides
upstream of the end, with one on each
strand of the dsRNA. Using conserved
aspartic acid and glutamic acid residues,
each RNaseIII domain then makes a single
cut in its substrate strand, resulting in the
liberation of an siRNA.

2.2
siRNAs

Initial biochemical study of the RNAi
pathway was performed in Drosophila
embryo lysates. After establishing that
dsRNA would lead to destruction of target
mRNA in this in vitro system, researchers
asked what happened to the trigger dsRNA.
By labeling their input dsRNA, incubating
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3′

5′

Fig. 2 Recognition and cleavage of dsRNA
substrates by Dicer. This schematic illustrates
how the different domains of Dicer bind to a
dsRNA substrate. The PAZ domain recognizes
the two unpaired nucleotides at the 3′ end
resulting from a previous Dicer cleavage, in the
case of RNAi, or from Drosha cleavage, in the

case of miRNA processing. The two RNaseIII
domains are then positioned ∼21 nucleotides
away from the base, and each cleaves one strand
of the RNA. From Zhang, H., Kolb, F.A.,
Jaskiewicz, L., Westhof, E., Filipowicz, W. (2004)
Single processing center models for human
Dicer and bacterial RNase III, Cell 118, 57–68.

it in the lysate, and then running the
products on a polyacrylamide gel, they
observed that the long, input dsRNA was
processed into a smaller RNA species, of
∼21 nucleotides in length (see Fig. 3). This
short RNA species was then cut out of the
gel to see if it alone could potentiate the
degradation of target mRNA, and indeed it
could, meaning that this RNA is a true
intermediate in the pathway. Chemical
characterization revealed that these 21
nucleotide species are double stranded and
each strand has a 5′ phosphate. While each
strand is 21 nucleotides, the strands are
duplexed in a staggered manner, with 19
nucleotides of duplex and two unpaired
nucleotides at the 3′ end. This species
was originally named short interfering
RNA or siRNA, although the literature

quickly began interchanging ‘‘short’’ and
‘‘small.’’

2.3
Asymmetry of siRNAs

A question often posed to RNAi re-
searchers by scientists outside the field
attempting to use the technology of RNAi
was ‘‘why doesn’t my siRNA work?’’ Ini-
tially, the only hard and fast rule about
siRNAs was that they worked, except when
they did not. A great deal of unsuccessful
siRNA-based experiments were explained
when one lab hit upon the hypothesis that
perhaps nonfunctional siRNAs were non-
functional because the wrong strand of the
siRNA was being incorporated into RISC.
In other words, when researchers design
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Fig. 3 Identification of siRNAs as intermediates
in the RNAi pathway. Radiolabeled dsRNA was
incubated in a Drosophila embryo lysate, and the
subsequent polyacrylamide gel showed the
appearance of a small RNA species. Two
different dsRNAs were used, dsPp-luc and
dsRr-luc, showing that this was not specific to a
given dsRNA sequence. Furthermore,
single-stranded RNA (7 mG-asRr-luc) did not
yield small RNA species. Part B, a zoom-in of

part A, shows that these species are in fact
double strand, as either strand of the input
dsRNA could be labeled and give rise to the
small RNA. The small RNA species appears
regardless of the presence of a target mRNA.
From Zamore, P.D., Tuschl, T., Sharp, P.A.,
Bartel, D.P. (2000) RNAi: double-stranded RNA
directs the ATP-dependent cleavage of mRNA at
21 to 23 nucleotide intervals, Cell 101, 25–33.

siRNAs to target genes of interest, they
know which strand of this geometrically
symmetric molecule they want to function
as the guide strand of RISC, but RISC it-
self, of course, does not. Phil Zamore and
colleagues hypothesized that a helicase
activity must unwind the double-strand
siRNA and hand off one strand to RISC,
and that perhaps the helicase has a pre-
ferred end of the molecule from which
to unwind.

Examination of siRNAs used in the lab
revealed that functional siRNAs tended
to have an A or a U as the first
nucleotide of the guide strand, while
nonfunctional siRNAs tended to start with

a G or C. Thermodynamically, an A–U
base pair has less stability than a G–C
base pair, and thus the A–U base-paired
end would be easier for the helicase to
unwind. The necessary experiments were
performed to confirm this hypothesis,
showing that the thermodynamic stability
of the first four nucleotides on each side
were very predictive of which strand would
be incorporated into RISC (see Fig. 1b).
These data are supported by experiments
analyzing hundreds of functional and
nonfunctional siRNAs synthesized by a
leading industrial provider of siRNAs. This
strand preference should be followed in
designing siRNAs, but there are certainly
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more criteria, both known and unknown,
that further contribute to the functionality
of siRNAs.

2.4
RISC

RISC is a multi-subunit complex that car-
ries out the final step in the RNAi pathway,
cleavage of the target mRNA. This defini-
tion is rather strict, as there are almost cer-
tainly many RISC-like complexes in cells
that are not exclusively involved in canon-
ical RNAi. For example, miRNAs involved
in translational repression associate with a
related complex known simply as the mi-
croribonucleoprotein complex (miRNP) (see
Sect. 4.4). Although different organisms
and purification schemes have yielded dif-
ferent accessory proteins, one constant
is the central role of an Argonaute fam-
ily member.

2.4.1 The Argonaute Family of Proteins
Argonaute proteins are defined by both a
PAZ domain (see Sect. 2.1) and a PIWI do-
main, which forms an RNase H-like fold.
Argonaute proteins are further divided into
two subfamilies, the Piwi subfamily and
the Ago subfamily. Members of the Piwi
subfamily play a role in silencing phenom-
ena. For example, the Drosophila protein
piwi is needed for both transcriptional
and posttranscriptional gene silencing (see
Sect. 3.4). The Ago subfamily has been di-
rectly implicated in canonical RNAi. In
Drosophila, Ago-2 was quickly identified
as a core component of RISC, and bio-
chemical purification from human cells
confirmed that human Ago-2 (originally
named eIF2c2) is the main component re-
sponsible for siRNA-directed mRNA cleav-
age. Interestingly, the human genome has
four well-defined Ago proteins, and all four
bind to siRNAs and miRNAs, yet only

Ago-2 is capable of cleaving mRNA tar-
gets. Certainly, some if not all of the Ago
proteins are involved in the miRNA path-
way, and it will be interesting to see what
different roles the Ago proteins play in
small RNA silencing pathways. Although
Argonaute proteins are core components
of RISC, they appear to work at many
steps in the RNAi pathway. One of the
original RNAi deficient worms, rde-1, en-
codes for an Argonaute protein that works
upstream of the generation of siRNAs,
while two other Argonaute proteins in
worms, alg-1 and alg-2, are important for
miRNA biogenesis.

2.4.2 Target Selection and Cleavage
The details of siRNA-directed mRNA cleav-
age have been established in two bio-
chemically tractable systems, mammalian
and Drosophila extracts. Experiments have
shown that the siRNA guides RISC to
the mRNA and cleaves the mRNA be-
tween the bases opposite bases 10 and
11 of the siRNA, counting from the 5′
end. This cleavage leaves a 3′ hydroxyl on
the 5′ end of the cleaved mRNA and a
5′ phosphate on the 3′ end (see Fig. 1c).
In vitro analysis of this reaction demon-
strated that this cleavage is catalytic and
conforms to Michaelis–Menten kinetics,
as a single RISC molecule can cleave mul-
tiple mRNAs.

As might be inferred from the cleavage
products, RISC does not mediate cleavage
via the mechanisms employed by common
RNases such as RNase A, which produce a
5′ hydroxyl and a 2′3′ cyclic phosphate. For
quite some time, researchers pursued the
elusive ‘‘Slicer’’ protein that catalyzed the
mRNA cleavage, but the crystal structure
of an Argonaute protein revealed that Ago
itself is responsible for the cleavage. The
PIWI domain of Ago adopts an RNase
H fold, an observation that is consistent
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with the known cleavage products of RISC.
As mentioned, only mammalian Ago-2
is capable of catalyzing mRNA cleavage,
yet the other three mammalian Ago
family members have a conserved PIWI
domain with the appropriate residues
at the catalytic center of the enzyme.
Ago-1, 3, and 4, however, have mutated
glutamine and histidine residues outside
the proposed active site that eliminate the
ability of these three Ago proteins to cleave
mRNA. It is not clear at this point how
these two mutations disrupt the cleavage
activity, but it has been proposed that these
two residues coordinate metal ions needed
for catalysis.

2.4.3 Off-target Effects of siRNAs
For RNAi to be useful to an organism, the
signal that it generates must be specific for
the intended RNA. Likewise, specificity is
an important parameter for RNAi to be a
successful tool, to ensure that any observa-
tions are due to knockdown of the gene of
interest rather than other genes. Biochem-
ical studies in various in vitro systems have
shown that the guide strand of the siRNA
does not need to base pair throughout the
target, but that more-limited complemen-
tarity can produce mRNA cleavage, albeit
at a greatly reduced rate. Importantly, it
is not clear if this limited cleavage has a
phenotypic effect in live cells or whole or-
ganisms. To assess the effects of siRNAs
in a genome-wide context, extensive mi-
croarray analyses have been performed.
These results show that, on average, a
given siRNA will modestly downregulate
approximately 50 unintended genes. Most
of the genes downregulated do in fact have
some stretches of complementarity to the
siRNA, especially in the 5′ region, and thus
are likely to be cleaved via an RNAi-like
mechanism.

This problem of less-than-perfect speci-
ficity has been addressed in several ways.
First, one potential source of off-target
effects is the entry of the wrong strand
of the siRNA into RISC. With a bet-
ter understanding of siRNA asymmetry
(see Sect. 2.3), this problem can now be
avoided. Second, siRNAs of different se-
quence can be used to confirm that a
phenotype is due to knockdown of the
gene of interest rather than an off-target
effect; because the siRNAs have different
sequence, the off-target profile would be
different. It is also important to bear in
mind that RNAi is a natural process, and
that evolution has selected for its pres-
ence. Therefore, the usefulness of RNAi to
the host organisms throughout evolution
strongly outweighed the potentially detri-
mental effects of silencing unintended
genes.

2.5
RNA-dependent RNA Polymerases

A significant difference between RNAi in
plants, worms, and fungi from that in flies
and mammals is the requirement for an
RNA-dependent RNA polymerase (RdRP)
activity in the former. RdRPs amplify
the RNAi signal, and RdRP proteins are
required for productive RNAi in organisms
that have them. siRNAs generated from
Dicer cleavage can go down either of
two paths. First, the guide strand of
the siRNA can enter RISC and perform
mRNA target cleavage. Alternatively, the
guide strand of an siRNA can function
as a primer, binding to the mRNA target
and allowing polymerization of an RNA
strand antisense to the mRNA. This now-
dsRNA can serve as a substrate for Dicer,
producing a second generation of siRNAs,
thereby amplifying the RNAi effect.
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RdRP activity was formally proven to be a
part of the RNAi pathway in an experiment
in C. elegans utilizing a pha-4:GFP fusion
transgene, such that the mRNA would
code for pha-4 in its 5′ half and GFP in its 3′
half. As expected, dsRNA homologous only
to GFP silenced this transgene. This same
dsRNA also silenced endogenous pha-4,
implying that siRNAs generated against
the GFP were then extended by an RdRP
activity to make dsRNA homologous to
pha-4. These siRNAs could now target
the endogenously encoded pha-4 mRNAs,
thus silencing pha-4 in trans and leading
to the term transitive RNAi. Importantly,
if the experiment were reversed and pha-4
were the 3′ half of the fused transgene,
dsRNA against GFP would not cause
silencing of endogenous pha-4, implying a
directionality to the RdRP activity.

Bioinformatics has shown that no RdRP
homologs exist in either the mammalian
or Drosophila genomes. Biochemical anal-
ysis has shown that siRNAs with modifica-
tions on their 3′ ends, such that the 3′ end
could not serve as a primer for extending
an RNA transcript, were still able to sup-
port RNAi. Thus, it can be concluded that
RdRP is not necessary for robust RNAi
in these organisms. Why this RdRP activ-
ity was apparently lost during insect and
vertebrate development is unclear.

3
Endogenous Roles for RNAi

While one can never know for sure
the selective pressures guiding evolution,
it is unlikely that RNAi evolved as
a means for researchers to knockout
their favorite genes. As work in plants
and C. elegans has made clear, RNAi
serves as a defense mechanism against
invading genetic elements. Furthermore,

the RNAi machinery is used not only as an
immediate posttranscriptional response,
but also silences genes for the long term,
on the transcriptional level.

3.1
Cosuppression

In plant systems, it had been known for
some time that transgenes introduced into
plants with the purpose of overexpressing a
gene would, sometimes, actually produce a
knockdown of both the transgene and any
endogenous copies (see Fig. 4a). Initially
termed cosuppression, a clear mechanistic
understanding of this process was lacking.
A Northern blot provided a key piece of
data, showing the appearance of 20 to
25 nucleotide RNAs homologous to the
now-silenced gene, while these species
were absent in the plants that were not
suppressing gene expression (see Fig. 4b).
This seminal observation made clear
that an RNAi-like process was occurring
in cosuppression. Cosuppression is also
observed in C. elegans, Drosophila, and
Neurospora (where it is termed quelling)
and in all cases, RNAi proteins and small
RNAs have been implicated in the process.

3.2
Silencing of Invading Genetic Elements

The genomes of higher organisms are lit-
tered with potentially deleterious genetic
elements, such as transposons, LINEs,
and SINEs, and RNAi serves as a defense
mechanism to keep them in check. Early
screens for worms defective in the RNAi
pathway showed a connection between
RNAi and transposon silencing, as some
worms that had already been identified as
mutant for silencing transposons (desig-
nated as mut for mutator, as the decreased
ability to silence transposons resulted in
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heightened mutation frequency in these
worms) were also deficient in RNAi. Like-
wise, some of the worms identified in a
screen for RNAi deficiency (rde mutants)
also showed mutator phenotypes. An in-
teresting example of RNAi used to regulate
an endogenous gene occurs in Drosophila,
where the Stellate locus needs to be si-
lenced in order for proper meiosis. A locus
known to suppress Stellate, Su(Ste), is ac-
tually a series of repeats that triggers the
RNAi pathway by producing both sense
and antisense RNA, which are homolo-
gous to Stellate and silence it via the RNAi
pathway. An Argonaute family member,
aubergine, is required for this silencing as
is Spindle-E, an RNA helicase.

In plants, it was quickly appreciated
that RNAi constituted an immune system
against viruses. When a plant is infected
with a virus, it uses the RNAi machin-
ery first to silence the virus in the infected
cells. Plants also mount a second response,
sending a signal to other cells of the plant,
a phenomenon known as spreading. This
signal renders those other cells immune
to a second attack by the same virus.
As would be expected in the evolution-
ary arms race between pathogen and host,
some viruses have evolved mechanisms

to defend against the endogenous RNAi
response. For example, tombusvirus en-
codes the P19 protein that binds tightly to
siRNAs, thus titrating them out of the cell
and allowing viral replication.

3.3
Transcriptional Silencing

RNAi was first recognized as a posttran-
scriptional phenomenon, but even from
the beginning, there were many tantalizing
hints of a transcriptional arm of the gen-
eral term that is RNAi, both via DNA and
histone modifications. The results were
most clear in the plant field. Researchers
showed that a plant would trigger canon-
ical RNAi if dsRNA homologous to the
coding sequence of a gene was introduced.
dsRNA designed against the promoter re-
gion of a gene, however, also resulted in
silencing of the gene. Since the dsRNA
was not homologous to an expressed RNA,
something distinct from RNAi was occur-
ring. Further experimentation showed that
the DNA homologous to the dsRNA is
methylated, a common way for many or-
ganisms to silence gene expression at the
level of transcription. Further research has

Fig. 4 Cosuppression in plants. (a) Initial observation of cosuppression phenomena. The parental
strain of petunia is purple due to the expression of endogenous chalcone synthase. When transgenic
lines were made to express more chalcone synthase, many of the plants did not become more purple
as would be expected, but in fact lost chalcone synthase expression, resulting in a white color. From
Napoli, C., Lemieux, C., Jorgensen, R. (1990). Introduction of a chimeric chalcone synthase gene into
petunia results in reversible cosuppression of homologous genes in trans. Plant Cell 2,
279–289.(b) Cosuppression and disappearance of mRNA correlates with appearance of small RNAs.
In a similar situation as that shown in 4a, a transgene with the 1-aminocyclopropane-1-carboxylate
oxidase (ACO) gene, an endogenous tomato gene, was transformed into tomatoes. Part A is a
Northern blot for the ACO mRNA, and 3 of the 5 transgenic plants still express ACO, while two have
now silenced ACO. Part B shows the appearance of small RNAs antisense to ACO appearing in the
silenced strains but not the ACO-expressing strains. Part C shows that these small RNA species are
double stranded, as they also hybridize to the antisense transcript of ACO. From Hamilton, A.J.,
Baulcombe, D.C. (1999) A species of small antisense RNA in posttranscriptional gene silencing in
plants, Science 286, 950–952.
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indicated that the RNAi pathway can also
alter chromatin structure in plants, lead-
ing to the methylation of histone 3 lysine
9 (H3K9) and thus the condensation and
silencing of those regions of DNA.

The fission yeast S. pombe has one ho-
molog each of three RNAi proteins: Dicer,
Argonaute, and RdRP. Knockout strains of
each individual protein revealed the same
phenotype, a defect in centromere defini-
tion due to inappropriate transcription. In
this organism, the RNAi machinery gen-
erates a small RNA species that is used
to guide the RITS complex (RNA-induced
initiation of transcriptional gene silencing)
to modify chromatin structure. RITS re-
cruits the histone methyltransferase Clr4
to methylate H3K9, which then recruits
Swi6, the yeast ortholog of metazoan HP1.
This type of silencing appears important
in defining both the centromeric region
and the mating-type locus.

Plants, flies, and budding yeast have pro-
vided the three best-characterized exam-
ples of transcriptional silencing directed by
short RNAs to date, but new research con-
tinues to point to transcriptional silencing
in other organisms as well. For exam-
ple, researchers have shown that siRNAs
transfected into mammalian cells targeted
against promoter sequences can indeed in-
duce transcriptional silencing. While this
observation has not yet been tied to an en-
dogenous process, the role of methylation
in mammalian biology is well established,
and it is tempting to speculate that small
RNAs play a role in providing specificity to
transcriptional silencing phenomena.

3.4
Generation of the Silencing Signal

Given that a dsRNA trigger is needed to
provoke RNAi, a key question centers on
how dsRNA forms from an endogenous

source to provoke any of the phenomena
discussed earlier. One possible model hy-
pothesizes that the transcripts arising from
these loci are somehow aberrant, and thus
recognized by RdRPs and converted into
dsRNA. This explanation is unsatisfyingly
vague and cannot account for organisms
that do not have an RdRP in their genome.
Perhaps, an increase in the copy number
of a gene increases the chance of read-
through transcription from another locus,
thereby potentially leading to antisense
transcripts that could form dsRNA. This
hypothesis has experimental support, as
increasing the copy number of a transgene
was shown to provoke both transcrip-
tional and posttranscriptional silencing in
Drosophila in a manner dependent on
the Argonaute protein piwi. Many of the
repetitive elements in the human genome
are remnants of retroviruses that contain
promoters in their long terminal repeats
(LTRs). Indeed, it has recently been appre-
ciated that there is a great deal of antisense
transcription in the genome, perhaps serv-
ing as a means of quality control, whereby
the wrong proportion of sense and anti-
sense would lead to dsRNA formation and
thus trigger RNAi.

4
MicroRNAs

It was not long after the discovery of
siRNAs in the original Drosophila lysate
experiments that an obvious question
arose: are there endogenous siRNAs?
These experiments led to the discovery
of a large class of endogenously encoded
small RNAs that were termed microRNAs
or miRNAs. miRNAs have the interesting
distinction of essentially being discovered
twice, as work in worms had previously
identified a small RNA that remained an
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isolated observation for some time. The
lin-4 RNA would turn out, however, to be
the founding member of a large class of
very interesting genes.

4.1
Dual Discovery of a Large Class of Genes

The cloning approaches used to look for
siRNAs selected for these species by two
key properties. First, siRNAs are a de-
fined size, so one step of cloning involves
size fractionation of RNA on a denatur-
ing polyacrylamide gel, to isolate RNAs of
approximately 21 nucleotides. Of course,
by running a denaturing gel, any siR-
NAs in the population are separated into
the sense and antisense strands. Second,
siRNAs contain a 5′ phosphate and a 3′
hydroxyl group, whereas most RNA degra-
dation products do not. To take advantage
of this property, a linker is ligated onto
the 3′ end of the RNA population, in an
ATP-independent reaction to prevent cir-
cularization of the small RNA molecules.
A second linker is ligated onto the 5′ end,
in a manner dependent on the presence
of a 5′ phosphate. The resulting product
is amplified by reverse transcription and
polymerase chain reaction, then cloned
into bacteria and sequenced.

The results of initial cloning experi-
ments were not, as expected, large num-
bers of RNA sequences that could form
perfect complements with two-nucleotide
overhangs with other RNA sequences
in the population, that is, endogenous
siRNAs. Instead, the researchers found
sequences that appeared to exist predomi-
nately as single-stranded RNA in the cell.
Interestingly, when these RNA sequences
were found in their genomic context, the
transcript that would contain these se-
quences would invariably form a hairpin
structure. Northern blots for these species

showed not only the single-stranded ∼22
nucleotide form that was cloned but also a
band at ∼60–70 nucleotides, correspond-
ing to the hairpin structure. As further
evidence that these cloned products were
‘‘real’’ and not simply random degrada-
tion products, several of the sequences
were conserved from worms to flies to
mammals. The first cloning efforts yielded
several dozen of these small RNA species
in each organism, and this new class of
RNA species was dubbed microRNAs.

Concurrent with these cloning efforts,
researchers in the RNAi field began to
appreciate some previous work on very
interesting small, endogenous RNAs. In
the early 1980s, a screen was performed
in C. elegans for genes involved in lineage
defects (lin mutants). During the late 1980s
and up through the 1990s, one of these
mutants became a decade-long research
effort spearheaded by Gary Ruvkun and
Victor Ambros. The lin-4 mutant showed
an interesting phenotype, whereby certain
cells were retarded, meaning that instead
of differentiating during the life of the
worm, they continually divided into the
same cell type. Another mutant, the lin-14
mutant, showed the opposite phenotype;
a precocious mutant, it skipped over early
developmental stages. It was determined
that the cause of the lin-14 mutant
phenotype was not a mutation in the
coding sequence of the protein, but
rather in the 3′ untranslated region
(UTR) of the mRNA. Owing to their
opposite phenotypes, it was hypothesized
that the lin-4 gene product regulated lin-
14. Mapping of the lin-4 mutation was
incredibly laborious, and the lin-4 locus
became winnowed down to a smaller and
smaller region, making it less and less
likely that lin-4 could encode a protein.
Finally, it was determined that lin-4 did
not code for a protein but rather for a
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small RNA species. Furthermore, when
the sequence of the ∼22 nucleotide lin-4
RNA was determined, it was immediately
noticed that it shared a great deal of
complementarity to several regulatory
regions in the lin-14 3′ UTR. Further
experimentation proved the importance of
this RNA:RNA interaction, and lin-4 was
called a small temporal RNA (stRNA) for
its important role in proper developmental
timing.

For almost a decade, lin-4 remained an
isolated case, a strange ‘‘worm-thing.’’ In
the late 1990s, however, when RNAi was
discovered, this ‘‘other’’ small RNA started
to receive more notice, and researchers
also found another example in the worm
of a small RNA gene controlling develop-
ment, let-7. To complete the connection
to RNAi, genetic, and biochemical studies
implicated Dicer in processing the hairpin
precursor to the ∼22 nucleotide mature
RNA, and several Argonaute proteins were
also needed for their biogenesis and func-
tion. Not surprisingly, cloning efforts from
C. elegans for siRNAs identified both let-7
and lin-4, and thus lin-4 became the found-
ing member of this very exciting new class
of genes, the microRNAs.

Initial efforts resulted in a few dozen
miRNAs identified in worms, flies, and
humans, and the original results are reveal-
ing. Some miRNAs are highly conserved
across evolution, while other are specific
to a given species. Furthermore, within a
species, it is clear that some miRNAs are
related, as they have similar sequences, es-
pecially in the 5′ region of the miRNA. Like
lin-4, many miRNAs have unique expres-
sion patterns, appearing at certain times
in development or in certain tissues. As
cloning efforts have expanded and com-
putational methods are used to predict
miRNAs, more miRNAs have been discov-
ered, and there appear to be 200 to 1000

miRNAs in the human genome. Given
that there are 25 000 to 30 000 genes in
the human genome, miRNAs are indeed a
large class of genes.

4.2
Mechanism of miRNAs

Almost all that is known about the function
of miRNAs comes from studies performed
on the lin-4:lin-14 interaction. The lin-
4-mediated repression of lin-14, unlike
RNAi, does not occur via targeting the
lin-14 mRNA for cleavage and degrada-
tion. Northern blot analysis shows that
lin-14 levels remain the same when lin-4
expression increases during the L1 to L2
developmental transition. There are cen-
tral bulges in all of the several lin-4:lin-14
interactions, and RNAi requires essentially
perfect duplexes for full cleavage activity.
Because mRNA levels do not appear to be
changed, this is not a posttranscriptional
phenomenon like RNAi, but instead has
been dubbed ‘‘translational repression.’’ It
is possible that lin-4 does not affect the
process of translation per se, but instead
destabilizes the newly made protein; never-
theless, this type of repression is currently
known as translational repression.

Biochemical analysis of the lin-4:lin-14
interaction revealed that lin-4 does not
cause lin-14 to lose ribosomes, as the
mRNA remains in the polysome frac-
tion of a sucrose gradient. This result is
interpreted as indicating that translation
initiates properly on the repressed mRNA;
otherwise, the lin-14 mRNA would be as-
sociated with fewer ribosomes, and thus
would fractionate differently. This same re-
sult has been seen with the lin-28 mRNA,
another target of lin-4. These are but two
studies, and both were performed in C.
elegans. Future work in this system and
in other organisms will be needed to gain
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a deeper understanding of how miRNAs
actually lead to a decrease in steady state
protein levels. Indeed, an immediate alter-
native to this pathway is found in plants.
Plant miRNAs, unlike metazoan miRNAs,
oftentimes have extensive complementar-
ity to known mRNAs, and function in
an RNAi-like fashion, cleaving the target
mRNA. And while most animal miR-
NAs have limited complementarity to any
mRNA, miR-196 bears almost exact com-
plementarity to the HOXB8 gene, which
appears to be cleaved in an RNAi-like fash-
ion. Clearly, the world of miRNAs and
siRNAs are overlapping (see Sect. 4.4).

4.3
Biogenesis of miRNAs

MicroRNAs are found in diverse loca-
tions in the genome (see Fig. 5). Some
are entirely on their own, whereas oth-
ers are grouped in clusters, probably to
allow coordinate expression. Some miR-
NAs are found far away from any known
protein-coding genes, while a good num-
ber (∼25% in humans) are actually found
within introns. miRNAs are not expressed
as 22 nucleotide transcripts but rather as
very long primary transcripts (pri-miRNA),
and these appear to be transcribed by
RNA polymerase II, the same polymerase
that transcribes protein-coding mRNAs.
Another RNase III enzyme, Drosha, rec-
ognizes the hairpin that contains the
miRNA and cuts it out of the primary
transcript, to produce a 60 to 70 nucleotide
hairpin known as the precursor-miRNA
(pre-miRNA). Like Dicer, the Drosha cut
generates the telltale 5′ phosphate and two-
nucleotide 3′ overhang. This structure is
then recognized by Exportin 5, and the
pre-miRNA is exported into the cytoplasm.

In the cytoplasm, the pre-miRNA en-
counters Dicer. In worms and mammals,

it appears that the same Dicer is responsi-
ble for both RNAi and miRNA processing,
but in Drosophila, there are two Dicers,
one for each pathway. The PAZ domain
of Dicer recognizes the 5′ phosphate and
two unpaired nucleotides, and uses this
to position the two RNase III domains,
one on each strand of the hairpin stem.
Dicer then catalyzes two cleavages, to
produce a molecule that bears much sim-
ilarity to a canonical siRNA. However,
as mentioned before, miRNAs are found
largely as single-stranded species. Cor-
relative evidence suggests that the same
rules underlying siRNA strand selection
(see Sect. 2.3) apply to miRNAs, and this
siRNA-like intermediate is soon unwound,
with one strand being stabilized in an
miRNP, whereas the other strand is rapidly
degraded.

4.4
Proteins Associated with miRNAs:
the miRNP

The ribonucleoprotein complex that con-
tains miRNAs, known simply as the
miRNP, is not as well-defined biochem-
ically as RISC, largely because what miR-
NAs do is largely unknown and thus the
miRNP does not yet lend itself to biochem-
ical assays (see Sect. 4.2). It is known that
the miRNP contains an Argonaute pro-
tein, as an antibody against human Ago-2
immunoprecipitates many miRNAs. Fur-
thermore, overexpressed, tagged versions
of human Ago-1, 2, 3, and 4 all associate
with endogenous miRNAs, although only
Ago-2 is capable of using the miRNA to
catalyze RNA cleavage (see Sect. 2.4.2). In
Drosophila, Ago-1 associates preferentially
with miRNAs while Ago-2 associates with
siRNAs, although unlike in mammals,
both Ago proteins can catalyze mRNA
cleavage.
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Fig. 5 MicroRNA biogenesis pathway.

In human cells, Gemin 3 and Gemin
4 are found associated with Ago-2 and
with miRNAs. Gemin 3, a DEAD-box
RNA helicase, and Gemin 4, a novel
protein, were previously found associated
with the Survival of Motor Neuron (SMN)
complex, which is predominantly nuclear
and is important for biogenesis of many
ribonucleoproteins. SMN is a complex
distinct from the miRNP, as several other

Gemins associate with SMN that are not
found as part of the miRNP; likewise,
Ago-2 does not associate with these
other Gemins. The association with Ago-2
appears to be a separate function of Gemin
3 and Gemin 4, although their roles are not
yet known. Purification of the minimal
protein components of RISC activity does
not yield Gemin 3 or 4, arguing that
they are not necessary for mRNA cleavage
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and instead function predominantly in the
miRNA pathway.

An important protein in neurobiology
has been found associated with Ago-2, the
Drosophila homolog of the human Fragile
X Mental Retardation Protein (FMRP).
Human genetic studies have shown that
disruption of this protein leads to one
of the most common forms of inherited
mental retardation. FMRP is known to
associate with mRNAs in neurons, and
loss of FMRP alters plasticity at synapses.
Identified in a biochemical purification
of RISC activity, FMRP is not necessary
for mRNA cleavage, and at this point,
it is not clear what role FMRP may
play in RISC or the miRNP. Many
researchers have speculated that FMRP
provides additional specificity to miRNA-
containing complexes, as FMRP is known
to bind to the 3′ UTR of mRNAs and
regulate their translation.

4.5
Overlap and Distinctions between RNAi
and Translational Repression

Certainly, there is a great deal of overlap
between RNAi and translational repres-
sion, as target genes are silenced by short
RNAs in both cases. However, these silenc-
ing pathways are qualitatively different,
as the former results in a reduction of
mRNA through cleavage, whereas the lat-
ter results in stable amounts of mRNA
and translational repression occurs by
mechanisms that are incompletely un-
derstood. The miRNP that contains an
miRNA is capable of mRNA cleavage, if
the mRNA target has sufficient comple-
mentarity. Conversely, exogenous siRNAs
are capable of translationally repressing
a target mRNA with imperfectly comple-
mentary binding sites. Furthermore, Dicer
is needed in both pathways for generation

of the small RNA that guides the protein
complex to the target mRNA.

These pathways are certainly distinct,
however. A knockout mouse of Ago-2
is embryonic lethal, but mouse embry-
onic fibroblasts (MEFs) can be derived.
As expected, these MEFs are no longer
capable of performing RNAi with a per-
fectly complementary RNA:RNA interac-
tion, but translational-repression activity
is still intact. This result implies that,
in mammals, at least one of the other
Argonautes (the human genome has four
closely related Argonautes) can perform
translational repression. The decision be-
tween mRNA cleavage and translational
repression appears to depend on the ex-
tent of complementarity between small
RNA and target mRNA, although future
work will be needed to see if additional
factors also modulate this decision.

4.6
MicroRNAs and their Targets

The discovery of miRNAs as an abun-
dant class of regulatory RNAs immediately
prompted investigation into the potential
target mRNAs. The first examples of reg-
ulation were all found via classical genetic
approaches, whereby mutagenesis hap-
pened to hit the miRNA (or its binding
sites in the 3′ UTR) and thus disrupted
its function. In addition to the C. elegans
examples of lin-4 regulating lin-14 and lin-
28, and let-7 regulating lin-41, several other
interactions have been found. For exam-
ple, the bantam locus in Drosophila was
simply a mutant locus and there was no
clear sense of how this mutation caused
the phenotype of premature apoptosis.
With the discovery of miRNAs, it was
soon appreciated that the bantam locus
contained an miRNA, and experiments



546 RNA Interference

showed that bantam repressed the expres-
sion of the proapoptotic gene hid. Classical
genetic approaches are likely of limited
use for finding miRNA targets, however,
as an miRNA is a relatively small tar-
get for random mutagenesis as compared
to a protein-coding gene. Furthermore,
evidence suggests that miRNA family
members can function redundantly. An
alternative approach to this problem is
computational biology.

A few general rules have been developed
for miRNA:mRNA target interactions, de-
rived both from observations of known
targets and from direct experimentation.
Of course, these rules are open for re-
vision as more interactions are verified.
Furthermore, what follows is a discus-
sion applying to animal miRNAs; plant
miRNA targets have been much eas-
ier to predict computationally, as they
bear significantly more complementarity
to their target. These algorithms gener-
ally assume that the miRNA targets the
3′ UTR of the mRNA, as is the case
for lin-14, lin-28, lin-41, and hid. Sec-
ond, an miRNA will likely bind to the
target mRNA multiple times, although
coordinate regulation, whereby several dif-
ferent miRNAs bind to a single mRNA,
has experimental support, and certainly
cannot be discounted. Third, the 5′ re-
gion of the miRNA, sometimes referred
to as the seed region, is a critical de-
terminant of activity, and there is both
computational and experimental evidence
to support this assumption. Lastly, some
computational approaches rely on conser-
vation of a binding site across several
species. Certainly this criterion helps elim-
inate false-positive predictions, but also
loses miRNA targets that are specific for a
given species.

Several attempts have been made to de-
fine miRNA targets in this computational

approach, and the results are, perhaps
expectedly, quite varied, depending on the
exact nature of the algorithm in terms
of the relative weight of the different
assumptions and parameters discussed
earlier. What is clear, however, is that
miRNAs have the potential to regulate
many genes, a conclusion bolstered by
direct experimentation showing that as
few as ∼8 nucleotides of complemen-
tarity between miRNA and target mRNA
can give translational-repression activity.
Do miRNAs regulate almost every tran-
script in a cell, fine-tuning the expression
of each mRNA, serving as ‘‘microman-
agers’’ of gene expression? Or perhaps
there are as-yet-unknown specificity deter-
minants, such as protein components of
the miRNP that help guide miRNAs to a
subset of mRNAs.

5
RNAi as a Technology

The ability to significantly reduce the
expression of theoretically any gene, in a
wide variety of organisms, has made RNAi
a powerful component of the biologists’
toolkit. This section will examine how
researchers use RNAi as a tool and the
promise of RNAi as a potential therapeutic.

5.1
Methods of Triggering RNAi

Depending on the organism under inves-
tigation, RNAi is triggered via different
means. In C. elegans, the first demon-
stration of RNAi relied on injection of
in vitro transcribed dsRNA into the worm,
a somewhat technically demanding pro-
cess that does not readily lend itself to
high-throughput approaches. Fortunately,
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several easier approaches have been devel-
oped. One involves a plasmid expressing
dsRNA in the bacteria that also serve as the
worms’ food. When the worm ingests the
bacteria, enough of the dsRNA gets into
the worm to trigger RNAi. Clearly, this ap-
proach does lend itself to high-throughput
screens, as a cDNA library can simply be
inserted into the plasmid to create an RNAi
library. Remarkably, RNAi can also be in-
duced by simply soaking the worm in a
solution of dsRNA. Soaking also works in
a standard Drosophila-derived S2 cell line,
although this approach does not work in
mammalian cell lines.

RNAi as a tool has greatly impacted
researchers working in mammalian sys-
tems. Previously, mammalian biologists
had to construct transgenic mice to study
the knockout phenotype of a gene of in-
terest, a costly and laborious process. With
the advent of RNAi, however, researchers
working both in mammalian cell culture
systems and in organisms have finally
been able to perform reverse genetics. In
mammalian systems, the standard way of
inducing RNAi is not with long dsRNA, as
this molecule would trigger the interferon
response, an antiviral mechanism that re-
sults in cell death. Instead, siRNAs are
used to enter the pathway at an interme-
diate step, as siRNAs are short enough to
avoid the interferon response. These siR-
NAs are usually chemically synthesized at
a relatively inexpensive cost, and are deliv-
ered to cells via cationic lipid transfection
or electroporation. Maximal gene knock-
down on the RNA level occurs within
48 to 72 h after transfection in normally
dividing cells, and after that the knock-
down effect begins to dilute out as the
cell divides.

While siRNA transfection has been
widely used, there is certainly an inter-
est in making the RNAi effect permanent,

not only in cell culture systems but also in
mouse models. For whole-organism stud-
ies, the RNA needs to be continuously
transcribed from DNA that has been sta-
bly integrated into the genome. To do
this, researchers have made constructs,
which, when transcribed, form a short
hairpin RNA (shRNA). This shRNA is
processed by Dicer in the cytoplasm to
make an siRNA, and the RNAi pathway
is triggered. The shRNA constructs lend
themselves to large-scale, high-throughput
approaches, and several hairpin libraries
have been constructed. One such library
has been used in a genetic screen to
find new members of the p53 pathway,
proving that loss-of-function screens uti-
lizing RNAi are not only feasible but
also capable of yielding interesting and
relevant biological results. shRNA con-
structs have also been successfully in-
troduced into mouse ES cells and are
used to make an RNAi-based knock-
out mouse.

5.2
RNAi as a Potential Therapeutic

The ability to knockdown a specific gene in
somatic cells makes RNAi an attractive ap-
proach for therapeutics. Previous nucleic
acid–based therapies, such as ribozymes
and antisense technology, have largely
failed, but RNAi appears to surmount
obstacles that have hindered previous
methods. Because RNAi is an endoge-
nous process, an entire pathway already
dedicated to utilizing siRNAs allows ex-
ogenously introduced siRNAs to work at
very low concentrations. Especially since
drug delivery is a common problem for all
molecular therapies, the nanomolar con-
centrations needed for siRNAs to work (as
compared to micromolar concentrations
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required for antisense to work) make siR-
NAs an attractive option. Furthermore, as
siRNAs are natural molecules, they greatly
reduce toxic side effects, such as is com-
mon with chemotherapeutics.

Early work in various model systems
showed that RNAi holds the potential
for therapeutic use. For example, CCR5
is a coreceptor for HIV, and there is
a population of humans who carry a
CCR5 allele with a truncation in the
protein that confers protection from HIV
infection. In cell culture systems, RNAi-
mediated knockdown of CCR5 is also able
to confer resistance to HIV, thus serving
as a proof of principle that RNAi can
be used as a successful therapeutic. This
idea can also be reversed in the sense of
using RNAi not to knockdown a human
gene but instead use it to target viral
genes that are important for its life cycle,
and indeed, experimentation has shown
this to be the case for several infectious
pathogens, including HIV and influenza.
Of course, the theoretical usefulness of
RNAi is not limited to viral infections,
as any human disease that involves an
aberrant or overexpressed gene would be
amenable to an RNAi-based treatment.

RNAi is not yet ready to make the leap
from bench to bedside, but progress is on-
going in this arena. Several companies
are pursuing RNAi-based therapeutics,
and mouse models have shown prelim-
inary but intriguing results suggesting
that, with time, RNAi will be a pow-
erful means of treating human disease.
One recently published example shows
that an siRNA chemically modified with
a cholesterol moiety can be injected intra-
venously into mice to silence apoliprotein
B. This exciting result illustrates that prob-
lems relating to stability, bioavailability,
and cellular transport are beginning to
be addressed.
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Chaotropic
Biologically disruptive. Chaotropic lysis buffers disrupt cell and organelle membranes
and destroy enzymatic activity on contact.

Complementary DNA (cDNA)
DNA synthesized in vitro from an RNA template by an enzyme known as a reverse
transcriptase. cDNA can be either single- or double-stranded, and is used for RT-PCR,
nucleic acid probe synthesis, or library construction. Because cDNA can only be made
from transcripts present at the moment of cellular disruption, it is a permanent
biochemical record of the cell.

Diethyl Pyrocarbonate (DEPC)
A chemical used to purge reagents of nuclease activity. DEPC is carcinogenic and
should be handled with extreme care. See text for details.

Dot Blot (also Slot Blot)
A membrane-based technique for the quantification of specific RNA or DNA
sequences in a sample. The sample is usually ‘‘dot’’ configured onto a filter by vacuum
filtration through a manifold. Dot blots lack the qualitative component associated with
electrophoretic assays.

Heterogeneous nuclear RNA (hnRNA)
The primary product of RNA polymerase II transcription in eukaryotic cells. hnRNA
alone can be processed and mature into mRNA, which, in turn, is able to support the
synthesis of proteins.

Hybridization
The formation of hydrogen bonds between two nucleic acid molecules, which are
complementary to some degree. The specificity of hybridization is a direct function of
the stringency of the system in which the hybridization is being conducted.

Messenger RNA (mRNA)
The mature product of RNA polymerase II transcription. mRNA is derived from
heterogeneous nuclear RNA (hnRNA) and, in conjunction with the protein translation
apparatus, is capable of directing the translation of the encoded polypeptide.
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Northern Blot Analysis
A technique for transferring electrophoretically chromatographed RNA from a gel
matrix, usually agarose, onto a filter paper for subsequent immobilization and
hybridization. The information gained from Northern blot analysis is used to
qualitatively and quantitatively assess the expression of specific genes.

Nuclear Runoff Assay
A method for labeling nascent RNA molecules in isolated nuclei. The rate at which
specific RNAs are being transcribed can then be assayed based upon the degree of label
incorporation. See entry for steady-state RNA for comparison.

Nuclease Protection Assay
A method for mapping and/or quantifying RNA transcripts. In general, hybridization
between probe and target RNA takes place in solution, followed by nuclease digestion
(with S1 nuclease or RNase) of all molecules or parts thereof, which do not actually
participate in duplex formation. Nucleic acid molecules, which are locked up in a
double-stranded configuration, are relatively safe or protected from nuclease
degradation. The undigested RNA:RNA or RNA:DNA hybrids are then precipitated
and/or electrophoresed for quantification.

Poly(A)+Tail
A tract of adenosine residues enzymatically added to the 3′ terminus of mRNA by the
nuclear enzyme poly(A) polymerase. The addition of a poly(A) tail involves cleavage at
the 3′ terminus of the primary transcript followed by polyadenylation.

Polymerase Chain Reaction (PCR)
Primer-mediated enzymatic amplification of cDNA or genomic DNA sequences. This
technology revolutionized molecular biology in the early and mid-1990s.

Primer
A short single-stranded nucleic acid molecule, or portion thereof, which can base pair
with a complementary sequence and which provides a free 3′-OH for any of a variety of
primer extension-related reactions.

Probe
Usually labeled nucleic acid molecules, either DNA or RNA, which is used to hybridize
to complementary sequences present among the complexity of different target
sequences in a nucleic acid sample, as in the Northern analysis, Southern analysis, or
nuclease protection analyses and DNA library screening.

Proteome
The full complement of proteins produced by a cell at a particular time. Proteome
maps are typically generated and assessed by 2-D electrophoresis and other techniques
designed to identify, quantify, and characterize the products of translation.
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Real-Time PCR
A state-of-the-art method for measuring PCR product accumulation as it is produced in
each cycle, rather than measuring final product mass at the end of the reaction.
Real-time PCR is widely regarded as the premier quantitative PCR-based assay.

Relative Abundance
The quantity of a particular RNA transcript relative to some other transcript in the
same sample or relative to the amount of the same transcript in other experimentally
related samples. This determination is made by hybridization with a complementary
nucleic acid (see above).

Ribonuclease
A family of resilient enzymes, which rapidly degrade RNA molecules. Control of
ribonuclease activity is a key consideration in all manipulations involving RNA.

RNA (Ribonucleic acid)
A polymer of ribonucleoside monophosphates, synthesized by an RNA polymerase.
RNA is the product of transcription.

RNA Interference (RNAi)
RNAi is also known as posttranscriptional gene silencing.

RT-PCR
The technology by which RNA molecules are converted into their complementary DNA
(cDNA) sequences by any one of several reverse transcriptases, followed by the
amplification of the newly synthesized cDNA by standard PCR amplification.

Steady State RNA
The final accumulation of RNA in the cell/cytoplasm. For example, measurement of
the cytoplasmic prevalence of a particular species of mRNA in no way relates to the rate
of transcription or RNA degradation in the cell (see nuclear runoff assay).

Transcription
The process by which complementary RNA molecules are synthesized from a
DNA template.

Transcriptome
The complete set of mRNA molecules produced by a particular cell under a particular
set of circumstances.

Xenobiotic
A chemical foreign to a biological system.
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� The cellular biochemistry is reflected in the overall abundance of nuclear and
cytoplasmic RNA species, which, inevitably, drive the phenotype of the cell. In order
to more readily understand the cellular response to experimental or environmental
challenges, various subpopulations of RNA are harvested and characterized to gain
insight into the differential expression of genes and possibly the cellular level at
which these genes are modulated. The expedient isolation of high quality RNA is
essential to support all downstream applications, and the method by which this end
is accomplished is dictated by the nature of the biological source material. The goal
in a study such as this is to quantify gene expression by measuring the prevalence of
one or more RNA species, which are of immediate interest to the investigator, and
how these data relate to a control population of RNAs. Methods for RNA analysis
are rather diverse and each of these provides a glimpse of some aspect of gene
regulation with a characteristic level of sensitivity. Often several RNA methodologies
are utilized to provide a more complete picture of the up- and downregulation of
specific genes and gene families.

1
Introduction

The isolation and characterization of ri-
bonucleic acid (RNA) from cells and tissue
samples is a central and recurrent theme
in molecular biology. In particular, the
purification of chemically stable and bi-
ologically functional RNA is the starting
point for the systematic evaluation of the
cellular biochemistry by standard molecu-
lar techniques such as Northern analysis,
nuclease protection (S1 and ribonucle-
ase protection assays), dot blot analysis,
nuclear runoff assay, the synthesis of rep-
resentative cDNA libraries, and all forms
of RT-PCR (The polymerase chain reaction
(PCR) process is covered by patents cur-
rently owned by Roche Molecular Systems,
Inc. and F. Hoffmann-LaRoche Ltd. Use of
PCR requires a limited license under their
patents. PCR must also be performed in
an authorized thermal cycler. For specific
details contact the Director of Licensing,
Applied Biosystems, 850 Lincoln Centre
Drive, Foster City, CA 94404.). Because

messenger RNA (mRNA) abundance is a
useful parameter of gene expression, the
expedient recovery of RNA from a bio-
logical source is a critical first step for
the derivation of meaningful data. Diffi-
culties in the purification, handling, and
storage of RNA are intrinsic to the labile
chemical nature of these molecules. These
difficulties are further compounded by the
aggressive character of resilient ribonu-
cleases (RNase), the apparent ubiquity of
which is undisputed. Indeed, the novice
quickly learns of the absolute requirement
for management of RNase activity at each
level of RNA isolation and characteriza-
tion. Failure to do so will almost certainly
compromise the integrity of the resulting
RNA and its probable utility.

2
Subpopulations of RNA

Prior to the onset of cellular disruption, the
investigator must determine which RNA
subpopulation is of experimental interest.
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For example, the precise questions being
asked of a particular set of experiments
may require characterization of total cellu-
lar RNA, cytoplasmic RNA alone, nuclear
RNA alone, poly(A)+ RNA, or poly(A)−
RNA. Transcriptional activity is gener-
ally assayed using one of the methods
described below, for example, Northern
analysis, and the data is then validated
using another method, such as nuclease
protection or RT-PCR.

2.1
Total Cellular RNA

Total cellular RNA is generally isolated
when it is necessary to assess the tran-
scriptional activity of a gene (is the gene
transcribed and to what extent?) by any
of the methods delineated below. The
isolation of total cellular RNA is usually
easier and more rapid compared to other
isolation strategies. Because purified to-
tal cellular RNA consists of both nuclear
RNA and cytoplasmic RNA, it is impossi-
ble to determine the relative contribution
of each. Most of the kits and reagents,
which favor rapid isolation in less than
30 min, yield either total cellular RNA or
total poly(A)+ RNA (both mRNA and hn-
RNA). The disadvantage of working with
populations of total cellular RNA is that
the investigator is generally unable to de-
termine the relative contribution of RNA
from the nucleus and the cytoplasm. This
distinction may or may not be important
in the context of a particular investigation.

2.2
Total Cytoplasmic RNA

Total cytoplasmic RNA (predominantly
rRNA, tRNA, mRNA) is generally isolated
when assessment of posttranscriptional
regulation of genes is being investigated.

Purification of cytoplasmic RNA can also
be a method of enrichment, that is, by
noninclusion of the nuclear RNA, the
percentage of the total mass of RNA
in a sample that mRNA represents is
increased. Further enrichment can be
accomplished via the selection of poly(A)+
mRNA, as described below.

2.3
Nuclear RNA

Nuclear RNA is often studied in conjunc-
tion with the independent characteriza-
tion of cytoplasmic RNA as a means of
assessing the level (transcriptional vs post-
transcriptional) and degree of regulation
of various genes. It is well documented
that a large mass of transcribed RNA is
degraded in the nucleus; this precursor
RNA never matures into mRNA capable
of supporting translation in the eukary-
otic cytoplasm. By comparing the nuclear
abundance and cytoplasmic abundance
of a particular RNA, a cause–effect re-
lationship may be discerned between an
experimental manipulation and the regu-
lation of gene expression in that system
with respect to RNA biogenesis because
hnRNA, produced by RNA polymerase II,
matures into mRNA. The analysis of nu-
clear RNA may also be performed in order
to study the rate at which genes are tran-
scribed (nuclear runoff assay, below), as
opposed to the assay of steady-state RNA
levels, data that can be used to clarify the
assessment of the level of regulation of
gene expression.

2.4
Poly(A)+ RNA

Poly(A)+ RNA can be purified from pre-
viously isolated cellular RNA, cytoplasmic
RNA, or directly from whole cell lysates.
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This approach is generally taken for one
of two fundamental reasons. First, a sam-
ple of poly(A)+ mRNA is often assumed
to reflect the biochemical and physio-
logical status of the cell. By eliminating
rRNA, tRNA, and large, unspliced nu-
clear RNA species, improved sensitivity
and resolution in the assay of specific
mRNAs is greatly favored. Secondly, pu-
rified poly(A)+ mRNA is the template
material for in vitro synthesis of com-
plementary DNA (cDNA). While cDNA
can be synthesized from total RNA, ex-
clusion of the highly abundant rRNA and
tRNA species from the synthesis reactions
generates cDNA which is far more repre-
sentative of the cellular biochemistry at the
moment of cellular disruption. Poly(A)+
mRNA may be purified by affinity chro-
matography using oligo(dT)12−18 linked to
one of several popular matrices, includ-
ing paramagnetic beads, biotin, cellulose
beads, or microcrystalline cellulose. It is
important to note, however, that transcript
enrichment performed to increase sensi-
tivity may actually be counterproductive
in some cases because the loss of some
mRNA during the enrichment procedure
may serve only to further underrepresent
very low-abundance mRNA. Due in no
small measure to the power of PCR and
the clever design of the required primers,
poly(A)+ selection is viewed by many
investigators as unnecessary for most con-
temporary applications.

2.5
Poly(A)− RNA

Poly(A)− RNA is that subpopulation of
RNA lacking the tract of adenosine
residues, which characterizes the 3′ ter-
minus of a majority of eukaryotic mRNAs.
The predominant members of this class in-
clude rRNA, tRNA, as well as a small family

of naturally nonpolyadenylated mRNAs, of
which, the histone mRNAs are a notewor-
thy example. In instances where poly(A)−
mRNA might not be detected due to ex-
clusion from a sample, either the poly(A)−
fraction or a sample of total RNA from the
same biological source will contain these
naturally nonadenylated transcripts for as-
say, assuming their respective genes are
transcriptionally active. Moreover, deple-
tion of poly(A)+ mRNA from a sample
renders the resulting poly(A)− fraction an
excellent negative control in the assay of
poly(A)+ mRNA species.

3
Goals in the Purification of RNA (adapted,
in part, from Farrell, 1993; 1998; 2005)

Proper and thoughtful planning prior to
the onset of lab work is an absolute
requirement for the recovery of high
quality RNA capable of supporting further
biochemical analysis. In the preliminary
stages, an experimental design for the
purification of nucleic acids in general
must address five specific goals, the
successful achievement of each of these, in
order, will influence profoundly the yield,
quality, and utility of the sample.

Goal 1: Select an appropriate method for
membrane solubilization. The first decision
factoring into an RNA isolation strategy is
based upon which population of RNA or
subcellular compartment the investigator
wishes to study. For example, an investi-
gator may wish to determine whether the
observed modulation of gene expression
in a model system is regulated transcrip-
tionally or by some posttranscriptional
event(s). In such an instance, selection
of the method of cellular disruption and
subsequent RNA isolation must permit
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analysis of salient nuclear transcripts in-
dependently of those localized in the
cytoplasm. The method of cell lysis will
determine the extent of subcellular disrup-
tion in a sample, and is a direct function of
the lysis buffer. For example, a lysis buffer
that is used successfully with tissue cul-
ture cells may be entirely inappropriate for
whole tissue samples. Further, the method
by which membrane solubilization is ac-
complished will dictate which additional
steps will be required to remove DNA and
protein from the RNA preparation, and
whether compartmentalized nuclear RNA
and cytoplasmic RNA species can be puri-
fied independently of one another. While
DNA can be purged from an RNA prepa-
ration with minimal fanfare, it is virtually
impossible to determine the relative con-
tribution of transcripts from the nucleus
and from the cytoplasm once RNA from
these two subcellular compartments have
mingled and copurified. A particular ly-
sis procedure must likewise demonstrate
compatibility with ensuing protocols. The
take-home lesson is to always think two
steps ahead: the proper method of solubi-
lization is dependent upon the plans for
the RNA after purification and the ques-
tions being asked of a particular study.

Goal 2: Ensure total inhibition of nucle-
ase activity. The imperative for controlling
nuclease activity is nonnegotiable. This in-
cludes purging RNase from reagents and
equipment (extrinsic sources of nuclease
activity) and controlling RNase activity in
a cell lysate (intrinsic source of nucle-
ase activity). While some lysis reagents
inhibit nuclease activity in their own
right (harsh lysis buffers, below), other
lysis reagents require additional nucle-
ase inhibitors (gentle lysis buffers, below)
to safeguard the RNA during the isola-
tion procedure. With respect to long-term

storage of purified RNA, it is incum-
bent upon the investigator to ensure that
added ribonuclease inhibitors will not in-
terfere with any subsequent manipulations
and/or reactions involving the RNA.

Goal 3: Remove contaminating proteins
from the sample. The complete removal
of protein from a cellular lysate is of
paramount importance in the isolation of
both RNA and DNA. Meticulous attention
to this detail is required both for accurate
quantification and precision in hybridiza-
tion. The removal of proteins from nucleic
acid samples may be accomplished by

1. protein hydrolysis with proteinase K;
2. salting-out of proteins;
3. solubilizing proteins in guanidinium-

based buffers;
4. repeated extraction with mixtures of

phenol and chloroform;
5. any combination of the above.

RNA molecules are not as fragile as high
molecular weight DNA; thus, more aggres-
sive methods can be employed for removal
of proteins, including the use of phe-
nol:chloroform. While deproteinization is
itself a means of controlling ribonucle-
ase activity, purified RNA samples will
be once again susceptible to nuclease
degradation following removal of the pro-
tein denaturant.

Goal 4: Concentrate the sample. This is
the final step in nearly all RNA purifica-
tion schemes. The most versatile method
for concentrating nucleic acids is precipi-
tation using various combinations of salt
and alcohol, such as the very common
method of adding sodium acetate and
ethanol. Nucleic acids and the salt that
drives their precipitation form complexes
that have greatly reduced solubility in high
concentrations of alcohol. Further, the rate
of precipitation appears to be tempera-
ture dependent. Unlike the precipitation
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of genomic DNA, the precipitation of RNA
often requires longer incubation periods at
−20◦, a phenomenon that is a direct func-
tion of the complexity of cellular RNA. In
general, greater g-forces must be applied
in order to completely recover an RNA
precipitate for subsequent analysis. Other
concentration procedures include the use
of commercially available concentrating
devices, dialysis, centrifugation under vac-
uum, and binding to silica matrices in high
salt. These methods are less frequently em-
ployed for RNA work because the degree
of success is much more dependent upon
the skill of the investigator and equipment
availability than is the case with simple salt
and alcohol concentration.

Goal 5: Select the proper storage condi-
tions for the purified RNA. Because of
the naturally labile character of RNA,
improper storage of excellent RNA sam-
ples will often result in degradation in
a relatively short time. There are many
opinions as to the proper temperature,
buffer, and storage form for RNA. As a
general rule, RNA is most stable as an
ethanol precipitate at −80◦. Large samples
or RNA stocks should be stored in conve-
nient aliquots in order to avoid repeated
freeze–thaw cycles.

4
Methods of Cellular Disruption

As suggested above, in order to select
a suitable method for cellular disruption
or ‘‘solubilization,’’ consideration must be
given as to which subpopulation of RNA
is desired for study as well as the nature
of the biological material (i.e. cells grown
in tissue culture vs whole tissues). Lysis
buffers are generally categorized as either
‘‘gentle’’ or ‘‘harsh.’’

4.1
Gentle Lysis Buffers

Gentle lysis buffers are used when a
specific subpopulation of RNA is de-
sired (e.g. cytoplasmic RNA alone) and
nuclear integrity must be maintained.
Gentle lysis buffers, often slightly hy-
potonic, frequently contain the nonionic
detergent NP-40 (Nonidet P-40 (Non-
idet P-40 is a registered trademark of the
Shell Company.); now known as Igepal
CA-630). Because osmotic lysis is the gen-
tlest form of cellular disruption, NP-40
lysis buffers are ideal for the solubilization
of the plasma membrane alone, and the
inclusion of low concentrations of mag-
nesium helps maintain nuclear integrity.
Thus, the nucleus and its contents (DNA
and nuclear RNA) can be separated from
the cytosol by differential centrifugation.
The resulting supernatant is rich in cy-
toplasmic RNA and proteins, the latter
of which are easily removed by repeated
extraction with phenol: chloroform. If de-
sired, the nuclear pellet may be processed
separately for the recovery of nuclear tran-
scripts. This method of cellular disruption
is ideally suited for cells harvested from
tissue culture. However, owing to the com-
plex geometry and formidable nature of
whole tissue samples, NP-40-containing
lysis buffers do not work well with tis-
sue samples unless coupled with limited,
non-shearing homogenization.

The obvious advantage of this isolation
strategy is that the material precipitated
at the end of the procedure is cytoplas-
mic RNA. A disadvantage to using this
approach is that the lysis buffer alone is
not sufficiently inhibitory toward RNase.
Upon cellular lysis, normally sequestered
ribonucleases are liberated, the activity of
which will greatly compromise the in-
tegrity of the RNA even as the investigator
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is working diligently to purify the same. It
is very helpful to keep the sample on ice
at all times, unless the protocol specifically
dictates otherwise; it is likewise helpful
to use ice-cold reagents and tubes, which
have been prechilled on ice prior to use.
If desired, an exogenous RNase inhibitor
(below) can be added to the lysis buffer.

4.2
Harsh Lysis Buffers

There is probably no better way to deal
with seemingly recalcitrant ribonucleases
than to disrupt cells in guanidinium
lysis buffer. Upon contact, guanidinium-
containing buffers distort the tertiary fold-
ing of ribonucleases, resulting in the inac-
tivation of these enzymes (other chaotropic
lysis buffers, which contain high concen-
trations of SDS have also been described).
The inclusion of additional ribonuclease
inhibitors to such lysis buffers is not nec-
essary, and these procedures for RNA
isolation are usually performed at room
temperature.

In the presence of chaotropic agents,
organelle lysis accompanies disruption
of the plasma membrane. Thus, nuclear
RNA, genomic DNA, and mitochondrial
DNA all copurify with the cytoplasmic
RNA, requiring additional steps to remove
DNA from the sample. In the past,
the most prevalent of these methods
was isopycnic centrifugation, involving
centrifugation through a cesium chloride
(CsCl) gradient or cesium trifluoroacetate
(CsTFA) gradient. Isopycnic separation is
possible because of the differing buoyant
densities of DNA (1.5–1.7 g/mL) versus
RNA (1.7–2.0 g/mL).

The differential partitioning of DNA,
RNA, and protein by acid-phenol extrac-
tion was first described by Chomczynski
and Sacchi (1987), changing the way the

RNA and DNA are separated from each
other in a whole-cell lysate or tissue
homogenate. The investigator can fully
exploit the salient chemical differences
between RNA and DNA in an acidic en-
vironment and by the judicious blending
of organic solvents. Organic extraction of
nucleic acids at acidic pH causes DNA
partitioning to the interphase and organic
phase while RNA remains in the aque-
ous phase. This approach precludes the
requirement for ultracentrifugation and
greatly reduces the required amount of
hands-on time, to the obvious benefit of
the investigator. The popularity of this
general approach has resulted in the de-
velopment of a number of nucleic acid
isolation reagents, which support the un-
ceremonious purification of RNA from
both tissue and tissue culture cells alike.

In order to take full advantage of the
disruptive nature of the guanidinium
isolation procedures and still maintain
the subcellular compartmentalization of
RNA, one worthwhile strategy is to begin
the isolation procedure with gentle NP-40
lysis, followed by recovery of intact nuclei,
which are then lysed with guanidinium
buffer. The purification of nuclear (or
cytoplasmic) RNA then proceeds as if
working with intact cells. This approach
is particularly suited for the isolation of
nuclear RNA for Northern analysis.

The principal drawback to these chaotro-
pic methods is that the investigator is not
able to discriminate between cytoplasmic
and nuclear RNA, as there is no method
by which to separate nuclear RNA from
mRNA, once mixing has occurred (size
fractionation may result in a partial sep-
aration). Moreover, it is unfortunate that
many seasoned investigators begin to show
signs of sloppiness with respect to the
control of RNase activity when routinely
working with guanidinium buffers. While
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it is true that RNA is safe from nucle-
ase degradation in the presence of these
agents, purified RNA is once again suscep-
tible to nuclease degradation.

5
Inhibition of Ribonuclease Activity

The difficulties associated with the isola-
tion of full-length, intrinsically labile RNA
are further compounded by the ubiqui-
tous RNase activity. RNases are a family of
enzymes, which degrade RNA molecules
through both endonucleolytic and exonu-
cleolytic activity. Particularly resilient are
ribonucleases of the pancreatic variety.
These small, remarkably stable enzymes
resist denaturation under conditions that
would easily purge other enzyme activities,
including pH extremes and autoclaving. It
is clearly incumbent upon the investiga-
tor to ensure that both equipment and
reagents are purged of nucleases from the
onset of an experiment. For most RNA-
minded molecular biologists, saying that
a reagent or apparatus is sterile is more
than likely a statement that it is ribonucle-
ase free.

The method selected for controlling
ribonuclease activity must, first and fore-
most, demonstrate compatibility with the
cell lysis procedure. Nuclease inhibitors
are most often added to gentle lysis buffers
when subcellular organelles (nuclei es-
pecially) must be purified intact, as in
the independent examination of nuclear
RNA and cytoplasmic RNA. Secondly, the
method of nuclease inhibition must sup-
port the integrity of the RNA throughout
the subsequent fractionation or purifica-
tion steps, some of which may require
several hours. Thirdly, the reagents used
to inhibit ribonuclease activity must be eas-
ily removed from purified RNA so as not to

interfere with subsequent manipulations.
In all cases, and especially when charac-
terizing a new cell type or model system
for the first time, actions taken to control
nuclease activity should be aggressive if
not compulsive. Failure to do so is likely to
yield a useless sample of degraded RNA.

5.1
Preparation of Equipment and Reagents

Rule number one when working with RNA
is to wear gloves during the preparation
of reagents and equipment and especially
during the actual RNA extraction proce-
dure. Finger greases are notoriously rich
in ribonuclease and are generally accepted
as the single greatest source of ribonu-
clease contamination. Further, one should
not hesitate to change gloves several times
during the course of an RNA-related ex-
periment; door knobs, micropipettes and
refrigerator door handles, containers in
which chemicals are packaged, nonsterile
deionized H2O, gel electrophoresis boxes
and combs, and microbial/fungal growth
are also potential sources of nuclease con-
tamination.

With respect to laboratory consumables,
any plasticware that is certified as being
tissue-culture sterile is always preferred
for RNA work. This includes individually
wrapped serological pipettes and conical
15 mL and 50 mL tubes. In any event, these
items should be handled only with gloves.
Bulk packed polypropylene products (mi-
crocentrifuge tubes and micropipette tips)
are potential sources of nuclease con-
tamination, mainly due to handling and
distribution with ungloved hands from a
single bag. It is best to purchase these con-
sumables certified as being both DNase-
and RNase-free. Any plastic product or
other implement that will come into con-
tact with an RNA sample at any time, either
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directly or indirectly, and which can with-
stand autoclaving should be so treated and
set aside exclusively for RNA work.

When plasticware is avoided and glass-
ware must be used, as with organic
reagents such as phenol and chloroform,
individually wrapped borosilicate glass
pipettes are strongly preferred. Glassware,
which must be reused, should be set
aside for RNA work and not be in gen-
eral circulation in the laboratory. Contrary
to popular belief, the temperature and
pressure generated during the autoclaving
cycle are usually not sufficient to elimi-
nate all ribonuclease activity. Fortunately,
ribonucleases can be destroyed quite ef-
fectively by baking in a dry heat oven:
rinse glassware with ribonuclease-free wa-
ter (see below) and then bake for 3 to
4 h at 200◦. Baking pertains to glassware
alone; questions regarding the heating of
plastics or other materials can usually be
answered by the manufacturers’ technical
assistance department.

5.2
Inhibitors of RNase

Endogenous ribonuclease activity varies
tremendously from one biological source
to the next, and the degree to which
action must be taken to inhibit nuclease
activity is a direct function of cell type.
Knowledge of the extent of intrinsic
nuclease activity is derived from two
principal sources, namely, the salient
literature and personal experience.

The method of ribonuclease inhibition
is to a great extent a function of the type
of lysis buffer. Whereas nondenaturing,
osmotic lysis buffers require the inclusion
of a nuclease inhibitor, strongly denatur-
ing (chaotropic) lysis buffers generally do
not. Such chaotropic compounds include
guanidinium thiocyanate, guanidinium

HCl, sarcosyl, SDS, 8-hydroxyquinoline,
CsCl, CsTFA, and/or various formulations
of organic solvents.

Vanadyl ribonucleoside complexes (VDR;
VRC) were at one time a popular addition
to lysis buffers, which alone are ineffective
in the control of ribonuclease, as in the
popular nonionic NP-40 method. These
complexes function as transition state
analogs. In the absence of VDR, RNase-
mediated cleavage of the phosphodiester
backbone of RNA results in the transient
formation of a dicyclic transition state in-
termediate that is subsequently opened by
reaction with a water molecule. In its ca-
pacity as an RNA analogue, the vanadium
complex forms a highly stable dicyclic
species to which the enzyme remains ir-
reversibly bound. Thus, nuclease activity
is eliminated by locking ribonuclease and
‘‘pseudosubstrate’’ in the transition state.
VDR binds tightly to a broad spectrum
of cellular ribonucleases including RNase
A and RNase T1, but not RNase H, and
is compatible with a variety of cell frac-
tionation methods. VDR should be used
selectively, however, as even trace carry-
over quantities are sufficient to inhibit in
vitro translation of purified mRNA and
can also interfere with reverse transcrip-
tase activity, thereby excluding its use with
any RT-PCR applications. For this reason,
the use of VDR as an RNase inhibitor
has fallen out of favor with most molecu-
lar biologists.

RNasin (Promega) may be used to
inhibit nuclease activity and circumvent
some of the problems commonly asso-
ciated with the use of VDR. RNasin

inactivates RNase A, RNase B, and RNase
C, but not RNase T1, S1 nuclease, nor
RNase from Aspergillus, and is compati-
ble with a variety of in vitro reactions. Care
must be taken to avoid strongly denaturing
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conditions, which can cause the uncou-
pling of RNase-RNasin complexes and
restoration of RNase degradative activity.

Diethyl Pyrocarbonate (DEPC) is an ef-
ficient, nonspecific inhibitor of ribonucle-
ase. It is used to purge reagents of nuclease
activity because of the unreliability of au-
toclaving alone. DEPC is typically added to
stock solutions and buffers to a final con-
centration of 0.05 to 0.1% (v/v); buffers
are then shaken or stirred for at least
2 h. Finally, DEPC must be completely
destroyed by autoclaving or by maintain-
ing the solutions at 60◦ overnight. The
complete removal of DEPC from buffers
and reagents is important because trace
amounts of DEPC will result in chemical
modification of adenine residues, thereby
changing many of its physical proper-
ties, including strong inhibition of the
polymerase chain reaction. Precautions
indicated by the manufacturer must be
observed when handling this material, as
it is carcinogenic and potentially explosive.

DEPC should never be added to any
buffer containing tris or mercaptans, with
which DEPC is reactive. Instead use
DEPC-treated water (add DEPC to wa-
ter; autoclave to remove DEPC) to make
up the tris-containing solution and then
autoclave again. Alternatively, buffers con-
sisting of chemicals, which demonstrate
DEPC incompatibility, can be twice fil-
tered through a nitrocellulose membrane
to remove RNase activity and other trace
proteins. Moreover, an electrophoresis ap-
paratus (gel comb, casting tray, or gel
box) should never be exposed to DEPC, as
acrylic is not DEPC-resistant. Alternatively,
various types of laboratory plastics can be
rinsed briefly in a 3% solution of H2O2,
and then rinsed with copious volumes of
sterile H2O. As a powerful oxidizing agent,
hydrogen peroxide very effectively destroys

RNase activity on many common labora-
tory surfaces. The use of DEPC has fallen
out of favor due to the widespread avail-
ability of nuclease-free reagents and stock
solutions from most vendors.

Many ribonucleases manage to rena-
ture following removal of many denatur-
ing reagents; therefore it is prudent to
maintain separate containers of chemi-
cals and stock solutions for exclusive use
as RNA reagents. Chemical solids should
be weighed out with a ribonuclease-free
spatula and stock solutions should be
aliquoted into suitable volumes. Aliquots
used once should be discarded. While
such actions may at first seem to be
excessive, they may well preclude the ac-
cidental introduction of ribonucleases and
facilitate recovery of the highest possible
quality RNA.

6
Methods for the Analysis of RNA

Evaluation of the cellular biochemistry
by hybridization of RNA is possible in
conformity with many of the parame-
ters associated with the analysis of DNA.
Methods range from the traditional to
the contemporary and each of these has
applicability under a defined set of exper-
imental conditions. For the convenience
of the reader, the relative merits of three
of the standard methods are presented in
Table 1.

6.1
Northern Analysis

The quintessential method for the assay
of gene expression is a method properly
known as Northern analysis (also known
colloquially as Northern blotting, the North-
ern blot analysis and/or RNA blot analysis).
In this technique, purified RNA is resolved
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electrophoretically under denaturing con-
ditions and subsequently transferred or
‘‘blotted’’ onto a solid filter support (the so-
called ‘‘filter membrane’’). The RNA on the
blot is then hybridized to an appropriately
labeled nucleic acid probe, which will sup-
port subsequent detection by autoradiog-
raphy or by chemiluminescence. Because
samples of RNA are electrophoresed prior
to hybridization, the Northern analysis
provides both a quantitative and quali-
tative biochemical profile of the sample;
denaturation of the RNA prior to elec-
trophoresis is necessary to ensure that
migration of the sample through the gel oc-
curs only with respect to molecular weight
and is not distorted by the formation of the
secondary structure commonly associated
with single-stranded molecules so that the
overall length of the transcript(s) can be
determined, a datum, which cannot be
discerned using other methods.

The objective of Northern analysis is to
quantify gene expression by detecting the
relative abundance of those mRNAs in the
sample, which are of immediate interest to
the investigator. Whereas in the Southern
analysis, the resulting data pertains to the
structure and organization of genes, data
derived by Northern analysis reflects the
transcriptional activity of genes.

The principal concern of many in the
assessment of Northern blot data is the
limited sensitivity of the assay. Few would
argue against the notion that the physi-
cal application and immobilization of an
RNA sample onto a filter membrane ren-
ders some of those molecules incapable
of/unavailable for base pairing to a com-
plementary nucleic acid probe. Moreover,
the Northern analysis is by no means
intended to discern the absolute mass
of RNA in the cell. Such data may be
measured far more accurately by solution
hybridization-based methods, especially

real-time PCR. Hence, data derived from
the Northern analysis must be interpreted
in the context of the relative abundance
of a particular RNA amongst all of the
samples involved.

The electrophoresis of RNA is itself an
important diagnostic tool. A great deal
can be learned about the integrity and
probable utility of an RNA sample upon
examination of a representative aliquot.
RNA has a very characteristic profile on a
denaturing gel (Fig. 1). The appearance
of the predominant species, the 28S
and 18S ribosomal RNAs (rRNA) is an
indicator of the integrity of the sample.
Ideally, a very light smearing above,
between, and just barely below the rRNAs
indicates that the sample is enriched in
undergraded RNA and is probably capable
of supporting nucleic acid hybridization.
Heavier smearing, especially below the
level of the 18S rRNA, is quite ominous,
being indicative of partially degraded RNA.
The complete absence of the ribosomal
RNAs indicates a completely degraded
sample. As it is obviously desirable to
ascertain the integrity of a sample before
moving on to sophisticated and often
time-consuming techniques, a brief period
of electrophoresis to assess the quality
of the sample should be the standard
operating procedure in any molecular
biology setting.

6.2
Nuclease Protection Assay

The intrinsic shortcomings of the North-
ern analysis mandate a different format
for the assay of gene expression when
very exacting quantitative data is required.
In contrast to the assay method of the
Northern analysis, at the heart of as-
say by nuclease protection is high strin-
gency hybridization of target and probe
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28S

18S

a b c d Fig. 1 Assessment of the integrity of
RNA samples. The sharp definition of
the 28S and 18S rRNA species in lanes a
and b demonstrates the integrity of the
sample. RNA in lanes c and d is also
high quality, although an excessive
amount of RNA was applied to these
lanes. Lanes a and b: 20 µg of total
cytoplasmic RNA prepared by NP-40
lysis. Lanes c and d: 25 µg of total
cellular RNA (nuclear and cytoplasmic),
prepared by guanidinium-acid-phenol
extraction. Note the higher molecular
weight nuclear RNA species in the
sample. (From Farrell Jr., R.E.
(1993) RNA Methodologies: A Laboratory
Guide for Isolation and Characterization,
Academic Press, San Diego, CA), p. 60.
Reproduced with permission.

molecules, which are both free-floating
in solution (solution hybridization) as op-
posed to having the target mRNA fixed
on the filter paper (mixed phase hy-
bridization). Driving solution hybridiza-
tion are random molecular collisions, the
kinetics of which are related directly to
the total mass of nucleic acid in the
reaction tube (probe + target + carrier =
total mass). Presumably, all complemen-
tary nucleic acid molecules are capable of
hybridization. The S1 nuclease protection
assay and the ribonuclease (RNase) protec-
tion assay are methods of greatly enhanced
sensitivity and resolution, and are univer-
sally considered to be more quantitative
than Northern analysis.

The best nucleic acid probes for these as-
says are substantially shorter than the tar-
get mRNA. Upon molecular hybridization,

a short double-stranded region is gener-
ated; the 5′ and 3′ regions of the target
molecule flanking the double-stranded
area remain single stranded. The en-
zyme S1 nuclease or a combination of
RNases is then used to digest all nucleic
acid molecules, which did not partici-
pate in nucleic acid hybridization. Only
double-stranded nucleic acid molecules
are resistant to nuclease attack and re-
main intact during incubation with these
enzymes (Fig. 2). The resulting product
of this assay, the so-called protected frag-
ment, is then resolved by electrophoresis.
By virtue of the mechanics of this assay,
the size of the protected fragment is ex-
pected to be similar to the size of the probe
sequence itself, which is often substan-
tially shorter than the native RNA target.
The protected fragment is then visualized
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Total cellular
or

poly (A+) RNA

Hybrid
formation

S1 Nuclease digestion of
"nonprotected"

nucleic acid sequences

High stringency
solution hybridization

Radiolabeled
single-stranded
(antisense)RNA
or DNA probe

Electrophoresis
of protected hybrid

Size standards

Protected
fragment

Autoradiography
directly from gel

X-ray film

Gel

Fig. 2 Schematic of the S1 nuclease assay for the quantitation of specific RNA species. Purified
RNA is hybridized in solution with a labeled, complementary sequence to form
thermodynamically stable hybrid molecules. Any RNA and probe species that do not participate
in the formation of hybrid molecules are digested away by the single-strand-specific nuclease S1,
followed by electrophoresis of the intact hybrid molecules. In the case of an antisense RNA
probe, an RNase cocktail can be used to produce the protected fragment (RNase protection
assay). The size and abundance of protected RNAs are then deduced by autoradiography directly
from the gel. (From Farrell Jr., R.E. (1998) RNA Methodologies: A Laboratory Guide for Isolation
and Characterization, 2nd edition, Academic Press, San Diego, CA, p. 387). Reproduced with
permission.
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by autoradiography. As a direct result of
solution hybridization and digestion of all
nonhybridized nucleic acid molecules, the
investigator can expect at least a tenfold
enhancement in sensitivity compared to
Northern analysis, particularly when per-
formed using antisense RNA probes.

6.3
Dot Blot Analysis

The isolation of high quality RNA from
tissue culture cells and whole cell sam-
ples is merely the first (although the
most critical) step in the evaluation of a
model system. Northern analysis, nucle-
ase protection analysis, conversion into
cDNA, and so forth can be a time-
consuming and expensive road to travel
and should not immediately be deemed
necessary. When evaluating a model sys-
tem, cell type, or experimental regimen
for the first time, it may be worth-
while to quantify mRNAs of interest
by dot blot analysis. This simple tech-
nique allows the investigator to make
definitive statements about the biochem-
ical composition of a sample without
investing excessive man-hours and labo-
ratory resources.

In order to dot blot RNA, denatured sam-
ples are applied directly onto a membrane
under vacuum using a multiwell dot
blot (Fig. 3) filtration manifold. Samples
are immobilized onto the surface of the
membrane, followed by nucleic acid hy-
bridization. Thus, dot blots and a closely
related variant known as slot blots, per-
mit rapid detection of the relative amount
of a particular RNA in a sample. Salient
information can be obtained from puri-
fied RNA samples or whole cell lysates
without electrophoresis, cDNA synthesis,
or synthesis mediated by the polymerase
chain reaction. These methods are re-
served for later, more exacting analysis
of a system after preliminary information
has been derived.

Dot blotting is an excellent method for
the analysis of gene expression when large
numbers of samples are to be evaluated
simultaneously, such as an experiment
requiring numerous time points. If sample
dilutions are desired, they may be arranged
either vertically or horizontally. The degree
of hybridization is then assessed using
image analysis software.

Dot blot analysis yields purely quanti-
tative data. The main drawback of this

Fig. 3 Minifold I dot blot apparatus.
Sample dilutions are applied under
vacuum directly to the surface of the
filter membrane resting beneath the
faceplate. (Photo courtesy of Schleicher
& Schuell, Inc., Keene, NH).
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approach is that it lacks the qualita-
tive component, which accompanies elec-
trophoresis. In order to be truly reliable,
dot blot analysis must include excellent
positive and negative controls in order to
demonstrate hybridization specificity and
to gauge nonspecific probe binding to the
filter membrane. Moreover, good internal
controls are always in order: one should
observe equally intense signals from wells
into which equal amounts of positive con-
trol target was applied. When attempting
this type of blot analysis for the first time or
with a new system, it is strongly suggested
that dilutions of the positive control target
material be made in order to determine
the linear range of the assay. For example,
it would be useless, quantitatively speak-
ing, if the hybridization signals were too
intense to be accurately measured on X-ray
film, which also has a defined linear range.

6.4
Transcription Rate Assays

The modulation of key regulatory
molecules is an integral cellular response
to both intracellular and extracellular
challenge. One fundamental goal in
the assessment of any biological model
system is the elucidation of the level
of gene modulation. While potential
levels of regulation are infinite, they are
broadly categorized as transcriptional or
due to some posttranscriptional event.
The initial characterization of these
systems commonly involves isolation,
hybridization, and subsequent detection of
specific RNA species by dot blot, Northern
blot, and nuclease protection analysis.
While these approaches may furnish
excellent qualitative and quantitative data
with respect to steady-state levels of
message, that is, the final accumulation
of RNA in the cell, RNA prepared

by total cellular lysis does not provide
information about the rate of transcription,
the intracellular compartmentalization
(nuclear or cytoplasmic) of the RNA under
investigation, or the translatability the
RNA in the cytoplasm. Knowledge of
this aspect of the cellular biochemistry
is necessary to elucidate the level of
gene regulation because many mRNAs
naturally have much longer half-lives
than others, and because the half-life of
many mRNA species can be modified
in response to a particular xenobiotic
regimen or environmental stimulus.

In order to address these questions,
two basic approaches have been employed
to study the mechanism of transcription
and the processing of the resulting tran-
scripts in eukaryotic cells. In one approach,
the rate of transcription is measured in
intact nuclei by the incorporation of la-
beled precursor nucleotides into RNA
transcripts initiated on endogenous chro-
matin at the time of nuclear isolation.
Elongated, labeled nuclear RNA is then
purified for hybridization to complemen-
tary, membrane-bound DNA sequences.
This widely used technique is known as
the nuclear runoff assay (Fig. 4). It is a
superbly sensitive method for measur-
ing transcription rate as a function of
cell state. Because the RNA transcripts
are radiolabeled, rather than the probes
used to quantify their abundance, the ba-
sic format of this assay may be likened
to a ‘‘reverse dot blot’’ since the probe
is membrane-bound and nonradiolabeled.
Another technique utilizes specific cloned
DNA fragments as templates for transcrip-
tion and is used to dissect the factors
(cellular, ionic, etc.) and sequences neces-
sary for faithful transcription in vitro using
whole cell extracts.

The principal advantage of the nuclear
runoff assay is that labeling occurs whilst
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Harvested nuclei

Preparation of
test strips (cold,

denatured cDNA)

Transcription

5′
32P-UTP

5′

5′

Elongation of 5′
initiated transcripts

Purification of
 nuclear RNA

Normalization by
incorporated cpm

Test
 nuclei

Control Test

Control
nuclei

Hybridization

Autoradiography

Gene A

Gene B

Gene C

Gene D

Fig. 4 Nuclear runoff assay. Relative rate of transcription of all genes can be assessed by
incubation of intact nuclei with an NTP cocktail containing labeled UTP. Elongated,
radiolabeled transcripts are then hybridized to cold cDNA probes immobilized on a nylon filter.
Upon autoradiography, the intensity of the signal from each dot is indicative of the degree of
label incorporation and thus the relative rate of transcription of specific genes under a define
set of experimental conditions. (From Farrell Jr., R.E. (1998) RNA Methodologies: A Laboratory
Guide for Isolation and Characterization, 2nd edn., p. 411.) With permission from Elsevier.

maintaining the natural geometry of the
transcription apparatus. The mechanics
and reaction conditions of the nuclear
runoff assay promote the elongation of
initiated transcripts, but are not believed
to support new initiation events. The de-
gree of labeling of any particular RNA
species (and hence, the relative transcrip-
tion rate of specific genomic sequences)
may then be assessed by Cerenkov count-
ing (a specific type of radioactive de-
tection) coupled with autoradiography.
These data correlate directly with the
number of RNA polymerase molecules
engaged in transcribing a specific gene
and indirectly with the transcriptional effi-
ciency of regulatory sequences associated
with the gene under a defined set of

experimental conditions. When used in
conjunction with the Northern blot anal-
ysis of cytoplasmic RNA species (above),
data from the nuclear runoff assay may
be used to assess whether observed gene
modulation is a result of a change in
the synthesis (transcriptional control) or
a change in splicing/nucleocytoplasmic
transport/mRNA stability (posttranscrip-
tional control).

The nuclear runoff assay permits the
simultaneous analysis of several genes,
all of which are presumably transcribed
in the same relative amounts in isolated
nuclei as in intact cells. The most critical
parameter by far is the preparation of
nuclei prior to labeling: success of the
nuclear runoff assay is almost entirely
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dependent upon the speed with which
nuclei are harvested and radiolabeled with
precursor UTP. Failure to generate high
specific activity RNA probe is usually a
direct result of inexperienced handling of
the nuclei prior to the labeling step. Nuclei
are most often isolated by incubation
of cells in NP-40-containing, hypotonic
lysis buffer, in iso-osmotic sucrose buffer
containing Triton X-100, or by nonaqueous
methods. Nuclear purification must also
be carried out in such a way as to
preserve RNA polymerase activity and
nuclear structure during the isolation from
cells cultured in vitro or, if absolutely
necessary, from tissue. Harvested nuclei
are then labeled immediately or may be
stored frozen in liquid nitrogen or at −70◦
for several months without significant
loss of labeling potential. As with the
standard nuclease protection assay format,
hybridization between probe and target
sequences occurs entirely in solution
and for that reason constitutes a very
quantitative assay.

6.5
Synthesis of cDNA

The synthesis of complementary DNA
(cDNA) is an enzymatic, in vitro method by
which RNA (usually mRNA) is converted
stepwise into single- or double-stranded
cDNA. First-strand cDNA is synthesized
directly from naturally occurring mRNA
templates by an enzyme known as re-
verse transcriptase. Thus, the synthesis of
cDNA is dependent on the integrity of
the mRNA template and precisely comple-
mentary to it. Because nucleic acids are
only synthesized 5′ → 3′, a primer must
be provided, which is complementary to
sequences near or at the 3′ end of the
RNA template in order to support reverse

transcriptase-mediated nucleic acid syn-
thesis. The second strand cDNA can be
synthesized only if the original RNA is re-
moved from the RNA:cDNA hybrid. This
may be accomplished using older chem-
ical methods (incubation at alkaline pH),
enzymatically through the combined activ-
ities of RNase H and DNA polymerase I,
or by RT-PCR (below).

As a consequence of the very labile
character of RNA, the synthesis of stable,
double-stranded cDNA is a very important
method for amplification of sequences
and their long-term storage. Only those
transcribed RNAs, which are purified from
the cell can be converted into cDNA.
Different tissues, even from the same
biological source, will yield different cDNA
products; as such, cDNA is best thought of
as a permanent biochemical record of the
cell. cDNA is a means by which the cellular
biochemistry can be studied in great detail
over a period of months or years, much
longer than the storage life of RNA in
purified form. An in-depth discussion of
the mechanics of cDNA synthesis and
cloning is found elsewhere in this volume.

6.6
RT-PCR

The polymerase chain reaction (PCR) is
a primer-mediated, enzymatic method for
the quasiexponential amplification of nu-
cleic acid sequences. This revolutionary
method exploits the natural 5′ → 3′ poly-
merase activity of various thermostable
DNA polymerase, among which Taq DNA
polymerase is the quintessential example.
Two short oligonucleotides function as nu-
cleic primer sequences; their orientation
facing each other supports the enzymatic
amplification of that sequence, which lies
between (is framed by) their respective
5′ ends.



576 RNA Methodologies

RT-PCR is a twofold process. First,
high-quality RNA must be converted to
first-strand cDNA by reverse transcrip-
tion. The components and mechanics of
this reaction are nearly identical to any
other first-strand cDNA synthesis reac-
tion. Second, the products of the first
strand synthesis reaction are diluted in
buffer, which provides all of the cofac-
tors necessary to support amplification
of these products by PCR (Newer meth-
ods for performing RT-PCR require only
one enzyme in a single reaction tube for-
mat (one-tube RT-PCR)). The resulting
cDNA synthesis products are thus am-
plified as would be DNA from any other
source. This approach is predicated upon
the availability of an appropriate set of
primers. PCR-amplified cDNA products
can then be cloned, subcloned, and oth-
erwise manipulated or quantified in order
to characterize some aspect of the cellu-
lar biochemistry. In addition to its obvious
utility for the quantification of gene ex-
pression, the judicious design of primers
permits RT-PCR to be used to map the 5′
and 3′ ends of transcripts (5′ RACE and
3′ RACE, respectively), detect alternative
splicing of transcripts, and identify in-
duced and repressed genes under a defined
set of environmental conditions (subtrac-
tion–suppression PCR).

6.7
RNAi

A remarkable new tool has emerged that
is able to suppress expression of spe-
cific endogenous genes through the use
of double-stranded RNA (dsRNA). In the
few short years since the demonstration of
the power of this technique in Caenorhab-
ditis elegans and subsequently in human
and other mammalian cells, refinements
in the methodology have had the same

level of impact on research that PCR
proffered. This new and emerging tech-
nology, known as RNA interference (RNAi).
RNA interference is a patented process.
Commercial use this process may require
licensing form the Carnegie Institution of
Washington. For information contact the
Director of Administration and Finance,
Carnegie Institution of Washington, 1530
P Street, N.W., Washington, DC 20005.
Telephone: 202-939-1118. RNAi is also fre-
quently referred to as gene knockdown or
posttranscriptional gene silencing.

RNAi is a natural phenomenon that was
considered an oddity when it was first
observed in petunias. It is now known
to exist in many organisms as a means
of protecting against viruses and other
molecular invaders that would otherwise
plague a host genome and wreak havoc.
This method of protecting the integrity
of the eukaryotic genome is highly evolu-
tionarily conserved, and dsRNA entering
the cell is targeted for immediate destruc-
tion. Natural processes mediated by RNAi
certainly include the turnover of both wild-
type and mutant mRNAs and translational
regulation during the development of an
organism, and undoubtedly other regula-
tory mechanisms in the cell that have not
yet come to light.

RNAi is an endogenous catalytic path-
way that is triggered by dsRNA. The
‘‘trigger’’ can occur naturally, as in the case
of a cellular infection by a dsRNA virus, or
by the intentional introduction of dsRNA
to induce user-directed degradation of the
homologous transcript(s). The net result
of RNAi is the downregulation of specific
genes by destruction of their mRNA(s).
This method of studying the effects of
gene expression in a cell or in an organism
is occasionally loosely referred to as reverse
genetics, the goal of which is to determine
the consequences for a cell when a protein
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is not produced. This has profound ram-
ifications in the realm of developmental
biology, the treatment of infectious dis-
eases, and other diseases that result from
inappropriate protein expression (gain-of-
function mutations). The major strength
of RNAi is that it permits the study of the
function of one gene at a time, and does
so over an extended period.

RNAi has emerged as an important
mainstream tool for both basic and applied
research, and as already revolutionized
what has become known as functional
genomics. RNAi is ubiquitous in eukary-
otes and currently is the preferred tool for
investigating the regulation of gene expres-
sion in plants, animals, and fungi. This
method is becoming increasingly popular
because of its wide-ranging applicability
in research owing to its compatibility with
cell culture as well as in vivo models. Com-
paratively speaking, RNAi is much faster

and much more economical than creating
knockout animals in order to study the
function of specific genes. The resulting
precision silencing of specific genes also
makes RNAi an attractive platform for the
discovery and development of life-saving
pharmaceuticals. There are multiple ap-
proaches by which RNAi can be induced,
each of which has several mechanistic
permutations. RNAi is, fundamentally, a
two-step process (Fig. 5). The first step
involves one of the master enzymes in
the RNAi process, a type III endoribonu-
clease aptly named Dicer. This enzyme,
a ubiquitous member of the eukaryotic
proteome, is involved in the digestion
of long dsRNA into 21- to 23-bp short
inhibitory RNA (siRNA) molecules with
characteristic 3′ dinucleotide overhangs
on both strands. In addition, the siRNA
manifest a 5′-phosphate and a 3′-OH ter-
minus. The long dsRNA can be introduced

dsRNA

siRNA

mRNA
degradation 

Dicer

RISC

AAAAA5′

Fig. 5 Major steps in the RNAi process. dsRNA from any of a number of sources
and in any of a number of configurations is cut by the enzyme Dicer into siRNA,
which, in turn, become part of the multicomponent RISC. This ultimately leads to
destruction of the target mRNA and concomitant downregulation of the
associated gene. (From Farrell Jr., R.E. (2005) RNA Methodologies: A Laboratory
Guide for Isolation and Characterization, 3rd edn., p. 607.) With permission from
Elsevier.
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into the cell where it will become a sub-
strate for Dicer; otherwise, recombinant
Dicer can be used to generate siRNA in
vitro, after which these short molecules
are introduced into the cell by transfec-
tion. In the second step, siRNA, regardless
of the source, becomes part of a multicom-
ponent nuclease-containing RNA-induced
silencing complex (RISC). Part of RISC is
an ATP-dependent helicase that unwinds
the double-stranded siRNA, the antisense
component of which is now able to base
pair with the mRNA to be silenced. The
formation of a double-stranded region be-
tween the antisense component of the
silencing RNA and the cognate mRNA
dooms it. RISC cuts the mRNA close
to the middle of this transiently formed
double-stranded region. The mRNA is
then further degraded, preventing any level
of interaction with the cellular translation
machinery. The subtleties of RNAi are de-
scribed in much greater detail elsewhere
in this volume.

6.8
In Vitro Translation

The classical methods for the analysis of
RNA include all of the standard techniques
described above and many others. Another
aspect of the RNA story, however, is
the destiny of those transcripts, which
emerge as mature mRNA molecules in the
cytoplasm. mRNA biogenesis guarantees
neither translation nor translatability; a
gene is really not ‘‘expressed’’ until a
functional peptide is produced. In order to
more fully characterize gene expression,
the extent of translation may be assessed
by Western analysis, and the resulting data
correlated to the transcriptional activity of
the corresponding gene(s).

The translation of RNA into protein in
vitro goes hand in hand with message

quantification as a parameter of gene
expression. Briefly, naturally synthesized
mRNA or message synthesized by in vitro
transcription is added to a whole cell
lysate containing all of the components
needed to support the in vitro transla-
tional of mRNAs added to the system.
Common in vitro translation systems in-
clude the reticulocyte lysate system and
the wheat germ extract system, and, in
some cases, microinjection of message di-
rectly into a living cell. Pretreatment of the
in vitro translation system lysates with mi-
crococcal nuclease destroys endogenous
mRNA, ensuring that the synthesis of de
novo protein products harvested from the
system was supported exclusively by the
introduction of experimental mRNA. The
same in vivo requirements for 5′ cap, ini-
tiation codon, and polyadenylation apply
here if experimental introduced message
is to be translated with any efficiency at
all. Protein products are then analyzed as
usual by Western analysis, biological assay,
immunopurification, and so forth. This
particular aspect of biotechnology is an at-
tractive technique in a number of different
applications, including the study of natu-
rally occurring animal and plant mRNAs,
transfection experiments, characterization
of mRNA products, protein engineering,
screening and analysis of mutants, and
DNA, RNA, or protein-binding studies.

7
Summary

The characterization of ribonucleic acid
(RNA) from biological sources is a central
act of profound significance in molecu-
lar biology. Gene expression is frequently
analyzed by blot analysis, by solution
hybridization methods such as nuclease
protection assay, and by the synthesis and
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study of cDNA by RT-PCR. More and
more, many of these classical methods
are becoming streamlined or even cir-
cumvented by utilization/exploitation of
the polymerase chain reaction. While no
one would argue against the fact that
PCR has revolutionized many aspects of
biotechnology, it is important to realize
that PCR is not a reason, but a tool
used to achieve an end. In the absence
of a clear understanding of experimental
goals and, certainly, without high quality
RNA as starting material, data intended
to reflect the cellular biochemistry and
provide insight into gene regulation are
hardly reliable.

See also DNA Libraries; RNA Sec-
ondary Structures.
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Keywords

Base Pair
Base pairs are formed by specific hydrogen bonds between two nucleobases. The
canonical Watson–Crick pairs between guanosine and cytosine (GC), and between
adenosine and uracil (AU), as well as the wobble pairs between guanosine and uracil
(GU) regularly appear in RNA structures. The nucleobases of the two paired
nucleotides form a planar structure.

Dynamic Programming
A general computational technique that is based on solving a combinatorial
optimization problem recursively, while tabulating intermediate results. In the case of
RNA folding, this means composing large structures from the foldings of shorter
subsequences.

Helix or Stem
Helices or stems are formed by stacking base pairs on top of each other. The
interaction of the parallel planar arrangements of the nucleobases stabilizes the
three-dimensional structure. The geometry of helices is nearly sequence independent,
as long as they contain only canonical base pairs, whence energy contributions of
stacked pairs are nearly independent of each other.

Loops
Loops are formed by those parts of the molecule that are not part of a helix. Different
types of loops (bulges, interior loops, and multibranch loops) can be distinguished
depending on their structure. Loops destabilize the structure. In the context of RNA
folding algorithms, one considers adjacent stacked pairs as a special type of
(stabilizing) loop. In this language, each secondary structure can be decomposed
completely into loops, which form the basis of the empirical energy model.

Noncoding RNA
An RNA molecule with any function other than encoding proteins.

Pseudoknot
A structural feature composed of crossing base pairs. Pseudoknots are in most cases
excluded from computational approaches for technical reasons.

RNomics
The emerging science of RNA molecules and their interactions in the cell.

Secondary Structure
The secondary structure is the collection of base pairs or, equivalently, of loops and
helices. In a stricter sense, secondary structures are defined as crossing-free collections
of base pairs. All other base pairs are then considered as part of a higher-order (tertiary)
structure.
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� The three-dimensional structures of nucleic acids, RNA, and DNA, are dominated
by double-helical regions that are formed by canonical Watson–Crick and wobble
(GU) base pairs, which collectively are referred to as the secondary structure of the
molecule. In the case of RNA, this level of description is of particular interest
because it captures the thermodynamics of RNA folding quite well and allows a
self-consistent description of folding dynamics. Furthermore, secondary structures
are often evolutionarily well conserved, evolving much slower than the underlying
sequences. From a bioinformatics perspective, RNA secondary structures are a
convenient representation because efficient exact algorithms are known to enumerate
the structures that can be formed by a given sequence, to solve the folding problem,
and to compute the partition function (and hence any thermodynamic quantity of
interest) from a well-measured set of empirical energy parameters.

1
Introduction

Secondary structures, that is, patterns of
base pairing, not only form the most
important distinguishing characteristics of
the various classes of RNA molecules but
they also provide us with a unique coarse-
grained level of description that naturally
lends itself to computational studies of
RNA structure and evolution.

RNA has moved from a fringe existence
to the center stage of research in molecular
biology following the discovery of novel
classes of small regulatory RNAs. While
textbooks still speak of genes and their
encoded protein products, thousands of
human genes produce transcripts that
exert their function without ever producing
proteins. The list of functional noncoding
RNAs (ncRNAs) includes key players in
the biochemistry of the cell. Many of them
have characteristic secondary structures
that are highly conserved in evolution.
Databases (referenced in the Table 1)
collect the most important classes.

In addition, there is a diverse and
growing list of ncRNAs with sometimes
enigmatic function. We give just a few

examples: The 17-kb Xist RNA of humans
and the smaller roX RNAs of Drosophila
play a key role in dosage compensation and
X-chromosome inactivation. Several large
ncRNAs are expressed from imprinted re-
gions. Many of these are cis-antisense
RNAs that overlap coding genes on the
other genomic strand. An RNA (meiRNA)
regulates the onset of meiosis in fission
yeast. Human vaults are cytoplasmic ri-
bonucleoprotein particles believed to be
involved in multidrug resistance. The com-
plex contains several small untranslated
RNA molecules. No precise function is
known at present for the human H19 tran-
script, the hrsω transcript induced by heat
shock in Drosophila, or the Escherichia coli
6S RNA.

Even though the sequence of the human
DNA is known by now, the contents of
about half of it remains unknown. The
diversity of sequences, sizes, structures,
and functions of the known ncRNAs
strongly suggests that we have seen only
a small fraction of the functional RNAs.
Most of the ncRNAs are small, they
do not have translated ORFs, and they
are not polyadenylated. Unlike protein-
coding genes, ncRNA gene sequences do
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Tab. 1 Major classes of functional RNAs

Type Size Organisms Function –

miRNA 22 Multicellular? RNA interference
tRNA 70–80 All Transfer RNA
rRNA 5S 130 All Part of ribosome
RNase P 260–360 All tRNA maturation
tmRNA 300–400 Bacteria Tags protein for proteolysis
snRNA 50–300 Eukaryotes Part of spliceosome
snoRNA 80–600 Eukaryotes RNA modification

Archea
SRP RNA 300–400 All Signal recognition particle
rRNA 16S 1500 All Part of ribosome
rRNA 23S 3300 All Part of ribosome

not seem to exhibit a strong common
statistical signal; hence, a reliable general-
purpose computational genefinder for
ncRNA genes has been elusive. It is
quite likely therefore that a large class
of genes has gone relatively undetected
so far because they do not encode
proteins.

Another level of RNA function is
presented by functional motifs within
protein-coding RNAs. We list a few of the
best-understood examples of structurally
conserved RNA motifs in viral RNAs:

• An IRES (internal ribosomal entry site)
region is used instead of a CAP to
initialize translation by Picornaviridae,
some Flaviviridae including Hepatitis C
virus, and a small number of mRNAs.

• The TAR hairpin structure in HIV and
related retroviruses is the target for viral
transactivation.

• The RRE structure of retroviruses serves
as a binding site for the Rev protein
and is essential for the viral replication.
The RRE is a characteristic five-fingered
structural motif.

• The CRE hairpin in Picornaviridae is
vital for replication.

A textbook example of a functional
RNA secondary structure is the Rho-
independent termination in E. coli. The
newly synthesized mRNA forms a hair-
pin in the 3′UTR that interacts with
the RNA polymerase causing a change
in conformation and the subsequent
dissociation of the enzyme–DNA–RNA
complex.

Only part of the mature mRNA is
translated into protein. At the 5′ terminus
of the mRNA, just behind the cap,
is a noncoding sequence, the so-called
leader sequence (10–200 nt) that may be
followed by another noncoding sequence
of up to 600 nt. An increasing number
of functional features in the untranslated
regions of eukaryotic mRNA have been
reported in recent years.

An extreme example is the Early Nodu-
line gene. Enod40, which is expressed in
the nodule primordium developing in the
root cortex of leguminous plants after in-
fection by symbiotic bacteria, codes for an
RNA of about 700 nt that gives rise to
two short peptides of 13 and 27 amino
acids, respectively. The RNA structure it-
self exhibits significant conservation of
secondary structure motifs, and might take
part in localization of mRNA translation,
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as in the case of the bicoid gene bcd of
Drosophila.

2
Basic Concepts

2.1
Representations of Secondary Structures

A secondary structure � is a special type of
contact structure, represented by a list of
base pairs (i, j) with i < j on a sequence x,
such that for any two base pairs [i, j] and
[k, l] with i ≤ k holds:

1. i = k if and only if j = l, and
2. k < j implies i < k < l < j.

The first condition simply means that
each nucleotide can take part in at most
one base pair. The second condition for-
bids knots and pseudoknots. While pseu-
doknots are important in many natural
RNAs, they can be considered part of the
tertiary structure for our purposes. We
will therefore neglect them for the most
part of this presentation. The restriction to
knot-free structures is necessary for the ef-
ficient dynamic programming algorithms
discussed below.

The two conditions above imply that
secondary structures form a special type of
graph. In particular, a secondary structure
graph is subcubic (i.e. the vertex degree is
at most three) and outer-planar. The latter
property means that the structure can be
drawn in the plane in such a way that all
vertices (which represent the nucleotides)
are arranged on a circle (the molecule’s
backbone), and all edges (which represent
the bases pairs) lie inside the circle and do
not intersect, see Fig. 1.

Secondary structures can also be stored
compactly in strings consisting of dots and
matching brackets: For any pair between

positions i and j (i < j) we place an open
bracket ‘‘(’’ at position i and a closed
bracket ‘‘)’’ at j, while unpaired positions
in the molecule are represented by a dot
(‘‘.’’), see Fig. 1c. Since base pairs may not
cross, the representation is unambiguous.

Although secondary structure graphs are
always planar, it is not trivial to find
nonoverlapping and visually pleasing lay-
outs for large structures. A representation
that works well for large structures and
is well suited for comparing structures
is the so-called mountain representation.
In the mountain representation, a single
secondary structure is represented in a
two-dimensional graph, in which the x-
coordinate is the position k of a nucleotide
in the sequence and the y-coordinate is the
number m(k) of base pairs that enclose
nucleotide k.

Often it is desirable to present not
just one structure, but an ensemble of
structural possibilities. Mountain plots can
be adapted for structural ensembles by
using the mean number of base pairs
m(k). A more detailed representation is
given by so-called dot plots, where each
possible pair (i, j) is represented by a dot
on square grid. The size or color of the
dot is used to indicate the probability pij

of the pair, or the best possible energy
of a structure containing this pair. Dot
plots can provide an excellent overview of
possible alternative foldings. Fig. 4 gives
examples of dot plots and mountain plots.

2.2
Combinatorics and Typical Structures

The basic studies into the combinatorics of
RNA secondary structures goes back to the
work of M. Waterman in the late 1970s.

We begin our exposition by counting the
secondary structures that can be formed
by a given sequence x = (x1, x2, . . . , xn)
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Fig. 1 Secondary structure of phenylalanine-tRNA from yeast as (a) conventional drawing, (b) in
circular representation, and (c) in dot-bracket notation. Colors are used to highlight pairs
belonging to the same helix. Note that the chords in the circular representation must not cross in
secondary structure graphs. (See color plate p. xl).

of length n. We will simply write ‘‘(i, j)
pairs’’ to mean that the nucleotides xi and
xj can form a Watson–Crick or a wobble
pair, that is, xixj is one of GC, CG, AU,
UA, GU, or UG. The basic idea behind
all dynamic programming algorithms for
RNA folding is the observation that a
structure on n nucleotides can be formed
in only two distinct ways from shorter
structures: Either a structure on n − 1
nucleotides is extended by an unpaired
base, or the nth nucleotide is paired. In
the latter case, it has a pairing partner,
say j such that the (j, n) pair encloses a
secondary structure on the subsequence
from j + 1 to n − 1 since base pairs must
not cross by definition. The remainder, the

interval from 1 to j − 1 is of course also a
secondary structure:

= {
It is now easy to compute the number

Nij of secondary structures on the subse-
quence x[i..j] from positions i to j:

Nij = Ni+1,j +
∑

k,(i,k)pairs

Ni+1,k−1Nk+1,j

(1)

The first term accounts for the case
in which position i is unpaired, the
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terms in the sum consider the base pairs
from i to some position k. Because of
the ‘‘no-pseudoknots’’ condition, both the
part of the sequence that is enclosed
by the pair (i, k) and the part beyond
the base pair form secondary structures
that are completely independent of each
other: thus, we may simply multiply their
numbers.

The counting recursion can also be used
to produce uniformly distributed random
structures, or adapted to derive typical
structural features of RNA molecules such
as expected helix length or distribution of
loop types. One should note, however, that
such random structures differ significantly
from the typical structures obtained from
folding random or natural sequences.
In contrast to folded structures, random
structures contain many loops connected
by short helices or even isolated base pairs.
Qualitative features, such as an average
length of helical regions independent of
the sequence lengths or the distribution
of branching orders of loops is shared
between random and biological structures.

2.3
Energy Model

The physicochemical basis for the coarse-
grained secondary structure model is the
fact that a dominating part of the energy
of structure formation is contained in the
stacking of the aromatic nucleobases that
gives rise to helical base-paired regions
with a spatial structure that can be consid-
ered as almost sequence independent. This
distinction between paired and unpaired
regions allows us to approximate the free
energy of structure formation given the
sequence and the list of base pairs. It is
important to note that a secondary struc-
ture as defined in the previous section

corresponds to an ensemble of conforma-
tions of the molecule at atomic resolution
restricted to a certain base pairing (hydro-
gen bonding) pattern. For example, no
information is assumed about the spa-
tial conformation of unpaired regions. The
entropic contributions of these restricted
conformations have to be taken into ac-
count, and hence we are dealing with
(temperature dependent) free energies.

This free energy of an RNA secondary
structure is assumed to be the sum of the
energy contributions of all ‘‘loops,’’ that is,
the faces of the planar drawing of the struc-
ture. This decomposition has a solid graph
theoretical foundation: the loops form the
unique minimal cycle basis of the sec-
ondary structure graph. More importantly,
however, a large number of careful melting
experiments have shown that the energy of
structure formation (relative to the random
coil state) is indeed additive to a good ap-
proximation. Usually, only Watson–Crick
(AU, UA, CG, and GC) and wobble pairs
(GU, UG) are allowed in computational
approaches since nonstandard base pairs
have, in general, context-dependent en-
ergy contributions that do not fit into
the ‘‘nearest-neighbor model’’. Individ-
ual nonstandard base pairs are therefore
treated as special types of interior loops in
the most recent parameter sets.

Qualitatively, there are two major energy
contributions: stacking of base pairs and
loop entropies. Stacking energies can be
computed for molecules in the vacuum by
means of standard quantum chemistry ap-
proaches. The secondary structure model,
however, considers only energy differences
between folded and unfolded states in an
aqueous solution with rather high salt con-
centrations. As a consequence, one has
to rely on empirical energy parameters.
Loops are destabilizing: the closing base
pair restricts the possible conformations
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of the sequence in the loop relative to the
conformations that could be formed by the
same sequence segments in a random coil,
resulting in an entropy loss and thus an
increase in free energy.

A collection of energy parameters is
maintained by the group of David Turner.
These standard parameters are measured
in a buffer of 1 M NaCl at 37 ◦C. Since
both entropies and enthalpies are available,
the parameters can be extrapolated to
other temperatures. As examples we list
the free energies for stacked pairs in
Table 2. Note that a single additional base
pair can stabilize a structure by up to
−3.4 kcal mol−1.

2.4
Pseudoknotted Structure

The definition of secondary structure rel-
egates pseudoknots to the realm of a
tertiary structure. Often this is justified
purely by convenience, since the sim-
ple dynamic programming algorithms,
which will be described in some detail
in the following section, cannot han-
dle pseudoknotted structures. It is worth
mentioning, however, that many pseu-
doknotted base pairing patterns are not
sterically feasible, while any knot-free
secondary structure can be realized
in 3D.

Tab. 2 Free energies for stacked pairs in kcal mol−1.

CG GC GU UG AU UA

CG −2.4 −3.3 −2.1 −1.4 −2.1 −2.1

GC −3.3 −3.4 −2.5 −1.5 −2.2 −2.4

GU −2.1 −2.5 −1.3 −0.5 −1.4 −1.3

UG −1.4 −1.5 −0.5 0.3 −0.6 −1.0

AU −2.1 −2.2 −1.4 −0.6 −1.1 −0.9

UA −2.1 −2.4 −1.3 −1.0 −0.9 −1.3

G

C

5′

5′

3′

3′
G

U

−2.5
kcal mol−1

All pseudoknots, NP hard

Rivas & Eddy, O(n^6)

Planar structure

Dirks & Pierce, O(n^5)

Reeder & Giegerich, O(n^4)

Fig. 2 Classes of allowed pseudoknots in different algorithms.
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Fig. 3 Bisecondary structure of RNase P RNA as predicted by HXMATCH compared to the reference
structure. Black: correct predicted base pairs; green: base pairs not predicted; red: predicted pairs not
present in reference structure (See color plate p. xxxix).

Comparative sequence analysis revealed
conserved pseudoknots in many important
classes of RNA, such as rRNAs, RNase P
RNAs, and tmRNA. Consequently, there
is significant interest in computational
methods for their prediction. While ther-
modynamic structure prediction with a
loop-based energy model is NP-complete,
in general, restricted classes of pseudo-
knots can be dealt with by polynomial algo-
rithms (Fig. 2). Fortunately, most known
pseudoknots are relatively simple. With
few exceptions, they can be drawn as a
superposition of just two knot-free sec-
ondary structures, that is, as a bisecondary
structure. Recently a number of polyno-
mial time algorithms have been proposed
that predict pseudoknotted structures. De-
pending on how restrictive the set of
allowed pseudoknots is chosen, their time
complexity ranges between O(n6) and
O(n4).

The practical applicability of these al-
gorithms, however, is limited not only
by their time and memory requirements,
but most severely by our poor knowledge
of pseudoknot energetics. Useful energy

parameters have so far only been col-
lected for simple H-type pseudoknots. In
the absence of good scoring functions, ex-
panding the set of possible structures will
often lead to predictions that are worse
than knot-free predictions.

The problem can be somewhat miti-
gated in methods that work with multi-
ple sequence and exploit the covariance
information in an alignment, such as ILM
and HXMATCH. An example is shown in
Fig. 3.

3
RNA Structure Prediction

3.1
Structure Prediction by Energy
Minimization

Given an energy model the simplest
approach to structure prediction is to
determine the optimal structure with
respect to its free energy, that is, the
minimum free energy (MFE) structure.
For pseudoknot free RNA secondary
structures, the optimal structure can
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be computed efficiently using dynamic
programming.

If the energy of a structure could be
modeled as a sum of contributions from
base pairs, an optimal structure could be
computed from a simple variant of the
counting recursion 1,

Eij = min{Ei+1,j + min
k, (i,k) pairs

× {Ei+1,k−1 + Ek+1,j + βik}}, (2)

where βik is the energy contribution of
a pair between positions i and k. The
algorithm requires O(n2) memory for
storing the E matrix while cpu timescales
as O(n3). While this was the first approach
to structure prediction used by Nussinov,
a loop-based energy model as described
above is necessary to obtain reasonable
accuracies. Using a loop-based energy
model requires somewhat more involved
recursions, but still exhibits the same time
and space complexity.

As is typical for dynamic programming,
the algorithm first computes the best
possible energy of a secondary structure,
then ‘‘backtracks’’ to find a structure with
this optimal energy. In the simplest case,
this procedure returns a single solution,
the MFE structure. This is unsatisfactory
not only because inaccuracies in the
energy parameters will lead to errors in
the predicted structure but also because
significantly different structures may be
needed to represent the molecule in
thermodynamic equilibrium.

3.2
Suboptimal Folding and Pair Probabilities

The most common strategy for generating
additional suboptimal structures is the
algorithm Michael Zuker, which considers
for each possible base pair the best
structure containing that pair. The number

of structures in the output is further
reduced by considering only structures
within some energy interval of the mfe and
filtering out structures that are too similar
to others. The method usually returns a
short list of possible foldings that form
a representative sample. Occasionally,
however, important alternatives will be
missed.

A more rigorous approach is the com-
putation of the partition function and base
pairing probabilities using McCaskill’s al-
gorithm. For every possible base pair (i, j),
the algorithm yields the probability pij that
the base pair will be formed, that is, the
sum of the probabilities of all structures
containing that pair. The partition function
can also be used to calculate heat capacities
and thus characterize melting transitions.

Base pair probabilities can be nicely rep-
resented in dot plots, where we plot a
square with area pij for each pair (i, j).
Similarly, Zuker’s suboptimal folding al-
gorithm can produce energy dot plots,
where instead of the probability, the best
possible energy in structures containing
(i, j) is plotted.

The complete suboptimal folding algo-
rithm of Wuchty et al. can generate all
suboptimal structures in a predefined en-
ergy range above the mfe. For small
molecules, it can be illuminating to look at
the exhaustive list of structural possibili-
ties. For larger molecules, the information
quickly becomes overwhelming. With fur-
ther postprocessing, however, these data
can be used for detailed analysis of RNA
energy landscapes and the dynamics of the
folding process.

Finally, the partition function algorithm
can be enhanced with a stochastic back-
tracking procedure, which samples sub-
optimal structures from the Boltzmann
distribution. This can be used to compute
the average value of any structural feature
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simply by sampling a sufficiently large
number of suboptimal structures.

3.2.1 Available Programs and Web
Services
Zuker’s suboptimal folding algorithm is
implemented in his popular mfold pro-
gram for UNIX, as well as in David
Mathew’s RNAstructure for Windows.
Partition function folding, complete sub-
optimal folding, and stochastic backtrack-
ing are all available as part of the Vienna
RNA Package.

Users who need to do structure predic-
tions only occasionally will find several
of the above algorithms as a Web ser-
vice on Michael Zuker’s mfold server at
http://bioinfo.math.rpi.edu/∼zuker/rna/,
as well as the Vienna RNA server
http://rna.tbi.univie.ac.at.

3.2.2 Prediction Accuracy
Prediction accuracies can be evaluated by
comparison to structures inferred using
phylogenetic methods (see the following).
For short RNAs such as tRNAs, one can
expect accuracies (in terms of known
base pairs that are correctly predicted) of
around 70%. As pointed out recently by
Doshi et al., long-range pairs are generally
predicted poorly, resulting in a mean
accuracy of only 41% for the large 16S and
23S rRNAs. While predicted mfe structure
may have less then 20% correct pairs in
unfortunate cases, good structures are still
found in the vicinity of the mfe structure by
suboptimal folding. Moreover, even when
overall prediction accuracy is low, pairs
that are predicted with high probability are
usually correct.

Often a small number of constraints can
dramatically improve prediction accuracy.
Most folding programs allow constraints,
such as specifying positions as (un)paired,

to be specified. Such constraints can be
obtained without too much effort from
chemical probing experiments.

3.3
Well-defined Regions and Reliability

Pair probability and energy dot plots
can also give a good visual impression
of the quality of prediction and well-
defined regions. A dot plot cluttered by
many alternatives may not only indicate
structural flexibility but may also make the
prediction of a single mfe structure less
reliable. Well-defined structures are likely
to be correctly predicted, since they will be
robust with respect to small variations of
the energy parameters.

Several quantitative measures of well
definedness are being used. In the sim-
plest case, the well definedness of the
prediction can be quantified by the dif-
ference between the MFE and the free
energy of the best suboptimal structure.
A more robust measure is the differ-
ence between the mfe and the ensem-
ble free energy G = −RT ln(Q) where Q
is the partition function. The latter is
equivalent to the probability of the mfe
structure in the ensemble given by Boltz-
mann’s law p(mfe) = exp(−Emin/RT)/Q
= exp(−(Emin − G)/RT).

Even more useful are position-wise
measures that help identify credible parts
of the prediction. One can, for example,
compute from the pair probabilities pik the
positional entropy

Sk = −
∑

i

pik ln pik (3)

where pii is defined as the probability
that i does not pair pii = 1 − ∑

j �=i pij. A
useful application of this measures is the
annotation of structure drawings (Fig. 4).
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Fig. 4 Predicted structure for an 5S rRNA. (a) base pair probabilities as computed by RNAfold
-p -noLP; (b) predicted mfe structure annotated with positional entropy; (c) Mountain plot.
Note that all regions with low entropy (red) are correctly predicted, while high entropy regions
(blue) deviate from the reference structure (See color plate p. xli).

3.4
Structure Prediction using Sequence
Covariation

If several sequences are known to fold into
(almost) the same structure, their common
structure can be inferred from sequence
covariation, typically measured as mu-
tual information between two columns
of a multiple sequence alignment. The
approach requires a large number of

related sequences and has therefore been
mostly limited to ribosomal RNAs and
tRNAs. However, where applicable, these
phylogenetic methods produce secondary
structure models of high quality, and can
even elucidate some tertiary interactions.

Recently, a number of methods have ap-
peared that combine thermodynamic pre-
diction with covariation analysis, in order
to achieve accurate predictions with only
a few related sequences. Usually, these
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Fig. 4 (Continued)

methods start from a conventional mul-
tiple sequence alignment. One approach,
as exemplified by the alidot and Con-
Struct tools, is to predict structures of
individual sequences, combine them using
the sequence alignment, and then find

significantly conserved structure motifs.
This is particularly useful when searching
for locally conserved structure motifs in
larger sequences.

Another approach that is suitable for
predicting globally conserved structures
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works by modifying the folding algo-
rithm itself so that an optimal structure
is predicted for a sequence profile, or a
multiple sequence alignment, instead of a
single sequence. The two best-known im-
plementations of this approach are pfold
and RNAalifold. pfold is based on a
stochastic context-free grammar, and thus
uses parameters derived from a training
set; it also makes explicit use of a pre-
dicted phylogenetic tree. RNAalifold,
on the other hand, uses the standard en-
ergy model for RNA secondary structures,
augmented with a covariation term that
rewards consistent and compensatory mu-
tations. Thus, for identical sequences, it
gives the same result as the single se-
quence prediction from RNAfold. With a
few (or even just two) related sequences,
these programs achieve prediction accura-
cies much higher than prediction methods
for single sequences.

Methods starting from a multiple se-
quence alignment are of course limited
by the accuracy of the input align-
ment. Typically, this becomes a prob-
lem when pairwise sequence identities
drop below 60%. An alternative is to
start by aligning predicted mfe struc-
tures using RNAforester or MARNA. The
most rigorous way is to use a variant
of the Sankoff algorithm, which com-
putes the alignment and consensus struc-
ture simultaneously. Notable implementa-
tions are foldalign, dynalign, pm-
comp/pmmulti, and dart. The Sankoff
algorithm is, however, computationally
very expensive (O(n6) in the unrestricted
case). The above algorithms therefore use
various restrictions to improve speed.

3.4.1 Search for ncRNA
With the realization that a significant
fraction of the genomic DNA of higher or-
ganisms might code for functional RNAs

rather than protein-coding genes, the de-
velopment of techniques for the detection
and classification of RNAs in large se-
quences has become an active field of
research. Generally, we can distinguish
between experimental and computational
methods to search for ncRNA. Experi-
mental methods, as ligation of 5′ and
3′ adapters to size fractionated isolated
RNA, followed by reverse transcription,
cDNA cloning and sequencing, or simply
using Northern blot analysis for sequence-
specific detection of ncRNAs are at present
restricted to the detection of abundant
ncRNA. In this chapter, we will therefore
concentrate on computational methods.

Some ncRNAs can be found by search-
ing for likely transcripts that do not
contain an open reading frame. A sur-
vey of the E. coli genome for DNA regions
that contain a σ70 promotor within a short
distance of a Rho-independent termina-
tor, for instance, resulted in 144 novel
possible ncRNAs. This approach is lim-
ited, however, to functional RNAs that
are transcribed in the ‘‘usual’’ manner
by means of pol-II. For many ncRNAs,
however, the mode of transcription is
unknown.

Neural networks or support vector ma-
chines have also been successfully trained
to recognize all known ncRNA in the E. coli
genome. The survey conducted resulted
in 370 new candidates, which have not
been verified experimentally. The number
seems to be quite reasonable, in partic-
ular when we keep in mind that false
positives are a common problem with
most computational searches for ncRNA
so far.

Some structure-based searches use the
known secondary structure of the major
classes of functional RNAs. Programs such
as RNAmot, tRNAscan, HyPa, RNAMo-
tif, bruce, and many others exploit this
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avenue. An interesting variant that makes
use of evolutionary computation is de-
scribed by Fogel. Nevertheless, all these
approaches are restricted to searching for
new members of the few well-established
families. Especially for miRNAs, being
quite short with a characteristic stem-loop
structure ending up in a hairpin, several
genome-wide surveys have been under-
taken. The initially very large number of
candidates is filtered in a postprocessing
process according to other structural and
sequential elements.

Comparative approaches such as the pro-
gram QRNA can detect novel structural
RNA genes in a pair of aligned homol-
ogous sequences by deciding whether
the substitution pattern fits better with
(1) synonymous substitutions, which are
expected in protein-coding regions; (2) the
compensatory mutations consistent with
some base-paired secondary structure; or
(3) uncorrelated mutations. Genome-wide
scans for new ncRNA have already been
accomplished with QRNA.

Another approach tries to determine
functional RNAs by means of structure
prediction. The basic assumption is that
functional and hence conserved structures
will be thermodynamically more stable.
While such procedures are capable of de-
tecting some particularly stable features,
a recent study concludes that ‘‘although a
distinct, stable secondary structure is un-
doubtedly important in most noncoding
RNAs, the stability of most noncoding
RNA secondary structures is not suffi-
ciently different from the predicted stabil-
ity of a random sequence to be useful as a
general genefinding approach.’’ Neverthe-
less, in some special cases such as hyper-
thermophilic organisms, GC-content (and
hence thermodynamic stability) proved
sufficient.

When thermodynamic stability is com-
bined with comparative methods, struc-
tural ncRNAs can indeed be recognized
with high specificity and sensitivity. Two
such approaches were developed recently
building on consensus structure predic-
tions using RNAalifold. The ali-
foldz method compares the folding en-
ergy of the native alignment with those
of randomized alignments, using a some-
what costly shuffling procedure. The even
faster RNAz method combines a measure
for RNA secondary structure conservation
on the basis of comparing the consensus
folding energies to folding energies of in-
dividual sequences, with a measure for
thermodynamic stability, which is normal-
ized with respect to both sequence length
and base composition. This method is fast
and reliable enough to scan even large
vertebrate genomes.

4
Current Research in RNA Secondary
Structures

Despite the recent progress in detection
algorithms for ncRNAs in comparative
genomics approaches, a reliable annotation
of functional RNAs in genomic data
is still a largely unsolved problem for
a variety of reasons. Most importantly,
annotation is almost always limited to
comparative methods; at present there are
no generally applicable methods that could
be used to determine the function of an
RNA from its sequence and/or (predicted)
structure. So far, structure and function
of only a very small fraction of ncRNAs
and other functional RNA motifs have
been characterized. In fact, the functions
of a number of very well conserved,
evolutionary ancient ncRNAs such as Y
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RNAs or vault RNAs have remained in the
dark.

Even the recognition of members of the
large classes of known ncRNAs is less
straightforward than one might expect:
the sequences of snoRNAs, snRNAs, and
many others evolve relatively rapidly, their
secondary structures are thus the main
features that can be used to identify them.
Note that it is much easier to identify addi-
tional members of a family of homologous
snoRNA and microRNAs than to recog-
nize a new class of homologous ncRNAs,
for which no member has been described
experimentally, as a novel family of mi-
croRNAs or snoRNAs. For the first class of
problems, simple sequence comparison or
general pattern matching techniques that
combine sequence and secondary struc-
ture information, such as ERPIN, HyPa, or
PATSearch, can be used in many cases.
While search tools exist for such pattern
description languages, the inference of
characteristic patterns from a set of aligned
(or, even more demanding, nonaligned)
sequences is still an open problem.

In the case of microRNAs, a character-
istic pattern of mutations in the precursor
hairpin is a reliable signal provided a suf-
ficient number of homologous sequences
can be found. The motifs of box H/ACA
and box C/D snoRNAs, as well as the short
sequences for some snRNAs, are less infor-
mative, however. In this case, knowledge
about their potential targets, rRNAs, snR-
NAs, and some mRNAs, can be used to
improve the quality of the prediction. In
the case of snRNAs, conserved promoter
and enhancer sequences could potentially
be used. However, efficient tools for RNA
classes besides tRNAs that could be used
in genomic surveys are at present not
available.

The identification of the target genes of
microRNAs is a hot topic at present. While

microRNAs bind their target mRNAs
almost complementarily in plants, the
mechanism appears to be much more
complicated in animals. As a consequence,
none of the approaches published to
date, such as miRanda, targetscan, or
RNAhybrid provide a complete solution
to the problem. From an algorithmic point
of view, the microRNA target problem
has stimulated research into methods for
computing RNA–RNA interactions, and
to consider RNA–protein interactions in a
more systematic way.

A related open problem concerns the
classification of the ncRNAs that do not
belong to one of the known classes.
While it is unlikely that the functions
of these molecules can be elucidated
without further experimental data, it is
of interest to determine whether there are
additional larger classes of ncRNAs that
have escaped our attention. Of course, the
same question arises for functional RNA
motifs in mRNAs.

Structure-function studies of small
RNAs as well as the analysis of artifi-
cial RNA sequences obtained from SELEX
experiments depend upon the ability to
compute structure-based alignments. As
mentioned earlier, Sankoff’s algorithm
solves the RNA folding and pairwise align-
ment problem simultaneously, but is often
computationally too expensive. The al-
ternative, obtaining pairwise alignments
through tree editing or tree alignment,
is problematic since it depends on pre-
dicted, possibly incorrect, structures. In all
cases, heuristics are used to obtain multi-
ple alignments from pairwise alignments.
Open questions in this area concern both
algorithmic improvements and more re-
alistic cost functions; for instance, tree
alignments are currently available only
with linear gap costs.
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RNA structure design can be regarded as
the inverse of the RNA folding problem: for
a given secondary structure graph, find one
or more sequences that have this structure
as their MFE structure. An enumeration of
sequences that fold into a given structure
is infeasible in general because of their
large number. A heuristic that turns this
problem into a combinatorial optimization
problem has already been described. There
is, however, no exact algorithm that could
determine whether there is at least one
sequence that folds into a prescribed
secondary structure graph.

RNA switches exhibit two competing
conformations, whose equilibrium can be
shifted easily by molecular events such as
the binding of another molecule. Such
elements have recently been identified
as important regulators of gene expres-
sion, in particular, in bacteria. A theo-
retical study shows that RNAs that have
very different secondary structures with
near-groundstate energy, that is, poten-
tial riboswitches, are relatively frequent
and easily accessible in evolution. The
secondary structure model furthermore
allows estimates of energy barriers and
even entire folding trajectories. An impres-
sive experimental study demonstrates that
a single sequence can have two distinct
functional ribozyme structures. Heuristic
algorithms can be used to design se-
quences with two near groundstates. The
case of more than two alternative struc-
tures is only partially understood.

Small subunit ribosomal RNAs are prob-
ably the most frequently used data sets in
molecular phylogenetics. Most studies as-
sume that individual sequence positions
evolve at least approximately indepen-
dently of each other. This is, however,
at odds with the fact that rRNAs form
stable secondary structures that are very
well preserved over very long timescales.

Selection for stabilizing RNA structure is
seen in many types of structural RNA
sequences. Nucleotides in stem regions
evolve in strong correlation with their pair-
ing counterpart. More elaborate scoring
schemes and even associated maximum
likelihood techniques acting directly on
RNA secondary structures are algorith-
mically relatively unproblematic but will
require detailed knowledge about the dy-
namics of RNA structure evolution. While
the structures of many RNA families
change very little, for example within verte-
brates, significant changes of the structure,
however, are evident at timescales of the
divergence of the major metazoan phyla.
As a consequence, not only fixed secondary
structures but the evolution of the struc-
tures themselves need to be taken into
account. Secondary structures have rarely
been used in molecular phylogenetics so
far. An exception is the investigation into
the history of RNase P and RNase MRP
RNAs by Davin Penny and coworkers,
which demonstrates that ‘‘RNA secondary
structure is useful for evaluating evolution-
ary relatedness, even with sequences that
cannot be aligned with confidence’’. More
recently, cladistic analyses based on RNA
secondary structure have demonstrated
this point convincingly, in particular at
the level of deep phylogenies.

See also RNA Methodologies; RNA
Three-Dimensional Structures,
Computer Modeling of.
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Keywords

Base Pairing
Two nitrogen bases stabilized by the formation of hydrogen bonds. Two
complementary RNA regions are connected by base pairing and form a double helix.

Base Stacking
Two nitrogen bases stabilized by induced dipole.

Graph
Data structure consisting of nodes and edges between pairs of nodes.

Leadzyme
A catalytic RNA that cleaves a specific ribophosphodiester bond in the presence of
lead ions.

MC-Sym
Macromolecular conformations by symbolic programming.



RNA Three-Dimensional Structures, Computer Modeling of 607

Motif
A recurring structural element of biological significance.

Spanning Tree
A tree that includes every node of a graph.

Abbreviations

bp: Base pair
CSP: Constraint satisfaction problem
3-D: Three-dimensional
HB: Hydrogen bond
LSU: Large ribosomal subunit
NDB: Nucleic acid database
NMR: Nuclear magnetic resonance spectroscopy
PDB: Protein Data Bank
rRNA: Ribosomal RNA
tRNA: Transfer RNA
RMSD: Root mean square deviation

� The knowledge of the 3-D structure of an RNA molecule gives us indications about
which other molecules it can interact with, and how its biochemical function is
achieved or can be modified. Unfortunately, direct structure determination methods,
such as X-ray crystallography, nuclear magnetic resonance (NMR) spectroscopy,
and electron microscopy, cannot be applied at the rate of the genomics era yet,
limiting the deciphering of RNA folding and structure. The recent resolution of
the large ribosomal subunit (LSU) crystal structure represented a leaping step, but
it has mainly pointed out the weaknesses of the current methods for analyzing
and inspecting RNA 3-D structures. At this time, RNA sequences of predetermined
function cannot be designed and folded properly. Further analysis and interpretations
of the available 3-D structures are thus needed to bring additional insights into RNA
function. Here, we present state-of-the-art data structures and algorithms that were
developed in the last 10 years to analyze and inspect efficiently and objectively RNA
3-D structures. As you will realize by reading the following sections, they are the
same as those employed in the development of the best computer modeling methods
of RNA 3-D structures.
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1
Goal

During the past 10 years, computational
studies of RNA 3-D structures were
focused on the gathering of experimental
data and knowledge, as well as on the
development of computer formalisms to
represent structural data precisely and
accurately. Formalized structural data and
knowledge can be exploited by using
computer modeling tools to generate
precise and unbiased RNA 3-D structures.
Computer generated 3-D structures give
new insights about the function of a
given RNA, which can be challenged
experimentally. Again, the data obtained
from experimental verification are sent
for computer analysis; from which keener
structural hypotheses will be made.

The flowchart in Fig. 1 indicates the
principal components of computer mod-
eling. The respective human modeler and
computer contributions are shown sepa-
rately. The arrows highlight the principal
activities of computer modeling. The role
of computer programs, delimited by a

shaded box in Fig. 1, is to generate system-
atic and objective 3-D models. The mod-
eler’s contribution consists in developing
computer formalisms and programs. In
the context of a given data formalism,
computer programs model 3-D structures:
search structural motifs (Sect. 2), and build
(Sect. 3) and refine (Sect. 4) 3-D structures.
The resulting RNA 3-D models are inter-
preted by the modeler and help improve
the computer formalisms and programs
for the next development cycle. Symbolic
annotation is another computer program
that can assist the modeler in interpreting
the 3-D models, by automatically identify-
ing and formalizing structural data from
3-D models.

The long-term goal of computer mod-
eling is to drive precise and efficient wet
laboratory experiments by generating the
most plausible 3-D models, and by sup-
porting structural hypotheses that can be
tested experimentally. Thus, the use of
computer modeling of RNA 3-D structures
is a tool in the hands of the experimental-
ists to catalyze the production of precise
3-D models (Sect. 5).

ComputerModeler

Experimental
data

Computer
formalism

Refinement

Building

Motif
search

Annotation

3-D models

Fig. 1 Computer modeling development cycle. Boxes: data
and computer programs; arrows: research activities and
data flow.
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2
Structural Knowledge

In this section, we introduce three levels of
abstraction that are relevant to the repre-
sentation of RNA 3-D structural knowledge
and, thus, to the building of RNA 3-D
computer modeling systems. The math-
ematical and computer formalisms were
deduced from the observation of high-
resolution RNA structures (X-ray crystal
structures of 3 Å resolution or better),
and serve as first-class objects in the
description of 3-D structure building al-
gorithms. It is mandatory for computer
systems to describe formally the struc-
tural information to drive the building
engine accurately. In Sect. 2.1, we present
the RNA polymer and nucleotide confor-
mations. In Sect. 2.2, we introduce the
nucleotide noncovalent interactions, base
pairing, and base stacking. Finally, in
Sect. 2.3, a computational formalism to
encode arrangements of nucleotide inter-
actions is developed.

2.1
Nucleotide Conformations

RNAs are polymers of linked ribonu-
cleotides (or nucleotides for short). As
shown in Fig. 2(a), each nucleotide in the
chain contains a ribose sugar, a phosphate
group (P attached to four O atoms), and a
nitrogen base (or simply base) that is one
of adenine (A), guanine (G), cytosine (C),
or uracil (U) (Fig. 2b). The ribose sugar
is linked to the phosphate group through
the C5′−O5′ diester bond. The O5′ is co-
valently linked to the P, which in turn is
linked to the O3′ of the next nucleotide.
The O3′ forms a second diester bond with
the C3′, which is why the connection be-
tween two nucleotides in RNAs is referred
to as a phosphodiester linkage. The ribose

sugar is linked to the base through the
C1′−N glycosidic bond (the N in the base
is N9 in the purines A and G, and N1 in
the pyrimidine C and U).

In general, computer modeling system
developers define data structures that
maintain at all time the atomic coordinates
of all atoms, from which it is easy to
compute the covalent bond lengths and
angles, as well as the torsion angles
(see Fig. 2c). As a fair approximation,
the covalent bond lengths and angles are
initialized at optimal and predetermined
values that are kept fixed during modeling.
The torsion angles, on the other hand,
parameterize nucleotide conformations
and are free to change. Six torsions are
located along the phosphodiester linkage
(α, β, γ , δ, ε, and ζ ); five within the
ribose sugar (θ0 to θ4), and one around
the glycosidic bond (χ ) (see Fig. 2a).
The glycosidic torsion is measured using
the atoms O4′−C1′−N9−C4 in purines,
and using the atoms O4′−C1′−N1−C2
in pyrimidines. All torsions along the
backbone, as well as the glycosidic torsion,
are free to rotate almost independently.
However, the ribose ring stereochemistry
imposes a relation among the θ0 to θ4

torsions that can be expressed by a cosine
function,

θj = θmax cos(ρ + jϕ) (1)

where j = 0 to 4 and ϕ = 144◦ (720◦/5).
When j = 0, we have:

θ0 = θmax cos(ρ) (2)

In equation (1) and (2), ρ is the pseu-
dorotation of the ribose ring. By varying ρ

from 0 to 360◦ by steps of 90◦, θ0 goes from
θmax to 0, to −θmax, back to 0, and finally
back to θmax. The θmax value is reached
twice, at the initial conformation (ρ = 0,
as cos(0) = 1) and at ρ = 360◦. At each
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Fig. 2 Nucleotide. (a) Atomic numbering and torsion angles nomenclature
presented on a suite of residue monomers, delimited by dashed arrows. The
residue’s subgroups are highlighted in light gray: phosphate group, ribose, and
one of the four possible nitrogenous bases. (b) The four nitrogenous bases and
their atomic numbering. (c) Definition of bond length (d), angle (θ) and torsion
(τ ) on four consecutively covalently bonded atoms A, B, C, and D.

step of ρ + 180◦, the sign of all torsions
is inversed, corresponding to the mirror
image of the conformation at ρ. A use-
ful equation is derived from Equation (1),
which determines ρ:

tan ρ = (θ2 + θ4) − (θ1 + θ3)

2θ0(sin 36◦ + sin 72◦) (3)

Equation (2) determines θmax.
The pseudorotation quantifies the puck-

ering mode of the ribose, traditionally

labeled by its ‘‘envelope’’ and ‘‘twist’’
(half-chair) geometries. The ‘‘envelope’’
geometry is observed when one atom is
located over or below the plane formed by
the four others, whereas the ‘‘twist’’ geom-
etry is observed when one atom is over and
another is below the plane formed by the
three others. When the plane is horizontal
and the C5′ atom is on the left side, the
atoms located over the plane are said to be
endo to the C5′, and those located below
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C1′

C2′

C3′

C4′

C5′

O4′
(a) (b)

C3′

(c)

C2′

Fig. 3 Reference and main ribose pucker modes. (a) The 2T3 twist shape
C2′-exo–C3′-endo. (b) The 3E envelope shape C3′-endo. (c) The 2E
envelope shape C2′-endo.

Fig. 4 The main RNA glycosidic bond
torsions. The sphere’s radius is
proportional to the represented atom’s
proton mass: nitrogen, oxygen, and
phosphate in ascending order. Carbons
were omitted. The bond torsion is χ .
(a) The syn torsion aligns the base and
the backbone in the same direction.
(b) The anti torsion aligns the base and
the backbone in opposite direction.

anti

c

syn

c

(a) (b)

the plane are said to be exo to the C5′.
A convenient nomenclature is to use the
letters ‘‘E’’ for envelope and ‘‘T’’ for twist
conformations, and the atom number as
an exponent for the endo, and as an index
for the exo atoms. As described earlier, the
convention is to choose ρ = 0◦ when θ0 is
positive and maximum, which results in
the C2′-exo–C3′-endo conformation, or 3T2

using the nomenclature shown in Fig. 3a’.
Note the mirror image of the initial con-
formation is 2T3, reached at ρ = 180◦.

RNAs are characterized by two prin-
cipal ‘‘envelope’’ puckering modes, the
C3′-endo (3E) typical of the A-form he-
lix (see Fig. 3b) and the C2′-endo (2E)
typical of the B-form helix (Fig. 3c). The
B-form helix is prevented from forming
because of steric conflicts created by the
2′-OH group of the ribose, although iso-
lated B-form conformations may be found
at the extremities of A-form helices, such
as U7 in the yeast tRNA-Phe, and within
loops. RNAs are also dominated by two
favored glycosidic bond torsions. In the

syn conformation (Fig. 4a), 0◦
< χ < 90◦,

the bulk of the base is oriented toward
the sugar group. In the anti conformation
(Fig. 4b), −120◦

< χ < 180◦, the bulk of
the base is in the direction opposite to
the sugar group. The nucleotide confor-
mations in both the A-form and B-form
helices adopt the anti conformation.

Many attempts were made to classify the
nucleotides conformations according to
the six phosphodiester linkage torsion an-
gles. In the 1970s, Olson presented a statis-
tical analysis where the six phosphodiester
torsions were reduced to two virtual angles
spanning the two C4′−C−O−P segments.
They reported a correlation among the sin-
gle torsions showing that they are not
completely independent. Gautheret, Ma-
jor, and Cedergren have superimposed
the Pn−O3′

n+1 atoms of dinucleotides (ad-
jacent nucleotides) and used root mean
square deviation (RMSD) to reduce the
classification problem to one dimension.
They were able to form a small num-
ber of dinucleotide clusters according to
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the orientation of the P−P vector (back-
bone direction), and used them in early
versions of their MC-Sym RNA modeling
computer system to sample the confor-
mational space of RNAs. They noticed a
great variability of the torsion values in
each cluster, also known as the crankshaft
effect. More recently to analyze the ri-
bosomal RNA (rRNA) structures, Duarte
and Pyle have taken an approach sim-
ilar to Olson’s and simplified the six
backbone torsions to two pseudorotations,
η(C4′

n−1−Pn−C4′
n−Pn+1) and θ (Pn−C4′

n−Pn+1−C4′
n+1). They reported torsion

motifs found in consecutive nucleotides.
Others have classified the torsions by
using unsupervised machine learning ap-
proaches. Hershkovitz and coworkers have
proposed discrete torsion values on the ba-
sis of Gaussian distribution data fitting of
the four backbone torsions α, γ , δ, and ζ .
They identified 37 nucleotide ‘‘signatures’’
(or conformers) in the large ribosomal sub-
unit (LSU) crystal structure of Haloarcula
marismortui.

Others have proposed the analysis of
three torsions at a time in order to vi-
sualize the results of clustering in 3-D.
Murray and her colleagues have identi-
fied 42 nucleotide conformers by apply-
ing quality filtering techniques to high-
resolution crystal structures. They grouped
the torsions in two triplets: (α, β, γ )
and (δ, ε, ζ ). The 3-D distributions of
each triplet were plotted, and their peaks
were visualized and aligned to define the
nucleotide conformers. Each nucleotide
conformer represents a high quality refer-
ence nucleotide conformation. Schneider
and coworkers have analyzed the torsion
angles of dinucleotides by Fourier aver-
aging of six selected 3-D distributions.
They found 18 dinucleotide conform-
ers not belonging to the overrepresented
A-type conformation family. Similar to

Gautheret, Major and Cedergren, they
concluded the structural conformational
space of RNA 3-D structures, which could
be sampled by a small number of dinu-
cleotide conformers.

2.2
Nucleotide Interactions

In addition to the covalent linkage, two
nucleotides can be related in 3-D space by
base stacking and base pairing.

2.2.1 Base Stacking
Base stacking involves London dispersion
between two bases that favor an arrange-
ment where one base is stacked on top of
the other. Base stacking can be evaluated
by defining and comparing base planes.
In pyrimidines, a base plane normal vec-
tor can be defined using a right-handed
rotation around the base ring atoms N1,
C2, N3, C4, C5, and C6 (see Fig. 5a). If the
same atoms in the same sequence are used
in purines, then the base plane normal
vector is defined by a left-handed rota-
tion. Considering the normal to the base
plane vector orientations, then base stack-
ing can adopt four different arrangements
(Fig. 5b).

2.2.2 Base Pairing
Base pairing involves the formation of
hydrogen bonds (HB) between hydrogen
donor groups (mainly NH and NH2) and
acceptor groups (mainly CO and N) located
along the base edges. The formation of two
or more HBs induces a quasi-coplanar ar-
rangement of the two interacting bases.
Canonical G=C and A−U Watson–Crick
bps (see Fig. 6) are the most frequent
and dominate RNA folding. Stretches of
stacked Watson–Crick bps adopt the A-
RNA double-helix conformation, and are
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Fig. 5 Base stacking. (a) Straight
upward base stacking between a purine
(below) and a pyrimidine (above). A
base plane in purines is defined in a
left-handed coordinate system (−),
whereas it is defined in a right-handed
coordinate system (+) in pyrimidines.
(b) The four possible relative
orientations of base stacking according
to the direction of the normal vectors to
the base plane, ni (origin base) and nj
(destination base). The bases are
represented by squares and the origin to
destination direction is indicated by
the arrows.
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Fig. 6 Canonical
Watson–Crick base pairs. The
dotted lines indicate HBs.
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called stems or simply helices; they form
the RNA secondary structure. Dynamic
programming is used to determine the
optimal secondary structure of an RNA
sequence, although the optimal and ac-
tual structures can differ considerably.
In general, for simplification, helices
are considered as rigid objects in com-
puter modeling.

Non–Watson–Crick bps, often qualified
as noncanonical, are also present in RNA
3-D structures. All sixteen combinations
with various HB patterns have been
observed. Their number varies, from 20%
of the yeast tRNA-Phe crystal structure

bps to as high as 50% of the LSU bps. The
nucleotides not involved in the secondary
structure have a tendency to stack in
roughly helical conformation and to form
noncanonical bps.

2.2.3 Base Pairing Nomenclatures
The classical and highly referred bp catalog
of Saenger contains 28 base pairing
patterns, which were labeled by roman
numbers. However, roman numbers are
not convenient to human discussions, and
common names were thus given to the
most frequent ones (cf. ‘‘wobble G−U’’,
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‘‘Hoogsteen A−U’’, ‘‘reverse Hoogsteen
A−U’’, ‘‘sheared G−A’’, etc).

Leontis and Westhof proposed a more
formal and systematic base pairing
nomenclature (LW) to simplify discussions
and to suggest bp geometries directly from

the names. They defined for each base
three contact edges: the Watson–Crick
(W), Hoogsteen (H), and Sugar (S) (see
Fig. 7a). The nomenclature is rapidly in-
ferred from a quick observation of the 3-D
structure of a bp, as the edges involved in
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Fig. 7 LW+ base pair nomenclature. (a) The interacting faces and edges of
guanine (G) and cytosine (C) (the same faces and edges were also assigned to
adenosine and uracil). ‘‘S’’ sugar; ‘‘W’’ Watson–Crick; ‘‘H’’ Hoogsteen. The
sphere’s radius is proportional to the represented atom’s proton mass:
hydrogen, nitrogen, and oxygen in ascending size order. Carbons are omitted.
The backbone connects at ‘‘R.’’ The three LW edges are highlighted in dark
bands, forming roughly a triangular shape around the base. The dotted lines
delimit the LW+ faces. ‘‘B’’ stands for a bifurcated hydrogen bond, and ‘‘C8’’ is
used to label an additional possible interaction that occurs only in purines.
(b) The backbone relative orientation. The dotted line represents a plane
perpendicular to an imaginary bp plane. As indicated by the arrows, cis: the
backbone of both bases enters the same side of the perpendicular plane; trans:
the backbones point in opposite sides of the perpendicular plane. (c) The base
pair relative orientation. The curved arrows indicate HBs. The straight arrows
indicate the normal vectors to the base planes, ni and nj (defined in Fig 5).
Straight: the normal vectors point to the same direction; Reverse: the normal
vectors are in opposite directions.
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HB formation can easily be identified. The
vectors formed by N1 (in pyrimidines) or
N9 (in purines) to C1′ in each base comple-
ment the nomenclature by the assignment
of the cis or trans relative orientation of
the bp (see Fig. 7b). Using the LW nomen-
clature, a standard Watson–Crick bp is
referred to as a ‘‘W/W cis’’ bp.

To increase the precision in computer
modeling, Lemieux and Major slightly ex-
tended the LW base pairing nomenclature
by subdividing each edge in faces (LW+),
and resolved small ambiguities introduced
by the formation of single HB bps (see
Fig. 7a). For instance, in LW, a GU wobble
bp is named ‘‘W/W cis’’ (the same as Wat-
son–Crick), whereas in LW+ it is more
precisely named Ww/Ws cis. If the relative
orientation between each base plane nor-
mal vectors is added (‘‘straight’’ is used
for the same orientations, and ‘‘reverse’’
is used otherwise; see Fig. 7c), the bp ge-
ometry described by the nomenclature is
completely unambiguous.

Lee and Gutell proposed an alternative
base pairing nomenclature (LG), after visu-
ally examining the bps present in the LSU
crystal structures of Thermus thermophilus
and H. marismortui. They presented a
topological relationship that starts at the
canonical C=G or A−U cis Watson–Crick
bps, or at the cis wobble G−U bp, and that
extends to 14 families by successive manip-
ulations of the base planes and glycosidic
bond relative orientations: shearing, flip-
ping, reversing, paralleling, or slipping.
The 14 families are the Watson–Crick
(WC), wobble (Wb), slipped Watson–Crick
(sWC), slipped wobble (sWb), reversed
Watson–Crick (rWC), reversed wobble
(rWb), Hoogsteen (H), reversed Hoog-
steen (rH), sheared (S), reversed sheared
(rS), flipped sheared (fS), parallel flipped
sheared (pfS), parallel sheared (pS), and
reversed parallel sheared (rpS).

2.2.4 Structure Annotation
Structure annotation is an activity consist-
ing of symbolic labeling of the nucleotide
conformations and interactions from an
input RNA 3-D structure. Annotated 3-
D structures are simpler to analyze than
3-D coordinates. The annotation of nu-
cleotide conformation is done by inferring
the sugar pucker modes and the glyco-
sidic torsion directly from the nucleotide
torsion angles. The annotation of base
stacking is done by computing and com-
paring the normal base plane vectors.
Finally, the annotation of bps requires the
computation of the HBs followed by the ap-
propriate name assignment from a chosen
nomenclature.

Structure annotation can be done by in-
teractive computer graphics, by looking at
a structure and describing the conforma-
tions and interactions. Structure annota-
tion can also be automated by computer
programs. Using the JUMNA system (see
Sect. 4), Harvey and coworkers have imple-
mented molecular mechanics restraints to
identify bases that stack and pair, but they
did not implement any labeling. Gendron,
Lemieux, and Major have developed a com-
puter program, MC-Annotate, which iden-
tifies geometrically and labels the bases
involved in stacking and pairing. Bases
that stack are identified by applying the
Gabb and coworkers geometrical method.
The bps are identified by applying an
unsupervised machine learning approach
in which three HB geometric parameters
were defined and modeled using a series of
Gaussian distributions. Potential HBs are
identified and are assigned probabilities.
For each identified bp, the probabilities
are used to determine the most likely HB
pattern that applies. It is then easy to assign
the appropriate bp name according to any
of the proposed nomenclatures; although
the current implementation uses the LW+
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nomenclature. The MC-Annotate program
has been made available on the Web,
and can be queried online (currently at
www.lbit.iro.umontreal.ca/mcannotate).

Westhof and coworkers have proposed a
simpler annotation system that was imple-
mented in the RNAView program. Their
annotation is fully based on geometrical
features, and predetermined cutoff val-
ues are used to accept or reject a bp.
The labeling is made according to the
general LW nomenclature. RNAView is
accessible on the Web (currently stored at
www.ndbserver.rutgers.edu/services).

2.2.5 Isosteric Base Pairs
Two bps that preserve a local 3-D structure
are said to be isosteric, and can appear in
evolutionary related structures to preserve
function. Leontis and coworkers have su-
perimposed the geometry of all possible
bps according to their C1′−C1′ distances
and cis/trans base orientations. They then
mapped all 16 combinations to the 12
families of their LW nomenclature, which
resulted in isostericity matrices that can be
consulted on the Web (currently stored at
www.bgsu.edu/departments/chem/RNA/
pages). It was shown clearly from these
studies that all standard Watson–Crick
combinations are isosteric, and the wob-
ble G−U bp is isosteric to the protonated
A−C bp.

Walberer and coworkers proposed to
quantify the isostericity between two bps
by a value reflecting the overlapping of
the four glycosidic bonds, a measure more
representative than the C1′−C1′ distances.
They observed high isostericity values not
only in the helical bps but also in several
all purine and all pyrimide base pair-
ing overlaps. So far, base pairing studies
have supported the hypothesis that evolu-
tion maintains RNA structure more tightly
than sequence. Consequently, covariations

reflecting bp isostericity must be evaluated
when comparing RNA sequences. Accu-
rate sequence comparison requires precise
sequence alignment to ensure that the po-
sitions compared are indeed homologous.
Despite the practical problems, sequence
comparison, from which covariations can
be identified, greatly benefits secondary
structure determination.

2.3
Motifs

The function of RNA is established by
the presence of specific and recurrent
arrangements of base interactions, other
than the canonical stems. Researchers
in the field refer to these arrangements
as motifs. Prior to the resolution of the
LSU, many of these motifs were predicted
from comparative sequence analysis. Short
oligomers containing the predicted motifs
have been experimentally studied, and X-
ray crystallography and nuclear magnetic
resonance (NMR) assays have revealed
their 3-D structures. Later, the motif
structures were confirmed to form in the
crystal structure of the LSU as well.

2.3.1 Motifs and Function
As RNA motifs point to function, the
search for new motifs in the LSU,
and in other previously determined 3-D
structures, has thus become the focus of
several theoretical studies. RNA motifs
are thermodynamically stable and fold
similarly in many different environments,
whether in short or large structures,
suggesting they might be considered
to be the fundamental RNA building
blocks. Consequently, the determination
and prediction of RNA motifs could help
study the RNA folding mechanisms, as
well as predict the native structure of RNA
directly from its sequence of nucleotides.
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There are a limited number of published
RNA motif studies, and they are generally
made by teams of researchers that have
introduced computer formalisms for nu-
cleotide interactions (see Sect. 2.2).

Inside a computer, a data structure
that is convenient to represent RNA
motifs is the graph. An RNA graph
has nucleotide nodes that are connected
by interaction edges. Consequently, the
RNA motif searching problem can be
reduced to matching RNA subgraphs
(putative motifs) to full RNA graphs
(structures). Major and his coworkers have
implemented a motif searching engine,
MC-Search, which uses the annotations
described earlier from the augmented

Leontis and Westhof nomenclature, LW+,
and the computer program MC-Annotate.
The input of MC-Search is the target RNA
subgraph (motif) and the RNA structures
to be scanned.

2.3.2 Sarcin/Ricin Motif
For example, searching for the generic
sarcin/ricin motif (see Fig. 8) in the H.
marismortui 23S and 5S rRNA structures
generates five hits, which share a minimal
RMSD of 0.73 Å (An RMSD of 1 Å or
less is considered very close for structures
of this size.).Note that no coordinates
are given in the input, as the subgraph
for the motif contains only the symbols
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Fig. 8 Sarcin/ricin motif. (a) Base interactions. The LW
annotation is used. The circles indicate the W edge, the squares
the H edge, and the triangles the S edge. The white circles,
squares, and triangles indicate the trans backbone orientation,
whereas the black symbols indicate the cis backbone orientation.
(b) RNA graph used for the input of MC-Search to find the
sarcin/ricin motifs in H. marismortui 23S and 5S rRNA. ‘‘a’’
indicates sequence adjacency and ‘‘s’’ indicates base stacking.
The letters that label the edges correspond to the LW base
edges. ‘‘N’’ stands for any base. (c) Stereo view of five
superimposed motifs matched by MC-Search. The hydrogen
atoms were omitted.
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representing each nucleotide interaction.
These motifs were also found by Leontis
and his coworkers by visual examination.
Interestingly, bp S/H Ua1Cb4 can be
substituted by an S/H C−C or G–A bps,
as seen in other instances of the motif;
represented by the generic S/H N−N
interaction in the RNA graph of the
motif (see Fig. 8b). These three bps
belong to the same isosteric family, as
discussed in Sect. 2.2.5, and as confirmed
by the very small RMSD. Furthermore,
if we remove the nonadjacent stacking
interactions, Aa2Ua4 and Aa5Ab2, from the
target motif, a sixth motif occurrence is
found. The new motif instance, which
does not include the nonadjacent stacking
interactions, shares a RMSD of 5.2 Å with
the five others, strongly suggesting the
nonadjacent stacking interactions are a
requirement of the sarcin/ricin motif.

The SCOR (structural classification of
RNA) database contains several examples
of published and visually identified RNA
motifs and their references to the appro-
priate 3-D structures.

3
Structure Building

There are two major approaches to RNA
3-D structure modeling: folding and as-
semblage. Folding methods start with an
initial model, usually extended or random-
ized. The initial model is then successively
modified until a final and satisfactory
model is identified. The conformational
space of folding methods is defined by the
number of models that can be reached
from the modifications.

Molecular mechanics is a folding
method that uses an objective function
to evaluate the succeeding models and
guide the modifications toward optimal

states. Harvey and his coworkers have de-
veloped an objective function for RNA
that is mainly composed of experimen-
tally determined nucleotide interaction
constraint terms in order to emphasize
their formation in the final models. They
defined in their computer modeling sys-
tem, YAMMP, one to five points per
nucleotide to simplify the folding opera-
tions, as they wanted to apply it to large
RNAs. Other terms in the objective func-
tion were present to ensure the appropriate
stereochemistry of the models. YAMMP
has been used by Harvey and coworkers to
model the subunits of the ribosomal RNA
in the early 1990s.

Assemblage methods start from scratch.
The components of the RNA are assem-
bled using construction operators that
place them in 3-D space, relatively to the
other already positioned components. In
this section, we describe automated and
interactive assemblage methods, as they
are the two variants that were mainly em-
ployed in the last 10 years to propose RNA
3-D structures. We will describe MC-Sym, a
constraint satisfaction problem solver, and
MANIP an interactive computer graph-
ics system.

In Sect. 3.1, the constraint satisfaction
problem is introduced. In Sect. 3.2, the
search space of RNA 3-D structures is
defined. In Sect. 3.3, the backtracking al-
gorithm to solve the RNA CSP (constraint
satisfaction problem) is presented, and, in
Sect. 3.4, the interactive computer graph-
ics approach is described.

3.1
Constraint Satisfaction Problem

The RNA 3-D structure building problem
can be described in terms of a more
general problem, well known by com-
puter scientists: the constraint satisfaction
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problem or CSP. The CSP is defined
by a set of variables that need to be
assigned discrete values from finite do-
mains to satisfy a set of predetermined
constraints. The number of variables and
the size of the domains define the CSP
search space. Solving the CSP consists in
finding one, many, or all possible assign-
ments that respect the constraints. The
constraints are applicable to one or more
variables and restrict the number of possi-
ble assignments.

A classical CSP is the 8-queen problem: 8
queens must be positioned on a standard
8 × 8 checker board in such a way that
each queen is safe from the others. In
the 8-queen problem, we have 8 variables
(the queens), the 64 possible positions
for each queen, and three constraints;
two queens cannot be positioned in the
same row, column, or diagonal. There are
92 solutions to this problem; 92 ways
of positioning 8 queens on a regular
8 × 8 checker board so that no queen can
attack another.

3.2
Search Space

3.2.1 Nucleotide Frames
To help visualize RNA search space,
consider an RNA structure as a set of
nucleotides that are all related to each
other by spatial transformations composed

of rotations and translations. Major and
coworkers have parameterized nucleotide
transformations by defining a local base
referential, or frame, whose origin is
placed on the terminal nitrogen atom (N9
for purines and N1 for pyrimidines), and
XY plane aligned to the base plane (see
Fig. 9a).

The frame of a base, A, is represented
by the 4 × 4 homogeneous transformation
matrix, OTA, that encodes the transfor-
mation (rotation and translation), which
applied to the global origin, O, results in
the frame of base A. Symmetrically, ap-
plying the inverse matrix of A’s local base
frame, OTA

−1, results in O. From the local
base frames, one can compute the transfor-
mation matrices that relate any base inter-
actions in an RNA 3-D structure. Consider
the bp in Fig. 9a, the relative transforma-
tion from frame A to frame B is expressed
by the product ATB = OTA

−1 × OTB.
Now, to reproduce an observed relation,

MTN, when M is already positioned, we
apply the transformation OTN = OTM ×
MTN to the coordinates of base N. First, we
need to place N in M’s frame, by using
the transformation MTN, and, second,
since N is now local to M, we move
N by the global frame of M, OTM (see
Fig. 9b). The coordinates of base N in
the previous example are assumed to
be expressed in the global O, a task

Fig. 9 Base frame transformation. (a) Base
coordinate frame transformation. The base A and
B local referentials (frames) and the origin global
referential are shown using small bold axis
systems. The frame transformation, ATB, allows us
to express the B to A relation independently of the
position of base A and of the global referential, O,
and can be computed directly from base A and B
frames, OTA and OTB. (b) Application of base
frame transformations. Base N is first put in the

OTA OTB

ATB = OTA
−1·OTB

BA

O

OTM MTN

OTN = OTM · MTN

O

M

N

(b)(a)

local referential of base M, by using the base frame transformation MTN, and then to the global
referential by using the base frame transformation OTM.
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that can be precomputed to accelerate
building.

3.2.2 Variable Assignments
The building procedure consists in po-
sitioning n bases using n − 1 transfor-
mations, and can be represented by an
ordered spanning tree of the RNA graph
(see Fig. 10). The n − 1 transformations
are mapped to the edges of the spanning
tree, which define the CSP variables. In
Major’s laboratory, a computer program
has been designed to extract the frames of
all nucleotides in available RNA structures,
and then using the frame manipulation
given above, to produce a database of
RNA base relative transformations. The
list of 4 × 4 matrices (mainly obtained
from the structures of high resolution in
the PDB and NDB) is mapped to each
type of nucleotide interactions described
in Sect. 2.2.

The RNA CSP search space is thus
defined by the Cartesian product of the
transformation matrices from the database
that can be assigned to each edge in
the spanning tree of the RNA graph.
In practice, the relevant characteristics
of each interaction are specified by the
user. The computer modeling program
synchronizes with the database to extract
a set of transformations that optimizes
the search space according to the user’s
characteristics. The other task of the user
is to define the ordered spanning tree, as
only one tree is solved by run. If several
trees need to be considered, then they must
be defined and searched independently.

3.2.3 Building a GNRA Tetraloop
Consider modeling the 3-D structure of the
5′-CGGGAG-3′ sequence. The task of the
user, as mentioned earlier, is to introduce
an ordered spanning tree of the RNA graph
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Fig. 10 MC-Sym search space for the GNRA motif. (a) Base
interactions. The annotations follow LW (as in Fig. 8). (b) A user
chosen ordered spanning tree and edge characteristics for (a). ‘‘a’’
stands for sequence adjacency, and ‘‘s’’ for stacking. The shaded
base is the spanning tree root, or modeling reference. (c) MC-Sym
database communication. The transformation set for each edge in
the spanning tree is extracted from the nucleotide frame
transformations database. The ith edge translates in query(i),
which returns transformation set Ei. (d) Search space. The
Cartesian product of the transformation sets defines the search
space, and MC-Sym is ready for backtracking.



RNA Three-Dimensional Structures, Computer Modeling of 621

of Fig. 10(a), by employing the symbols
described in Sect. 2.2. Figure 10(b) shows
one possible ordered spanning tree of
this RNA graph. The input spanning
tree instructs MC-Sym to obtain from the
database the transformations that match
the input characteristics of each interaction
edge in the tree (Fig. 10c), defining this
modeling problem’s search space.

Here the user selected the G in the Wat-
son–Crick bp as the root of the spanning
tree. Figure 10(d) shows the user chosen
order in which MC-Sym will build the
structures. The C of the Watson–Crick bp
is placed from the G using W/W cis trans-
formations. The edges are labeled E1 to E5.
E1: given C is placed, the G of the G–A bp
is positioned by applying adjacent/stack
transformations from the C in the Wat-
son–Crick bp. E2: the G of the G−A bp
is positioned by applying adjacent/stack
transformations from the C in the Wat-
son–Crick bp. E3: the A of the G–A bp
is positioned by applying S/H cis transfor-
mations. E4: the G that stacks on top of the
A in the G–A bp is placed by applying ad-
jacent/stack transformations. Finally, E5:
adjacent/stack transformations are also ap-
plied to get the final G in the tree.

3.3
Backtracking

In the MC-Sym’s search space defined
earlier, one transformation assigned to
each edge in the spanning tree places
the bases of the structure in 3-D space.
The chosen transformations are applied
systematically to the edges of the ordered
spanning tree. However, what happens if
an assignment creates atomic clashes in
the structure? MC-Sym includes atomic
clashes as constraints to be satisfied,
typically by defining a distance threshold
of 1 Å on all atoms. Consequently, the

constructions containing atoms positioned
closer than 1 Å apart are eliminated.

When a constraint is not satisfied or
all transformations for a given edge have
been tried, MC-Sym returns (backtracks) to
the last assigned edge (variable). The next
transformation is selected and the search
continues until all transformations have
been tried for each edge.

3.3.1 Experimental Constraints
User constraints that address the nu-
cleotide conformations, such as sugar
pucker modes, glycosidic torsions, atomic
distances, bond angles and torsions, or
base interactions can also be added to the
constraints to ensure the generated struc-
tures include the structural features that
were observed experimentally or predicted
theoretically.

Theoretical bps can be derived from sec-
ondary structure, covariation and tertiary
interaction predictions. Experimental bps
can be derived from site-directed mutage-
nesis, a palliative to the lack of sequence
variation. Monitoring of the RNA activity
while specific and strategic bases are re-
placed can detect base interactions. The
use of modified nucleotides can detect the
participation of specific chemical groups,
such as hydroxyls, phosphates, oxygens,
amino, and imino, in the activity and
interactions. The use of chemical mod-
ifications can provide enough data for
the construction of accurate local sites,
and in particular catalytic sites. Chemical
and enzymatic probes cleave at specific
sites or attack specific groups that are
exposed to the solvent. The results of
such probing are highly qualitative rather
than quantitative, but, nevertheless, have
been used to confirm secondary and ter-
tiary structure elements of several RNAs.
Cross-linking regions of an RNA by cre-
ating artificial covalent bonds, using for
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instance UV irradiation, allows one to es-
tablish the proximities of some atoms and
nucleotides that can then be used as pow-
erful constraints in RNA modeling. NMR
is a powerful technique that provides pre-
cise interatomic distances that can then be
translated easily in nucleotide conforma-
tion and interaction characteristics.

3.3.2 Search Tree and Time Complexity
The time complexity of the backtracking
algorithm is exponential in both the
number of edges (N) and the number
of transformations for each edge (M).
The backtracking procedure develops a
search tree, where each node is a partial
assignment. The depth of the search
tree is determined by N, and its width
is determined by M. When a partial
assignment is invalidated, the portion
of the search tree under the current
assignment node is pruned, as no valid
solution can exist in that portion of the
search tree. Assuming the complexity for
checking partial assignments is constant,
the time for completing a search is
reduced proportionally to the efficiency of
pruning the search tree. Consequently, in
practice MC-Sym applies to small or highly
constrained RNAs.

3.3.3 Backbone Construction
How is the backbone handled? So far,
we have paid attention to the bases and
their interactions. Here we turn the focus
to the backbone. In the original versions
of MC-Sym, the whole nucleotide (base,
phosphate group, and ribose) was moved
with the base transformations. In this
context, the nucleotide was considered
a rigid body sampled by various atomic
coordinates, corresponding to the sugar
puckers modes and glycosidic torsions
specified by the user (see Sect. 2.1).

The nucleotide conformation sampling
increased the search space. The use of
rigid nucleotides created an additional
constraint to be verified, the length of
the O3′-P bond, which connects two
consecutive nucleotides in the sequence.

However, the results of recent studies
on RNA backbones by Thibault and Major
have shown that a more efficient approach
can be adopted, where no sampling of
the nucleotide conformation database is
needed. The motivation came from the
hypothesis that the forces involved in the
formation of the bps drive RNA folding and
constrain the backbone bends and twists to
adopt conformations that satisfy the base
pairing arrangement. In other words, the
backbone conformation is a consequence
of base pairing.

The new RNA 3-D structure building
engine positions only the actual rigid
components of the nucleotides: the bases
and phosphate groups. The coordinates of
the interconnecting riboses are generated
from an optimization process in constant
time. The lengths of the bonds that link the
phosphate groups to the ribose replaces the
former O3′-P adjacency constraint during
the backtracking. The absence of backbone
sampling considerably reduces the size of
the CSP search space, while simplifying
the task of the user since no nucleotide
conformation characteristics need to be
input. Note, however, that constraints on
the backbone can still be described and
are checked.

3.3.4 Cycles of Interactions
The introduction of the spanning tree
to generate RNA 3-D structures implies
a conceptual pitfall. In the RNA graph,
the structural information in the edges
that are not covered by the spanning
tree is not contributing to the building.
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Take for example the construction of two-
stacked Watson–Crick bps. One spanning
tree would employ the two base pair-
ing edges and only one stack edge. The
solution structures could then include
Watson–Crick bps that stack on one side
only. User constraints need to be intro-
duced to make sure the stack information
of the dropped edge is satisfied. However,
ad hoc user constraints to represent sophis-
ticated geometrical concepts such as base
stacking or pairing are difficult to define.

Lemieux and Major have designed a
structure building approach that addresses
cycles of base interactions to overcome
this pitfall. They realize that successive
applications of edge transformations in
a cycle results in the identity matrix.
Consequently, a solution to the cyclic
structure building problem is defined by
the assignment of a transformation to
each edge in the RNA graph so that
for each cyclic subgraph the product
of the transformations is close to the
identity matrix.

3.3.5 Probabilistic Search
Exhaustive searches for all valid RNA 3-D
structures are useful to analyze the pos-
sible alternative folding of an RNA. How-
ever, sometimes only a single valid struc-
ture is desired rather than all possible ones.
Recent works on MC-Sym have shown that
a probabilistic search algorithm generates
valid structures more rapidly and with an
increased diversification rate than the de-
terministic backtracking. The probabilistic
algorithm successively selects a transfor-
mation at random. If a partial construction
is invalid, then a fixed size backtracking
search is launched. The backtracking runs
until the constraints are satisfied, or until
a maximum number of backtracking steps
is reached. In the former case, the ran-
dom assignments resume to the next edge

in the RNA spanning tree. In the latter
case, the current valid substructure is lost
and the probabilistic search restarts at the
first edge.

Benchmark results indicated that the
probabilistic approach accelerates the gen-
eration of valid RNA 3-D structures if the
search space is increased up to a critical
point. This particular feature of the prob-
abilistic search allows us to efficiently ex-
plore fine-grained conformational spaces.
Exhaustive exploration of a coarse-grained
search space, or nonexhaustive exploration
of a fine-grained search space, is always a
choice the modeler can make.

3.3.6 Building by Fragments
As in many problems, the ‘‘divide and
conquer’’ paradigm has proven useful in
RNA 3-D structure building. The divide-
and-conquer algorithm splits a complex
problem in many smaller and simpler
to resolve subproblems. The solutions
of the smaller problems are then joined
together to compose the solutions of the
larger problem. RNA structures can be
easily split into smaller fragments that can
be modeled independently, and then the
small models for each fragment can be
merged to form the larger structure.

MC-Sym can manipulate a fragment in
the same way it manipulates a single base,
by selecting one base of the fragment
to define its local frame as seen in
Sect. 3.2.1. The fragment coordinates can
either be preconstructed by MC-Sym
modeling, or extracted from a structure
database. Fragment building of RNA 3-
D structures is a direct application of
RNA 3-D motif searching (see Sect. 2.3).
In Major’s laboratory, different ways of
fragmenting RNA graphs are studied. They
will eventually put together their results to
provide a database of RNA fragments that
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will fit an automated fragmentation of any
RNA 3-D graph.

Consider the example in Fig. 11. The
sarcin/ricin RNA graph can be fragmented
in five independent and cyclic subgraphs.
Each cyclic fragment can be solved inde-
pendently by the cyclic RNA 3-D structure
building approach. The final structure is
the result of merging the independent

solutions by applying transformations that
superimpose the common edges.

3.4
MANIP: Interactive Computer Graphics

An alternative to automated RNA 3-D
structure building is to use interactive
computer graphic systems, where the
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Fig. 11 Sarcin/ricin motif revisited. (a) RNA graph. See caption of
Figure 8b. (b) Cyclic subgraphs. The fragmentation of the
sarcin/ricin RNA graph results in five independent cyclic subgraphs.
(c) 3-D structure. The independent results for each fragment are
merged together to produce the motif 3-D structure. The dotted
lines indicate the nucleotides shared by two fragments, and that
need to be superimposed to construct the final structure.
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user can interactively manipulate RNA
structures and fragments in 3-D space.
Such systems also allow the user to
build and assemble RNA fragments in
complete and larger RNA structures.
Stereo chemical constraint and force fields
are dynamically applied to limit the user to
valid manipulations and buildings.

A popular system is MANIP, developed
by Massire and Westhof. MANIP’s graph-
ical interface gives the user the flexibility
that is needed to create and move frag-
ments by using the desktop keyboard
and mouse, or more sophisticated in-
put devices such as dials and wheels.
The user’s ‘‘artworks’’ are refined by ap-
plying integrated molecular mechanics
minimization, here NUCLIN–NUCLSQ.
Minimization ensures a correct stereo-
chemistry at the nucleotide conformation
level, removes the bad atomic contacts,
and corrects the bad bond angles and tor-
sions. The force fields implemented in
NUCLIN–NUCLSQ was especially devel-
oped for RNAs.

The refinement step also allows for the
identification of potential HBs and bps by
matching their geometries to a database of
known bps. Systems like MANIP are lim-
ited by the content of their database, here
predefined fragments and bps. The major
drawback of such interactive systems is
the need for in-depth knowledge of RNA
3-D structure combined with strong expe-
rience in RNA 3-D modeling. But still, the
MANIP system has proven useful in the
context of sketch modeling to provide ini-
tial insights and starting points for further
sharper modeling and structure determi-
nation projects.

ERNA-3D is another interactive system
that was developed by Mueller and Brima-
combe. It was applied to the modeling of
the 3-D folding of the Escherichia coli 16S

rRNA that fitted a 3-D electron microscopic
map at a resolution of 20 Å.

4
Refinement

The structure building methods presented
in Sect. 3 are mainly based on geometrical
parameters and use rigid and discrete
partitioning of RNA atomic structures.
There is a need for further refinement of
the resulting structures, and to fix the RNA
internal geometry such as covalent bond
lengths, angles, and torsions. Molecular
dynamics fill this need.

The classical approach to simulate the
molecular dynamics of RNA is to model at
the atomic level the force fields that apply.
This is achieved by developing an empir-
ical model of potential energy function
describing the known physical properties
of RNA structures. The Newton’s classical
motion equations are applied and solved
over discrete time steps from the evalua-
tion of derivatives of the potential energy
function. The equations can be solved by
numerical optimization or heuristic meth-
ods. As shorter time steps are needed to
obtain a reliable simulation, more steps
need to be evaluated to reach energy min-
ima. The input RNA 3-D structures of
molecular dynamics need to be of good
precision, which is not always possible due
to the approximations made in modeling.
Molecular dynamics can only be used as
an RNA 3-D structure building procedure
when a large number of precise constraints
are known, such as to resolve NMR struc-
tures, and is rarely used as a modeling
tool otherwise.

The critical part of a molecular dynamics
simulation system lies in force field mod-
eling. Three energetic interactions prime
the force field: (1) a bonded interaction
term, (2) a nonbonded charged interaction
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term, and (3) a nonbonded noncharged
interaction term. Bonded interactions re-
sult from distortions in covalently bonded
atoms, and are measured by bond length,
angle, and torsion variations from empiri-
cal data. Nonbonded charged interactions
result from Coulomb electrostatic forces
between charged atoms. Finally, a dis-
persion–repulsion force occurs between
nonbonded and noncharged atoms by in-
duced dipole–dipole interactions, and is
often modeled by a Lennard–Jones po-
tential, which is lightly attractive as two
uncharged molecules approach from a dis-
tance, but is strongly repulsive when they
are pushed close to each other.

Amber (assisted model building with en-
ergy refinement) is a widely used force field
implementation. It was initially param-
eterized for proteins, but more recently
a generalization has made it convenient
for any organic molecule. The molecu-
lar dynamics simulation program JUMNA
(JUnction Minimization of Nucleic Acids),
has been developed specifically for nu-
cleic acids. JUMNA has two additional
terms to its potential energy function to
restrain base pairing and stacking. Lav-
ery and his colleagues have implemented
a harmonic potential energy function to
consider explicitly the geometrical prop-
erties of base stacking and pairing. The
base center-to-center distances and angles
are measured between the base normal
vectors, which parameterize stacking inter-
actions. HB lengths and the donor acceptor
angle are used to parameterize base pair-
ing interactions.

5
Applications

This section is dedicated to applications of
computer modeling of RNA 3-D structure.
Section 5.1 introduces applications that

employed MC-Sym, whereas Sect. 5.2 dis-
cusses applications of MANIP. The appli-
cations in each subsection are introduced
chronologically.

5.1
MC-Sym

5.1.1 Yeast tRNA-Phe (1993)
The classical benchmark of computer
modeling of RNA 3-D structure is the
yeast tRNA-Phe. In 1993, Major and
coworkers demonstrated some capabilities
of their computer modeling system MC-
Sym by modeling the benchmark with
great atomic precision. They generated
26 different structures sharing RMSD
with the X-ray crystal structure from 3.1
to 3.8 Å, prior to their postprocessing
refinement by energy minimization. They
introduced other structural information
that was available in the 1960s: the
secondary structure, and the U8–A14,
G9 = C56, G10–G45, U54–A58 bps. They
also assumed stacking between the amino-
acceptor and D-stems, as well as between
the anticodon and T stems. The loops
were modeled independently and only the
best loop structures (smallest RMSD with
the crystal) were kept and appended to
the general construction. A key constraint
to obtain L-shaped structures was bp
U8–A14, as determined by UV irradiation
cross-linking. The theoretical size of the
search tree defined by the input of
the tRNA constraints is 1026 nodes.
The constraints pruned the search tree
efficiently and only about 105 nodes were
explored by the backtracking algorithm.
In the 1960s, the most successful model
was built by Levitt who proposed parallel
coaxial stems (amino-acceptor stem and
D-stem stack on each other and are
positioned parallel to the anticodon stem
and T stem that stack on each other)
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rather than the typical L-shape of the
crystal structure. The efficiency of the MC-
Sym search was astonishing, and could
be explained by the fact that a limited
number of transformations were available,
including a large fraction from the tRNA;
the only large RNA structure at that time.

Nowadays, with the availability of many
more high-resolution RNA structures, in
particular the LSU, the transformation
database (see Sect. 3.2.2) has grown to
the 104 entries, ideal to test the new
probabilistic version of the modeling

program. Therefore, using the same input
as in 1993, the probabilistic search method
found 80 different 3-D structures exploring
a search tree of 1038 nodes during seven
days. The RMSD between the generated
structures and the crystal structure range
from 5.2 to 12.6 Å and were much higher
than for those obtained by Major and
coworkers in 1993. However, if the RMSD
is evaluated among the stem regions only
(loops removed), then the value range
is 2.3 to 9.9 Å (see Fig. 12). Thus, the
main structural differences with the 1993

D-stem loop

T-stem loop

Anticodon
stem loop

Acceptor
stem Extra loop

(b)

(c)

(a)

Fig. 12 Yeast tRNA-Phe. (a) Backbone representation of the crystal
structure. The thin lines indicate secondary structure bps, and the
thick lines indicate tertiary bps. (b) Backbone representation of the
model, as generated by MC-Sym (probabilistic version).
(c) Superimposition of the crystal structure and model. Dark
backbone: crystal; light backbone: model. All atom but H in all
nonloop nucleotide RMSD: 2.3 Å.
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models are in the loops. No constraints
were specified in the probabilistic search,
whereas in the 1993 models, the loops were
fine-modeled prior to the global search.
The probabilistic search method found
better solutions and generated a greater
diversification of structures. Observations
of the generated structures revealed that
the base pairing between U8 and A14
is most represented among the tertiary
interactions, supporting the 1993 claim
that this base pairing is sufficient to
determine the L-shaped tRNAs.

5.1.2 Ribonuclease P RNA (1996–1999)
Nolan in Pace’s laboratory modeled the
L14-P8-L18 (GNRA–helix–GNRA) junc-
tion in the RNase P RNA. The base
pairing geometry linking the three frag-
ments was inferred from aligning and
comparing sequences of a large naturally
occurring microbial population of RNase
P RNA–encoding genes. Easterwood and
Harvey extended the RNase P RNA model-
ing. In E. coli, they proposed structures of
the 15/16 bulge, and in Bacillus subtilis,
they built models of the binding be-
tween RNase P RNA P15 and a pre-tRNA.
Schmitt applied the results of comparative
sequence analysis and chemical modi-
fications to generate 3-D structures of
the RNase mitochondrial RNA processing
(MRP). The modeled MRP RNA structure
reveals two main structural domains, one
highly conserved among all MRPs and
RNase P RNAs, and the other only present
in MRPs.

5.1.3 Hairpin Ribozyme (1999)
The hairpin ribozyme is a small catalytic
RNA, which acts as an endonuclease that
catalyzes a reversible sequence-specific
cleavage reaction within a substrate RNA.
Lambert in Major’s laboratory initiated the

modeling of the hairpin from a previously
MANIP built 3-D model provided by West-
hof and coworkers, as well as preliminary
structural data provided by the laboratory
of Burke. Preliminary structures gener-
ated by MC-Sym revealed the formation of
a possible base triple (a single base simul-
taneously paired to two other bases) involv-
ing a nucleotide in the substrate that was
considered to be immutable. The presence
of the triple was verified and explained
the immutability of the substrate base. In
order to change the base in the substrate
and to preserve the triple formation that
was necessary to the activity, the two other
nucleotides would have to be changed si-
multaneously to preserve the isostericity
of the triple. Active hairpins were made
by mutagenesis experiments that included
isosteric triples. Other mutants that con-
tained nonisosteric combinations were not
active, confirming the hypothesis. Further
theoretical and experimental modeling
predicted the D-shaped conformation of
the hairpin’s substrate, as well as the
complete hairpin structure and its precise
chemical reaction mechanism. Recently,
the same research team has determined a
new active minimal hairpin by modifica-
tions and deletions of key helical elements
within the two independent folding do-
mains using cleavage activity experimental
monitoring and MC-Sym modeling.

5.1.4 Leadzyme (1998–2001)
The leadzyme is an RNA molecule that
is issued from in vitro selection of au-
tocatalytic cleavage with lead ions using
a library of yeast tRNA-Phe fragments.
The leadzyme contains an asymmetric in-
terior loop composed of six nucleotides:
C1C2A3G4 on the 5′ side and G7A8 on
3′ side (see Fig. 13a). The leadzyme au-
tocleaves in the presence of lead ions.
Starting with the secondary structure and
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Fig. 13 Leadzyme. (a) Secondary structure. The nucleotides forming the
catalytic site are numbered and colored. The scissile phosphate is the one of C1
(red). G2 and A3 are not involved in base pairing (green). G4 participates in the
triple formation (black). The three nucleotides on the 3′ side of the catalytic core
are colored yellow. (b) Crystal structure. (c) NMR structure. (d) Model. The
colors defined in (a) apply to (b), (c), and (d). All atoms but H are shown. The
phosphodiester chains are shown by a line tracing the P atoms. (See color plate
p. xl.)

eight leadzyme variants (slightly mutated
sequences), Lemieux and coworkers had
first proposed an active conformation of
the leadzyme that included C1 –A8 and
G4 –G7 bps. They applied a modeling pro-
tocol based on the intersection of confor-
mational space of functionally related RNA
sequences. The protocol computes the in-
tersection of all consistent 3-D structures
of the active sequences, and then works by
elimination under the assumption that all
leadzyme sequences should have the same
active conformation.

Chemical modification assays address-
ing the specific atomic groups involved
in the base interactions predicted in the
model were performed, and they con-
firmed base pairing involvement of three
out of the four bases. None of the chem-
ical groups on A8 were found to be
important to the catalytic activity of the
leadzyme, whereas the chemical groups

of C1 normally involved in Watson–Crick
interactions were found to be important.
Consequently, a new Watson–Crick part-
ner was needed for C1. Interestingly,
the predicted G4 –G7 bp left the Wat-
son–Crick groups of G7 exposed to the
interior loop, ready to form partnership
with C1. The base triple C1 –G7 –G4 was
thus proposed to be formed in a step of
the cleavage activity, as its structure allows
all atoms thought to be involved in the cat-
alytic reaction in the right configuration for
an SN2 catalytic reaction mechanism (see
Fig. 14). David and coworkers then com-
pared Lemieux and coworkers’ 3-D model
of the catalytic leadzyme with the X-ray
crystal structure of Wedekind and McKay,
and the NMR structure of Hoogstraten and
coworkers (see Fig. 13). In the model, all
catalytic core nucleotides are C3′-endo anti,
except for the C1 C2′-endo anti conforma-
tion. The crystal structure agrees on the
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Fig. 14 Leadzyme catalytic core. The circle in the middle indicates the
predicted position of the lead ion. The arrow points to the attacked
2′OH. The dotted lines indicate lead ion coordinations.

nucleotide conformations with the model,
except for the G4 C1′-exo syn conforma-
tion. The NMR structure disagrees with
the crystal and model for all nuleotides
on the 5′ side of the catalytic core: C1

C3′-endo anti, G2 C2′-endo syn, A3 C2′-
exo anti, and G4 C1′-exo anti. The three
structures agree on the stacking of A3/G9,
as well as on the nonstacking between
G7 and A8. The main difference in the
base pairing between the model and the
experimental structures is the base triple
C1 –G7 –G4, supported by chemical modi-
fication data. The experimental structures
pair C1 to A8, even though chemical modi-
fication data did not identify any important

chemical group for the catalytic activity on
A8, and did not show any base pairing
between G4 and G7, in which chemical
groups were shown to be important for the
catalytic activity.

The model and crystal structures were
found to be more stable to maintain their 3-
D structures, as determined by molecular
dynamics. A fitness function to evaluate
SN2 propensity can be defined with
the angle formed between O2′ –P–O5′
and the distance between the O2′ and
P atoms. An angle of 180◦ and a
distance of 3 Å represent the structure
with an optimal rate of transesterification.
Again, the crystal structure and the
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model maintain the SN2 configuration
during molecular dynamics, although the
theoretical model fit slightly better than
the SN2 conformation.

5.1.5 Escherichia Coli 16S rRNA
Fragments (2001)
Starting from the secondary structure,
Dolan and coworkers modeled 58 differ-
ent fragments of E. coli 16S rRNA using
MC-Sym. They then added structural infor-
mation inferred by chemical modification
and covariation analysis. They assumed
and favored the A-form helix conformation
in nonhelical regions, and where no base
pairing was inferred. The MC-Sym gen-
erated structures were refined by energy
minimization using the Insight II suite of
molecular modeling programs. The result-
ing fragment structures confirmed several
structural inferences that were previously
made in other rRNA studies, such as the
presence of a central pseudoknot joining
the three major domains of the ribosome’s
small subunit.

5.1.6 Prohead RNA (1998–2002)
A 174-nucleotide RNA has been shown
to play an essential role in the DNA
packaging of bacteriophage 29 in B. sub-
tilis. From these 174 nucleotides, only a
subsequence of 120 is necessary for effi-
cient packaging. A preliminary secondary
structure was proposed from comparative
sequence analysis of sequences related
to B. subtilis phages, and confirmed by
directed mutagenesis experiments. Nu-
cleotides 22 to 84 play an important role
in prohead binding, as was determined
by ribonuclease footprinting. The sub-
units were experimentally observed by
electrophoresis gels and were shown to
exist in hexamers. In order to further
understand the specific packaging mech-
anism of this bacteriophage, MC-Sym

was used to propose 3-D structures of
this RNA.

The hexamer structure was determined
to be circular, and composed of six copies
of the same monomer structure. The
monomers interact in the hexamer con-
formation by kissing nucleotides, as deter-
mined by comparative sequence analysis.
By defining a transformation matrix, M,
from an overlapping nucleotide in two con-
secutive monomers, Major and coworkers
were able to select possible monomer
structures that allowed for the formation
of a cyclic hexamer, those satisfying the
constraint M6 ≈ I. Other structure deter-
mination attempts include the application
of electron microscopy of the hexamer, of
X-ray crystallography of crystals adopting
pentamer conformations, and of computer
modeling of the dimer.

5.1.7 Red Clover Necrotic Mosaic Virus
Bimolecular Complex (2004)
Guenther and coworkers at the North Car-
olina State University have studied the
RNA–RNA structural interaction between
the Red clover necrotic mosaic virus and
the capsid protein subgenomic protomer
that enables subgenomic RNA synthesis
transactivation. This interaction was pre-
dicted by mutagenesis, but its precise 3-D
structure was still unknown. Starting from
NMR data of an in vitro RNA oligomer,
they applied MC-Sym to solve the NMR
constraints and to build 3-D models of
the RNA–RNA interaction. They found a
G–U wobble bp needs to be broken in
the viral RNA structure to stabilize base
pairing with the binding RNA.

5.2
MANIP

5.2.1 Group II Intron (2000)
Group II introns are known to recognize
their 5′ exon by binding two exon
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sequences (ESB1 and ESB2) by 6 bps re-
spectively, and with two regions at the
3′ end of the 5′ exon (ISB1 and ISB2).
Costa, Michel, and Westhof have mod-
eled the complex between the exons, their
binding sites, and the intron’s domain V
using structural data obtained from chem-
ical footprinting, comparative sequence
analysis, and the application of the MA-
NIP modeling program. It was shown
that reverse splicing of the group II in-
tron is largely facilitated in the presence
of a base pairing between the nucleotide
5′ of the ESB1 sequence (δ) and the 3′
exon (δ′). Applying computer modeling,
Costa and her colleagues have proposed
an alternative interaction pattern, where
δ is base paired with the 5′ side of an
interior loop within domain I, while the
former δ′, renamed IBS3 for clarity, was
suggested to base pair with the 3′ side
of the same interior loop (ESB3). Kinetic
analysis showed that the new δ–δ′ inter-
action is still needed to facilitate binding
of the 5′ exon with the intron, while the

ISB3–ESB3 interaction ensures an effi-
cient exon ligation.

5.2.2 Hammerhead Ribozyme (2003)
The hammerhead ribozyme is a small
RNA whose structure was extensively
studied, mainly because of potential ther-
apeutic properties. The hammerhead has
a conserved catalytic core structured by
the three-way junction of three helices,
which confers its cleavage activity in
high Mg2+ concentrations. Using site-
directed mutagenesis data, Khvorova and
coworkers identified additional conserved
sequence elements outside the core that
were necessary to initiate cleavage in
low Mg2+ concentration. Different ham-
merhead sequences were in alignment
showing that these critical nucleotides
were present in the hammerhead’s hair-
pin loops I and II, capping two of the
core helices. Using this information and
a crystal structure of the hammerhead,
a 3-D model was built with MANIP.

Loop II
Loop I

Three-way
junction

Fig. 15 Stereo view of a 3-D model of the hammerhead
ribozyme. The model was generated by using MANIP. All
atoms but H are shown. The phosphodiester chain is shown
by a line tracing the P atoms. The modeled interaction
between loop I and II can be seen. (Courtesy E. Westhof.)
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The model showed H/H and S/S bps
between the conserved nucleotides in
loops I and II (see Fig. 15). They con-
cluded that these noncanonical loop–loop
interactions were necessary to activate
the cleavage mechanism in low Mg2+
concentrations.

6
Perspectives

In the last 10 years, we have seen more
modeling than ever, produced mainly from
two RNA 3-D structure computer model-
ing systems: MC-Sym and MANIP. With
MC-Sym, we are now close to a genera-
tion of computer programs that produce
3-D structures from a simple description
of RNA structural data. In the near fu-
ture, it is expected that RNA structure
specialists will agree on more formalism
to describe and unify all RNA abstrac-
tions unambiguously. Such formalisms
will come from the result of multi-
disciplinary efforts involving computer
scientists, biophysicists, and molecular
biologists. As our knowledge of RNA
3-D structure increases, our ability to
develop computer modeling systems to
address the RNA theoretical flexibility will
become better. After all, the success ob-
tained with MANIP strongly suggests the
existence of a precise and accurate for-
malism, in which automated modeling
should produce high-precision models in
efficient ways.

See also Protein Modeling;
Ribozymes; RNA Secondary
Structures.
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Keywords

Anosmia
Inability to detect environmental odors. Smell loss can reflect genetic or environmental
factors, and can be transient or permanent.
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Gene Repertoire
The members of a gene family or gene superfamily found in the genome of an
organism that produce functional messenger RNA transcripts and functionally active
gene products.

Odor Coding
The process by which the main olfactory system of vertebrates recognizes and
differentiates among volatile chemicals to produce the perception of odor quality.

Olfaction
The sensory system responsible for smell and other aspects of flavor sensation, whose
receptors are located within the superior or dorsal sectors of the nasal cavity.

Receptor
A specialized molecule on the surface or within the cytoplasm of a cell that serves as a
recognition or ligand binding site for sensory stimuli, protein signals,
neurotransmitters, steroids, antigens, antibodies, or other molecules found in the
extracellular environment. After ligand binding, these activated receptors can either
stimulate or inhibit a biochemical change in cellular activity.

Second Messenger
A short-lived chemical signal that is formed in the cytosol, relays and amplifies an
externally derived message from a cell’s surface to its interior, and subsequently
stimulates or inhibits a biochemical change in cellular activity. Calcium ions, nitric
oxide, cyclic AMP, cyclic GMP, and IP3 can all function as second messengers in cells.

Smell
The psychological percept caused by activation of the olfactory system.

� Olfactory receptor genes devoted to the sense of smell compose the largest multigene
family in mammalian genomes. Although the number of receptor genes and related
olfactory-specific genes vary in different species, up to 1% of the mammalian genome
may be devoted exclusively to the sense of smell. This number reflects the importance
of olfaction throughout vertebrate evolution, and the role of olfaction in maintaining
a wide range of life-supporting activities, including feeding, nutrition, enhancement
of gustatory responses, safety, predator/prey detection, and esthetics. In humans,
∼400 different genes encode functional olfactory receptor proteins that localize to
the ciliary membranes of ∼6 000 000 receptor cells in the olfactory neuroepithelium
only the visual system of vertebrates prossesses with more receptor cells.

In this chapter, we review basic aspects of olfactory system anatomy, expres-
sion of odorant receptors within sensory neurons, and pathways of mammalian
and invertebrate olfactory transduction. We focus primarily on the main (i.e.
nonvomeronasal organ) olfactory system of vertebrates. In particular, specific
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attention is paid to the (1) chromosomal organization of olfactory receptor genes;
(2) monogenic expression of olfactory receptor genes; (3) regulation of odorant re-
ceptor gene transcription within sensory neurons; (4) role of olfactory receptor gene
expression in regulating the projection of functionally distinct olfactory sensory
neurons from the olfactory epithelium to the olfactory bulb; (5) initial biochemical
transduction events that include the molecular mechanisms responsible for stim-
ulus transduction and generation of second messengers for signal amplification;
and (6) microanatomy and function of olfactory bulb circuits. The plasticity of the
olfactory system, as reflected by neurogenesis both within the olfactory neuroepithe-
lium and the olfactory bulb is discussed in detail, as are a number of inherited and
idiopathic human disorders associated with olfactory dysfunction in humans.

1
Introduction

Most organisms, whether they live in
water, air, or in or on the ground, de-
pend upon environmental chemicals for
survival. For this reason, chemosensory
systems have evolved in all animal phyla
to detect such chemicals and to establish
their meaning to the organism. Within
the chordates – in particular the verte-
brates – such systems have achieved great
complexity, culminating in chemosensory
systems within not only the general in-
tegument (e.g. free nerve endings within
the skin that respond to chemical irritants),
but numerous specialized receptor regions
as well (e.g. taste buds). In mammals – the
major focus of this chapter – the predom-
inant intranasal chemosensory system is
that of olfaction. Nearly all mammals, with
the exception of whales and some other
cetaceans, such as dolphins and porpoises,
have a functional main olfactory system
whose receptor cells are located in the
nasal vault. The axons of these cells project
through holes in the bony plate separat-
ing the nasal and brain cavities (termed
the foramina of the cribriform plate of
the ethmoid bone) to targets within the
olfactory bulb, a complex ovoid structure

located on the ventral surface of each
frontal lobe on the dorsal side of the crib-
riform plate. These axons, which number
in humans between 6 and 10 million, col-
lectively comprise Cranial Nerve I (CN I).

A number of mammals also possess an
‘‘accessory’’ olfactory system whose neural
projections are quite separate from those
of the main olfactory system. The receptors
of this system are found within a tube-like
structure, termed the vomeronasal organ,
located near the base of the nasal cavity.
Openings into this organ occur, depend-
ing upon the species, either within the
nasal cavity or through the vomer bone in
the roof of the mouth. The receptor cells
within this structure project axons to an
‘‘accessory olfactory bulb’’ (AOB) located
behind the normal olfactory bulb. In ro-
dents and ungulates, this system has been
closely associated with reproductive pro-
cesses. In a number of other vertebrates,
including snakes, this system is involved
in food finding and in both predator and
prey identification. While a rudimentary
vomeronasal sac is found in humans and
some other Old World primates, these
species have no AOB, and the vomeronasal
organ has no neural connections to the
brain. A diagram of the main and accessory
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olfactory systems of the mouse is pre-
sented in Fig. 1.

The importance of olfaction to our
own species is underappreciated, despite
the fact that decreased smell function
adversely influences the flavor of foods
and beverages, places individuals at risk
from hazards such as leaking natural
gas, fire, and spoiled food, and signifi-
cantly alters quality of life. Among 750
patients presenting to the University of

Pennsylvania Smell and Taste Center with
largely olfactory problems, more than 68%
experienced altered quality of life, 46%
described changes in appetite or body
weight, and 56% reported influences in
daily living or psychological well-being.
Loss of smell, particularly when it occurs
in adulthood, can result in significant psy-
chological disruption and, in some cases,
may even generate feelings of physical and
social vulnerability and victimization. The

Fig. 1 Rodent olfactory system. Upper left:
Schematic drawing depicting the positioning of
the olfactory cavity; the main olfactory
epithelium (MOE), which contains the olfactory
sensory neurons; the olfactory bulb (OB) to
which the olfactory sensory neurons project their
axons; the vomeronasal organ (VNO), which is a
second chemosensory organ located above the
palate in the mouth; and the accessory olfactory
bulb (AOB) to which the sensory neurons of the
VNO project their axons. Reprinted from
‘‘Seminars in cell and Developmental Biology,
Vol. 8, C. Dulac’’, Molecular biology of
pheromone perception in mammals, pages
197–205 Copyright 1997, with permission from
Elsevier. Right: Sagittal section (top) and dorsal

view (bottom) of a mouse brain in which all
mature olfactory sensory neurons are labeled
with LacZ receptor gene. The dorsal view shows
the termination of olfactory sensory neurons
within glomeruli. Figure from Mombaerts, P.
(2001). How smell develops. Nat. Neurosci
Suppl. 4, 1192–8. Lower left: Drawing depicting
the apical (V2R-expressing) and basal
(V1R-expressing) compartments of the rodent
vomeronasal organ, which projects sensory
neuronal axons to the accessory olfactory bulb
(AOB). Reprinted from Hormones and Behavior,
Vol. 46. Breunan, ‘‘The nose knows who’s who:
Chemosensory indiduality and mate recognition
in mice’’ pages 231–40. Copyright, with
permission from Elsevier.
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importance of this all-too-often underap-
preciated sensory system is reiterated by
the consequences of its loss in those who
depend on it for their livelihood (e.g. chefs,
homemakers, firefighters, plumbers, fra-
grance and wine merchants, chemical
plant workers, etc.).

In this chapter, we review advances in
understanding olfactory function in mam-
mals, emphasizing the signal transduction
pathways, the evolution of odorant recep-
tors, and olfactory coding at both the re-
ceptor and olfactory bulb level. Initially we
summarize the basic anatomy and physi-
ology of the mammalian olfactory system,
with an emphasis on the olfactory ep-
ithelium, bulb, and cortex. Neurogenesis
within the olfactory epithelium and bulb is
then described. The next section examines
early concepts of olfactory coding, fol-
lowed by an elucidation of current views of
mammalian odorant signal transduction.
Included in this section are details of ol-
factory receptors, second messengers, and
modes of terminating signal transduction.
Subsequent sections describe olfactory re-
ceptor gene families, the organization
and expression of mammalian olfactory
genes, and the topographic organization
of the olfactory pathways. The combina-
tional system of odor representation and
transcriptional regulation of olfactory re-
ceptor genes is then presented, followed
by human clinical studies of gene-related
olfactory disturbances.

2
Basic Structure of the Main Olfactory
System

2.1
Olfactory Neuroepithelium

In humans, the receptors of the main
olfactory system are located in the upper

recesses of the nasal chambers within
a layer of cells (termed the olfactory
neuroepithelium) that lines the cribriform
plate and sectors of the superior turbinate,
middle turbinate, and septum Turbinates
are shelf-like, cartilaginous structures that
are covered by mucous membranes and
protrude into the nasal airway to help
warm, filter, and humidify inhaled air
on its way to the lungs. In amphibia,
the neuroepithelium is flat and planar,
whereas in carnivores (e.g. dogs, cats),
rodents, and many other mammals, it is
distributed over a very convoluted surface
dictated by the complexity of the turbinal
folds that arise from the ethmoid bone. The
number of ethmoidal turbinates differs
among species, extending from one to
three in primates to over a dozen in the
spiny anteater (Echidna). A picture of the
ethmoidal turbinates of the pig is shown
in Fig. 2.

2.1.1 Cell Types
The olfactory neuroepithelium is com-
prised of a half dozen morphologically and
biochemically distinct cell types, although
additional classes of less well-defined
microvilli-containing cells have been noted
prenatally and postnatally (Fig. 3). The
Microvilli are minute, brush-like, cylin-
drical processes on the cell surface that
increase the surface size of the cell. The
first cell type – the bipolar sensory receptor
neuron – was first described by Schultze
in the middle of the nineteenth century.
This neuron contains a small (5–7 µm
wide) cell body generally located within the
lower two-thirds of the epithelium. Its sin-
gle dendrite – that portion of the cell that
is at the receiving end of information in-
put – often takes a tortuous path within the
mucosa around other dendrites, support-
ing cells, and adjacent receptor cell bodies
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Fig. 2 Cross section of the
nose of the adult pig. Note two
sets of turbinates designated
dorsal and ventral, the complex
turbinal folds, and the thick
nasal septum.

Frontal
sinus

Nasal
septum

Ventral
turbinate

Dorsal
turbinate

to reach the mocosal surface, where it ex-
tends, from a knob-like structure, odorant
receptor-containing cilia into the mucus.
Olfactory cilia contain the olfactory recep-
tors and differ structurally from cilia in
other segments of the respiratory tract, as
described in detail later in this chapter.
These cilia contain the olfactory recep-
tors. A belt-like tight junctional complex
attaches the dendrite to adjacent support-
ing cells at the apical surface, forming
a transmembrane barrier characteristic of
most epithelial cells. The receptor cell ex-
tends a single unmyelinated axon, which
also takes a complex path to its target,
in this case the olfactory bulb of the brain.
The major neurotransmitter released from
axon terminals of the olfactory receptor
cells is glutamate.

The second cell type is the support-
ing (sustentacular) cell. These cells, which
extend microvilli, rather than cilia, into
the mucus layer, insulate the bipolar re-
ceptor cells from one another, and may
help regulate the chemical composition
of the mucus, secreting, for example,
immunoglobulins into the mucus. Susten-
tacular cells also likely help to deactivate
odorants, as well as to protect the ep-
ithelium from damage from xenobiotics.
The supporting cells contain xenobiotic-
metabolizing enzymes (e.g. cytochrome
P-450s) that catabolize organic chemicals
and other potentially damaging molecules
that enter the nasal cavity. Such enzymes

are also found within the acinar and
duct cells of Bowman’s glands, the ma-
jor source of mucus in the olfactory
epithelium.

The third cell type is the poorly under-
stood microvillar cell located at the surface
of the epithelium. Microvillar cells, which
look similar to the so-called brush cells
found throughout the upper and lower air-
ways of many species, also have microvillae
at their apical surfaces. While there has
been suggestion that these cells extend
axon-like processes to the olfactory bulb,
convincing support for this notion is lack-
ing. In the human, microvillar cells occur
in about a 1 : 10 ratio with bipolar receptor
cells. It seems unlikely that these cells play
any direct role in chemosensory function-
ing, as in vitro patch clamping has failed to
find any odorant-related responses.

The fourth cell type is the cell that lines
the Bowman’s glands and ducts, whereas
the fifth and six cell types are the globose
(light) basal cell and horizontal (dark)
basal cell – cells located near the basement
membrane from which most of the other
cell types arise.

Recent data suggest that, under condi-
tions of marked damage to the olfactory
epithelium, the same type of basal cell,
most likely the spherically shaped globose
cell, has the potential for giving rise to
neurons and nonneural cells, implying
considerable multipotency. This popula-
tion of stem cells is maintained in the
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Fig. 3 Low power electron photomicrograph of cross section of the human olfactory
neuroepithelium depicting the four major types of cells: bipolar receptor cell (arrows
point to cilia at dendritic knob; c, cell body), microvillar cells (m), sustentacular cells
(s), and basal cells (b); bg, Bowman’s gland; lp, lamina propria; n, collection of axons
within an ensheathing cell; d, degenerating cells; bs, basal cell undergoing mitosis.
Photo courtesy of Dr. David Moran, Longmont, Colorado.
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olfactory epithelium as these cells divide
and give rise to new receptor neurons.

2.1.2 Receptor Cell Cilia
The bipolar receptor cells cilia differ from
the cilia of the nonneuronal, respiratory
epithelial cells, in being much longer
and in lacking dynein arms required for
intrinsic motility. Collectively, the surface
area of the cilia is quite large, exceeding,
for example, 7 m2 in the German shepherd
dog and 22 cm2 in the human. This
variation reflects not only the number of
receptor cells but also the shape of the
dendritic knob and the number and length
of cilia that extend from it. The number
of cilia per cell depends upon the species,
with some species, such as the human,
having from 10 to 30 cilia per cell, and
others, such as the dog, having over a
hundred per cell.

The olfactory cilia contain the cell sur-
face receptors that interact with incoming
odorants and have a 9 + 2 microtubule
fiber pattern similar to that found in
other vertebrate cilia. Ultrastructural stud-
ies show that the cilia are devoid of
endoplasmic reticulum (ER). Thus, little
or no Ca2+ storage in internal membranes
occurs in these cilia. This implies that,
following odorant binding to receptors, de-
polarization of ciliary membranes occurs
by cation influx from outside the cell.

2.1.3 Neurogenesis in the
Neuroepithelium
Olfactory receptor cells, which are derived
from ectoderm, the outermost layer of
three primary germ layers of the embryo
can regenerate to some degree after being
damaged. This phenomenon, which was
first observed in 1940, was in conflict with
the dogma that neurons in the adult ani-
mal are irreplaceable, and suggested that

the olfactory system may contain the key
to producing neural regeneration in a va-
riety of neural systems. In the 1960s, it
was discovered that mitotic cells, young
sensory cells, mature sensory cells, and
dying cells coexist within the olfactory ep-
ithelium. This observation suggested that
olfactory receptor cells were continually
being replaced and were relatively short-
lived. However, in the 1980s it was found
that a number of olfactory receptor cells
of rats reared in a pathogen-free environ-
ment survived for at least 12 months. This
led to the concepts that (1) olfactory nerve
cell turnover involves recently formed or
immature receptor cells that fail to estab-
lish synaptic connections with the olfactory
bulb; (2) environmental agents likely play
an important role in dictating which el-
ements of the receptor sheet become
replaced; and (3) the rate of regeneration
of olfactory receptor cells is not genetically
predetermined. Today, questions still re-
main as to why metaplastic respiratory
epithelium often replaces damaged re-
gions of the olfactory epithelium and why,
when such metaplasia occurs, the epithe-
lium in that region may never convert back
to olfactory epithelium. Nonetheless, stud-
ies employing toxic agents that damage the
epithelium do find that the type of repair
correlates with the degree or extent of the
initial epithelial damage. Thus, when the
basilar layer of the mucosa is completely
damaged, replacement with a respiratory-
like epithelium occurs. When the damage
is not marked or the toxic insult is not sus-
tained, regeneration, usually with fewer
or irregularly arranged cells, occurs. The
observation that improvement in olfac-
tory function after cessation of chronic
cigarette smoking occurs over a period of
years and is dose-related suggests that ei-
ther (1) turnover of the olfactory epithelial
cell complement takes a much longer time
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than previously supposed or (2) growth of
olfactory epithelium into damaged areas is
relatively slow and dependent on the extent
of prior trauma, or both.

Numerous studies, some performed on
olfactory epithelia grown in culture, have
shown that homeostatic mechanisms reg-
ulate the development of olfactory receptor
neurons so that the appropriate number
of cells at each developmental stage is
continuously maintained in the sensory
epithelium. Such mechanisms include au-
tocrine and paracrine signals, similar to
those that function during embryonic de-
velopment (When a factor, such as a
hormone, is produced by the same cell
that receives it, it is termed an autocrine
factor. When such a factor is produced by a
cell different than the one that receives it,
it is termed a paracrine factor.). In addition,
sensory neurons are trophically dependent
on the olfactory bulb for their prolonged
survival. Thus, when olfactory bulbs are le-
sioned in rodents, most olfactory neurons
perish within a few weeks after lesioning.
Such observations suggest that olfactory
receptor neurons require trophic factors
from the bulb at a critical stage in their de-
velopment, and will not survive to maturity
in the absence of such factors.

Growth factors, small proteins that
bind to receptors on the surfaces of
cells, are necessary for cell prolifera-
tion. A number of growth factors localize
to the mammalian olfactory epithelium
(Table 1). Among those implicated in ol-
factory epithelial neurogenesis are several
members of the neurotrophin family and
their cognate tropomyosin-related tyrosine
kinase (Trk) receptors. Examples include
brain-derived neurotrophic factor (BDNF),
neurotrophin-3 (NT-3), neurotrophin-4/5
(NT-4/5), and high-affinity nerve growth
factor (NGF). NGF is a 130-kDa protein
that is composed of five noncovalently

linked subunits, and signals through TrkA
receptors. This protein promotes and reg-
ulates the survival of neurons in the
developing peripheral nervous system,
and is produced by peripheral tissue for
guidance and development of outgrow-
ing sensory neurons. NGF is critical for
both the survival and differentiation of sen-
sory neurons, possibly by activation of the
transcription factor called nuclear factor
kappaB (NF-κB) or activation of receptor
protein tyrosine kinases and activation of
phosphatidylinositol 3-kinase (PI 3-kinase)
(Nuclear factor-kappa B (NF-κB) transcrip-
tion factors are required for regulating cell
survival and differentiation, and are criti-
cal for the development and maintenance
of the nervous system.) NGF also stimu-
lates neurite outgrowth, and presumably
stimulates axon formation in olfactory re-
ceptor neurons. Other receptor tyrosine
kinases and their ligands may also par-
ticipate in the regeneration of olfactory
neurons within the adult rat olfactory
mucosa. For example, NT-3 and NT-4/5
localize to the olfactory epithelium. NT-3
is the extracellular ligand for TrkC recep-
tor, while BDNF or NT-4/5 can bind to,
and activate, TrkB receptors. The targeted
deletion of the NT-3 gene in mice increases
the number of immature olfactory neurons
in the epithelium. Interestingly, NGF im-
munoreactivity is upregulated in sensory
neurons following bulbectomy.

Olfactory receptor neurons of the ep-
ithelium sequentially express TrkA, B,
and C receptors during neuronal division,
commitment, and differentiation. Upon
binding neurotrophin ligands, Trk recep-
tors undergo autophosphorylation, and
create docking sites for signaling modules
such as PI 3-kinases. Trk A is primar-
ily detected in sparse populations of basal
cells, and this receptor is highly expressed
in differentiating neurons and immature
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Tab. 1 Growth factors and receptors in the olfactory epithelium.

Growth factor family Ligands Receptors

Cytokines CNTF Unknown
LIF Unknown

Dopamine DA D2
EGF family TGFα EGFR

TGFβ-1
TGFβ-2
NDF ErbB2

ErbB3
ErbB4

FGF family FGF2 FGFR1
FGFR1b,c
FGFR2
FGFR2b,c
FGFR3b,c

GDNF family GDNF Ret
GFRα1

IGF family IGF-I IGFR-1
IGF-II IGFBP-2

IGFBP-3
IGFBP-4
IGFBP-5

Neurotrophins NGF TrkA
BDNF TrkB

TrkC
PDGF PDGFA PDGFRα

TGFβ family BMP2, BMP4, BMP7 BMPR-1b
ActR-1b

Note: ActR-Ib: Activin type Ib receptor; BMP: bone morphogenic protein;
BMPR: bone morphogenic protein receptor; CNTF: ciliary neurotrophic
factor; DA: dopamine; D2, D2 dopamine receptor; EGF: epidermal growth
factor; EGFR: epidermal growth factor receptor; ErbB: retrovirus-associated
DNA sequences isolated from, or related to, avian erythroblastosis virus;
GDNF: glial cell line-derived neurotrophic factor; GFRα1: growth factor
receptor, α1; IGF: insulin-like growth factor; IGFBP: insulin-like growth
factor binding protein; IGFR: insulin-like growth factor receptor; LIF:
leukemia inhibitory factor; NDF: Neu differentiation factor; PDGF:
platelet-derived growth factor; PDGFR: platelet-derived growth factor
receptor; Ret: rearranged during transformation tyrosine kinase receptor,
TGFβ: transforming growth factor-β; Trk: tropomyosin-related tyrosine
kinase receptor.

neurons. TrkC is highly expressed only in
mature olfactory receptor neurons. There-
fore, TrkA-positive basal cells function
as neuronal precursor cells, and un-
dergo mitosis to produce TrkB-positive

immature neurons that, in turn, develop to
become TrkC-positive mature neurons in
the olfactory epithelium. Since the TrkC
receptor is expressed in the last phase
of development, growth factors associated
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with this receptor may aid in the survival
of olfactory neurons.

The neurotrophin NT-3 is another po-
tential survival factor for olfactory sensory
neurons. NT-3 localizes to discrete subsets
of olfactory receptor neurons within the
olfactory epithelium, as well as to the olfac-
tory bulb. This trophic factor may function
as a target-derived factor in olfactory re-
ceptor neuron survival and homeostasis,
playing a role in coordinating prolifera-
tion, maturation, and survival of neurons
essential to the maintenance of neuronal
population homeostasis. In vitro studies
have demonstrated that the addition of
NT-3 to culture media prevents apoptosis
of a select population of olfactory neurons.

Several fibroblast growth factors (FGFs)
may also stimulate neurogenesis in the ol-
factory epithelium. FGFs comprise a large
family of polypeptide growth factors, and
the FGF family currently has over 20 dis-
tinct members. All FGFs bind with high
affinity to at least one of four distinct
receptor tyrosine kinases. The affinity of
membrane-bound FGF receptors for lig-
ands is determined by different sequences
in the third extracellular immunoglobulin-
like domain of the receptor, and occurs
through alternative splicing of messenger
RNA. FGF receptor-1 and FGF receptor-2
mRNA have been identified in the olfac-
tory epithelium of rodents. Several reports
suggest an effect of FGFs on neurogenesis
in the olfactory epithelium. For example,
FGF2 appears to have the largest prolif-
erative effect on the olfactory epithelium
although FGF1, FGF4, and FGF7 may also
significantly increase cell proliferation.

2.2
Olfactory Bulb

In humans, the axons of receptor cells
coalesce into 30 to 40 fascicles, termed the

olfactory fila, formed by ensheathing glial
cells. The fila leave the olfactory epithelium
to traverse the cribriform plate and pia
matter, and the axons form connections
within the olfactory bulbs.

The olfactory bulbs are the first place
where considerable synthesis of incoming
sensory information occurs, and contain a
remarkable number of neurotransmitters,
including dopamine, GABA, and gluta-
mate. Each bulb is composed of a number
of cell types, including neurons, afferent
and efferent nerve fibers, microglia, astro-
cytes, and blood vessels, all surrounded
by a thin layer of pia-arachnoid cells. The
cellular elements of the bulb are arranged
in six concentric layers: the olfactory nerve
layer (ONL), the glomerular layer (GL), the
external plexiform layer (EPL), the mitral
cell layer (MCL), the internal plexiform
layer (IPL), and the granule cell layer
(GCL). The GCL is the largest of these
layers, making up about half the volume
of the entire bulb (Fig. 4). Cells within this
layer include axonless granule cells that
extend a superficial process radially that
ramifies and terminates among tufted or
mitral cell dendrites within the EPL, and
deep short-axon cells, whose axons extend
into the EPL.

2.2.1 Olfactory Glomeruli
The first synapse of a CN I bipolar neuron
occurs in one or two of the olfactory
bulb’s glomeruli, which are a defining
feature of both vertebrate and invertebrate
olfactory systems (Fig. 4(a–c)). Although
the axons of the incoming olfactory
neurons do not branch before reaching
the glomeruli, once inside they branch
repeatedly and make as many as 18 en
passant and terminal bouton appositions.
The glomeruli are an excellent example of
the nervous system’s grouping of neural
elements and synapses into anatomically
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defined modules, and are analogous to
the multineuronal ‘‘columns’’ or ‘‘barrels’’
of the cerebral cortex. An olfactory bulb
of young adult humans has ∼8000 of
these 50- to 200-µm structures, arranged
in single or double layers within the GL.
The development and maintenance of the
glomeruli depend on trophic influences
exerted by the receptor cells. With age,
the number and integrity of the glomeruli
greatly decrease, making them nearly
absent in a number of persons over the age
of 80 years. Considerable convergence of
information occurs within the glomeruli,
such that many more neurons enter than

exit from each glomerulus. For example, in
the rabbit, the convergence rates are 25 000
receptor cells onto 100 mitral cells and
500 tufted cells. Importantly, a genetically
distinct receptor cell projects to only one
or two glomeruli, and a given glomerulus
receives most of its input from a restricted
zone of the neuroepithelium, at least in the
mouse. The topographical organization of
glomeruli relative to receptor expression
in neurons is discussed in detail in Sect. 7.

During odor stimulation, glutamate is
released from axon terminals of olfactory
receptor neurons onto the apical processes
of mitral and tufted cells within the
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Fig. 4 Neural elements of the mammalian olfactory bulb, grouped
according to subdivision into (a) afferent fibers, (b) principal cells,
and (c) local interneurons. Diagrams based on various studies
using the Golgi staining method and horse radish peroxidase
(HRP) tracing. Abbreviations for layers: EPL, external plexiform
layer; GL, glomerular layer; GRL, granule cell layer; IPL, internal
plexiform layer; MCL, mitral cell body layer; ONL, olfactory nerve
layer. (a) ON indicates afferent olfactory nerve fibers. Centrifugal
afferents are from the contralateral anterior olfactory nucleus
(cAON), ipsilateral olfactory nucleus (iAON), tenia tecta (TT),
olfactory cortex (OC), horizontal limb of the diagonal band (HDB),
locus coeruleus (LC), and raphe nucleus (Ra). pE, pars externa of
the AON; pM, pars medialis of the AON. (b) The dendrites and
axon collaterals of the mitral cell (M), an internal tufted cell (Ti, or
displaced mitral cell, Md), a middle tufted cell (Tm), and an external
tufted cell (Te), a, axon; d, dendrite; LOT, lateral olfactory tract.
(c) Three types of granule cells (GI, GII, GIII); PG, periglomerular
cell; SA(B) Blanes’ cell; SA(C), Clandins’ cell; SA(G), Golgi cell;
SA(H) Hensen’s cell; SA(S), Schwann cell; SA(V), van Gehuchten
cell. Reprinted with permission from Shepherd, G.M. (2004) The
Synaptic Organization of the Brain, 5th edition, Oxford University
Press, Oxford, p. 167. Copyright 2004 Oxford University Press.
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Fig. 4 (Continued)

glomeruli, as well as onto dendrites
of periglomerular cells that function as
interneurons. This glutamate is thought
to bind to α-2-amino-3-hydroxy-5-methyl-
4-isoxazole-propionic acid (AMPA) kaniate
receptors on the dendrites of second-
order neurons. As described in the next
section, mitral and tufted cell activity is
also influenced, usually in an inhibitory
manner, by interactions with interneurons
and centrifugal fibers primarily within the
external plexiform layer of the bulb.

2.2.2 Centrifugal Inputs into the Bulb
The olfactory bulb’s neural activity reflects
influences from efferent as well as afferent
processes. Among central structures that
project axons or axon collaterals to the bulb
are the pyramidal neurons of the olfactory

cortex, the anterior olfactory nucleus, the
nucleus of the horizontal limb of the
diagonal band (a cholinergic center in the
basal forebrain), the locus coeruleus, and
the raphe nucleus (Fig. 4a, 8). Most of
these structures send fibers to the granule
cell layer of the bulb, and several, such as
the locus coeruleus and the raphe nucleus,
also send fibers to periglomerular regions,
presumably inducing inhibitory responses
on the primary output neurons of the bulb
(i.e. the tufted and mitral cells). Although
the exact function of such inputs is not
known, they may participate in increasing
sensitivity to selected odors based on bodily
state (e.g. hunger, sexual arousal). Clearly,
as noted in the next section, central brain
structures have direct influences on the
modulation of olfactory bulb output.
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2.2.3 Olfactory Bulb Tuning of Afferent
Signals
Dendritic activation of a particular subset
of primary bulbar afferent neurons, that
is, the mitral and tufted cells, is a selective
process. Not all mitral or tufted cells
reach the axon potential threshold at any
moment in time. In some cases, this
reflects too little odorant ligand and, hence,
too little receptor cell activity to release
an adequate amount of transmitter to
induce an action potential. In other cases,
the lack of firing of the mitral or tufted
cell reflects inhibition from surrounding
cells that raise the membrane potential. In
this case, the cell cannot fire, even when
synaptic input from the incoming receptor
cells would, under other circumstances, be
effective.

The basis of such tuning, which presum-
ably sharpens contrasts between adjacent
channels and leads ultimately to a syn-
thesis of the odor construct, is complex,
reflecting associations between local in-
terneurons and dendritic processes of the
mitral and tufted cells within and out-
side of the glomeruli. The activity of the
local interneurons is regulated, in many
cases, by afferent or efferent circuits, in-
cluding the centrifugal processes noted in
Sect. 2.2.2.

As shown in Fig. 4, the neural ele-
ments of the olfactory bulb can be grouped
into three major categories: afferent fibers
(receptor cell axons, centrifugal inputs),
the principal output neurons (mitral and
tufted cells), and local interneurons (e.g.
granule cells, periglomerular cells). To
understand the nature of such interac-
tions, it is instructive to focus on the
primary output neuron of the bulb, the
‘‘mitral cell.’’ Mitral cells typically have
a single primary dendrite that has mul-
tiple ‘‘tufts’’ at their terminations within
glomeruli. Such cells also have secondary

dendrites that radiate horizontally (later-
ally) over long distances within the EPL.
These secondary dendrites are linked by
reciprocal synapses to dendritic spines on
granule and periglomerular cells. Granule
cells, which are GABAergic, form recipro-
cal dendrodendritic synapses with mitral
and tufted cell secondary dendrites that
connect with multiple glomeruli. Many of
these cells receive the inputs from higher
brain regions mentioned in Sect. 2.2.2.
Periglomerular cells, which include both
GABAergic and dopaminergic subtypes,
largely mediate interactions among cells
associated with the same glomerulus.
They are a heterogeneous group of neu-
rons that synapse, within the glomeruli,
to the primary dendrites of both mi-
tral and tufted cells, as well as to axons
of receptor cells. These cells also make
axodendritic connections outside of the
glomeruli (Fig. 5).

The influence of granule cells upon
mitral cells is profound. This reflects, in
part, the fact that there are up to 100
granule cells synapsing on the dendrites
of each mitral cell, and that each granule
cell has 50 to 100 spines in those segments
that enter into the EPL. As a result of
such interactions, the mitral cell’s resting
potential is raised or lowered, increasing or
decreasing its ability to produce an action
potential and to influence surrounding
bulbar regions. The net effect is that
neuronal activity in one area of the bulb can
produce a dampening effect on other areas
of the bulb. In addition to shaping the odor
activity pattern by enhancing or decreasing
contrast across segments of the bulb,
these circuits also play a critical role in
establishing precise timing relationships
between the spike activities of different
output neurons, thereby increasing the
efficiency of the temporal coding of
odorants in the bulb.
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Fig. 5 Electrical signaling mechanisms in the olfactory bulb. (a) Action potentials propagate
from olfactory receptor cells to glomeruli (GL), along axons segregated according to
expressed odorant receptor genes (e.g. blue or red). Spikes may already be phase locked
presynaptically (b) by ephaptic (point of contact where two or more nerve cell processes
touch but do not form a typical synaptic contact), and (c) electrical coupling in nerve
fascicles. (d) When action potentials invade olfactory nerve terminals, glutamate is released
onto apical tufts of mitral cells (MC) and dendrites of periglomerular cells (PG). Tufts that
share a glomerulus are coupled electrically by gap junctions, (e) perhaps through
periglomerular cells, (f) which may relay timing information among glomeruli. (g) Glutamate
evoked excitatory postsynaptic potentials in the tuft can depolarize the mitral soma and axon
initial segment, which fires spike trains. (h) Spike output backpropagates up the primary
dendrite to trigger glutamate release from tufts, and (e, f) coordinate firing in other mistral
cells by electrical coupling. (I) Spikes also propagate laterally into secondary dendrites, in
which they are subject to local inhibition by GABA release from granule cells (GC). (j) Lateral
inhibition may spread locally among mitral cells through domains in the granule cell apical
dendrite. (k) Domains are depolarized by glutamate released from other mitral cell dendrites
with propagating spikes. (l) Strong depolarization drives ramped somatic spiking of granule
cells, and these spikes back-propagate and release GABA throughout the granule dendrite.
(m) Granule cell inhibition of the mitral soma can shift spike initiation to (n) the distal
primary dendrite. (o) It can also veto mitral cell output, or generate compound waveforms
composed of orthorhombic and back-propagating spikes. Reprinted from Lowe, G. (2003)
Electrical signaling in the olfactory bulb. Curr. Opin. Neurobiol. 13, 476–481. Copyright 2003
with permission from Elsevier. (See color plate p. xliii.)
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2.2.4 Neurogenesis in the Bulb
It is of interest that cells arising in the
subventricular zone of the brain regularly
replace a number of neuronal populations
within the olfactory bulbs of rodents. Al-
though studies as early as 1912 found
mitotic figures within the walls of the lat-
eral ventricle, it was not until the 1960s
that thymidine autoradiography confirmed
the presence of DNA synthesis and the
presence of proliferating cells within the
subventricular zone, which lines, lining
segments of the lateral ventricles. The
progenitor cells that replenish interneu-
rons of the olfactory bulb are localized in
the anterior subventricular zone (aSVZ),
a remnant of the lateral ganglionic emi-
nence. Within this stem cell niche, cells
with structural and molecular character-
istics similar to astrocytes function as
neural stem cells. These adult stem cells
are thought to be derived from radial
glial cells, and generate large numbers
of neuroblasts. These migrating neurob-
lasts (see A cells in Fig. 6) express the
neuron-specific class III β-tubulin (TUJ1),
and the highly polysialated neural cell
adhesion molecule (NCAM) that aids in
migration. A subpopulation of these neu-
roblasts then undergoes restricted chain
migration along a path known as the ros-
tral migratory stream. This migration from
the aSVZ terminates in the center of the
olfactory bulb and occurs without guid-
ance from radial glia or astrocytes. Reelin
acts as a detachment signal for the mi-
grating interneuron precursors, and this
protein mediates chain dispersal. After re-
lease, differentiating neuroblasts migrate
radially (outward) along glial processes,
terminating within the periglomerular
and granular layers where these neu-
roblasts mature into interneurons and
form synaptic connections. Some of these
new neurons become periglomerular cells

that surround each glomerulus. A sub-
population of these new periglomerular
cells known as juxtaglomerular neurons
express enzymes such as tyrosine hy-
droxylase for synthesis of dopamine, and
contain the inhibitory neurotransmitter
γ -aminobutyric acid (GABA). In fact,
over two-thirds of interneurons in the
glomerular layer colocalize dopamine and
GABA. Although the significance of neu-
rogenesis of dopaminergic interneurons
in the bulb is unclear, exposure of an an-
imal to odorants has a significant effect
on stimulating the expression of tyro-
sine hydroxylase, the rate-limiting enzyme
of dopamine biosynthesis. Recent reports
suggest that this neurotransmitter may in-
hibit olfactory sensory neuron activation
of olfactory bulb neurons, including juxta-
glomerular neurons, by olfactory receptor
cells.

The migrating neuroblasts from the
aSVZ also repopulate the granule cell
layer where they form granular cells that
integrate with existing neurons, including
mitral cells. In NCAM-deficient mice that
exhibit deficits in neuroblast migration
to the bulb, the width of the granule
cell layer is significantly reduced, and
odor discrimination is impaired. Hence,
new granule cells likely replace dying
neurons, and granule cell activity is
critical for normal odor discrimination.
Presently, these migrating progenitor cells
undergo differentiation by an unknown
mechanism.

Factors that regulate neurogenesis in the
SVZ are only now becoming apparent. One
such factor that has received considerable
study is Vax1, the ventral anterior home-
obox containing gene 1. This gene product
directs development of the basal forebrain,
the visual system, and neuron turnover in
the olfactory bulb. In particular, it regulates
basal forebrain development by mediating
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Fig. 6 Adult SVZ Neurogenesis in Rodents.
(a) Coronal section through the adult mouse
brain. Light blue shows the lateral ventricle (LV)
space filled with cerebrospinal fluid. Boxed area
is shown enlarged in B. (b) Architecture of the
SVZ. B cells (dark blue) are the astrocytes that
are stem cells of the SVZ, and also serve as niche
cells. Some of the B cells contact the ventricle
lumen and contain a single cilium (shown). C
cells (green) are rapidly dividing
transit-amplifying cells derived from the B cells.
C cells give rise to A cells (red), neuroblasts that
migrate to the olfactory bulb, where they become
local interneurons. A blood vessel (BV, pink) is
shown with a perivascular macrophage (dotted

fill); a basal lamina (BL, yellow) extends from the
BV and interdigitates extensively with the SVZ
cells. Ciliated ependymal cells (gray) line the
ventricle walls and have been shown to produce
the organizer protein Noggin, which is important
for this niche. Noggin, BMPs, Sonic hedgehog,
Notch, TGFβ, ephrins, ephrin receptors, and
vascular endothelial growth factor play roles in
regulation of this neurogenic niche. (c) SVZ
lineage. C cells can behave as stem cells under
the influence of excess EGF signaling. Reprinted
from Alvarez-Buylla, A., Lim, D.A. (2004) Neuron,
41, 683–686. Copyright 2004 with permission
from Elsevier. (See color plate p. xliv.)

axon guidance and major tract formation
in the developing forebrain. Vax1 is an
important regulator of SVZ organization
and neural stem cell proliferation in ro-
dents, where it is highly expressed in the
developing and postnatal SVZ and rostral
migratory stream. In Vax1 mutant mice,
the SVZ is significantly underdeveloped,
and the differentiation and subsequent mi-
gration of precursor cells from the SVZ to
the bulb is impaired. Since the SVZ sup-
plies neurons to the bulb, olfactory bulbs in
mutant mice are depleted of periglomeru-
lar neurons.

These stem cell phenomena, which are
only now beginning to receive widespread
attention within the chemical senses com-
munity, are of considerable significance,

as they indicate that the plasticity of the
olfactory system extends beyond the ol-
factory neuroepithelium. What role such
regeneration plays in odor perception is
not entirely clear, although it appears likely
that it is an integral component of the
olfactory process.

2.3
Olfactory Cortex

After leaving the olfactory bulb, the
axons of primary projection neurons form
the lateral olfactory tract and eventually
synapse on structures collectively termed
the primary olfactory cortex (Figs. 7 and 8).
Although commonly divided into ‘‘lateral’’
and ‘‘medial’’ olfactory tracts in textbooks
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Fig. 7 Major afferent neural connections of the
olfactory system. Structures common to both the
olfactory and limbic systems include the
olfactory tubercle, the entorhinal cortex, the
amygdala, the hippocampus, and the
hypothalamus. Although it is well established
that the olfactory fibers project from the

amygdala to the ‘‘feeding center’’ of the
hypothalamus (especially the ventromedial and
ventrolateral nuclei), it is unclear whether direct
olfactohypothalamic routes exist in humans, as
may be the case in some other vertebrates.
Copyright  2001 Richard L. Doty.

Fig. 8 Major neural structures from which
centrifugal fibers project to cells within the
olfactory bulb. The anterior olfactory nucleus,
locus coeruleus, and raphe nuclei are known to
have projections to both olfactory bulbs. The

other depicted structures are presumed to have
primarily, if not solely, ipsilateral projections to
the bulbs. Copyright  2001 Richard L. Doty.
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of anatomy, there is no meaningful
medial olfactory tract in primates. In the
human, the olfactory tract is relatively
flat posteriorly and becomes the olfactory
trigone, a small triangular area just rostral
to the anterior perforated substance (so
named because of the many small holes
for blood vessels found throughout this
region). It is generally believed that the
main olfactory system is unique among
sensory systems in sending fibers directly
to cortical regions without synapsing in
the thalamus.

Although definitions vary, the follow-
ing structures are commonly considered
primary olfactory cortex: (1) the anterior
olfactory nucleus (AON), (2) the olfactory
tubercle (poorly developed in humans),
(3) the piriform cortex, (4) the anterior
cortical nucleus of the amygdala, (5) the
periamygdaloid complex, and (6) the ros-
tral entorhinal cortex. In many species, the
AON extends through the olfactory tract
to the rostral part of the olfactory pedun-
cle near the anterior perforated substance.
This structure contains pyramidal cells
whose dendrites receive synapses from mi-
tral and tufted cells as well as from the
contralateral AON (via the anterior com-
missure (AC)) and numerous central brain
structures. The axons of its pyramidal cells
project to ipsilateral bulb neurons (mainly
granule cells) as well as to the contralateral
AON, bulb, or rostral olfactory cortex via
the AC. Although termed a nucleus, the
AON has a cortical structure with subdi-
visions based on cellular architecture and
connectional patterns.

Like the AON, the other components of
the olfactory cortex have rich (and recip-
rocal) relations with a number of higher
brain structures. One such structure is, the
entorhinal cortex, which supplies afferent
fibers along the entire length of the hip-
pocampus, including the dentate gyrus.

Because of these connections, the olfac-
tory system has the most direct access of
all sensory systems to the hippocampus.
Extensive interactions occur between the
cells comprising the superficial and deeper
laminae of each component of the olfactory
cortex as well as among the components
themselves.

In humans, most of the projections
from the mitral and tufted cells extend
to the more rostral elements of the
primary olfactory cortex. It is presently
believed that specific sites within the bulb
do not preferentially communicate with
specific sites within the primary olfactory
cortex; that is, no obvious point-to-point
topography exists. Thus, small areas of
the bulb can project to large areas of the
olfactory cortex and vice versa. Among
the brain regions that exhibit reciprocal
connections with the olfactory cortex are
the orbitofrontal cortex, the dorsomedial
and submedial thalamic nuclei, the lateral
hypothalamus, the amygdala, and the
hippocampus. A major pathway from the
olfactory cortex to the orbitofrontal cortex
is via the mediodorsal nucleus of the
thalamus.

3
Basic Structure of the Accessory Olfactory
System

As noted in Sect. 1, receptors for the ac-
cessory olfactory system are found within
the vomeronasal organ (VNO; Fig. 1). The
accessory olfactory system consists of the
VNO, the vomeronasal duct that opens
into the VNO, seromucous glands that
secrete into the lumen of the organ, par-
avomeronasal ganglia lying adjacent to
the VNO neuroepithelium, blood vessels
adjacent to the epithelium, vomeronasal
nerve bundles, the vomeronasal cartilage,
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the accessory olfactory bulbs, and central
connections of the bulbs. The underdevel-
opment or lack of development of any one
of these structures results in a nonfunc-
tional VNO, as evidenced in a number of
comparative studies. Surprisingly, consid-
erable variability exists among a number
of tetrapods in the presence of all elements
of this system.

In most mammals that have been ex-
amined, the VNO is sexually dimorphic
in the adult (larger in males than in fe-
males), reflecting the organizational action
of sex steroids during the early postnatal
period. The left and right VNOs are filled
with fluid from vomeronasal glands, and
are separated from one another by the
nasal septum. The VNO neuroepithelium,
like that of the main olfactory system,
is comprised of neural, supporting, mi-
crovillar, and basal cells. As in the case
of the main olfactory epithelium, chem-
icals are sensed by bipolar receptor cells
embedded in the epithelium lining the
medial concave side of the organ. Unlike
the olfactory receptor cells, however, the
VNO receptor cells of adult organisms lack
cilia, instead containing microvillae, which
harbor seven-transmembrane domain re-
ceptors (see Sect. 5.2 for a description of
such receptors). The large blood vessels
and sinuses along the lateral wall of the
VNO, whose engorgement is controlled
largely by the autonomic nervous system,
can induce a pump-like action for bringing
materials into the organ. Depending upon
the species, entrance of chemicals into the
VNO occurs via ducts from the anterior
nasal or oral cavities. Stimulus access to
the VNO is enhanced in some forms by
distinct behaviors, such as the flehmen re-
sponse – a characteristic lip curling and
snorting behavior, in which the external
nares are closed. This is frequently seen in
cows, horses, deer, and sheep as the male

samples the female’s urine stream prior to
estrus.

The axons from the VNO’s sensory
neurons project through the vomeronasal
nerve, which typically runs along the base
of the olfactory bulbs to the AOB, the first
relay of the system. Recent data suggest
the VNO system, unlike the main olfactory
system, may be active only postnatally, at
least in mice, since transneuronal tracers
do not label mitral cells within the AOB
prior to that time. Like the VNO proper, the
AOB is sexually dimorphic, being larger in
males than in females.

Dendritic processes of mitral cells within
the AOB communicate, via glomeruli,
with the axonal terminals of bipolar
receptor cells. Axons of a given class
of receptors converge onto numerous
glomeruli with the AOB. The axons of
the mitral cells project via a fiber bundle to
the ‘‘vomeronasal amygdala,’’ consisting
of the medial and posteromedial cortical
amygdaloid nuclei and the nucleus of the
accessory olfactory tract. The terminations
within the medial nuclei are adjacent,
but separate, from those from CN I
projections, and this nucleus connects
through the stria terminalis to the medial
preoptic region of the hypothalamus.

Despite the fact, as mentioned earlier,
that nearly all adult humans possess paired
VNO-like structures at the base of the sep-
tum and paired VNO ducts ∼15 to 20 mm
from the posterior aspect of the external
nares, this organ is nonfunctional. During
embryogenesis, the human VNO develops
a pseudostratified epithelium and loses re-
ceptor cells and their associated neural
elements in the second trimester of preg-
nancy. The vestigial adult human VNO
has a comparatively homogeneous epithe-
lium along both its medial and lateral
aspects, in contrast to the receptor-rich me-
dial and receptor-free (but vascular rich)
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lateral elements of the VNOs of other
forms with functional systems. Adult hu-
man VNOs contain cilia (which are present
only in the early embryonic stages of VNO
development in most species) and short
microvillae, unlike the elongated microvil-
lae typical of other VNOs. Importantly,
the transient receptor potential (Trp)-2 ion
channel, required for transduction in the
rodent VNO, is a nonfunctional pseudo-
gene in humans. The lack of a VNO nerve
and associated accessory olfactory bulb in
postnatal humans is in stark contrast to the
clearly delineated VNO nerves and acces-
sory olfactory bulbs present in mammals
with functioning VNOs, as described in
more detail in Sect. 5.2.

4
Early Concepts of Olfactory Signal
Transduction

Until the late 1970s, notions of olfactory
coding largely reflected structure/activity
associations, where activity was indexed by
the psychological quality of the odorants to
humans. Although physicochemical prop-
erties are much more quantitative than
measures of odor quality, they too were
found wanting. Since many physicochem-
ical properties are highly correlated (e.g.
solubility and molecular weight), equiva-
lent prediction of odorant quality could be
made using quite different physical pa-
rameters, limiting the explanatory value of
any set of parameters. What was missing
from such theories, in effect, were bio-
logical correlates and constraints. Among
the more sophisticated of such theories
was that proposed by Amoore, in which it
was hypothesized that all odorant qualities
arose from the relative activity of several
‘‘primary odors’’ in a manner analogous to
the mixing of the color primaries of red,

yellow, and blue to obtain spectral hues.
The notion of primary odors is an ancient
one, although Amoore brought to the fore
better quantitative psychophysical assess-
ment; that is, the use of threshold testing
to establish the existence of the primaries.
Thus, he proposed that some individuals
have ‘‘specific anosmias’’ to certain odor-
ants and that such anosmias are indicative
of the involved primaries. Although some
question the existence of specific anosmias
(e.g. in many instances hyposmia, rather
than anosmia, is present and repeated
exposure to an odor can result in trans-
forming a nonsmeller to a smeller), this
approach to understanding underlying re-
ceptor mechanisms is logical and may still
shed some light on the nature of the recep-
tive elements of the main olfactory system.
Examples of physicochemical-based theo-
ries of olfaction from 1870 to modern times
are shown in Table 2.

5
The Modern Era of Olfactory Signal
Transduction

During the last 25 years, monumental
strides have been made in understanding
the initial events of olfactory transduction.
It is now known, as described in the fol-
lowing, serious that olfactory receptors are
members of a well-identified family of
receptors used in a number of sensory,
neurotransmitter, and endocrine systems.
The involved second messenger systems
are well described, and topographic pat-
terns of the convergence of receptor cells
harboring individual receptor types are
now well mapped, at least in mice.

Most odorants are relatively small (less
than 300 Da), volatile, lipophilic molecules
that are carried as vapors into the nose.
The binding affinities for volatile odorants
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are thought to be in the micromolar
range. As described in detail later in this
section, the smell produced by an odor-
ant depends on its interaction with a
specific receptor protein in the plasma
membranes of olfactory cilia. Functional
studies of amphibian and rodent olfactory
receptors have demonstrated that multiple
olfactory receptor proteins recognize indi-
vidual odorants. Conversely, an individual
olfactory receptor can recognize a vari-
ety of structurally different odorants, and
may allow different response intensities to
these odorants. These and other observa-
tions suggest that most olfactory receptors
are broadly tuned, and have overlapping
odor response profiles. This tuning allows
for the identification and discrimination
of a large number of different odorant
molecules.

It is important to emphasize that odor-
ants can exhibit a dual effect on olfactory
receptor cells. They can either evoke an
inward depolarizing (stimulatory) current,
or they can suppress this current in such
cells. Also, certain odorants may act as an-
tagonists at the receptor level where they
suppress the signaling initiated by struc-
turally related compounds. For example,
in the mouse, a derivative of isoeugenol
has been shown to act as a potent com-
petitive antagonist for the receptor that
binds eugenol. This compound inhibits
the physiological response of eugenol in
HEK293 cells expressing mouse olfactory
receptor ‘‘EG.’’ In potential support of such
findings are human psychophysical stud-
ies that find the perceived intensity of an
odorant mixture is often smaller than the
sum of the intensities of its components.

Presently, no theory adequately explains
how a specific odorant molecule causes the
perception of a particular smell. A corre-
lation between the chemical structure of

an odorant, the odorant receptor combina-
tion it activates, and the perceived odor is
not readily apparent. Structure–activity re-
lationship studies suggest that the ligand
binding site of an olfactory receptor can
discriminate subtle differences in chem-
ical structures of odorants, such as the
D- and L-stereoisomers of carvone, while
other receptors may be insensitive to
large differences in molecular structure.
Current evidence suggests that individual
odorant receptors may recognize one or
several specific structural motifs, or molec-
ular features, that comprise an odorant
molecule, and then map these different
features to glomeruli in the olfactory bulb.
Some theorists have suggested that olfac-
tory receptors respond to intramolecular
vibrations, perhaps via inelastic electron
tunneling. Whatever the proximate basis
of odorant receptor activation, it is clear
that a unique combination of activated ol-
factory receptors and glomeruli encode the
critical information passed on to higher
brain centers that allow for the perception
of an odor.

5.1
Odorant Binding Proteins

Odorant molecules are largely hydropho-
bic in nature. However, in many cases
they must traverse the hydrophilic mucus
layer before reaching the receptors of the
olfactory cilia. To aid in this process, it
has been hypothesized that many odor-
ants bind to hydrophilic proteins that carry
them through the aqueous media. Such
proteins, termed odorant binding proteins
(OBPs), have been identified within the
nasal secretions at millimolar concentra-
tions in a number of mammals, as well as
in some invertebrates. To date, four types
of vertebrate OBPs have been reported in
mice, three in rabbits, and two in cattle.
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The first such protein to be discovered,
odorant binding protein I (OBP I), is a sol-
uble homodimeric protein of 38 kDa that
reportedly binds odorants with affinities
in the micromolar range in a manner
similar to retinol-binding protein in the
visual system. The latter protein conveys
retinol from the pigmented retinal epithe-
lium to the rods and cones, where it is
incorporated into rhodopsin. OBP I is a
member of the lipocalin superfamily of
proteins, a family that includes a large
set of distantly related proteins that act
as carriers for small, lipophilic molecules.
This protein is highly concentrated in the
tubuloacinar cells of the respiratory ep-
ithelium of the nasal mucosa. A second
OBP was identified in 1991. This pro-
tein, known as odorant binding protein
II (OBP II), is a secretory protein with
DNA sequence homology to OBP I. The
OBP II gene is expressed in the lateral
nasal gland of rodents. OBP I and II are
thought to interact with different classes
of odorants.

Although it is generally accepted that
OBPs are involved in odorant transport
and perhaps in removal of odorants from
the receptors, some recent studies are not
entirely in accord with this notion. For
example, expression studies have found
high-affinity binding of unbound pig OBP
I to a human olfactory receptor, an effect
that would not be expected if OMB I is,
in fact, a ligand carrier. Also, the crystal
structure of bovine OBP I in complex with
odorant molecules at a resolution of 2.0 Å
was determined in 2004. No significant
conformational changes were detected by
structural comparison of crystal structures
of unliganded and liganded OBP I, throw-
ing into question whether, in fact, OBP I
binds odors in a way analogous to retinol-
binding protein in the retina.

5.2
Olfactory Receptors

Odorant molecules, carried in the inspired
air into the nose, bind with olfactory re-
ceptors located on the cilia of receptor
cells, initiating the transduction process.
Parameters of airflow, including direction,
velocity, and volume, determine the num-
bers of molecules that reach the receptors.
In the human, from 5 to 15% of the in-
haled airstream is diverted to the receptor
region, depending upon the strength of
sniffing and idiosyncratic aspects of nasal
cavity anatomy, turbinate engorgement,
and mucus secretion and rheology, the
latter being affected by adrenergic, cholin-
ergic, and peptidergic neural influences.

Hypothetising that the candidate odor-
ant receptor proteins were members of
a G-protein-coupled receptor (GPCR) su-
perfamily, Linda Buck and Richard Axel
in 1991, astutely employed a degenerate
PCR strategy to amplify complementary
DNA (cDNA) sequences from olfactory
epithelial tissue encoding well-conserved
GPCR amino acid motifs. Degenerate PCR
was used to amplify odorant receptor se-
quences using primers that anneal to
common GPCR motifs. This approach was
highly successful, and the first 18 mem-
bers of a novel GPCR gene family, the
odorant receptor (OR) gene family, were
identified. This landmark research was
the impetus for the 2004 Nobel Prize in
Medicine or Physiology.

Like other GPCR proteins, OR proteins
are predicted to have seven transmem-
brane (TM) domains with a stereotyped
topology (Fig. 9). OR proteins can be dis-
tinguished from other GPCR proteins on
the basis of uniquely conserved amino acid
motifs found at various positions in this
predicted protein structure. The functions
of these conserved amino acid motifs are
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Extracellular

Intracellular(a)

(b)

Typical OR gene structure

OR genes are clustered

OR clustered dispersed to >40 (mouse)
and >100 (human) chromosomal locations

Fig. 9 OR genes. (a) Schematic drawing depicting the stereotyped
structure of a GPCR protein, with seven membrane-spanning α-helices.
Figure from Mombaerts, 2001. (b) Top: Gene structure and genome
organization of OR genes. A typical OR gene consists of upstream
noncoding exons that are commonly alternatively spliced, a single
coding exon of approximately 1 kb (black), and a short 3′ untranslated
region. Middle: OR genes are clustered in groups of 1 to over 100 genes
(green arrows) and pseudogenes (red arrows) in both transcriptional
orientations. Bottom: OR clusters are dispersed to more than 40 mouse
and 100 human chromosomal locations. From Young, J.M., Trask, B.J.
(2002) The sense of smell: genomics of vertebrate odorant receptors.
Hum. Mol. Genet. 11, 1153–60, by permission of Oxford University
Press. (See color plate p. xlvi.)
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not yet well understood, with the exception
of the absolutely conserved ‘‘DRY’’ motif
(aspartic acid, arginine, tyrosine consen-
sus sequence) at the end of the third TM
domain, which is required for activation
and coupling of the G-protein.

Odorant receptor proteins probably in-
teract with their odorant ligands using
the internal TM domains (e.g. TM 3, 4,
5). This hypothesis stems from the char-
acterization of analogous GPCR-ligand
interactions, such as the β2 adrenergic
receptor-ligand interaction. It has also
been noted that amino acid sequences
within TM domains 3, 4, and 5 of odorant
receptors are hypervariable in evolution,
consistent with a role in interfacing with
an enormous repertoire of varied odorants
(Fig. 10a). Recently, a structural model
of a specific OR protein was reported
which was predictive with respect to
experimentally established affinities to a
panel of odorant ligands (Fig. 10b). In this
model, residues in TM domains 3, 5, and
6 were predicted to be directly involved
in odorant interactions. The receptor in-
teracts with two different odorants with
high affinity, and these interactions are
hypothesized to involve different amino
acid residues of TM domains. While this
model awaits functional or structural stud-
ies for validation, these insights point to
the possibility that OR proteins may not
have fixed ligand pockets. The evolutionary
success of the seven TM structure might
be due to flexible ligand pockets, capable of
many possible ligand interfaces involving
different amino acid residues, which nev-
ertheless transduce these diverse interac-
tions into a common G-protein-mediated
signaling effect in the cell.

The involvement of G-proteins in odor-
ant transduction stemmed from studies
in the early 1980s that reported activation
of olfactory cilia by odorants required the

presence of GTP. In 1987, a G-protein
from an olfactory complementary DNA
library was cloned that had 88% amino
acid sequence identity to the stimulatory
G-protein, Gs, and was strongly and almost
exclusively expressed in olfactory cilia. This
G-protein was designated Gαolf or Golf and
was found to be the predominant signal-
ing G-protein in olfactory receptor cells.
More recently, gene targeting has been
used to examine the functional roles of
the G-α subunit, Golf , and type III adeny-
lyl cyclase in olfactory signal transduction.
Mice homozygous for a null mutation in
Golf exhibit a large reduction in the electro-
physiological response of primary olfactory
receptor neurons to a wide variety of odor-
ants, verifying the important role of Golf
in mediating mammalian odorant signal
transduction. Disruption of the gene for
a critical subunit of type III adenylyl cy-
clase resulted in anosmia, as measured
behaviorally and electrophysiologically, to
all odorants tested, despite the presence of
other adenylyl cyclases in the cilia. These
results supported previous biochemical
and genetic studies that implied that
adenylyl cyclase and cAMP are essential for
odorant signal transduction in vertebrates.

Although G-proteins other than Golf
(e.g. Gi2 and Go) have subsequently been
identified in olfactory receptor neurons,
they appear not to be involved in early
transduction events, presumably assist-
ing in such processes as axonal signal
propagation, axon sorting, and target in-
nervation. However, Gi2 and Go appear to
play primary roles in vomeronasal sensory
transduction. Interestingly, although Golf
was originally thought to be an olfactory-
specific protein, we now know it is also
expressed in the basal ganglia.

Relatively little is known about the
expression of odorant receptor proteins
in sensory neurons. Using polyclonal



664 Sense of Smell

antibodies raised against some odorant
receptors, receptor protein visualization
has been reported. Expression occurs as
early as embryonic day 14, and is re-
stricted to the cilia and dendritic knobs
of receptor cells. However, such studies
are not without their limitations. Thus,

despite the general usefulness of antisera
in biochemical and immunohistochem-
ical studies, the extreme size of the
odorant receptor gene family makes it
very difficult to demonstrate the speci-
ficity of an antibody to a given receptor
protein.
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Fig. 10 Predicted odorant-binding pockets of OR proteins.
(a) Schematic drawing depicting an overhead view of the seven
transmembrane-spanning barrels of an OR protein modeled
against the rhodopsin GPCR. Residues conserved among all
GPCRs are shown in open circles. Colored squares and circles
represent positions of conserved and variable residues,
respectively, in OR proteins. Residues that align with ligand
contact residues in other GPCRs are colored green and residues
that do not align with such residues are colored red. The residues
in each helix are numbered separately, according to the predicted
TM boundaries. Hypervariable residues (putative
odorant-binding residues) are indicated by asterisks. Area II
denotes a hypervariable pocket that corresponds to the ligand
binding pocket in other GPCRs Figure modified from Pilpel, Y.,
Lancet, D. (1999). The variable and conserved interfaces of
modeled olfactory receptor proteins. Prot. Sci. 8, 969–77.
(b) Model depicting the predicted binding pocket for the hexanol
ligand (purple) to the S25 OR protein (side view). Each TM and
inter-TM loop is labeled. The membrane is represented in yellow.
This computed model of the S25 OR protein atoms successfully
predicts that relative affinities to a panel of odorants, including
hexanol, which is predicted to interact with residues in TMs 3, 5,
and 6. Figure modified from Floriano, W.B., Vaidehi, N.,
Goddard, W.A., Singer, M.S., Shepherd, G.M. (2000) Molecular
mechanisms underlying differential odor responses of a mouse
olfactory receptor. Proc. Natl. Acad. Sci. U. S. A. 97, 10712–16.
Copyright 2000 National Academy of Sciences, U.S.A. (See color
plate p. xlv.)
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5.2.1 Identification of Ligand/Receptor
Complexes
The inability to efficiently process, translo-
cate, and functionally insert olfactory re-
ceptor proteins into the plasma membrane,
as well as the low level of olfactory recep-
tor expression in heterologous systems,
has impeded the identification of most
odorants with their cognate receptors.
When expressed in cell lines, mammalian
olfactory receptors generally exhibit im-
proper receptor targeting to the plasma
membrane, possibly due to improper fold-
ing and subsequent retention in the ER.
Despite such difficulties, several investiga-
tors have overcome these problems and
have identified a small number of lig-
and–receptor interactions.

The discovery of the first odorant/
receptor pair occurred in 1997 in the
nematode Caenorhabditis elegans, a worm
that uses either a cGMP-gated or a
Trp-gated channel for odorant signal
transduction. The odr-10 gene encodes a
putative G-protein-coupled receptor whose
expression is regulated by the odr-7 gene
product. In order to identify the function
of odr-10, odr-10 mutants were identified
in a genetic screen. Then, mutant
worms were exposed simultaneously to
the volatile chemoattractants diacetyl and
pyrazide. These two odors are sensed
by AWA olfactory neurons in C. elegans.
These worms showed defective chemotaxis
only to the volatile odorant diacetyl
(butanedione). A human cell line that
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expresses the chemosensory receptor
protein ODR-10 from C. elegans was found
to display high ligand selectivity, and to
exhibit a transient elevation in intracellular
Ca2+ levels after addition of the odorant
diacetyl. Untransfected cells did not show
this response. These results implicated
ODR-10 as the receptor for the odorant
diacetyl.

In 1998, the first functional expression of
an odorant receptor was made in a homol-
ogous system where adenovirus-mediated
infection of neurons was used to identify
which ligands would bind to an orphan ol-
factory receptor. Olfactory receptor I7 was
expressed in mature sensory neurons of
the rat olfactory epithelium by adenovirus-
mediated gene transfer. For this study,
recombinant adenovirus was prepared that
encoded the I7 odorant receptor fused
to green fluorescent protein (for localiza-
tion), and introduced into the nasal cavity
of rats. After adenovirus transfection of
olfactory receptor neurons, in vivo elec-
trophysiological recordings (i.e. changes
in the summated extracellular field po-
tential measured at the surface of the
epithelium, termed the electro-olfactogram
or EOG), were then used to functionally
identify the expressed receptor and its
ligands. These transfected sensory neu-
rons responded to the compound n-octanol
with elevated EOG responses. Smaller
electrophysiological responses were found
for structurally related aldehydes such as
heptyl (C7), nonyl (C9), and decyl (C10)
aldehydes. However, negligible increases
were detected for aldehydes with less than
seven, or greater than 10, carbon atoms. In
addition, an odorant with some antagonist
activity was identified for receptor I7.

Calcium imaging has been employed
to identify olfactory neurons that respond
to odorants. Then the expressed recep-
tor is identified after cloning. In some

cases, a combination of gene targeting
and Fura-2 Ca2+ imaging has been used
to functionally analyze olfactory receptor
neurons that express a defined olfac-
tory receptor. For example, acetophenone
and benzaldehyde were identified as ag-
onists for mouse and rat M71 olfactory
receptor in sensory neurons isolated from
mice using a gene-targeted modification
that caused coexpression of mouse olfac-
tory receptor 71 and green fluorescent
protein. In another experiment, a can-
didate mouse odorant receptor identified
as MOR23, which is expressed in the ol-
factory epithelium and testis, was cloned
from an olfactory neuron that displayed
an odorant-induced increase in Ca2+.
Then, adenovirus-mediated expression of
the cloned receptor gene was carried out
in the olfactory epithelium, again with
green fluorescent protein as a marker.
Calcium imaging demonstrated that the
adenovirus-infected neurons elicited Ca2+
entry upon stimulation with the odorant
lyral. In addition, MOR23 also recognized
compounds structurally similar to lyral.
Therefore, these virally infected neurons
elicited external Ca2+ entry when exposed
to the same odorant that was originally
used to identify the receptor gene.

5.3
Second Messengers

Second messengers are small intracellular
molecules that change in concentration in
response to environmental signals. Such
change amplifies and conveys information
inside the cell, which results in a metabolic
change.

5.3.1 Adenosine 3′,5′-cyclic Phosphate
(Cyclic AMP or cAMP)
A key signaling component of G-protein-
coupled receptor activation is the enzyme
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adenylyl cyclase, also known as adenylate
cyclase (Fig. 11). During signal transduc-
tion, adenylyl cyclase functions as an
effector that catalyzes the breakdown of
cytosolic ATP into the second messen-
ger 3′,5′-cyclic AMP, and pyrophosphate.
This integral membrane protein contains
twelve presumed TM domains, and two
large cytoplasmic domains that form the
catalytic component of the enzyme. It was
discovered in the 1970s that the enzyme
adenylyl cyclase, which is usually activated
by a stimulatory G-protein, is highly active
in olfactory tissue. Thus, adenylyl cyclase
activity was found to increase, typically in
the presence of GTP, in ciliary prepara-
tions following application of a number of
olfactory ligands. Subsequent studies from
the mid- to late-1980s reported a strong
positive correlation between an odorant’s

ability to activate adenylyl cyclase activity
in a frog ciliary preparation and both its
perceived odor intensity to humans and
the magnitude of the EOG response it
produces in frog epithelia. These studies
suggested that a functional role exists be-
tween the amount of activated adenylyl
cyclase and intensity of odor perception,
and that this relationship is highly con-
served across a wide range of mammalian
species. Such studies provided a mechanis-
tic basis by which an odorant-stimulated
increase in cyclic nucleotide concentration
could lead to increased membrane conduc-
tance, to membrane depolarization, and
generation of an action potential.

In the mid-1980s, the application of
sophisticated patch-clamp techniques al-
lowed for the study of voltage-gated mem-
brane currents, single-channel recordings,

Golf

Odorant Ca2+

Na+
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OBP

AMP

PDE

OR

CNG
Channel

Cl−

Ca2+ dependent
Cl− channel 

    

b-ARK  
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b-arrestin

b g

Fig. 11 Model of odorant signal transduction in mammals via the cyclic AMP
pathway (see text for details). This signaling cascade mediates the initial steps
in odor detection. Abbreviations: AC, adenylyl cyclase; AMP, 5′-adenosine
monophosphate; β-ARK, beta-adrenergic receptor kinase; β-arrestin,
beta-adrenergic receptor protein; βγ , beta and gamma subunits of GTP
binding protein; cAMP, 3′5′-cyclic adenosine monophosphate; CNG channel,
cyclic nucleotide-gated channel, Golf , alpha subunit of olfactory GTP binding
protein; OBP, odorant binding protein; OR, olfactory receptor; PDE,
phosphodiesterase. Copyright  2005, Nabil Sayed.
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and odorant-induced currents in both ver-
tebrate and invertebrate olfactory receptor
neurons. For example, using a patch-
clamp procedure, a cAMP-gated channel
in excised patches of cilia from toad
olfactory neurons was identified in 1987.
These ciliary patches contained a conduc-
tance that was gated directly not only by
cAMP, but also by cGMP with a disso-
ciation constant of 20 µM for cAMP and
5 µM for cGMP. At least three molecules
of cyclic nucleotides must bind for ac-
tivation of the membrane channel. In-
hibitors of cAMP-gated channels quench
odorant responses to this channel. In ad-
dition, cAMP, as measured by a rapid
quench-flow technique, was rapidly and
transiently produced in response to most
odors, and some odorants appeared to
directly suppress the cAMP-gated conduc-
tance by an unknown mechanism. These
odorant-stimulated currents are similar to
currents induced by flash photolysis of
caged cAMP in olfactory neurons. Over-
all, these findings suggested a functional
analogy to the cGMP-gated channel of ver-
tebrate rod and cone photoreceptors. Cyclic
nucleotide-gated (CNG) channel of mam-
malian olfactory neurons shares a 65%
sequence identity with the cGMP channel
of vertebrate photoreceptors.

Six distinct cyclic nucleotide-gated chan-
nel genes have been identified in mam-
mals, and these genes are grouped into
two subfamilies known as CNGA, which
encodes the α-subunit of the channel,
and CNGB which encodes the β-subunit.
Each subunit contains six TM domain
segments, a highly variable N-terminal do-
main, and a 130-amino acid domain at the
C terminus. Mammalian olfactory receptor
neurons express the three genes CNGA2,
CNGA4, and CNGB1b, and vertebrate
cyclic nucleotide-gated channels are het-
erotetramers that contain ion-conducting

α-subunits, and modulatory β-subunits.
Functional tetramers assemble by incor-
porating two subunits of CNGA2, and
single subunits of CNGA4 and CNGB1b is
highly permeable to Ca2+. Ligand binding
occurs at an intracellular cyclic nucleotide-
binding domain in each subunit, causing
a conformational change that opens the
channel to cation influx. The binding do-
main is linked to the pore region by a ‘‘C
linker’’ of approximately 90 amino acids
in length. The olfactory cyclic nucleotide-
gated channel is regulated by negative-
feedback modulation by Ca2+/calmodulin,
since the binding of Ca2+/calmodulin
results in a decrease in the apparent bind-
ing affinity of cyclic nucleotide to these
channels.

Recently, a targeted deletion of the
cAMP-gated channel in mice showed that
these mice were anosmic to all odor-
ants tested when assessed by the electro-
olfactogram (EOG). In addition, a muta-
tion in a cyclic nucleotide-gated channel
in C. elegans disrupted the response to
selected odorants in these worms. Taken
together, these studies suggest that the
CNG channel is required for odorant signal
transduction, and provide conclusive evi-
dence that a CNG channel mediates most
excitatory olfactory signal transduction in
vertebrates such as mice. These results
further suggest that cAMP (and possibly
cGMP in a subset of sensory neurons)
is the second messenger that mediates
excitatory odorant signal transduction in
mammals via a CNG channel.

The opening of the CNG channel allows
an influx of Na+ and Ca2+ into the cell. As
Ca2+ enters the cytoplasm of olfactory cilia
through the channel, this cation activates
a secondary depolarizing receptor current
that mediates an outward Cl− conductance
in olfactory receptor neurons. Owing to
the high Cl− concentration within the



Sense of Smell 669

olfactory receptor neuron, this conduc-
tance causes an elevated reversal potential
for Cl−. This increases (depolarizes) the
positive charge across the membrane so
that an action potential is created. This
second current thus amplifies the primary
cationic current. The outward Cl− current
also allows a steep sigmoidal dependence
on cAMP concentration in both rat and
amphibian olfactory neurons. Finally, the
sensitivity of this Cl− current improves
the signal-to-noise ratio of vertebrate odor-
ant signal transduction. At present, the
Ca2+-dependent Cl− channel that stimu-
lates this conductance has not yet been
identified at the molecular level in mam-
malian olfactory cilia.

5.3.2 Guanosine 3′,5′-cyclic
Monophosphate (cyclic GMP or cGMP)
The fact that some olfactory receptor
neurons do not express adenylyl cyclase
suggests the existence of other transduc-
tion pathways. It is noteworthy that the
CNG channel is responsive to cGMP, as
well as cAMP, consistent with the hypoth-
esis that cGMP may act as an alternative
second messenger.

Two distinct classes of guanylyl cyclases
have been identified that may regulate
cGMP levels within the olfactory recep-
tor cell: soluble guanylyl cyclase and
membrane-bound guanylyl cyclase. The
former is activated by gaseous messengers
such as nitric oxide (NO) or carbon monox-
ide (CO), whereas the latter is activated
by Ca2+ or specific extracellular ligands.
Although cGMP is the primary second
messenger in visual signal transduction,
in olfaction this molecule has a relatively
slow and sustained time course of activa-
tion. These results imply that cGMP does
not play a role in initial olfactory signal
transduction. The fact that both guanylyl
cyclases are expressed in olfactory receptor

cells suggests, however, a complex regu-
lation of cGMP levels occurs within the
olfactory receptor neurons.

Soluble guanylyl cyclase is activated by
gaseous molecules after binding to the
heme iron of protoporphyrin IX, which
is a heme oxygenase (HO) inhibitor. NO
and CO are generated by nitric oxide syn-
thase (NOS) and heme oxygenase (HO),
respectively. NOS most likely plays a role
in the development of olfactory receptor
cells, since it is expressed primarily in the
embryo and is significantly reduced post-
natally. In contrast, marked expression of
HO only occurs postnatally, suggesting it
plays a role in mature receptor neurons.
HO-2, one of the two known forms of HO,
is highly expressed in mature olfactory
neurons, as well as in the outermost (neu-
ronal) and innermost (granule cell) layers
of the olfactory bulb. Odorant-induced in-
creases in cGMP levels in the receptor
cells are inhibited by Zn protoporphyrin
IX, but not by an NOS inhibitor. However,
since inhibition of HO does not com-
pletely deplete cGMP within the olfactory
receptor cells, membrane-bound guanylyl
cyclases likely contribute to the production
of cGMP.

Considerable evidence suggests that ol-
factory receptor neurons contain multiple
cGMP pathways that mediate both de-
layed and sustained cGMP odor-induced
responses. At least two membrane-bound
guanylyl cyclases, a low Km and a high
Km isoform, have been found in rat ol-
factory cilia. Since elevation in ciliary
cGMP occurs in a Ca2+-dependent man-
ner, and intracellular Ca2+ fluctuates in
response to odorants, a Ca2+-binding pro-
tein, such as guanylyl cyclase activating
protein (GCAP), has been hypothesized to
regulate particulate guanylyl cyclase within
olfactory receptors. A similar pathway oc-
curs in the visual transduction pathway.
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Support for this hypothesis comes from
immunohistochemical studies that find
GCAP1 to be localized to olfactory cilia
and to regulate odorant-induced cGMP re-
sponses in a Ca2+-dependent manner.

A subset of olfactory neurons that ex-
presses guanylyl cyclase also expresses the
cyclic GMP-stimulated phosphodiesterase
2(PDE2), an enzyme that catalyzes the
breakdown of cyclic GMP to GMP in
these cells. Interestingly, a subunit of the
CNG channel previously found in cone
photoreceptors is also present in these
neurons, suggesting that they may con-
tain a unique CNG channel. Neurons
that express PDE2 and membrane-bound
guanylyl cyclase D (an olfactory-specific cy-
clase), are thought to project to a distinct
group of glomeruli, localized in the pos-
terior aspects of the olfactory bulb that
are similar in appearance to ‘‘necklace
glomeruli.’’ Necklace glomeruli are im-
portant because these structures are a
subset of ‘‘atypical’’ glomeruli that receive
heavy cholinergic innervation, and may
function in mother–infant interactions.
Thus, selective compartmentalization of
different phosphodiesterases and cyclases
is involved in the regulation of odorant sig-
nal transduction in olfactory neurons. This
selective compartmentalization may mod-
ulate the sensitivity of a subpopulation of
sensory neurons to specific odorants.

It would appear that cGMP and cAMP
produce distinctly different Ca2+ signaling
kinetics and different cytosolic concentra-
tions for CNG channel activation. Thus,
cGMP reaches significantly lower levels in
olfactory receptor neurons when compared
to cAMP. These differences affect the rate
and amount of cation influx into the cy-
tosol of olfactory neurons. This influx may
occur through a common CNG channel,
or through functionally similar CNG chan-
nels with different subunit compositions.

The second messenger signal is transient
in the case of cAMP, and is more persis-
tent in the case of cGMP. cGMP may thus
participate in long-term cellular events in
vertebrate olfactory receptor neurons such
as desensitization, sensory adaptation, or
neuronal activity-dependent transcription.

5.3.3 Inositol-1,4,5-trisphosphate (IP3)
The PI signaling pathway generates
the second messengers IP3 and (1,2)-
diacylglycerol (DAG) by hydrolysis of the
membrane lipid phosphatidyl inositol 4,5-
bisphosphate via cell surface receptors
that couple to stimulatory G-proteins such
as Gαq/Gα11, which then activate phos-
pholipase C-β isoenzymes. DAG activates
protein kinase C isoforms, while IP3 binds
to a membrane-bound tetrameric recep-
tor/channel. The IP3 receptor/channel is
composed of a family of structurally related
proteins with both distinct and overlap-
ping tissue distributions. Upon binding
of IP3, this receptor/channel stimulates
the transient release of Ca2+ from non-
mitochondrial internal membrane stores
(Fig. 12).

IP3 receptors are highly enriched in ER
membranes and sarcoplasmic reticulum
membranes of muscle cells. Since odorant
signal transduction occurs in cilia, and
olfactory cilia contain no ER for Ca2+
storage and release, an IP3 pathway in
olfactory neurons, if indeed present, must
utilize a plasma membrane IP3 receptor.
Therefore, Ca2+ influx would have to occur
by this mechanism.

Although IP3 has been implicated in the
odorant response of both vertebrates and
invertebrates, its role in mammalian ol-
factory transduction is controversial. The
weight of the evidence suggests that IP3 is
not involved in the initial steps in mam-
malian odorant signal transduction. A
plasma membrane IP3 receptor/channel,
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as well as a PI 3-kinase, is involved in odor
transduction in the lobster, where consid-
erable research has been carried out. In
this crustacean, the olfactory organ con-
sists of an array of hairlike sensilla located
on the antennae. Each of these sensilla
contain from two to several hundred pri-
mary olfactory receptor neurons that are
easily recorded electrophysiologically.

In ‘‘cultured’’ lobster olfactory receptor
neurons, IP3 selectively evokes an excita-
tory current and directly activates two types
of channels. Furthermore, odors can acti-
vate dual signal transduction pathways in
lobster antennules where they both stimu-
late and inhibit the same olfactory neuron.
Both cAMP and IP3 levels are increased
by odor stimulation in the outer dendritic
membranes, where IP3 activates stimu-
latory current, and cAMP activates the
inhibitory current. When IP3 and cAMP
are applied to the inner face of cell-free
patches of the outer dendritic membrane
of lobster olfactory receptor neurons, both

second messenger-gated plasma mem-
brane channels are found in the same
patch. In accord with these observations,
IP3 receptors and the PLC-β enzyme lo-
calize to the outer dendrites of lobsters,
where PLC-β associates with G-proteins in
response to odorants.

One possible target of this PI path-
way is a Na+-gated nonselective cation
channel that generates a large compo-
nent of the depolarizing receptor potential.
Pharmacological studies have suggested
that this Na+-gated channel in lobsters
may belong to the Trp family of plasma
membrane receptors, conceivably similar
to those reported in C. elegans Trp chan-
nels are Ca2+-permeable channels, which
have been proposed to function as store-
operated channels in a variety of cell types
in the presence of Na+. Increased Ca2+
levels activate this nonselective cation
channel. In addition, this Na+-gated chan-
nel is modulated by addition of exogenous
phosphoinositides in cell-free membrane
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patches. In such neurons, this plasma
membrane channel may amplify the ol-
factory receptor current.

5.4
Signal Termination and Desensitization

A number of processes are involved in sig-
nal termination and desensitization. Such
processes include (1) phosphodiesterase
action to break down cyclic nucleotides,
as previously mentioned for cGMP,
(2) phosphorylation of receptors with
occupied ligand binding sites, (3) modula-
tion of CNG channels, and (4) conversion
into derivatives that do not function as
second messengers.

The relative amount of cyclic nucleotide
in an olfactory neuron is dependent on
both the synthesis and breakdown of that
second messenger. Thus, a critical process
for olfactory transduction is termination of
the odorant-induced signal in the receptor
cells. In order to terminate the signal, a
rapid decline in cAMP or cGMP forma-
tion occurs after odorant stimulation. This
decline is catalyzed by cyclic nucleotide
phosphodiesterases, which are responsi-
ble for the hydrolysis of both cAMP and
cGMP to pyrophosphate. At present, three
different phosphodiesterases have been
identified in olfactory neurons. Of these
three enzymes, two phosphodiesterases
regulate the hydrolysis of cAMP to 5′-
AMP in olfactory cilia for signal ter-
mination. A Ca2+/calmodulin-dependent
phosphodiesterase IC (PDE1C2), and a
Ca2+/calmodulin-independent high-
affinity phosphodiesterase (PDE4A) spe-
cific for cAMP are both expressed at high
levels in many olfactory neurons, with
the high-affinity PDE4A being highly ex-
pressed in axons.

Many G-protein-coupled receptors show
decreased ability to couple to G-proteins

after prolonged agonist stimulation, a
phenomenon known as agonist-mediated
desensitization. G-protein-coupled TM re-
ceptors, and second messenger-dependent
kinases may be involved in this desensi-
tization process. This desensitization is
initiated by receptor phosphorylation from
G-protein-coupled receptor kinases that
function to uncouple the olfactory recep-
tor from its stimulatory G-protein. The
phosphorylation and subsequent desensi-
tization of olfactory receptors may occur
by a specific receptor kinase named β-
adrenergic receptor kinase (β-ARK). β-ARK
is a heparin-sensitive serine–threonine
kinase involved in homologous desensi-
tization of G-protein-coupled receptors.
However, the complete quenching of odor-
ant signal transduction at the receptor
level may further require binding of the
protein cofactor β-arrestin to the phos-
phorylated olfactory receptor. The binding
of β-arrestin results in uncoupling of the
receptor from its stimulatory G-protein,
and inhibition of cAMP formation. Iso-
forms of β-adrenergic receptor kinase and
β-arrestin have been localized to olfactory
neurons, but their function has not yet
been demonstrated.

In olfactory neurons, the second
messenger-dependent kinase involved in
desensitization could also include protein
kinase A, which is a serine–threonine
kinase that requires cAMP for activation.
In olfactory tissue, antagonists of protein
kinase A prolong the production of cAMP
by odorants. Although odorant-induced
phosphorylation of ciliary proteins by
protein kinase A has been demonstrated
in olfactory tissue, the phosphorylated
proteins have not yet been identified.
Therefore, some cAMP that is formed
in response to odorant stimulation may
activate a negative-feedback pathway that
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may inhibit the odorant response by
phosphorylating specific target proteins.

Another mechanism for desensitization
involves the CNG channel, where modula-
tion of cAMP sensitivity of the olfactory
CNG channel by Ca2+/calmodulin oc-
curs. When Ca2+ ions enter the olfactory
cilia through the opened CNG channel,
these cations mediate decreased respon-
sivity of the sensory response by providing
a negative-feedback signal that modulates
the olfactory signal transduction machin-
ery. One important mechanism for this
rapid decline in sensitivity to odors is
the Ca2+/calmodulin-mediated reduction
in cAMP sensitivity of the CNG channel.
The modulatory CNGA4 subunit of the
channel is thought to accelerate the Ca2+-
mediated negative feedback in olfactory
signaling, and may allow rapid adapta-
tion in the vertebrate olfactory system.
When this gene is deleted, deficiencies
in Ca2+/calmodulin-dependent inhibition
of the CNG channel occur. This inhibi-
tion results in a reduction in adaptation
of odor-induced responses in the olfac-
tory neurons. For example, channels in
excised membrane patches from the null
mouse exhibited slower Ca2+/calmodulin-
mediated channel desensitization.

Desensitization may also occur via PI
3-kinase, an enzyme that phosphorylates
inusitol phospholipids in the plasma mem-
brane. These lipids then become docking
sites for other intracellular signaling pro-
teins. In dissociated rat olfactory receptor
neurons, the blocking of PI 3-kinase ac-
tivity increased an odorant-evoked, cyclic
nucleotide-dependent elevation of cytoso-
lic Ca2+. This finding suggests that 3-
phosphoinositide signaling may inhibit
cyclic nucleotide-dependent excitation of
the cells during vertebrate olfactory trans-
duction. Whether this signal transduction
pathway acts in concert with the cAMP

pathway, or functions to desensitize the
cAMP pathway in olfactory receptor neu-
rons, remains to be determined (Fig. 11).

Finally, the second messenger IP3, is in-
activated when this molecule is converted
into derivatives that do not open, IP3 re-
ceptor/cannels IP3 may be converted to
inositol by phosphates or phosphorylated
to 1,3,4,5-tetrakis phosphate which is then
converted to inositol.

6
Olfactory System Receptor Gene
Repertoires in Vertebrates

6.1
Main Olfactory System

The biological challenges of the olfactory
system are similar to those of the immune
system. Both systems must be able to
recognize a broad range of environmental
chemicals, even ones that the animal
has never before been exposed to in
its evolutionary past. The breadth and
adaptability in antigen recognition of the
immune system is based on an elegant
combinatorial strategy: a limited number
of gene segments are recombined to
generate an enormous diversity of antigen
receptor combinations. Novel receptor
protein combinations permit recognition
of novel antigens. Thus, adaptation in the
immune system (i.e. the ability to respond
to an unpredicted antigen) is a probabilistic
outcome of this combinatorial strategy;
that is, there is a certain probability that a
novel receptor protein combination will be
represented in the immune cell population
that will be able to bind the novel antigen
with high affinity.

However, receptor diversity in the olfac-
tory system is not accomplished by devel-
opmentally regulated gene recombination
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like in the immune system; rather, it has
been accomplished by receptor repertoire
expansion and diversification during evo-
lution. The odorant receptor gene family
is one of the largest gene families known
and it is comprised of ∼1000 genes in
a typical mammal. The odorant receptor
gene repertoire in mouse, for example, is
over 1500 genes, which represents >5%
of the entire coding content in the mouse
genome. Humans and other primates have
a smaller OR repertoire (see the following).

OR genes are organized in large clusters
in the genome (Fig. 13a). In mouse,
clusters range in size from one to
more than 100 genes, although cluster
sizes of approximately 30 ORs are more
typical. Mouse OR clusters have been
identified at >40 chromosomal locations
and on all chromosomes but 12 and Y
(Fig. 13b). Within clusters, the individual
mouse OR genes are tightly spaced – a
typical intergenic distance is ∼20 kb.
Accordingly, the OR gene structure is
compact, consisting of a single coding
exon, ∼1 kb in size, and short 5′ and
3′ untranslated exons that are usually
separated from the coding exon by 1 to 2
small introns. OR gene clusters are rarely,
if ever, interrupted by non-OR genes, and
in general, the regions of the genome
housing OR clusters are gene-poor.

The functional significance of OR gene
clustering, if any, is unknown. However,
clustering is at least in part a product of
frequent tandem gene duplication events
that have taken place in evolution. Since
the common ancestor of fish and mam-
mals, OR repertoires have expanded by an
order of magnitude (∼100 genes in fish
vs ∼1000 genes in mammals). One wave
of OR gene expansion occurred around
the time when vertebrates were adapting
to land (Fig. 13c). Approximately during
the period when amphibians evolved ∼370

MYA, a period of radiation occurred in
which entire OR clusters duplicated to
new locations in the genome. This expan-
sion likely provided the basis for important
adaptations in the olfactory system that
permitted terrestrial vertebrates to recog-
nize a repertoire of airborne chemicals
with their noses.

Following this period of OR clus-
ter radiation early in vertebrate evo-
lution, the OR repertoire has evolved
and expanded dynamically by local and
nonlocal duplications of OR-containing
gene blocks. These duplication events have
occurred frequently and in some cases,
very recently. For example, a subset of OR
duplications near human telomeres have
occurred so frequently that homologous
blocks are dispersed on >10 chromo-
somes, and so recently that the copy
number and locations of these OR blocks
are polymorphic in the human population
(Fig. 13a). Duplicated OR genes evolved
new amino acid sequences, and thus pre-
sumably novel functions, by a number
of evolutionary mechanisms. Duplicated
ORs tend to be subject to frequent gene
conversion events, and/or adaptive selec-
tion for amino acid change, all of which are
mechanisms that tend to rapidly produce
novel protein functions. Like the major his-
tocompatibility (MHC) alleles, OR allelic
variation in the human population appears
to be unusually large, another indication
that ORs have been recently adapting (Al-
lelic variation refers to the numbers of
different, or ‘‘polymorphic,’’ alleles rep-
resented in a population. Genes subject
to adaptive selection tend to have high
allelic variation.). The ongoing rapid evo-
lution of OR gene repertoires in terrestrial
vertebrates presumably reflects selective
pressures to adapt to the specific olfactory
requirements of individual species in their
diverse and rapidly changing niches.
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Fig. 13 OR evolution. (a) Application of a molecular clock based on subfamily
sequence divergences (% divergence indicated above the tree) to infer periods of OR
radiation and expansion during vertebrate evolution. According to this methodology,
OR subfamily diversity arose predominantly during amphibian radiation, beginning
∼370 million years ago (MYA). So-called ‘‘Class I’’ OR genes are described as fish-like,
suggesting that these ORs are remnants of the preamphibian radiation. Taxonomy:
Pisc = fish; Amphibia = frogs, salamander; Aves = chick; Proto = platypus;
Meta = koala; Sci = marmot, mouse, rat; Fer: pig, dolphin, dog; Strep = lemurs,
squirrel monkeys, Plat = marmoset; Cer = baboon, macaques; Hom = chimpanzee,
gorilla. Figure modified from Glusman, G., Yanai, I., Rubin, I., Lancet, D. (2001) The
complete human olfactory subgenome. Genome Res. 11, 685–702. Copyright 2001
Cold Spring Harbor Laboratory Press. (b) Fluorescence in situ hybridization (FISH) on
human chromosomes using a labeled probe (red) that recognizes a human
subtelomeric OR sequence that is dispersed on seven human chromosomes (1, 3, 5,
6, 11, 15, 19) due to frequent duplication and translocation. The copy number and
chromosomal distribution pattern of this OR locus is polymorphic in the human
population, suggesting very recent duplications. Figure from Trask, B.J., Friedman, C.,
Martin-Gallardo, A., Rowen, L., Akinbami, C., Blankenship, J., Collins, C., Giorgi, D.,
Iadonato, S., Johnson, F., Kuo, W.-L., Massa, H., Morrish, T., Naylor, S.,
Nguyen, O.T.-H., Rouquier, S., Smith, T., Wong, D.J., Youngblom, J., van den
Engh, G. (1998) Members of the olfactory receptor gene family are contained in large
blocks of DNA duplicated polymorphically near the ends of human chromosomes.
Hum. Mol. Genet. 7, 13–26, by permission of Oxford University Press. (c) OR gene
tree depicting evolutionary relationships between mouse (red) and human (blue) OR
genes. Although the human OR repertoire is less than half the size of the mouse
repertoire, the diversity of the human OR repertoire is comparable to that of the
mouse repertoire. Therefore, it is expected that mice have better discriminatory
power, but not necessarily a broader range of olfaction. Figure from Young et al., 2002
by permission of Oxford University Press. (d) Gene tree depicting species-specific
expansion of a mouse and rat V1R subfamily. Most of the duplications occurred over
a short period of evolution just after mouse and rat diverged. Figure modified from
Lane, R.P., Young, J., Newman, T., Trask, B.J. (2004) Species specificity in rodent
pheromone receptor repertoires. Genome Res. 14, 603–608. Copyright 2002 Cold
Spring Harbor Laboratory Press. (See color plate p. xlvii.)
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Fig. 13 (Continued)

The functional OR repertoire in many
primates, including humans, is dimin-
ished. While the total number of human
OR genes is estimated between 700 and
900 genes, more than half of these genes
lack open reading frames that encode
seven TM receptor proteins and, there-
fore, are probably pseudogenes. The rapid
decline of the olfactory system in pri-
mates probably began shortly before the
separation of hominoids and Old World
monkeys, concurrent with the advent of
trichromatic color vision. This develop-
ment might have accelerated the displace-
ment of the olfactory system with the visual
system as the primary sensory modality in
these animals. The evolution of upright
posture could have also facilitated this ol-
factory decline, since such a development
would distance the nose from the source
of many important smells on the ground.
However, humans still have >300 func-
tional OR genes. The human OR repertoire
is about as diverse as the mouse repertoire
(Fig. 13c), suggesting that humans proba-
bly do not have reduced breadth or range
of odor detection; rather, that humans may
have reduced discriminatory power be-
cause of possessing fewer copies of similar
genes. It is also important to note that since
olfaction is considered a ‘‘subliminal’’

sense (the nose communicates with the
subconscious limbic system), we humans
may underestimate the influence of our
olfactory systems on our own behavior. In
later sections of this chapter, clinical impli-
cations of the olfactory system in human
psychology/behavior are discussed.

6.2
Accessory Olfactory System

Like the main olfactory system, the sensory
neurons in thevomeronasal organ (VNO)
transduce signals via a G-protein-mediated
pathway and predictably, the odorant
receptors in the VNO, like the ORs in
the main nose, are members of the
seven TM/GPCR superfamily. There are
two different populations of VNO sensory
neurons, each of which express a different
GPCR family. In mouse, the sensory
neurons of the apical compartment of the
VNO express the V1R receptor family, and
the neurons of the basal compartment
of the VNO express the V2R receptor
family (Fig. 1). The ORs of the main
nose, and the V1R and V2R genes of the
VNO are all GPCRs. However, they are
distinct gene families that do not share
sequence homology, coupled to different
G-proteins, and are expressed in mutually
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exclusive populations of neurons. It is
likely that the OR, V1R, and V2R receptor
gene families represent an example of
convergent evolution; that is, independent
recruitment of chemosensory functions,
as opposed to these three families sharing
a common olfactory ancestry.

The V1Rs, like the ORs, have a simple
gene structure of an intronless, ∼1 kb cod-
ing sequence. Also, like the ORs, V1Rs are
clustered in the genome. In mouse, there
are over 300 V1R sequences (including 165
presumably functional intact genes) dis-
tributed on eight mouse chromosomes.
In rat, there are over 200 V1R sequences
(106 intact) distributed on six rat chromo-
somes. The large repertoire of intact V1Rs
in these two rodent species, however, may
be exceptional; recently, the canine V1R
repertoire was estimated to consist of only
eight intact V1R genes. The human and
chimpanzee repertoires are estimated to
be less than five intact V1R genes each,
and, as noted earlier in this chapter, many
primates, including humans, do not pos-
sess a functional VNO. Other mammalian
species, such as pig, sheep, and ferret, also
seem to have reduced VNO function as
compared to rodents. Therefore, the rodent
VNO might possess a greatly expanded
range of specialized functions as compared
to other mammals. Alternatively, the VNO
in nonrodents might rely more heavily on
contributions from the V2R gene family.
To date, little is known about the repertoire
sizes, genome organization, or biological
functions of the mammalian V2R genes.

If V1R receptors are involved in mediat-
ing largely conspecific behaviors, as func-
tional studies suggest, then species speci-
ficity in these receptors would be expected.
A comparison of the mouse and rat V1R
repertoires provides striking examples of
species-specific expansions or contractions
of specific V1R subfamilies (Fig. 13d).

Moreover, the duplication events that gave
rise to expanded subfamilies in the rodent
genomes have been nonuniform, occur-
ring predominantly over a short period
of evolution that is coincident with the
period when mouse and rat diverged. It
is tempting to speculate that some of
these species-specific expansions of par-
ticular V1R subfamilies helped reinforce
mating/social barriers as these two rodent
species diverged. However, the functions
of individual V1R receptors and their lig-
ands have not yet been elucidated, so the
behavioral significance of these striking
species-specific events in V1R evolution is
unknown.

7
Basic Principles of Olfactory System
Organization

How does the olfactory system coordinate
the large repertoires of rapidly evolving
receptor proteins in order to make sense of
an odor? The basic organizing principle of
the olfactory system was elucidated by two
important discoveries: the discovery that
each sensory neuron in the main olfactory
epithelium expresses only ∼1 OR gene,
and that all neurons expressing any given
OR gene extend their axons to a common
target in the olfactory bulb. As discussed
in the following sections, these two
attributes of the olfactory system permit
a combinatorial representation of smells
in the brain – combinatorial patterns of
neural activity that the brain can recognize
and interpret as particular smells.

7.1
Monogenic Expression of Olfactory
Receptor Genes

Several studies indicate that probably
one OR gene is transcribed in each
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olfactory sensory neuron. The evidence
for this hypothesis was initially based on
in situ hybridization studies conducted
on rodent olfactory epithelium sections
using individual OR gene probes. Each
OR gene is expressed in one of four
topological zones within the olfactory
epithelium, and within a zone, each
OR gene is transcribed in a ‘‘punctate’’
pattern (Fig. 14c). The fraction of cells
transcribing RNA of any given OR gene
is approximately one in a thousand. This
expressing fraction (∼0.1%) of olfactory
sensory neurons is predicted by the one
receptor-one neuron hypothesis, that is, if
each olfactory sensory neuron expresses
one of the ∼1000 OR genes, and each
OR is represented approximately equally
in the population of olfactory sensory
neurons, then any given OR gene should
be expressed in ∼1/1000 of the neurons.
Yet, these studies are inconclusive due
to numerous unknowns, such as, the
frequency with which a particular OR
probe cross-reacts with other similar OR
sequences. Furthermore, some OR genes
are expressed in more than 10 times the
number of cells than other OR genes;
therefore, not all OR probes are expected
to exhibit a one-in-a-thousand expression
pattern.

Another method to directly examine how
many ORs are expressed in a single olfac-
tory sensory neuron is to use single-cell
reverse transcriptase polymerase chain re-
action (RT-PCR) RT-PCR uses the reverse
transcriptase enzyme to synthesize DNA
templates complementary to RNA tem-
plates (cDNA). The cDNA templates can
then be amplified by polymerase chain re-
action (PCR) using degenerate OR primers
to investigate the number of different ORs
present in the template sample.

Degenerate PCR primers, designed
against well-conserved amino acid

sequences in the olfactory receptor protein
are successful at amplifying ∼50 to
70% of all OR templates in a single
reaction. The complexity of OR degenerate
PCR products can then be analyzed
in bulk by restriction digestions, or by
sequencing individual template products
from the reaction. A few publications
report the amplification of only one OR
template in individual sensory neurons,
consistent with the one receptor-one
neuron hypothesis. However, the false
negative rate with this technique is
high – more than half of the cells tested do
not produce detectable RT-PCR product
of any OR cDNA – raising a question as
to whether detecting a single OR product
might also be an underestimation of the
actual OR representation in that cell.

The most compelling evidence for mu-
tually exclusive expression of OR genes
is based on the fact that OR alleles are
never, or rarely, coexpressed. This was first
demonstrated for the two parental alleles
of a single OR gene. In these experiments,
allele-specific RT-PCR demonstrated that
pools of olfactory sensory neuronal cells
express one or the other allele, but not
both. More recently, it was demonstrated
that even identical OR transgenes are not
coexpressed in the same neuron (Fig. 14d).
(A transgene is a DNA segment typically
constructed with a copy of an entire gene
(including regulatory regions)). Thus, this
principle of mutually exclusive OR expres-
sion is not limited to just endogenous
alleles situated at homologous native po-
sitions on the two parental chromosomes;
rather, it seems to apply to pairs of al-
leles situated anywhere in the genome.
While monoallelic expression does not
prove monogenic expression, the most
parsimonious interpretation of these ex-
periments is that, in general, only one OR
locus is active per cell.
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Fig. 14 OR expression patterns. (a) Schematic
of the olfactory epithelium depicting four
endoturbinate bones (II, II′, III, IV) and four
topological OR expression zones along the
dorsal axis (hatchings). Figure modified from
Scott, J.W., Shannon, D.E., Charpentier, J.,
Davis, L.M., Kaplan, C. (1997) Spatially
organized response zones in rat olfactory
epithelium. J. Neurophysiol. 77, 1950–1962.
(b) Fully labeled olfactory epithelium using a
construct that reports olfactory marker protein,
OMP, expression within olfactory sensory
neurons. The four topological zones are labeled
(1–4); the patch, P, is a medial zone where some
OR genes are expressed. Scale bar is 500 µm.
Reprinted from Neuron, Vol. 4, Vassalli, A.,
Rothman, A., Feinstein, P., Zapotocky, M.,
Mombaerts, P. (2002). Minigenes impart
odorant receptor-specific axon guidance in the
olfactory bulb, pages 681–696. Copyright 2002,
with permission from Elsevier. (c) Punctate
expression of the M71 olfactory receptor gene
using a construct in which M71 activation is
reported by green fluorescence protein, GFP.
Inset, fluorescence image of a single M71
marked olfactory sensory neuron. Scale bar is
250 µm. Figure from Bozza, T., Feinstein, P.,
Zheng, C., Mombaerts, P. (2002) Odorant
receptor expression defines functional units in
the mouse olfactory system. J. Neurosci. 22,
3033–3043. Copyright 2002 by the Society for
Neuroscience. (d) Coronal section showing
mutually exclusive expression of a tagged
MOR28 transgene (red) and the endogenous

MOR28, tagged with GFP (green). Inset, higher
magnification showing individual sensory
neurons expressing one color or the other, but
not both. Scale bar is 50 µm. Modified from
Serizawa, S., Ishii, T., Nakatani, H., Tsuboi, A.,
Nagawa, F., Asano, M., Sudo, K., Sakagami, J.,
Sakano, H., Ijiri, T., Matsuda, Y., Suzuki, M.,
Yamanori, T., Iwakura, Y., Sakano, H. (2000)
Mutually exclusive expression of odorant
receptor transgenes. Nat. Neurosci. 3, 687–693.
Reprinted with permission by Nature Publishing
Group. (e) Expression of an alternative OR gene
in cells that select a GFP-marked transgene in
which the MOR28 coding region is deleted. In
situ hybridization using non-MOR28 probes
(red) colabel the same sensory neuron with the
MOR28-deleted transgene (green), producing a
merged yellow color (coexpression of the red and
green markers). The pie chart summarizes
coexpression data for a panel of 13 different OR
probes (different colors in chart); ∼77% of the
cells labeled with GFP (expressing the
MOR28-deleted transgene) exhibit alternative
expression of one of the OR probes tested. These
data suggest that failure to express a functional
OR gene results in the neuron choosing another
OR locus to express. Reprinted with permissions
from Serizawa, S., Miyamichi, K., Nakatani, H.,
Suzuki, M., Saito, M., Yoshihara, Y., Sakano, H.
(2003) Negative feedback regulation ensures the
one receptor-one olfactory neuron rule in mouse.
Science 302, 2088–2094. Copyright 2003 AAAS.
Permission from AAAS required for all other
uses. (See color plate p. xlix.)
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7.2
Convergence of Olfactory
Receptor-expressing Neurons in the
Olfactory Bulb

As discussed earlier, the expression pat-
tern of any particular OR gene is ‘‘punc-
tate;’’ that is, it is expressed in a seem-
ingly random ∼0.1% fraction of sensory
neurons in the olfactory epithelium of
the nose. Remarkably, despite originating
from various positions throughout a given
zone of the olfactory epithelium, each of
the neurons that express a particular OR
gene extend their axons to a common tar-
get in the olfactory bulb (Fig. 15a). The
targets, where olfactory sensory neurons
synapse with other central neurons, are
called glomeruli. Since there are two bi-
laterally symmetrical olfactory bulbs per
animal, the set of olfactory sensory neu-
rons expressing a given OR gene projects
axons to a pair of symmetric glomeruli per
mouse.

Insights about the development of
olfactory sensory neuronal projections to
the olfactory bulb have come from knockin
transgenic mouse lines in which specific
endogenous ORs have been engineered
to report all neurons expressing that OR
in the animal. Knockin transgenic lines
are lines in which an endogenous gene

locus has been modified. OR knockins
typically modify an endogenous OR locus
so that it reports the expression of that
locus. In 1998, this approach was used
to show that the odorant receptor protein
itself governs the convergence of like-
expressing neurons to common glomeruli.
When a marked OR locus has its coding
sequence deleted, the neurons that report
the activation of this locus fail to converge
(Fig. 15a). Thus, by as yet undescribed
mechanisms, an olfactory sensory neuron
seems to select an olfactory receptor
gene to express, and this choice governs
the axon convergence of this neuron to
a specific glomerulus dedicated to that
particular OR.

In mice, there are ∼2400 glomeruli
(∼1200 in each bulb), which will be formed
with precise input from specific olfactory
sensory neuronal populations. How does
this topological map develop? How precise
is the map? Does the map change with de-
velopmental time or with postnatal neural
activity? Some important insights into the
role of the OR protein itself in glomerulus
targeting have come from ‘‘receptor swap-
ping’’ experiments. Receptor ‘‘swapping’’
experiments replace the coding region of
an OR locus with the coding region of
another OR gene. These experiments test
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(a)

MOR28 del-MOR28

Fig. 15 Convergence of olfactory sensory neurons expressing a
particular OR protein. (a) As first demonstrated by Wang et al. (1998),
axons that express a particular OR gene, such as MOR28, converge their
axons onto a specific glomerulus target in the olfactory bulb. The left
panel shows whole-mount (top) and coronal (bottom) views of multiple
convergent GFP-tagged MOR28-expressing axons in the bulb. The right
panel illustrates that this convergence is dependent on the expression
of the OR gene itself. Whole-mount (top) and coronal (bottom) views of
GFP-tagged neurons in which the MOR28 coding region is deleted do
not converge. As discussed in Figure 6, these neurons select an
alternative OR gene to express, and thus, these axons are likely
converging onto other glomeruli specified by this alternative OR choice.
Scale bars are 500 µm. Reprinted with permissions from Serizawa, S.,
Miyamichi, K., Nakatani, H., Suzuki, M., Saito, M., Yoshihara, Y.,
Sakano, H. (2003) Negative feedback regulation ensures the one
receptor-one olfactory neuron rule in mouse. Science 302, 2088–2094.
Copyright 2003 AAAS. Permission from AAAS is required for all other
uses. (b) Model depicting the central organizing principle of the
olfactory system. Each olfactory sensory neuron in the olfactory
epithelium expresses ∼1 OR protein; a given OR gene expression is
confined to one of four zones. All sensory neurons expressing a
particular OR protein converge their axons onto a common glomerulus
in the olfactory bulb. Thus, the stimulation of a subset of OR proteins
from a particular smell causes neural activity at a specific combination
of glomeruli, which is the neural signature of that smell. Figure from
Mombaerts, P. (2001). How smell develops. Nat. Neurosci Suppl. 4,
1192–1198. Reprinted with permission by Nature Publishing group.
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Fig. 15 (Continued)

whether the locus (i.e. the surrounding
regulatory region) or the coding region
of an OR gene are responsible for spec-
ifying the targeting of a sensory neuron
to its correct glomerulus target. Replace-
ment of the coding region of one OR gene
with the coding region of another related
OR gene expressed in the same epithelial
zone causes neurons expressing the re-
placed OR to target glomeruli according to
the donor OR. Thus, OR coding regions
(and presumably the OR protein itself) is
sufficient to direct glomerulus targeting.
However, replacement of an OR coding re-
gion with an OR gene normally expressed
in a different epithelial zone results in
targeting to neither the donor nor the re-
cipient glomerulus, rather, to an altogether
unique glomerulus target. These data
suggest that developmental context is im-
portant in the formation of the glomeruli
map (i.e. OR influence on glomerulus tar-
geting depends on the time/place of birth
of the olfactory sensory neuron). Remark-
ably, even single amino acid substitutions
in OR coding regions can result in novel
glomerulus targeting. Moreover, a non-OR
GPCR coding sequence (the β2 adrenergic
receptor) is able to substitute for an OR and

form a glomerulus in the bulb. These data
suggest that the sorting of olfactory sensory
neurons in the bulb is exquisitely sensitive
to OR sequence, yet able to accommodate
almost any GPCR sequence.

Sensory neurons expressing a given
OR start to become fasciculated as they
enter the inner olfactory nerve layer,
prior to entering the glomeruli neuropil.
The path to a target glomerulus can be
convoluted, yet determined, through a
maze of other glomeruli. Many molecular
guidance cues are likely to play a role in
this remarkable projection. One promising
candidate set of guidance cues are the
ephrin A ligands and their Eph receptors.
The Eph receptor tyrosine kinases have
been implicated in the formation of
the precise projection of retinal ganglion
neurons in the visual system. In the
visual system, the visual map is preserved
between retina and target tissue (the optic
tectum or superior colliculus) by a precise
one-to-one spatial projection pattern in
which retinal ganglion neurons maintain
their relative positions. To accomplish this,
a gradient of EphA receptors on the retinal
axons and a gradient of two ephrin ligands
in the target tissue specify nasotemporal
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target positions in the visual map. The
olfactory system may also use EphA
receptors to specify geographic coordinates
within the olfactory bulb. Olfactory sensory
neurons express differing levels of two
ephrin A ligands and target cells in
the olfactory bulb express Eph receptors.
Mutant mice lacking the two ephrin
A ligands, or having increased ephrin
A expression in subsets of neurons,
mistarget their olfactory sensory neurons
along the posterior–anterior axis. These
data suggest that ephrin As and their
receptors are part of the code specifying
target positions within the olfactory bulb.

The initial projection of olfactory sensory
neurons to target glomeruli seems to be
imperfect. For example, the sensory neu-
rons expressing the P2 OR gene project
axons to the glomerular layer at embryonic
day 14.5–15.5; however, these early projec-
tions are not perfectly converged and mis-
targeting is observed; clean glomerulus
targeting is not observed until well after the
mouse is born. Studies with sensory neu-
rons expressing a pair of similar ORs, M71
and M72, suggest that glomerulus matu-
ration requires sensory activity during a
sensitive period specific for each glomeru-
lus (i.e. this period is asynchronous for
various OR-expressing populations) in or-
der to achieve postnatal refinement of the
map. Thus, maturation of the glomeruli
map seems to be an activity-dependent pro-
cess, as it is in the development of other
sensory systems like the visual system.

8
The Combinatorial System of Odor
Representation

With these two organizing principles –
dedication of individual sensory neurons
to the expression of a particular OR and

the dedication of individual glomeruli to
only sensory neurons expressing a given
OR – the olfactory system is equipped to
make sense of smells in the environment.
The complex chemical quality of a smell is
thus reduced to a precise combination of
sensory neurons that are activated by that
odorant blend, which in turn results in
a precise combination of active glomeruli
in the bulb (Fig. 15b). For example, if a
mouse smells cheese, this means that the
cheese is emitting a specific set of chemical
compounds the mouse must recognize
as a cheese smell. Some subset of OR
proteins in the mouse nose will specifically
recognize this set of compounds, leading
to action potentials in the subset of
neurons that express these ORs. Because
like-neurons wire to like-glomeruli, these
action potentials will be sent to a specific
combination of glomeruli dedicated to this
subset of OR-containing sensory neurons.
The result is a pattern of glomeruli activity
unique to the smell of cheese. This pattern
of glomeruli activity would then be the
digital representation of the smell of
cheese to the mouse brain. Novel smells
should produce novel combinations of
activated glomeruli, a pattern of activity
that could be learned/remembered by
the animal if an association is made
between the novel smell and its biological
significance.

9
Transcriptional Regulation of Odor
Receptor Genes

Thus far, we have described how OR genes
have evolved in dynamic ways to modulate
gene repertoires on timescales that permit
individual species to adapt to their par-
ticular niches and lifestyles. Indeed, large
OR repertoires, distributed widely in the
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genome, seem to be continuously evolv-
ing by a robust gene birth/death process.
This chapter also describes how the ol-
factory system is organized around the
dedication of individual sensory neurons
to individual OR proteins; that is, each
individual olfactory sensory neuron tran-
scribes only ∼1 OR gene of the entire OR
gene repertoire. With these two consid-
erations, a bewildering enigma emerges:
how does the transcriptional machinery
in an olfactory sensory neuron transcribe
only ∼1 of ∼1000 ORs, while keeping
the remaining 99.9% of the OR genes si-
lenced? Such a coregulatory system must
operate genome-wide to accommodate the
genome-wide distribution of OR genes,
must be able to distinguish among OR
genes that are tightly clustered and highly
similar in sequence, and must be able to
‘‘keep track’’ of the full OR gene repertoire
that is large in number and ever changing
in evolution.

9.1
Singular Olfactory Receptor Gene
Activation

In order for an olfactory sensory neu-
ronal cell to execute one OR transcriptional
event, it seems likely that there must
be only one OR transcriptional assem-
bly formed in that cell. At least four
feasible mechanistic models fit this cri-
terion (Fig. 16): (a) combinatorial promot-
ers, (b) recombination into an active locus,
(c) single activation complex, (d) and feed-
back inhibition.

In the combinatorial promoters model
(Fig. 16a), each OR promoter could have
a unique combination of transcription fac-
tor binding sites and each cell expresses a
specific combination of these transcrip-
tion factors. OR activation would then
be due to some minimal combination of

transcription factors assembled on one
of the OR promoters, which will occur
uniquely on the OR promoter that has
binding sites for the specific combination
of factors expressed in that cell. This model
has been dismissed because of an ex-
periment described previously (Fig. 16d).
Identical transgenes, with identical cis
regulatory sequences, are expressed in
a mutually exclusive manner. Therefore,
mutual exclusive transcription of OR genes
is not due to unique transcription factor
combinations assembled on a promoter. If
it were, then the identical cis elements in
these two transgenes would be expected to
direct the expression of both transgenes in
the same cell (since both transgenes would
be expected to assemble exactly the same
transcription factors on their identical pro-
moter sequences).

In the recombination into an active lo-
cus model (Fig. 16b), each OR gene could
have flanking signal sequences that per-
mit the recombination (‘‘cut and paste’’)
or gene conversion (‘‘copy and paste’’)
of an OR locus into a single, mutually
exclusive locus in the genome that is tran-
scriptionally competent (i.e. in this model,
native OR loci are transcriptionally in-
competent; the OR transcription factor
complex only forms at the promoter of
the single active locus). Only one of the
repertoire of OR genes in the genome can
occupy the active locus in any given cell.
This model has also been dismissed on
several experimental grounds. First, RNA
in situ hybridization studies on chromo-
somes from single cells demonstrate that
OR RNA is produced from native loci
and not from a common, nonnative lo-
cus in the genome. Second, two groups
have successfully cloned a mouse from
a single OR-expressing neuron, and in
each case, the cloned mouse produces a
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full complement of OR-expressing olfac-
tory sensory neurons. This result argues
that a cell’s commitment to transcribe an
OR gene is not irreversible, as would be
predicted by changes in the actual DNA
sequence.

In the single activation complex model
(Fig. 16c), each OR promoter could
compete for a single transcriptional com-
plex that is assembled in one physical
position in the nucleus. Only one of the
repertoire of OR genes in the genome is
able to stably associate with this complex in
a given cell. Currently, there is no evidence

to support or refute this model; however,
it is a compelling model based on a pro-
cess of elimination – it seems to be the
best remaining model that would ensure
exclusive OR activation. There is a biolog-
ical precedent for this model. The ‘‘try-
panosome’’ parasite mutually exclusively
expresses a variable surface glycoprotein
(VSG) – only one of a large repertoire of
these VSG genes is expressed at a time.
Monogenic expression is in part accom-
plished by an exclusive association of one
VSG gene with a single transcriptional
complex formed in the nucleus.

Model #1: combinatorial promoters

Model #2: recombination into active locus

single active locus

Inert relative lod

(a)

(b)

Unique transcription
factor combination

Fig. 16 Models to account for mutually exclusive OR expression.
(a) In model #1, each OR promoter has a unique combination of cis
elements and each olfactory sensory neuron expresses a combination
of transcription factors. Only one OR promoter has this combination
of binding sites and is thus, uniquely active in that cell. In the example
shown, the binding of four factors is sufficient to activate the middle
gene. (b) In model #2, inert OR loci compete to recombine their
coding regions into a single active locus in the genome. This model is
conceptually similar to the yeast mating type locus. (c) In model #3,
each OR promoter competes to associate with a unique transcription
factor complex in the nucleus. This model is conceptually similar to
the ‘‘pol body’’ utilized by trypanosomes to express only one variable
surface glycoprotein (reference). (d) In model #4, transcriptional
activation is inefficient such that ∼1 OR reaches a superthreshold
level of activation first, and this winning gene then inhibits all other
loci, thereby securing its unique expression status in the cell.
Reprinted with permission from Elsevier.
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Model #3: single activation complex

Model #4: feedback inhibition

First to reach superthreshold
activity

Unique association
(c)
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Fig. 16 (Continued)

In the feedback inhibition model
(Fig. 16d), each OR gene could be
competent to be transcribed; however,
only ∼1 OR gene manages to establish
an above-threshold activation state. Once
this above-threshold activation state is
established, this ‘‘winning’’ OR gene is
able to negatively feed back onto all other
loci, thus closing their opportunity to
reach this same level of activation. This
model has recently gained momentum
on the basis of two independent studies
that demonstrate that OR gene selection
can take place more than once during a
cell’s maturation. Specifically, an OR locus
can be initially selected; however, if the
protein product of this OR gene fails to be
produced, the neuron will select another
OR locus (Fig. 14e). This alternative OR
choice does not appear to be constrained
to one or a small number of alternative
options: the population of labeled neurons
that initially selected the transgene locus
is now able to select among a diverse set
of secondary OR options and accordingly,
project axons to a diverse set of target
glomeruli (Fig. 15a).

Notably, the presence of OR protein, as
opposed to just RNA, is required to sta-
bilize the OR choice, because expression
of transgenes with frameshift mutations
(not capable of translating a functional OR
protein but still capable of transcription of
the RNA) leads to the cell making an alter-
native choice. Such a mechanism may be
the reason why so many OR pseudogenes
are tolerated in the genome – if a pseudo-
gene is haphazardly expressed (because of
a still active promoter), the absence of a
functional protein would, by this feedback
mechanism, eventually lead to a functional
selection. The molecular details of this
feedback pathway are still unknown; how-
ever, there is a biological precedent in the
immune system that could provide hints.
In B cells of the immune system, the pre-
B receptor, once stably expressed, signals
via a tyrosine kinase pathway to prohibit
further activation of B-cell receptor loci.

The feedback inhibition model (Fig. 16d)
and the single activation complex (Fig. 16c)
are not mutually exclusive models. It is
possible that singular activation is accom-
plished initially by an exclusive association
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with a unique transcription factor com-
plex (Fig. 16c), but stabile commitment
to this choice requires feedback that the
selected OR locus is producing a func-
tional OR protein. Alternatively, singular
OR activation prior to feedback inhibition
could be a probabilistic outcome of OR
transcriptional activation being a rare or
inefficient process. In such a scenario, ex-
clusive OR activation would not necessarily
be absolute – the ‘‘winning’’ OR gene has
presumably reached a superthreshold state
of activation first, but there is not an inher-
ent physical barrier in the model to prevent
more than one OR gene reaching this same
threshold of activation. The probability of
reaching a state of activation must be low
so that, on average, only one of a thou-
sand genes reaches this status first. This
presumed inefficiency is likely to be at the
transcriptional level, since by RT-PCR and
other molecular methods, more than one
abundant OR mRNA in a cell is generally
not observed. Weak promoters, limited en-
hancement, and/or repressive chromatin
could contribute to protracted kinetics of
OR activation.

9.2
Olfactory Receptor Regulatory Elements

The expression patterns of olfactory re-
ceptor genes (Fig. 9) indicate several reg-
ulatory features presumably governed by
transcription factors interacting with lo-
cal regulatory elements. First, the olfactory
receptor must be activated in the correct
cell type and at the correct developmental
time. While there are reports of expres-
sion of OR genes in nonolfactory tissue,
most notably male germ cells in which
some OR proteins have been proposed
to play a role in chemoreception during
sperm–egg communication, all OR gene
promoters are presumably interacting with

transcription factors expressed in ma-
ture olfactory sensory neurons. Second,
subsets of olfactory receptor genes are ac-
tivated within particular topological zones
in the olfactory epithelium. Four major ge-
ographical zones along the dorsal–ventral
axis have been described (Fig. 14); most
OR genes examined are expressed widely
within only one of these four zones. Some
OR genes, however, do not conform to
this stereotypic pattern of expression; for
example, some ORs are reported to have
restricted expression medially between the
two dorsalmost zones. Third, as discussed
previously, each OR gene must contain
regulatory elements that govern mutually
exclusive expression. Such elements could
bind factors contained with a singular acti-
vation complex (see Fig. 16c) or repressors
that could be part of a feedback inhibition
pathway (see Fig. 16d).

Inspection of mouse genomic sequences
have not revealed any universal motifs
shared among OR gene promoters, even
among subsets of OR genes known to be
expressed in the same topological zones.
Transgenic approaches have been most
fruitful at identifying important cis ele-
ments. Such experiments aim to elucidate
the minimum genomic fragment that,
when placed upstream of an OR trans-
gene, can report an expression pattern that
recapitulates the in vivo expression pattern
of the endogenous OR gene. Since stable
activation of a single OR gene requires the
presence of the OR protein itself (Fig. 14e),
OR transgenes are typically designed to
produce a bi-cistronic mRNA: both a re-
porter protein (e.g. β-galactosidase) and the
OR protein are produced from a single
transcript. This is accomplished by insert-
ing an internal ribosomal entry site (IRES)
upstream of the second reporter coding
region in the transgene construct, so that
the ribosome will initiate translation both
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at the 5′ end of the transcript as usual
(to translate the OR protein), as well
as at an internal site just upstream of
the reporter coding region (see Fig. 17A).
These transgenes are integrated randomly
into the mouse genome to produce a
transgenic mouse, which can be bred to
homozygosity.

Recently, researchers at Rockefeller Uni-
versity produced a minimal OR ‘‘mini-
gene’’ (<10 kb) that recapitulated the ex-
pression pattern of the endogenous copy of
this OR (Fig. 17A). Approximately 400 bp
upstream of the transcription start site
was necessary to visualize any expression
of the transgene reporter. Given how little
upstream sequence is required for trans-
gene expression, the cis regulatory region
of a typical OR gene seems to be quite
proximal. Several additional transgene ex-
periments (with one exception, discussed
in the following sections) support the hy-
pothesis that OR regulation is governed
locally, presumably within the genomic
space between ORs in a cluster. Removal
of the 5′ introns of the minigene con-
struct resulted in additional expression
outside the normal zonal boundary, im-
plying that zonal restriction is due to
inhibitory mechanisms. Sequences 3′ to
the coding region do not seem to be im-
portant for the transcriptional regulation
of this minigene, as well as a panel of
other transgenes so far examined. With
the putative regulatory territory narrowing,
several researchers are now scrutinizing
these sequences and using various meth-
ods to begin to identify transcription
factors that interact with these OR reg-
ulatory regions. Other researchers have
identified transcription factors that inter-
act with conserved sequences proximal to
transcription start sites of a set of closely re-
lated OR genes. These experiments yielded
six putative OR regulators, including the

O/E-2(OS) helix–loop–helix transcription
factor, already thought to drive expres-
sion of other olfactory neuronal-specific
genes, and several homeobox factors that
are involved in pattern formation in other
tissues.

The paradigm that OR genes are au-
tonomously regulated by proximal ele-
ments is supported by several examples
of successful mini-transgenes. However,
there is one compelling counterexample
that indicates some ORs may be coreg-
ulated by distant locus control regions
(LCRs). In 2000, the Sakano group began
characterizing the regulatory structures of
a cluster of OR genes that are adjacent
to the V-α gene segments of the T-cell
receptor (TCR) locus on mouse chromo-
some 14. In this case, only large ∼200-kb
OR transgene constructs were successfully
expressed. The group later identified a dis-
tant ∼2-kb sequence, termed the H region,
required for activation of OR genes in the
cluster (Fig. 17B). This enhancer is situ-
ated ∼75 kb away from the OR cluster and
between the OR and TCR gene clusters.
Thus, at least this one OR locus seems to
be regulated by an LCR, reminiscent of the
LCR-mediated coregulation of clustered
globin genes. H-region homology has not
been identified at other OR loci, suggesting
it may be a special feature of this particular
OR locus. It is possible that this cluster of
OR genes has weak local promoters that
require additional enhancement in order
to be able to compete with other OR loci for
activation. One of the functions postulated
for the globin LCR is to open the chro-
matin structure within the globin locus so
that transcription factors are able to access
individual globin gene promoters. Simi-
larly, it is possible that extra enhancement
from the H region might be needed at
this OR locus to counterbalance repressive
position effects from the adjacent T-cell



Sense of Smell 689

receptor locus, which is transcriptionally
silenced in olfactory neurons.

In summary, ∼1 OR gene is expressed
per mature sensory neuron, and this mu-
tually exclusive expression permits indi-
vidual neurons to be dedicated to respond
to specific odorants. An activated OR lo-
cus that produces an intact OR protein
is able to inhibit the activation of other
OR loci. Each OR gene is expressed
in a seemingly random set of sensory
neurons, generally within one of four
spatial zones in the olfactory epithelium.

The sequences responsible for governing
OR expression in the correct zone and
in a mutually exclusive way appear to
be proximal and autonomous, and thus,
OR genes do not generally appear to be
dependent on their native locus or on clus-
tered relationships for correct expression.
The one well-characterized counterexam-
ple, the locus-dependent coregulation of
an OR gene cluster near the T-cell receptor
locus, hints that some OR clusters require
additional enhancement, possibly because
of having weak local promoters or because

Fig. 17 Local and distant OR
regulatory sequences. (A) mOR23
minigene constructs and resulting
expression patterns. In each case, the
OR coding region (yellow) is
constructed with a downstream
internal ribosome entry sequence
(i) and reporter gene (tauLacZ). The
wild-type construct (top) contains
400 bp upstream of the transcription
start site, the two 5′ untranslated exons
(orange) and introns, and >1 kb 3′
noncoding region. This construct
reports the wild-type expression pattern
of the mOR23 gene in olfactory sensory
neurons. The table reports expression
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patterns for various deleted constructs; that is, whether the deleted transgene is expressed at
detectable levels in olfactory sensory neurons (OSNs), whether its expression is within epithelial zone
4 (the normal zone of expression for mOR23), whether it expresses ectopically outside zone 4 (Ecto.
zone), whether the mOR23 transgene exhibits mutually exclusive (Mut. excl.) expression with the
endogenous mOR23 gene, whether the OSNs expressing the construct exhibit convergence onto the
endogenous mOR23 glomerulus in the olfactory bulb (Co-conv.), and/or whether the OSNs
expressing the construct extend axons to multiple glomeruli (+glom.). Deletion of the 400 bp just
upstream of the transcription start site of mOR23 abolishes expression of the transgene (bottom
construct, a). Deletion of 5′ introns results in transgene expression outside zone 4 (b). Deletion of
sequences 3′ to the coding region do not seem to have an effect. Figure modified from Neuron,
Vol. 4, Vassalli, A., Rothman, A., Feinstein, P., Zapotocky, M., Mombaerts, P. (2002) Minigenes
impart odorant receptor-specific axon guidance in the olfactory bulb, pages 681–696. Copyright 2002,
with permission from Elsevier. (B) Expression of OR genes from the MOR28 locus on mouse
chromosome 14 requires a distant enhancer, the ‘‘H region.’’ Various truncated constructs in which
the H region is missing do not report MOR28 expression. The H region is situated ∼75 kb upstream
of the MOR28 gene and between the MOR28 OR locus and the T-cell receptor (TCR) Vα gene
segments. Inset, dot matrix plot showing conservation of the H region between mouse and human
(diagonal trace within box). Reprinted with permission from Serizawa, S., Miyamichi, K.,
Nakatani, H., Suzuki, M., Saito, M., Yoshihara, Y., Sakano, H. (2003) Negative feedback regulation
ensures the one receptor-one olfactory neuron rule in mouse. Science 302, 2088–2094. Copyright
2003 AAAS. (See color plate p. l.)
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Fig. 17 (Continued)

of positioning in an especially repressed
region of the genome. The problem of
how a large and rapidly evolving repertoire
of olfactory receptor genes is so exquisitely
regulated remains one of the more intrigu-
ing puzzles in molecular biology.

10
Human Diseases Associated with Genetic
Defects and Smell Dysfunction

Despite the aforementioned advances in
understanding factors associated with sig-
nal transduction and the chemotopo-
graphic anatomy of the olfactory pathways,
such knowledge has shed little light on
cases of smell loss and distortion that
plague the human population. Most cases
of olfactory dysfunction are acquired in
adulthood, reflecting damage to the olfac-
tory neuroepithelium secondary to insults
from various infections (e.g. viral, bac-
terial), head trauma, and exposure to
xenobiotic agents (e.g. pollutants, indus-
trial dusts, metals, and volatiles). Nev-
ertheless, the advances being made in
understanding the processes of olfactory

receptor cell regeneration will undoubt-
edly, in the not-too-distant future, have
clinical applications.

That being said, there are numerous
inherited diseases associated with olfactory
dysfunction. Some of these disorders
relate to the abnormal development of
the olfactory bulbs and tracts and have
an anosmic phenotype. In other cases,
the olfactory losses are subtle and of
unknown physiologic origin. Alterations
in olfaction are only now being discovered
in a number of diseases, largely as a
result of the development of easy-to-
use commercially available quantitative
tests of olfactory function. Listed in the
following sections are major diseases with
at least some heritable component for
which quantitative olfactory testing has
documented the dysfunction. This listing
is representative, and not inclusive.

10.1
Congenital Disorders Associated with
Olfactory Dysfunction

There are numerous congenital diseases
for which olfactory dysfunction, usually
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anosmia, is a key marker. In most cases, a
genetic linkage is clear, although in others
it is only indirectly inferred and difficult
to differentiate from neurodevelopmental
problems of unknown cause that can
intervene during fetal development.

10.1.1 Bardet–Biedl Syndrome
Bardet–Biedl syndrome (BBS), also known
as the Laurence–Moon–Bardet–Biedl syn-
drome, is caused by mutations in at least
eight loci, seven of which are now iden-
tified. Three of these loci (BBS4, BBS5,
and BBS8) encode gene products that
are localized to the basal body of cul-
tured cells at ciliated tissue borders. Half
of BBS are anosmic or markedly hypos-
mic. Interestingly, in the study defining
the olfactory loss in this syndrome, 4
of 6 patients with mutations in BBS1
(the most common BBS-associated mu-
tation), and 3 of 3 patients with mutations
in BBS8, had normal olfactory function,
implying multiple gene involvement in
the olfactory loss. Mice with the BBS4
gene knocked out have less Type III
adenylyl cyclase and Gγ13 signal trans-
duction components in their atypically
short cilia. The cilia within the respira-
tory epithelium are normal. Such mice are
anosmic or hyposmic, as measured by re-
duced EOG amplitudes to a wide range of
odorants.

10.1.2 Down Syndrome
Down syndrome (DS) is the most common
form of human mental retardation. This
trisomy 21 disorder accounts for ∼17% of
the mentally challenged population. Per-
sons with DS have difficulty in smelling.
Given that the average smell loss observed
in DS is very close to that observed in
Alzheimer’s disease (AD), and those in-
dividuals with DS who live into early

adulthood inevitably develop the clinical
and neuropathological features of AD, the
question arises as to whether DS and AD
share a common olfactory neuropathology.
While this is possible, there are several
lines of evidence that suggest this may
not be the case. First, IQ matched non-DS
retarded persons exhibit the same degree
of smell dysfunction as seen in DS. Sec-
ond, the smell loss in DS occurs earlier
than that of the neuropathology, at least in
terms of senile plaques and diffuse amy-
loid deposits. The latter generally begin to
occur around the age of 19, with significant
numbers occurring in the 20s. However,
juveniles with DS as young as the age of
11 exhibit the same level of olfactory dys-
function as older DS individuals. Hence,
the cause of the olfactory loss remains
obscure.

10.1.3 Friedreich Ataxia
Friedreich ataxia is the most common
inherited form of ataxia (diseases asso-
ciated with extreme loss of muscle and
movement coordination). This disorder is
caused by an abnormal expansion of a
GAA trinucleotide repeat sequence in in-
tron 1 of the FRDA gene. This sequence
is genetically unstable and polymorphic.
At the FRDA locus, disease-causing ex-
panded (E) alleles, containing 66–1700
triplets, interfere with gene transcrip-
tion, resulting in frataxin deficiency and
Friedreich’s ataxia. The cause of the rel-
atively mild loss of olfactory function in
this disorder is unknown, although it is
of interest that there is evidence that
the cerebellum, per se, may play a role
in higher-order olfactory processing. Sup-
port for this concept includes (1) early
reports of olfactory deficits in patients
with tumors in or near the cerebellum;
(2) evidence that the staggered mutant
mouse, a mouse with functional deficits
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in the olivocerebellar pathway, is hypos-
mic; and (3) functional imaging studies
of normal subjects demonstrating marked
odor-induced hypermetabolic activity inde-
pendent of sniffing within regions of the
cerebellum. Despite such findings, the ac-
tual cause of the olfactory disturbance is
not understood.

10.1.4 Kallmann Syndrome
Perhaps the best-known congenital anos-
mic condition is Kallmann syndrome (KS).
In KS, the olfactory bulbs and tracts
fail to develop or exhibit significant mal-
formation. Additionally, this disorder is
characterized by hypogonadotropic hypog-
onadism, often first noted as the failure
to achieve puberty. Deficits in a gene
(FGFR1) involved in olfactory develop-
ment and neuron chimiotactism are be-
lieved to be the basis for the malformation
of the bulbs and tracts in this disorder.
The hypogonadism of this KS appears
to reflect mutations of the gonadotrophin
releasing factor (GnRH) receptor via the
GPR54 gene.

10.1.5 Pseudohypoparathyroidism and
Pseudopseudohypoparathyroidism
Prior to the discovery of Golf , support
for the hypothesis that another G-protein,
Gsα , plays a major role in the initial
phases of olfactory transduction in hu-
mans came from findings of variably
decreased olfactory ability in Type Ia pseu-
dohypoparathyroidism (PHP). PHP is a
syndrome in which generalized hormone
resistance is associated with a deficiency
of Gsα , as measured in red blood cells.
However, these patients have other prob-
lems that might cause or contribute
to their olfactory dysfunction, including
an unusual constellation of skeletal and
developmental deficits termed Albright

hereditary osteodystrophy (AHO). More re-
cent research, while confirming that PHP
Type Ia patients have defective olfaction,
also found that patients with Type Ib
PHP, who have no AHO, no general-
ized hormone resistance, and normal Gsα

activity exhibit olfactory dysfunction rela-
tive to matched controls. Furthermore, this
work found that patients with pseudopseu-
dohypoparathyroidism (PPHP), who have
AHO, no generalized hormone resistance,
and deficient Gsα protein activity, have
relatively normal olfactory function. These
observations do not support the hypothesis
that the olfactory dysfunction associated
with PHP is the result of generalized Gsα

protein deficiency, and imply that other
mechanisms are responsible for the olfac-
tory deficits of this disorder. Whether Golf
is deficient in the olfactory epithelia of
PHP patients has not been determined.

10.2
Neurodegenerative Diseases

Some clearly inherited neurodegenerative
diseases in addition to DS are associated
with smell dysfunction, the classic exam-
ple being Huntington disease. The genetic
involvement in a number of other neu-
rodegenerative disorders, such as multiple
sclerosis and most forms of Alzheimer’s
disease and idiopathic Parkinson’s disease,
is less clear. Moreover, the causes of the
olfactory losses in nearly all neurodegener-
ative diseases are poorly understood, and
only recently have some forms of such
diseases been linked to specific genes. In
many cases, the olfactory phenotype ap-
pears prior to the onset of other symptoms
of the disorder. Inferences based upon
twin studies, the fact that relatives are more
susceptible to the disease, and associations
with risk factors such as the APOE-4 gene
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imply heritable elements, although inter-
actions with environmental factors cannot
be ruled out.

10.2.1 Alzheimer’s Disease
AD, the most common form of dementia,
is an idiopathic slowly developing degener-
ative disease most notable for its memory
loss. Smell dysfunction is present in a
large proportion of AD patients (85–90%)
bilaterally early in the disease process,
apparently preceding classic cognitive el-
ements of the disorder. Some inherited
forms of AD exhibit smell loss, and the
loss observed in idiopathic AD correlates
with a family history of dementia, implying
genetic linkage. Importantly, there is an as-
sociation between the AD-related olfactory
dysfunction and presence of the APOE-
4 allele. For example, in 1999 one group
of investigators administered a standard-
ized 12-item smell identification test to
1604 nondemented community-dwelling
senior citizens 65 years of age or older.
Over a subsequent 2-year time period,
the scores on this test were found to
be a better predictor of cognitive de-
cline than scores on a global cognitive
test. Persons who were anosmic and pos-
sessed at least one APOE-4 allele had
4.9 times the risk of having cognitive
decline than normosmic persons not pos-
sessing this allele. This contrasts with
the 1.23 times greater risk for cognitive
decline in normosmic individuals possess-
ing at least one such APOE allele. When
the data were stratified by sex, women
who were anosmic and possessed at least
one APOE-4 allele had an odds ratio of
9.71, compared to an odds ratio of 1.90
for women who were normosmic and
possessed at least one allele. The corre-
sponding odds ratios for men were 3.18
and 0.67, respectively.

10.2.2 Huntington’s Disease
Huntington’s disease (HD) is an inherited
autosomal dominant neurodegenerative
disorder whose phenotype typically man-
ifests between the ages of 30 and 40,
although onset can occur at any age. Stud-
ies evaluating olfactory function in HD
patients have found no dysfunction in
gene carriers before the time of the ex-
pression of the classical phenotypes of
the disease, although it is not yet known
whether the smell loss precedes such
expression by a year or two, as is seen in
AD and Parkinson’s disease (PD). The lo-
cus for HD is located on the short (p) arm
of chromosome 4 at position 16.3. Pa-
tients with this disease have from 40 to
over 100 trinucleotide repeats (cytosine-
adenine-guanine), which is considerably
higher than the repeat number normally
present (less than 30). There is a rough
inverse correlation between the abnormal
number of CAG repeats and the age of
onset of phenotypic expression, although
this is not a clinically useful predictor of
either the age of symptom onset or the rate
of progression in individual patients.

10.2.3 Multiple Sclerosis
Approximately a quarter of MS patients
will exhibit, at any one time, some de-
gree of olfactory dysfunction and, in rare
instances such dysfunction can be the pre-
senting symptom of MS. The olfactory loss
is intimately related to the plaque-related
activity in the subtemporal and subfrontal
regions of the brain, such that an inverse
relation exists between the number of such
plaques and scores on an odor identifica-
tion test. Such an association is not present
with plaque numbers or volumes outside
of these olfaction-related brain regions.
Longitudinal assessment of smell function
in individual MS patients demonstrates
a waxing and waning of their olfactory
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test scores that occurs in concert with the
exacerbation and remission of plaque activ-
ity within the subtemporal and subfrontal
brain regions. Thus, the olfactory dysfunc-
tion is directly associated with the poorly
understood cycle of inflammatory pro-
cesses associated with the disease proper.

10.2.4 Parkinson’s Disease
In recent years, it has become apparent
that idiopathic PD is not solely a disease
of motor dysfunction, but is accompanied
by subtle alterations in vision and hearing,
and not-so-subtle alterations in the ability
to smell. Indeed, like AD, bilateral smell
loss is a major component of this disease,
with its prevalence being from 85 to 90% of
all tested cases – a prevalence greater than
that of tremor and rigidity, two of PD’s
cardinal diagnostic signs. It is noteworthy
that James Parkinson, for whom this
disorder is named, indicated in his classic
description of this disorder that no sensory
anomalies were present. It has been
speculated that had the smell dysfunction
of PD been a visual dysfunction, Parkinson
may well have been forced to classify the
disorder primarily as a visual one with
secondary motor deficits.

The olfactory deficit of PD is not caused
by a deficiency in dopamine, as treatment
with dihydroxyphenylalanine (L-DOPA)
and dopamine agonists have no influ-
ence on the dysfunction, which occurs
as severely in nonmedicated or never-
medicated patients as in medicated ones.
As in AD, total anosmia is not the rule
for PD, despite its severity and high preva-
lence. Thus, in one study only 13% of 38
patients who received an odor detection
threshold test were unable to detect the
highest odorant concentration presented,
and only 38.3% of 81 patients had odor
identification scores suggestive of anos-
mia. Moreover, all but one of 41 patients

who were asked if an odor was present on
each of 40 odorant items answered affir-
matively to 35 or more of the items, even
though the majority were unable to identify
most of the odors, or felt that the perceived
sensation did not correspond to the re-
sponse alternatives. Nonetheless, olfactory
testing can easily discriminate between
persons with and without PD, including
persons with other forms of parkinson-
ism. The sensitivity and specificity of the
40-item smell test in differentiating be-
tween clinically diagnosed PD patients and
normal controls was reported in one study
as 91 and 80%, respectively, in males ≤
60 years of age. Another study reported the
overall sensitivity and specificity of such
testing in distinguishing between older
persons with PD (mean = 72.6 yrs) and
vascular parkinsonism (mean = 74.1 yrs)
to be 85.7 and 88.9%, respectively. When
the latter data were divided into two cat-
egories on the basis of the patient’s age
(65–75 and 76–88 yrs), the sensitivity and
specificity values were 100 and 85.7%,
and 85.7 and 80%, respectively. Olfactory
testing has been shown to clearly differ-
entiate idiopathic PD from a number of
other neurodegenerative diseases with mo-
tor symptoms, including disorders often
misdiagnosed as PD such as progressive
supranuclear palsy (PSP), MPTP-induced
PD, and essential tremor.

The genetic contribution to the olfactory
loss seen in PD is not clear. However, a re-
cent study found patients with early onset
autosomal recessive juvenile parkinson-
ism associated with the PARK2 mutation
(termed parkin disease) have odor identifi-
cation test scores that do not differ from
normal controls. In contrast, individuals
with early onset parkinsonism not associ-
ated with this mutation exhibit olfactory
dysfunction similar to that of adult-onset
PD, suggesting that parkin disease may
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be a quite different entity than early onset
parkinsonism.

11
Summary

The sense of smell is critically important
for a broad range of organisms, including
our own species. In this chapter, we have
described an array of processes involved
in peripheral elements of olfactory trans-
duction and how evolution has shaped the
receptor repertoire of mammals. Although
there is yet much to learn, it is appar-
ent that major advances have been made
during the last few decades in our un-
derstanding of the mammalian olfactory
system and that this field is one of the
most active fields of neuroscience. It is
also apparent that the complexity of this
exquisite sensory system rivals that of any
other sensory system.

Among the major advances of the last
20 years are (1) the identification of gene
families that express olfactory receptors,
(2) the elucidation of membrane mech-
anisms responsible for stimulus trans-
duction and second messenger signaling,
(3) mapping of the topography of receptor-
specific pathways through the system,
(4) establishing the nature and location
of synaptic microcircuits within the ol-
factory bulb and higher olfaction-related
brain regions, and (5) understanding and
articulating the general plasticity of the ol-
factory system, including cell replacement
within the olfactory neuroepithelium and
olfactory bulb. Such advances, along with
those in establishing the causes of smell
dysfunction in a variety of genetically de-
termined clinical disorders, make it clear
that the next few decades will be excit-
ing ones for further understanding of the
sense of smell.
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Separating and Purifying
Proteins: see Protein Purification

Sequence Analysis: see Nucleic
Acid and Protein Sequence
Analysis and Bioinformatics
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Keywords

Expressed Sequence Tag (EST)
A partial, usually 200–800 nucleotides long fragment of cDNA, obtained by single-pass
sequencing of a randomly selected clone isolated from a cell or tissue cDNA library.

Microarray
A glass slide that contains hundreds to several thousands ordered cDNA probes to
measure gene expression levels by hybridization analysis of labeled cDNAs.

Polymerase Chain Reaction
Referred to as PCR, it consists of an in vitro enzymatic amplification of specific
DNA sequences.

Single Nucleotide Polymorphism
A DNA sequence variation that occurs when a single nucleotide in the genome
sequence is changed to another one.

Transcriptome
The molecular phenotype of a cell, as defined by the diversity and abundance of
mRNAs, differs between normal, developmental, and disease conditions.

Type IIS Restriction Endonuclease
A restriction enzyme that cleaves at a defined distance away from its asymmetric
recognition site.

� Serial Analysis of Gene Expression (SAGE) is a method designed to measure the
abundance of a large number of mRNAs in tissues and cells to characterize their
transcriptome. By the end of the twentieth century, when determining the entire
genomic sequence of higher organisms began to be perceived as a realistic and
attainable goal, the interest for genome-wide analysis of gene expression rapidly
increased. One of the first strategies was to generate expressed sequence tags
(ESTs), that is, partial sequences of cDNA clones randomly selected in libraries
prepared from various tissue samples. The EST approach was highly valuable
for gene discovery. Moreover, as long as the abundance of a given mRNA could
be correlated with the frequency of its EST, it might also provide quantitative
information. However, this approach evaluated only a limited number of genes
per library. Obviously, getting larger quantitative expression profiles required to
increase the rate of acquisition of experimental data. SAGE rests on the sequencing
of short diagnostic tags, and as such increased by more than 1 order of magnitude
the number of transcripts analyzed by current sequencing methods. Sets of 100 000
SAGE tags are now routinely sequenced, making possible the quantification of low
copy number mRNAs.
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1
Methodology

1.1
Rationale for SAGE

A major principle of serial analysis of
gene expression (SAGE) was to reduce
expressed sequence tags (ESTs) to their
minimal size by using a type IIS restriction
enzyme (Fig. 1). Type IIS endonucleases
cleave DNA at a defined distance from
their asymmetric recognition site. Bsm
FI was chosen to generate the conven-
tional SAGE 14-bp tags from a defined
(anchoring) site created by a conventional
restriction enzyme near the 3′ end of each
cDNA. Following the four common nu-
cleotides of this anchoring site, SAGE
tags differ by the next 10 variable nu-
cleotides. Associated with the positional
information, this size is usually sufficient
for identifying each transcript, considering
that 1 048 576 (410) different sequences can
be distinguished. However, it may not be
sufficient to map tags directly onto the
complex genome of higher vertebrates:
another endonuclease, Mme I, generat-
ing 21-bp tags, was preferred when using
SAGE to annotate the genome by the so-
called LongSAGE method.

One of the most appealing features of
SAGE was the strategy used to amplify the
whole population of tags while preserving
the same quantitative distribution as in the
initial mRNA population. Another charac-
teristic of SAGE was to assemble tags into
concatemers before DNA sequence analy-
sis so that multiple tags (20–30 or more)
could be read from each sequencing lane.
Specific computer tools were developed for
extracting the list of tags from sequence
files, counting the number of times each
one is observed and identifying the corre-
sponding genes.

A SAGE analysis eventually results in a
large sequence file in which tag sequences
are punctuated by the four nucleotides of
each anchoring site. Because experimen-
tal datasets are obtained de novo and do
not rely on the calibration of any physi-
cal instrument, revocable external data or
historical context, SAGE data can be con-
sidered as definitively acquired. Absolute
transcript numbers are directly provided
in a digital format, and data from mul-
tiple laboratories are easily assembled in
comprehensive databases (Table 1). Tag-
to-gene assignment can be updated at
any time to keep in pace with progress
in genome annotation, and an increasing
body of functional annotations can be reg-
istered in the database. SAGE has now
become one of the leading methods for
gene expression profiling.

1.2
How SAGE Libraries are Built: The Original
Method and Further Improvements

Poly(A) RNAs are preferably isolated using
oligo(dT)25 covalently linked to paramag-
netic beads (Fig. 1). Other methods such as
oligo(dT)-cellulose chromatography pro-
vide highly variable yields of mRNAs
contaminated by substantial amounts of
ribosomal RNAs (see Sect. 1.5). Thus, it
is not surprising that the very first SAGE
protocol, described in 1995, required 5 µg
poly(A) RNA (i.e. several millions of mam-
malian cells). The need to work on small
biological samples prompted several inves-
tigators to adapt the method to downsized
extracts as in the SADE, microSAGE, and
miniSAGE protocols. It then became pos-
sible to build SAGE libraries starting from
1 µg total RNA and to analyze biological
samples containing 105 cells or even less.
It is still possible to lower sample size
and to start from 2500 cells or as little as
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A

A

A

B

B

B

Primer A

Primer A Primer B

Primer B

Purify mRNA on oligo (dT) beads
Synthesize cDNA

Cleave with anchoring enzyme
(AE : Sau3 AI)

Divide in half
Ligate to linker A or B

Cleave with tagging enzyme
(TE : Bsm FI) and blunt end

TE AE Tag TE AE Tag
Ligate and amplify with

primers A and  B

Ditag

Cleave with anchoring enzyme
Isolate ditags
Concatenate and clone

Tag1 Tag2 Tag3 Tag4
AE AE AE

Ditag Ditag

Fig. 1 Outline of procedures for constructing SAGE libraries. Poly(A) RNAs are isolated
from tissue lysate using oligo(dT)25 covalently linked to paramagnetic beads, and cDNA is
synthesized under solid-phase condition. Bold face characters correspond to biologically
relevant sequences, whereas light characters represent linker-derived sequences. The
anchoring enzyme (AE) is Sau 3AI, whereas the tagging enzyme (TE) is Bsm FI. See text
for details (Reprinted with permission from Cheval, L., Virlon, B., Elalouf, J.-M. (2000)
SADE: A Microassay for Serial Analysis of Gene Expression, in: Hunt, S.P., Livesey, F.J.
(Eds.) Functional Genomics: A Practical Approach, Oxford University Press, Oxford).
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50 ng of RNA, by adding a loop of RNA
amplification in the SAGE protocol as in
SAR-SAGE or aRNA-longSAGE. It must
be kept in mind that modifications aimed
at reducing the amount of starting mate-
rial may introduce representation biases.
When this risk is carefully evaluated, it is
possible to build a SAGE library starting
from minute amounts of material.

The synthesis of double-stranded cDNA
is performed according to classical meth-
ods. In the original protocol, a soluble
biotinylated oligo(dT) primer was used to
initiate the reaction and cDNA fragments
were purified at a later step by capture
on streptavidin-coated beads. In more re-
cent protocols, oligo(dT) covalently linked
to paramagnetic beads were used to bind
poly(A) RNA. Performing all subsequent
reactions on this solid phase greatly im-
proved the overall yield.

The next step consists of cleaving
cDNA by a restriction enzyme with a
4-bp recognition site (SAGE-anchoring
enzyme). Only the most 3′ fragment of
each cDNA remains on magnetic beads
and the other fragments are eliminated.
Since the enzyme cleaves every 256 bp
(44) on average, it is expected to generate
a 3′ fragment from the vast majority
of cDNAs. The choice of an anchoring
enzyme (AE) is limited by the necessity
to create a protruding 4-bp single strand,
further used to bind a synthetic linker.
The most commonly used one is Nla
III recognizing CATG sites, but Sau 3AI
(GATC) works equally well. The bead
suspension, bearing the purified 3′ cDNA
fragments, is then divided in half. Each
aliquot is ligated to one of two linkers
containing the cognate sequence for the
type IIS restriction endonuclease (Bsm FI
or Mme I), used as a tagging enzyme (TE).
The enzyme releases DNA fragments, each

containing a SAGE tag associated to a
synthetic linker.

The two pools of released fragments are
ligated to form ditags. For being properly
coupled tail to tail, DNA fragments must
be blunted on their ‘‘biological’’ side and
chemically blocked on their ‘‘synthetic’’
side. Ditags then serve as templates for
amplification by polymerase chain reac-
tion (PCR) with primers specific to each
linker. Since there is a small probability of
any two tags being assembled twice in the
same combination, amplifying randomly
assembled ditags rather than separate tags
eliminates most PCR biases. Following
amplification, the 4-bp restriction enzyme
initially used to generate anchoring sites
is now used to release the synthetic link-
ers. Purified ditags, now bearing sticky
ends, are concatenated by ligation and the
concatemers inserted in a cloning vector.

The SAGE library now consists of a
collection of bacterial clones, each one
harboring a unique random collection of
tags. Before submitting them to sequence
analysis, it is advisable to evaluate the
average size of concatemers. It is indeed
rather difficult to control ligation kinetics
and concatemer elongation. Although
it has no incidence on individual tag
detection and does not alter the overall
quality of the analysis, it has a direct effect
on the cost and rate of acquisition of data.
In some cases, it may be wiser preparing
a new reaction rather than analyzing very
small concatemers.

Technically, building a SAGE library was
perceived as a heavy task, involving mul-
tiple steps critical for the success of the
overall project. Several laboratories have
devoted specific studies to the solution
of various problems: efficiency of SAGE
adaptor ligation, efficiency of BsmFI diges-
tion, prevention of amplification biases,
improved NlaIII digestion of 102-bp ditags,
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synthesis of concatemers and cloning ef-
ficiency, easier clone selection. Eventually,
the commercial availability of dedicated
reagents (Invitrogen Corporation, Carls-
bad, CA) greatly facilitated the preparation
of SAGE libraries. With all these improve-
ments, the SAGE technology is now being
considered in many laboratories as a stan-
dard for gene expression profiling.

1.3
Processing Sequence Data

Raw SAGE data are provided as com-
puter files containing the sequences of
numerous clones. Merging these files into
a unique one, usually in FASTA format,
provides a permanent record of the analy-
sis. A dedicated computer program is then
needed for parsing this file and identifying
individual tag boundaries. Since the first
software created at the inception of SAGE
in the laboratory of K. Kinzler (Johns Hop-
kins University, Baltimore, MD, USA),
other parsers were developed with more
or less extended functions. They usually
include the detection of linker artifacts and
sequence ambiguities, and must provide a
measure of ditag average length. Indeed,
type IIS restriction enzymes such as Bsm
FI yield fragments of variable length. Since
tags are ligated tail to tail, delineation of tag
ends becomes so difficult in short ditags
that they are preferably rejected. This prob-
lem has been discussed elsewhere. Ditags
with twice the expected length can also
be detected in sequence files. Their fre-
quency may help estimate the sequencing
error rate, assuming that the apparent loss
of the 4-bp anchoring enzyme site defining
ditag boundaries results from sequencing
errors. If obtained early enough during
the sequencing process, this indication
may prompt the investigators to improve
the quality of the sequencing machine or

base calling software. When dealing with
already obtained SAGE data, correcting
the sequencing error noise requires more
complex treatments. Identical ditags can
also be observed. In principle, consider-
ing the complexity of the transcriptome
in eukaryotic cells expressing thousands
of genes, there is a low probability, which
can be evaluated, to find the same tags as-
sociated several times in identical ditags. A
low transcriptome complexity, increasing
the number of identical ditag, may be ob-
served in terminally differentiated, highly
specialized cells. Alternatively, a high fre-
quency of identical ditags may indicate that
the cDNA input was not large enough to
reproduce the true complexity of the nat-
ural mRNA population: this problem may
be encountered when sampling minute
amounts of biological material. The de-
cision to discard or include repeatedly
observed ditags in the calculation of tag
frequencies eventually depends on a biol-
ogist’s appraisal.

While in any case, the ultimate goal
is to generate a reliable list of tags
along with the number of times they
occur, sequence data contain additional
information, which, when extracted by
appropriate software, provides elements
of diagnosis for assessing the quality of
SAGE libraries.

1.4
Statistical Analysis of Digital
Transcriptomes

Methods for the quantitative analysis of
gene expression can be broadly classified
into two categories. ‘‘Analog’’ methods,
using homemade microarrays or com-
mercial DNA chips, are based on the
measurement of analogical signals, cor-
related with the extent of hybridization
of labeled transcripts to arrayed cDNAs
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or oligonucleotides. ‘‘Digital’’ methods are
based on tag counting in large collections
of ESTs, SAGE, or Massively Parallel Sig-
nature Sequencing libraries (MPSS). The
quantitative value of both kinds of meth-
ods has been thoroughly investigated and
it is possible to delineate the limits within
which each experimental dataset can be
used. Digital profiles can now be inter-
preted on a sound theoretical framework.
In analysis of SAGE data, the first assump-
tion is usually that the number of tags
is proportional to the number of cognate
transcripts in the original biological sam-
ple, implying that each mRNA copy has
the same chance of ending up as a tag in
the library. The second assumption is that,
when prepared for sequence characteri-
zation, SAGE tags are picked at random
in a highly redundant, unbiased library.
The problem of distinguishing biological
values from technical errors becomes to
set the limits between genuine variation
and sampling fluctuation. Focusing on
this sampling variability, several tests have
been published giving essentially the same
values when applied to the comparison of
two SAGE libraries. Assessing fluctuations
between groups of libraries requires more
complex treatments.

1.5
Tag-to-gene Mapping

Identification of the gene transcripts re-
vealed by SAGE tags is independent of
experimental data acquisition. It might
thus be conceivable to initiate a SAGE
project on a given species before having
an extensive knowledge of its genome,
and indeed, investigations on human cells
began several years before completion of
the human genome sequencing project.
Even when the full-length genome se-
quence is available, mapping SAGE tags

directly to chromosomes is possible only
for species with a small compact genome,
such as yeast and Arabidopsis thaliana. For
mammalian species, the size of noncod-
ing regions is such that only LongSAGE
(21-bp) tags can be mapped on to the
genome. When dealing with conventional
10-bp tags, it is better to start from col-
lections of expressed sequences such as
UniGene, maintained at the National Cen-
ter for Biotechnology Information (NCBI,
http://www.ncbi.nlm.nih.gov/). This ex-
perimental system organizes GenBank
sequences into a nonredundant set of clus-
ters, each one containing sequences that
represent a unique gene. A sequence rep-
resentative of each cluster can be retrieved
from UniGene, as well as related informa-
tion about the biological properties of the
corresponding gene.

Using such a collection, an efficient
strategy is to prepare a list of putative
tags, predicted by performing virtual SAGE
in silico. Lists of already predicted tags
can be retrieved from SAGEmap, another
public resource of NCBI dedicated to the
dissemination of SAGE data. SAGEmap
gives both tag-to-gene and gene-to-tag
mapping, and calculates a score indicating
the quality of the connection. Lists of
predicted and experimental tags are easily
recorded in the table format of current
relational database management systems,
either from commercial (Microsoft Access)
or open source (MySQL), so that all tag-
to-gene connections can be performed
at once. The rate of success obviously
depends on the number of well-annotated
genes in the species under investigation.
In human samples, more than 50% of
tag sequences can now be connected
immediately to known genes, representing
about 70% of the total number of tag
counts. The discrepancy between these
two values simply reflects the fact that
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abundant transcripts correspond more
often to already well-known genes.

A small number of genes, which can
be predicted, will systematically escape
SAGE analysis because their transcript
lacks the 4-bp anchoring site required to
adapt SAGE linkers. Obviously, they must
be studied by other means. A solution
would be to prepare two libraries in paral-
lel using each of the two enzymes (Nla III
and Sau 3AI) already selected for their ef-
ficiency as anchoring enzymes. Table 1, as
well as computer simulation on UniGene
sequences, show that identification would
then be nearly complete, but with a rather
limited benefit compared to the twofold in-
crease of the cost for sequencing analysis.

Another problem is that different genes
may share the same tag. Although this
risk seems statistically low, real-life ex-
amples show that multiple matches are
actually observed at a rather high rate.
In human samples, this problem results
essentially from the presence of retro-
transposed repetitive elements (mostly
Alu sequences) inserted in the 3′ end
of otherwise unrelated transcripts. These
sequences can be retrieved from a dedi-
cated database such as RepBase Update
(http://www.girinst.org/Repbase Update.
html), and the corresponding tag and gene
sequences registered in specific files.

Conversely, a gene may have more
than one tag, either as the consequence
of alternative splicing or because longer
mRNA species encompassing the first
polyadenylation site are actually present
in cell extracts. The existence of alternative
polyadenylation sites increases the num-
ber of tags and this phenomenon must
be taken into account when analyzing
SAGE data.

Upon completion of the tag-to-gene
mapping procedure, it is tempting to con-
sider that unmatched tags actually signal

yet unknown transcript. However, before
developing strategies for their identifi-
cation, it is necessary to purge SAGE
datasets from spurious sequences gener-
ated by technical artifacts. Tags matching
the mitochondrial genome are sometimes
considered as contaminants. However, it is
worth mentioning that transcription of the
mitochondrial genome produces two poly-
cistronic RNAs (one from each strand) giv-
ing rise to a series of poly(A) RNAs. Tags
matching the mitochondrial genome are
therefore biologically relevant. By contrast,
ribosomal RNA fragments may be con-
sidered as contaminants, because mRNAs
represent a low percentage of the overall
nucleic acid cell content. These fragments
amounted to up to 1% of the total tag
population in libraries generated using the
initial SAGE protocol. With more stringent
conditions being used for the purifica-
tion of poly(A) RNAs, their abundance was
reduced to less than 0.01% in most li-
braries. Finally, a significant number of
incorrect tags are created by sequencing
errors. Typically, SAGE tags are obtained
by single-pass sequencing. With 1% of nu-
cleotides determined incorrectly, about 1
of 10 tags will be erroneous. However,
since the probability of the same real tag
being erroneously sequenced several times
is low, the major effect is an increasing
number of tags observed at low to mod-
erate frequency. With a small number of
SAGE libraries at hand, authors usually
discarded tags observed only once. Now
that a large number of libraries are publicly
available, it is possible to distinguish arti-
facts from genuine tags of rare transcripts
by checking their occurrence in multi-
ple samples. Taken together, technical
artifacts essentially increase the apparent
number of different tag sequences. How-
ever, because their individual frequencies
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are low, they alter only marginally the
quantification of authentic mRNAs.

As a whole, tag-to-gene mapping can be
perceived as a sieving process, in which
the list of experimental tags is percolated
through multiple filters. At the end of this
process, investigators obtain a list of tags
identifying authentic mRNAs and a list of
tags that are susceptible to revealing the
existence of novel transcripts.

2
Making Sense of SAGE Data

2.1
Unmatched Tags and Novel Transcripts:
Using SAGE to Annotate the Genome
and the Transcriptome

In species with a well-annotated genome,
the vast majority of known mRNAs are
identified without ambiguity. However, in
spite of progress in genome annotation,
SAGE libraries often contain unassigned
tags susceptible to reveal rarely expressed
genes, new alternate transcripts of known
genes, genetic variants, or polyadenylated
transcripts of noncoding genes.

As could be expected, the characteri-
zation of new transcripts proved to be
more efficient when using the LongSAGE
method instead of the classical one, as
shown for the human and more recently
for the mouse genome. When dealing with
a conventional 10-bp short tag, its assign-
ment to entirely new loci will be easier
if it can be matched with a yet unas-
signed EST, providing an extended probe
for experimental investigations and com-
puter searches. When such information
is lacking, it is still possible to use the
tag itself as a probe, and to amplify an
extended cDNA stretch starting from the
10-bp SAGE tag.

With respect to the size of the genome,
evaluating the size of the transcriptome
remains a controversial issue. Alternative
splicing and alternative polyadenylation,
each concerning perhaps half the hu-
man genes, contribute to increasing the
number of transcripts. SAGE can detect
alternative exons in the very 3′ end of
mRNAs, but does not make distinction be-
tween splice variants differing in more 5′
sites. On the contrary, SAGE is highly sen-
sitive to alternative polyadenylation. The
existence of transcripts of variable length,
seldom registered in current transcript
database, has been clearly documented
by using dedicated computer programs.
These results suggest that nearly half
the human genes might generate alter-
nate transcripts, depending on tissue- or
disease-specific regulatory mechanisms.

SAGE is sensitive to genetic polymor-
phism. Alternative tags can be gener-
ated by single nucleotide polymorphism
(SNP), either because an SNP disrupts
the anchoring site of the most commonly
observed tag, creates a new anchoring
site, or changes the sequence usually
registered in databases. A database of
human SNP-associated alternative SAGE
tags has recently been integrated in SAGE
Genie, improving the interpretation of
SAGE data.

Detailed analyzes of chromosomes 21
and 22 by massively parallel hybridization
on genomic DNA probes revealed a
mammalian transcriptome larger than
previously estimated. In fact, just as
SAGE itself, these strategies made no
distinction between conventional mRNAs
and noncoding polyadenylated transcripts.
The ability of SAGE to reveal such
untranslated transcripts deserves interest,
considering the regulatory function they
may exert.
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An initially intriguing observation was
that of a subpopulation of tags mapping on
to the opposite strand of known mRNAs.
For a part, they might be assigned to
repetitive elements inserted in opposite
orientations in multiple mRNAs. More
than one million copies of the approxi-
mate 300-bp Alu elements are interspersed
in the human genome and a fraction of
them are inserted in transcribed 3′-UTRs.
Other pairs of tags were found associated
with unique pairs of transcripts. Some of
them are encoded in trans, the correspond-
ing genes being found on remote loci,
while other pairs of tags reveal cis-encoded
genes. These observations are corrobo-
rated by recent computer searches at the
genome level, identifying a large number
of contiguous, oppositely oriented genes,
potentially able to express complementary
mRNAs. SAGE is well adapted for investi-
gating whether such genes are expressed
simultaneously, a condition obviously re-
quired for them for producing functional
double-stranded RNAs.

The detection of genuine tags that were
left unpredicted by the analysis of conven-
tional transcript sequences contributes to
improving the quality of genome annota-
tion. SAGE can now be considered as more
sensitive than EST sequencing for detect-
ing low-abundantly and rarely expressed
genes in mammalian genomes.

2.2
From SAGE to Functional Genomics:
Linking High-throughput Expression
Analysis, Studies on Genome Organization
and Complex Biological Networks

The first comprehensive view of a tran-
scriptome was obtained by representing
the frequency of SAGE tags on the physical
map of yeast chromosomes. More recently,
a human transcriptome map, based on the

computer-assisted representation of SAGE
tags mapping on to chromosomes, has
illustrated the power of SAGE for investi-
gating the organization of chromatin and
the distribution of genes in actively tran-
scribed regions.

A contemporary challenge is to establish
relationships between global variations of
gene expression profiles and changes in
complex metabolic or signaling networks.
Until now, findings in molecular and cell
biology were reported in textual form,
using an uncontrolled vocabulary, and dis-
seminated in a million publications. The
heterogeneity of biological knowledge and,
even more critically, the fuzziness of es-
sential concepts including the concept of
biological function itself, make the task
highly difficult. Collective efforts are be-
ing made for calling genes unequivocally
(HUGO Gene Nomenclature Commit-
tee, http://www.gene.ucl.ac.uk/nomencla-
ture/) and to control the vocabulary used
for defining the semantic links that de-
scribe functional relations among biologi-
cal entities (Gene Ontology (GO) Con-
sortium: http://www.geneontology.org/).
Lists of descriptors provided by this con-
sortium can be linked to SAGE data, so
that tags may be automatically classified ac-
cording to the functional properties of their
corresponding genes. Most algorithms for
large-scale gene expression analysis were
developed to facilitate the interpretation
of microarray data. In fact, methods such
as association-rules discovery or clustering
analysis can be used as well for analyzing
SAGE data.

Several interactive Web sites provide
synthetic views of an increasing number
of networks. For instance, by connecting
to the Web site of the Kyoto Encyclo-
pedia of Genes and Genomes (KEGG,
http://www.genome.jp/kegg/), it is possi-
ble to automatically stain a large number
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of metabolic charts according to the re-
sults of SAGE and to get in a few hours a
synthetic view of events occurring in most
metabolic and some signaling pathways.

Interpretation of the set of data gen-
erated by each individual laboratory is
usually not extensive. Since SAGE data
are cumulative, comparisons with remote
data may enrich the interpretation of lo-
cal results. For this purpose, the Gene
Expression Omnibus collects expression
datasets issued from SAGE and microar-
ray technologies, making them accessible
for further analysis and reinterpretation.
More specifically, SAGE Genie, a bioin-
formatic project dedicated to the manage-
ment of large amounts of experimental
SAGE data provides, among other intu-
itive tools, visualization displayers relating
gene expression and tissue localization.

2.3
SAGE, Molecular Classification of Cell
Types and Cell Physiology

Conceptually, a given cell type might be
defined by its transcriptome, considered
as the whole set of genes responsible for
its phenotype. However, cells are under
constant evolution. They may express
functions dictated by proteins whose
mRNAs were expressed at a former stage
of development, but already catabolized
at the time of sampling. Conversely, the
presence of a transcript does not always
mean that it was being translated at
the time of sampling. A gene expression
profile must therefore be considered as a
snapshot and interpreted as such. With
this reservation, transcriptome analysis
possesses an advantage over other high-
throughput strategies, such as proteome
analysis, which, because proteins cannot
be amplified, is less sensitive and identifies
a smaller number of cell components.

Evaluation of SAGE data from a variety
of normal and diseased tissues soon
provided an enlarged view of the human
transcriptomes.

The possibility to work on tiny cell
samples was decisive for defining the pro-
file of discrete cell subtypes. Analysis of
microdissected anatomical structures pro-
vided panoramic views of complex tissues
such as kidney (Fig. 2), retina, or brain.
Homogeneous samples of circulating cells
are more easily purified than cells from
solid tissues and numerous blood cell types
have now been described by SAGE at the
molecular level.

Most biological response modifiers do
not act only on rapid cell kinetics through
the activation of signaling pathways, but
also exert long-lasting effects by chang-
ing gene expression patterns. Large-scale
transcriptome analysis thus added a new
dimension to studies involving the exper-
imental induction of a signaling pathway
and the effects of cytokines, hormones, or
differentiation inducers.

2.4
SAGE and Disease-induced Alterations
of the Transcriptome

It was readily perceived that SAGE offered
new possibilities for characterizing global
expression profile alterations in infectious
diseases, for instance, upon exposition to
bacterial toxins or viral infection. How-
ever, the major incentive for implementing
the SAGE technology came from can-
cer research. Molecular classification of
cancer cells, expected for many years, is
now coming of age, opening new perspec-
tives for cancer therapies. The power of
SAGE for identifying molecular markers
of cancer was rapidly demonstrated, and
since the pioneering works, a large num-
ber of SAGE libraries have been obtained
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Fig. 2 Transcriptome characterization of individual nephron portions of the
human kidney. (a) A microdissected human nephron. Structures analyzed for
trancriptome characterization, together with the number of SAGE tags
sequenced are indicated. Glom, glomerulus; PCT, proximal convoluted tubule;
PST, proximal straight tubule; MTAL, medullary thick ascending limb of Henle’s
loop; CTAL, cortical thick ascending limb of Henle’s loop; DCT,distal
convoluted tubule; CCD, cortical collecting duct; OMCD, outer medullary
collecting duct. (b) Overview of mRNA differential distribution. The number of
mRNAs displaying a significant differential distribution (p < 0.01 as compared
with three nephron portions) is indicated for each structure. The overall
number of heterogeneously distributed transcripts is 998. Data from
Chabardes-Garonne, D., Mejean, A., Aude, J.C., et al. (2003) A panoramic view
of gene expression in the human kidney, Proc. Natl. Acad. Sci. U.S.A. 100,
13710–13715.

with the purpose of comparing normal
cells and their malignant counterparts.
SAGE was also used to investigate tu-
mor angiogenesis or drug sensitivity of
malignant cells. It is not possible to sum-
marize here all the projects developed
since the inception of SAGE. A com-
prehensive view can be obtained from
SAGEmap (http://www.ncbi.nlm.nih.gov/
SAGE) and SAGE Genie (http://cgap.nci.
nih.gov/SAGE), two components of the

Cancer Genome Anatomy Project intended
to provide a central database for compar-
ing gene expression profiles in normal and
malignant tissues.

3
Perspectives

SAGE was developed at the same time as
DNA chip and microarrays technologies.
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More recently, MPSS offered an alternative
approach to SAGE, but the need for
specific equipment limited its use to
a small number of laboratories. Each
technology has its specific advantages.
Methods based on hybridization are well
adapted for the comparison of multiple
samples, but are limited to the study
of the genes represented in the array.
SAGE and MPSS are more laborious,
but do not require a priori knowledge on
gene sequences. Moreover, their results
are cumulative and comparison between
independent datasets are easily performed,
while exchanging microarray data requires
a complex standardization protocol. Rather
than a competing methodology with other
global gene expression approaches, it
thus seems better considering SAGE
as a complementary approach, and the
decision to initiate a new SAGE project
as depending on the biological problem is
under investigation.

SAGE is still receptive to methodolog-
ical improvements. It is obvious that it
will benefit from any progress in DNA
sequencing technology that increases the
rate of acquisition and reduces the cost
of analysis. Until now, the conventional
method identified mRNAs by tagging their
3′ end. However, there was still a need
for a global method of also identifying
transcripts through their 5′ end. Protocols
enabling the high-throughput extraction of
tags from mRNA 5′ ends have now been
published. The 5′-end SAGE is expected
to improve the characterization of tran-
scriptional start sites and the functional
annotation of poorly known genes.

It is worth noticing that SAGE has
already produced a huge amount of
experimental results from which latent
biological knowledge may be extracted
by mining the existing dataset. With
the progress of computational biology,

the integration of SAGE data in larger
information systems, seamlessly coupling
data from various sources, opens the way
to global analyses on the regulation of gene
expression at a higher level of organization.
Comparative analysis between man and
animal models will be highly useful, and
facilitated by the development of new
databases such as the Mouse SAGE site
(http://mouse.biomed.cas.cz/sage/).

SAGE has already contributed, in con-
junction with other methodologies, in
achieving a more comprehensive and
quantitative picture of transcriptomes. It
will probably continue to provide new data
until their complete disclosure.

See also DNA Libraries; Genetics,
Molecular Basis of; Genomic DNA
Libraries, Construction and Ap-
plications; Proteomics; Restriction
Endonuclease and DNA-Modifi-
cation Methyltransferases.
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Keywords

Anabolics
Compounds that demonstrate a marked retention of nitrogen through an increase of
protein synthesis and a decrease in protein catabolism in the body.

Androgens
Steroid hormones responsible for the primary and secondary sex characteristics of the
male, including the development of the vas deferens, prostate, seminal vesicles, and
penis.
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Antiandrogens
Agents that compete with endogenous androgens for the hormone binding site on the
androgen receptor and blocks androgen action.

Dihydrotestosterone
The C19 steroid hormone that is the 5α-reduced metabolite of testosterone produced in
certain androgen target tissues and is the most potent endogenous androgen.

5α-Reductase Inhibitors
Compounds that inhibit the conversion of testosterone to its more active metabolite
dihydrotestosterone.

Selective Androgen Receptor Modulators
Agents that may act as an androgen antagonist or weak agonist in one tissue but act as
strong androgen agonist in another tissue type.

Testosterone
The C19 steroid hormone that is the predominant circulating androgen in the
bloodstream and is produced mainly by the testis.

� The steroid testosterone is the major circulating sex hormone of the male and
serves as the prototype for the androgens, the anabolic agents, and androgen
antagonists. The endogenous androgens are biosynthesized from cholesterol in
various tissues in the body; the majority of the circulating androgens are made
in the testes under the stimulation of the gonadotropin LH. The reduction of
testosterone to dihydrotestosterone is necessary for the androgenic actions of
testosterone in androgen target tissues such as the prostate; the oxidation of
testosterone by the enzyme aromatase produces estrogens. The androgenic actions
of testosterone are due to the binding of dihydrotestosterone to its nuclear receptor,
followed by dimerization of the receptor complex and binding to a specific DNA
sequence. This binding of the homodimer to the androgen response element leads
to gene expression, stimulation of the synthesis of new mRNA, and subsequent
protein biosynthesis. The synthetic androgens and anabolics were prepared to
impart oral activity to the androgen molecule, to separate the androgenic effects of
testosterone from its anabolic effects and to improve upon its biological activities.
Drug preparations are used for the treatment of various androgen-deficient diseases,
for the therapy of diseases characterized by muscle wasting and protein catabolism,
for postoperative adjuvant therapy, and for the treatment of certain hormone-
dependent cancers. The two major categories of androgen antagonists are the
antiandrogens, which block interactions of androgens with the androgen receptor,
and the inhibitors of androgen biosynthesis and metabolism. Such compounds have
therapeutic potential in the treatment of acne, virilization in women, hyperplasia
and neoplasia of the prostate, and baldness, and for male contraception.
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1
Introduction

Androgens are a class of steroids that
are responsible for the primary and sec-
ondary sex characteristics of the male.
In addition, these steroids possess potent
anabolic or growth-promoting properties.
The general chemical structure of andro-
gens is based upon the androstane C19

steroid, consisting of the fused four-ring
steroid nucleus (17 carbon atoms, rings
A–D) and the two axial methyl groups
(carbons 18 and 19) at the A/B and C/D
ring junctions. The hormone testosterone
(1) is the predominant circulating an-
drogen and is produced mainly by the
testis. 5α-Dihydrotestosterone (DHT) (2)
is a 5α-reduced metabolite of testosterone
produced in certain androgen target tis-
sues and is the most potent endogenous
androgen.

These two steroids and other endoge-
nous androgens influence not only the
development and maturation of the male
genitalia and sex glands but also affect
other tissues such as kidney, liver, and
brain. This chapter will discuss the en-
dogenous androgens, synthetic analogs,
various anabolic agents, and the androgen
antagonists employed in clinical practice
or animal husbandry in the United States
and elsewhere. Modified androgens that
have found use as biochemical or phar-
macological tools also are included. More
extensive presentations of the topic of

androgens, anabolics, and androgen an-
tagonists have appeared in several treatises
published over the past three decades.

2
Historical

The role of the testes in the development
and maintenance of the male sex char-
acteristics, and the dramatic physiological
effects of male castration have been recog-
nized since early time. Berthold was the
first to publish in 1849 a report that go-
nadal transplantation prevented the effects
of castration in roosters, suggesting that
the testis produced internal secretions ex-
hibiting androgenic effects. However, the
elucidation of the molecules of testicular
origin responsible for these actions took
almost another century. The first report of
the isolation of a substance with andro-
genic activity was made by Butenandt in
1931. The material, isolated in very small
quantities from human male urine, was
named androsterone (3). A second weakly
androgenic steroid hormone was isolated
from male urine in 1934. This substance
was named dehydroepiandrosterone (4) be-
cause of its ready chemical transformation
and structural similarity to androsterone.
A year later, the isolation of the testicu-
lar androgenic hormone, testosterone (1),
was reported, which was 10 times as po-
tent as androsterone in promoting capon
comb growth. Shortly after this discovery,
the first chemical synthesis of testosterone
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was reported by Butenandt and Hanisch
and confirmed by Ruzicka.

HO

O

H
Androsterone (3)

HO

O

Dehydroepiandrosterone (4)

For many years it was believed that
testosterone was the active androgenic
hormone in man. In 1968, however, 5α-
DHT (2), also referred to as stanolone, was
demonstrated to be the active androgen
in target tissues, such as the prostate
and seminal vesicles and was formed
from testosterone by a reductase present
in these tissues. Shortly thereafter a
soluble receptor protein was isolated and
demonstrated to be specific for DHT and
related structures.

The anabolic action of the androgens was
first documented by Kochakian and Murlin
in 1935. In their experiments, extracts of
male urine caused a marked retention of
nitrogen when injected into dogs fed a
constant diet. Soon afterward testosterone
propionate was observed to produce a
similar nitrogen-sparing effect in humans.
Subsequent clinical studies demonstrated
that testosterone was capable of causing a
major acceleration of skeletal growth and
a marked increase in muscle mass. This
action on muscle tissue has been referred
to more specifically as the myotrophic effect.

The first androgenic-like steroid used
for its anabolic properties in humans was
testosterone. Unfortunately, its use for this
purpose was limited by the inherent andro-
genicity and the need for parenteral admin-
istration. 17α-Methyltestosterone (5) was
the first androgen discovered to possess
oral activity, but it too did not show any

apparent separation of androgenic and an-
abolic activity. The promise of finding a
useful, orally effective, anabolic agent free
from androgenic side effects prompted nu-
merous clinical and biological studies.

O

OH

CH3

17a-Methyltestosterone (5)

3
Endogenous Male Sex Hormones

3.1
Occurrence and Physiological Roles

The hormone testosterone affects many
organs in the body. Its most dramatic
effects are observed on the primary and
secondary sex characteristics of the male.
These actions are first manifested in the
developing male fetus when the embry-
onic testis begins to secrete testosterone.
Differentiation of the Wolffian ducts into
the vas deferens, seminal vesicles, and
epididymis occurs under this early andro-
gen influence, as does the development
of external genitalia and the prostate. The
reductive metabolism of testosterone to
5α-DHT is critical for virilization during
this period of fetal development, as dra-
matically demonstrated in patients with a
5α-reductase deficiency.

At puberty, further development of the
sex organs (prostate, penis, seminal vesi-
cles, and vas deferens) is again evident
and under the control of androgens. Ad-
ditionally, the testes now begin to pro-
duce mature spermatozoa. Other effects
of testosterone, particularly on the sec-
ondary sex characteristics, are observed.
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Hair growth on the face, arms, legs, and
chest is stimulated by this hormone during
younger years; in later years, testosterone
is responsible for thinning of the hair and
recession of the hairline. The larynx devel-
ops and a deepening of the voice occurs.
The male’s skin at puberty thickens, the
sebaceous glands proliferate, and the fruc-
tose content in human semen increases.
Testosterone influences sexual behavior,
mood, and aggressiveness of the male at
the time of puberty.

In addition to these androgenic prop-
erties, testosterone also exhibits anabolic
(myotrophic) characteristics. General body
growth is initiated, including increased
muscle mass and protein synthesis, a loss
of subcutaneous fat, and increased skeletal
maturation and mineralization. This an-
abolic action is associated with a marked
retention of nitrogen brought about by an
increase of protein synthesis and a de-
crease of protein catabolism. The increase
in nitrogen retention is manifested primar-
ily by a decrease in urinary rather than fecal
nitrogen excretion and results in a more
positive nitrogen balance. For example, in-
tramuscular administration of 25 mg of
testosterone propionate twice daily can
produce a nitrogen retention to appear
within 1 to 3 days, reaching a maximum
in about 5 to 8 days. This reduced level
of nitrogen excretion may be maintained
for at least a month and depends on the
patient’s nutritional status and diet.

Androgens influence skeletal matura-
tion and mineralization, which is reflected
in an increase in skeletal calcium and phos-
phorus. In various forms of osteoporosis,
androgens decrease urinary calcium loss
and improve the calcium balance in pa-
tients. This effect is not as noticeable
in normal patients. Moreover, the var-
ious androgen analogs differ markedly

in their effects on calcium and phos-
phorus balance in man. Androgens and
their 5β-metabolites (e.g. etiocholanolone)
markedly stimulate erythropoiesis, pre-
sumably by increasing the production of
erythropoietin and by enhancing the re-
sponsiveness of erythropoietic tissue to
erythropoietin. The effects of androgens
on carbohydrate metabolism appear to be
minor and secondary to their primary pro-
tein anabolic property. The effects on lipid
metabolism, on the other hand, seem to
be unrelated to this anabolic property.
Weakly androgenic metabolites such as
androsterone have been found to lower
serum cholesterol levels when adminis-
tered parenterally.

3.2
Biosynthesis

The androgens are secreted not only by
the testis but also by the ovary and adrenal
cortex. Testosterone is the principal cir-
culating androgen and is formed by the
Leydig cells of the testes. Other tissues,
such as liver and human prostate, form
testosterone from precursors, but this
contribution to the androgen pool is min-
imal. Since dehydroepiandrosterone and
androstenedione (see Fig. 2) are secreted
by the adrenal cortex and ovary, they
indirectly augment the testosterone pool
because they can be rapidly converted to
testosterone by peripheral tissues.

Plasma testosterone levels for men usu-
ally range between 0.61 and 1.1 µg/100 mL
and are 5 to 100 times female values.
The circulating level of DHT in nor-
mal adult men is about one-tenth the
testosterone level. Daily testosterone pro-
duction rates have been estimated to
be 4 to 12 mg for young men and 0.5
to 2.9 mg for young women. Although
attempts have been made to estimate
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the secretion rates for testosterone, these
studies are hampered by the number of
tissues capable of secreting androgens and
the considerable interconversion of the
steroids concerned.

The synthesis of androgens in the Leydig
cells of the testes is regulated by the go-
nadotropic hormone, luteinizing hormone
(LH), also called interstitial cell-stimulating
hormone (ICSH). The other pituitary go-
nadotropin, follicle-stimulating hormone
(FSH), acts primarily on the germinal
epithelium and is important for sperm
development. Both of these pituitary go-
nadotropins are under the regulation of
a decapeptide hormone produced by the
hypothalamus. This hypothalamic hor-
mone is luteinizing hormone-releasing
hormone (LHRH), also referred to as
gonadotropin-releasing hormone (GnRH). In
adult males, pulsatile secretion of LHRH,
and subsequently LH and FSH, occurs
at a frequency of 8 to 14 pulses in 24 h.
The secretions of these hypothalamic and

pituitary hormones are, in turn, regulated
by circulating testosterone levels in a neg-
ative feedback mechanism. Testosterone
will decrease the frequency and amplitude
of pulsatile LH secretion, whereas, testos-
terone and a gonadal peptide, inhibin, are
both involved in suppressing the release
of FSH.

Our understanding of steroidogenesis
in the endocrine organs has advanced con-
siderably during the past three decades,
based largely on initial investigations with
the adrenal cortex and subsequent studies
in the testis and ovary as well. Figure 1
outlines the following sequence of events
known to be involved with steroidoge-
nesis in the Leydig cells. LH binds to
its receptor located on the surface of
the Leydig cell and, via a G-protein-
mediated process, activates adenylyl cy-
clase to result in an increase in intra-
cellular concentrations of cyclic adeno-
sine monophosphate (cAMP). cAMP ac-
tivates a cAMP-dependent protein kinase,

LH

GDPGTP

AC
ATP

cAMP + PPi

GDP GTP

Protein kinase A

(+)

(+)

Cholesterol esterase

Lipid droplet

Cholesterol
esters

Cholesterol

Pregnenolone

Testosterone

P450scc

P45017a +
3b-HSD

Plasma membrane

Endoplasmic reticulum

Mitochondria

a ab

g

Fig. 1 Cellular events in steroidogenesis in Leydig cell.
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which subsequently phosphorylates and
activates several enzymes involved in the
steroidogenic pathway, including choles-
terol esterase and cholesterol side-chain
cleavage. Cholesterol esters (present in the
cell as a storage form) are converted to
free cholesterol by cholesterol esterase,
and free cholesterol is translocated to
mitochondria. A cytochrome P-450 mixed-
function oxidase system, termed cholesterol
side-chain cleavage, converts cholesterol to
pregnenolone. Several nonmitochondrial
enzymatic transformations then convert
pregnenolone to testosterone, which is
secreted.

The conversion of cholesterol (6) to
pregnenolone (7) has been termed the rate-
limiting step in steroid hormone biosyn-
thesis. The reaction requires NADPH
and molecular oxygen and is catalyzed
by a cytochrome P-450 enzyme complex
termed cholesterol side-chain cleavage. This
enzyme complex consists of three pro-
teins – cytochrome P450SCC (also called
cytochrome P450 11A), adrenodoxin, and
adrenodoxin reductase. Three moles of
NADPH and oxygen are required to con-
vert one mole of cholesterol into preg-
nenolone (Fig. 2).

Tracer studies have shown that two ma-
jor pathways known as the ‘‘4-ene’’ and
‘‘5-ene’’ pathways are involved in the con-
version of pregnenolone to testosterone.
Both these pathways and the requisite en-
zymes are shown in Fig. 2. Earlier studies
tended to favor the ‘‘4-ene’’ pathway, but
more subsequent work has disputed this
view and suggests that the ‘‘5-ene’’ path-
way is quantitatively more important in
man. The unconjugated steroids identified
in normal males are listed in Table 1 along
with the concentration in micrograms per
hundred milliliters. All the intermediates
of the ‘‘5-ene’’ pathway were identified,

Tab. 1 Mean concentration of steroids in
spermatic venous plasma from five normal
males.

Compound Concentration
[µg 100 mL−1]

5-Androstene-3β,17α-diol 4.0
5-Androstene-3β,17β-diol 18.5
Dehydroepiandrosterone 2.2
Androstenedione 2.5
Testosterone 74.0
Pregnenolone 4.8
17α-Hydroxypregnenolone 3.9
17α-Hydroxyprogesterone 6.2

but progesterone (8), an important inter-
mediate of the ‘‘4-ene’’ pathway, was not
found. In addition, sulfate conjugates were
present in significant quantities, especially
androst-5-ene-3β,17β-diol 3-monosulfate.
The data strongly suggest that this inter-
mediate and its unconjugated form consti-
tute an important precursor of testosterone
in man. This view, however, was not
supported by a kinetic analysis of the
metabolism of androst-5-ene-3β,17β-diol
(12) in man. Further evidence that the
predominant pathway appears to be the
‘‘5-ene’’ pathway was provided by in vitro
studies in human testicular tissues.

Another important step is the con-
version of the C-21 steroids to the C-
19 androstene derivatives. Whereas the
enzymes for side-chain cleavage are lo-
calized in mitochondria, those responsi-
ble for cleavage of the C17−C20 bond
(CI7−C20 lyase) reside in the endoplas-
mic reticulum of the cell. Early studies
implicated 17α-hydroxypregnenolone (9)
or 17αhydroxyprogesterone (10) as an
obligatory intermediate in testosterone
biosynthesis, and the C17−C20 bond was
subsequently cleaved by a second en-
zymatic process to produce the C-19
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Fig. 2 Enzymatic conversion of cholesterol to testosterone.

androstene molecule. This view of the in-
volvement of two separate enzymes in the
conversion of C-21 to C-19 steroids ex-
isted until the purification of the proteins
in the 1980s. The 17α-hydroxylase/17,20-
lyase cytochrome P450 (abbreviated cy-
tochrome P450 17 or cytochrome P45017α)
was first isolated from neonatal pig

testis microsomes, and this cytochrome
P45017α possessed both 17α-hydroxylase
and 17,20-lyase activity when reconsti-
tuted with cytochrome P450 reductase
and phospholipid. Identical full-length
human cytochrome P45017α cDNA se-
quences were independently isolated and
reported in 1987.
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Two additional enzymes are necessary
for the formation of testosterone from
dehydroepiandrosterone. The first is the
3β-hydroxysteroid dehydrogenase/�4,5-
isomerase complex, which catalyzes the
oxidation of the 3β-hydroxyl group to
the 3-ketone and the isomerization
of the double bond from C5−C6 to
C4−C5. Again, these processes were
originally thought to involve two different
enzymes, but purification of the enzymatic
activity demonstrated that a single
enzyme catalyzes both reactions. The
final enzyme in the pathway is the
17β-hydroxysteroid dehydrogenase, which
catalyzes the reduction of the 17-ketone to
the 17β-alcohol.

3.3
Absorption and Distribution

Although considerable research has been
devoted to the biochemical mechanism
of action of the natural hormones and
the synthesis of modified androgens, little
is known about the absorption of these
substances. It is well recognized that a
steroid hormone might have high intrin-
sic activity but exerts little or no biological
effects because its physicochemical char-
acteristics prevent it from reaching the
site of action. This is particularly true in
humans, where slow oral absorption or
rapid inactivation may greatly reduce the
efficacy of a drug. Even though steroids
are commonly given by mouth, little is
known of their intestinal absorption. One
study in rats showed that androstenedione
(11) was absorbed better than testosterone
or 17α-methyltestosterone, and conversion
of testosterone to its acetate enhanced
absorption. Results with other steroids
indicated that lipid solubility was an impor-
tant factor for intestinal absorption. This

may explain the oral activity of certain
ethers and esters of testosterone.

Once in the circulatory system by either
secretion from the testis or absorption of
the administered drug, testosterone and
other androgens will reversibly associate
with certain plasma proteins, the unbound
steroid being the biologically active form.
The extent of this binding is dependent
on the nature of the proteins and the
structural features of the androgen.

The first protein to be studied was
albumin, which exhibited a low association
constant for testosterone and bound less
polar androgens such as androstenedione
to a greater extent.

α-Acid glycoprotein (AAG) was shown
to bind testosterone with a higher affinity
than albumin. A third plasma protein
that binds testosterone is corticosteroid-
binding α-globulin (CBG). However under
normal physiological conditions these
plasma proteins are not responsible for
extensive binding of androgens in plasma.

A specific protein termed sex steroid
binding β-globulin (SBG) or testosterone
estradiol binding globulin (TEBG) was
found in plasma that bound testosterone
with a very high affinity. The SBG–sex hor-
mone complex serves several functions,
such as transport or carrier system in
the bloodstream, storage site or reservoir
for the hormones, and protection of the
hormone from metabolic transformations.
SBG has been purified and contains high
affinity, low capacity binding sites for the
sex hormones. Dissociation constants of
approximately 1 × 10−9 M have been re-
ported for the binding of testosterone and
estradiol to SBG and are 2 orders of mag-
nitude less than values reported for the
binding of the hormone to the cytosolic re-
ceptor protein. The plasma levels of SBG
are regulated by the thyroid hormones and
remain fairly constant throughout adult
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life in both the male and female. SBG is
not present in the plasma of all animals.
For example, SBG-like activity is notably
absent in the rat, and testosterone may be
bound in the rat plasma to CBG.

The specificity of the binding of
steroids to human SBG has been ex-
tensively studied. The presence of a
17β-hydroxyl group is essential for bind-
ing to SBG. In addition to testosterone,
DHT, 5α-androstane-3β,17β-diol (19), and
5α-androstane-3α,17β-diol (20) bind with
high affinity, and these steroids compete
for a common binding site. Binding to
SBG is decreased by 17α-substituents such
as 17α-methyl and 17α-ethinyl moieties
and by unsaturation at C-1 or C-6. Also,
19-nortestosterone derivatives have lower
affinity. SBG has been purified to homo-
geneity by affinity chromatography using
a DHT-agarose adsorbent.

Another extracellular carrier protein
exhibiting high affinity for testosterone,
found in seminiferous fluid and the
epididymis, originates in the testis and
is called androgen binding protein (ABP).
This protein is produced by the Sertoli
cells on stimulation by FSH and has very
similar characteristics to those of plasma
SBG produced in the liver.

The absorption of androgens and other
steroids from the blood by target cells was
usually assumed to occur by a passive
diffusion of the molecule through the
cell membrane. However, studies in the
early 1970s using tissue cultures or tissue
slices suggested entry mechanisms for
the steroids. Estrogens, glucocorticoids,
and androgens exhibit a temperature-
dependent uptake into intact target cells,
suggesting a protein-mediated process.
Among the androgens, DHT exhibited
a greater uptake than testosterone in
human prostate tissue slices, and it was
found that estradiol or androstenedione

interfered with this uptake mechanism.
In addition, cyproterone competitively
inhibited androstenedione, testosterone,
and DHT entry, whereas cyproterone
acetate enhanced the uptake of these
androgens. Little is known about the exit of
steroids from target cells; the only reported
research has dealt with an active transport
of glucocorticoids out of cells.

3.4
Metabolism

For decades, the primary function of
metabolism was thought to be the
inactivation of testosterone, the increase
in hydrophilicity, and the mechanism for
the excretion of the steroid into the urine.
However, the identification of metabo-
lites of testosterone formed in peripheral
tissues and the potent and sometimes
different biological activities of these prod-
ucts emphasized the importance of the
metabolic transformations of androgens
in endocrinology. Two active metabolites
of testosterone have received considerable
attention – the reductive metabolite 5α-
DHT and the oxidative metabolite estradiol
(Fig. 3).

3.4.1 Reductive Metabolism
The metabolism of testosterone in a
variety of in vitro and in vivo systems
has been reviewed. The principal pathways
for reductive metabolism of testosterone
in man appear in Fig. 4. Human liver
produces a number of metabolites, in-
cluding androstenedione (11), 3β-hydroxy-
5α-androstan-17-one (16), 5α-androstane-
3β,17β-diol (19), and 5α-androstane-
3α,17β-diol (20). Human adrenal prepa-
rations, on the other hand, gave 11β-
hydroxytestosterone as the major metabo-
lite. (Intestinal metabolism of testosterone
is similar to transformations in the
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liver; the major metabolite in lung is
androstenedione).

Studies on testosterone metabolism
since the late 1960s have centered on
steroid transformations by prostatic tis-
sues. Normal prostate, benign prostatic
hypertrophy (BPH), and prostatic carci-
noma all contain 3α-, 3β-, and 17β-
hydroxysteroid dehydrogenases, and 5α-
and 5β-reductases, capable of convert-
ing testosterone to various metabolites.
Prostatic carcinoma metabolizes testos-
terone more slowly than does BPH or
normal prostate. In addition, increased
levels of androgens are found in BPH.
K. D. Voigt et al. have extensively studied
in vivo metabolic patterns of androgens
in patients with BPH. Tritiated androgens
were injected intravenously into these pa-
tients 30 min before prostatectomy, and
prostatic tissue, tissue from surround-
ing skeletal muscle, and blood plasma
were analyzed for metabolites. The major
metabolite of testosterone found in BPH
tissues was DHT, with minor amounts
of diols isolated. Skeletal muscle and
plasma contained primarily unchanged
testosterone.

Table 2 lists the urinary metabolites that
have been identified following the admin-
istration of testosterone to humans (see
Fig. 4). These products are excreted as
such or in the form of their glucuronide or
sulfate conjugates. Androsterone (3) and
etiocholanolone (18), the major urinary
metabolites, are excreted predominantly
as glucuronides, and only about 10% as
sulfates. These conjugates are capable of
undergoing further metabolism. Testos-
terone glucuronide, for example, is me-
tabolized differently from testosterone in
man, giving rise mainly to 5β-metabolites.
Only a relatively small amount of the uri-
nary 17-ketosteroids is derived from testos-
terone metabolism. In man at least 67%

Tab. 2 Urinary metabolites of testosterone.

Metabolite Approximate
Conversion

[%]

Androsterone 25–50
Etiocholanolone
5β-Androstane-3α,17β-diol 2
5α-Androstane-3α,17β-diol 1
5α-Androstan-3β-ol-17-one 1
Androst-16-en-3α-ol 0.4
3α,18-Dihydroxy-5β-androstan-

17-one 0.3
3α,7β-Dihydroxy-5β-androstan-

17-one Trace
11β-Hydroxytestosterone Trace
6α-, 6β-Hydroxytestosterone Trace

and in women about 80% or more of the
urinary 17-ketosteroids are metabolites of
adrenocortical steroids. This explains why
a significant increase in testosterone se-
cretion associated with various androgenic
syndromes does not usually lead to ele-
vated levels of 17-ketosteroid excretion.

Although androsterone and etio-
cholanolone are the major excretory prod-
ucts, the exact sequence whereby these
17-ketosteroids arise is still not clear.
Studies with radiolabeled androst-4-ene-
3β,17β-diol and the epimeric 3α-diol in
humans showed that oxidation to testos-
terone was necessary before reduction
of the A-ring. Moreover, in rats 5β-
androstane-3α,17β-diol (22) was the major
initial liver metabolite, but this decreased
with time with the simultaneous increase
of etiocholanolone. This formation of sat-
urated diols agrees with studies using
human liver and provides evidence that
the initial step in testosterone metabolism
is reduction of the α,β-unsaturated ketone
to a mixture of diols followed by oxidation
to the 17-ketosteroids.
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Until 1968, it was generally thought
that the excretory metabolites of testos-
terone were physiologically inert. Subse-
quent work has shown, however, that
etiocholanolone has thermogenic effects
when administered to man. Moreover, the
hypocholesterolemic effects of parenter-
ally administered androsterone have been
described.

The conversion of testosterone to DHT
by 5α-reductase has major importance in
the mechanism of action of the hormone.
This enzymatic activity has been found
in the endoplasmic reticulum and in the
nuclear membrane of androgen-sensitive
cells. In addition, the levels of 5α-reductase
are under the control of testosterone and
DHT; 5α-reductase activity decreases after
castration and can be restored to normal
levels of activity with testosterone or DHT
administration.

Early biochemical studies of 5α-
reductase were performed using a
microsomal fraction from rat ventral
prostate. The irreversible enzymatic
reaction catalyzed by 5α-reductase requires
NADPH as a cofactor, which provides the
hydrogen for carbon-5. The 5α-reductase
from rat ventral prostate tissues exhibited
a broad range of substrate specificity for
various C19 and C21 steroids; this broad
specificity was also observed in inhibition
studies. However, more detailed studies
of the enzyme were limited because
of the extreme hydrophobic nature of
the protein, its instability upon isolation,
and its low concentrations in androgen-
dependent tissues.

Investigations on the molecular biology
of 5α-reductase resulted in the demon-
stration of two different genes and two
different isozymes of the enzyme. The
first cDNA isolated and cloned that en-
coded 5α-reductase was designated type
1, and the second was designated type 2.

The gene encoding type 1 is located on
chromosome 5, while the gene encoding
type 2 is located on chromosome 2. The
two human 5α-reductases have approxi-
mately 60% sequence homology. These
two isozymes differ in their biochemical
properties, tissue location, and function.
Type 1 5α-reductase exhibits an alkaline
pH optimum (6–8.5) and has micromo-
lar affinities for steroid substrates. On the
other hand, type 2 5α-reductase has a sharp
pH optimum at 4.7–5.5, has higher affin-
ity (lower apparent Km) for testosterone,
and is more sensitive to inhibitors than
the type 2 isozyme. The type 2 isozyme is
expressed primarily in androgen target tis-
sues, the liver expresses both types, and the
type 1 form is expressed in various periph-
eral tissues. Type 2 5α-reductase appears
to be essential for masculine development
of the fetal urogenital tract and the exter-
nal male phenotype, whereas the type 1
isozyme is primarily a catabolic enzyme.
In certain cases of human male pseudo-
hermaphroditism, mutations in the type
2 5α-reductase gene are observed and re-
sults in significant decreases in DHT levels
needed for virilization.

3.4.2 Oxidative Metabolism
Another metabolic transformation of an-
drogens leading to hormonally active com-
pounds is their conversion to estrogens
(see Table 3). Estrogens are biosynthesized
in the ovaries and placenta and, to a lesser
extent, in the testes, adrenals, and cer-
tain regions of the brain. The enzyme
complex that catalyzes this biosynthesis
is referred to as aromatase, and the en-
zymatic activity was first identified by
Ryan in the microsomal fraction from
human placental tissue. The elucidation
of the mechanism of the aromatization
reaction began in the early 1960s and con-
tinues to receive extensive study. It is a
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cytochrome P-450 enzyme complex and
requires 3 mol of NADPH and 3 mol of
oxygen per mole of substrate. Aromatiza-
tion proceeds via three successive steps,
with the first two steps being hydroxy-
lations. 19-Hydroxyandrostenedione (23)
was a more active precursor of estrone
(25) than the substrate androstenedione
led to its postulated role in estrogen
biosynthesis. This report and numerous
studies that followed led to the currently
accepted pathway for aromatization, as
shown in Fig. 5.

The first two oxidations occur at the C19

position, producing the 19-alcohol (23) and
then the 19-gem-diol (24), originally iso-
lated as the 19-aldehyde (25). The exact
mechanism of the last oxidation remains
to be fully determined. The final oxidation
results in the stereospecific elimination of
the 1β and 2β-hydrogen atoms and the
concerted elimination of the oxidized C19

moiety as formic acid. Investigations us-
ing 18O2 and isotopically labeled steroidal
intermediates failed to show incorporation
of the 2β-hydroxyl group into formic acid

Tab. 3 Relative substrate activity in aromatization.

Substrate Activity
[%]

C19 –Steroids
Androst-4-ene-3,17-dione 100
19-Hydroxyandrost-4-ene-3,17-dione 184, 133
17β-Hydroxyandrost-4-en-3-one 100
3β-Hydroxyandrost-5-en-17-one 66
5α-Androst-1-ene-3,17-dione 0
5α-Androstane-3,17-dione 0
1α-Hydroxyandrost-4-ene-3,17-dione 0
17β-Hydroxy-1α-methylandrost-4-ene-3-one 0
2β-Hydroxyandrost-4-ene-3,17-dione 15
2α-Hydroxyandrost-4-ene-3,17-dione 0
17β-Hydroxy-2β-methylandrost-4-en-3-one 0
11β-Hydroxyandrost-4-ene-3,17-dione 0
11α-Hydroxyandrost-4-ene-3,17-dione 100
17β-Hydroxy-17α-methylandrost-4-en-3-one 44
6β-Hydroxyandrost-4-ene-3,17-dione 21
6α-Fluoro-17β-hydroxyandrost-4-ene-3,17-dione 0
6β-Fluoro-17β-hydroxyandrost-4-ene-3,17-dione 0
9α-Fluoroandrosta-1,4-diene-3,17-dione 55
Androsta-1,4-diene-3,17-dione 22, 35
Androsta-4,6-diene-3,17-dione 0
Androsta-1,4,6-triene-3,17-dione 0
Androst-4-ene-3,11,17-trione 0

C18 Steroids
Estr-4-ene-3,17-dione 21
17β-Hydroxyestr-4-en-3-one 20
17β-Hydroxy-5α,10β-estr-3-one 0

C12 Steroids
Pregn-4-ene-3,20-dione 0
17α,19,21-Trihydroxypregn-4-ene-3,20-dione 0
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Tab. 4 Comparison of the androgenic and myotrophic activities of testosterone derivatives in
the chick comb and castrated male rat assays following subcutaneous administration.

Testosterone modification Increase in weight [%]

Chick
comb

Rat
ventral

prostate

Rat
levator

ani

None 100 100 100
19-Nor 81 42 90
7α-Methyl 11 97 135
7α-Methyl-19-nor 75 218 226
14-Dehydro 128 54 8
14-Dehydro-19-nor 320 69 133
14-Dehydro-7α-methyl-19-nor 435 352 330

under enzymatic or nonenzymatic condi-
tion and did demonstrate that the oxygen
atoms from the first and third oxidation
steps are incorporated into formic acid.
These results led to the proposal that
the last oxidation step is a peroxidative
attack at the C19 position. Recent com-
putational chemistry approaches of this
third step of aromatase catalysis using
density functional theory (DFT) and molec-
ular mechanical methods support the final

catalytic step involving the 19-gem-diol
substrate, a cytochrome P450 oxene inter-
mediate, 1β-hydrogen atom abstraction,
and release of formic acid.

Incubation of a large number of testos-
terone analogs with human placental tis-
sue has provided some insight into the
structural requirements for aromatization
(see Table 4). Whereas androstenedione
was converted rapidly to estrone, the
1-dehydro and 19-nor analogs were
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metabolized slowly, and the 6-dehydro
isomer and saturated 5α-androstane-3,17-
dione remained unchanged. Hydroxyl and
other substituents at lα, 2β, and 11β inter-
fered with aromatization, whereas similar
substituents at 9α and 11α seemingly
had no effect. Of the stereoisomers of
testosterone, only the 8β,9β,10β-isomer is
aromatized, in addition to compounds hav-
ing the normal configuration (8β, 9α, 10β).
Thus, the substrate specificity of aromatase
appears to be limited to C19 steroids with
the 4-en-3-one system. Inhibition studies
with various steroids have provided addi-
tional insights into the structural require-
ments for the enzyme; steroidal aromatase
inhibitors are described later in Sect. 6.3.3.

Recent research in aromatase has fo-
cused on the biochemistry, molecular
biology, and regulation of the aromatase
protein. Aromatase is a membrane-bound
cytochrome P-450 monooxygenase con-
sisting of two proteins – aromatase cy-
tochrome P-450 (P-450arom) and NADPH-
cytochrome P-450 reductase. Cytochrome
P-450arom is a heme protein that binds
the steroid substrate and molecular oxy-
gen and catalyzes the oxidations. The
reductase is a flavoprotein, is found ubiq-
uitously in endoplasmic reticulum, and
is responsible for transferring reducing
equivalents from NADPH to cytochrome
P-450arom. Purification of cytochrome P-
450arom proved to be very difficult because
of its membrane-bound nature, instability,
and low tissue concentration. The combi-
nation of hydrophobic chromatography us-
ing phenyl Sepharose, nonionic detergent,
and the presence of micromolar amounts
of substrate androstenedione yielded a
highly purified and active cytochrome P-
450arom, with the highest specific content
of 11.5 nmol of cytochrome P-450 per
milligram of protein reported. Reconsti-
tution of this cytochrome P-450arom with

NADPH-cytochrome P-450 reductase and
phospholipid resulted in complete conver-
sion of androstenedione to estrone, thus,
demonstrating that one cytochrome P-
450 protein catalyzes all three oxidation
steps. Knowledge of the molecular biol-
ogy of aromatase has advanced greatly in
the past five years. A full-length cDNA
complementary to mRNA encoding cy-
tochrome P-450arom was sequenced and
the open reading frame encodes a protein
of 503 amino acids. This cDNA sequence
was inserted into COS1 monkey kidney
cells, and aromatase mRNA and aromatase
enzymatic activity were detected in trans-
fected cells. The entire human cytochrome
P450arom gene is greater than 70 kb in size
and is located on chromosome 15. Clones
have been utilized to examine the regula-
tion of aromatase in ovarian, adipose, and
breast tissues.

The metabolism of androgens by the
mammalian brain has also been in-
vestigated under in vitro conditions. In
rat brain, testosterone is converted to
DHT, androstenedione, 5α-androstane-
3,17-dione, and 5α-androstane3β,17β-diol.
The aromatization of androgens to es-
trogens was also found to occur in the
hypothalamus and the pituitary gland. The
full significance of these metabolites on
various neuroendocrine functions, such as
regulation of gonadotropin secretion and
sexual behavior, is not yet fully understood.

3.5
Mechanism of Action

It would indeed be impossible to explain
all the varied biological actions of testos-
terone by one biochemical mechanism.
Androgens, as well as the other steroid hor-
mones adrenocorticoids, estrogens, and
progestins, exert potent physiological ef-
fects on sensitive tissues and yet are
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present in the body in only extremely
low concentrations (e.g. 0.1–1.0 nM). The
majority of investigations concerning the
elucidation of the mechanisms of action
of androgens have dealt with actions in
androgen-dependent tissues and, in par-
ticular, the rat ventral prostate. The results
of these studies indicate that androgens
primarily act in regulating gene expression
and protein biosynthesis by formation of a
hormone–receptor complex, analogous to
the mechanisms of action of estrogens and
progestins. Extensive research activities
directed at elucidation of the general mech-
anism of steroid hormone action have been
performed for over three decades, and sev-
eral reviews have appeared on this subject.

Investigations of a selective uptake of
androgens by target cells performed in the
early 1960s were complicated by low spe-
cific activity of the radiolabeled hormones
and the rapid metabolic transformations.
Nonetheless, it was noted that target cells
retained primarily unconjugated metabo-
lites, whereas conjugated metabolites were

present in nontarget cells such as blood
and liver. With the availability of steroids
with high specific activity, later studies
demonstrated the selective uptake and re-
tention of androgens by target tissues.
In addition, DHT was found to be the
steroidal form selectively retained in the
nucleus of the rat ventral prostate. This
discovery led to the current concept that
testosterone is converted by 5α-reductase
to DHT, which is the active form of
cellular androgen in androgen-dependent
tissues.

The rat prostate has been the most widely
examined tissue, and current hypotheses
on the mode of action of androgens are
based largely on these studies (see Fig. 6).
The lipophilic steroid hormones are car-
ried in the bloodstream, with the majority
of the hormones reversibly bound to serum
carrier proteins and a small amount of
free steroids. The androgens circulating
in the bloodstream are the sources of
steroid hormone for androgen action in
target tissues. Testosterone, synthesized
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and secreted by the testis, is the major
androgen in the blood stream and the
primary source of androgen for target
tissues in men. Dehydroepiandrosterone
(DHEA) and androstenedione also circu-
late in the bloodstream and are secreted
by the adrenal gland under the regulation
of adrenocorticotropic hormone (ACTH).
DHEA and androstenedione supplement
the androgen sources in normal adult men,
but these steroids are the important cir-
culating androgens in women. The free
circulating androgens steroids passively
diffuse through the cell membrane and are
converted to the active androgen 5α-DHT
within the target cells.

The androgens act on target cells
to regulate gene expression and pro-
tein biosynthesis via the formation of
steroid–receptor complexes. Those cells
sensitive to the particular steroid hormone
(referred to as target cells) contain high-
affinity steroid receptor proteins capable
of interacting with the steroid. The bind-
ing of DHT with the receptor protein is
a necessary step in the mechanism of ac-
tion of the steroid in the prostate cell.
Early studies suggested that the steroid
receptor proteins were located in the
cytosol of target cells and, following for-
mation of the steroid–receptor complex,
the steroid–receptor complex translocated
into the nucleus of the cell. More recent
investigations on androgen action indicate
that active, unoccupied receptor proteins
are present only in the nucleus of the
cell. This nuclear localization of receptor is
also observed for estrogens and progestins,
while the majority of the glucocorticoid re-
ceptor is located in the cytoplasm. In the
current model, DHT is formed in the cyto-
plasm, then enters the nucleus of the cell,
and binds to the nuclear steroid receptor
protein.

The binding of DHT to the nuclear
androgen receptor (AR) initiates a con-
formational change or activation of the
steroid nuclear–receptor complex and re-
sults in the formation of a homodimer.
The homodimer interacts with partic-
ular regions of the cellular DNA, re-
ferred to as androgen-responsive elements
(AREs), and with various nuclear tran-
scriptional factors. Binding of the nuclear
steroid–receptor complex to DNA initiates
transcription of the DNA sequence to pro-
duce messenger RNA (mRNA). Finally,
the elevated levels of mRNA lead to an
increase in protein synthesis in the endo-
plasmic reticulum; these proteins include
enzymes, receptors, and/or secreted fac-
tors that subsequently result in the steroid
hormonal response regulating cell func-
tion, growth, and differentiation.

Extensive structure–function studies on
the androgen receptor or AR have iden-
tified regions critical for hormone action.
The androgen receptor is encoded by the
AR gene located on the X chromosome,
and the AR gene is comprised of 8 exons.
The human AR contains approximately
900 to 920 amino acids, and the exact
length varies because of polymorphisms
in the NH2 terminal of the protein. The
primary amino acid sequences of AR, as
well as of the various steroid hormone
receptors, were deduced from cloned com-
plementary DNAs (cDNAs). The calculated
molecular weight of AR is approximately
98 000 kDa based upon amino acid compo-
sition; however, the AR is a phosphopro-
tein and migrates higher at approximately
110 kDa in sodium dodecyl sulfate (SDS)
gel electrophoresis. The steroid receptor
proteins are part of a larger family of nu-
clear receptor proteins that also include
receptors for vitamin D, thyroid hormones,
and retinoids. The overall structure of the
androgen receptor (shown in Fig. 7) has
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strong similarities to the other steroid
hormone receptors, with the proteins con-
taining regions that bind to the DNA and
bind to the steroid hormone ligand. A
high degree of homology (sequence simi-
larities) in the steroid receptors is found in
the DNA binding region that interacts with
the hormone response elements (HREs).
The DNA binding region is rich in cysteine
amino acids and chelate zinc ions, form-
ing fingerlike projections called zinc fingers
that bind to the DNA. The hormone bind-
ing domain (or ligand binding domain,
LBD) is located on the COOH terminal of
the protein. Structure–function studies of
cloned receptor proteins also identify re-
gions of the molecules that are important
for nuclear localization of the receptor, re-
ceptor dimerization, interactions with nu-
clear transcriptional factors, and activation
of gene transcription. Importantly, two re-
gions of the androgen receptor protein are
identified as transcriptional activation do-
mains. The domain on the NH2-terminal
region may interact with both coactivators
and corepressors, and the COOH-terminal
domain initiates transcriptional activation
only upon binding of an agonist such as 5α-
DHT. The interactions necessary for for-
mation of the steroid–receptor complexes
and subsequent activation of gene tran-
scription are complicated, involve multiple
protein partners referred to as coactivators,
and leave many unanswered questions.

Although the tertiary structure of the
entire androgen receptor has not been de-
termined, the crystallographic structure of
the LBD has recently been reported. The
AR LBD consists of an α-helical sandwich,
similar to the LBDs reported for other nu-
clear receptors, and AR LBD contains only
11 helices (no helix 2) and four short β-
strands (Fig. 8). Minor differences in the
two reported crystallographic structures
are likely due to limits of experimental res-
olution, differences in data interpretation,
and the use of different ligands for crystal-
lization. The endogenous ligand DHT (2)
interacts with helices 3, 5, and 11, and the
DHT-bound AR LBD has a single, contin-
uous helix 12 (207). Similar interactions
are observed with metribolone (methyl-
trienolone, 53); however, helix 12 is split
into two shorter helical segments.

Additional information on receptor
structure–function has been obtained by
analyzing androgen receptor mutations in
patients with various forms of androgen
resistance and abnormal male sexual de-
velopment. Two polymorphic regions have
been identified in the NH2-terminal re-
gion, encoding a polyglycine repeat and a
polyglutamate tract. Currently, these poly-
morphic regions have not been shown to
significantly alter AR levels, stability, or
transactivation. These repeats are useful in
pedigree analysis of patients. Mutations in
the androgen receptor have been identified
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in patients with either partial or full andro-
gen insensitivity syndrome (AIS), with the
majority of the mutations identified in ex-
ons 4 through 8 encoding the DNA binding
domain and the hormone binding domain.
Finally, studies with the human LNCaP
prostate cancer cell line have provided
interesting results regarding receptor pro-
tein structure and ligand specificity. The
LNCaP cells exhibited enhanced prolifer-
ation in the presence of androgens, but
these cells also unexpectedly proliferated
in the presence of estrogens, progestins,
cortisol, or the antiandrogen flutamide.
Analysis of the cDNA for the LNCaP
androgen receptor revealed that a single
base mutation in the LBD was present
and resulted in the increased affinity for
progesterone and estradiol. The crystallo-
graphic structures of the LBD with the
T877A mutation confirm that the mutated
AR LBD can accommodate larger struc-
tures at the C-17 position.

The ultimate action of androgens on
target tissues is the stimulation of cel-
lular growth and differentiation through
regulation of protein synthesis, and nu-
merous androgen-inducible proteins have
been identified. One of the prominent
androgen-inducible proteins is prostate-
specific antigen (PSA), a serine protease
expressed by secretory prostate epithelial
cells and utilized as blood test in screen-
ing for possible prostate diseases such as
prostate cancer. Three AREs have been

Fig. 8 Ribbon diagram of androgen
receptor ligand binding domain (LBD)
bound with 5α-dihydrotestosterone.
Atomic coordinates were obtained from
the Protein Data Bank (PDB ID code
1I37; www.rcsb.org) and displayed using
ViewerLite 4.2, Accerlys Inc.
5α-Dihydrotestosterone is illustrated as
a stick structure behind Helix 12.

identified in the promoter regions of the
PSA gene. Another androgen-regulated
gene examined extensively in rats is the
gene encoding the protein probasin, a
20-kDa secretory protein from the rat dor-
solateral prostate structurally similar to
serum globulins. Other proteins induced
by androgens include spermine-binding
protein, keratinocyte growth factor or fi-
broblast growth factor (KGF or FGF-7),
androgen-induced growth factor (AIGF
or FGF-8), nerve-growth factor, epider-
mal growth factor, c-myc, protease D,
β-glucuronidase, and α2u-globulin. Stud-
ies of these proteins suggest that the
androgens act by enhancing transcription
and/or translation of specific RNAs for the
proteins. Also, the androgen receptor re-
presses gene expression of certain proteins
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such as glutathione S-transferase, TRMP-
2 involved in apoptosis, and cytokines
such as interleukin-4, interleukin-5, and
γ -interferon.

While most biochemical studies fo-
cused on the rat ventral prostate, some
researchers began to investigate the pres-
ence of cellular receptor proteins in other
androgen-sensitive tissues. Androgen re-
ceptors have been reported in seminal vesi-
cles, sebaceous gland, testis, epididymis,
kidney, submandibular gland, pituitary
and hypothalamus, bone marrow, liver,
and androgen-sensitive tumors. Although
DHT is the active androgen in rat ventral
prostate, it is not the only functioning form
in other androgen-sensitive cells. In ven-
tral prostate and seminal vesicles, DHT
is readily formed. It is metabolized only
slowly, however, and therefore can accu-
mulate and bind to receptors. Also, com-
parison of binding kinetics for testosterone
and DHT demonstrated that testosterone
dissociates faster, implying extended re-
tention of DHT by the androgen receptor.
In other tissues, such as brain or kidney,
DHT is not readily formed and is metab-
olized quickly compared to testosterone.
Species variations have also been demon-
strated. The most striking example is the
finding that 5α-androstane-3α, 17α-diol in-
teracts specifically with cytosolic receptor
protein from dog prostate and may be the
active androgen in this species. Appar-
ently, the need for a 17β-hydroxyl is not
essential in all species.

Thus, current findings indicate that
androgen receptor proteins vary in steroid
specificity among different tissues from
the same species as well as among different
species. Nevertheless, the basic molecular
mechanism of action of the androgens
in androgen-sensitive tissues is consistent
with the results of the studies on rat ventral
prostate.

The manner whereby the androgens ex-
ert their anabolic effects has not been
as extensively studied. The conversion of
testosterone to DHT has been shown to
be insignificant in skeletal and levator ani
muscles, suggesting that the androgen-
mediated growth of muscle is due to
testosterone itself. Classical steroid recep-
tors for testosterone are found in the
cytoplasm of the levator ani and quadri-
ceps muscles of the rat. Unlike prostate
receptor protein, DHT had a lower affinity
than testosterone for this protein. Andro-
gen receptors have also been identified
in other muscle tissues as well, including
cardiac muscle.

4
Synthetic Androgens

4.1
Current Drugs on the Market

See Table 5.

4.2
Therapeutic Uses and Bioassays

The primary uses of synthetic andro-
gens are the treatment of disorders of
testicular function and of cases with de-
creased testosterone production. Several
types of clinical conditions result from tes-
ticular dysfunction. Information on the
biochemistry and mechanism of action of
testosterone that has accumulated over the
past 20 years has greatly aided in the eluci-
dation of the underlying pathophysiology
of these diseases.

Hypogonadism arises from the inabil-
ity of the testis to secrete androgens
and can be caused by various condi-
tions. These hypogonadal diseases can,
in many cases, result in disturbances in
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sexual differentiation and function and/or
sterility. Primary hypogonadism is the re-
sult of a basic disorder in the testes, while
secondary hypogonadism results from the
failure of pituitary and/or hypothalamic
release of gonadotropins and thus dimin-
ished stimulation of the testis. Usually
primary hypogonadism is not recognized
in early childhood (with the exception of
cryptorchidism) until the expected time
of puberty. This testosterone deficiency
is corrected by androgen treatment for
several months, at which time the testes
are evaluated for possible development.
Long-term therapy is necessary if complete
testicular failure is present. Patients with
Klinefelter’s syndrome, a disease in which
a genetic male has an extra X chromosome,
have low testosterone levels and can also
be treated by androgen replacement.

Male pseudohermaphroditism are dis-
orders in which genetically normal men
do not undergo normal male develop-
ment. One type, testicular feminization,
is observed in patients who have nor-
mal male XY chromosomes, but the male
genitalia and accessory sex glands do not
develop. Rather, the patients have female
external genitalia. These patients are unre-
sponsive to androgens and have defective
androgen receptors. Another type of male
pseudohermaphroditism results from a
deficiency of the enzyme 5α-reductase.
Since DHT is necessary for early differ-
entiation and development, the patients
again develop female genitalia; later, some
masculinization can occur at the time of
puberty due to elevated testosterone levels
in the blood. A third disorder is Reifen-
stein syndrome, an incomplete pseudo-
hermaphroditism. In these patients, the
androgen levels are normal, 5α-reductase
is present, and elevated LH levels are
found. Partially deficient androgen recep-
tors are present in these patients. In most

cases of male pseudohermaphroditism,
androgen replacement has little or no
effect and thus steroid treatment is not
recommended.

Deficiencies of circulating gonadotro-
pins lead to secondary hypogonadism. This
condition can be caused by disorders of the
pituitary and/or hypothalamus resulting in
diminished secretions of neurohormones.
The lack of stimulation of the seminiferous
tubules and the Leydig cells due to the low
levels of these neurohormones decreases
androgen production. Drugs such as
the neuroleptic phenothiazines and the
stimulant marijuana can also interfere
with release of gonadotropins. The use
of androgens in secondary hypogonadism
is symptomatic.

Synthetic androgens have also been
used in women for the treatment of
endometriosis, abnormal uterine bleed-
ing, and menopausal symptoms. However,
their utility is severely limited by the
virilizing side effects of those agents.
Two weak androgens, calusterone, and
1-dehydrotestolactone, are used clinically
in the treatment of mammary carcinoma
in women. The mode of action of these
drugs in the treatment of breast cancer
is unknown, and is not simply related to
their androgenicity. More recent evidence
on the ability of these compounds to in-
hibit estrogen biosynthesis catalyzed by
aromatase suggests that they effectively
lower estrogen levels in vivo.

Traditionally, androgens have been as-
sayed by the capon comb growth method
and by the use of the seminal vesicles
and prostate organs of the rodent. An
increase in weight and/or growth of the
capon comb have been used to denote
androgenic activity following injection or
topical application of a solution of the
test compound in oil. A number of mi-
nor modifications of this test have been
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described. The increase in weight of the
seminal vesicles and the ventral prostate
of the immature castrated male rat has
provided another measure of androgenic
potency. The test compound is admin-
istered either intramuscularly or orally,
and the weight of the target organs is
compared with those of control animals.
In vitro evaluation of the relative affinity
of potential androgens for the androgen
receptor has also become an important
tool in assessing biological activity of
androgens.

4.3
Structure–Activity Relationships for
Androgens

4.3.1 Early Modifications
Most of the early structure–activity rela-
tionship studies concerned minor modifi-
cations of testosterone and other naturally
occurring androgens. Studies in animals
and humans showed the 17β-hydroxyl
function to be essential for androgenic
and anabolic activity. In certain cases,
esterification of the 17β-hydroxyl group
not only enhanced but also prolonged the
anabolic and androgenic properties. The
1-dehydro isomer of testosterone (28) and
related compounds are potent androgenic
and anabolic steroids.

O

OH

H
(28)

Reduction of the A-ring functional
groups has variable effects on activity.
For example, conversion of testosterone

to DHT has little effect or may in-
crease potency in a variety of bioassay
systems. On the other hand, chang-
ing the A/B trans stereochemistry of
known androgens such as androsterone
(3) and DHT to the A/B cis-etiocholanolone
(18) and 17β-hydroxy-5β-androstan-3-one
(13), respectively, drastically reduces both
the anabolic and androgenic properties.
These observations established the impor-
tance of the A/B trans ring juncture for
activity.

4.3.2 Methylated Derivatives
The discovery that C-17α-methylation
conferred oral activity on testosterone
prompted the synthesis of additional C-
17α-substituted analogs. Increasing the
chain length beyond methyl invariably led
to a decrease in activity. As a result of these
studies, however, 17α-methylandrost-5-
ene-3β,17β-diol (methandriol, 29) was
widely evaluated in humans as an an-
abolic agent. Clinical studies showed
no advantage of methandriol over 17α-
methyltestosterone (5).

HO

OH

CH3

(29)

4.3.3 Ester Derivatives
As early as 1936 it was known that esterifi-
cation of testosterone markedly prolonged
the activity of this androgen when it was
administered parenterally. This modifica-
tion enhances the lipid solubility of the
steroid and, after injection, permits a lo-
cal depot effect. The acyl moiety is usually
derived from a long-chain aliphatic or ary-
laliphatic acid such as propionic, heptanoic
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O

O
R

O R = CH2CH3

(CH2)5CH3

CH2CH2

CH2CH2

(CH2)8CH3

(30)

(31)

(32)

(33)

(34)

Propionate

Heptanoate (enanthate)

Decanoate

Cyclopentylpropionate (cypionate)

b-Phenylpropionate

(enanthoic), decanoic, cyclopentylpropi-
onic (cypionic), or β-phenylpropionic acid
(30–34).

4.3.4 Halo Derivatives
In general, the preparation of halogenated
testosterone derivatives has been ther-
apeutically unrewarding. 4-Chloro-17β-
hydroxyandrost-4-en-3-one (chlorotestos-
terone, 35) and its derivatives are the only
chlorinated androgens that have been used
clinically, albeit sparingly. The introduc-
tion of a 9α-fluoro and an 11β-hydroxy
substitutent (analogous to synthetic
glucocorticoids) gives 9α-fluoro-11β,17β-
dihydroxy-17α-methylandrost-4-en-3-one
(fluoxymesterone, Halotestin, 36), which
is an orally active androgen exhibiting ap-
proximately fourfold greater oral activity
than 17α-methyltestosterone. Early clinical

studies with fluoxymesterone indicated an
anabolic potency that was 11 times that
of the unhalogenated derivative. Nitro-
gen balance studies, however, revealed
an activity only 3 times that of 17α-
methyltestosterone. Because of the lack
of any substantial separation of anabolic
and androgenic activity, halotestin is used
primarily as an orally effective androgen,
particularly in the treatment of mammary
carcinoma.

4.3.5 Other Androgen Derivatives
Several synthetic steroids having weak
androgenic activity are being utilized
in patients. 7β,17α-Dimethyltestosterone
(calusterone, 37) and 1-dehydrotestolact-
one (Testlac, 38) are very weak androgenic
agents that have been used in the treatment
of advanced metastatic breast cancer.

O

OH

Cl
Chlorotestosterone (35)

O

OH

F

CH3HO

Fluoxymesterone (36)

O

OH
CH3

CH3

Calusterone (37) 1-Dehydrotestolactone (38)

O O

O
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4.3.6 Summary of Structure–Activity
Relationships
As with other areas of medicinal chemistry,
the desire to relate chemical structure to
androgenic activity has attracted the atten-
tion of numerous investigators. Although
it is often difficult to interrelate biological
results from different laboratories, andro-
genicity data from the same laboratory
afford useful information. In evaluating
the data, one must be careful to note not
only the animal model employed, but also
the mode of administration. For example,
marked differences in androgenic activ-
ity can be found when compounds are
evaluated in the chick comb assay (local
application) as opposed to the rat ventral
prostate assay (subcutaneous or oral). The
chick comb assay measures ‘‘local andro-
genicity’’ and is believed to minimize such
factors as absorption, tissue distribution,
and metabolism, which complicate the in-
terpretation of in vivo data in terms of
hormone–receptor interactions.

Furthermore, although the rat assays
correlate well with what one eventually
finds in humans, few studies of compar-
ative pharmacology have been performed.
Indeed, DHT may not be the principal
mediator of androgenicity in all species.
For example, a cytosol receptor protein
has been found in normal and hyper-
plastic canine prostate that is specific for
5α-androstane-3α,17α-diol.

Since the presence of the 17β-hydroxyl
group was demonstrated very early to be an
important feature for androgenic activity
in rodents, most investigators interested

in structure–activity relationships main-
tained this function and modified other
parts of the testosterone molecule. Three
observations can be made on the basis of
these studies: (1) The 1-dehydro isomer of
testosterone is at least as active as testos-
terone; (2) the 1- and 4-keto isomers of
testosterone and DHT have variable activ-
ity; (3) the 2-keto isomers of testosterone
and DHT consistently lack appreciable
activity.

The oxygen function at position 3
could be removed from testosterone with
little reduction in androgenic activity,
while removal of the hydroxyl group
from position 17 sharply reduced the
androgenicity. As a continuation of these
studies, the hydrocarbon nucleus, 5α-
androstane (39), was synthesized. It too
was found to possess androgenicity when
applied topically or given intramuscularly
in the chick comb assay, albeit at high
doses. On the other hand, it was learned
later that the 19-nor analog, 5α-estrane
(40), had less than 1% of the androgenic
activity of testosterone propionate in
castrated male rats.

The relative androgenicity of the iso-
meric A-ring olefins of 3-deoxy testos-
terones was the order �1 > �2 > �3 >

�4. The �2-isomer displayed the greatest
anabolic activity and the best anabolic-to-
androgenic ratio. On the basis that sulfur is
bioisosteric with CH=CH, the thia, seleno,
and tellurio androstanes were synthesized,
which displayed androgenic activity. When
the heteroatom was oxygen, however, the
compound (41) was essentially devoid of

R

H
(39) R = CH3
(40) R = H 

OH

H

X

(41)
X = O

H3C
H3C

H3C

OH

H
CH3

(42)
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androgenicity. The oxygen analog was said
to be inactive because oxygen is isosteric
with CH2 rather than CH2=CH2. Thus, a
minimum ring size was found to be re-
quired for activity. When the oxygen atom
was introduced as part of a six-membered
A-ring, an active androgen resulted.

As with the case of the double-bond
isomers, the position of the oxygen atom
was found to be important. The substi-
tution of oxygen at C-2 gives rise to the
most active compound, and the order of
activity was 2 > 3 � 4. The full steroid
nucleus is not essential for androgen ac-
tivity, since 7α-methyl 1,4-seco-2,3-bisnor-
5α-androstan-17β-ol (42) has 50% of the
anabolic activity of testosterone.

Both 14-dehydrotestosterone and the
corresponding 19-nor analog were found
to be potent androgens when applied
topically. An extension of this series
ascertained the effect of introducing a
7α-methyl. The results of this study are
listed in Table 4, in terms of percentage
increases in the weights of chick combs,
rat ventral prostates, and rat levator ani
induced by the test compounds as related
to a similar dose of testosterone, the
responses to the latter being described
as 100%.

The effects of either 7α-methyl or
14- dehydro modification are more pro-
nounced for 19-nortestosterone than for
testosterone. The 14-dehydro modifica-
tion had a greater effect on local andro-
genicity, whereas 7α-methylation had a
more positive effect on systemic andro-
genicity. A marked synergism resulted
when both the 14-dehydro and 7α-methyl
modifications were present. The resul-
tant compound, 7α-methyl-14-dehydro-19-
nortestosterone, represents one of the
most potent androgens reported to date.

The characterization of a specific recep-
tor protein in androgen target tissues has
made it possible to directly analyze the
receptor affinity of various testosterone
analogs. Table 6 shows the receptor affinity
and androgenic activity of a variety of an-
drogens relative to DHT. The ability of the
various steroids to be retained by prostate
nuclei is also indicated. As would be ex-
pected, the receptor affinity data did not
necessarily correlate with the systemic an-
drogenicity. In some cases, such as with
7α-methyl-19-nortestosterone, there was
good agreement. Such was not the case,
however, for 19-nortestosterone. Table 7
summarizes their findings. Whereas the
importance of the A/B trans ring fusion

Tab. 6 Relative androgenicity and receptor binding capacity of various androgens.

Steroid Androgenicity
in rat (s.c.)

Cytosol
receptor

Nuclear
retention

DHT 1.0 1.0 1.0
Testosterone (T) 0.4 <0.1 0.7
5α-Androstanedione 0.2 0.0 0.2
19-NorDHT 0.1 0.5 0.6
19-NorT 0.2 0.9 0.7
7α-CH3-DHT 1.2 0.4 0.4
7α-CH3-T 0.4 0.2 0.2
7β-CH3-T 0.1 <0.1 <0.1
7α-CH3−19-NorDHT 0.3 0.6 0.4
7α-CH3−19-NorT 2.6 2.6 1.8
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Tab. 7 Binding affinity of various androgens for
rat ventral prostate receptor protein.

Steroid KB [M−1]

5α-DHT 6.9 × 108

5β-DHT 6.4 × 107

17β-Testosterone 4.2 × 108

17α-Testosterone 2.1 × 107

Androstenedione 1.3 × 107

5α-Androstanedione 3.5 × 107

19-Nortestosterone 8.6 × 108

14-Dehydrotestosterone 4.4 × 108

14-Dehydro-19-nortestosterone 5.9 × 108

7α-CH3-14-Dehydro-19-
nortestosterone 5.0 × 108

and 17β-hydroxyl prevailed, the data
failed to demonstrate the potency pre-
viously noted for 7α-methyl-14-dehydro-
19-nortestosterone. Moreover, 19-nortesto-
sterone displayed a receptor affinity greater
than that of DHT, yet its androgenicity is
much less than DHTs.

These differences in correlations be-
tween receptor assays and in vivo data
should not cloud the importance of the
receptor studies. The receptor assays mea-
sure affinity for the receptor protein, and
this property is shared by androgens as
well as antiandrogens. Moreover, such

assays cannot predict the disposition and
metabolic fate of an androgen follow-
ing administration. Figure 9 contains a
summary of the structure–activity rela-
tionships for androgens.

4.4
Absorption, Distribution, and Metabolism

Numerous factors are involved in the ab-
sorption, distribution, and metabolism of
the synthetic androgens and the physic-
ochemical properties of these steroids
greatly influence the pharmacokinetic pa-
rameters. The lipid solubility of a synthetic
steroid is an important factor in its intesti-
nal absorption. The acetate ester of testos-
terone demonstrated enhanced absorption
from the gastrointestinal tract over both
testosterone and 17α-methyltestosterone.
Injected solutions of testosterone in oil
result in the rapid absorption of the hor-
mone from the injection site; however,
rapid metabolism greatly decreases the
biological effects of the injected testos-
terone. The esters of testosterone are much
more nonpolar and, when injected intra-
muscularly, are absorbed more slowly. As
a result, the commercial preparations of
testosterone propionate are administered

O

OH

5a-Reduction
increases activity

17a-Alkylation
imparts oral activity

17b-Esters
enables parenteral use

9a-Fluoro
increases activity

3-Ketone is
essential

Fig. 9 Summary of structure–activity relationships for androgens.
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every 2 or 3 days. Increasing the size of the
ester functionality enables the testosterone
esters such as the ethanate or cypionate to
be given in a depot injection lasting 2 to
4 weeks.

Once absorbed, the steroids are trans-
ported in the circulation primarily in a
protein-bound complex. Testosterone and
other androgens are reversibly associated
with certain plasma proteins and the un-
bound fraction can be absorbed into target
cells to exert its action. The structure-
binding relationships of the natural and
synthetic androgens to sex SBG have been
extensively investigated. A 17α-hydroxyl
group is essential for binding and the
presence of a 17α-substituent such as the
17α-methyl moiety decreases its affinity.
The 5α-reduced androgens bind with the
highest affinity. A much smaller quantity
of the androgen is bound to other plasma
proteins, principally albumin and CBG or
transcortin.

The metabolism of the synthetic andro-
gens is similar to that of testosterone.
The introduction of the 17α-methyl group
greatly retards the metabolism, thus pro-
viding oral activity. Reduction of the 4-
en-3-one system in synthetic androgens to
give the various α- and β-isomers occurs
in vivo. Finally, aromatization of the A-ring
can also occur. One analog that demon-
strates an alternate metabolic pattern is
4-chlorotestosterone, which in humans
gave rise to an allylic alcohol, 4-chloro-3α-
hydroxyandrost-4-en-17-one. A number of
other halogenated testosterone derivatives
subsequently were found to take this ab-
normal reduction path in vitro. It was
proposed that fluorine or chlorine sub-
stituents at the 2-, 4-, or 6- position in
testosterone interfere with the usual α,β-
unsaturated ketone resonance so that the
C-3 carbonyl electronically resembles a sat-
urated ketone.

4.5
Toxicities

The use of androgens in women and
children can often result in virilizing or
masculinizing side effects. In boys, an
acceleration of the sexual maturation is
seen, while in girls and women growth
of facial hair and deepening of the
voice can be observed. These effects are
reversible when medication is stopped;
however, prolonged treatment can produce
effects that are irreversible. Inhibition of
gonadotropin secretion by the pituitary can
also occur in patients receiving androgens.

Both males and females experience salt
and water retention resulting in edema.
This edema can be treated by either main-
taining a low-salt diet or by using diuretic
agents. Liver problems are also encoun-
tered with some of the synthetic andro-
gens. Clinical jaundice and cholestasis can
develop after the use of the 17α-alkylated
products. Various clinical laboratory tests
for hepatic function such as bilirubin
concentrations, sulfobromophthalein re-
tention, and glutamate transaminase and
alkaline phosphatase activities are affected
by these androgen analogs.

5
Anabolic Agents

5.1
Current Drugs on the Market

See Table 8.

5.2
Therapeutic Uses and Bioassays

Many synthetic analogs of testosterone
were prepared in order to separate the
anabolic activity of the C19 steroids from
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Tab. 8

Generic name
(structure)

Trade name US
manufacturer

Chemical
class

Dose

Nandrolone decanonate
(43)

Deca-Durabolin Organon Estrane Injection (in oil):
100 mg mL−1

200 mg mL−1

Oxandrolone (65) Oxandrin Gynex Androstane Tablets: 2.5 mg
Oxymetholone (63) Anadrol-50 Syntex Androstane Tablets: 50 mg
Stanozolol (75) Winstrol Winthrop

Pharm
Androstane Tablets: 2 mg

their androgenic activity. Although the
goal of a pure synthetic anabolic that
retains no androgenic activity has not been
accomplished, numerous preparations are
now available on the market that have high
anabolic/androgenic ratios.

The primary criterion for assessing an-
abolic activity of a compound is the
demonstration of a marked retention of
nitrogen. This nitrogen-retaining effect is
the result of an increase in protein synthe-
sis and a decrease in protein catabolism in
the body. Thus, the urinary nitrogen excre-
tion, particularly urea excretion, is greatly
diminished. The castrated male rat serves
as the most sensitive animal model for ni-
trogen retention, although other animals
have been utilized. Another bioassay for
anabolic activity involves examination of
the increase in mass of the levator ani
muscle of the rat upon administration of
an anabolic agent. This measure of my-
otrophic effect correlates well with the
nitrogen retention bioassay and the two are
usually performed in the determination of
anabolic activity.

Anabolic steroids exert other effects
on the body as well. Skeletal miner-
alization and bone maturation are en-
hanced by androgens and anabolics. These
agents will decrease calcium excretion
by the kidney and result in increased

deposition of both calcium and phospho-
rus in bone. Androgenic and anabolic
agents also can influence red blood cell
formation. Two mechanisms of action
of this erythropoiesis-involving increased
erythropoietin production and enhanced
responsiveness of the tissue have been
described.

These various biological activities of the
anabolics have prompted the use of these
agents in treatment protocols, with varying
success. Clinical trials have demonstrated
the effectiveness of the anabolic steroids in
inducing muscle growth and development
in some diseases. Anabolic steroids are
effective in the symptomatic treatment of
various malnourished states due to their
ability to increase protein synthesis and
decrease protein catabolism. Treatment of
diseases such as malabsorption, anorexia
nervosa, emaciation, and malnutrition as a
result of psychoses includes dietary supple-
ments, appetite stimulants, and anabolics.
Improved postoperative recovery with ad-
junctive use of anabolic agents has been
demonstrated in numerous clinical stud-
ies. However, their usefulness in other
diseases such as muscular dystrophies and
atrophies and in geriatrics has not been
observed.

Anabolic steroids also have the ability to
lower serum lipid levels in vivo. The most
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widely studied agent is oxandrolone, which
dramatically lowers serum triglycerides
and, to a lesser extent, cholesterol levels
at pharmacological doses. The proposed
mechanism of this hypolipidemic effect
includes both an inhibition of triglyceride
synthesis and an increased clearance of the
triglycerides. The androgenic side effects
of the anabolics and the lack of superiority
over conventional hypolipidemic agents
have curtailed its use for treatment of these
conditions.

The stimulation of erythropoiesis by an-
abolics has resulted in the use of these
agents for the treatment of various ane-
mias. Anemias arising from deficiencies of
the bone marrow are particularly respon-
sive to pharmacological doses of anabolic
agents. Treatment of aplastic anemia with
anabolics and corticosteroids has been
proven effective. Secondary anemias re-
sulting from inflammation, renal disease,
or neoplasia are also responsive to anabolic
steroid administration. Synthetic anabol-
ics have been prescribed for women with
osteoporosis and for children with delayed
growth. These applications have produced
limited success; however, the virilizing
side effects severely limit their usefulness,
particularly in children.

The methods employed to determine
the anabolic or myotrophic properties of
steroids are based on an increase in ni-
trogen retention and/or muscle mass in
various laboratory animals. The castrated
male rat is presently the most widely
used and most sensitive laboratory animal
for nitrogen balance studies. Dogs and
ovariectomized monkeys have also been
employed. Although it is generally agreed
that variations in urinary nitrogen excre-
tion relate to an increase or decrease in
protein synthesis, nitrogen balance assays
are not without their limitations. This is
partly because such studies fail to describe

the shifts in organ protein and measure
only the overall status of nitrogen retention
in the animal.

The easily accessible levator ani muscle
of the rat has provided a valuable index
for measuring the myotrophic activity of
steroidal hormones. By comparing the
weight of levator ani muscle, seminal
vesicles, and ventral prostate with controls,
one can obtain a ratio of anabolic-to-
androgenic activity. There also appears to
be some correlation between the levator ani
response and urinary nitrogen retention. A
modification of this muscle assay utilizes
the parabiotic rat and allows for the
simultaneous measurement of pituitary
gonadotropic inhibition and myotrophic
activity. The suitability of the levator
ani assay has been questioned for the
possibility that its growth is more a
result of androgenic sensitivity than of
any steroid-induced myotrophic effect.
Thus, this assay is usually performed in
conjunction with nitrogen balance studies
or acceleration of body growth.

Finally, the myotrophic effects have also
led to the use and the abuse of these
agents by athletes. Conflicting reports on
the effectiveness of anabolics to increase
strength and power in healthy males have
resulted from clinical trials. Several groups
reported no significant differences be-
tween groups of male college-age students
receiving anabolics and weight training
and those groups receiving placebo plus
the weight training in double-blind stud-
ies. Other reports cited some improvement
in strength and power, but they utilized
small numbers of subjects or were only
single blind studies. ‘‘Supraphysiologic’’
doses of anabolics have demonstrated en-
hancement of muscle size and strength.
Overall, the consensus of these various
studies are that anabolic steroids provide
only limited improvement in strength and
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R = H (43) Nandrolone 

R = CH3 (44) Normethandrone 

R = CH2CH3 (45) Norethandrone 
O

OH

R

power in healthy males. Anabolic steroids
also exhibit an anticatabolic effect, that is,
reversing the catabolic effects of glucocor-
ticoids released in response to stress. Such
effects would enable individuals to recover
more quickly following strenuous work-
outs. An alarming percentage of amateur
and professional athletes utilize anabolic
steroids, which are readily available ‘‘on
the street.’’ The use of these steroids for
increasing strength and power is banned
in intercollegiate and international sports,
and very sensitive assays (radioimmunoas-
say (RIA), gas chromatography-mass spec-
trometry (GS-MS)) have been developed
for measuring anabolic levels in urine and
blood. Nonetheless, the recent discovery
of ‘‘designer steroids’’ such as tetrahydro-
gestrinone (THG), a new chemical entity
synthesized specifically for illicit anabolic
use to avoid standard antidoping tests, is an
alarming trend and highlights the impor-
tance of aggressive detection approaches
for monitoring drug doping in sports.

5.3
Structure–Activity Relationships for
Anabolics

5.3.1 19-Nor Derivatives
An important step toward developing
an anabolic agent with minimal andro-
genicity occurred when 19-nortestosterone
(17β-hydroxyestr-4-en-3-one, nandrolone,
43) was found to be as myotrophic but
only about 0.1 as androgenic as testos-
terone. This observation prompted the
synthesis and evaluation of a variety of

19-norsteroids, including the 17α-methyl
(normethandrone, 44) and the 17α-ethyl
(norethandrolone, 45) homologs of 19-
nortestosterone.

Nandrolone in the form of a variety
of esters (such as decanoate and β-
phenylpropionate) and norethandrolone
have been widely used clinically. The latter,
under the name Nilevar, was the first
agent to be marketed in the United States
as an anabolic steroid. Androgenic and
progestational side effects, however, led to
its eventual replacement by other agents.

Nonetheless, these studies did stimu-
late the synthesis of other norsteroids.
Interestingly, both 18-nortestosterone and
18,19-bisnortestosterone were essentially
devoid of both androgenic and anabolic
properties. Contraction of the B-ring led
to B-norsteroids, which were also lacking
in androgenicity, but unlike the foregoing,
this modification led to compounds with
antiandrogenic activity.

Of the number of homoandrostane
derivatives (those having one or more
additional methylene groups included
in normal tetracyclic ring system) that
have been synthesized, only B-homo and
D-homodihydrotestosterone have shown
appreciable androgenic activity. A D-
bishomo analog (46) was reported to be
weakly androgenic.

5.3.2 Dehydro Derivatives
The marked enhancement in biological ac-
tivity afforded by introduction of a double
bond at C1 of cortisone and hydrocortisone
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O
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(46)

prompted similar transformations in
the androgens. The acetate of 17β-
hydroxyandrosta-1,4-dien-3-one (47) was
as myotrophic as testosterone propionate
but was much less androgenic. Further-
more, 17α-methyl-17β-hydroxyandrosta-1,
4-dien-3-one (methandrostenolone, 48)
had 1 to 2 times the oral potency of
17α-methyltestosterone in the rat nitrogen
retention and levator ani muscle assays. In
clinical studies, methandrostenolone pro-
duced a marked anabolic effect when given
orally at doses of 1.25 to 10 mg daily and
was several times more potent than 17α-
methyltestosterone.

In contrast with the 1-dehydro analogs,
introduction of an additional double bond
at the 6-position (49) markedly decreased
both androgenic and myotrophic activity
in the rat. Moreover, removal of the C19-
methyl, inversion of the configuration

at C9 and C10 and at C8 and C10,
and reduction of the C3-ketone failed to
improve the biological properties.

O

OH

CH3

(49)

On the other hand, introduction of un-
saturation into the B-, C-, and D-rings
has given rise to compounds with sig-
nificant androgenic or anabolic activity.
Ethyldienolone (50), for example, dis-
played an anabolic-to-androgenic ratio of 5
and was slightly more active than methyl-
testosterone when both were given orally.
Introduction of a 14–15 double bond (51)
increased androgenicity when compared
with testosterone by local application in the
chick comb assay. On the other hand, there
was a 25% decrease in androgenicity when
measured by the rat ventral prostate follow-
ing subcutaneous administration. Conver-
sion to the 19-nor analog (52) increased

R = CH3 

Methandrostenolone 
O
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R
R = H

(48)
(47)
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C2H5

(50)
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CH3

(53)
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O

R

(51) R = CH3

(52) R = H
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androgenicity, but the anabolic activity was
significantly enhanced.

Of a variety of triene analogs of testos-
terone that have been tested, only 17α-
methyl-17β-hydroxyestra-4,9,11-trien-3-
one (methyltrienolone, 53) showed sig-
nificant activity in rats. Surprisingly, this
compound had 300 times the anabolic
and 60 times the androgenic potency
of 17α-methyltestosterone when admin-
istered orally to castrated male rats. In
this instance, however, the potent hor-
monal properties on rats did not correlate
with later studies in humans. One study
in patients with advanced breast cancer
found methyltrienolone to have weak an-
drogenicity and to produce severe hepatic
dysfunction at very low doses.

5.3.3 Alkylated Analogs
An extensive effort has been directed
toward assessing the physiological effect
of replacing hydrogen with alkyl groups
at most positions of the steroid molecule.
Although methyl substitution at C3, C4,
C5, C6, C1l, and C16 has generally led
to compounds with low anabolic and
androgenic activity, similar substitutions
at C1, C2, C7, and C18 have afforded
derivatives of clinical significance.

1-Methyl-17β-hydroxy-5α-androst-l-en-
3-one (54) as the acetate (methenolone ac-
etate) was about 5 times as myotrophic,
but only 0.1 as androgenic, as testosterone
propionate in animals. In addition, this
compound or the free alcohol represented
one of the few instances of a C17 nonalky-
lated steroid that possessed significant oral
anabolic activity in animals and in man.
This effect may be related to the slow in
vivo oxidation of the 17β-hydroxyl group
when compared with testosterone. At a
daily dose of 300 mg, methenolone acetate
caused little virilization. By contrast, the

dihydro analog, 1α-methyl-17β-hydroxy-
5α-androstan-3-one (mesterolone, 55), was
found to possess significant oral andro-
genic activity in the cockscomb test and
in clinical assays. A comparison of the an-
abolic and androgenic activity of (54) with
its A-ring congeners revealed that the dou-
ble bond was necessary at C1 for anabolic
activity. For example, 1α-methyl-17β-
hydroxyandrost-4-en-3-one had a much
lower activity. Furthermore, either reduc-
tion of the C3 carbonyl group of (55) or
removal of the C19 methyl group greatly
reduced both anabolic and androgenic ac-
tivity in this series.

O

OH

H

H3C

Methenolone (54)

O

OH

H

H3C

Mesterolone (55)

Among the C2-alkylated testosterone
analogs, 2α-methyl-5α-androstan-17β-ol-
3-one (drostanolone, 56) and its 17α-
methylated homolog (57) have displayed
anabolic activity both in animals and in
man. In contrast, 2,2-dimethyl and 2-
methylenetestosterone or their derivatives
showed only low anabolic or androgenic
activity in animals. The most interest
in drostanolone has been in relation to
its potential as an antitumor agent with
decreased masculinizing propensity.

(56) R = H

(57) R = CH3
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H
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R

7α,17α-Dimethyltestosterone (bolaster-
one, 58) had 6.6 times the oral anabolic
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potency of 17α-methyltestosterone in rats.
Similar activity was observed in man at 1 to
2 mg day−1 without many of the usual side
effects. Moreover, the corresponding 19-
nor derivative was 41 times as active as 17α-
methyltestosterone as an oral myotrophic
agent in the rat. 7α-Methyl-14-dehydro-
19-nortestosterone (59) was found to be
approximately 1000 times as active as
testosterone in the chick comb assay and
about 100 times as active as testosterone
in the ventral prostate assay.

O

OH
CH3

CH3
(58)

O

OH

CH3
(59)

Certain totally synthetic 18-ethylgonane
derivatives possessed pronounced an-
abolic activity. Similar to other 19-
norsteroids, 13β,17α-diethyl-17β-hydroxy-
gon-4-en-3-one (norbolethone, 60) was
found to be a potent anabolic agent in
animals and in man. Since it is prepared
by total synthesis, the product is isolated
and marketed as the racemic DL-mixture.
The hormonal activity resides in the D-
enantiomer.

O

OH
C2H5

(60)
O

OH
C2H5

(61)

Tetrahydrogestrinone or THG (61), a
‘‘designer steroid’’ for illicit anabolic
use, is synthesized from the progestin,
gestrinone, by reduction of the 17α-
ethinyl group. THG demonstrates potent
androgenic and progestational activity in
in vitro receptor bioassay systems. No
animal or human studies with THG
are known, since this agent was never
prepared as a pharmaceutical for medical
or veterinary use.

5.3.4 Hydroxy and Mercapto Derivatives
Testosterone has been hydroxylated at
virtually every position on the steroid nu-
cleus. For the most part, nearly all these
substances possess no more than weak my-
otrophic and androgenic properties. Two
striking exceptions to this, however, are 4-
hydroxy- and 11β-hydroxytestosterones. 4-
Hydroxy-17α-methyltestosterone (oxymes-
terone, 62), for instance, had 3 to 5 times
the myotrophic and 0.5 times the andro-
genic activity of 17α-methyltestosterone
in the rat. In clinical studies, oxymes-
terone produced nitrogen retention in
adults at a daily dose of 20 to 40 mg,
and no adverse liver function was ob-
served. Introduction of an 11β-hydroxyl
group in many instances resulted in
a favorable effect on biological activity.
11β-Hydroxy-17α-methyltestosterone (63)
was more anabolic in the rat than 17α-
methyltestosterone and 1.5 times as my-
otrophic in humans.
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(62)
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(63)
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One of the most widely studied anabolic
steroids has been 2-hydroxymethylene-
17α-methyl-5α-androstan-17β-ol-3-one
(oxymetholone, 64). In animals, it was
found to be 3 times as anabolic and 0.5
times as androgenic as 17α-methyltestos-
terone. Clinical studies confirmed these
results.

The substitution of a mercapto for a
hydroxyl group has generally resulted
in decreased activity. However the in-
troduction of a thioacetyl group at
C1 and C7 of 17α-methyltestosterone
afforded lα,7α-bis(acetylthio)-17α-methyl-
17β-hydroxyandrost-4-en-3-one (thiomes-
terone, 65), a compound with significant
activity. Thiomesterone was 4.5 times as
myotrophic and 0.6 times as androgenic
as 17α-methyltestosterone in the rat and
has been used clinically as an anabolic
agent.

O

OH

CH3

SCCH3

H3CCS

O

O
(65)

Moreover, numerous 7α-alkylthio
androgens have exhibited anabolic-andro-
genic activity similar to that of testos-
terone propionate when administered

subcutaneously. Even though no clini-
cally useful androgen resulted, similar
7α-substitutions were advantageous in
the development of radioimmunoassays
now employed in clinical laboratories.
In addition, certain 7α-arylthioandrost-4-
ene-3,17-diones are effective inhibitors of
estrogen biosynthesis (see Sect. 6.3.3).

5.3.5 Oxa, Thia, and Aza Derivatives
A number of androgen analogs in
which an oxygen atom replaces one
of the methylene groups in the
steroid nucleus have been synthesized
and biologically evaluated. Of these
derivatives, 17β-hydroxy-17αmethyl-2-oxa-
5α-androstan-3-one (oxandrolone, 66) was
3 times as anabolic and only 0.24 times
as androgenic as 17α-methyltestosterone
in the oral levator ani assay. By contrast,
only minimal responses were obtained
following intramuscular administration.
The 2-thia and 2-aza analogs were
essentially devoid of activity by both routes.
The 3-aza-A-homoandrostene derivative
(67) displayed only 5% the anabolic-to-
androgenic activity of methyltestosterone.

The clinical anabolic potency of oxan-
drolone was considerably more active than
17α-methyltestosterone and provided per-
ceptible nitrogen sparing at a dose as
low as 0.6 mg day−1. Moreover, at dosages
of 0.25 to 0.5 mg kg−1, oxandrolone was
effective as a growth-promoting agent
without producing the androgenically in-
duced bone maturation. Because of this
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favorable separation of anabolic from an-
drogenic effects, oxandrolone has been
one of the most widely studied anabolic
steroids. Its potential utility in various
clinical hyperlipidemias was discussed in
Sect. 5.2.

The significant hormonal activity noted
for estra-4,9-dien-3-ones such as (50) (see
Sect. 5.3.2) prompted the synthesis of the
2-oxa bioisosteres in this series. Despite
the lack of a 17α-methyl group, (68) had
93 times the oral anabolic activity of 17α-
methyltestosterone. It was also 2.7 times
as androgenic. As might be expected,
the corresponding 17α-methyl derivative,
(69), was the most active substance in
this series. It had 550 times the my-
otrophic and 47 times the androgenic
effect of 17α-methyltestosterone. These
two compounds differed dramatically in
progestational activity, however. The ac-
tivity of (68) was only 0.1 times, whereas
the activity of (69) was 100 times that of
progesterone in the Clauberg assay. The
pronounced oral activity of (68) suggests
that it is not a substrate for the 17β-alcohol
dehydrogenase and represents an interest-
ing finding.
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(68)

(69)
R = H 

R = CH3

5.3.6 Deoxy and Heterocyclic-fused
Analogs
Early studies indicated that the 17β-
hydroxyl group and the 3-keto group were
essential for maximum androgenic ac-
tivity. On the basis of this observation,
the C3 oxygen function was removed in
the hope of decreasing the androgenic
potency while maintaining anabolic ac-
tivity. Unfortunately, the results failed to
substantiate the rationale, and 17α-methyl-
5α-androstan-17β-ol (70) was found to be a
potent androgen in animals and humans.
However, this substance is extensively me-
tabolized to the 3-keto derivative by rabbit
liver homogenate. Other deoxy analogs of
testosterone have been synthesized and
tested. A 19-nor derivative, 17α-ethylestr-4-
en-17β-ol (estrenol, 71) had at least 4 times
the anabolic and 0.25 times the androgenic
activity of 17α-methyltestosterone in ani-
mals and was effective in humans at a daily
dose of 3 to 5 mg. In addition, 17α-methyl-
5α-androst-2-en-17β-ol (72) offered a good
separation of anabolic from androgenic
activity.

Since sulfur is considered to be isos-
teric with −CH=CH−, the 2-thia-A-nor-
5α-androstane derivatives such as (73)
possessed high androgenic and anabolic
activity and served to verify that steric
rather than electronic factors are important
in connection with the structural require-
ments at C-2 and/or C-3 in androgens.
Interestingly, the selenium and tellurium
isosteres in the same series were found to
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have good androgenic activity. Moreover,
experiments with a 75 Se-labeled analog
have shown (74) to selectively bind with
the specific cytosol receptor for DHT in rat
prostate.

OH

H

CH3

S

(75)

OH

H

X

(73) X = S
(74) X = Se

The high biological activity noted for
the 3-deoxy androstanes prompted nu-
merous investigators to fuse various sys-
tems to the A-ring. The simplest such
changes were 2,3-epoxy, 2,3-cyclopropano,
and 2,3-epithioandrostanes. The 2α,3α-
cyclopropano-5α-androstan-17β-ol was as
active as testosterone propionate as
an anabolic agent. While the epox-
ides had little or no biological activ-
ity, certain of the episulfides possessed
pronounced anabolic/androgenic activity.
For example, 2,3α-epithio-17α-methyl-5α-
androstan17β-ol (75) was found to have
approximately equal androgenic and 11
times the anabolic activity of methyltestos-
terone after oral administration to rats.
The 2,3-β-episulfide, on the other hand,
was much less active. 2,3α-Epithio-5α-
androstan17β-ol has been shown to have
long-acting antiestrogenic activity, as well

as some beneficial effects in the treatment
of mammary carcinoma.

Other heterocyclic androstane deriva-
tives have included the pyrazoles. Thus,
17β-hydroxy-17α-methylandrostano[3,2-c]
pyrazole (stanozolol, 76) was 10 times as
active as 17α-methyltestosterone in im-
proving nitrogen retention in rats. The my-
otrophic activity, however, was only twice
that of 17α-methyltestosterone. Stanozolol
at a dose of 6 mg day−1 produced an ad-
equate anabolic response with no lasting
adverse side effects.

The high activity of the pyrazoles insti-
gated the synthesis of other heterocyclic
fused androstane derivatives including
isoxazoles, thiazoles, pyridines, pyrim-
idines, pteridines, oxadiazoles, pyrroles,
indoles, and triazoles. One of the most
potent was 17α-methylandrostan-17β-ol[2,
3-d]isoxazole (androisoxazol, 77), which
exhibited an oral anabolic-to-androgenic
ratio of 40. The corresponding 17α-ethynyl
analog (danazol, 78) has been of most
interest clinically. This compound has
impeded androgenic activity and inhibits
pituitary gonadotropin secretion. Since it
depresses blood levels of androgens and
gonadotropins, it has been studied as an
antifertility agent in males. At doses of 200
or 600 mg daily, danazol lowered plasma
testosterone and androstenedione levels,
and this effect was dose related. In ad-
dition to an inhibition in gonadotropin
release, a direct inhibition of Leydig cell

OH

H

CH3

HN
N

(76)

OH

H

R

O
N

(77) R = H
(78) R = C  CH 



40 Sex Hormones (Male): Analogs and Antagonists

androgen synthesis was observed. Other
studies have shown danazol to be effective
for the treatment of endometriosis, be-
nign fibrocystic mastitis, and precocious
puberty. Several reports have appeared
relating to its disposition and metabolic
fate.

5.3.7 Esters and Ethers
Since esterification of testosterone mar-
kedly prolonged its activity, it was only
natural that this approach to drug la-
tentiation would be extended to the an-
abolic steroids. The acyl moiety is usually
derived from a long-chain aliphatic or
arylaliphatic acid such as heptanoic (enan-
thoic), decanoic, cyclopentylpropionic, and
β-phenylpropionic. For example, no less
than 12 esters of 19-nortestosterone (nan-
drolone) have been used clinically as
long-acting anabolic agents.

In the case of nandrolone, the duration
of action and the anabolic-to-androgenic
ratio increased with the chain length
of the ester group. The decanoate and
laurate esters, for instance, were active
6 weeks after injection. Clinically, nan-
drolone decanoate appeared to be the
most practical, since a dose of 25 to
100 mg/week produced marked nitrogen
retention.

Since the 17α-alkyl group has been im-
plicated as the cause of the hepatotoxic
side effects of oral preparations, the ef-
fect of esterification on oral efficacy has
attracted attention. For example, esteri-
fication of DHT with short chain fatty
acids resulted in oral anabolic and andro-
genic activity in rats. Moreover, esters of
methenolone possessed appreciable oral
anabolic activity. Unfortunately, follow-up
studies in humans have not been re-
ported.

The manner in which the steroid
esters evoke their enhanced activity and

increased duration of action has puzzled
investigators for many years. The classical
concept has been that esterification delays
the absorption rate of the steroid from
the site of injection, thus preventing its
rapid destruction. Other factors must be
involved, however, since the potency and
prolongation of action vary markedly with
the nature of the esterifying acid.

The effect of various aliphatic esters of
testosterone on rat prostate and seminal
vesicles were studied and correlated an-
drogenicity with lipophilicity and rate of
ester hydrolysis by liver esterase. The peak
androgenic response was observed with
the butyrate ester, which was also the most
readily hydrolyzed. The more lipophilic
valerate ester was slightly less androgenic
in a quantitative sense, but its action was
longer lasting. It was concluded that the
ease of hydrolysis controls the weight of
the target organs, whereas lipophilicity
was responsible for the duration of andro-
genic effect. These results explain the low
androgenic activity previously noted for
hindered trimethylacetate (pivalate) esters,
which would be expected to be resistant to
in vivo hydrolysis.

The effect of etherification on anabolic
or androgenic activity has been studied
less rigorously. Replacement of the 17β-
OH with 17β-OCH3 markedly reduced
androgenic activity but did not greatly
affect the ability to counteract cortisone-
induced adrenal atrophy in male rats. A
series of 17β-acetals, alkyl ethers, and 3-
enol ethers, however, showed significant
activity when given orally. The cyclohexyl
enol ether of 17α-methyltestosterone, for
example, was orally 5 times as myotrophic
as 17α-methyltestosterone.

Other ethers such as the tetrahydropy-
ranol and trimethylsilyl have oral anabolic
and androgenic activity in animals. The
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trimethylsilyl ether of testosterone (silan-
drone) had protracted activity following
injection and orally had twice the an-
abolic and androgenic activities of 17α-
methyltestosterone.

5.3.8 Summary of Structure–Activity
Relationships
Synthetic modifications of C19 steroids
have resulted in the enhancement of
anabolic activity, even though a pure
synthetic anabolic agent that retains no
androgenic activity has not been accom-
plished. Structural changes in two regions
of the testosterone molecule have re-
sulted in the greatest enhancement of
the anabolic/androgenic ratio. The first
region is the C-17 position of the testos-
terone molecule. Introduction of the 17α-
alkyl functionality, such as a 17α-methyl
or a 17α-ethyl group, greatly increases
the metabolic stability of the anabolic
and decreases in vivo conversion of the
17β-alcohol to the 17-ketone by 17β-
hydroxysteroid dehydrogenases. In addi-
tion, esterification of the 17β-alcohol en-
hances the lipid solubility of the steroids
and provides injectable preparations for
depot therapy.

The A-ring of testosterone is the second
region in which structural modifications
can be made to increase anabolic activity.
Removal of the C-19 methyl group results
in the 19-nortestosterone analogs, which
have slightly higher anabolic activity. A
major impact on the structure–activity re-
lationships of anabolics can be observed
with modifications at the C-2 position.
Bioisosteric replacement of the carbon
atom at position 2 with an oxygen provides
a threefold increase in anabolic activity,
as is seen with oxandrolone. Finally, the
greatest effects were observed with the
addition of heterocyclic rings fused at po-
sitions 2 and 3 of the A-ring. The two
heterocycles that have lead to the greatest
changes are the pyrazole and the isoxazole
rings, as seen in stanozolol and androisox-
azole, respectively. In these anabolics, the
3-ketone of testosterone is replaced by
the bioisosteric 3-imine. Stanozolol, which
contains the pyrazole ring at C-2 and C-3,
shows the greatest increases when com-
pared to testosterone. Table 9 compares
the anabolic activities of nitrogen reten-
tion and myotrophic activity for several
common anabolics. Figure 10 contains a
summary of the structure–activity rela-
tionships for anabolic agents.

Removal of 19-methyl
increases activity

O

OH

5a-Reduction
increases activity

Addition of
heterocycle
increases

activity

Isosteric O
increases activity

17b-Esters
enables parenteral use

17a-Alkylation
imparts oral activity

Fig. 10 Summary of structure–activity relationships for anabolic
agents
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Tab. 9 Comparison of anabolic activities.

Compound Number Trade names Anabolic activity

Nitrogen
retention

Myotrophic
activity

Testosterone (1) Android-T 1.0 1.0
Malestrone
Oreton
Primotest
Virosterone

19-Nortestosterone (43) Nerobolil 0.8 1.0
Nandrolone Nortestonate

Normethandrone (44) Methalutin 4.0 4.5
Orgasteron

Norethandrolone (45) Nilevar 3.9 4.0
Solevar

Methandrostenolone (48) Danabol 0.6 1.4
Methandienone Dianabol

Nabolin
Nerobil

Drostanolone (56) Drolban – 1.3
Masterone

Oxymetholone (63) Adroyd 2.75 2.8
Anadrol
Anadroyd
Anapolon
Anasterone
Nastenon
Protanabol
Synasteron

Oxandrolone (65) Anavar 3.0 3.0
Provita

Estrenol (70) Duraboral-O 1.7 2.0
Maxibolin
Orabolin
Orgaboral
Orgabolin

Stanozolol (75) Stanozol 10.0 7.5
Winstrol
Tevabolin

Androisoxazole (76) Androxan 1.5 1.7
Neo-ponden
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5.4
Absorption, Distribution, and Metabolism

The absorption, distribution, and metabo-
lism of the various anabolic steroids is
quite similar to those pharmacokinetic
properties of the endogenous and syn-
thetic androgens discussed earlier in the
chapter. Again, lipid solubility is criti-
cal for the absorption of these agents
following oral or parenteral administra-
tion. The 17α-methyl group retards the
metabolism of the compounds and pro-
vides orally active agents. Other anabolics
such as methenolone are orally active
without a 17α-substituent, indicating that
these steroids are poor substrates for 17α-
hydroxysteroid dehydrogenase. Reduction
of the 4-en-3-one system in synthetic an-
abolics to give the various α- and β-isomers
occurs in vivo. The 3-deoxy agent 17α-
methyl-5α-androstan-17α-ol was shown to
be extensively converted to the 3-keto
derivative by liver homogenate prepara-
tions. The metabolic fates of stanozolol
and danazol have been reported, with the
major metabolites being heterocycle-ring
opened derivatives and their deaminated
products. Finally, both the unchanged an-
abolics and their metabolites are primarily
excreted in the urine as the glucuronide or
sulfate conjugates.

5.5
Toxicities

The major side effect of the anabolic
steroids is the residual androgenic activity
of the molecules. The virilizing actions
are undesirable in adult males as well
as in females and children. In addition,
many anabolic steroids can suppress
the release of gonadotropins from the
anterior pituitary and lead to lower levels
of circulating hormones and potential

reproductive problems. Headaches, acne,
and elevated blood pressure are common
in individuals taking anabolics. The salt
and water retention induced by these
agents can produce edema.

The most serious toxicities resulting
from the use of anabolic steroids are
subsequent liver damages. Liver damage
including jaundice and cholestasis can
occur after use of the 17α-alkylated C19

steroids. Also, individuals who have re-
ceived anabolic agents over an extended
period have developed hepatic adenocar-
cinomas. Such clinical reports serve to
underscore the inherent risks associated
with anabolic steroid use in amateur ath-
letes for no demonstrable benefits.

6
Androgen Antagonists

A majority of the recent research efforts
in the area of androgens has concentrated
on the preparation and biological activi-
ties of androgen antagonists. An androgen
antagonist is defined as a substance that
antagonizes the actions of testosterone in
various androgen-sensitive target organs
and, when administered with an andro-
gen, blocks or diminishes the effectiveness
of the androgen at various androgen-
sensitive tissues. Androgen antagonists
may act to block the action of testosterone
at several possible sites. First, such com-
pounds could interfere with the entrance of
the androgen into the target cell. A second
site of action of androgen antagonists may
be to block the conversion of testosterone
to its more active metabolite dihydrotestos-
terone or DHT. Third, competition for the
high-affinity binding sites on the androgen
receptor molecule may account for antian-
drogenic effects. Finally, certain agents
such as LHRH agonists can act in the
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pituitary to lower gonadotropin secretion
via receptor downregulation and thus di-
minish the production of testosterone by
the testis. The substances described in this
section act through at least one of these
mechanisms.

6.1
Current Drugs on the Market

See Table 10.

6.2
Antiandrogens

6.2.1 Therapeutic Uses
Antiandrogens are agents that compete
with endogenous androgens for the hor-
mone binding site on the androgen re-
ceptor. These agents have therapeutic
potential in the treatment of acne, viriliza-
tion in women, hyperplasia and neoplasia
of the prostate, baldness and male contra-
ception, and clinical studies have demon-
strated the potential therapeutic benefits
of the antiandrogens. The applications of
antiandrogens for the treatment of pro-
static carcinoma and for the treatment
of BPH have also been investigated. An-
tiandrogens are effective for the treatment

of prostate cancer when combined with
androgen ablation, such as surgical (or-
chiectomy) or medical (LHRH agonist)
castration.

6.2.2 Structure–Activity Relationships for
Antiandrogens

6.2.2.1 Steroidal agents. Several steroi-
dal and nonsteroidal compounds with
demonstrated antiandrogenic activity have
been utilized clinically. The first com-
pounds used as antiandrogens were the
estrogens and progestins. Steroidal estro-
gens and diethylstilbesterol are used in the
treatment of prostatic carcinoma and exert
their action via suppression of the release
of pituitary gonadotropins. Progestational
compounds have also been utilized for
antiandrogenic actions with limited suc-
cess. The inherent hormonal activities of
these compounds and the development of
more selective antiandrogens have limited
the clinical applications of estrogens and
progestins as antiandrogens.

A modified progestin that is a potent
antiandrogen and has minimal proges-
tational activity is the agent cyproterone
acetate (79). This compound was origi-
nally prepared in search of orally active

Tab. 10

Generic name (structure) Trade
name

US
manufacturer

Chemical
class

Dose

Antiandrogens
Flutamide (91) Eulexin Schering-Plough Nonsteroidal Tablets: 125 mg
Bicalutamide (97) Casodex AstraZeneca Nonsteroidal Tablets: 50 mg
Nilutamide (93) Nilandron Aventis Nonsteroidal Tablets: 50 mg

150 mg
Cyproterone acetate (78) Androcur Schering AG Pregnane

5α-Reductase inhibitors
Finasteride (104) Proscar Merck Androstane Tablets: 5 mg

Propecia Merck Androstane Tablets: 1 mg



Sex Hormones (Male): Analogs and Antagonists 45

progestins, but was quickly recognized for
its ability to suppress gonadotropin re-
lease. It was later demonstrated that this
compound also bound with high affinity
to the androgen receptor and thus com-
peted with DHT for the binding site.
Cyproterone acetate has received the most
clinical attention in antiandrogen therapy.
Cyproterone acetate has produced quite
satisfactory results in the treatment of
acne, seborrhea, and hirsutism. Thera-
peutic effectiveness of this agent in the
treatment of prostatic carcinoma has been
reported. Cyproterone acetate was reported
to be a good alternative to estrogens for
the treatment of prostate cancer when
combined with androgen ablation. How-
ever, this combination did not improve

disease-free survival or overall survival
when compared to castration alone.

Other pregnane compounds that ex-
hibit antiandrogenic actions by binding
to the androgen receptor are chlormadi-
none acetate (80), medroxyprogesterone
acetate (81), medrogesterone (82), A-
norprogesterone (83) and gestonorone
capronate (84). In addition, medroges-
terone exerts antiandrogenic effects by
inhibiting 5α-reductase and thus prevent-
ing the formation of DHT. Gestonorone
capronate interferes with the uptake pro-
cess in target cells.

Several androstane derivatives demon-
strate antiandrogenic properties. 17α-
Methyl-B-nortestosterone (85) was pre-
pared and first tested for antihormonal
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activity. Several other androstane analogs
were found to possess antiandrogenic ac-
tivity, including BOMT (86), R2956 (87),
and oxendolone (88). As expected, the
mechanism of antiandrogenic action of
these synthetic steroids is the competi-
tion with androgens for the binding sites
on the receptor molecule. Numerous A-
and B-ring modified steroids were ex-
amined for antiandrogenic activity and
the ability to bind to the androgen re-
ceptor, demonstrating that the structural
requirements of receptor binding site can
accommodate some degree of flexibility
in the A- and/or B-rings of antiandro-
genic molecules. Heterocyclic-substituted
A-ring antiandrogens such as zanoterone
(WIN 49,596) (89) further support these
conclusions on the structure-activity rela-
tionships of steroidal antiandrogens. Ad-
ditional A-ring heterocycles identified as

novel antiandrogens are the thiazole (90)
and oxazole (91). The optimal substitutions
on the A-ring heterocyclic androstanes
for in vivo antiandrogenic activity are the
methylsulfonyl group at the N-1′ position
and a 17α-substituent (e.g. 17α-methyl or
17α-ethinyl).

6.2.2.2 Nonsteroidal agents. The abso-
lute requirement of a steroidal compound
for interaction with the androgen receptor
was invalidated when the potent nons-
teroidal antiandrogen flutamide (Eulexin,
92) was introduced. Subsequent receptor
studies demonstrated that this compound
competed with DHT for the binding sites.
The side chain of flutamide allows suffi-
cient flexibility for the molecule to assume
a structure similar to an androgen. In
addition, a hydroxylated metabolite (93)
has been identified, which is a more
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O2N

F3C

NH

O

R
CH3

CH3

(92)
(93)

X = H
X = OH

powerful antiandrogen in vivo, and has
a higher affinity for the receptor than the
parent compound. Important factors in
the structure–activity relationships of flu-
tamide and analogs are the presence of
an electron-deficient aromatic ring and a
powerful hydrogen-bond donor group.

Flutamide has been extensively evalu-
ated for the treatment of prostate cancer.
Large double-blind studies in prostate
cancer patients using a combination of
flutamide with an LHRH agonist (as a
medical castration) resulted in an in-
creased number of favorable responses
and increased overall survival when com-
pared to an LHRH agonist or surgical
castration.

Nilutamide (Anandron, 94), and re-
lated nilutamide analogs (95–97), and
bicalutamide (Casodex, 98) are other
nonsteroidal antiandrogens with a sim-
ilar electron-deficient aromatic ring and
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have been shown to interact with the
androgen receptor to varying degrees.
Nilutamide and bicalutamide are pure

antiandrogens and are effective in sup-
pressing testosterone-stimulated cell pro-
liferation. Both nilutamide and bicalu-
tamide have demonstrated effectiveness
against prostate cancer.

Other aryl substituted nonsteroidal com-
pounds have also been identified as an-
tiandrogens. DIMP (99) is a phthalimide
derivative that showed weak affinity for
the androgen receptor and poor in vivo ac-
tivity. A series of tetrafluorophthalimides
such as (100) demonstrated moderate ac-
tivity as antiandrogens in cell proliferation
assays.
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6.2.3 Selective Androgen Receptor
Modulators (SARMs)
Current research efforts in the medicinal
chemistry and pharmacology of andro-
gens and antiandrogens have focused on
the development of ligands that produce
tissue-selective interactions with the an-
drogen receptor. These ligands, referred
to as selective androgen receptor modulators
(SARMs), may act as antagonists or weak
agonists in one tissue but act as strong ag-
onists in another tissue type. Such SARMs
would theoretically enable effective treat-
ment of certain disorders affecting bone
or muscle with little or no effect on the
prostate.

A series of 1,2-dihydropyridono[5,6-
g]quinolines were identified as novel non-
steroidal antiandrogens on the basis of
a cell-based screening approach. Several
analogs (101–104) demonstrated excel-
lent in vivo activity, reducing rat ventral
prostate weight without affecting serum
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gonadotropins and serum testosterone
levels.

NO
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N
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(101) R = H
(102) R = CH3

N
H

N
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O

CF3 R

R′
(103) R,R′ = H
(104) R,R′ = CH3

Structural modifications of the antian-
drogen bicalutamide have resulted in
molecules (105–107) that produced weak
partial agonist activities in the prostate and
seminal vesicles (androgen-responsive tis-
sues) and full agonist activity in the levitor
ani muscle (anabolic effect) in male rats.
Furthermore, these agents did not affect
serum gonadotropins and serum testos-
terone levels, again emphasizing the tissue
selectivity for their actions.

6.2.4 Absorption, Distribution, and
Metabolism
The steroidal antiandrogens exhibit sim-
ilar pharmacokinetic properties to the
androgens and anabolic agents. The
lipophilicity of the compounds influ-
ences absorption both orally and from
injection sites. Reduction of the 3-
ketone and 4,5 double bond are com-
mon routes of metabolism. An unusual
metabolite of cyproterone acetate, 15α-
hydroxycyproterone acetate, was isolated
and identified in both animals and man.
The nonsteroidal antiandrogen flutamide
is rapidly absorbed and extensively me-
tabolized in vivo. As described earlier, the

hydroxy metabolite (93) of flutamide is
a more potent antiandrogen. The major
metabolite of bicalutamide is the sulfone,
which has comparable in vivo activity.
Finally, the antiandrogens are primarily
excreted as the glucuronide and sulfate
conjugates in the urine.

6.2.5 Toxicities
Side effects of these agents have been
identified from various clinical trials. Tes-
ticular atrophy and decreased spermato-
genesis have been observed during treat-
ment with cyproterone acetate. Certain
antiandrogens such as cyproterone and
medrogesterone also exhibit inherent pro-
gestational activity, suppress corticotropin
release, and have some androgenic ef-
fects. No hormonal activities were ob-
served for the nonsteroidal antiandrogens,
such as flutamide. On the other hand,
many nonsteroidal antiandrogens exhibit
other endocrine side effects, such as el-
evated serum gonadotropins and serum
testosterone levels. Gynecomastia, nausea,
diarrhea, and liver toxicities have been ob-
served in patients on nonsteroidal antian-
drogens. Also, resistance to antiandrogen
therapy has been observed in prostate can-
cer patients.

6.3
Enzyme Inhibitors

Enzymes involved in the biosynthesis and
metabolism of testosterone are attractive
targets for drug design and drug de-
velopment. Suppression of the synthesis

(105) R3 = H, R4 = F 

(106) R3 = H, R4 = NHC(O)CH3
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of androgenic hormones and androgen
precursors is a viable therapeutic approach
for the treatment of various androgen-
mediated disease processes and an im-
portant endocrine treatment for prostate
cancer. Potent inhibition of type 2 5α-
reductase in androgen target tissues and
the resultant decrease in DHT levels will
provide selective interference with andro-
gen action within those target tissues and
no alterations of other effects produced
by testosterone, other structurally related
steroids, and other hormones such as cor-
ticoids and progesterone. The cytochrome
P45017α enzyme complex displays two
enzymatic activities – 17α-hydroxylation to
produce 17α-hydroxysteroids and C17 –C20

bond cleavage (17,20-lyase activity) to pro-
duce androgens. In the male, this enzyme
is found in both testicular and adrenal
tissues, with these organs providing circu-
lating androgens in the blood. Effective in-
hibition of this microsomal enzyme com-
plex would eliminate both testicular and
adrenal androgens and remove the growth
stimulus to androgen-dependent prostate

carcinoma. Synthetic androgen analogs
that inhibit the oxidative metabolism of an-
drogens testosterone and androstenedione
to estrogens estradiol and estrone can serve
as potential therapeutic agents for control-
ling estrogen-dependent diseases such as
hormone-dependent breast cancer.

6.3.1 5α-Reductase Inhibitors
The most extensively studied class of 5α-
reductase inhibitors is the 4-azasteroids,
which includes the drug finasteride
(Proscar, 108). Finasteride is the first 5α-
reductase inhibitor approved in the United
States for the treatment of BPH. This drug
has approximately a 100-fold greater affin-
ity for type 2 5α-reductase than for the type
1 enzyme, demonstrating an IC50 value of
4.2 nM for type 2 5α-reductase. In humans,
finasteride decreases prostatic DHT levels
by 70 to 90% and reduces prostate size,
while testosterone tissue levels increased.
Clinical trials demonstrated sustained im-
provement in BPH disease and reduction
in PSA levels. Related analogs (109–111)
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have also demonstrated effectiveness in
vitro and in vivo. These agents were orig-
inally designed to mimic the putative
3-enolate intermediate of testosterone and
serve as transition-state inhibitors. Subse-
quently, finasteride was shown to produce
time-dependent enzyme inactivation and
function as a mechanism-based inactiva-
tor. The structure–activity relationships
for the 4-azasteroids illustrate the strin-
gent requirements for inhibition of human
type 2 5α-reductase. The 5α-reduced aza-
steroids are preferred, a 1,2-double bond
can be tolerated, and the nitrogen can be
substituted with only hydrogen or small
lipophilic groups. Lipophilic amides or

ketones are preferred as substituents at
the C-17β position.

Several 6-azasteroids, such as (112)
and(113), were prepared as extended mim-
ics of the enolate transition state and
have also demonstrated potent inhibi-
tion of 5α-reductase. The 6-azasteroids
are more effective inhibitors of type
2 5α-reductase, but some analogs also
exhibit good inhibition of type 2 5α-
reductase. Alkylation of the nitrogen can
be tolerated; however, a 1,2-double bond
decreases inhibitory activity in this se-
ries. The best inhibitors contain large
lipophilic substituents at the C-17β po-
sition. Figure 11 contains a summary
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H or small alkyl groups
are preferred

7b-Methyl tolerated

Lipophilic groups
are preferred

3-Keto-4-aza can
be replaced with
3-ene-3-COOH

Fig. 11 Summary of structure–activity relationships for 5α-reductase
inhibitors.
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of the structure–activity relationships for
steroidal 5α-reductase inhibitors.

Androstadiene 3-carboxylic acids (114)
and (115) were recently designed as
transition-state inhibitors and have demon-
strated potent uncompetitive inhibition of
type 2 5α-reductase. Epristeride (SK&F
105,657, 114) has demonstrated the abil-
ity to lower serum DHT levels by 50% in
clinical trials. Other analogs with acidic
functionalities at the C-3 position in-
clude other androstene carboxylic acids
(116, 117) and estratriene carboxylic acids
(118). The allenic secosteroid (119) has
demonstrated potent irreversible inhibitor

of 5α-reductase, even though it was origi-
nally developed as an irreversible inhibitor
of 3β-hydroxysteroid dehydrogenase/�4,5-
isomerase. Finally, selective and potent
inhibitors of type 1 5α-reductase were de-
veloped on the basis of the 4-azacholestane
MK-386 (120).

Several nonsteroidal 5α-reductase in-
hibitors have been developed on the ba-
sis of the azasteroid molecule or from
high-throughput screening methods. Ex-
amples of these nonsteroidal inhibitors
include the benzoquinolinone (121), an
aryl carboxylic acid (122), and FK143
(123).
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6.3.2 17,20-Lyase Inhibitors
Both nonsteroidal and steroidal agents
have been examined as inhibitors of
17α-hydroxylase/17,20-lyase. The nons-
teroidal agents studied most extensively
are aminoglutethimide (124) and keto-
conazole (125), both in vitro and in clin-
ical trials. Objective response rates for
treatment of prostate cancer in relapsed
patients were observed with high doses
of aminoglutethimide and high doses of
ketoconazole, but both agents produce fre-
quent side effects. A third nonsteroidal
agent that has received extensive pre-
clinical evaluation is the benzimidazole
analog, liarozole (126), which produced
reduction in plasma testosterone and an-
drostenedione levels in vivo. Other non-
steroidal agents reported to exhibit 17α-
hydroxylase/17,20-lyase inhibitory activity
in vitro include other imidazole analogs,
nicotine, bifluranol analogs, and pyridy-
lacetic acid esters. In general, high doses
of nonsteroidal agents are needed to pro-
duce significant in vitro or in vivo activity.
Another potential problem with these

agents is nonspecific inhibition of other cy-
tochrome P450 enzymes involved in either
steroidogenesis or liver metabolism.

A few studies of steroidal inhibitors
of 17α-hydroxylase/17,20-lyase have been
reported. An extensive analysis of the
specificity of steroid binding to testicu-
lar microsomal cytochrome P450 iden-
tified several steroids exhibiting bind-
ing affinity. One of these, promege-
strone (127), has been utilized in ki-
netic analysis of purified cytochrome
P45017α . An affinity label inhibitor,
17-bromoacetoxyprogesterone (128), alky-
lates a unique cysteine residue on
purified cytochrome P45017α . Potential
mechanism-based inhibitors include 17β-
(cyclopropylamino)-5-androsten-3β-ol
(129) and 17β-vinylprogesterone (130).
To date, all of these inhibitors exhibit
apparent Ki’s in the micromolar (µM)
range, while the apparent Km for pro-
gesterone is 140 nM. The 17β-aziridinyl
analog (131) and 17β-pyridyl derivative
(132) also exhibited similar inhibitory
activity.

H
NO O

NH2

O

ON
N

O
Cl

Cl

N N

O

H
N

N

N

N

Cl

Aminoglutethimide
(124)

Ketoconazole
(125)

Liarozole
(126)
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6.3.3 C19Steroids as Aromatase
Inhibitors
Aromatase is the enzyme complex that cat-
alyzes the conversion of androgens into the
estrogens. This enzymatic process is the
rate-limiting step in estrogen biosynthesis
and converts C19 steroids, such as testos-
terone and androstenedione, into the C18
estrogens, estradiol, and estrone, respec-
tively. Inhibition of aromatase has been an
attractive approach for examining the roles
of estrogen biosynthesis in various physio-
logical or pathological processes. Further-
more, effective aromatase inhibitors can
serve as potential therapeutic agents for
controlling estrogen-dependent diseases
such as hormone-dependent breast can-
cer. Investigations on the development of
aromatase inhibitors began in the 1970s
and have expanded greatly in the past two
decades.

Steroidal inhibitors that have been de-
veloped to date build upon the basic

androstenedione nucleus and incorporate
chemical substitutents at varying posi-
tions on the steroid. These inhibitors
bind to the aromatase cytochrome P450
enzyme in the same manner as the
substrate androstenedione. Even though
the steroidal aromatase inhibitors are
C19 steroids, these agents exhibit no
significant androgenic activity. A lim-
ited number of effective inhibitors with
substituents on the A-ring have been
reported. Several steroidal aromatase in-
hibitors contain modifications at the C-4
position, with 4-hydroxyandrostenedione
(133) (4-OHA; formestane) being the pro-
totype agent. Initially, 4-OHA was thought
to be a competitive inhibitor, but was
later demonstrated to produce enzyme-
mediated inactivation. In vivo, 4-OHA
inhibits reproductive process and causes
regression of hormone-dependent mam-
mary rat tumors. 4-OHA is effective in
the treatment of advanced breast cancer
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in postmenopausal women, and this drug
is approved in the United Kingdom for
breast cancer therapy. Thus, the spacial
requirements of the A-ring for binding of
the steroidal inhibitor to aromatase are
rather restrictive, permitting only small
structural modifications to be made. Incor-
poration of the polar hydroxyl group at C-4
enhances inhibitory activity. 1-Methyl-1,4-
androstadiene-3,17-dione (134) is a potent
inhibitor of aromatase in vitro and in vivo;
on the other hand, bulky substitutents at
the 1α-position are poor inhibitors. At
the C-3 position, replacement of the ke-
tone with a methylene provided effective
inhibitors.

O

O

OH
(133)

O

O

(134)

More extensive structural modifications
may be made on the B-ring of the steroid
nucleus. Bulky substitutions at the C-7
position of the B-ring have provided sev-
eral very potent aromatase inhibitors. 7α-
(4′-Amino)phenylthio-4-androstene-3,17-
dione (135) (7α-APTA) is a very effec-
tive competitive inhibitor, with an ap-
parent Ki of 18 nM. This inhibitor has
also demonstrated effectiveness in in-
hibiting aromatase in cell cultures and

in treating hormone-dependent rat mam-
mary tumors. Evaluation of various sub-
stituted aromatic analogs of 7α-APTA
provided no correlation between the elec-
tronic character of the substituents and
inhibitory activity. Investigations of var-
ious seven-substituted 4,6-androstadiene-
3,17-dione derivatives suggest that only
those derivatives that can project the 7-aryl
substitutent into the 7α pocket are effec-
tive inhibitors. More metabolically stable
inhibitors were synthesized by replacing
the thioether linkage at the 7α-position
with a carbon–carbon linkage, such as 7α-
phenethylandrost-4-ene-3,17-dione (136).
Overall, the most effective B-ring modi-
fied aromatase inhibitors are those with
7α-aryl derivatives, with several analogs
having 2 to 10 times greater affinity for the
enzyme than the substrate. These results
suggest that additional interactions occur
between the phenyl ring at the 7α-position
and amino acids at or near the enzymatic
site of aromatase, resulting in enhanced
affinity.

Numerous modified androstenedione
analogs have been developed as effec-
tive mechanism-based inhibitors of aro-
matase. The first compound designed
as a mechanism-based inhibitor of aro-
matase was 10-propargyl-4-estrene-3,17-
dione (137) (PED; MDL 18,962). MDL
18,962 has an electron-rich alkynyl func-
tion on the C-19 carbon atom, the site
of aromatase-mediated oxidation of the

O

O S NH2

O

O

(135) (136)
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substrate. Although the identity of the
reactive intermediate formed is not known,
an oxirene and a Michael acceptor have
been suggested. This agent is an ef-
fective inhibitor in vitro and in vivo.
Other approaches to C-19 substituted
mechanism-based inhibitors containing
latent chemical groups have provided
a limited number of inhibitors. These
agents include the difluoromethyl analog
(138) and a thiol (139). Another series
of mechanism-based inhibitors have de-
veloped from more detailed biochemical
investigations of several inhibitors origi-
nally thought to be competitive inhibitors.
These inhibitors can be grouped into the
general categories of 4-substituted androst-
4-ene-3,17-diones, such as 4-hydroxy-
androstenedione (133), and substituted
androsta-1,4-diene-3,17-diones, such as
7α-(4′-amino)-phenylthioandrosta-4,6-
diene-3,17-dione (7α-APTADD; 140), 7α-
phen-propylandrosta-1,4-diene-3,17-dione
(141), and 6-methyleneandrost-4-ene-3,17-
dione (exemestane; 142). Exemestane
(Aromasin) is marketed as second-line
therapy for the treatment of breast can-
cer patients who failed tamoxifen and is
effective as first-line therapy in women
with advanced breast cancer.

6.3.4 Other Agents
An interesting natural product that
lowers circulating androgen levels in
vitro is the nonsteroidal agent gossy-
pol. Gossypol, (2,2′-binaphthalene)-8,8′-
dicarboxaldehyde-1,1′,6,6′,7,7′-hexahydro-
xy-5,5′-diisopropyl-3,3′-dimethyl (143) is a

HO

HO

OHCHO

OH

OH

OH CHO

(143)

polyphenolic compound contained in the
pigment of cottonseed. This natural prod-
uct has been used in fertile men in China
as an effective male contraceptive agent for
many years; its antifertility effects on re-
productive endocrine tissues are observed
at 1000-fold lower doses than its toxic ef-
fects in other tissues. Gossypol has been
shown to disrupt spermatogenesis by in-
hibiting lactate dehydrogenase-X (LDH-X),
to interfere with steroidogenesis in testicu-
lar Leydig cells, and to hinder the function
of primary cultures of Leydig and Sertoli
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cells. In addition, gossypol is also capa-
ble of altering steroid biosynthesis in the
female reproductive systems. The antis-
teroidogenic effect of gossypol in cultured
bovine luteal cells involves suppression of
the activities of adenylate cyclase and 3β-
hydroxysteroid dehydrogenase (3β-HSD).
Reproductive endocrine tissues are also
sensitive to metabolites of gossypol, such
as gossypolone. Gossypolone, a major
metabolite formed by gossypol oxidation,
inhibits both 3β-HSD and cytochrome
P450scc activities in cultured bovine luteal
cells and suppresses adrenocorticotropic
hormone-induced corticosterone secretion
in cultured rat adrenocortical cells at
a similar potency as gossypol. Gossy-
pol metabolites have also demonstrated
inhibitory action on hCG-induced testos-
terone production in young male rats.
The major side effects of gossypol therapy
fatigue, gastrointestinal upset, weakness,
and hypokalemia thus limit its therapeutic
usefulness.

7
Summary

The steroid testosterone is the major cir-
culating sex hormone of the male and
serves as the prototype for the andro-
gens, the anabolic agents, and androgen
antagonists. The endogenous androgens
are biosynthesized from cholesterol in var-
ious tissues in the body; the majority
of the circulating androgens are made
in the testes under the stimulation of
the gonadotropin LH. A critical aspect of
testosterone and its biochemistry is that
this steroid is converted in various cells
to other active steroidal agents. The reduc-
tion of testosterone to dihydrotestosterone
is necessary for the androgenic actions
of testosterone in androgen target tissues

such as the prostate. On the other hand,
oxidation of testosterone by the enzyme
aromatase to yield the estrogens is crucial
for certain CNS actions. Investigations of
these enzymatic conversions of circulating
testosterone continue to be a fruitful area
of biochemical research on the roles of the
steroid hormones in the body. Addition-
ally, the elucidation of the mechanism of
action of the androgens in various target
tissues receives ongoing emphasis. The an-
drogenic actions of testosterone are due to
the binding of DHT to its nuclear receptor,
followed by dimerization of the receptor
complex and binding to a specific DNA
sequence. This binding of the homodimer
to the androgen response element leads to
gene expression, stimulation of the synthe-
sis of new mRNA, and subsequent protein
biosynthesis. Other actions of testosterone,
particularly the anabolic actions, appeared
to be mediated through a similar nuclear
receptor-mediated mechanism. Many of
the intricate biochemical events that occur
during the action of the androgens in their
target cells remain for further clarifica-
tion. Nevertheless, receptor studies of new
agents are an important biological tool in
the evaluation of the compounds for later,
in-depth pharmacological testing.

The synthetic androgens and anabolics
were prepared to impart oral activity to
the androgen molecule, to separate the
androgenic effects of testosterone from
its anabolic effects and to improve upon
its biological activities. These research ef-
forts have provided several effective drug
preparations for the treatment of various
androgen-deficient diseases, for the ther-
apy of diseases characterized by muscle
wasting and protein catabolism, for post-
operative adjuvant therapy, and for the
treatment of certain hormone-dependent
cancers. The synthetic anabolics have also
resulted in the abuse of these agents in
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athletics. Finally, the most recent area of
research emphasis is the development of
the androgen antagonists, both steroidal
and nonsteroidal agents. The two major
categories of these antagonists are the an-
tiandrogens, which block interactions of
androgens with the androgen receptor,
and the inhibitors of androgen biosyn-
thesis and metabolism. Such compounds
have therapeutic potential in the treatment
of acne, virilization in women, hyperplasia
and neoplasia of the prostate, and baldness
and for male contraception. The current fo-
cus on the development of SARMs enables
tissue-selective activation of the androgen
receptor, such that these ligands may act
as strong agonists in one tissue while
being antagonists or weak agonists in an-
other tissue type. A number of androstane
derivatives are also being developed as in-
hibitors of aromatase for the treatment of
hormone-dependent breast cancer. Thus,
the numerous biological effects of the
male sex hormones testosterone and di-
hydrotestosterone and the varied chemical
modifications of the androstane molecule
have resulted in the development of effec-
tive medicinal agents for the treatment of
androgen-related diseases.
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Keywords

Large-insert Clones
Clones made as cosmids, fosmids, BACs or YACs, with an insert size around or
over 40 Kb.

Minimal-tiling-path Clones
Physically mapped clones that cover their source DNA molecule with a single path and
least amount of overlaps.

Physical Gap
Gaps not covered by available clones in a clone assembly.

Physical Map
DNA sequences or chromosome segments delineated by a set of ordered and oriented
markers or fingerprinted clones.

Scaffold
A group of ordered and oriented contigs with physical contiguity but without
sequence contiguity.
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Sequence Contig
A contiguous sequence assembly composed of overlapping sequences.

Sequence Gap
Gaps not covered by sequences in a sequence assembly.

Shotgun Sequencing
A DNA sequencing technique used for achieving sequence contiguity by acquiring
random sequences from clone libraries made of the target DNA.

� Shotgun sequencing (SGS) is primarily a large-scale sequencing (LSS) technique that
does not rely on precise guiding information about the target DNA, which includes
large-insert clones and single genomes, ranging from thousands of basepairs (Kb)
to billions of basepairs. A mixture of smaller genomes can also be sequenced in
a similar way when retrospective means are available to assemble and distinguish
them. It provides a fast and cost-effective way of sequencing large genomes regardless
of whether the project as a whole takes a ‘‘whole-genome’’ (WG) or ‘‘clone-by-clone’’
(CBC) approach. The success of SGS essentially depends on random sampling,
high-quality data, sufficient sequence coverage, effective assembly, and gap closing
procedures. SGS has already demonstrated its tremendous power in sequencing
not only microbial genomes but also large eukaryotic genomes, such as those of
the cultivated rice and the laboratory mouse. Together with improved sequencing
technologies and computing tools, SGS is expected to play a central role in the field
of genomics, especially when the latter has to constantly face some major challenges,
scientific, managerial, and political. Some of the scientific challenges relate to the
effective sequencing of large, polyploid, and mixed genomes, as well as those with
highly repetitive sequence contents. A key managerial challenge is for the operators
to consistently produce high-quality data while increasing throughput and reducing
cost. It is always a tough decision for a steering committee organizing a genome
project to choose between WG and CBC, but SGS is always the basic technique
of choice.

1
Introduction

DNA sequencing has become one of
the essential laboratory methods used in
molecular biology, together with DNA
cloning, DNA microarray, polymerase

chain reaction (PCR), electrophoresis,
chromatography, and centrifugation. It has
become not only a fundamental method
of determining genome sequences but
also a basic tool for identifying DNA
methylation sites and sequence polymor-
phisms. In both scale and scope, DNA
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sequencing outperforms all other molec-
ular technologies in acquisition of basic
genomic information, thereby paving the
way for other genome-scale, technology-
oriented disciplines and, to use contempo-
rary terminology, the numerous ‘‘-omics’’
(transcriptomics and proteomics being
well-accepted examples) that will be lead-
ing biologists into the future decades,
providing new data, ample information,
fresh knowledge, and innovative insights.

At the leading edge of genomics, the
principal ideas of DNA sequencing are not

fundamentally different from the technical
innovations demonstrated in the early days
of technology development in molecular
biology. When a cloned DNA molecule
is larger than one (from one end) or
two (from both ends) sequencing readouts
(often referred as sequencing reads; screen-
shots of a sequence trace and a sequence
alignment are shown in Fig. 1) from an
electrophoresis-based instrument, its full-
length sequence has to be obtained in one
of the following two ways: (1) a stepwise
primer-directed ‘‘walking’’ strategy, based

(a)

(b)

Fig. 1 Screenshots of a partial sequence read (a) and a sequence assembly
with aligned sequences (b). Brightness in (b) indicates the quality of the
sequence as estimated and displayed by a software tool kit (sequence
assembler), Phrad-Phrep-Consed.
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Fig. 2 Two basic ways of sequencing DNA
beyond a size of two sequencing reads: (a) to
‘‘walk’’ in a stepwise way from both ends by
designing primers based on newly acquired
sequence information from a previous walk, and
(b) to ‘‘shotgun’’ the target DNA into smaller
pieces that are carried by a clone library (or
subclones). Random sequencing of the subclones
with high redundancy leads to an assembly whose
consensus sequence is equivalent to that of the
target. Arrows depict sequencing reads and their
directions.

Target DNA

Target DNA

Target DNA
Clone
library

on newly acquired sequences; (2) a parallel
subcloning strategy, based on directed or
‘‘shotgun’’ cloning techniques by break-
ing the target DNA into smaller pieces
so that a collection of sequencing reads
from overlapping ‘‘subclones’’ sufficiently
covers the entire target length (Fig. 2). It
is obvious that the choice of approaches
depends on the capability and throughput
of a sequencing operation. Whereas one
is managed serially and is therefore lim-
ited in scale, the other involves paralleling
and is suitable for high-throughput, large-
scale operations. The current capability of
a typical sequencing instrument limits the
sequencing length in a single run to just
500 to 2000 basepairs (bp). Besides solu-
tions involving instrumentation (such as
parallelization and incremental increase of
read length), the choice of approaches for
any large-scale sequencing (LSS) project
has to take advantage of SGS for large-
insert clones over tens of kilobasepairs
(Kb), or genomes in a size range from a
few kilobases (such as large viral genomes)
to a few megabasepairs (Mb; such as bac-
terial genomes), right up to a few hundred
or even a few thousand Mb in length (such
as higher plants and animals).

SGS has been successfully applied
for sequencing many large genomes,
essentially at two levels, targeting ei-
ther clones or whole genomes. Large

genome-sequencing projects are often ini-
tiated by large-insert clone-based physical
mapping, especially for important model
organisms from representative taxonomic
groups; the Human Genome Project
(HGP) is the most famous example. These
physical mapping techniques include YAC
(yeast artificial chromosome)-based or
BAC (bacterium artificial chromosome)-
based STS (sequence-tagged site) map-
ping, and restriction-digest mapping with
different types of large-insert clones. These
clones are subsequently sequenced by
SGS, guided by a collection of clones
that cover the targeted region with least
overlaps, often termed as minimal tiling
path (MTP). Physical maps providing an-
chored clones for sequencing are often
referred to as sequence-ready maps. In
a map-directed process, sequence data
are captured at clone level and merged,
after data from overlapping clones are
completed individually. Although SGS is
utilized at clone level, such an approach
is often referred as a clone-by-clone SGS
or CBC-SGS, as opposed to a whole-
genome SGS, or WG-SGS. In the second
scenario, when sufficient information (in-
cluding estimated genome size, number
of chromosomes, GC-content, repeat con-
tents, and genetic homogeneity) about a
genome has been acquired either from the
organism itself or from a closely related
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one, the WG-SGS approach becomes fea-
sible, and is often the method of choice.
In most cases, SGS has its ‘‘sweet range’’
in sequencing genomes, from a few Mb
to a few hundred Mb. However, the qual-
ity and completeness of a final assembly
habitually depends on repetitive sequence
content, clonability, and complexity of the
genome, coupled with other factors such
as funding, project management, and ho-
mogeneity of the source DNA (sequence
variations among individuals that donate
DNA sometimes are known to delay a
quality sequence assembly for months or
even years). Before long, SGS will have
to face even greater challenges, when it
begins to be applied to genomes in a
size range around thousands of Mb, poly-
ploid genomes, and even a mixture of
genomes. Novel approaches, techniques,
and computing tools will have to be grad-
ually introduced in order to make SGS
a more efficient and robust technique.
Two major significant factors are driving
this effort:: the ever-increasing desire for
more and more sequence information, and
the incremental cost reductions, as evi-
denced in the history of genomics over the
past decade.

1.1
A Brief History of DNA Sequencing

The concept and technology of DNA se-
quencing have been evolving over the past
thirty years. The initial phase of DNA se-
quencing was born with the development
of the basic technology, fundamentally a se-
ries of technology advancements in DNA
sequencing and molecular cloning around
the early 1970s. The second phase began
with the proposals to set up the Hu-
man Genome Project in 1983 and 1984.
The decade following this, before the ad-
vent of LSS of HGP in 1995, was the

most critical period for special technology
and concept development, most notably
physical mapping and DNA sequencing.
The past 10 years have been the Large-
scale Sequencing Era, which is undoubtedly
going to last at least another decade or
even longer. In this period, alongside
additional technological and strategic im-
provements, there has been a collective
effort on the part of those involved in spon-
sored academic research as well as those
belonging to the profit-making biotech in-
dustry, to make improvements in the areas
of policy development, organizational re-
forms, and management practices. This
has resulted in a continual reduction in
the cost of sequencing from the earlier
standard level of ‘‘$1 per base’’ (calcu-
lated as $40 per sequence read on the
assumption of 8x coverage of a target
genome) when HGP first started, to the
real cost of $15 per read when HGP
transitioned into the Large-scale Sequenc-
ing Era, to a current cost estimate of
$1 per read. These are the estimated di-
rect costs for academic operations and
not the retail price offered by private
companies. Some academic institutions
have claimed lower costs in a rather vari-
able range from $0.3 to $0.8. The cost
of sequencing is expected to go down
continually over the next 5 to 10 years,
dropping at a rate of 50 percent every two
years (Fig. 3). Meanwhile, of course, some
new ground-breaking technology could
emerge and dramatically change the cur-
rent practice.

The DNA polymerase-based sequencing
method and a variety of molecular cloning
techniques are the centerpieces of con-
temporary DNA sequencing technology.
In the early days, primer-dependent tac-
tics and shotgun principles were already
being employed in tackling large pieces
of DNA molecules and certain levels of
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Fig. 3 The trend of estimated cost reductions since the beginning of large-scale
sequencing (LSS). Although the legendary estimate, ‘‘one dollar per basepair,’’ at the
beginning of the HGP should be marked as a starting point, LSS was not launched on a
full scale until the middle of 1990s when capillary sequencers and robotics-aided basic
sequencing protocols became available. Real academic costs are calculated over a
course of 10 years (1995–2004; solid bars). The costs beyond 2004 are estimated
according to the trend (open bars). An empirical rule becomes clear, namely, that the
sequencing cost is halved every two years.

complexity, such as overhang sequences
that are common in bacteriophages. It
should be remembered that it took the
pioneers over a couple of decades to
achieve an increase in sequencing read
length from a few tens of basepairs to
a couple of hundred basepairs. The first
genome sequenced by a ‘‘shotgun’’ de-
sign was the bacteriophage phiX174 (5386
bp in length and containing 10 genes)
published in 1977. Since then, bacterial
cloning systems have leveraged the biol-
ogy of both bacteriophages and plasmids.
They have been designed to achieve higher
yields for cloned DNA (such as high-copy
plasmid), and equipped with polylinkers
composed of multiple cutting sites of com-
monly used restriction enzymes, as well
as several choices in the matter of antibi-
otic resistance.

The WG-SGS approach was first suc-
cessfully applied to a microbial genome,

H. influenzae (1 830 138 bp in size; a bac-
terium causing upper respiratory infec-
tion) in 1995. The success of the WG-SGS
approach has opened the floodgates for
microbial genome sequencing. As a re-
sult, collections of completed microbial
genome sequences are updated almost on
a daily basis, now number in the hun-
dreds. The first metazoan genome to be
sequenced using the WG-SGS method was
the Drosophila genome with a euchromatic
content of slightly over 122 Mb. The SGS
data were subsequently combined with
those from the public sequencing effort
on the same organism, thereby unlock-
ing another information gateway towards
insect genomics. Insect genomes, such
as mosquitoes and silkworms, were se-
quenced subsequently by the WG-SGS
method in different institutions. The
Human Genome Project was carefully
planned and initiated with a genome-scale
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physical mapping effort, followed by SGS
of large-insert clones, including YACs and
cosmids, but mostly BACs. It was therefore
labeled as an SGS approach, although the
large-insert clones were sequenced one by
one using SGS. The landmarks for CBC-
SGS were E. coli K-12 (the first bacterium),
S. cerevisiae (the first eukaryotic species),
and C. elegans (the first metazoan species).
Private teams later used the WG-SGS
approach to interrogate the human and
mouse genomes, but the wealth of public
data were also carefully merged to arrive at
the final assemblies. The mouse genome
was the first trial of the WG-SGS strat-
egy by the publicly supported consortium
and the rat genome was the next. Fol-
lowing the Arabidopsis genome (150 Mb),
the first plant genome deciphered with a
CBC-SGS approach, the first crop plant
genome – the rice genome (450 Mb) – has
been sequenced four times. Two of the
efforts were led by private companies with
the WG-SGS approach. An international
consortium took a CBC approach and
has completed sequencing several chro-
mosomes of the rice genome from the
same cultivar as the one sequenced by the
private companies, namely, a japonica rice,
Nipponbare. The fourth rice genome, an
indica variety, was sequenced by our own
institute as part of its Hybrid Rice Genome
Project using WG-SGS strategies. The
WG-SGS wave has reached new heights.
Large genomes of various species, even
certain taxonomic groups (such as a suite
of vertebrates, mammals, and grasses), are
being placed in undergoing sequencing
operations, and these are expected to be
completed in the next 5 to 10 years. The
selection of these targets for sequencing
is justified because of their relevance to
human biology and diseases, as well as to
broader areas of economic interest such as

domestic crops, farm animals, and their
wild relatives.

From a technical perspective, two major
breakthroughs have revolutionized large-
scale sequencing. The first is the inven-
tion of large-insert clones, YAC being
the first and BAC, the second. They of-
fered unprecedented substrates for both
LSS and physical mapping. The timely
invention of PCR technology also stimu-
lated the new physical mapping concept
of STS. Since mapped YACs have to be
subcloned into bacterial vectors for se-
quencing (because YACs are intermingled
with host chromosomes, their DNAs are
not readily separable by straightforward
chemical methods), BACs have now be-
come the preferred substrate. The second
breakthrough was the invention of four-
colorfluorescence-based methodology and
instrumentation, allowing for a high de-
gree of parallelization and miniaturiza-
tion to come into play. Capillary-based
sequencers are the current choice of high-
throughput sequencing, although versions
of slab-gel-based sequencers emerge from
time to time. A central computational
support for large-scale sequence acqui-
sition and analysis is the concept of a
quality score system for each sequenced
base, pioneered by Phil Green and his
colleagues. Other emerging technologies
such as ‘‘single molecule’’ sequencing
technology are being sponsored by cer-
tain funding agencies, but these are
still in their infancy or at a proof-of-
principle stage, and may take years of
development and research in order to
be introduced to a sequencing equip-
ment assemblage.

On the whole, it is clear that SGS has
becoming a mainstay of LSS because of
collective experience, sharpened software
tools, and increasing knowledge about the
structure of target genomes. It is most
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likely that many large genomes will be
sequenced by the SGS method rather than
by the CBC one in the years to come.

1.2
Overview of SGS Methodology
and Application

Other than biological significance, two
categories of practical issues have to be
considered for any large genome project
beyond a few Mb in target size: manage-
rial and technical. In general, whereas the
total number of sequence reads required
to cover a genome length is comparable
in the two versions of SGS, namely, WG
and CBC, WG-SGS is both money- and
time-saving because it largely skips a labor-
consuming step: clone library construction
based on sequence-ready maps. For a CBC-
SGS approach, each of the large-insert
clones (often BACs) has to be shotgun
cloned into small-insert clones (often plas-
mids). The larger the genome (or the more
the MTP clones), the more the libraries
that have to be constructed. For instance,
to sequence a 500-Mb genome, over 3500
physically ordered BAC (assuming 150 Kb
as an average length for BACs) clones have
to be made into subclone libraries, whereas
only a few carefully prepared small-insert
clone libraries are adequate for WG-SGS. If
carefully planned, a genome project could
start with randomly picked BACs from
a whole-genome library that sufficiently
covers an entire length, followed by a low-
pass sequence sampling (such as a few
hundred sequence reads) and sequence
overlap assessment, and finished with par-
allel procedures to complete each BAC of
MTP. Although such a strategy appears
feasible, it is as yet untried. It is composed
of multiple tasks at different levels, for
which the project has to be managed in
a serial fashion. In contrast WG-SGS, in

its unique path, provides a highly parallel
process avoiding managerial pressures of-
ten created at intermediate levels. Table 1
lists some completed genome sequences
in categories of sequence methods, WG-
SGS and CBC-SGS.

SGS has never been a stand-alone tech-
nology. It includes many other cloning
and computing techniques and strategic
approaches along the path of its expanding
applications. The first set of technologies
has to do with molecular cloning. Cur-
rently, the preferred cloning systems are
BACs, that are best for cloning large DNA
fragments and for clone stability; and
plasmids, best as regards high yield and
readiness for preparing DNA templates
for sequencing. BACs are also easier to
fingerprint by six-base cutting enzymes
(as opposed to YACs), and the system
has a copy number control scheme that is
believed to enhance clone stability in bacte-
rial hosts, as compared to cosmids. Other
merits of using BACs include their sim-
ple, robust DNA preparation procedures
for parallel and scaled operations, and the
fact that they are better reagents for phys-
ical mapping for long-range coverage and
contiguity (BACs can be made in an in-
sert size range of 100 to 200 Kb) than
the lambda packaging-based cosmids and
fosmids, which are limited by an insert
size range of 30 to 40 Kb. However, one
has to realize that cosmids and fosmids
are both suitable for SGS on a limited
scale and BAC libraries are not as easy
to make in large quantity as the cos-
mid system. Regardless of which of the
large-insert cloning systems is employed,
plasmids provide an excellent direct sub-
strate for SGS sequencing, whereas others
can only be directly end-sequenced on a
limited scale for achieving better conti-
guity over a variable range. On certain
occasions, miniature BACs, or mini-BACs



80 Shotgun Sequencing (SGS)

Tab. 1 Representative sequenced genomes with WG-SGS and CBC-SGS strategies.

Species Genome Size
[Mb]

Strategy # of Contigs # of Scaffolds

B. mori (Silkworm) 530 WG-SGS 213 289 N/A
N/A N/A

P. chrysosporium (White rot fungus) 30 WG-SGS 1323 767
G. gallus (Chicken) 1200 WG-SGS 111 864 N/A
A. mellifera (Honey bee) 300 WG-SGS 30 074 N/A
C. merolae (Red algae) 16.5 WG-SGS N/A N/A
R. norvegicus (Rat) 2750 WG-SGS 137 910 N/A
N. crassa (Bread mold) 40 WG-SGS 821 N/A
P. troglodytes (Chimpanzee) 3000 WG-SGS 361 864 37 931
C. briggsae (Nematode) 104 WG-SGS 578 N/A
C. familiaris (Dog) 2500 WG-SGS 1 089 636 N/A
M. musculus (Mouse) 2500 WG-SGS 224 713 N/A
P. falciparum (Malaria parasite) 23 WG-SGS N/A N/A
O. sativa (Rice) 450 WG-SGS 103 044 N/A

N/A N/A
T. rubripes (Pufferfish) 365 WG-SGS 12 381 20 379
T. nigroviridis (Pufferfish) 350 WG-SGS 108 177 N/A
C. intestinalis (Sea squirt) 160 WG-SGS 2501 2501
A. gambiae (Mosquito) 278 WG-SGS 69 724 8987
H. Sapiens (Human) 3000 CBC-SGS N/A N/A

WG-SGS 221 036 N/A
D. melanogaster (Fruit fly) 165 WG-SGS 2775 N/A

N/A
A. thaliana (Mouse-ear Cress) 125 CBC-SGS N/A N/A
C. elegans (Nematode) 97 CBC-SGS N/A N/A
E. coli 4.6 CBC-SGS N/A N/A
S. cerevisiae (Yeast) 12.1 CBC-SGS N/A N/A

Note: Some of the genomes have not yet been completed, such as B. mori, R. norvegicus, C. briggsae
and M. musculus.

(10 to 20 Kb) are used to compensate some
of the systemic drawbacks when insert size
and clone stability are of major consider-
ations. Occasionally, mini-insert (100 to
200 bp) clones and YAC clones have to
be utilized in coping with low GC-content
DNA that is extremely unstable in bacterial
hosts, such as is the case in the sequencing
of the malaria parasite, P. falciparum.

The second set of technologies crucial
for SGS comprises various DNA prepara-
tion methods for sequencing substrates.
Two basic criteria for choosing a practical
method are scalability and cost; both

demand robust and automatable proto-
cols. The M13 bacteriophage system used
in the early days of LSS was soon given
up, largely because of its requirement for
repeated precipitation steps in isolating
phage particles and DNA, which signif-
icantly hinders the automation process,
although it is capable of producing high-
quality data. Being part of the rate-limiting
steps in large-scale sequencing, plasmid
DNA preparation methods have evolved a
great deal over the past few years. Besides
alkaline lysis protocols, absorbent-based
and isothermal amplification protocols are
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also widely used in plasmid DNA prepa-
rations. In the absorbent-based protocol,
centrifugation steps are mostly reduced
to simple pluming, and the isothermal
amplification protocol is aimed at elimi-
nating bacterial precipitation and plasmid
DNA preparation all together. PCR-based
protocols also seem to be convenient in
meeting the need for preparation of se-
quencing templates, but we have yet to
see a robust one that yields high-quality
data. Despite the difficulty in applying
PCR technology to template preparations
for large-scale SGS, it is still used in
all sequencing reactions, catalyzed by a
thermal stable polymerase. It is also vi-
tal in primer-directed walking and PCR
product sequencing for joining sequence
contigs in the finishing phase of genome-
sequencing projects.

The most demanding component of all
SGS-related technologies is biocomputing,
broadly termed as bioinformatics, espe-
cially for WG-SGS. Bioinformatic tools are
often packaged when applied to almost all
aspects of SGS, such as data management,
sequence contig assembly, and genome
annotation. While being less selective con-
cerning databases and data management
systems, SGS relies heavily on sequence
assembly and gene-finding algorithms. A

WG-SGS project can be initiated only
when a qualified sequence assembler is
put in place. There are several versions of
sequence assembly software packages that
are able to handle a target size range of a
few tens of Kb to a few Mb (Table 2). By
far, the most popular package is the Phred-
Phrap-Consed developed by Phil Green
and his colleagues. For large genomes in a
size range of a few tens of Mb to hundreds
of Mb, even thousands of Mb, additional
algorithms are required to facilitate the
complicated assembly process, including
repeat identification and masking, contig
and scaffold assembly, and customized an-
notation. Finally, in most of the cases, a
specialized database has to be built to host
the integrated information for a sequenced
genome, in order to better serve the rel-
evant research community in addition to
timely submissions of the generated data
to the public databases across continents.

Even though most of the genome
projects are aimed at producing a ‘‘fully
finished’’ genome sequence (the expected
end-product for representative or impor-
tant genomes), WG-SGS is also capable
of producing three intermediate prod-
ucts: a genome survey sequence, targeted
genome sequences, and a working draft

Tab. 2 Examples of sequence assembly software packages.

Software package Author’s name Institute

PhredPhrap Phil Green, et al. University of Washington
CAP Xiaoqiu Huang1, Anup Madan2 1Michigan Technological University,

2University of Washington
Atlas Paul Havlak, et al. Human Genome Sequencing Center
TIGR Assembler G. Sutton, et al. The Institute for Genomic Research
RePS Jun Wang, et al. Beijing Genomics Institute
ARACHNE Serafim Batzoglou, et al. Whitehead Institute/MIT
Celera Assembler Eugene W. Myers, et al. Celera Genomics Inc.
Phusion Assembler James C. Mullikin, Zemin Ning The Wellcome Trust Sanger Institute
PCAP Xiaoqiu Huang, et al. Iowa State University
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of the whole genome. Each serves a spe-
cial purpose and is vital for predicting the
outcomes of a project in many circum-
stances. For instance, the genome survey
sequence that covers less than 1x of the
genome could provide information about
the repeat contents and gene structures. It
can also help in gathering polymorphisms
when DNA sources from several closely re-
lated breeds are compared with a complete
or nearly complete reference genome. A
noteworthy example is the chicken poly-
morphism study where DNA sequences
from three major domesticated breeds
with nearly 1x coverage collectively are able
to offer over three million SNPs (single
nucleotide polymorphisms). One apparent
application for targeted genome sequences
is that the sequencing reads from an
ongoing project can provide markers for
identifying large-insert clones for the tar-
get regions before pictures of a genome or
a locus become clear. A genome working
draft (about 6x coverage of a genome) is
the most popular product of many genome
projects. It often covers 95 to 99% of
the functional content of a genome and
also anchors genes and their regulatory
regions physically on the chromosomes
when physical and genetic maps of the or-
ganism become available. Since finishing
a genome sequence to a reasonable conti-
guity is difficult and expensive, sometimes
impossible, not all genomes are expected to
be finished. In fact, in many cases a finish-
ing standard is debatable and occasionally
highly controversial. Therefore, genome
working draft sequences of many large
eukaryotic organisms are expected to stay
as such for a long time, though the com-
munity standard for finished prokaryotic
genomes remains a gap-free sequence.

When zeroing in on the structural dy-
namics of large eukaryotic genomes, one
will soon realize that there are numerous

differences among genomes of taxonom-
ically distant species to be considered
before a genome-sequencing project is
proposed. The most notable differences
are between animal and plant genomes.
Among animal genomes, genes spread
over almost the entire length of a genome
and transposable elements are inserted
into introns, enlarging the genes over the
evolutionary timescale. Most of the animal
genes have more than a few alternatively
spliced variants. The conjecture is that
animal RNA splicing (spliceosomal) ma-
chinery is better established and complex
enough to be capable of handling large
introns ranging from a few tens of Kb
to hundreds of Kb. Plant genomes are
different from animal genomes in these
same two areas. First, plant genes re-
main small in size owing to slower growth
of the intron size, and transposable ele-
ments are mostly inserted into intergenic
spaces. Transposable elements jump onto
each other, forming gene-free clusters in
high densities between gene ‘‘islands.’’ As
plant genomes evolve, only repetitive con-
tents grow thus enlarging repeat clusters
and not the gene islands. This is the case
with wheat (1700 Mb) and corn (1200 Mb)
as opposed to rice, which has a 500-Mb
genome, nearly half of it as repeats of dif-
ferent kinds. Second, alternative splicing
among plant genes is not as prevalent as
it is among animal genes, perhaps as a re-
sult of less capable splicing machineries.
Figure 4 illustrates the different genome
structural models.

There are some minor issues relating to
insect genomes wherein the heterochro-
matic contents are high. Insect genomes
in sizes of hundreds of Mb seem not much
different from other animal genomes of
different taxonomic groups, but the basic
organization of larger ones in the order
of thousands of Mb are unknown so far.
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Fig. 4 A schematic illustration explaining major differences in basic genome
structures between animals (represented by human) and plants (represented by rice).
Genes are depicted as vertical bars in different shades. Gene spaces (diamond-headed
lines) are estimates based on real experimental data. Spaces (horizontal brackets)
between and within genes are defined as intergenic and intronic sequences,
respectively. ‘‘Gene jungles’’ and ‘‘gene deserts’’ exist in plant genomes but are not
known in animal genomes. In animal genomes, most of the chromosomal spaces are
occupied by genes at different densities. Gene-poor regions most probably contain
large genes or large introns.

Protists have the most diverged genomes
studied to date and their genome sizes
vary from a few tens of Mb to a few thou-
sand Mb (Fig. 5). The GC-content of these
organisms varies dramatically; the most
extreme case was found in the malaria
parasite, P. falciparum, which has a GC-
content of 18%. As more genomes of these
primitive but unusual organisms are se-
quenced, we will know better about their
genome organizations.

2
Essentials for SGS

Regardless of whether it is associated with
WG or CBC, SGS has five irreducible
steps (Fig. 6): clone library construction,

clone sequencing, sequence assembly, se-
quence annotation, and data analysis. The
rest are either managerial (such as data
handling, integration, and release) or po-
litical (such as cost accounting and choice
of strategies) issues. The first two steps are
apparently ‘‘wet-bench’’ related (other than
data and database management) and the
others are mostly bioinformatics, except
a hidden ‘‘time bomb’’ in sequence as-
sembly – sequence finishing, where close
coordination between the two seemingly
distinct disciplines is of the essence for
completing a project successfully. The wet-
bench operators must make sure that there
are no obvious technical flaws in the raw
data and that the assembled sequence
is in agreement with preexisting data
and knowledge, and the bioinformatics
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Fig. 5 Genome size distribution from organisms of selected
taxonomic groups. The genome size is converted to nucleotide
lengths from c-values. Horizontal bars mark the range of
genome sizes for a given group. Polyploidy is not factored in to
normalize the data, and so that the broader ranges in lower
vertebrates, angiosperms, and protists are largely due to this
effect. Data are limited to experimentally determined genomes,
available from the Database of Genome Sizes (DOGS).

operators must tell their counterparts if
something seems wrong, or when certain
problems are not solvable by computers
alone. Technical details are useful but prin-
ciples are extremely important.

2.1
Unbiased Clone Coverage

The essence of achieving unbiased clone
coverage lies in making the clone libraries

properly, avoiding possible negative ef-
fects. In a large SGS project (say for
a 500-Mb genome and 6x genome cov-
erage that is calculated as genome size
divided by average read length or 6x
500 000 Kb/0.5 Kb = 6 million sequence
reads), the first 4x sequence coverage is
to cover the target sequence evenly and
sufficiently. In this regard, the insert size
of clone libraries should be small, usu-
ally approximately 1.5 Kb or twice the size
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Fig. 6 A schematic illustration of the SGS
strategy. Starting from a target DNA, the strategy
contains five essential steps: clone library
construction, clone (end) sequencing primed by
universal primers from vector-borne sequences,

reads assembly, gap closure, and sequence
annotation. The inset illustrates that the
sequencing is done from clone ends with
universal primers. Detailed processes are
described in the text.
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of an average read length. The merits of
smaller inserts are multifold. They pose
fewer problems for cloning efficiency, ran-
domness, DNA preparation, and sequence
assembly. It is also easier to achieve uni-
formity in size fractionation since DNA
fragments of such a size are readily sep-
arated in agarose gel electrophoresis. The
next 2x is for accomplishing contiguity,
and so the insert size should vary ac-
cording to the repeat contents, including
types, ages (in an evolution sense), cluster
sizes, and whether there are active trans-
posons that often litter nearly identical
repetitive sequences in the genome. When
numerous, they create real problems for
sequence assembly. The choices of insert
size and cloning systems are abundant,
anywhere from 5 to 10 Kb for plasmids,
from 20 to 30 Kb for mini-BACs, and
from 35 to 40 Kb for cosmids or fosmids.
BACs are always end-sequenced because
in all cases BAC libraries are usually made
for building physical maps and targeted
gene sequencing, and often constructed
before a sequencing project is launched.
The only wet-bench concern is that some-
times DNA of large-insert clones is not
easily prepared in the same way as small-
insert clones and is a poorer substrate for
standard sequencing reactions. A subtle
computational concern is the ‘‘interleav-
ing’’ problem, where repeat clusters are
a few-fold smaller than the size of a
large-insert clone and longer than a few
sequence read lengths, such that sequence
contigs between the two end-sequences
could be lost (1.2 and 2.3).

Inadequate clone coverage always results
in both sequence and clone gaps. Depend-
ing on the compositional dynamics of the
genome and the data quality (mostly the
average of sequence read lengths), suffi-
cient coverage ranges from 6x to 8x. More
often than not, a WG-SGS stops at 4x

when contiguity is not a major concern.
The Lander–Waterman curves are com-
monly used for estimating such coverage.
The growth of number of contigs can be
followed closely while the project is ongo-
ing. The only variable for fitting the curve
is the average read length when a genome
size is known. The read length can be
estimated in several ways. The most pop-
ular one is to use the Q values calculated
by Phred. The value Q20 cut-off (a base
error rate of 1 : 100) is adequate for this
purpose although hard-nosed sequencing
operators sometimes use Q30 (a base error
rate of 1 : 1000) for assembly quality mea-
surement. The reads in a length shorter
than 200 bp should not be used for the
measurement but they can be incorporated
later into the final assembling process. An-
other way to estimate read length is to
calculate the fraction that contributes to
the consensus sequence. No matter what
is used for the read length estimates, more
sequence coverage (redundancy) is always
a faithful friend during a project that is
pressed for time. Sequence read coverage
could be pushed up to 10x for smaller
projects, such as a bacterial genome. Af-
ter redundancy is maximized, anomalies
should be carefully inspected in an assem-
bly, not limited to assembled contigs and
remaining gaps, physical or sequence, but
also leftover singlets (stand-alone sequenc-
ing read) or singletons (short contigs that
are single-read length and assembled by
a coverage lower than average). Finishing
strategies should be plotted with special at-
tention to the distribution of physical gaps
and the nature of sequence gaps.

2.2
Sequence Quality Control

Poor sequence quality that can be im-
proved experimentally usually comes from
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poor DNA preparation, since reagents and
equipments are all provided by a supply
company and process-optimized. Average
read length at Q20 is a superior estima-
tor of daily assessment of data quality,
and feedbacks from the analysis to the
wet-bench operation are necessary. Read
length can be improved in several ways.
In addition to better DNA preparation
protocols, these include prolonging the
separation (run) time, adjusting template
concentration, and optimizing sequenc-
ing reaction conditions. These should be
done and managed separately in a small
R&D group, rather than constantly revis-
ing pipeline protocols. Poor signal-to-noise
ratio is also attributable to poor DNA
preparation in most cases, although mal-
function of the process prior to DNA
preparation may also be to blame, such
as poor viability or growth of bacterial
cultures. System contamination and mal-
function of sequencing reactions can also
result in poor signal-to-noise ratios.

2.3
Repetitive Contents

All genomes seem to have repetitive se-
quences; some are simple and others com-
plex. Repetitive sequences can be defined
in two ways: mathematically (mathemati-
cally defined-repeat or MDR) and biologi-
cally (biologically defined-repeat or BDR).
When a sequence of a given length is
seen in a genome more than once, it is
mathematically defined as a repeat. The
only variable is length that depends on
the complexity or the size of a genome
(assuming a random model for four nu-
cleotides). BDRs are functionally defined
and usually refer to sequence-recognizable
transposable elements that are prevalent in
genomes of all life forms. BDRs are usu-
ally identified with a software tool (such

as RepeatMasker) composed of a database
and a search engine. Since BDRs have to
be identified by sequence homology, there
are several problems in classifying them.
First, the discovery of BDRs is very much
limited by prior knowledge of their exis-
tence although fragments of the repeats
are easily defined as MDRs. Second, it is
difficult to classify BDRs because they do
diverge over time according to a neutral
rate of sequence mutation and some of
the transposable elements are known to
be old, such as LINE (long-interspersed-
nuclear-element) in vertebrate genomes.
Third, BDRs are often fragmented because
of the dynamics of DNA sequencing of a
genome (such as mutation and recombi-
nation) and the biological nature of various
transposons (such as active and nested in-
sertion). Therefore, parameters of a search
engine can be adjusted to maximize or to
ignore certain diverged BDRs, but to find
them all is an unattainable goal. The quan-
titative relationship among MDRs, BDRs
and apparent BDRs (BDR’s) is depicted in
Fig. 7.

Two basic parameters are always a
concern for repetitive sequence analysis:
the length of repeats and their complexity
in a given genome. There are three
additional lengths to be aware of in the
analysis: those of a read, a clone, and
a targeted DNA fragment (such as a
chromosome or a genome). When two
sequence reads are nearly identical, their
positions in the target sequence become
ambiguous, especially when sequencing
reads are highly redundant for covering
the target. In this sense, the smaller
the target size, the easier the assembly
process. However, when complexity of a
target DNA and density of repeats are
both high, it poses a serious problem
that often results in sequence gaps in
the target sequence. In practice, the
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Fig. 7 Distributions of MDRs and
BDRs in the rice genome. MDRs can be
defined precisely (solid line) by counting
exactly repeated elements in a genome.
A portion of BDRs (broken line) is
defined by degrees of homology (>50%)
to known transposon families. The rest
is too divergent over the evolutionary
timescale to be readily identified but
they are clearly present in the genome
(gray) and can be estimated through
homology analysis with low stringency.

longer the read length (assuming high
quality), the less an assembly suffers with
sequence gaps. Subclones of SGS project
with slightly larger inserts will sometimes
help in eliminating sequence gaps but
cloning efficiency, size variation due to
limited separation power of agarose-based
electrophoresis, and other technical details
will limit the increase of insert sizes.

2.4
Physical and Sequence Gaps

There are essentially two types of gaps
encountered in sequencing a genome.
When there is no clone available to
bridge two contigs in any libraries for
mapping and sequencing, a physical gap is
inevitable; it is thus also called a clone gap.
It is difficult to close such gaps because
technology to carry out targeted cloning
directly from isolated DNA of a large
genome has yet to be developed. It is,
however, possible to measure the lengths
of gaps by using standard Southern
techniques. The reasons for this type of
gaps are often complex, but the gaps are
usually the results of either inadequate
coverage of the library or poor clonability
of the missing DNA. Employing directed
PCR amplification, adding coverage to the
existing library and changing the cloning

system, and varying the insert size are all
useful remedies, coming from the wet-
bench part of a sequence operation. The
other type is sequence-related, in which a
sequence assembly remains fragmented.
In such cases, computer-aided analysis
is required to provide clues for the wet-
bench workers after they promise to deliver
data quality, and have clones of various
types in hands. If the nature of the gaps
(oftentimes they are either nasty repeats
in eukaryotic genomes or toxic genes in
microbial genomes) is worked out, they
can be left alone after some measurements
on the gap sizes. In any case, a finishing
plan should be drawn to handle the
two types of gaps before they become a
problem for sequence analysis, since the
more gaps a project has, the more contigs
have to be ordered. In a WG-SGS project,
at least some effort has to be devoted to
sequence finishing because genes or parts
of genes may get lost in a massive number
of contigs when sequence coverage is low
(such as 4x).

2.5
Validation of Sequence Assembly

Multiple estimators should be used to
validate a sequence assembly, because of-
tentimes estimators are biased because
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of differences in community interests,
emphasizing either functional or target-
ing aspects preferentially. The available
resources are (1) full-length cDNAs and
EST clusters (Unigenes); (2) physical maps
and their markers (STSs); (3) genetic
maps and markers; and (4) close-related
genome sequences.

There are three essential parameters to
be measured in validating an assembly.
The first is average coverage, which can be
calculated in a straightforward way such
as a percentage of hits of the markers
and sequences aligned to the target as-
sembly, although the definition of a hit
is always subjective because of the sub-
tle details involved, such as real sequence
polymorphisms. The second parameter is
to determine how complete those matches
are from a study of the markers and se-
quences to the targeted assembly. The
exact matching sequence has to be sta-
tistically presented precisely down to each
basepair. None of the above parameters
would tell much about the correctness
of the assembly in terms of long-range
contiguity and local misassemblies ex-
cept in the case of using restriction-digest
(fingerprinting)-based physical maps in
which the digested fragments are precisely
size-measured and even ordered. A retro-
spective comparison between the sequence
assembly and its corresponding physical
maps, from a BAC clone or genome-wide,
is always an excellent estimator for se-
quence validation. It is, however, difficult
to assess contiguity and accuracy of an
assembly when resources for estimation
are sparse.

2.6
Integration of Genomic Information

Together with the rapid increase in
genome sequences, data integration at

multiple levels from genomics-scale stud-
ies is of the essence for understanding
the basic genomic information and func-
tional annotation of sequenced genomes.
In a vertical integration scheme, the top
layer consists of genes (their structural
and regulatory elements) and other basic
genomic elements (repeats, telomeres, and
centromeres). The intermediate layer in-
cludes gene expression information, from
mRNA to protein. The bottom layer is
the relationship of a gene product, RNA
or protein, and its interacting partners in
the context of location (defined by spatial
connection and timing), function (defined
chemically or physiologically), and mech-
anisms (defined by specific roles of each
of the components and their cooperative
functions). Genetic information, including
markers and sequence polymorphisms, is
usually gene-centric or marker-centric and
must be integrated into the top layer as part
of the physical map before correlations can
be made precisely between genotypes and
phenotypes. Database systems are usually
built not only to manage and search the
raw data. They are also integrated with
software packages for visualizing, editing,
annotating, and analyzing the data. An in-
tegration scheme for rice genomic data is
illustrated in Fig. 8.

3
Technical and Experimental Basics

SGS as an operational entity, especially
in LSS, is highly specialized, with more
than 10 years of experience in process im-
provement and automation. It is relatively
mature in the sense that its basic process
cannot change overnight. For instance,
sample preparations and all subsequent
liquid handling procedures are based on
microtiter plates with 96 and 384 wells. The
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Fig. 8 An example of sequence annotation schemes from the rice genome.
Gene-finding results from two gene- finding software packages, FgeneSH and BGF are
shown in the annotation.

sequence technology may change some
day in the future, but sequencing and
cloning systems will live on.

3.1
Genomic DNA Libraries

The preparation of insert DNA is one of
the crucial steps in making SGS libraries.
For constructing small-insert libraries or
subcloning of large-insert clones, physical
power, rather than enzymes, is usually
preferred for shearing DNA into frag-
ments. There are two ways of doing

this – sonication and nebulization. Com-
mercial instruments are readily available
and a skillful technician can easily master
the technique even for large-scale op-
erations. Partial restriction-digest is not
commonly used for preparing insert DNA,
especially in large batches. It is, however,
very useful when clone libraries with insert
sizes ranging from 5 to 20 Kb are con-
structed for achieving better contiguity.

Size-selection of insert DNA is another
important step in securing high-quality
libraries, but this is often neglected. Better
performance in size-selection results in
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not only narrower insert size variation
but also lower numbers of ‘‘empty’’ (a
consequence of too small an insert) clones,
thus improving the standards of library
quality control. A more uniform insert
size is very helpful in sequence assembly
when information on clone ends is used
to join contigs (3.3). To achieve a better
size-selection, two key factors should be
kept in mind: electrophoretic conditions,
and appropriate loadings (micrograms
of DNA per well in an agarose gel).
Rapid electrophoresis, by increasing either
currents or voltages of the electric field,
reduces separation power, while over-
loading damages the filtration power of
the matrix (agarose). For this simple but
key step, an optimized system should be
carefully established.

3.1.1 Source DNA
One can never over-emphasize the im-
portance of selecting source DNA for a
genome project, regardless of whether WG
or CBC was used as the downstream strat-
egy. The potential problem lies in the
genetic heterogeneity of DNA samples. It
is only a minor problem in large organ-
isms because they have sufficient tissue
or body mass, but in small organisms of
which tissue samples from multiple in-
dividuals are used for extracting genomic
DNA, it can be a major problem. In the
case of sequencing small-sized genomes,
such as those of bacteria or archaea, DNA
samples should be prepared starting from
single colonies. When different batches of
DNA preparations are unavoidable, special
care should be given to watch for transpo-
son insertions and segmental duplications.
Such a situation pleads for restriction fin-
gerprinting analysis (using pulse-field gel
electrophoresis if necessary) to make sure
of sequence integrity among the samples.
For small multi-cellular organisms such

as worms, insects, and small plants, it is
crucial to prepare genomic DNA for li-
brary construction from a homogenous
(inbred) population. It is not unheard of
that a WG-SGS project might have to be
abandoned because of the impossibility
of attaining assembling sequence reads at
an identity of 95 to 99%. When a non-
laboratory strain has to be used for a
project, physical maps should be built with
large-insert clones, from which a set of
MTP clones is fed into sequence pipelines.
It thus becomes a CBC-SGS project. Ex-
treme caution should be exercised lest
other invisibly small organisms contam-
inate the source DNA isolated from a wild
species, especially those from open waters,
such as large protists, small marine ani-
mals (mollusks, sponges, and corals), and
miniature plants.

The final concern, though not the least,
is about sex chromosomes. In a sexual
organism, sex chromosomes are often
unevenly distributed between males and
females. Other than human males who
have a miniature sex chromosome, Y, sex
chromosomes in other sexual species are
sometimes comparable in size. However,
they may not have the same distribution
as human sex chromosomes, where XY
is male and XX is female. In birds,
the male is homozygous, ZZ, and the
female is heterozygous, ZW. Oddities
are often observed in life forms, with
even temperature and crowdedness being
determinants for sex and genetic makeup.
Whenever possible, a haploid genome
provides much better source DNA for
WG-SGS.

3.1.2 Quality Assessment
There are a few parameters to be mea-
sured experimentally to assess the quality
of an SGS clone library: the average insert
size, the rate of non-informative clones
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(small inserts and background vector self-
ligation), and clone recovery rate. The
first two parameters can be measured
by colony-PCR (using a small number
of bacterial cells as PCR templates after
heat-denaturation) or by sampling isolated
plasmids. To avoid false-negative results
of PCR, tested samples should be in du-
plicates with appropriate controls. The last
parameter is a result of several potential
tribulations, including mixed or defective
clones, and non-optimal growth condi-
tions. It has to be tested by sequence sam-
pling. For a large-scale operation, it might
be more economical to just test all the pa-
rameters by sequencing random samples.

3.2
Sequencing Data Acquisition

The sequencing data acquisition process is
the engine of SGS. It is calibrated in a very
subjective and precise way as throughput
and cost. The throughput has shaped the
way LSS is organized globally, with only
a dozen or so academic institutions being
focused on such an operation. The cost
structure of DNA sequencing is composed
of capital equipment, reagent/supply, and
labor. At least two-thirds of the total
cost is on account of reagents and sup-
plies, so there is still plenty of room
for cost reduction. Another important fac-
tor is the management of the two major
components of sequencing business: one,
the experimental process, and the other,
computation. Only a short feedback loop
between these two components can ensure
operational efficiency.

3.2.1 WG-SGS and CBC-SGC
Operationally, there are major differences
between CBC-SGS and WG-SGS. First,
CBC-SGS is a map-directed operation and
it relies heavily on the completion of

a physical map containing targeted re-
gions. In most of the multi-institutional
operations, work is allocated according to
chromosomal regions (in the case of HGP)
or simply individual chromosomes (in
the case of the international rice genome
consortium). A potential danger is that
loosely affiliated members may all have
their own priorities and agendas, and that
their schedules for carrying the project to
the finishing line may vary accordingly. As
a result, the satellite projects have to be
finished and published separately; such
an operation not only reduces the sci-
entific impact of a project but also faces
the risk of being ‘‘scooped.’’ WG-SGS
is in a much better position to succeed,
since data are to be acquired by the same
group or groups with comparable operat-
ing styles. Second, CBC-SGS requires an
intermediate management layer to handle
maps and clones, to construct more shot-
gun libraries, and to assemble each clone,
each of which requires a different sort
of attention to complete. In other words,
wherever genomes with high repetitive se-
quence contents are involved, they may
never be finished to a similar standard,
and therefore CBC-SGS could face a dis-
astrous situation. Large plant genomes are
illustrative of such cases, where the repeat
contents exceed gene contents. For smaller
animal genomes, however, the problem is
less hazardous. Third, WG-SGS poses ma-
jor challenges for sequence assembly when
the target genomes are large and contain
high repetitive content, but assembling se-
quences for large-insert clones in typical
CBC-SGS are not. In CBC-SGS, sequence
contigs are ordered according to clone
orientation in physical maps, whereas in
WG-SGS, contigs can be ordered within
scaffolds or according to physical mark-
ers. In some cases of WG-SGS, contig
and scaffolds may not be ordered until
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both physical and genetic maps become
available. WG-SGS data, however, pro-
vide a foundation for retrospective physical
(gene) and genetic mapping efforts.

3.2.2 Directed Cloning and Random SGS
During the early phase of LSS, there
were two essential strategies developed
to evaluate the cost and efficiency for an
operational process. The first system uti-
lized a random shotgun protocol and M13
phage (single-stranded DNA) cloning sys-
tem. DNA preparations for M13 cloning,
when carried out manually, are usually
easy and clean, giving rise to high-quality
sequences. It is unfortunate that only one
end of the single-stranded DNA can be
primed for sequencing. The method was
soon replaced because the success of a
complex experimental protocol depends
on the collective merits of all the proce-
dures. The second system is the plasmid
cloning system (double-stranded DNA).
Two simple advantages of using plasmids
are: sequences from both ends of the insert
are obtainable from a single DNA prepa-
ration, and the length of DNA inserts is
also a piece of powerful information for
sequence assembly when their sizes are
prepared relatively uniformly. Although
other attempts were made in the early
days of LSS, such as transposon-directed
plasmid sequencing, the current practice
is focused on a plasmid-based random
cloning system, oftentimes coupled with
controlled insert sizes.

3.2.3 Process Control
SGS remains merely a process rather
than an approach or strategy when it is
not evaluated and compared with other
sequencing techniques. It is quite com-
plex, involving integration of sequence

acquisition, data processing, and analy-
sis. As a process, it has to be versatile
because relevant technologies are still un-
derdeveloped and any part of it can be
changed over a short period of time. For
instance, capillary sequencers now domi-
nate all large-scale sequencing operations,
although the slab gel format may continue
for special purposes such as for small-
scale operations and for achieving longer
read lengths. Of course, the most practical
consideration in building a sequencing op-
eration has to be capital investment. Any
such investment on a process-unstable
technology should be carefully calculated.
With an estimated annual budget ex-
ceeding $1 billion US dollars globally for
large-scale genome sequencing, more than
half of which comes from public funding
agencies worldwide, LSS is undoubtedly
going to stay with us for some time.

SGS creates major managerial chal-
lenges for process control. On the wet-
bench side, the managers are Ph.D. sci-
entists and skillful technical staff, who are
able to master cloning techniques and to
have troubleshooting capabilities for all
protocols used; each has precise quality-
control parameters that are under close
surveillance with fast feedback loops. For
instance, whether or not a clone library
is going into the pipeline depends on its
‘‘pass rate,’’ in which contaminations from
E. coli host and vectors, average lengths of
the insert, and identities of the target se-
quences (such as signature repeats) are all
factored in. However, things can go wrong
in between too, such as failures in DNA
preparation and sequencing reactions,
equipment-related errors, and even data
tracking mistakes. In most of the cases,
a custom-designed software system has to
be implemented for a process-controlled
operation. The challenge in building a ro-
bust system is to decide on the extent
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of automation versus human intervention,
where fully automated systems are im-
possible to build. On the computing side,
things are even worse. Data of different
kinds are voluminous and instantly accu-
mulating, including raw trace files (calling
for data management and database build-
ing) from different projects (calling for
project management when target DNAs
are from different sources), quality assess-
ment (involving quality management to
distinguish usable and unusable data), as-
sembled intermediates (requiring process
management dealing with reads, contigs,
and scaffolds), and annotations (calling
for biological research to interrelate the
results by searching against all available
data); and even these data are always in-
complete. Because automation is being
continually expanded, other groups of peo-
ple have also entered the process, namely,
engineers and manufacturers. Three in-
dispensable groups with different cultures
have to work together on the same pro-
cess. When physical mapping is involved,
another group of people would have to join
this outsized team.

A process should be evaluated by its
throughput and efficiency. There are many
reasons for there being only a few large
genome centers to do the basic jobs, but
management and experience matter the
most. In addition, scales, automation, and
robust protocols are all major concerns
for a sizable sequencing operation. As the
size of the target genome gets bigger,
the scale of an SGS operation goes
up. Currently, projects of the size of
mammalian genomes (3 billion basepairs)
are usually handled by a joint effort of more
than one genome center. There are only
half a dozen genome centers in the world
that are able to handle the sequencing of
large genomes independently.

3.3
Sequence Assembly

Sequence assembly is the most time-
consuming and computing-intensive part
of SGS, especially for WG-SGS. Software
tools for sequence assembly, and also
for gene-finding and sequence annotation,
have to be developed and implemented
before a real project starts. In addition,
the skills and experience of the operating
teams are also important since the entire
process is very complex and demanding,
as is described below.

3.3.1 An Overview of General Procedures
There are distinct steps in the procedure
for sequence assembly. First, repetitive se-
quences need to be defined, classified, and
masked for each sequence read before
being placed into an assembly pipeline.
Second, low-quality reads (usually at the
ends of a sequence read) and contami-
nated reads (from library hosts and other
projects) are removed through different
computational filters. Third, computer-
assembled sequence contigs are evaluated
based on mathematic models (such as the
Lander-Waterman model) and examined
manually after each finishing protocol is
applied (3.4). Fourth, contigs are further
linked into scaffolds based on additional
information. Finally, contigs and scaffolds
are ordered and oriented according to chro-
mosomal organizations based on physical
markers or other experimental data, such
as those from fluorescent in-situ hybridiza-
tion (FISH).

3.3.2 Classification of Repetitive
Sequences
Almost all eukaryotic genomes contain
significant portions of complex repetitive
sequences. Despite the fact that these
repeats are mostly definable by their
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repetitive natures, being created over evo-
lutionary timescales, they have not only
jumped in and out of genomes at differ-
ent points of time (lineage-specific) but
are also being mutated and recombined
among themselves, making their precise
identification an intricate task. Repetitive
sequences are often classified into two ba-
sic categories, simple and complex. Simple
repeats are easily definable and of less con-
cern for sequence assembly, because they
usually constitute only a small percentage
of the genome sequences in vertebrates
and seed plants. They do occasionally pose
minor problems for sequencing (3.4.3) and
may become a major nuisance for insect
genomes, as they could account for a major
part of heterochromatins. Complex repeats
are mostly defined biologically by detailed
evolutionary analyses and by building se-
quence libraries for featured annotations
of discrete taxonomic groups (2.3). An-
other class of repetitive sequences is the
so-called low-complexity repeats (LCR). The
origin of LCRs is recent segmental du-
plications, and they may cause significant
problems when concentrated in a proxi-
mal region of a chromosome. However,
they are not very frequent, and experi-
enced researchers can deal with them
quite easily with the aid of denser physical
markers and unique sequence signatures.
The final class of repeats concerns spe-
cial regions of chromosomes, such as
centromeres, telomeres, and their nearby
regions, such as subtelomeric regions.
Different research groups usually handle
these repeats according to their own spe-
cific interests.

3.3.3 Software Packages for Sequence
Assembly
Sequence information is acquired through
an electrophoresis-based instrument that
is capable of resolving differences among

DNA fragments at single base level. An
important parameter is the quality of each
resolved base, which is measured as er-
ror probability or error rate. In the most
popular software package for sequence
assembly, Phred-Phrap-Consed developed
by Phil Green and his colleagues, Phred
is a base caller that is capable of assign-
ing an error rate to each sequenced base
from a machine-processed trace file. Using
stringent quality measurement, all eligible
bases are used for assembly. Phrap car-
ries these quality scores when it assembles
consensus sequences from a set of se-
quencing reads. Consed is essentially a
viewer that allows users to examine the
results and edit the sequences. Nearly
all sequence assemblers have capabilities
similar to the Phred-Phrap-Consed pack-
age, but some have been outfitted with
more user-friendly features. For instance,
CAP, another sequence assembly program
developed by Xiaoqiu Huang and Anup
Madan, is able to clip 5′ and 3′ low-
quality regions and uses forward–reverse
constraints to correct assembly errors.
Phusion, an assembler developed at the
Sanger Institute, is competent in assem-
bling mammalian genomes, and was used
in the mouse genome project with a
WG-SGS dataset. Phusion incorporates
end-pairing information and has an abil-
ity to group large numbers of sequence
reads before performing a parallel assem-
bly protocol. Some of the major software
packages for sequence assembly are listed
in Table 2.

3.3.4 Building Contigs and Scaffolds
The fundamental nature of sequence as-
sembly software is to define identity
among sequences of different reads and
to detect their overlaps. Several software
packages have been developed for DNA
sequence assembly but by far the most
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popular one is the Phred-Phrap-Consed
package. For large WG-SGS, a special
package has to be built in to handle ad-
ditional information that is not dealt with
by Phrap. For the purpose of illustrat-
ing the basic principles and methodology,
RePS (an assembler, repeat-masked Phrap
with scaffolding, developed at Beijing Ge-
nomics Institute) is taken as an example
(Fig. 9).

The first step of a sequence assembly is
to define ‘‘repeats,’’ and these are the major
obstacles whenever sequence comparison
is the engine of an assembler. Repeats are
usually defined mathematically as exact
matching sequences of oligonucleotides
(MDRs), as a series of ‘‘oligomers.’’ The
lengths are often defined empirically,
such as 20mers for large eukaryotic
genomes. Repeats are identified from each
sequencing read and ‘‘masked’’ before
being placed in an assembly process.
Some of these reads may be completely
masked so that they have little chance
to contribute to intermediate assemblies,
but they are factored in as anonymous
coverage only in the final product. Phrap is
often used as an assembly engine for most
assemblers although other algorithms
have been developed for general sequence
comparison and assembly.

In nearly every LSS project, another
powerful piece of information is also
used, namely, paired sequence reads from
the ends of the same clone (acquired
from opposite directions), which allow
users to order and orient additional
contigs that are not obviously overlapping
in sequences but definable by clone-
length criteria. When the insert sizes
of a clone library are not significantly
deviated from a median (usually measured
experimentally), a uniform size is assigned
to all the clones sequenced from both
directions. The insert sizes may vary

among libraries used for a particular
project but not within the libraries. As
a result, the ends of a clone can be paired,
though sequences of the middle portion
of an insert may not be covered from
both ends, and this information is utilized
to ‘‘scaffold’’ neighboring contigs that are
anchored by these end sequences. Figure 9
depicts the assembly process involving
the two primary components of RePS:
assembly of repeat-masked reads with
Phrap, and scaffolding based on clone-end
information.

The final process of an assembly is
to close the gaps. At this point, two
types of gaps are in evidence: artificially
created ones due to repeat masking, and
physical ones that occur statistically by
chance. The former is referred as repeat
gaps (seen within sequence reads) and
the latter is called Lander–Waterman gaps.
Repeat gaps can be filled after reads are
assembled and Lander–Waterman gaps
are to be closed experimentally because
they often result from inadequate coverage
or purely by chance. In practice, both
gaps are usually smaller than the lengths
of single reads and can be bridged by
clone-end information, when paired ends
of a clone happen to join their two
neighboring contigs.

3.4
Sequence Finishing

Sequence finishing, a process for achiev-
ing better contiguity of a target sequence,
is always a time-consuming process, and
requires the collective experience in LSS
built up over a decade. Efforts in au-
tomating such a process have had some
successes, but have suffered because of
the inadequacy of standards as well as
funding. There is no question that certain
important genomes have to be finished
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to a standard that is acceptable to the
scientific community. Examples of such
genomes are the human and laboratory
mouse genomes, but for other genomes
a working draft (6–8x coverage) as the fi-
nal product of a genome project should
be satisfactory. With either WG-SGS or
CBC-SGS, the basic finishing process for
sequence gaps is essentially the same.
It includes: (1) improving quality in the
weak regions (often defined as those cov-
ered by a single read generated from
a single type of sequencing chemistry);
(2) primer-walking on clones at contig
ends; (3) PCR-sequencing to close gaps;
and (4) checking consistency guided by
physical maps. These activities are nor-
mally performed by a team of well-trained
technicians and led by a highly experienced
scientist with a Ph.D. degree.

3.4.1 Improving Sequence Quality
Before one looks into the relationship
among sequence contigs, the first thing to
do in the finishing stage is to analyze the
weakly covered sequences (poor sequence
quality and single-read coverage) that
are often the reason for misassemblies
and false joints between contigs. Poor
reads assembled into contigs should be
removed first and repeated experimentally
with or without new DNA preparations.
Plasmid clones (not M13 clones) can be
sequenced from the opposite directions
if the poor reads are due to the nature
of DNA sequences (such as long simple
repeat tracks or extreme GC-contents).
This seemingly less impressive practice
is in fact very powerful, and at times
reduces the number of contigs by half in a
project on bacterial genomes of a few Mb
in size. The second major effort should be
to figure out reasons why certain contigs
stop growing; some may be obvious and
even straightforward to determine, and

others may not. For instance, when contigs
repeatedly end with poor-quality reads, the
most obvious solution is to add more reads
to increase the total sequence coverage.
When contigs end with large numbers of
reads, higher than the estimated average
coverage, and stop sharply with a pile
of high-quality reads, the reasons are
usually misassemblies due to repetitive
sequences. In large genomes, low-copy
repeats, which may be either large (such
as recent segmental duplications) or small
(such as recent transposon insertions and
duplications), from time to time create
serious headaches for sequence finishers
and need to be spotted as early as possible.

3.4.2 Primer-walking and
End-sequencing
All sequence contigs end for some par-
ticular reason. These reasons include,
but are not limited to: (1) low-quality
reads or failed sequence in one end
of a clone that happens to be in a
poorly covered region; (2) high-copy re-
peats that are too long to be linked by
any clones in the assembly; (3) low-copy
repeats that are assembled together; and
(4) false joints that are made within the
contigs. These reasons can be placed
in one of two categories: repeat-related
and quality related. Quality-related contig-
breakers can be eliminated by primer-
walking, in which specific primers are
designed to improve the local sequence
quality. When a PCR product is too long
to be ‘‘walked’’ over (for example, if it
is more than 3 Kb in size), a clone li-
brary can sometimes be made from the
PCR product for a small SGS project.
Repeat-related contig-breakers are, how-
ever, very hard to eliminate. Software
tools are required to examine sequence
contigs and their contents, and to relate
repetitive sequences among contigs. In
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the assembly software assembly software
package, Phred-Phrap-Consed, there is a
useful little tool, called PhrapView, allow-
ing users to see distributions of repetitive
sequences among contigs within a project.
A general remedy for the repeat problem
is to add some large-insert and end-
sequenced clones into the assembly, such
as BACs or cosmids/fosmids. The hope
is that these long-range sequences can
solve, in part, this type of assembly prob-
lem. When repeat-related problems are
explicitly understood, editing of software
parameters and read assemblies becomes
an easy solution.

3.4.3 Closing Sequence Gaps
There are always mixed feelings about clos-
ing gaps. On the one hand, it is satisfactory
to close some simple gaps, such as by PCR-
based methods. On the other hand, when
thinking about the nature of these gaps,
one may wonder why we have to take so
much trouble over closing them. This is be-
cause most of the gaps are caused by short
(a couple of Kb or less), low-complexity
(a few unique copies in the genome),
and simple repeats (such as {AT}n and
{CCT}n). Time and again, gaps are found
due to degenerate simple repeats (such as
degenerate repeat tracks of pentamers or
hexamers, often classified as MDRs, 2.3)
that are poorly maintained by the bacterial
hosts. In other words, they are mostly phys-
ical gaps caused by cloning failures, and
are especially present in animal genomes,
such as those of human, mouse, and in-
sects. Short BDRs of high density can also
result in similar gaps, especially in plant
genomes. When large repeat clusters are
encountered, gap closure can be difficult
and sometimes impossible. Extreme GC-
contents, often caused by simple AT-rich
or GC-rich repeats, can also result in gaps
because they are tricky to sequence with a

standard sequence reaction protocol. Both
annealing and extension temperatures of
a sequencing reaction have to be adjusted
to repeat the experiments. In the genomes
of grasses and warm-blooded vertebrates,
a negative GC-content gradient along the
transcription direction exists in a signif-
icant portion of their genes. This is the
result of a mutation drive that is believed
to originate from the transcription-coupled
DNA repair mechanism. When the GC-
content of these genes reaches 70%, the
5′-end is occasionally missing in the as-
sembly. Though this is a particular case
seen in sequencing the rice genome, the
phenomenon may extend to other grass
genomes (such as those of wheat and
corn). In summary, there are no univer-
sal rules about how to close gaps, and what
the sequence characteristics of the gaps
are. It is, however, worth making an effort
to close a few gaps just to know what is
out there.

It is still debatable whether all gaps
should be closed in a genome sequence
and it is up to the research communities
and their funding agencies to take a final
decision. It is our opinion that, in a
WG-SGS project, certain gaps should be
closed and their sizes measured where
feasible; these should include gaps that
separate a coding sequence and that are
shorter than a few Kb, within a PCR-
reachable distance. On the other hand,
when gaps are known to be the result
of running against long-range repeats,
they should not and cannot be closed
with currently available techniques. On an
experimental note, when closing gaps that
are poorly covered by bacterial clones, one
can use isolated YAC or genomic DNAs as
PCR templates for gap sizing and filling
since they may have resulted from DNA
sequences that have poor clonability in
bacterial hosts.
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3.4.4 Physical Mapping and Clone
Fingerprinting
Because both physical mapping and clone
fingerprinting are very important tech-
niques for SGS, almost all large-scale
sequencing projects are initiated along
with a parallel project to make large-insert
clone libraries. Physical maps can be con-
structed by using three basic substrates:
chromosomal segments (such as radia-
tion hybrid mapping, in which overlapping
chromosomal segments are carried by a
cell line originated from different species);
large-insert clones; and restriction frag-
ments (or even DNA fragments). Two
basic markers are used for physical map-
ping, namely, STSs, and restriction-digest
fingerprints. The essence of physical map-
ping is to order these markers, clones,
and DNA fragments. Large-insert clones
are the most useful reagents for sequence-
ready physical maps, especially BCAs and
cosmids/fosmids.

In CBC-SGS, physical mapping be-
comes a prerequisite and a sequence-ready
map is the starting point for large-scale
SGS. Since BACs (100 Kb to 200 Kb) and
cosmids (30 Kb to 40 Kb) and also fos-
mids and phages are better sequencing
substrates than YACs, both directly (such
as for end-sequencing) and indirectly (their
subclones are the direct substrates), they
are preferred for constructing a sequence-
ready map. YACs are generally useful
for long-range physical mapping, such as
YAC-based STS mapping, but they have
to be subcloned into cosmids or fosmids
again in order to make a sequence-ready
map. For WG-SGS, it is foreseeable that
physical maps will be needed for hanging
sequence contigs or scaffolds on chromo-
somes when projects on large genomes are
carried over their SGS phase. With unlim-
ited STS candidates in hands, it is quite
feasible to construct a contig-based STS

map retrospectively, even if the number
of scaffolds may exceed a few hundreds.
Another way to order sequence contigs
is to use the FISH technique, in which
representative large-insert clones can be
placed and ordered over chromosomes
experimentally.

Clone fingerprints are also useful in
validating an assembly, especially for
CBC-SGS. When large-insert clones are
fingerprinted with high redundancy, each
clone and also the genome-wide sequence
quality can be systematically checked,
aided by software tools such as FPC, which
is an integrated program for assembling
sequence-ready clones, developed at the
Sanger Center.

3.5
Genome Annotation and Analysis

Genome annotation has now become a
specialty in genome-sequencing projects.
It gets more and more complex because
data of different types are being accumu-
lated exponentially and most of them are
cross-referenced both vertically and hor-
izontally. In a vertical sense, data of a
single species have to be integrated from
genome to transcriptome and proteome,
as well as information from other levels of
functional studies (such as metabolisms,
networks, and interactions). In the future,
all data that can be cross-referenced will
be cross-referenced without any delay. In
the horizontal sense, data from closely re-
lated species (within a species, genus, and
even within the same phylum) have to be
compared and analyzed with regard to the
details relating to the genes and their func-
tions. The norm is going to be changed
over time until species representing all life
forms of the extant taxa have been some-
what sequenced. This is not a dream but a
future reality.
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3.5.1 Compositional and Structural
Dynamics
Genome sequences are dynamic enti-
ties, deriving from common ancestral
genomes, and evolving to become more
divergent, complex, while remaining re-
lated at different evolutionary scales. Eu-
karyotic genomes are known to undergo
compositional transitions driven by muta-
tion mechanisms that are by and large
governed by various DNA polymerases
involved in DNA replication and repair. Al-
though eukaryotic genomes with extreme
average GC-contents are rare, heteroge-
neous distributions of DNA composition
are regularly observed. Figure 10 shows
several examples of such a dynamic na-
ture. Major compositional transitions have

been discovered among genomes, between
warm- and cold-blooded vertebrates, and
between grasses (one of the major mono-
cotyledonous plant groups) and the ma-
jority of dicotyledonous plants. Moreover,
not only is such an increase in GC-content
directional (Fig. 11), from 5′ end of the
transcription unit toward its 3′ end, but
it also involves significant portions of the
genomes and highly expressed genes. The
exact molecular mechanism has not yet
been demonstrated experimentally, but it
is speculated that it could be largely at-
tributable to transcription-coupled DNA
repairs. The relevance of genome com-
positional dynamics to SGS is multifold.
Extremes of GC-content (lower than 20%
and higher than 60%) often pose problems
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Fig. 10 Genomic GC-content distributions of selected genomes: G. gallus, H. sapiens, A.
thaliana, O. sativa, D. rerio, X. laevis, C. intestinalis, and C. elegans. GC-contents are
computed over a bin size of 500 bp.
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Fig. 10 (Continued)

in cloning and sequencing procedures.
Sequence heterogeneity interferes with
gene-finding algorithms, especially when
training data sets are not readily avail-
able. It also biases sequence homology
comparison, making genome annotation
more difficult.

The structural dynamics of evolving
genomes are studied at higher levels than
single or a few dozen basepairs, generally
involving large duplications and deletions,
which could occur genome-wide and in
the whole genome, in a chromosome seg-
ment, and at gene levels. Broadly speaking,
structural dynamics within genes and gene
families should also be dealt with in a
similar way, such as alternative spliced
variants and differential gene expres-
sion though transcription mechanisms.

In-depth understanding of genome and
gene structural dynamics is of importance
in genome assembly and annotation.

3.5.2 Genome Annotation
The keys in genome annotation are gene-
finding and information integration of
experimental evidence and, to a lesser
extent, repeat identification. For LSS,
these are always handled with automated
software tools and organized in databases.
Table 3 lists some of the major sequence,
genome, and annotation databases as well
as their relevant information.

Since sequence data are being accu-
mulated much faster than experimental
evidence, development of ab initio gene-
finding software becomes a major re-
search activity for bioinformatics. Table 4
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Fig. 11 GC-content increases in cDNAs of
plants and animal genomes. GC1, GC2, and GC3
content are plotted as a function of cDNA
position, relative to the start of the coding
region, and averaged over all cDNAs with a 51-bp

sliding window. Phase information is extended
into the 5 -UTR. Eight examples are shown here:
(a) from plants, O. sativa, T. aetivum, A. thaliana
and G. max, and (b) from animals, H. sapiens, G.
gallus, D. rerio, and X. tropicalis.

shows selected examples of such software
packages, their methods, and immediate
applications. Regardless of which mathe-
matical model (Hidden Markov Models or
neural network) is used and what param-
eters (sequence composition or signal to
weight), a common misperception about
gene finding is that a universal logarithm
must be developed for all genomes. In
addition to support from experimental
evidence, two common factors that deter-
mine the performance of a gene-finding
program are sensitivity (a measure of pre-
diction that is equivalent to one minus

the false-negative rate) and specificity (a
measure of prediction that is equivalent to
one minus the false-positive rate). These
two parameters often obscure the possi-
bility that there are classes of genes for
which the performance is exceptionally
better or worse, such as those in differ-
ent size classes. It is necessary to consider
how performance varies as a function of
some continuous variables that describe
the properties of a test gene set. Gene size
as a variable is particularly important in
predicting genes for animal genomes be-
cause most of them are accounted as gene
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Fig. 11 (Continued)

spaces (including exons and introns, 1.2).
Not only do mammalian genomes contain
large genes that are megabases in size,
but insect genomes too are known to have
large genes across heterochromatin inter-
vals. Therefore gene predictions should be
carefully evaluated and interpreted based
on the dynamic features of the target
genome. Algorithms that succeed in an-
alyzing one genome should not be blindly
used in others, especially when they are by
and large unrelated, such as (in an extreme
case), between animal and plant genomes.

3.5.3 Sequence Variations
It is becoming increasingly common for
a genome project to include an effort to
generate sequence variation data through

sequence sampling of wild counterparts
(the chicken genome project did this in
the opposite way, choosing the wild type,
the red junglefowl, as the target), di-
verged breeds and closely related species.
The study of sequence variation involves
two basic steps: discovery in order to
find candidate variations, and validation
to acquire frequency information of ver-
ified variations in a background popula-
tion. SGS provides a powerful procedure
for the first step and could be used
for the second in a rather limited way
in consideration of cost differences be-
tween sequencing and genotyping. The
cost of the latter is believed to be drop-
ping at a much faster pace than that
for sequencing.



Shotgun Sequencing (SGS) 105

Tab. 3 Major databases for sequence storage, genome information, and annotation.

Name URL Description

Sequence database
GenBank http://www.ncbi.nlm.nih.gov/ Nucleotide sequences
EMBL http://www.ebi.ac.uk/embl/ Nucleotide sequences
DDBJ http://www.ddbj.nig.ac.jp/ DNA Data Bank of Japan
SWISS-PROT http://us.expasy.org/sprot/ Curated protein sequences
PIR http://pir.georgetown.edu/ Protein sequences

Genome database
ENSEMBL http://www.ensembl.org/ A large collection of genomes
UCSC http://www.genome.ucsc.edu/ A large collection of genomes
AceDB http://www.acedb.org/ C. elegans
FlyBase http://flybase.net/ D. melanogaster
SGD http://www.yeastgenome.org/ S. cerevisiae
WormBase http://www.wormbase.org/ Worm genome
GDB http://www.gdb.org/ H. sapiens
RGD http://rgd.mcw.edu/ R. norvegicus
MGD http://www.informatics.jax.org/ M. musculus
TAIR http://www.arabidopsis.org/ A. thaliana
BGI-RIS http://rise.genomics.org.cn O. sativa

Major databases for sequence annotation
dbEST http://www.ncbi.nlm.nih.gov/dbEST/ ESTs
RefSeq http://www.ncbi.nlm.nih.gov/RefSeq/ Reference sequences
UniGene http://www.ncbi.nlm.nih.gov/entrez/ Non-redundant gene clusters
dbSNP http://www.ncbi.nlm.nih.gov/SNP/ SNPs
COG http://www.ncbi.nlm.nih.gov/COG/ Cluster of Orthologous Groups of

proteins
GO http://www.geneontology.org/ Gene Ontology
InterPro http://www.ebi.ac.uk/interpro/ Protein families and domains
Pfam http://www.sanger.ac.uk/Software/Pfam/ Protein families
PRINTS http://bioinf.man.ac.uk/dbbrowser/PRINTS/ Protein fingerprints
PROSITE http://us.expasy.org/prosite/ Protein families and domains
ProDom http://protein.toulouse.inra.fr/prodom/ Protein domain families
DIP http://dip.doe-mbi.ucla.edu/ Database of Interacting Proteins
BIND http://www.blueprint.org/bind/ Biomolecular interaction

networks
KEGG http://www.genome.jp/kegg/ Molecular interaction networks

3.5.4 Genome Evolution
The study of genome evolution in the
Genomics Era has focused largely on lin-
eage evolution (such as within vertebrates
and fungi) in a vaguely defined context of
comparative genomics, but nonetheless on
the scale of genomes. Vertebrate genomes
appear to be evolving to become more com-
plex, as opposed to insect genomes that are

evolving to become more diverged. Com-
plexity has to build upon intricate networks
of interacting genes or, more precisely,
their products; these intricate networks
are in turn defined functionally as molec-
ular mechanisms and cellular processes.
It would be of great interest to see how
a new mechanism or a new process, cre-
ated or modified in terms of new genes or
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their definable variations over evolutionary
timescales, results in building new organs,
gaining new functions, and giving birth to
new species.

As genomes of major domesticated
crops and farm animals (oftentimes also
their wild counterparts) are being se-
quenced, learning the rules that underlie
many of the evolutionary changes in an
artificial process (domestication) over a
relatively short time period (10 000 years
or so) should command the attention of
many research teams, because of its sci-
entific and economic importance. Ample
collections of plant germplasms and an-
imal breeds provide invaluable genomic
resources, and domesticated animals can
also serve as model organisms for human
disease research.

Genome sequences evolve in both
macro- and micro-scales. At the macro-
scale, there are whole-genome duplica-
tions and subsequent chromosomal du-
plications, deletions, and rearrangements.
At the micro-scale, there are gene dupli-
cations and deletions as well as enormous
sequence variations within genes and gene
families, and all are complicated by trans-
posable element insertions over a variable
evolutional timescale. Genome evolution
should be studied in a much broader con-
text than what has been defined by the
classic field of molecular evolution.

4
Other Useful Resources for SGS

The ultimate goal of a genome-sequencing
project is to be able to present a whole
picture of a genome with all genes posi-
tioned on its chromosomes. In the pursuit
of this goal, one faces at least two major
challenges: identifying all the genes, and
ordering them. Algorithms for ab initio

gene identification are not yet mature,
as proved by the fact that the numerous
versions of such software have had only
moderate success thus far. Under current
circumstances, independent data are of-
tentimes required for a better annotation
of the WG-SGS data; these include ESTs
and cDNAs for validating the presence
of gene transcripts, physical and genetic
maps for gene ordering and referencing to
inheritable traits, and comparative analysis
to exploit evolutionary inference.

4.1
ESTs and Full-length cDNA

When compared with a WG-SGS project,
EST sequencing requires little effort. For
instance, to cover a 500-Mb genome once,
it takes one million reads. To acquire
significant coverage for a transcriptome
for a given metazoan cell, 10 000 reads
ought to be enough. It is worthwhile
to allot 1 to 10% of the budget of a
genome project to this effort, either as
part of the main project or independent
of it. As an example, the Sino-Danish
Swine Genome Project has initiated a
‘‘one-million EST’’ Project, allowing re-
searchers to acquire powerful transcrip-
tomic data from one hundred differ-
ent tissues and cell types, nearly 10 000
ESTs from each. Table 5 summarizes the
top 20 EST collections from the pub-
lic databases.

Full-length cDNA data are superior, but
require much expertise to generate. It in-
volves making full-length cDNA libraries,
sequencing cDNA clones that are longer
than typical sequencing reads, strenuous
management inputs to follow up each
clone, and reiterating the libraries for novel
clones. Yoshihide Hyashizaki’s group at
RIKEN and Shoshi Kicuchi’s group at
NIAS, Japan, have done excellent jobs on
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Tab. 5 A list of top 20 EST collections from
selected species.

Species # of ESTs # of UniGene
entries

H. sapiens 5 657 997 106 934
M. musculus 4 235 142 76 298
R. norvegicus 661 663 39 050
O. sativa 284 007 33 563
T. aestivum 559 149 24 735
B. Taurus 467 943 24 195
X. laevis 434 889 23 754
S. scrofa 328 573 21 947
D. rerio 532 545 20 978
A. thaliana 322 641 20 783
G. gallus 495 089 20 155
C. elegans 298 805 15 942
C. familiaris 154 720 15 665
X. tropicalis 423 107 14 632
Z. mays 415 211 14 179
O. mykiss 157 996 14 178
C. intestinalis 684 280 14 098
A. gambiae 150 042 14 085
D. melanogaster 382 439 13 928

Note: This list is ordered by the total number of
UniGene entries/ESTs by 2004-8-20.

this front to have curated adequate among
of human, mouse, and rice full-length
cDNAs. Full-length cDNAs do provide irre-
placeable resources for gene identification
and sequence quality validation, and thus
demand independent efforts.

4.2
Physical and Genetic Maps

The mapping of information, whether
physical (other than sequence maps that
are, strictly speaking, also a form of physi-
cal map) or genetic, is always a plus point
for WG-SGS. Physical maps allow the as-
sembled sequence and genes therein to be
referenced to the chromosomes in phys-
ical order, and genetic maps link genes

associated with inheritable traits to a phys-
ical location on a chromosome through
polymorphic sequence sites. For large
genomes in the size range over a billion
basepairs, such information becomes es-
sential. Another yet-to-be tackled challenge
is to map genes on small chromosomes
that have no obvious chromosome banding
patterns, such as the microchromosomes
in the chicken genome and numerous
minute chromosomes in the genomes
of crabs and shrimps. High-quality WG-
SGS is capable of producing an assembled
genome sequence map within one to a
few scaffolds, which can be mapped physi-
cally by several methods, such as different
versions of FISH and large-insert clone-
based physical maps. Since both mapping
processes are expensive, time-consuming,
and resource-demanding, they can be con-
structed retrospectively after a WG-SGS,
over a period of time. Nevertheless, se-
quence data, nevertheless, provide ample
candidate markers from genes, microsatel-
lites, and even SNPs, for mapping activi-
ties. Physical mapping methods are essen-
tially based on three laboratory techniques.
The most common technique is restriction
digests of large-insert clones, or clone fin-
gerprinting. It relies on redundancy and
precise fragment size measurement to
determine overlapping clones, and thus
achieve ordering. The second technique is
large-insert clone-based STS mapping. It
leverages PCR technology and calls over-
lap according to whether the large-insert
clones share short unique sequences in
a given genome. The third technique
is hybridization-based, in which short
oligonucleotide sequences (also termed
as sequence-tagged connectors generated
from end sequences of large-insert clones)
serve as probes to tag clones that are grid-
ded in a very high density on reusable
nylon filters.
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Genetic maps are always needed for
genetic and functional studies, where
the relationship of each locus is linked
by the frequencies of a recombination
event as measured in pedigrees or pop-
ulations. For SGS, genetic maps provide
guidance in validating physical maps and
sequence assembly, and SGS provides the
most powerful tool for sequence polymor-
phism discovery.

4.3
Comparative Genome Analyses

Finally, one must emphasize the impor-
tance of comparative analyses. The NIH
initiative of Mammalian Gene Collection
(MGC) provides a precedent to direct fo-
cus towards this aspect. Representative
mammal species from distinct taxonomic
groups are all lined up in various sequenc-
ing pipelines, if not already sequenced.
This is also being extended to other lower
vertebrates and species in the root of chor-
dates. Such comparative and systematic
studies offer profound and broad infor-
mation for not only genome annotation
but also evolutionary studies on func-
tional aspects of genes, gene families, and
gene networks, thereby guiding molecular
biologists to explore basic molecular mech-
anisms among all life forms. The next wave
of genome sequencing will unquestionably
go deeper and broader into taxa of the ex-
tant life forms, prioritized by economic
and scientific interests. Comparative ge-
nomics offers a guidepost for targets of
choice in genome sequencing, deviating
from human-centric to species-focused.

5
Perspectives

Looking into the future of SGS, it is not
only genomicists who have reason to be

excited but also molecular biologists, and
even field biologists in all disciplines.
Genome sequencing is now well past
its infancy and out of its crib. It is
exploring new territories, checking out
its skills, and learning all the time as
it grows. Genomics has already broken
out of its original definition and morphed
into genome biology or systems biology
without losing scale or momentum. What
are some of the immediate challenges it
has to face?

5.1
Large Genomes

Given the increasing requirements for
sequence information, the need to tackle
larger genomes is inevitable. The current
records for finished genome projects on
the basis of genome sizes are the human
genome (among animal genomes) and rice
(among plant genomes). Can WG-SGS
strategy be applied to animal genomes
larger than the human genome, or to plant
genomes larger than that of rice? The
answer is obviously yes but not without
caveats. Genomes of different taxonomic
groups vary quite significantly (Fig. 5).
For instance, the genomes of mammals
deviate very minimally from the mean size,
about 3000 Mb, and are therefore suitable
for simple WG-SGS. The next large plant
genome to be sequenced may perhaps be
the maize genome that is 2500 Mb in size.
It is debatable, however, whether the wheat
or barley genomes should be sequenced by
the WG-SGS approach, because they pose
an unprecedented challenge for sequence
assembly on account of their repetitive
contents (over 90%), their large sizes,
and polyploid nature (in the case of
wheat alone). Large insect and crustacean
genomes, such as those of grasshoppers
and shrimps, and large protist genomes
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that have been largely untouched so far,
should all be carefully evaluated before
placed into a sequencing pipeline.

5.2
Genomes with High Repetitive Sequence
Content

The repeat content, especially that of
BDRs, varies widely among different
taxonomic groups. Most notable are the
plant genomes, some of which may have a
repeat content as high as 95%. It is not a
severe problem when the size of the target
genome remains small, because the gene
content can be put together easily and the
cost is usually low. A balance between de-
mands and costs is achievable within a
threshold (say for genomes sized less than
3000 Mb). Large genomes in a size range of
a few thousands of Mb have to be handled
with great caution. Here, WG-SGC would
not be suitable because of its high cost,
rendering over 90% of the investment in-
effective. Despite the fact that some of the
gene content can be enriched experimen-
tally by different methods (such as taking
advantage of differential methylation be-
tween the gene and repeat contents among
plant genomes), the goal of a dedicated
genome project is to acquire a complete
map of all its genes. In this regard, priori-
tization becomes a key for acquiring other
resources (4) that are of great assistance in
sequence assemblies and analyses over a
relative prolonged period of time, in com-
parison with an ordinary genome project.

5.3
Polyploidy: Ancient and New

Polyploidy is very common among the
extant species, some of it being an-
cient (formed naturally), and some recent
(formed either naturally or artificially). A

straightforward consideration for sequenc-
ing targets is to choose a diploid species
(preferably the wild counterpart or the an-
cestor species) rather than a polyploid one,
especially in the cases of crop species.
However, in most cases, the preference
is for the crop species to be sequenced di-
rectly first. In an ideal situation, the wild
counterpart, the diploid species that gave
rise to the modern polyploid crop, and the
crop itself should all be sequenced in se-
ries. When there is no option, the genome
of palepolyploid species should be evalu-
ated first by physical mapping or sequence
sampling for sequence divergence and fea-
sibility of whole-genome assembly before
a WG-SGS project is launched.

5.4
Mixed and Meta Genomes

In theory, when a mixture of multiple
genomes is to be sequenced, it can be
regarded as one organism with multiple
chromosomes, perhaps in different ratios.
For instance, genomes of a microbial com-
munity indigenous to a certain habitat are
often referred to as metagenomes; examples
of such habitats are the oral cavity, portions
of a ruminant stomach, and even drink-
ing water. However, microbes residing in
the same environment are not guaran-
teed to propagate with the same speed
and to respond to nutrient changes in
similar ways. As a common characteristic
under a defined circumstance, a microbial
group is dominated by a limited number of
species and contaminated by a large num-
ber of minor ones. Therefore, in an SGS
project that utilizes DNA extracted from
a meta-organism, genomes of the domi-
nant species would be easily assembled,
whereas those of the minor ones would
have little chance of reaching full coverage.
Unless novel strategies and techniques are
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developed, such an endeavor provides only
a survey of the metagenome and complete
sequences of its few dominant members.
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Keywords

Agonist
Any chemical or physical signal that interacts with a specific receptor resulting in
receptor activation. Agonists can be subdivided into partial agonists and full agonists
depending upon the degree to which they activate the receptor, and the intrinsic,
constitutive activity of a receptor can be suppressed by an inverse agonist.

Antagonist
Any chemical signal that interacts with a specific receptor, but neither activates the
receptor nor suppresses the intrinsic activity of the receptor. These properties enable
an antagonist to block the effects on an agonist or inverse agonist by competing for the
receptor binding site.

Effector
A protein whose activity is directly regulated by an activated heterotrimeric G protein.



Signal Transduction Mediated by Heptahelical Receptors and Heterotrimeric G Proteins 145

Heptahelical (7TM) Receptor
Integral membrane proteins that have seven amphipathic helices, and function as
receptors for specific ligands. Agonist-mediated activation of heptahelical receptors
results in the activation of specific heterotrimeric G proteins.

Heterotrimeric G Protein
A protein consisting of three different subunits referred to as α, β, and γ . The
α-subunit has a guanine nucleotide binding site, and intrinsic GTPase activity.
Agonist-occupied heptahelical receptors activate heterotrimeric G proteins by
facilitating the dissociation of tightly bound GDP, allowing GTP to bind in its place.

Ligand
Any chemical or physical signal that interacts with a specific receptor. This includes
full and partial agonists, antagonists, and inverse agonists.

Signal Transduction
A sequential series of biochemical reactions initiated by an environmental stimulus
that interacts with a specific receptor located inside a cell or on the cell’s surface.

� G protein-mediated signal transduction pathways are involved in the responses
of organisms and their constituent cells to a wide variety of stimuli. These
stimuli include ions, light, gustants, odorants, small peptides, proteins, hormones,
neurotransmitters, and lipids. The nature of the response can be equally diverse,
varying from changes in gene transcription to altered ion channel kinetics. These
pathways are utilized by nearly every species from yeast and fungi to mammals and
higher plants. Heptahelical receptors, heterotrimeric guanine nucleotide binding
proteins (G proteins) and their proximal downstream effectors constitute the core
components of these ubiquitous signaling pathways. Signal transduction is usually
initiated when an agonist binds to a selected heptahelical receptor, which in turn
activates its cognate G protein. When activated, G proteins are able to regulate the
activity of specific effectors such as adenylyl cyclase and ion channels. In addition
to the core components, many accessory proteins are involved in the regulation
of G protein–mediated signal transduction. Now the challenge lies in elucidating
how these pathways with their many constituent components are organized within
the cell. G protein–mediated signal transduction pathways are arguably the single
most important class of targets for pharmaceuticals. By and large the drugs used
for the therapeutic treatment of diseases involving G protein–mediated signaling
are ligands that bind to the receptors for these pathways. Although receptor binding
sites remain an important target for the development of new drugs, a thorough
understanding of the organizational structure of G protein–signaling pathways is
likely to reveal additional drug targets that may have therapeutic advantages over
those that act as either agonists or antagonists for the receptors themselves.
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1
Overview of G Protein–mediated Signal
Transduction

Signal transduction refers to the biochemi-
cal events involved in the response of a cell
to environmental cues. These messages,
known as agonists, can take a variety of
physical or chemical forms. They initiate
their effects by interacting with specific
receptor proteins on the cell surface, or
in some cases, inside the cell. Recep-
tors fall into four categories: (1) steroid
hormone receptors that bind testosterone,
estrogen, and other derivatives of choles-
terol; (2) receptors that possess an intrinsic
enzymatic activity such as receptor tyro-
sine kinases that respond to agonists such
as growth factors and insulin; (3) receptors
with an intrinsic ion channel activity such
as nicotinic acetylcholine receptors; and
(4) receptors that activate heterotrimeric
guanine nucleotide binding proteins (G
proteins). The latter category accounts
for the large majority of receptors. In
mammals there are approximately 1500
receptors that activate G proteins of which
approximately two-thirds are odorant re-
ceptors associated with the sense of smell.
A common feature of these receptors is
that they have seven amphipathic helices
arranged so that each helix fully traverses
the membrane in which the receptor is
embedded. This topography has given rise
to the terms heptahelical receptor or seven
transmembrane (7TM) receptor. Agonists
for approximately 200 7TM receptors have
been identified leaving the majority of 7TM
receptors on a list of ‘‘orphan’’ receptors
to await the discovery of their agonists.

G proteins that are activated by 7TM
receptors are composed of three different
subunits referred to as Gα, Gβ, and
Gγ . Yeasts have only one of each G
protein subunit, while mammals express

dozens of different G protein subunit
combinations. The α-subunit contains the
guanine nucleotide binding site, and in
the unactivated G protein, GDP is bound
to Gα. When an agonist binds to its 7TM
receptor, it facilitates the dissociation of
GDP, allowing GTP to bind in its place.
This activates the G protein, which in
turn regulates the activity of so-called
effector proteins. The intrinsic GTPase
activity of Gα returns the G protein to
its inactive state. As an enzyme, Gα is
a relatively slow catalyst, and in some
cases catalysis can be accelerated by
accessory proteins known as regulators
of G protein–signaling (RGS) proteins.
This scenario represents the rule and the
requisite exceptions are: (1) 7TM receptors
can mediate signal transduction without
activating G proteins (hence, our choice
of the term heptahelical receptors or 7TM
receptors rather than the commonly used
acronym GPCR for G protein–coupled
receptors); (2) G proteins can be activated
by proteins other than 7TM receptors; and
(3) signal transduction involving mitogen-
activated protein kinase cascades that are
normally regulated by receptor tyrosine
kinases can also be regulated by 7TM
receptors and G proteins.

2
Historical Background

During the first few decades of the twen-
tieth century it was discovered that cells
react to extracellular chemical substances
that we now call hormones and neuro-
transmitters. The concept of a ‘‘receptor’’
for these environmental messages arose in
order to account for the ability of cells to
discriminate between them, and respond
specifically to them. By mid century, the
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idea that hormones and neurotransmit-
ters interacted with specialized receptors
in the plasma membrane, and subse-
quently regulated the activity of ‘‘effectors’’
within the cell, was a prevalent hypoth-
esis despite the fact that none of the
cellular components involved in the pro-
cess had been definitively identified. In
the late 1950s, Sutherland and Rall dis-
covered that bathing liver cells with a
solution of epinephrine or glucagon lead
to the production of adenosine 3′, 5′
monophosphate (cAMP) inside the cell.
This observation provided evidence that
information in the form of environmen-
tal cues could be converted by the cell
into an intracellular ‘‘second messenger.’’
It was not apparent whether the enzyme
responsible for cAMP synthesis, adenylyl
cyclase (AC) (previously known as adenyl
or adenylate cyclase), was itself the re-
ceptor or if there was a separate receptor
component. Experimental data eventually
revealed that both receptor and effector
functions did not reside on the same
protein. This raised the question of how
information flowed from receptor to ef-
fector or, in the words of Martin Rodbell,
what the ‘‘transducer’’ process was. The
discovery that hormone-mediated stimula-
tion of adenylyl cyclase required guanine
nucleotide, that a guanine nucleotide bind-
ing component could be separated from
the component responsible for catalyz-
ing cAMP synthesis, and that GTP is
hydrolyzed during the process led to the
conclusion that the transducer was actually
a separate component of the pathway. The
transducer was eventually purified from
retina and liver. The fact that the trans-
ducer contained the guanine nucleotide
binding site eventually led to its being
called a ‘‘G protein.’’ The intrinsic GT-
Pase activity of the α-subunit identified
the G protein as a molecular switch that

allowed the chain of events known as sig-
nal transduction to occur when GTP was
bound to the G protein, and to shut it off
when the GTP was hydrolyzed. Although
7TM receptors, G proteins, and effectors
constitute the essential elements of G pro-
tein–mediated signaling pathways, many
accessory proteins that are critical for the
signal transduction process have been dis-
covered and characterized.

3
Heptahelical Receptors

3.1
Structure of Heptahelical Receptors
and Mechanistic Aspects of Activation

7TM receptors have seven amphipathic
helices, and each helix traverses the cell
membrane once. Biochemical evidence
showed that the N terminus was on the
extracellular side of the plasma membrane
leaving the C terminus on the cyto-
plasm side. The segments connecting the
transmembrane domains are commonly
referred to as extracellular and intracellular
loops. Many 7TM receptors have a disul-
fide bond that links the first and second
extracellular loops and a fatty acyl moi-
ety covalently bound to their C-terminal
cytoplasmic domains. 7TM receptors can
be divided into six families (Fig. 1). Struc-
tural diversity in the binding site of 7TM
receptors enables them to recognize an
amazing variety of ligands, but despite
this fact all 7TM receptors must activate a
heterotrimeric G protein for signal trans-
mission to occur. A bundle of the seven
transmembrane domains is the structural
element that allows this diverse collection
of ligand binding sites to convert agonist
binding into conformational changes that
are capable of activating the G protein.
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Rhodopsin is the best-studied 7TM recep-
tor, and the first and only 7TM receptor
to be crystallized. The crystal structure of
rhodopsin provided information about a
7TM receptor in its inactive state, thus

revealing the arrangement of the trans-
membrane helices with respect to one
another (Fig. 2). Although no crystal struc-
ture for the active conformation of the
receptor exists, a variety of data have been
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used to predict specific agonist-induced
changes in the receptor’s conformation.
These changes include both rotations
and displacements of the transmembrane

helices relative to one another that carry
through to the cytoplasmic domains of the
receptor, thus enabling it to activate its
cognate G protein.

Fig. 2 Rhodopsin is depicted as a
ribbon model based on the X-ray
crystallographic structure of the
receptor. Rhodopsin, like all heptahelical
receptors, spans the cell membrane so
that it is exposed to both the
extracellular milieu and the cytoplasm.
The model is oriented so that the
extracellular and intracellular
compartments are above and below the
molecule, respectively. The 11-cis retinal
that is isomerized to the
trans-configuration when struck by a
photon is shown as a space-filling model
in purple. Each of the seven amphipathic
helices is shown in a different color and
rhodopsin has an additional short
eighth helix near its C terminus that lies
on the cytoplasmic surface of the cell
membrane in the unactivated state of
the receptor. (See color plate p. xxv.)

Fig. 1 7TM receptors can be divided into six families on the basis of sequence homology. (A) Three
main families ((1, 2, and 3) can be easily recognized by comparing their amino acid sequences.
Family 1 contains most 7TM receptors including odorant receptors. Family 1a contains receptors for
small ligands and includes rhodopsin and β-adrenergic receptors. The binding site for this family is
located within the seven transmembrane bundle. Family 1b contains receptors for peptides whose
binding site includes the N-terminal, the extracellular loops and regions of the transmembrane
domains near the extracellular surface. Family 1c receptors have a large extracellular N-terminal
domain that together with extracellular loops 1 and 3 form the binding site for glycoprotein
hormones. Family 2 7TM receptors have morphology similar to family 1c receptors, but they do not
share sequence homology. Agonists for family 2 receptors include glucagon. Family 3 contains
metabotropic glutamate receptors (mGluR) and γ -amino butyric acid receptors (GABAB). (B) Family
4 receptors include pheromone receptors; family 5 contains ‘‘frizzled’’ and ‘‘smoothened’’ receptors
that are involved in embryogenesis, and the family of cAMP receptors that have only been found in D.
discoideum. Reprinted from EMBO Journal, Vol. 18, J. Bockaert and J. P. Pin, Molecular tinkering of G
protein-coupled receptors: An evolutionary success, Pages 1723–1729, Copyright (1999), with
permission from Macmillan Publishers Ltd.
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3.2
Receptor Desensitization and
Downregulation

Signaling by an activated 7TM recep-
tor is rapidly attenuated by a process
known as desensitization. Desensitization
is initiated by sustained agonist-mediated
activation of the receptor, which ren-
ders it susceptible to phosphorylation. The
observation that rhodopsin was phospho-
rylated following activation by light led
to the discovery of the first 7TM recep-
tor kinase, which was dubbed rhodopsin
kinase. Rhodopsin kinase is a member
of a family of G protein–coupled recep-
tor kinases (GRKs), and is now known as
GRK1. Since its discovery, six additional
GRKs (GRK2 through GRK7) have been
identified. GRKs catalyze the phosphory-
lation of serine and threonine residues
in the third intracellular loop and the
C-terminal cytoplasmic domain of 7TM
receptors. The efficacy with which GRK
phosphorylates 7TM receptors can be mod-
ulated by other kinases. The consequence
of GRK-mediated phosphorylation is that
the 7TM receptor has an increased affin-
ity for proteins known as arrestins. The
prototypical member of this family, visual
arrestin (originally known as 48-kD pro-
tein, and now called arrestin-1), is found
in retinal rod cells. Two other family
members, β-arrestin-1 and -2 (otherwise
known as arrestin-2 and -3, respectively),
are widely distributed, while the fourth
member, cone arrestin, is found in reti-
nal cone cells. The binding of arrestin
to a GRK-phosphorylated 7TM receptor
is believed to directly interfere with the
receptors ability to activate its cognate
G protein, attenuating signal transduc-
tion. Arrestins have also been labeled
as ‘‘scaffolding’’ proteins (Sect. 6.3.1) be-
cause they bind many proteins in addition

to phosphorylated 7TM receptors, and it
is through these interactions that arrestin
mediates the movement of phosphory-
lated 7TM receptors to microdomains on
the cell surface known as coated pits.
Associated with the cytoplasmic surface
of coated pits are three proteins, the
heavy chain of clathrin, adapter protein 2
(AP2) and N-ethylmaleimide-sensitive fac-
tor (NSF), which have been shown to bind
β-arrestins. These proteins enable arrestin
to drag 7TM receptors into the coated pit
so that they can be taken into the cell by
endocytosis. The extent to which differ-
ent 7TM receptors are internalized varies
depending upon their ability to engage
the endocytotic machinery. In the pro-
cess of endocytosis, coated pits become
coated vesicles that deliver 7TM recep-
tors to organelles called endosomes. Small
GTP binding proteins including many Rab
family members, ADP ribosylation factor
6, and GIT2 have also been implicated
in the trafficking of 7TM receptors to en-
dosomes. Heterotrimeric G proteins are
also internalized after signaling, but the
fate of the G protein is not known and
little is known about the trafficking of
effectors following signaling. The fate of
the internalized 7TM receptors differs de-
pending upon the type of receptor. Some
receptors are resensitized by dephosphory-
lation and recycled back to the cell surface
while others are degraded in a process
known as downregulation. Factors govern-
ing which pathway a receptor takes remain
to be elucidated.

3.3
Receptor-mediated Activation of Pathways
that Do Not Involve G Proteins

7TM receptors are now recognized as be-
ing able to regulate biochemical pathways
independently of heterotrimeric G protein
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activation. Although 7TM receptors can ac-
tivate mitogen-activated protein (MAP) ki-
nase pathways by a G protein–dependent
mechanism (Sect. 5.8), it is also clear that
these receptors can do so by a G protein-
independent mechanism. MAP kinase
pathways are so named because of their
involvement in the response of cells to mi-
togenic signals that typically act through
receptor tyrosine kinases including epi-
dermal growth factor (EGF) receptors or
fibroblast growth factor receptors, among
others. The cellular slime mold, Dictoys-
telium discoideum, has a number of 7TM
receptors, but only one gene for a Gβ.
Disruption of the gene for Gβ prevents ac-
tivation of all known G protein–dependent
effectors in Dictoystelium, but these Gβ

null mutants retain the ability to acti-
vate MAP kinase pathways after 7TM
receptor stimulation. 7TM receptor regu-
lation of MAP kinase pathways also occurs
in mammalian cells. The mechanism
may involve events that are associated
with receptor desensitization, including
phosphorylation of the agonist-occupied
7TM receptor by GRK and arrestin bind-
ing, but the actual process of endocytosis
(Sect. 3.2) is not a prerequisite for MAP ki-
nase activation. In addition to MAP kinase
pathways, other G protein–independent
physiological responses to 7TM receptor
activation have been identified, including
alterations in gene transcription and ion
fluxes across membranes.

4
G Proteins

4.1
Structure and Mechanistic Aspects
of G Protein Activation

The crystal structure of a heterotrimeric
protein revealed that Gα has two domains.

One domain is replete with α-helices
prompting it to be named the α-helical
domain, and the other that contains the
guanine nucleotide binding site has a
structure similar to the small GTP binding
protein Ras, thus it is called the Ras-
like domain (Fig. 3). The N terminus of
Gα subunits is covalently modified by
the attachment of myristate, palmitate,
or both. Myristate or palmitate is bound
by an amide linkage to the N-terminal
glycine residue (exposed after removal of
the initiator methionine) while palmitate is
attached by a thioester linkage to a cysteine
near the N terminus.

Gβ has seven similar structural domains
that are assembled so that they resemble
a seven bladed propeller. The N terminus
of Gβ extends beyond the propeller, and
is intertwined with the N terminus of
Gγ forming a coiled coil structure. The
C terminus of Gγ is covalently modified
by the attachment of an isoprenoid moiety
(either a geranylgeranyl or farnesyl group).
The N terminus of Gα, with its covalently
bound fatty acyl chains lies close to the
isoprenylated C terminus of Gγ and
these hydrophobic moieties are important
for anchoring the G protein to the cell
membrane. The N terminus of Gα also
makes contact with amino acid residues
in the first blade of the Gβ propeller. In
the unactivated G protein, one surface
of the Gβ propeller makes additional
contact with a region of Gα known as the
‘‘switch interface.’’ The switch interface
is so named because it contains regions
called switches that change conformation
when GTP or a GTP analog replaces GDP
in the guanine nucleotide binding site of
Gα. Activation of the G protein by an
agonist-occupied 7TM receptor disrupts
the interaction between Gβ and the switch
interface of Gα allowing GDP to dissociate
so that GTP can bind in its place. In the
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Fig. 3 The unactivated conformation of
a heterotrimeric G protein is shown as a
ribbon model with bound GDP depicted
as a space-filling model (purple) within
the Gα subunit. The model is based on
the X-ray crystal structure of a protein
consisting of a chimeric α-subunit
composed predominantly of residues
from Gαt associated with the transducin
Gβγ heterodimer (Gβ is shown in blue).
The C terminus of Gγ (green) and the N
terminus of Gα, which have covalently
attached hydrophobic moieties that
anchor the G protein to the membrane,
lie close to each other at the upper left
of the figure. Switches I, II, and III on
Gα are shown in progressively lighter
shades of red. (See color plate p. xxxii.)

GTP bound state, the conformation of the
three switches are significantly altered,
thereby preventing Gβ from binding to
this surface of Gα. In this way, the G
protein is held in an active conformation
until GTP is hydrolyzed and the switches
can return to their inactive conformations,
thus allowing Gβ to again interact with the
switch interface on Gα. GTP hydrolysis
is a consequence of the intrinsic GTPase
activity of Gα (EC 3.6.5.1). The catalytic
rates for GTP hydrolysis by G proteins are
characteristically slow for an enzyme, but
they can be increased by accessory proteins
known as regulators of G protein signaling
or RGS proteins (Sect. 4.3).

There are 12 mammalian genes that
code for Gγ subunits, five that code for
Gβ subunits, and 16 that code for Gα

subunits. The Gα subunits are grouped
into four subfamilies (Gs, Gi/o, Gq/11, and
G12/13) on the basis of sequence homology
(Table 1). The subtype of G protein
responsible for regulating the activity of
specific effectors can be found in Sect. 5.

4.2
G Protein Regulation that Does not
Involve Heptahelical Receptors

Aside from 7TM receptors, there exists a
diverse group of proteins that can interact
directly with G proteins, and a number of
them are capable of activating G proteins
by various mechanisms. The first nonre-
ceptor protein recognized as being able
to activate a G protein was cholera toxin
produced by the bacteria Vibrio cholera.
Cholera toxin is an ADP-ribosyl transferase
that covalently attaches the ADP-ribose
moiety of NAD to an arginine residue
(Arg201 of bovine Gαs) in ‘‘switch I’’ of
Gαs. This covalent modification prevents
Gs from hydrolyzing GTP once it is bound.
As a consequence, Gs becomes irreversibly
activated, with important consequences for
the progression of the disease cholera.
Another toxin, pertussis toxin, from the
bacteria Bordetella pertussis is also an ADP-
ribosyl transferase, but its substrate is a
cysteine residue near the C terminus of G
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Tab. 1 Heterotrimeric G proteins.

Name Gene Expression

α-Subunits
Gαs class

Gαs Gnas Ubiquitous
GαsXL Gnasxl Neuroendocrine
Gαolf Gnal Olfactory epithelium, brain

Gαi/o class
Gαi1 Gnai1 Widely distributed
Gαi2 Gnai2 Ubiquitous
Gαi3 Gnai3 Widely distributed
Gαp Gnao Neuronal, neuroendocrine
Gαz Gnaz Neuronal, platelets
Gαgust Gnag Taste cells, brush cells
Gαt−r Gnat1 Retinal rods, taste cells
Gαt−c Gnat2 Retinal cones

Gαq/11 class
Gαq Gnaq Ubiquitous
Gα11 Gna11 Almost ubiquitous
Gα14 Gna14 Kidney, lung, spleen
Gα15/16 Gna15 Hematopoietic cells
Gα12/13 class
Gα12 Gna12 Ubiquitous
Gα13 Gna13 Ubiquitous

β-Subunits
β1 Gnb1 Widely, retinal rods
β2 Gnb2 Widely distributed
β3 Gnb3 Widely, retinal cones
β4 Gnb4 Widely distributed
β5 Gnb5 Mainly brain

γ -Subunits
γ1, γrod Gngt1 Retinal rods, brain
γ14, γcone Gngt2 Retinal cones, brain
γ2, γ6 Gng2 Widely
γ3 Gng3 Brain, blood
γ4 Gng4 Brain and other tissues
γ5 Gng5 Widely
γ7 Gng7 Widely
γ8, γ9 Gng8
γ10 Gng10 Widely
γ11 Gng11 Widely
γ12 Gng12 Widely
γ13 Gng13 Taste buds

The table lists heterotrimeric G protein subunits encoded by mammalian
species together with their tissue distribution and the gene symbol. Gα

subunits are divided into subclasses on the basis of sequence homology.
Reprinted from Progress in Biophysics and Molecular Biology, Vol. 83, S.
Offermanns, G-proteins as transducers in transmembrane signalling, Pages
101–130, Copyright (2003), with permission from Elsevier.
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proteins that belong to the Gi subfamily.
ADP ribosylation of Gi by pertussis toxin
prevents it from being activated by a 7TM
receptor. Mastoparan is a tetradecapeptide
found in wasp venom that activates Gi by
virtue of being a 7TM receptor mimetic.
Analogs of mastoparan that activate Gs

have also been prepared.
Receptor tyrosine kinases (e.g. growth

factor receptors) can also use G pro-
teins to regulate the activity of down-
stream effectors apparently without involv-
ing 7TM receptors. Among the receptor
tyrosine kinases that fall into this cat-
egory are platelet-derived growth factor
receptors, insulin receptors, and insulin-
like growth factor-1 receptors. Other non-
7TM receptors have also been implicated
in the activation of G proteins. These
include erythropoietin receptors and a
glycosylphosphatidylinositol-anchored re-
ceptor, CK14.

Three mammalian proteins designated
AGS1, AGS2 and AGS3 (activators of G
protein signaling) were identified by a
screen designed to detect proteins that
could activate G proteins. Despite the
nomenclature, these three proteins are not
homologs. AGS1 is identical to DexRas1, a
member of the Ras superfamily. AGS1
has been shown to facilitate the bind-
ing of a GTP analog to Gi, accounting
for its ability to activate Gi. AGS2 is
identical to tctex1, the light chain of cy-
toplasmic motor protein dynein. AGS2
does not cause an exchange of guanine
nucleotides but appears to disrupt the
interaction between Gα and the Gβγ het-
erodimer, exposing epitopes on the latter
that are capable of activating downstream
effectors. AGS3 is a mouse protein with
homologs in humans (LGN) and the fruit
fly Drosophila melanogaster (Partner of In-
scrutable or Pins). Pins is important for the
asymmetric cell division in the Drosophila

embryo. Although AGS2 and AGS3 were
identified on the basis of their ability to
activate G proteins in a genetic screen,
it is not yet clear that they do so as
part of their normal physiological func-
tion. However, the ability of AGS proteins
to interact with G proteins is certain to
be important in vivo. Other activators of
G proteins include the microtubule pro-
tein tubulin, a protein found in the growth
cones of neurons called GAP-43, a pro-
tein associated with familial Alzheimer’s
disease known as presenilin-1, G protein
activator, and phosphatidylethanolamine-
binding protein. Other proteins that do
not activate G proteins, but are re-
ported to regulate them include caveolin
(Sect. 6.3.1), the signature proteins of lipid
microdomains called caveolae.

4.3
Attenuation of G Protein Activity by
Regulators of G Protein–signaling
Proteins

The visual image that you perceive is a
consequence of signal transduction medi-
ated by the G protein Gt. The α-subunit
of transducin (Gt) hydrolyzes GTP, but
the rate of catalysis is extremely slow. The
half-life for GTP bound to purified Gt is
approximately 15 s, but when you close
your eyes, the image disappears without
a perceptible delay. How can signal trans-
duction be terminated so quickly in the
intact cell if G proteins turn themselves
off at such a slow rate? This question
prompted the search for GTPase activating
proteins (GAPs) that could accelerate the
rate of GTP hydrolysis by G proteins, and
eventually led to the discovery of a group
of proteins known as RGS proteins. RGS
proteins have a conserved sequence con-
sisting of approximately 130 amino acids
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that is known as the RGS box, and they
have been divided into subfamilies on the
basis of the homology within this domain.
There are at least 20 mammalian RGS pro-
teins, and many of them act as GAPs for
the Gi/o, and Gq/11 subfamilies of G pro-
teins. Notably, no RGS protein capable of
acting as a GAP for Gs has been identi-
fied, and not all RGS proteins have GAP
activity. RGS proteins that act as GAPs are
capable of accelerating the GTPase activity
of G proteins by as much as 1000-fold,
but they do not directly participate in the
hydrolysis of GTP. Phosphorylation of G
proteins can alter their susceptibility to
the GAP activity of RGS proteins. Several
RGS isoforms have palmitate covalently at-
tached to cysteine residues, which provide
a hydrophobic moiety that may be impor-
tant for their association with membranes.
Many RGS proteins also have sequences
flanking their RGS box that contain vari-
ous domains important for intermolecular
interactions with proteins in addition to
Gα. For example, members of the RGS9
subfamily have a 64 amino acid domain
that resembles the C terminus of Gγ

subunits referred to as a Gγ -like (GGL)
domain. The GGL domain is responsi-
ble for binding to the brain-specific Gβ5

subunit, and in vivo, Gβ5 evidently ex-
ists as a complex with RGS9. There is
evidence that individual RGS proteins reg-
ulate selected signaling pathways, though
relatively little is known about this aspect of
RGS proteins. Two effector proteins, phos-
pholipase Cβ (Sect. 5.4) and RhoGEFs
(Sect. 5.7), have been shown to serve as
RGS proteins for the respective G pro-
teins which activate them, Gq and G12/13,
and the effector, cGMP phosphodiesterase
(PDE)(Sect. 5.1), greatly enhance the abil-
ity of RGS9 to serve as a GAP for the G
protein Gt.

5
Effectors

5.1
cGMP Phosphodiesterase

A mechanism for detecting light is one
of the indispensable elements needed for
vision. In mammals, this function is per-
formed by specialized cells called rods and
cones that are located in the retina. The
process of detecting light is referred to as
phototransduction to reflect the fact that it
is a signal transduction process, and it re-
quires the participation of a heterotrimeric
G protein. Because the G protein respon-
sible for mediating phototransduction was
one of the first proteins to be recognized as
fulfilling the role of the ‘‘transducer’’ that
was proposed by Martin Rodbell, it came
to be called transducin (abbreviated here
as Gt). The 7TM receptor responsible for
activating Gt is rhodopsin, and the effec-
tor that is regulated by Gt is cyclic GMP
phosphodiesterase (PDE). The process of
phototransduction, including information
about the structure, function, and regula-
tion of PDE is discussed in greater detail
in Sect. 7.2.

5.2
Adenylyl Cyclase

Adrenergic receptors are among the 7TM
receptors that regulate the activity of AC.
The importance of adrenergic signaling in
cardiovascular function and disease has
made AC one of the most intensively
studied G protein–regulated effectors. The
activity of AC can either be increased or
decreased depending upon the G pro-
tein–mediated pathway that is activated.
7TM receptors like the prototypical β2-
adrenergic receptor activate Gs leading to
stimulation of AC, while 7TM receptors
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such as the α2-adrenergic receptors acti-
vate Gi causing inhibition of AC. There
are nine different mammalian isoforms of
AC and they are all activated by Gs and in-
hibited by Gi. The ability of Gs to activate
ACs was initially attributed entirely to de-
terminants on the α-subunit. However, it
is apparent that the activation of some ACs,
specifically type II and type IV, also require
the presence of the Gβγ heterodimer.

AC is an integral membrane protein
with two putative membrane-spanning
domains, called M1 and M2. Each of
these domains is predicted to possess
six membrane-spanning helices. M1 and
M2 are connected by a large intracellular
domain called C1, and AC has a large
intracellular C-terminal domain referred
to as C2. Together C1 and C2 form the
catalytic domain that is regulated by G
proteins. In addition to being regulated
by G proteins, ACs are activated by the
diterpene forskolin from the root of the
plant Coleus forskohlii, and inhibited by
certain purinergic compounds such as
adenosine that bind to the so-called P-
site on ACs. Some isoforms of AC, notably
types I and VIII, are activated by Ca2+-
calmodulin.

When activated, AC catalyzes the pro-
duction of cAMP, and increased intracel-
lular levels of this second messenger cause
a concomitant increase in protein kinase
A (PKA) activity. Subsequently, activated
PKA phosphorylates many protein sub-
strates, including 7TM receptors, thereby
regulating their activity. For each step in
this cascade, there is an opposing reac-
tion that enables the pendulum to swing
both ways. Desensitization occurs when
the active conformation of the receptor
is phosphorylated by a GRK leading to
arrestin binding and a consequent atten-
uation of the receptor’s ability to activate

its cognate G protein (Sect. 3.2). The intra-
cellular concentration of cAMP is reduced
when it is hydrolyzed by PDE, and the
products of reactions catalyzed by PKA be-
come the substrates for dephosphorylation
by protein phosphatases.

5.3
Phosphoinositide 3-Kinase

Phosphoinositide 3-kinases (PI3Ks) phos-
phorylate the 3′-OH on the inositol ring
of phosphoinositides. They are inhibited
by the drug LY294002 and by the fun-
gal metabolite wortmannin, and can be
categorized as class I, II, or III. Class I
PI3Ks is further subdivided into classes
IA and IB. PI3Kα, β, and δ constitute
class IA and their respective p110α, β,
and δ catalytic subunits can bind any of
the seven p85 adaptor subunits that range
in molecular weight from 50 to 85 kDa.
PI3Kγ is the only member of class IB
and is most abundant in leukocytes in
which it is located on or juxtaposed to the
plasma membrane. PI3Kγ differs from its
class IA counterparts in that its p110γ

catalytic subunit cannot bind to p85 adap-
tor subunits. Instead, p110γ binds to an
adaptor subunit designated p101 that has
no known homologs. As with certain iso-
forms of AC (Sect. 5.2), there is evidence
for roles of both Gα and Gβγ in the activa-
tion of classes IA and IB PI3Ks. PI3Ks in
turn regulate the activity of many proteins
including protein kinase B (PKB/Akt), pro-
tein kinase Cγ , c-Jun N-terminal kinase
(JNK) and L type Ca2+ channels.

5.4
Phospholipase Cβ

There are 11 different isoforms of phos-
pholipase C (PLC) and they are subdi-
vided into four groups designated β, γ ,
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δ, and ε. All PLC isoforms consist of
a single polypeptide chain that catalyzes
the hydrolysis of phosphotidylinositol 4,5-
bisphosphate (PIP2) producing inositol
1,4,5-trisphosphate (IP3) and diacylglyc-
erol (DAG). IP3 triggers an increase in
intracellular Ca2+, and together, DAG and
Ca2+ activate ‘‘classical’’ protein kinase C
(PKC) isoforms, or DAG by itself can ac-
tivate ‘‘novel’’ PKC isoforms. Many PKC
substrates have been identified and phos-
phorylation by PKC leads to a variety of
physiological consequences. Four of the
PLC isoforms belong to the β-subfamily
(PLCβ1 through PLCβ4), and each PLCβ

isoform can be activated by 7TM receptors
that couple to G proteins belonging to the
Gq/11 subfamily. PLCβ1 is a GAP for Gqα

(Sect. 4.3), which binds to the α-subunit
with a KD of about 2 nM, and increases the
rate of GTP hydrolysis by approximately
1000-fold.

5.5
G Protein–coupled Inwardly Rectifying
Potassium (Kir3) Channels

Inwardly rectifying K+ channels belong-
ing to the Kir3 family are critical for
the regulation of resting membrane po-
tential in excitable and nonexcitable cells
and they are regulated by 7TM receptors.
There are four types of Kir3 subunits des-
ignated Kir3.1 through Kir3.4. These are
assembled as homo- or heterotetramers,
though not all combinations produce func-
tional ion channels. Kir3 subunits have
two transmembrane domains, and both
the N and C terminus are on the cy-
toplasmic side of the cell membrane.
Direct regulation of Kir3 by G proteins
is a membrane-delimited event that oc-
curs on a millisecond timescale, and it
is mediated by determinants on the Gβγ

heterodimer rather that the Gα subunit. A

number of studies have demonstrated that
little specificity exists in vitro when Gβγ

heterodimers of different subtype compo-
sition are used to regulate effectors such
as Kir3. Although Kir3 can be activated
by Gβγ alone, the channel also binds
Gα. The N-terminal domain of the Kir3
channels binds to both Gα and Gβγ , and
the channel’s C-terminal domain has addi-
tional binding sites for Gβγ . Kir3 channels
are regulated by the Gi subfamily of G
proteins, and pertussis toxin (Sect. 4.2)
blocks the 7TM receptor-mediated open-
ing of Kir3 channels. 7TM receptors that
activate both Gs and Gq can also regulate
Kir3 channels. Regulation by receptors that
activate Gs may be direct or it may be a
consequence of PKA activation brought
about by the Gs-mediated stimulation of
AC (Sect. 5.2). PIP2 is important for Kir3
channel activity, and 7TM receptors that
activate PLC (Sect. 5.4) via a Gq-mediated
mechanism can attenuate channel open-
ing by reducing the concentrations of PIP2

in the membrane.

5.6
N and P/Q Type Calcium Channels

Voltage-gated Ca2+ channels are com-
posed of five different subunits (α1, α2,
β, γ , and δ) and are subdivided into
five different types (L, N, P/Q, R, and
T). The α1 subunit has four similar hy-
drophobic domains (I–IV) each consisting
of six transmembrane helices. Domains I
through IV are connected by intracellular
loops, and the α1 subunit has a relatively
large intracellular C-terminal domain. The
Ca2+ channel β-subunit interacts with the
intracellular loop between domains I and
II of the α1 subunit as well as the N and
C terminus. The β-subunit is important
for transport of the channel from the en-
doplasmic reticulum (ER) to the plasma
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membrane, and for both the kinetic and
voltage-dependant properties of the chan-
nel. N and P/Q type Ca2+ channels are
also directly inhibited by Go which an-
tagonize the effects of the Ca2+ channel
β-subunit. It is the Gβγ heterodimer that
is responsible for regulating the activity of
the channel, though Gα has also been re-
ported to bind to the α1 channel subunit.
There is evidence that the N and C termini
of α1 subunit is involved in Ca2+ channel
regulation by Gβγ , and Gβγ binds to the
intracellular loop between domains I and
II of α1. Though this latter interaction does
not preclude the binding of the Ca2+ chan-
nel β-subunit to α1, it does appear to alter
the orientation between the two channel
subunits providing a possible clue regard-
ing the mechanism of G protein–mediated
regulation of Ca2+ channels. Apparently
there are also differences in the ability of
Gβγ to regulate Ca2+ channels depending
upon the subtype of the channel β-subunit,
and the subtype of Gβ that is involved in
regulating the channel.

The α1 subunit of Ca2+ channels can be
phosphorylated by PKC (Sect. 5.4). PKC-
mediated phosphorylation of the loop
between domains I and II of the α1 sub-
unit relieves the Gβγ -induced inhibition
of N type Ca2+ channels. The ability of
PKC to target the α1 subunit may in-
volve interaction with determinants on
the Gβγ that is bound to the channel
subunit. Thus, there are two modes by
which G proteins are involved in reg-
ulating N type Ca2+ channels; a direct
inhibition of the channel by activated Go,
and an indirect mechanism for alleviat-
ing the Gβγ -mediated inhibition through
7TM receptors that can activate PKC. Ca2+
channels that are not directly regulated by
Gβγ subunits (i.e. L type) are, however,
susceptible to indirect regulation by G pro-
tein–mediated pathways. The α1 subunits

of L type Ca2+ channels as well as the chan-
nel β-subunit are phosphorylated by PKA
(Sect. 5.2) resulting in increased channel
activity. A protein known as A kinase an-
choring protein (AKAP – see Sect. 6.3.1)
facilitates modulation of channel activity
by PKA. Furthermore, a peptide designed
to ablate the binding of PKA to AKAP
inhibits the regulation of L type Ca2+ chan-
nel by 7TM receptor-mediated activation
of PKA. These data indicate that localiza-
tion of PKA by virtue of being associated
with other proteins is important for Ca2+
channel regulation by the kinase.

5.7
RhoGEFs

Rho is a member of a family of ‘‘small’’
monomeric G proteins that is involved
in regulating the architecture of the actin
cytoskeleton, and consequently is impor-
tant for cell motility. Aberrant activation of
pathways regulated by Rho can also con-
vert cells from a normal to a transformed
phenotype. Rho has a guanine nucleotide
binding site, and it is activated when GTP
is bound. Whether GDP or GTP is bound
to Rho is controlled by guanine nucleotide
exchange factors (RhoGEFs) that promote
the exchange of GDP for GTP, GTPase
activating proteins (GAPs) that accelerate
the intrinsic GTPase activity of Rho, and
guanine nucleotide dissociation inhibitors
(RhoGDIs) that inhibit the dissociation of
GDP. The motif in RhoGEFs responsi-
ble for catalyzing nucleotide exchange is
the Dbl homology (DH) domain. Three
RhoGEFs, p115RhoGEF, PDZ-RhoGEF,
and leukemia-associated RhoGEF (LARG),
are regulated by heterotrimeric G pro-
teins of the G12/13 family. Each of
these RhoGEFs contains an RGS domain
(Sect. 4.3) that serves both as a site for the
interaction of G12/13 with the RhoGEFs,
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and to terminate activation by G12/13. The
mechanism by which G12/13 activates the
GEF activity of RhoGEF has not been estab-
lished. At present the favored hypothesis
is that inhibition of the GEF activity is
relieved when the activated G12/13 inter-
acts with the RGS domain of RhoGEF,
allowing the DH domain to catalyze nu-
cleotide exchange on Rho. Rho can also
be activated by 7TM receptors that activate
Gq, but RGS containing RhoGEFs are not
involved in these pathways.

5.8
Mitogen-activated Protein (MAP) Kinases

Receptors for mitogenic substances such
as growth factors (e.g. EGF, platelet-derived
growth factor, nerve growth factor, etc.)
have intrinsic tyrosine kinase activity,
and are referred to as receptor tyrosine
kinases (RTK). RTK function as homod-
imers composed of subunits that have
a single transmembrane domain. Acti-
vation occurs when an agonist bound
to one RTK subunit causes phosphory-
lation of tyrosine residues in the cyto-
plasmic domains of its dimeric partner
(trans-autophosphorylation). Phosphoty-
rosine residues in RTK provide binding
sites for proteins with SH2 domains, and
this facilitates the assembly of a protein
complex that initiates the phosphoryla-
tion of numerous proteins including a
42-kDa protein originally designated pp42.
The discovery that pp42 was itself a ser-
ine/threonine kinase resulted in its being
renamed mitogen-activated protein (MAP)
kinase. This particular MAP kinase is one
member of a family of proteins that now
include about 20 different mammalian
homologs. Despite the fact that many
members of this family play roles in the
response of eukaryotic cells to environ-
mental factors other than mitogens, they

are all referred to as mitogen-activated pro-
tein kinases. MAP kinases can be divided
into subfamilies, and the subfamily known
as extracellular-signal regulated kinases
(ERK) claims ERK1, alias pp42, as a mem-
ber. MAP kinases are activated when both
threonine and tyrosine in a T-X-Y sequence
are phosphorylated by a kinase desig-
nated MAP kinase kinase (MAPKK). The
MAPKK is activated when it is phosphory-
lated by a MAP kinase kinase kinase (MAP-
KKK). Together a MAPKKK, a MAPKK,
and a MAP kinase constitute a module, and
as a rule appear to be held in physical prox-
imity by a scaffolding protein (Sect. 6.3.1).

In addition to regulation by RTKs, MAP
kinase modules can be activated by ago-
nists for 7TM receptors. One of the most
extensively studied G protein–mediated
signaling pathways activates a MAP kinase
module in yeast that regulates their mating
behavior. Mutations in numerous genes
render yeast sterile (i.e. unable to mate),
and many of these gene products bear the
designation ‘‘Ste’’ to reflect this fact. Pep-
tide pheromones secreted by yeast bind to
7TM receptors (Ste2 and Ste3) triggering
the fusion of two compatible haploid in-
dividuals. These pheromone receptors are
coupled to the single G protein expressed
in yeast. The G protein in turn interacts
directly with several proteins, including a
kinase (Ste20) belonging to the family of
p21-activated kinases (PAKs), and two pro-
teins, Far1 and Ste5, that serve as scaffolds
for the assembly of protein complexes.
In addition to interacting with the yeast
G protein, Ste20, Far1 and Ste5 interact
with each other indirectly through their
associations with other proteins, creat-
ing a complex network of protein–protein
interactions. The extensive interactions be-
tween the yeast G protein and downstream
components make it difficult to point to
a single protein as the effector in this
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pathway, but the result is the activation of
Ste20 and a MAP kinase module consist-
ing of Ste 11 (MAPKKK), Ste7 (MAPKK),
and Fus3/Kss1 (MAP kinases).

In higher eukaryotes, Raf (i.e. cRaf-1
or B-Raf), MEK (i.e. MEK1 or MEK2),
and ERK (i.e. ERK1 or ERK2) are the
respective MAPKKK, MAPKK, and MAP
kinase of a module that is regulated by
both 7TM receptors and RTK. Activa-
tion by RTK involves the agonist-induced
trans-autophosphorylation described ear-
lier, which initiates a cascade of events that
leads to ERK activation (Fig. 4). Phospho-
tyrosine residues on the RTK allow the re-
ceptor to bind proteins with SH2 domains
such as Shc (Src homology/collagen). The
phosphorylation of tyrosine residues in

Shc provides a binding site for the SH2
domain of the protein Grb2 (growth factor-
receptor bound 2), which brings with it a
protein called Sos (son of sevenless). Sos
is a guanine nucleotide exchange factor
for the small G protein Ras, and the GEF
activity of Sos activates Ras by facilitat-
ing the exchange of bound GDP for GTP.
Activated Ras in turn activates Raf lead-
ing to ERK activation. The regulation of
ERK by 7TM receptors is less well de-
fined, and apparently can occur via several
distinct pathways depending upon the par-
ticular 7TM receptor and the type of cell.
It is possible for 7TM receptors to regulate
MAP kinase without involving G proteins
(Sect. 3.3), though the focus here will be on
the pathways that do involve G proteins.
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Fig. 4 Pathways leading to the activation of
MAP kinase are summarized (see Sect. 5.8 for an
explanation). The 7TM receptor is shown as a
dimer. cAMP, IP3, and DAG are second
messengers; E, effector; ERK, MAP kinase; G,
heterotrimeric G protein; Grb2 and Shc, adaptor
proteins; HB-EGF, heparin binding epidermal
growth factor; MEK, MAP kinase kinase; MMP,

matrix metalloprotease; PKA, protein kinase A;
PKC, protein kinase C; PTP, protein tyrosine
phosphotase; Raf-1 and B-Raf, MAP kinase
kinase kinases; Rap 1 and Ras, small monomeric
GTP binding proteins; RTK, receptor tyrosine
kinases; Src, tyrosine kinases; Sos, guanine
nucleotide exchange factor for Ras.
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A simplified scheme for many of these
pathways is shown in Fig. 4.

If the regulation of MAP kinase activity
by a 7TM receptor requires the participa-
tion of an RTK, this process is known as
‘‘transactivation.’’ For example, activation
of a 7TM receptor may result in the pro-
duction of an RTK agonist leading to the
conventional agonist-mediated regulation
of ERK. This involves the activation of a
matrix metalloprotease (MMP). There may
be more than one pathway by which 7TM
receptors activate MMPs, and the interme-
diate steps have not been elucidated. Once
activated, the protease cleaves proHB-EGF
to liberate heparin binding EGF (HB-EGF)
from the extracellular surface. HB-EGF is
an EGF receptor agonist, and binding to
its receptor initiates the cascade of events
resulting in ERK activation. Alternatively,
transactivation can occur by an agonist-
independent activation of the RTK. One
likely mechanism involves a 7TM receptor-
mediated inhibition of protein tyrosine
phosphotase (PTP) that effectively favors
the activated state of the RTK by prevent-
ing dephosphorylation of phosphotyrosine
residues in the receptor.

7TM receptors also regulate MAP ki-
nase activity through pathways that involve
the Src family of nonreceptor tyrosine ki-
nases. Regulation has been tied to 7TM
receptors that activate Gs, Gi, and Gq, and
may or may not involve second messenger-
dependent events. Phosphorylation of Src
increases its kinase activity, and acti-
vated Src can phosphorylate Raf, RTK,
and Shc. Src-mediated phosphorylation of
RTK and Shc enable them to initiate the
Ras-dependent activation of Raf, thus con-
tributing to ERK activation, and although
GTP-liganded Ras is required for Raf ac-
tivation, Src-mediated phosphorylation of
Raf also contributes to Raf activation.

6
The Organization of G Protein-mediated
Signal Transduction Systems

6.1
The Classical Model of G
Protein–mediated Signal Transduction

Many of the components involved in G
protein–mediated signal transductions are
integral or peripheral membrane proteins;
thus, the initial steps in signal transduc-
tion are membrane-delimited events. Het-
erotrimeric G proteins were the first of the
signaling proteins to be purified, and their
activation in solution leads to the dissoci-
ation Gα from the Gβγ heterodimer. The
model that emerged depicted signaling
proteins as moving about independently of
one another in the membrane with signal
transduction being propagated by a series
of transient bimolecular interactions. The
process is initiated when an agonist binds
to its 7TM receptor causing it to adopt an
active conformation that can then bind its
cognate heterotrimeric G protein, forming
a ‘‘ternary complex.’’ The activated 7TM
receptor enables GDP to dissociate from
Gα allowing GTP to bind in its place. This
leads to the dissociation of the G protein
subunits from each other, and from their
7TM receptor. Subsequently, Gα and Gβγ ,
either independently or in concert with
one another, regulate the activity of spe-
cific effector proteins that they encounter
as they move about in the plane of the
membrane. When the GTP bound to Gα

is hydrolyzed, the subunit becomes inac-
tive and its affinity for Gβγ is increased
allowing the formation of an inactive het-
erotrimeric G protein, thus completing
the cycle.

When the model for the propagation of
signals mediated by G proteins were first
being developed, the number of different
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components known to be involved in the
process was relatively small. By 1980,
two G proteins (Gt and Gs), a few re-
ceptors, and two effectors (PDE and AC)
had been identified, and the concept that
G protein–mediated signal transduction
was propagated as the result of tran-
sient bimolecular interactions provided a
satisfactory explanation of the mechan-
ics of signal transduction. Subsequently,
there was an explosion in the discov-
ery of G protein–signaling components
so that now there are hundreds of 7TM
receptors, dozens of different G protein
subunits, and numerous effector proteins.
Along with an appreciation for the large
number of components involved in G
protein–mediated signal transduction has
come the knowledge that individual cells
contained multiple G protein–mediated
signaling pathways. This fact is exempli-
fied by the rat portal vein myocyte, which
has at least 11 different receptors capa-
ble of activating G proteins, 7 different
Gα subunits, 5 different Gβ subunits, 8
different Gγ subunits, and 6 different ef-
fectors whose activities are regulated by
G proteins.

Despite the presence of dozens of differ-
ent signaling components within a single
cell, G protein-mediated signal transduc-
tion generally displays a high degree of
fidelity that cannot be explained by the
classical model. For example, the subtype
composition of a G protein (i.e. the sub-
type of Gα, Gβ, and Gγ ) determines what
7TM receptor a heterotrimeric G protein
couples to. It is also known that individu-
ally, Gα and Gβγ have a low affinity for
7TM receptors; consequently, they must
be associated as a heterotrimer before in-
teracting with their cognate receptor. If
G protein subunits dissociate from each
other and from their receptor when ac-
tivated, then subunit reassociation must

occur before the G protein can interact with
the receptor again. Gα subunits have com-
parable affinities for Gβγ heterodimers of
any subtype composition. Since most cells
have Gβγ heterodimers in many different
subtype combinations, it is unlikely that G
protein subunits would reassociate to pro-
duce a heterotrimer with the same subunit
composition as that originally activated by
the receptor. This would produce a situa-
tion within the cell in which the pool of G
protein capable of coupling to a given 7TM
receptor would be in constant flux.

Another enigma associated with the
classical model involves the activation of
effectors by G proteins. Although it was
originally thought that only Gα subunits
were responsible for regulating the activity
of effectors, it later became apparent that
Gβγ heterodimers were also involved in
propagating signals. The first effector rec-
ognized as being regulated by Gβγ was
the inwardly rectifying potassium chan-
nel. Subsequently, it was discovered that a
number of other effectors were also regu-
lated by Gβγ . In atrial cardiomyocytes,
activation of the β2-adrenergic receptor
causes Gs-mediated stimulation of AC
(Sect. 5.2). Kir3 channels (Sect. 5.5) in
these cells are opened by the Gβγ het-
erodimer in response to the activation of
Gi by M2-muscarinic receptors. If subunits
dissociate when G proteins are activated,
and signal transduction occurs by a mech-
anism involving random collisions, then
the Gβγ heterodimer produced when Gs

is activated by the β2-adrenergic receptor
should also open Kir3 channels. How-
ever, this does not happen indicating
that the cell has a way of ensuring that
there is specificity with regard to G pro-
tein–mediated signaling.

The foregoing considerations raise
caveats regarding the concept that proteins
involved in G protein–mediated signaling
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can move freely throughout the plasma
membrane. The question now becomes:
How does the cell control what signal-
ing proteins interact with each other?
The idea that biochemical pathways can
be isolated is a long-standing notion.
Historically, the term ‘‘compartmenta-
tion’’ has been used to describe the
containment of a pathway by a subcel-
lular organelle or microdomains within
an organelle. Another effective means of
compartmentation can be provided by the
assembly of complexes through specific
protein–protein interactions that include
some components while excluding others.
Compartmentation of G protein path-
ways within organelles, microdomains
or by assembly into protein complexes
is undoubtedly important for G pro-
tein–mediated signaling.

6.2
Compartmentation

Membrane microdomains identified as be-
ing sites where signaling components are
concentrated include detergent-insoluble
glycosphingolipid/cholesterol-rich rafts
(DIGs), and small cavelike plasma mem-
brane invaginations called caveolae. DIGs
and caveolae are functionally defined
as lipid microdomains that are resis-
tant to dissolution in detergent. Among
the signaling components found in these
detergent-resistant membranes (DRM) are
7TM receptors, heterotrimeric G pro-
teins, G protein–regulated enzymes and
their substrates, and receptor and nonre-
ceptor tyrosine kinases. In some cases,
disruption of DRM can block signal
transduction indicating that the integrity
of these microdomains can be impor-
tant in signal transduction. However,
whether DRM contribute to the fidelity of

signaling by segregating one signal trans-
duction pathway from another remains to
be determined.

6.3
Signal Transduction Complexes

6.3.1 Scaffolding Proteins
Colocalization of signaling molecules can
occur through protein–protein interac-
tions that produce molecular complexes.
One mechanism of forming such com-
plexes is to assemble them on the backs
of scaffolding proteins. A distinguishing
feature of many scaffold proteins is the
presence of characteristic domains, of-
ten several of them, that are capable of
binding to other proteins. Among the scaf-
folding domains that are important in
the assembly of G protein–mediated sig-
naling pathways are PDZ domains, PH
domains, Src homology 2 and 3 (SH2
and SH3) domains, and GGL domains
(Sect. 4.3). A number of proteins serve as
scaffolding proteins for components of G
protein–mediated signaling pathways.

Caveolins are proteins that are found
in caveolae. The three isoforms, caveolin-
1, -2, and -3, are 20 to 24 kDa integral
membrane proteins whose N and C
termini project into the cytosol. Caveolins
serve as scaffolds that have the ability to
bind many signal transduction proteins
including G proteins, certain isoforms of
AC, GRK2, PKA, PKC, the EGF receptor,
Src, and Ras. In addition to scaffolding
signaling molecules, caveolins can affect
the activity of many of these proteins,
and the interaction between caveolins
and some signaling molecules can be
regulated. The binding of caveolin to G
proteins is influenced by the guanine
nucleotide that is bound to Gα, and
peptide fragments of caveolin can inhibit
the steady state GTPase activity and
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GTP binding to purified heterotrimeric
G proteins suggesting the possibility of
a direct interaction between caveolin and
G proteins. Caveolins inhibit the activity of
kinases involved in G protein–mediated
signaling. Caveolin binds to the GRK
N terminus, and inhibits GRK-mediated
phosphorylation of 7TM receptors. PKA is
also inhibited by caveolin.

The cytoskeleton can serve as a scaf-
fold for proteins involved in G pro-
tein–mediated signaling, and numerous
studies have demonstrated that disrupting
the cytoskeleton affects signaling by G pro-
teins. Tubulin, the principal component of
microtubules, constitutes a large percent-
age of the protein associated with synaptic
plasma membranes. The first indication
that cytoskeletal proteins interact with
components of G protein–mediated sig-
nal transduction pathways came with the
observation that Gs could be washed from
synaptic plasma membranes after treating
them with microtubule-disrupting agents.
Heterotrimeric G proteins bind to tubulin,
as do Gα and the Gβγ heterodimer in-
dividually, and the binding persists when
nonhydrolyzable GTP analogs are bound
to Gα. It was also discovered that tubulin
can serve as a source of guanine nu-
cleotides for the activation of G proteins.
Cytoskeletal proteins interact with, and in
some cases appear to regulate the activity
of Gαs, Gαi1, Gq/11, PLCβ, and GRK. G
proteins in turn, can regulate GTP binding
to tubulin, GTP hydrolysis by tubulin, and
tubulin polymerization.

AKAPs (A kinase anchoring proteins)
are a structurally and functionally diverse
group of proteins that share the ability
to bind PKA (Sect. 5.2). PKAs are a het-
erotetrameric proteins designated as type
I or type II depending upon the kind of
regulatory subunit, type RI or RII, respec-
tively, that they contain. Most of the known

AKAPs bind type II PKA though several
AKAPs capable of binding type I PKA
have also been identified. AKAPs serve to
target PKA to specific subcellular compart-
ments, and disruption of the AKAP/PKA
complex inhibits the cAMP-mediated ef-
fects of the kinase. In addition to PKA,
many AKAPs bind other proteins that are
involved in G protein–mediated signal-
ing, including 7TM receptors, GRK, PKC,
phosphatases, and β-arrestin. AKAPs have
also been shown to regulate the activity of
signaling proteins, for example, suppress-
ing the activities of both phosphatases and
kinases, and to anchor signaling com-
plexes to the cytoskeleton as well. The
ability of AKAPs to bind many signaling
proteins simultaneously makes them ideal
candidates for organizing entire pathways.
Given their diversity, they may be able
to selectively assemble the components of
a particular signaling pathway, thus seg-
regating it from others, and in so doing
contribute significantly to the specificity of
signal transduction. The feasibility of this
hypothesis is suggested by data showing
that only AKAP79/150 is coprecipitated
with the β2-adrenergic receptor from a de-
tergent extract of rat brain that contain
several AKAPs, but AKAP79/150 is not
precipitated with α2A-adrenergic receptors,
AT1-angiotensin receptors, or vasoactive
intestinal polypeptide receptors.

Recent studies using both genetic
and proteomic approaches have shown
that many of the components used by
Drosophila for detecting light are part
of a large protein complex. Phototrans-
duction in Drosophila is initiated by
the light-induced isomerization of retinal
converting the photoreceptor rhodopsin
to metarhodopsin. This conformational
change in the photoreceptor leads to ac-
tivation of Gq and subsequently PLCβ
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(Sect. 5.4). Activated PLCβ eventually trig-
gers the opening of transient receptor
potential (TRP) and TRP-like (TRPL) chan-
nels, and consequently leads to depo-
larization of the photoresponsive cell in
approximately 20 ms. A number of pro-
teins including PLCβ, calmodulin and a
calmodulin binding protein called neither-
inactivation or afterpotential C (NINAC)
play a role in deactivation, which occurs in
less than 100 ms. PLCβ, PKC, TRP, TRPL,
NINAC, calmodulin, and rhodopsin are
assembled into a complex by binding to
the scaffolding protein inactivation no af-
terpotential D (INAD). INAD contains five
distinct PDZ domains. Calmodulin binds
to a region between the first and second
PDZ domain of INAD, and PLCβ, PKC,
TRP, TRPL, and NINAC bind to one or
more of INAD’s PDZ domains. INAD is
critical for the efficient activation and deac-
tivation of phototransduction in Drosophila
and the evidence is consistent with its do-
ing so by virtue of its ability to bring the
various relevant signaling molecules into
proximity by scaffolding them in what has
been referred to as a tranducisome, signal-
some or signalplex. There is evidence that
the proteins involved in the mammalian
phototransduction pathway are also scaf-
folded. A more extensive discussion of the
signaling complex in mammalian visual
system is presented in Sect. 7.2.

Juxtaposition of signaling components
is important for both efficiency (speed
of response) and specificity in the acti-
vation of MAP kinase cascades. In yeast,
the MAP kinase cascade responsible for
triggering mating (Sect. 5.8) is one of
several MAP kinase pathways that are
segregated from each other by virtue
of being scaffolded into macromolecular
complexes. In mammals, several proteins
(JNK-interacting protein 1, MEK partner
1, and MEKK1) have been identified as

candidates for scaffolding proteins that or-
ganize MAP kinase cascades. β-arrestin,
in addition to its role in 7TM receptor de-
sensitization (Sect. 3.2), plays a pivotal role
in 7TM receptor-mediated MAP kinase ac-
tivation. β-Arrestins scaffolds JNK3 (c-Jun
amino-terminal kinase 3, a MAP kinase
family member), MKK4 (a MAPKK), and
ASK1 (apoptosis signal-regulating kinase
1, a MAPKKK) as well as Src, Raf, and
ERK (Sect. 5.8). Indeed, there may be large
signaling complexes containing dozens of
proteins that include the components of
both MAP kinase cascades and G pro-
tein–coupled signal transduction systems.

6.3.2 Complexes Containing Receptors,
G Proteins, and Effectors
Scaffolding proteins can contribute to the
efficacy of signal transduction by colocal-
izing many of the signaling molecules
needed for the propagation of a signal
as well as those that are responsible for
terminating the signaling once the mes-
sage has been received. Protein–protein
interactions between the individual com-
ponents of the pathway contribute in a
similar way to the efficacy and fidelity of
signal transduction. Despite the prevail-
ing hypothesis that 7TM receptors, their
cognate heterotrimeric G proteins, and
the effectors that they regulate undergo
transient bimolecular interactions, the lit-
erature of the last 30 years is peppered
with data indicating that these proteins
associate to form stable complexes.

One concept that has been challenged
in recent years is the notion that 7TM
receptors are present in cell membranes
as monomers. There is now convinc-
ing biochemical, pharmacological, and
biophysical evidence that 7TM receptors
exist as oligomers (probably dimers) in
vivo. Both homodimeric and heterodimeric
complexes of 7TM receptors have been
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identified, and heterodimeric complexes
between different classes of 7TM recep-
tors are possible. Studies involving the
γ -amino butyric acid B (GABAB) receptor
revealed one of the functional conse-
quences of receptor dimerization. There
are two subtypes of the GABAB recep-
tor (gb1 and gb2). Cells that express only
one subtype do not produce a functional
GABAB receptor, and gb1 when expressed
by itself is retained in the ER. In con-
trast, cells that express both gb1 and gb2
produce functional heterodimeric GABAB

receptors that are correctly transported to
the plasma membrane, indicating a role
for heterodimerization in the trafficking
of receptors. Homodimerization of 7TM
receptors may also play a role in the trans-
port of receptors out of the ER. Other
consequences of dimerization are that a
particular 7TM receptor may display a
different pharmacology, or couple to a
different G protein depending upon the
subtype of its dimeric partner. Not all 7TM
receptors form dimers with other 7TM
receptors. Two 7TM receptors, the calci-
tonin receptor and the related calcitonin
receptor-like receptor, form heterodimers
with receptor activity modifying proteins
(RAMPs) that affect their pharmacology.

The concept that subunit dissociation
occurs when heterotrimeric G proteins
are activated also deserves scrutiny. The
hypothesis that G protein subunits dis-
sociate when activated is based almost
exclusively on the behavior of purified G
proteins in solution of detergent where
activation requires incubating them with
nonhydrolyzable GTP analogs such as
GTPγ S and unnaturally high concentra-
tions (10–120 mM) of a divalent cation,
usually Mg2+. The high concentrations of
Mg2+ serve to promote the dissociation
of tightly bound GDP from Gα so that
a GTP analog can bind in its place. In

this way, Mg2+ is used to perform the
function of a 7TM receptor. In addition
to activating the G protein, these condi-
tions cause Gα to dissociate from Gβγ .
However, high concentrations of Mg2+
cause G protein subunit dissociation in
the absence of guanine nucleotides as
well as in the presence of GDP, which
does not activate the G protein, indicating
that G protein subunit dissociation is not
necessarily a consequence of activation.
Activation of G proteins in solution un-
der more nearly physiological conditions
does not cause subunit dissociation, and
experiments have demonstrated that the
physical dissociation of G protein sub-
units is not necessary in order for them
to regulate the activity of effectors in vivo.
An activated heterotrimer Gs, rather than
its dissociated subunits, is responsible for
stimulating AC in cell membranes, and
Gi subunits remain associated when ac-
tivated in intact cells. These data together
with data indicating that most effectors, in-
cluding some isoforms of AC, PDE, Kir3,
PLCβ, and PI3K, are regulated by or are
at least interacting with both Gα and Gβγ

make it increasingly likely that subunit dis-
sociation does not occur, as a rule, when
G proteins are activated in vivo.

There are many examples in which 7TM
receptors and G proteins copurify. It is
also apparent that a G protein can regulate
the activity of an effector while remain-
ing physically associated with its receptor.
Studies have demonstrated that 7TM re-
ceptors are associated with their cognate
heterotrimeric G protein in vivo, both be-
fore and during signal transduction. There
is also evidence that G proteins form a
complex with their cognate effectors re-
gardless of whether or not the G protein
is activated. Kinetic data support the ex-
istence of complexes containing both G
proteins and effector in situ. Given data



Signal Transduction Mediated by Heptahelical Receptors and Heterotrimeric G Proteins 167

that 7TM receptors form complexes with
G proteins and that G proteins form
complexes with their effectors, it is not
surprising that stable complexes of 7TM
receptors and effectors have been detected.
The persistent association of G proteins
with 7TM receptors, the stable associa-
tion of G proteins with effectors, evidence
that G protein subunits remain associated
when the transducer is activated, and data
showing that 7TM receptors are part of a
complex with their cognate effectors in vivo
are all consistent with the existence of sta-
ble signaling complexes containing 7TM
receptors, G proteins, and effectors. These
complexes are likely to include scaffold-
ing proteins (Sect. 6.3.1) as well as other
proteins that regulate signal transduction.
For example, even though RGS proteins
(Sect. 4.3) were originally recognized as
interacting with certain G proteins, they
also have collateral interactions with both
receptors and effectors. These interactions
are thought to contribute to an increase in
signaling efficacy, but may also increase
the stability of signaling complexes con-
taining 7TM receptors, heterotrimeric G
proteins, and effectors.

With evidence of the existence of sig-
naling complexes has come the question
of where these complexes are assembled.
In order to be transported from the ER
where they are made, to the plasma mem-
brane where they signal, GABAB receptors
must be assembled into heterodimers. A
heterodimeric complex of a RAMP and
a 7TM receptor (see above) has been
reported to occur in the ER, and the
formation of homomeric 7TM receptor
complexes apparently take place in the
ER. Studies indicate that peptide motifs
contained in 7TM receptors constitute ER
retention signals, and export from the ER
requires that these motifs be masked by

their association with other proteins. Sim-
ilar processes appear to be required for
the transport of effectors from ER to the
plasma membrane. For example, some
Kir3 channel subunits combine to form
tetramers that are inserted into the plasma
membrane, while other combinations are
retained in the ER. These observations
point to the ER as being the site where
at least some assembly takes place. The
ER may also be the site of more extensive
interactions leading to the formation of
signaling complexes containing 7TM re-
ceptors, G proteins, and effectors. If the
heterotrimeric G proteins are assembled
at the same time that receptors and ef-
fectors are incorporated into a signaling
complex, this may explain how G proteins
with a specific combination of Gα, Gβ,
and Gγ subtypes are produced. Although
Gα subunits, and effectors for that matter,
do not discriminate with regard to the sub-
type composition of the Gβγ heterodimer
they interact with, receptors apparently
have certain requirements in this regard
(Sect. 6.1). Consequently, the presence of
a receptor at the time a signaling com-
plex is assembled may be responsible for
dictating the subtype composition of the
heterotrimeric G proteins that is associated
with the signaling complex.

Most 7TM receptor agonists are mem-
brane impermeable so that a response
to the agonist requires that the recep-
tors binding site be exposed on the
extracellular surface. However, signaling
complexes can be found in subcellu-
lar compartments other than the plasma
membrane. A notable example is the path-
way for mammalian phototransduction.
Rhodopsin, Gt, and PDE are all located
on an organelle within the cell known
as the rod outer segment (ROS) disc.
Since light can penetrate cell membranes
there is no need for rhodopsin to be
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in the plasma membrane. Other G pro-
tein–mediated signaling pathways occupy
intracellular locations. Heterotrimeric G
proteins are associated with the cell’s mi-
totic machinery, and are involved in cell
division. AGS proteins (Sect. 4.2) appear
to be responsible for regulating G protein
activity during mitosis though the mech-
anisms have not been entirely elucidated.
The nuclear membrane has been shown
to harbor functional G protein–mediated
signal transduction pathways that are reg-
ulated by 7TM receptors, but it is not clear
how, or whether these pathways are regu-
lated by receptor agonists in vivo. Signaling
complexes may be taken in by endocytosis
and transported within the cell after acti-
vation as a way of delivering the message
to its proper subcellular destination. For
example, in neurons activated signaling,
complexes translocate within the cell from
nerve terminal to nucleus, and these com-
plexes include heterotrimeric G proteins.

7
Signal Transduction: Striking A Balance
Between Different Organizational
Paradigms

7.1
Insight

Determining the paradigm used by cells
to organize G protein-mediated signaling
pathways has been an important goal for
half a century. Early investigations, high-
lighted by the seminal work of Alexander
Levitzki and Martin Rodbell suggested that
these pathways were assembled into com-
plexes of signaling proteins. In contrast,
other work indicated that signaling pro-
teins interacted transiently, and these data
were predominant in shaping concepts
of how signal transduction occurs in the

cell. With time, more and more signal-
ing molecules have been discovered, and
individual cells are now known to con-
tain many different signaling pathways
that employ homologous signaling com-
ponents with the potential to interact at
cross-purposes if signal transduction were
to rely entirely on a mechanism involv-
ing random collisions between signaling
molecules. One consequence has been
renewed interest in the hypothesis that
G protein-signaling pathways are orga-
nized by being assembled into protein
complexes, and much of the recent data
have supported this hypothesis. Though
early evidence for the existence of sig-
naling complexes now seems prophetic,
a stable protein complex does not pro-
vide the signal amplification that can be
attained through transient bimolecular in-
teractions, and this kind of amplification
may be necessary for the response to
certain stimuli (e.g. light). Thus, the con-
tention between two competing hypothesis
persists, and the extent to which transient
interactions versus stable protein com-
plexes contribute to G protein-mediated
signal transduction remains to be de-
termined. Although G protein-mediated
signaling pathways share many character-
istics, they must also differ in significant,
though perhaps subtle ways including
the extent to which they utilize protein
complexes and transient interactions to
achieve both efficacy and specificity during
signaling.

7.2
Mammalian Phototransduction: A Tale
of Two Signal Transduction Mechanisms

Within the mammalian retina are found
two types of photoreceptor cells called
rods and cones. Rod cells serve as sen-
sitive detectors of light when ambient light



Signal Transduction Mediated by Heptahelical Receptors and Heterotrimeric G Proteins 169

levels are low. Cone cells are less sen-
sitive to light, and can be divided into
three subtypes on the basis of the 7TM
receptors they contain. The receptors in
the different cone cells are distinct from
one another in that they are activated by
different wavelengths of light providing
a basis for discerning colors. Rod cells
have a structure that is referred to as the
rod outer segment (ROS). ROS are easily
isolated, and are highly enriched in the
components required for phototransduc-
tion. These properties helped to make ROS
the quintessential experimental system for
studying G protein–mediated signal trans-
duction. ROS discs are stacked one on top
of another within the ROS, and encapsu-
lated by the plasma membrane of the ROS.
By the early 1980s, many of the proteins
involved in this signaling pathway had
been discovered, and the basic biochemi-
cal mechanism of phototransduction was
understood. Rhodopsin, Gt, and PDE are
bound to the ROS disc membrane so that
they are all exposed to the cytoplasm. The
ROS plasma membrane contains cyclic
GMP-gated cation channels. In the dark,
cyclic GMP (cGMP) produced by guanylyl
cyclase binds to these channels and opens
them allowing an influx of Na+ ions. In
its unactivated state, bovine rhodopsin has
11-cis retinal bound by a Schiff base link-
age to lysine residue 296 in the receptor.
When a photon causes the isomerization
of retinal to the trans-configuration, it trig-
gers a conformational change in rhodopsin
(Sect. 3.1) that enables it to activate Gt.
Gt subsequently triggers the activation of
PDE, which reduces cGMP concentrations
below those needed to keep the channels
open. This stops the influx of Na+ (and
Ca2+) ions causing the rod cell to become
hyperpolarized. When darkness returns, G
protein–mediated signaling is terminated
so that PDE can no longer be activated by

Gt, and the levels of cGMP increase caus-
ing the channels to reopen so that the rod
cell is depolarized. Several mechanisms
have been identified that attenuate the
response to light. Some of these are neces-
sary in order for the rod cell to adapt to a
wide range of light intensities, while oth-
ers are important for temporal aspects of
the response to light. These mechanisms
are not unique to phototransduction, and
several have already been described. For
example, an RGS protein (RGS9) acts as
a GAP for Gt (Sect. 4.3), and activated
rhodopsin is susceptible to desensitiza-
tion by GRK1 and arrestin-1 (Sect. 3.2).
Phototransduction is also a representative
G protein–mediated signal transduction
pathway in that it exhibits the characteris-
tics of two organizational paradigms that
appear to be mutually exclusive. On one
hand, data supports phototransduction as
occurring by a sequence of transient bi-
molecular interactions, while on the other,
there is evidence that the components in-
volved in phototransduction are organized
into a signaling complex held together by
a web of protein–protein interactions.

The original hypothesis that phototrans-
duction is the consequence of a series of
transient bimolecular interactions, first be-
tween rhodopsin and Gt and subsequently
between Gt and PDE, is based on sev-
eral observations. Together, rhodopsin, Gt,
and PDE in a mole ratio of approximately
100 : 10 : 1 constitute about 90% of the pro-
tein present in ROS discs, and may be the
only G protein–mediated signal transduc-
tion pathway in disc membranes. Thus,
there is no need for a mechanism to isolate
the phototransduction pathway from other
G protein–mediated pathways in order to
ensure the fidelity of phototransduction.
When ROS discs are exposed to GTP in a
low ionic strength buffer, Gt will dissociate
from the membranes yielding an almost
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pure preparation of the protein. This sug-
gests that the G protein interacts weakly or
transiently with the other components in-
volved in phototransduction. Perhaps the
most convincing evidence that signaling
proteins interact transiently is provided by
data showing that a single light-activated
rhodopsin molecule can activate Gt at the
rate of 10 to 200 s−1.

In contrast, there are data suggesting
that the interactions among rhodopsin,
Gt, and PDE are not transient. Consider
the following: Generally, 7TM receptors
interact with heterotrimeric G proteins
but only weakly with Gα or Gβγ indi-
vidually (Sect. 6.1). This is true for the
interaction of rhodopsin with Gt. Both Gαt
and Gβγ together, but not individually,
will bind to liposomes or ROS membranes
that contain rhodopsin. This is true re-
gardless of whether or not the rhodopsin
is light activated. When the nonhydrolyz-
able GTP analog, Gpp[NH]p, is bound
to Gαt, it becomes irreversibly activated,
yet light-activated rhodopsin can cause the
displacement of Gpp[NH]p from Gαt sug-
gesting that Gαt-Gpp[NH]p can associate
with Gβγ forming a heterotrimer that can
also interact with activated rhodopsin. Fur-
thermore, when the nonhydrolyzable GTP
analog, GTPγ S, is bound to Gαt it can
be cross-linked to Gβγ after incorporation
into liposomes in the same way as the
subunits of the unactivated holo Gt, thus
providing additional support for the hy-
pothesis that Gt can exist as an activated
heterotrimer in lipid bilayers.

There are data indicating that the in-
teraction of Gt with the effector PDE is
not a simple transient interaction. PDE in
ROS is a heterotetrameric (αβγ2) protein
consisting of an 88-kDa α, and an 84-kDa
β-subunit, each of whose catalytic activities
are inhibited by the 13-kDa γ -subunits.
Activated Gt binds to PDEγ preventing

it from inhibiting the catalytic activity of
PDEα and PDEβ. Activated Gt interacts
directly with or can be cross-linked to
all three of these PDE subunits, and ev-
idence indicates that the Gαt-GTP/PDEγ

complex remains associated with PDEα

and β on the membranes of ROS. Gαt-
Gpp[NH]p will activate PDE in solution,
but its efficacy is greatly enhanced by
liposomes or ROS membranes that con-
tain light-activated rhodopsin. Covalent
modifications that block Gαt binding to
rhodopsin, but do not affect its ability to ac-
tivate PDE in solution, prevent rhodopsin
from enhancing Gαt-Gpp[NH]p-mediated
activation of PDE. Since the affinity of Gαt-
Gpp[NH]p for rhodopsin by itself is low,
the ability of rhodopsin to enhance the Gαt-
Gpp[NH]p-mediated activation of PDE is
likely to be the result of a simultaneous co-
operative interaction between rhodopsin,
Gαt-Gpp[NH]p and PDE. There is also ev-
idence that unactivated Gt interacts with
PDE suggesting that it may be in a com-
plex with PDE in ROS membranes prior
to the initiation of phototransduction. The
majority of PDE, approximately 70%, is as-
sociated with ROS membranes while the
remainder is soluble because the C ter-
mini of PDEα and PDEβ are associated
with PDEδ subunits. Adding recombinant
PDEδ causes PDE to be displaced from
the ROS membranes with a concomitant
loss in light-induced PDE activity, indicat-
ing that membrane localization of PDE is
important for its activation by Gt.

The regulation of PDE activity is com-
plicated by the fact that deactivation in situ
occurs much more rapidly than the rate
at which purified Gt hydrolyzes GTP. This
prompted predictions that a GAP is in-
volved in facilitating the catalytic activity of
Gαt (Sect. 4.3). Observations that PDE ac-
celerates the rate of GTP hydrolysis by Gαt

led to the suggestion that PDE functions as
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a GAP for Gt. Subsequently, it was discov-
ered that a component separate from PDE
is needed to accelerate the GTPase activity
of Gαt in ROS membranes. The GAP ac-
tivity of this component, now known to be
RGS9, is facilitated by PDEγ , and the evi-
dence suggests that it does so by increasing
the affinity of Gαt for RGS9 in an allosteric
fashion through binding to nonoverlap-
ping sites on Gαt. RGS9 is a tightly bound
peripheral membrane protein of ROS, and
the GGL domain of RGS9 binds to Gβ5
(Sect. 4.3). RGS9 also binds to, and inacti-
vates ROS guanylyl cyclase. Hence, there
is evidence for a complex containing the
PDE heterotetramer, Gαt, RGS9, Gβ5 and
possibly guanylyl cyclase.

The interaction of RGS9 and Gβ5 with
PDE and Gαt are an example of collat-
eral interactions that can contribute to
complex formation. Other collateral in-
teractions include those between Gt and
the protein phosducin that serves to in-
hibit phototransduction. Phosducin binds
holo Gt as well as Gαt and Gβγ individu-
ally. When the N-terminal and C-terminal
domains of phosducin are produced sep-
arately, Gβγ will bind to the N-terminal
domain of phosducin unless it is phos-
phorylated. In the absence of light, PKA
mediates phosphorylation of phosducin on
serine residue 73. Light-induced reduction
of PKA activity leads to dephosphoryla-
tion of phosducin. It is proposed that the
nonphosphorylated N-terminal portion of
phosducin binds Gβγ , thus inhibiting Gt-
mediated signal transduction. This leads
to an attenuation of the cell’s response
to light. In contrast, the phosphorylated
form of phosducin predominates in the
dark when PKA is activated, preventing
phosducin from interfering with Gt func-
tion. The C-terminal portion of phosducin
also binds to Gβγ , and this site does not
overlap with the site on Gβγ that binds

the N-terminal regions of Gαt, explain-
ing how all three components can interact
simultaneously to form a complex of phos-
ducin with heterotrimeric Gt. Whether or
not phosducin and Gt form a stable com-
plex within membranes in the intact ROS
remains to be determined.

Data support a role for scaffolding pro-
teins in assembling many mammalian
phototransduction proteins into a sig-
naling complex. Two glutamic acid–rich
proteins (GARPs) referred to as GARP1
and GARP2 as well as a glutamic acid–rich
region of the cGMP-gated channel β-
subunit referred to as the GARP’ part
have been identified as playing a role in
scaffolding cGMP-gated cation channels,
PDE, guanylyl cyclase, ATP-binding cas-
sette transporter (aka. rim protein), and
cytoskeletal proteins creating a signaling
complex along the rim of the ROS disc
where it is close to the plasma membrane.
The interactions between PDE, Gt, phos-
ducin, RGS9, Gβ5 and rhodopsin could
bring these molecules into a scaffolded
complex as well. This signaling complex
locates both the activating and attenuating
pathways close to the ion channels that
they regulate creating a configuration that
may function both to prevent high rates of
cGMP turnover during periods of intense
illumination and to allow for rapid turn-on
and turn-off of the response to light.

8
Clinical Importance

8.1
G Protein-mediated Signal Transduction
in Diseases

Perturbations in the function of G
proteins, their associated receptors and
signaling systems have been linked to
a number of human diseases including
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asthma, heart disease, and cancer among
others. Furthermore, recent studies have
demonstrated that polymorphic variants
(Sect. 9) of many of the proteins involved
in G protein–mediated signaling can have
consequences in the susceptibility, pro-
gression, and prognosis of these diseases.
It has also been demonstrated that cer-
tain genetic mutations in genes coding
for these proteins can result in agonist-
independent constitutive signaling, which
results in diseases such as precocious
puberty, retinitis pigmentosum, and thy-
roid adenomas.

8.2
Heptahelical Receptors as Drug Targets

G protein–coupled signal transduction
systems constitute the largest class of drug
targets for the therapeutic treatment of dis-
eases. More than 50% of all prescription
drugs on the market today, including 20%
of the top 50 selling drugs, directly or indi-
rectly, target these systems, and account
for over $20 billion of the pharmaceu-
tical industry’s annual sales worldwide.
Furthermore, the potential for additional
therapeutic drugs is considerable since
currently available drugs target pathways
that are controlled by only about 5% of the
identified human 7TM receptors.

8.3
Potential for Therapeutic Treatments that
Target G Protein–mediated Signaling
Components Other than Heptahelical
Receptors

The majority of drugs that target G pro-
tein–coupled signal transduction systems
act as either 7TM receptor agonists or
antagonists. By and large, attaining a spe-
cific therapeutic effect has depended upon
the ability to produce ligands that bind
selectively to a particular 7TM receptor.

Some 7TM receptors have been shown
to regulate the activity of more than one
kind of effector by activating G proteins
with distinct subunit composition. In such
cases, targeting a specific pathway may
be possible because of a phenomenon
known as agonist trafficking. This term
was coined to describe the observation
that a particular ligand–receptor complex
regulates the activity of different effec-
tors with differing efficacies, and the rank
order of efficacy for regulating the differ-
ent effectors depends upon the specific
receptor ligand. For example, agonists
that bind to the serotonin2C receptor can
regulate the activity of both PLC and indi-
rectly phospholipase A2, and the agonists
3-trifluoromethylphenyl-piperazine and ly-
sergic acid diethylamide (LSD) preferen-
tially activate PLC and phospholipase A2,
respectively. Agonist trafficking is thought
to be a consequence of the receptor be-
ing able to exist in distinct conformational
states that differ in their affinities for a par-
ticular ligand. The conformational state
preferred by the receptor depends upon
what proteins (e.g. G protein and effector)
it interacts with. In this way, one signaling
pathway may be specifically targeted by a
particular agonist that would have little ef-
fect on other pathways coupled to the same
receptor. This raises the possibility of de-
veloping pharmaceuticals with specificity
for one pathway out of several that may be
regulated by the same 7TM receptor.

Although the phenomenon of agonist
trafficking offers the possibility of specifi-
cally targeting one of several pathways that
are controlled by the same 7TM receptor,
this goal may be difficult to attain in prac-
tice. An alternative approach is to target
the interface between components that are
unique to a given pathway (e.g. the interface
between the receptor and the G pro-
tein) with peptidic and/or peptidomimetic
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drugs. Such drugs may have greater ther-
apeutic specificity, and fewer side effects
than drugs that target the receptor binding
site. Recent efforts have indeed seen a shift
toward therapeutic targets other than the
receptor binding site. Evidence supports
the feasibility of using substances that ei-
ther facilitate or inhibit protein–protein
interactions as a way of modulating the
activity of proteins, and recent studies in-
dicate that G protein – signaling pathways
will be amenable to these sorts of manipu-
lations as well. Thus, a primary objective of
future research will be to identify peptide
motifs that are involved in protein–protein
interactions. As the interfaces between the
various signaling partners are identified,
they will be scrutinized as potential tar-
gets for new drugs that can be used to
modulate G protein – signaling pathways
to therapeutic advantage.

9
Future Directions

If the DNA sequence of two individuals
differs by a single nucleotide, and the
frequency with which this occurs in a pop-
ulation is relatively high (1% or more), then
this difference is called a single nucleotide
polymorphism (SNP). It is estimated that
a SNP occurs once in every 1000 bases,
so the human genome contains several
million SNPs. Some polymorphisms have
severe consequences such as the SNP re-
sponsible for the Glu6Val substitution in
hemoglobin that causes sickle-cell ane-
mia, while others are silent causing no
change in the gene product. SNPs that
occur outside of the coding sequence for
a protein may influence gene expression.
For many diseases with a genetic com-
ponent, polymorphisms are likely to be
involved in their etiology, and with a few

exceptions (e.g. sickle-cell anemia), multi-
ple SNPs associated with different genes
are liable to contribute. Variation in the
response to drugs may also reflect differ-
ences in the spectrum of SNPs carried by
one individual as compared with another.
This interplay of genetics and pharmacol-
ogy, referred to as pharmacogenomics, has
made it important to identify SNPs, and
to determine what SNP or combination
of SNPs are associated with specific dis-
eases or drug response. The prominence
of 7TM receptors as drug targets makes
them attractive subjects for probing the
pharmacogenomic relevance of SNPs, and
numerous SNPs have been identified in
7TM receptors. Many of these SNPs im-
pact the properties of the receptors, and
the same is likely to be true for SNPs
in other signaling proteins. Knowledge of
what genetic variants predispose an indi-
vidual to disease will provide targets for
gene replacement therapies once they be-
come practical. In addition, understanding
the correlation between drug response and
genetic variation may make it possible to
tailor therapeutic treatments to individuals
so that maximum benefit can be achieved
while avoiding undesirable side effects.

See also Pain Transduction: Gating
and Modulation of Ion Channels;
Receptor Biochemistry; Receptor
Targets in Drug Discovery.
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Keywords

Cytokines
A large family of secreted peptide ligands that bind to specific receptors on target cells
to mediate potent biological responses. This includes immunomodulatory peptides
from a number of important families including the TGF-β, TNF, and hematopoietin
families.

GAS (Gamma Activation Site)
The enhancer element recognized by most activated STAT homodimers. It was first
identified as an IFN-γ response element.
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Hematopoietins
These four-helix-bundle cytokines mediate potent biological responses on target cells
(see Table 1). They are predominantly involved in regulating inflammation
and immunity.

IFN (Interferon)
A family of cytokines initially identified for their antiviral activity. This family includes
the type I, type II, and λ IFNs.

IRFs (Interferon Response Factors)
A family of transcription factors that is important in immune response. They bind to
the family of IFN response elements (IREs).

ISGF-3
An IFN-α-activated transcription factor consisting of Stat1, Stat2, and IRF-9.

ISRE (IFN-stimulated Response Element)
A specific enhancer that is recognized by ISGF-3. They constitute a subset of the IRE
enhancer family.

JAK (Janus kinase)
Tyrosine kinase that associates with cytokine receptors and provides catalytic activity,
which is essential to initiate signal transduction. Members include Jak1, Jak2, Jak3,
and Tyk2.

Ligand
The specific peptide that binds to a receptor.

NK Cells (Natural Killer Cells)
A family of lymphocytes that are important in innate immunity. They are potently
activated by IFN-I and secrete IFN-γ .

Protein Tyrosine Kinases
Enzymes that catalyze phosphorylation of protein tyrosine residues, which serve an
important regulatory role in higher eukaryotes.

Receptors
Transmembrane-spanning proteins that specifically bind extracellular ligands, like
hematopoietins, to mediate a biological response.

SH2 (Src Homology 2)
The domain that mediates protein–protein interactions through its capacity to
recognize and bind to phosphotyrosines in the context of a specific sequence of amino
acids, referred to as a tyrosine motif (see final entry). SH2-phosphotyrosine interactions
play an important role in signal transduction.
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SOCS (Suppressors of Cytokine Signaling)
A family of rapidly induced proteins that feed back inhibit JAK-STAT signaling.

STAT (Signal Transducers and Activators of Transcription)
A family of latent cytoplasmic transcription factors that transduces signals for
cytokines. Members include Stat1, Stat2, Stat3, Stat4, Stat5a, Stat5b, and Stat6.

T cells
Thymic derived lymphocyte family whose members are activated by specific
antigen-MHC complex. They constitute an important limb of adaptive immunity. They
can be divided into several subsets including Th1 and Th2 cells.

Tyrosine Motif
A phosphotyrosine and the four-carboxy-terminal flanking amino acids that constitute
an SH2 domain recognition/binding site.

� Characterization of the ‘‘viral interfering activity’’ secreted by infected tissues led
to the identification of interferons, the founding members of the cytokine family.
Subsequent studies, directed at understanding how IFNs mediated their biological
response then led to identification of the JAK-STAT signaling cascade. Today, the
important role this pathway plays in transducing signals for the over 50 members of
the hematopoietin family of cytokines is widely appreciated. After providing a brief
historical perspective, this review will provide an overview of the JAK-STAT signaling
cascade, with emphasis on some of the more recent developments in this field.

1
Introduction

In 1957, Isaacs and Lindenmann first de-
scribed the potent antiviral properties of
interferons (IFNs). It was not until 20 years
later, when the IFNs had been purified to
homogeneity, that the size and diversity
of this family was recognized. They were
segregated into two distinct families, now
referred to as type I (i.e. IFN-α/β) and
type II (i.e. IFN-γ ) IFNs. The early gener-
ation IFN cDNA clones, circa 1980, served
to propel them as one of the first prod-
ucts of a nascent biotechnology industry.
Concomitantly, other secreted peptides,

also with potent biological activity, were
identified. These were initially referred
to as monokines or lymphokines, reflecting
their cellular source (i.e. monocytes and
lymphocytes respectively). This confusing
terminology was later replaced by more
generic terms, interleukins (i.e. between
leukocytes) and cytokines. The cytokine
family of biological response modifiers has
subsequently grown to number in the hun-
dreds, including members of the four-helix
bundle, TNF, TGF-β, growth factor, and
chemokines families of ligands.

The early availability of relatively large
quantities of purified recombinant IFNs
provided an opportunity to determine
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how these cytokines mediate their potent
biological responses. Initial studies deter-
mined that the rapid induction of genes
were an important feature of this response.
Subsequent characterization of the ability
of IFN-α to drive the expression of new
genes led to the identification of Stat1,
Stat2, and the JAK-STAT signaling cascade
(STAT refers to signal transducers and ac-
tivators of transcription and JAK refers to
Janus kinase). Further studies determined
that IFN-γ also signals through an analo-
gous, but distinct JAK-STAT pathway.

Within three years, five additional mem-
bers of the STAT family had been cloned
and found to transduce signals for other
members of the cytokine family of lig-
ands. Subsequent gene targeting studies
have confirmed the pivotal role the STATs
play in transducing the biological response
for each four-helix-bundle cytokines (see
Table 1). More recent efforts have focused
on understanding how the transient na-
ture of STAT signaling is regulated. These
studies have revealed an elaborate sys-
tem of controls, including tight regulation

Tab. 1 Hematopoietin dependent JAK-STAT signaling. Hematopoietins transduce their signals
through specific sets of JAKs and STATs as indicated. The assignments for which there is the most
confidence (i.e. based on knockout and biochemical studies) are shown in bold. Those with less
confidence are shown in plain lettering, and those with the least confidence are shown in brackets.

Ligands JAKs STATs

IFN family
IFN-I (Type I)a Jak1, Tyk2 Stat1, Stat2, Stats3, Stat4 (Stats5-6)
IFN-γ (Type II) Jak1, Jak2 Stat1
IFN-λ (IL-28a,b,-29) Jak1, Tyk2 Stat1, Stat2, Stat3
IL-10 Jak1, Tyk2 Stat3, Stat1
IL-19 ? ?
IL-20 ? Stat3
IL-22 Jak1, Tyk2 Stat3, (Stat5)
IL-24 ? Stat3
IL-26 (AK155) ? Stat1/Stat3

Extended gp130 family
IL-6 Jak1, (Jak2) Stat3, Stat1
IL-11 Jak1 Stat3, Stat1
LIF Jak1, (Jak2) Stat3, Stat1
CNTF Jak1, (Jak2) Stat3, Stat1
NNT-1/BSF-3 Jak1, (Jak2) Stat3, Stat1
NP Jak1, (Jak2) Stat3
CT-1 Jak1, (Jak2) Stat3
OSM Jak1, (Jak2) Stat3, Stat1
IL-31 Jak1, (Jak2) Stat3, Stat5
G-CSF Jak1, (Jak2) Stat3
Leptin Jak2 Stat3
IL-12 Tyk2, Jak2 Stat4
IL-23 ? Stat4
IL-27 ? (Stat1), Stat3, Stat4, (Stat5)
IL-30 ? (Stat1), Stat3, Stat4, (Stat5)

(continued overleaf )
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Tab. 1 (Continued)

Ligands JAKs STATs

γ C family
IL-2 Jak1, Jak3 Stat5, (Stat3)
IL-7 Jak1, Jak3 Stat5, (Stat3)
TSLPb ? Stat5
IL-9 Jak1, Jak3 Stat5, Stat3
IL-15 Jak1, Jak3 Stat5, (Stat3)
IL-21 Jak3, (Jak1), Stat3, Stat5, (Stat1)
IL-4 Jak1, Jak3 Stat6
IL-13b Jak1, Jak2 Stat6, (Stat3)

IL-3 family
IL-3 Jak2 Stat5
IL-5 Jak2 Stat5
GM-CSF Jak2 Stat5

Single-chain family
Epo Jak2 Stat5
GH Jak2 Stat5, (Stat3)
Prl Jak2 Stat5
Tpo Jak2 Stat5

aIn humans this family consists of 12 IFN-αs, IFN-β.ω and Limitin.
bBind to a related, but γ c independent receptor.

of nuclear import–export, phosphoryla-
tion, as well as novel regulatory proteins,
most notably the SOCS (suppressors of
cytokine signaling) family. As there are
many excellent reviews on cytokines (i.e.
hematopoietins) and JAK-STAT signaling,
this review will focus on the more re-
cent developments and the important role
IFN studies have played in elucidating
hematopoietin biology.

2
Discovery of the JAK-STAT Signaling
Paradigm

Studies with early preparations of recom-
binant IFN-Is led to the identification of
a set of rapidly induced genes. Classic
promoter analysis of these IFN-stimulated
genes (ISGs), identified a single conserved

IFN-stimulated response element (ISRE),
with a consensus of AGTTTN3TTTCC.
Three unique ISRE binding complexes
were identified in nuclear extracts pre-
pared from IFN-α–stimulated cells. They
were named IFN-stimulated gene factor 1
(ISGF-1; aka IRF-2), ISGF-2 (aka IRF-
1), and ISGF-3. Kinetic and biochemical
studies suggested that ISGF-3 was the crit-
ical factor directing the rapid expression
of IFN-α stimulated genes. Purification
of ISGF-3 led to the identification of
four component proteins, with molecu-
lar weights of 113 kDa, 91 kDa, 84 kDa,
and 48 kDa. The 48-kDa protein was rec-
ognized as the ISRE binding component of
this complex. Analysis of the three larger
proteins determined that they were mem-
bers of a novel family of proteins, for
which the term STAT was coined. The
84 and 91 kDa proteins turned out to



Signaling Through JAKs and STATs: Interferons Lead the Way 121

be alternative mRNA splice products of
a single gene and were renamed Stat1α

and Stat1β. The 113-kDa product became
known as Stat2 and the 48-kDa protein,
with its homology to interferon response
factors (IRFs) was named IRF-9.

With the development of antibodies
against Stat1 and Stat2, it was possible
to demonstrate that both proteins resided
in the cytoplasm of resting cells. Upon
IFN-α stimulation, Stat1 and Stat2 (both
isoforms) were rapidly phosphorylated
on a single conserved tyrosine, leading
to the formation of stable Stat1–Stat2
heterodimer. Subsequent biochemical and

structural studies determined that STAT
dimerization is driven by the stable
interaction between the phosphotyrosine
residue of one STAT with the SH2 (Src
homology 2) domain of the corresponding
STAT. In contrast to the inactive STATs,
Stat1–Stat2 dimers are competent for
translocation into the nucleus, where they
associate with IRF-9 to form a stable
ISRE DNA binding complex, and direct
the expression of target genes (see Fig. 1).
Numerous ISRE-driven genes have been
characterized, including PKR (the dsRNA
dependent protein kinase), OAS (2′-5′
oligoadenylate synthetase), Mx, PML, the
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Fig. 1 The IFN-I signaling paradigm. Upon binding to its dimeric receptor,
type I IFN promotes the apposition of two receptor associated JAKs, which
then activate each other by transphosphorylation. The activated JAKs in turn
phosphorylate receptor tyrosine(s), directing the SH2 domain dependent
recruitment of Stat1 and Stat2. At the receptor, Stat1 and Stat2 are activated by
phosphorylation, whereupon they heterodimerize, translocate into the nucleus,
and associate with IRF-9 to bind to the ISRE enhancers. This DNA binding
complex, referred to as ISGF-3, directs the expression of ISRE target genes.
IFN-I also promotes the formation of Stat1 homodimers, which directs the
expression of GAS-driven genes as outlined in Fig. 2.
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Ifi 200 cluster, GBP, iNOS (inducible nitric
oxide synthetase, aka NOS2), IP-10, IRF-7,
9–27, and ISG-15.

Contemporaneous with the discovery of
STATs, was the recognition that members
of the JAK family of tyrosine kinases were
important in IFN-I signaling. This pro-
vided the missing link as to how STATs
were activated and the term JAK-STAT
Pathway was coined. Parallel efforts to
understand how IFN-γ mediated potent
but distinct biological responses led to
the discovery of an analogous yet different
JAK-STAT signaling pathway (see Fig. 2).
Notable similarities with the IFN-α sig-
naling cascade included requirement of
a unique receptor, JAKs and Stat1. As
was the case with IFN-α, elucidation of
this pathway began with the identification

of an IFN-γ responsive element (i.e. the
gamma activation site; GAS) in the pro-
moters of GBP and Fcγ RI. Subsequently,
a unique IFN-γ -induced GAS binding ac-
tivity was recognized and determined to
consist of Stat1. Moreover, IFN-γ was
found to stimulate the phosphorylation of
the same conserved tyrosine residue on
Stat1 as IFN-α. However, in the absence
of Stat2 activation, a Stat1 homodimer was
formed that translocated into the nucleus
and directly bound DNA, culminating in
the expression of GAS-driven genes. Sub-
sequent studies determined that all STATs,
with the exception of Stat2, form homod-
imers upon activation and then directly
bind members of the GAS family of
enhancers. This family of conserved en-
hancers features a palindrome, where the
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Fig. 2 The IFN-II signaling paradigm. Upon binding to its dimeric receptor,
IFN-γ promotes the activation of two receptor associated JAKs. The activated
JAKs in turn activate the receptor. Stat1 is recruited to the receptor,
whereupon it is activated and forms homodimers. Stat1 homodimers
translocate to the nucleus and bind to the GAS family of enhancers,
culminating in the expression of a distinct set of genes.
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optimal sequence is TTCN2–4GAA (Stat1
homodimers bind to an element where
N = 3; Stat3 homodimers favor N = 2;
and Stat6 homodimers favor N = 4). IFN-
γ stimulated GAS-driven genes include a
number of important immunoregulatory
transcription factors (e.g. IRF-1, ICSBP
and CIITA), chemokines (e.g. Mig), and
cell surface molecules (e.g. ICAM-1, Ly6E
and Fcγ RI). CIITA is critical for adaptive
immunity, driving the expression of major
histocompatibility complex (MHC) class II
and the Invariant chain, whereas IRF-1
has more broad effects, directing the ex-
pression of immune response genes like
iNOS, MHC I, LMP2, TAP2, and IL-12.
The ability of IRF-1 also to drive ISRE gene
expression is likely to account for some of
the overlap in the biological responses to
IFN-α and IFN-γ .

The rapid identification of additional
members of the STAT family provided
an opportunity to determine that the
other four-helix-bundle cytokines (i.e.
hematopoietins) also transduce signals
through this pathway. As the number of
four-helix-bundle cytokines has grown, so
has the recognition that they all transduce
pivotal signals through JAK-STAT signal-
ing cascade. The critical role hematopoi-
etins play in directing immune response
has directed further attention to this im-
portant pathway.

3
The Janus Kinases (JAK) Family

Studies directed at understanding how
IFNs mediated biological response di-
rectly implicated three known members
of the JAK family, Jak1, Jak2, and Tyk2 in
signal transduction. Subsequent homol-
ogy screens identified a fourth member,
Jak3, whose expression was restricted to

hematopoietic tissues. However, each of
these JAKs shared important structural
and functional features that enable them
to serve as an essential kinase for cytokine
receptors. This is also the case for a JAK
homolog, Hop, which has been identified
in Drosophila melanogaster (see Sect. 4.1).

3.1
JAK Structure

JAKs range in size from 120 to 130 kDa.
Comparison of these ∼1000 residue ki-
nases reveals seven high homology re-
gions, JH1–JH7 (see Fig. 3a). JH1 encodes
the tyrosine kinase, whose activity is reg-
ulated by an activation loop. Thus, in
resting cells when the activation loop
sits in the catalytic pocket, activity is
limited to a low or basal state. How-
ever, cytokine dependent ligation brings
the two receptor associated JAKs into
close apposition, enabling them to activate
each other through a transphosphoryla-
tion event. This entails exploiting basal
activity to phosphorylate the opposing ki-
nases activation loop. The loops move
out of the catalytic site, rendering these
kinases fully active, whereupon they se-
quentially phosphorylate critical receptor
and STAT tyrosine residues (see Figs. 1
and 2). The second JAK homology do-
main, JH2, represents a pseudokinase
domain (i.e. catalytically inactive) that is
both a signature feature of this kinase
family and appears to be required for full
catalytic activity. The five amino-terminal
JAK homology domains, JH3–JH7, con-
stitute a FERM (four point one, ezrin,
radixin, moesin) domain, which is respon-
sible for association with hematopoietin
family of cytokine receptors. Specifically,
JAKs associate with proline rich, mem-
brane proximal box1/box2 domain found
in these receptors. As outlined in Sect. 5,
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Fig. 3 Structural models of the JAK and STAT family of signaling proteins.
(a) The four members of the JAK family share seven homology domains
regions, JH1–JH7. JH1 serves as the catalytic domain, whereas JH2 represents
a pseudokinase domain, which is a characteristic feature of this family of
tyrosine kinases. JH3–JH7 comprise a FERM domain that is responsible for
association with cytokine receptors. (b) The seven members of the STAT family
of transcription factors share seven functionally conserved domains. This
includes the amino-terminal domain (NH2), the coiled-coiled domain (coiled
coil), the DNA binding domain (DBD), the Linker domain (LK), the SH2
domain, the tyrosine activation domain, and the transcriptional activation
domain (TAD), which is conserved in function but not in sequence. Domain
colors correspond with those in Stat1 Crystal structure in Fig. 4.

the cytokine receptors depend on JAKs to
transduce signals that can be functionally
divided into several groups, each exhibit-
ing a unique pattern of JAK association
and STAT activation (see Table 1).

3.2
JAK Family Members

3.2.1 Jak1
This kinase was initially recognized for
its association with the second chain of
the IFN-α receptor (IFNAR2) and then the
first chain of the IFN-γ receptor (IFNGR1).
Subsequent biochemical studies demon-
strated association with receptors for the
gp130 and the common γ (γ C) families.
Jak1 knockout mice die perinatally, sec-
ondary to neurological defects attributed
to a loss in gp130 signaling. Jak1−/− mice
also exhibit reduced lymphocyte counts
due to a lack of T cells and NK (natu-
ral killer) cells. Biochemical studies on

Jak1−/− cells have underscored a failure
to respond to cytokines from the gp130,
γ C, and IL-10 families.

3.2.2 Jak2
This kinase was initially determined to
associate with IFNGR2 and the gp130
component of the IL-6 receptor. Targeted
deletion of Jak2 yielded embryonic lethal
phenotype, at day 12.5, due to failure in
definitive erythropoiesis. Tissues collected
from Jak2 knockout mice fail to respond
to IFN-γ and most of the cytokines from
the IL-3 and single-chain cytokine receptor
families (see Table 1).

3.2.3 Jak3
The expression in this JAK is limited to
hematopoietic cells, where it exclusively
associates with the γ C chain. Hence, the
Jak3 knockout mice exhibit a severe com-
bined immunodeficiency disease (SCID)
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like syndrome, analogous to what has been
reported for γ C deficient mice.

3.2.4 Tyk2
Although the first member of the family
to be associated with cytokine signaling,
it was the last to be knocked. Earlier
biochemical studies implicated Tyk2 in
IFN-I, IL-10, IL-12, and IL-13 signaling.
Yet, Tyk2 knockout mice exhibit surpris-
ingly modest defects in their response to
IFN-I and IL-10. They do, however, ex-
hibit significant defects in their response
to IL-12, and unexpectedly profound de-
fects in their responses to LPS. While
the mechanism behind this latter defect
is not fully elucidated, it underscores the
intimate relationship between toll-like re-
ceptor (TLR) dependent signaling (LPS
signals through TLR-4), IFN-I production,
and the IFN-I autocrine loop (see also
Fig. 5).

4
The STAT Family of Transcription Factors

The rapid identification of seven mem-
bers of the STAT family facilitated a
functional classification of the growing
family of cytokine receptors (see the fol-
lowing and Table 1). It also provided an
opportunity to explore STAT function.
The seven mammalian STATs (Stats 1–6
with two Stat5 genes), range in size from
750 to 900 amino acids. They consist
of six distinct domains (Fig. 3b), and ex-
cept for Stat2, they all transduce signals
through the paradigm illustrated in Fig. 2.
STATs have also been identified in nu-
merous more primitive model eukaryotes,
including D. melanogaster, Caenorhabditis
elegans, and Dictyostelium. Growth in the
number of STATs during evolution that
appears in these lower eukaryotes reflect

an increasing need for cell-to-cell com-
munication as eukaryotes have become
more complex.

4.1
STAT Evolution

STATs have been remarkably well con-
served during eukaryotic evolution and
may encode the primordial SH2 do-
main (see Sect. 4.2.5). Homologs have
been identified in Dictyostelium, C. el-
egans, Drosophila, Anopheles, Xenopus,
and zebrafish. The JAK-STAT pathway
has been genetically characterized in
Drosophila, where it plays important roles
in developmental segmentation, larval
hematopoiesis, sexual identity, and the
development of eye polarity. The single
Drosophila JAK exhibits 27% identity to
Jak2 and the single STAT exhibits 37%
identity to Stat5. Also present in Drosophila
are a distant homolog of a cytokine recep-
tor (Upd) and ligand (Dom). The three
STAT homologs in Dictyostelium are dis-
tantly related to mammalian Stat5 and
Stat3, but the signaling pathways they are
involved in are unrelated to the one found
in Drosophila and vertebrates. STAT ho-
mologs in C. elegans are also more distantly
related. Zebrafish encode two STATs, ho-
mologous to Stat1 and Stat3. The Stat3
homolog is expressed in early development
and is syntenic with both murine and hu-
man Stat3. The zebrafish Stat1 homolog is
more divergent and expressed later in life.

The seven murine and human STATs
are segregated into three syntenic genetic
clusters, each consisting of two tandem
STATs and suggesting evolution from a
single tandem cluster (see the following).
Specifically, in mice, Stat1 and Stat4 map
to chromosome 2; Stat2 and Stat6 map
to chromosome 12; and Stat3 and Stat5
map to chromosome 17. The Stat5 gene,
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however, has undergone an additional
evolutionarily more recent duplication,
yielding tandem Stat5a and Stat5b genes.
Analysis of these clusters, the recent
duplication of Stat5, and the sequence
conservation of Stat3 and Stat5 amongst
lower eukaryotes, all serve to suggest
that Stat3–Stat5 gene cluster represents
the primordial tandem array mammalian
STAT genes. This may also explain the
relative functional pleiotropy of these two
STATs (see the following).

4.2
STAT Structure

Biochemical, genetic, and structural stud-
ies have provided clear evidence that each
of the seven mammalian STATs consist

of six domains, as well as a tyrosine near
residue 700 that serves as the activation
site (see Figs. 3b and 4). These functionally
conserved domains include: the amino-
terminal domain (NH2), the coiled-coiled
domain (CCD), the DNA binding domain
(DBD), the linker domain, the SH2 domain
and the carboxy-terminal transcriptional
activation domain (TAD; conserved in
function but not sequence).

4.2.1 NH2 Domain
The amino-terminal domain, about 130
residues in length, forms a unique dimeric
structure when crystallized as an indepen-
dent domain. Likewise, biochemical and
genetic studies of full-length inactive Stat1,
Stat3, Stat4, and Stat5 indicate that the
amino-terminal domain drives homotypic
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Fig. 4 Stat1 crystal structure. The structure represents two activated Stat1
fragments (amino acids 135–710) that are dimerized and bound to a GAS
palindrome. Each domain is shown in a distinct color and labeled (see Fig. 3). Note
that the CCD forms a four-α-helix bundle and the DBD forms a β-barrel with an
immunoglobulin fold (see color plate p. xlii).
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(i.e. to self) dimerization. This may assure
delivery of ‘‘packets’’ of STAT dimers to the
receptor in a conformation that renders the
tyrosine, near residue 700, exposed. Upon
activation, STATs undergo a conformation
change, in which this phosphotyrosine be-
comes buried in an activated structure.
Earlier studies also implicated the ability
of the amino termini to dimerize, thereby
promoting cooperativity of DNA binding to
tandem GAS elements. Finally, the amino
terminus may also serve to regulate STAT
nuclear import and export.

4.2.2 Coiled-coil Domain
This amino proximal domain, ∼150
residues in length (amino acids 135 to
315 for Stat1), folds up into a four-α-helix
bundle (see Fig. 4). This structural feature
is likely to afford the ability to dynami-
cally regulate interactions with regulatory
proteins (e.g. karyophilins) and a large sur-
face area for protein–protein interactions.
Consistent with this, the coiled-coil do-
main protrudes 80 Å laterally from the
core structure of both Stat1 and Stat3, pro-
viding a hydrophilic surface that is known
to associate with other proteins includ-
ing IRF9, c-Jun, N-myc interacting protein
(Nmi), and StIP.

4.2.3 DNA Binding Domain
This highly conserved ∼200 amino acid
domain (residues 320–480 in Stat1) forms
a β-barrel with an immunoglobulin fold,
reminiscent of the NF-κB and p53 DBDs.
This affords each STAT component in the
dimer the ability to recognize bases in the
proximal half of the GAS palindrome. The
number of direct contact sites between
STAT residues and DNA are modest,
yielding a dissociation constant in the
nanomolar range, and suggesting that
cooperative DNA binding activity may be

an important aspect for STAT function.
Recall, that Stat2 does not appear to form
active homodimers or bind DNA directly.

4.2.4 Linker Domain
As the name suggests, this short domain
(amino acids 488–576 for Stat1), links the
DBD with the SH2 domain. Detailed anal-
ysis of the linker structure suggests that
this domain serves to appropriately ‘‘trans-
late’’ the SH2 dependent dimerization to
the DBD.

4.2.5 SH2 and Tyrosine Activation
Domain
The STAT SH2 domain is the most highly
conserved and arguably the most impor-
tant domain (residues 580–680 in Stat1).
It plays critical roles in signal transduction
through its capacity to recognize spe-
cific receptor phosphotyrosine motifs (i.e.
affecting specific receptor recruitment).
After activation it specifically recognizes
the phosphotyrosine motif on the partner
STAT (i.e. directing active STAT dimer-
ization). Moreover, the SH2 domain in
Dictyostelium STAT appears to represent
the ‘‘earliest’’ identified SH2 domain, rais-
ing the possibility that it is the primordial
SH2 domain. Although the STAT SH2 do-
main is well conserved evolutionarily, it
is surprisingly divergent from other SH2
domains in sequence, but not structure.
The structure consists of an antiparallel
β-sheet, flanked by two α-helices, forming
a pocket. An absolutely conserved argi-
nine (Arg-602 for Stat1) resides at the
bottom of this pocket and mediates the
interaction with phosphotyrosine. As is
the case with all SH2 domains, flank-
ing residues recognize the other amino
acids that are characteristic of a tyro-
sine motif (i.e. phosphotyrosine + four
carboxy-terminal amino acids). Of note,
the residues most important in defining
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the specificity of binding to the STAT ty-
rosine motif (i.e. the tyrosine activation
domain) during dimerization are located
at positions +1 and +3 in this motif. In
Stat1 residues, +5, +6, and +7 also con-
tribute to the specificity of dimerization
by associating with Ala-641 and Val-642
of the SH2 domain. The proximity of
the SH2 to the corresponding STAT ty-
rosine activation domain precludes an
intramolecular association between these
domains. Thus, the STAT SH2 domain
is only able to bind to tyrosine motifs on
other proteins.

4.2.6 Transcription Activation Domain
The critical TAD resides at the STAT car-
boxy terminus. Consistent with the ability
of this domain to regulate unique tran-
scriptional responses for each STAT, it
is the most poorly conserved STAT do-
main. The function of this domain can
be regulated by either deletion or ser-
ine phosphorylation. The former feature
was recognized with the initial isola-
tion of Stat1β (i.e. the 84 kDa ISGF-3
component), which is an alternate splice
isoform. The Stat3 gene gives rise to a
similar carboxy terminally deleted Stat3
isoform, Stat3β. Intriguingly, recent stud-
ies suggest that truncated isoforms are
not necessarily transcriptionally inert, but
rather can also direct the expression of a
unique gene program through the associ-
ation with distinct sets of transcriptional
regulators. Regulation of STAT transcrip-
tional activity by serine kinases has also
received considerable attention. These
studies have identified numerous candi-
date serine kinases, potentially reflecting
the ability of multiple ‘‘stress’’ pathways
to modulate STAT activity. Elegant stud-
ies, in which the critical serine residue
in Stat1 and Stat3 have been mutated by
a knockin approach, have demonstrated

that serine phosphorylation is important
for the expression of a subset of STAT
target genes.

4.3
STAT Family Members

As indicated above, seven STAT genes have
been identified in both mouse and man.
They include Stats1–6 and two Stat5 genes,
Stat5a and Stat5b.

4.3.1 Stat1
Both biochemical and gene targeting
studies have determined that Stat1 is
critical for both type I and type II IFN
signaling (see Figs. 1 and 2). Stat1 forms
transcriptionally active homodimers in
response to stimulation with both classes
of IFNs (studies with λ-IFNs are under
way; see Sect. 5.1.3). IFN-Is and IFN-
λs also direct the formation of active
Stat1–Stat2 heterodimers. Intriguingly,
the relative role that Stat1 homodimers
versus Stat1–Stat2 heterodimers play in
the biological response to IFN-Is is tissue
specific, with Stat1–Stat2 heterodimers
playing a considerably more prominent
role in fibroblasts and epithelial cells.
Finally, gene targeting studies have also
underscored a modest role for Stat1
in the biological response to IL-6 (see
Table 1). Specifically, Stat1 appears to
alter the nature of the response to
Stat3 (the major gp130 activated STAT;
see Sects. 4.3.3 and 5.2.2), highlighting
the seemingly antagonistic roles Stat1
and Stat3 play in cancer and immune
response. That is to say, numerous studies
have implicated Stat3 as an oncogene,
whereas Stat1 appears to antagonize cell
proliferation. Likewise, Stat1 drives the
expression of proinflammatory genes (aka
‘‘danger signals’’), whereas Stat3 activation
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can be associated with the suppression of
inflammation.

4.3.2 Stat2
Stat2 is a most unique member of the
STAT family by virtue of its large size, in-
ability to homodimerize, and inability to
directly bind DNA. Sequence comparison
of the murine and human homologs also
reveals an uncharacteristic level of carboxy-
terminal sequence divergence. Both bio-
chemical and gene targeting studies have
determined that Stat2 is critical for the
biological response to IFN-Is. Upon ac-
tivation, Stat2 heterodimerizes with its
exclusive partner Stat1. This heterodimer
is competent for nuclear translocation,
but must associate with IRF-9 to form
a stable complex on ISRE elements, a sig-
naling paradigm that is unique to Stat2
(see Fig. 1). Biochemical studies have sug-
gested a similar role in the response to
λ-IFNs. Although gene targeting stud-
ies have highlighted an essential role for
Stat2 in IFN-I signaling, there is grow-
ing evidence for a regulatory role in some
IFN-γ responses.

4.3.3 Stat3
Biochemical and gene targeting studies
have demonstrated that Stat3 plays a
critical role in mediating the biological
response to members of the IL-6/gp130
and IL-10 families of cytokines. Underscor-
ing an important developmental role for
gp130 dependent signals, deletion of the
Stat3 gene yields an early embryonic lethal
phenotype (i.e. day 6.5–7.5). However,
tissue-specific deletions of Stat3 are largely
associated with abnormal inflammation
and/or decreased susceptibility to cancer.
As suggested by the latter phenotype, there
is a burgeoning interest in understanding
the role Stat3 plays in tumorigenesis. This

contrasts the biological activities associ-
ated with Stat1, pointing to the seemingly
antagonistic relationship between Stat1
and Stat3 with respect to the control of
growth and inflammation alluded to in
Sect. 4.3.1.

4.3.4 Stat4
Stat4 is predominately involved in signal-
ing for the IL-12 family (see Table 1 and
Sect. 5.2.3), which plays a critical role in
activating the effector functions of both
Th1 and NK cells (e.g. enhanced IFN-γ
production). Studies on Stat4 and Stat6
(see Sect. 4.3.6) knockout mice have under-
scored the important role these two STATs
play in maintaining a healthy balance be-
tween Th1 and Th2 dependent immune
responses. More recent studies have also
implicated Stat4 in the ability of IFN-Is to
synergize with IL-18 in the activation of
Th1 cells. For these responses, IFN-I has
been shown to drive Stat4 tyrosine phos-
phorylation and IL-18 to stimulate Stat4
serine phosphorylation, both of which are
required for full activity. Although Stat4 is
also important in the biological response
to IL-23, a potential role in the biological
response to the two newest members of
the family, IL-27 and IL-30, remains more
controversial.

4.3.5 Stat5a and Stat5b
Consistent with their location in the pri-
mordial STAT locus, Stat5a/Stat5b, like
Stat3, are relatively pleiotropic in their ef-
fects. They transduce important signals
for all members of the IL-2 family (all
γ C receptors except for IL-4 and IL-13),
the IL-3 family, and the single-chain re-
ceptor family (see Table 1). Underscoring
their homology, Stat5a and Stat5b play
overlapping roles in mediating the re-
sponses to IL-2 and IL-3 ligand families.
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Surprisingly however, the responses to
members of the single-chain family are far
more specific. Stat5a knockout mice ex-
hibit a profound defect in the response to
prolactin (PRL), and Stat5b knockout mice
exhibit a profound defect in the response
to growth hormone (GH). Reproductive
defects and an autoimmune phenotype, at-
tributed to a deficient IL-2 response, have
made Stat5a/5b double knockout mice dif-
ficult to propagate and study.

4.3.6 Stat6
Biochemical and gene targeting studies
have determined that Stat6 transduces
signals for two closely related and distinct
members of the γ C family of receptors, the
IL-4 and IL-13 receptors. Both receptors,
and their corresponding ligands, play an
essential role in the development of an
effective Th2 dependent response. Thus,
as outlined above, Stat4 and Stat6 serve
as protagonists in maintaining a critical
balance between the Th1 and Th2 subsets
of T-helper cells.

5
Hematopoietin Family of Cytokine
Receptors

To date, over 50 members of the four-helix-
bundle family of cytokines, also referred
to as hematopoietins, have been identified.
They each bind to a conserved family
of receptors, referred to as hematopoietin
receptors, or more commonly known as
type I and type II cytokine receptors, based
on the presence or absence, respectively,
of a conserved WSXWS amino acid se-
quence motif in their extracellular domain.
Members of the cytokine receptor family
type I can be further subdivided into four
functionally related groups that transduce

signals through analogous JAK-STAT sig-
naling pathways (see Sects. 5.2–5.5; see
also Table 1). Members of the cytokine
receptor family type II (CRF2) include re-
ceptors for the many members of the IFN
and IL-10 ligand families. Consistent with
this, they also signal through a characteris-
tic, albeit more pleiotropic set of JAK-STAT
signaling pathways (see Sect. 5.1; see also
Table 1).

5.1
The Cytokine Type II or IFN Receptor
Family

IFNs represent the largest single family of
cytokines that bind to and signal through
receptors composed of CRF2 chains. Until
recently, IFNs were divided into two
families, type I and type II, on the basis
of distinct receptors they bind. However,
recently a third family of ‘‘λ-IFNs’’ has
been identified, which signal through a
unique receptor, consisting of an IL-10
receptor chain and an ‘‘orphan’’ CRF2
chain. The related IL-10 family of ligands
also binds to a partially overlapping set of
receptors consisting of CRF2 chains.

5.1.1 Type I IFN Receptor
Ligands binding to the type I IFN re-
ceptor represent the largest single family
of four-helix-bundle cytokines, numbering
close to 20 in man and mouse. Referred
to as type I IFNs (IFN-Is), they are en-
coded in a large locus of single exon
genes. IFN-Is include numerous IFN-αs,
IFN-β, IFN-δ, IFN-ε, IFN-κ , IFN-τ , IFN-
ω, and Limitin. Their receptor, which is
usually referred to as the IFN-α receptor
(IFNAR), is expressed in all cells. It con-
sists of two CRF2 chains, IFNAR1 and
IFNAR2. The cytoplasmic domain of IF-
NAR1 is physically associated with Tyk2,
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whereas the cytoplasmic domain of IF-
NAR2 binds Jak1. As outlined in Fig. 1,
upon binding IFN-I, these receptor asso-
ciated tyrosine kinases become activated
by transphosphorylation, whereupon they
phosphorylated receptor tyrosine(s) to af-
fect STAT recruitment (see Sect. 3.1). At
the receptor, Stat1 and Stat2 become
phosphorylated (i.e. activated) and form
both Stat1–Stat2 heterodimers and Stat1
homodimers, which in turn direct the ex-
pression of ISRE- and GAS-driven genes.
The relative balance of these two pathways
differs between tissues, with Stat1–Stat2
dimers playing a more important role in
fibroblasts and macrophages relying more
heavily on Stat1 homodimers. Although
IFN-Is were initially recognized for their
important role in the innate immune re-
sponse to viral infection, they are now also
recognized for their capacity to regulate the
interface between innate and adaptive im-
munity. Consistent with their important
role in immune response, the regulation
of IFN-I expression is quite complex (see
Fig. 5). During infection with either a viral
or bacterial pathogen, pattern recognition
receptors, often from the TLR family, be-
come activated. These receptors trigger

activation of IKK-ε (aka IKK-i) and TBK-
1, culminating in the activation of IRF-3.
Activated IRF-3 drives the expression of
IFN-β, the prototypical immediate early
IFN-I. IFN-β is secreted, and binds to
the IFN-α receptor directing the activation
of ISGF-3 and expression of ISRE-driven
genes. One such target gene, IRF-7, ei-
ther independently or along with IRF-3
(and potentially other IRFs) directs the ro-
bust secretions of the many delayed IFN-Is
(e.g. IFN-αs, IFN-δ, IFN-ω, etc.). Intrigu-
ingly, the IFN-I autocrine/paracrine loop
appears to be active at low levels in rest-
ing cells (i.e. basal activity), potentially
underscoring its role as a sentry for infec-
tion. More recently however, studies have
implicated this autocrine loop in the regu-
lation of noninfectious cellular stresses,
including cancer and autoimmune dis-
ease. Finally, while it is clear that both
Stat1 and Stat2 play a critical role in medi-
ating IFN-I response, the role other STATs
play in this response has remained more
controversial. Recent studies suggest that
Stat3, which is activated by IFN-Is in most
tissues, may serve to antagonize Stat1 ac-
tivity, a theme that was outlined in the
preceding sections. (Sects.4.3.1 and 4.3.3).
In contrast, the IFN-I dependent activation

Fig. 5 IFN-I autocrine/paracrine loop.
Viral and bacterial pathogens include
molecular patterns (MPs) that are
recognized by toll-like receptors (TLRs).
Once bound to these receptors, they
promote the activation of IKKε/TBK1
kinases, which in turn phosphorylate
IRF-3. Activated IRF-3 then drives the
expression and secretion of IFN-β, an
immediate early IFN-I. IFN-β binds the
IFN-α receptor (IFNAR) initiating an
important autocrine loop. This leads to
the expression of IRF-7, an important
ISGF-3 target gene, which is responsible
for driving the expression/secretion of
the delayed IFN-Is.
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of Stat4 is limited to leukocytes, where it
appears to play an important role in pro-
moting the expression of IFN-γ .

5.1.2 Type II IFN Receptor
There is only one ligand that binds to the
type II IFN receptor, IFN-γ . In contrast to
the type I IFNs, the gene encoding IFN-γ
consists of three exons and resides in a dis-
tinct locus. The type II IFN receptor, which
is usually referred to as the IFN-γ recep-
tor, consists of two CRF2 chains, IFNGR1
and IFNGR2. They associate with Jak1
and Jak2 respectively. In contrast to type I
IFNs, IFN-γ secretion is largely restricted
to T cells and NK cells, underscoring the
need to carefully regulate the activity of
this potent proinflammatory cytokine. In
T cells, IFN-γ is the signature cytokine
of effector Th1 cells, which play a critical
role in adaptive immunity. However, NK
cell dependent IFN-γ production assures
an important role in innate immunity as
well. As outlined in Fig. 2, upon binding,
ligand two receptor associated JAKs are
activated by transphosphorylation, where-
upon IFNGR1 becomes phosphorylated
on a single tyrosine residue that specifi-
cally serves to recruit Stat1 to the receptor
complex. Stat1 is activated at the receptor,
dimerizes, translocates to the nucleus, and
directly binds GAS elements to drive the
expression of target genes. Notable GAS-
driven target genes include chemokines
and transcription regulators. One such
transcription regulator is IRF-1, which
then directs the expression of ISRE-driven
genes, accounting for some of the func-
tional overlap between type I and type II
IFNs. Another important transcriptional
regulator is CIITA, which coordinates the
expression of MHC class II, a signature re-
sponse associated with IFN-γ stimulation,
and is essential for adaptive immunity.

5.1.3 IFN-λ Receptor
The ligands that bind to the IFN-λ receptor
are either referred to as λ IFNs or IL-28a,
IL28b, and IL-29. Both receptor and ligands
were recently identified through genome
mining. Although the IFN-λs are function-
ally quite similar to IFN-Is, they reside in a
distinct genomic cluster and are encoded
for by multiexon genes, more reminis-
cent of the gene for IFN-γ . In contrast,
the genes encoding IFN-λ receptor chains
reside in IFN-I/IL-10 locus (aka CRF2 lo-
cus), consisting of CRF2–12 (provisionally
named IFN-λR1 or IL-28Rα) and CRF2–4
(a component of the IL-10 receptor; see the
following). Although many functional and
mechanistic details of this family have not
yet been fully elucidated, λ-IFNs do appear
to be induced in response to viral infec-
tion and predominately signal (at least
in fibroblasts) through Stat1–Stat2 het-
erodimers. The relative role of this unique
family during viral or bacterial infections
is an area of current investigation.

5.1.4 IL-10 Receptor Family
This family of receptors and their corre-
sponding ligands has grown considerably
in size over the last few years. There are five
distinct receptor chains that alternatively
pair to form at least 5 unique receptors (not
including the IFN-λ receptor). They bind
and transduce signals for six ligands, in-
cluding IL-10, IL-19, IL-20, IL-22 (IL-TIF),
IL-24 (MDA-7; FISP), and IL-26 (AK-155).
IL-10, the founding member of this fam-
ily, is widely expressed and recognized for
its potent and clinically important anti-
inflammatory activity. The first evidence
that IL-10 might be related to the IFNs
came when the sequence of the first IL-
10 receptor chain (IL-10R1) was found
to be homologous to the IFN-γ recep-
tor. Subsequently, several orphan CRF2
genes were found to serve as receptors
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for IL-10 family members. First was CRF-
2–4, identified as the second chain of the
IL-10 receptor (IL-10R2). More recently,
three additional receptor chains, IL-20R1,
IL-20R2, and IL-22R, have been identified.
IL-19, IL-20, and IL-24 have been shown
to signal through a receptor consisting of
IL-20R1 and IL-20R2. However, both IL-20
and IL-24 can also signal through a second
receptor consisting of IL-22R and IL-20R2.
In contrast, IL-22 appears to signal ex-
clusively through a receptor consisting of
IL-22R and IL-10R2, whereas IL-26 appears
to signal through a receptor consisting of
IL-20R1 and IL-10R2. Of these ligands and
receptors, IL-10 and its receptor remain the
best characterized. The IL-10 receptor is
expressed in most tissues. Its cytoplasmic
domains associate with Jak1 and Tyk2 re-
spectively, and serve to recruit and activate
Stat3, the same STAT that transduces sig-
nals for the gp130 family (Sect. 5.2). Recent
studies have provided important insight as
to how IL-6 and IL-10 can both transduce
signals through Stat3, and yet achieve very
different biological responses. It has been
determined that because the IL-10 recep-
tor fails to recruit SOCS-3, a potent Stat3
antagonist (see Sect. 6.3), IL-10 directs a
significantly prolonged pattern of Stat3 ac-
tivation, culminating in a distinct pattern
of gene expression. In addition, in contrast
to gp130 responses (Sects. 4.3.3 and 5.2.1),
Stat1 does not appear to play a significant
role in directing the biological response to
IL-10. With the recent growth in IL-10 like
ligands and receptors, much remains to be
learned about their biological responses.
Initial studies have suggested that IL-19
and IL-20 are preferentially expressed in
monocytes, and that IL-20 may play an im-
portant role in dermal inflammation. IL-22
has been reported to induce the expression
of acute phase response genes in the liver,
and IL-24 appears to be a Th2 secreted

effector cytokine. Intriguingly, IL-24 ap-
pears to selectively antagonize the growth
of some tumors. Likewise, IL-26 may also
function as a T-cell effector cytokine.

5.2
Extended gp130 Receptor Family

The extended family of gp130 receptors
includes a large group of receptors that
either employs gp130, or a gp130 homolog
as one of their receptor chains. The
first, and therefore prototypical member
of this family is the receptor for IL-6,
consisting of a unique IL-6 ligand-binding
chain (IL-6Rα) and gp130. The extended
gp130 receptor family can be subdivided
into those receptors that are functionally
distinct from the IL-6 receptor (i.e. IL-
12 family of gp130-related receptors;
Sect. 5.2.3) and those that are functionally
similar. The latter group can also be
further subdivided into two groups, those
receptors in which gp130 participates (i.e.
IL6-gp130 receptor subfamily; Sect. 5.2.1),
and those in which the receptor solely
employs gp130 homologs (i.e. gp130-like
receptors; Sect. 5.2.2). The discussion of
this extended family will start with the
prototypical IL6-gp130 receptor subfamily.

5.2.1 IL6-gp130 Receptor Subfamily
gp130 was first identified as the signal-
ing component of the IL-6 receptor. It
associates predominantly with Jak2 and
encodes four STAT recruitment motifs
(referred to as the YXXQ amino acid mo-
tifs), which exhibit a differential affinity
for Stat1 and Stat3. gp130 also encodes
fifth and distinct tyrosine motif (Y759
in mice) that exhibits a unique affinity
for SHP2 and SOCS-3. Gene targeting
studies creating gp130 chains that ei-
ther only express a single YXXQ motif



134 Signaling Through JAKs and STATs: Interferons Lead the Way

or Y759, have elegantly served to eluci-
date their roles in mediating the biological
response to IL-6. Specifically, the Y759
motif has been shown to direct the acti-
vation of an SHP2-MAP kinase signaling
cascade that serves to promote cytoprotec-
tive (i.e. anti-inflammatory) responses, as
well as antagonizing Stat3-dependent sig-
nals through the recruitment of SOCS-3.
In contrast, YXXQ motifs direct recruit-
ment/activation of Stat3 (and Stat1) to
drive the expression of a number of proin-
flammatory genes, as well as SOCS-3, a
Stat3-specific antagonist (Sect. 6.3). These
genes are associated with both inflam-
mation and cancer progression. Other
IL-6 related ligands that transduce signals
through gp130 include, IL-11, CNTF, LIF,
OSM, CT-1, NP, and NNT-1/BSF-3. In
each case, the corresponding receptors em-
ploy a unique chain that either only serves
as a ligand-binding chain (like IL-6Rα), or
both as a ligand-binding and signal trans-
ducing chain. The latter group includes
specific receptor chains for OSM (i.e.
OSM-Rα) and LIF (i.e. LIF-Rβ), which both
exhibit significant homology to gp130. Of
note, OSM appears to straddle this and
the following group (Sect. 5.2.2), because
it binds to two receptors, one that consists
of gp130 and OSM-Rα, and the other con-
sisting of OSM-Rα and OSM-Rβ (also a
gp130 homolog).

5.2.2 gp130 Receptor-like Subfamily
Although most members of the extended
gp130 receptor family include a gp130
chain, several appear to function inde-
pendent of gp130. As alluded to above,
this includes one of the OSM receptors,
as well as receptors for IL-31, G-CSF, and
Leptin. Curiously, the IL-31 receptor con-
sists of both a unique chain (IL-31Rα)
and OSM-Rβ. The receptors for both G-
CSF and Leptin function as homodimers

(see also section on single-chain recep-
tors). The G-CSF receptor is important
for neutrophil maturation, whereas the
Leptin receptor is important in weight
homeostasis. Importantly however, like in
the IL6-gp130 subfamily, each of these
ligand–receptor pairs transduces pivotal
signals through Stat3.

5.2.3 IL-12 Family of gp130-Related
Receptors
This group includes three receptors that
are distantly related to, but functionally
distinct from the IL-6-gp130 family. They
bind to and transduce signals for a unique
family of related ligands, which include
IL-12, IL-23, IL-27. IL-12, the founding
and most fully characterized member of
this family is composed of two disulfide-
linked peptides of 35 kDa (i.e. p35) and
40 kDa (p40). p35 has homology to IL-6,
whereas p40 has homology to the IL-
6Rα chain (also IL-11Rα and CNTFRα).
p40 can also associate with a distinct 19-
kDa subunit (i.e. p19) to form a novel
cytokine, IL-23. Another recently identified
and more poorly characterized member of
this family is IL-27, which consists of EBI3,
an IL-12 p40 homolog (recently renamed
IL-30), and p28, an IL-12 p35 homolog.
Not unexpectedly, this family of related
ligands binds to and transduces signals
through a family of related receptors. IL-12
binds to a receptor consisting of IL-12Rβ1
and IL-12Rβ2. This receptor is known to
direct the sequential activation of Tyk2 and
Stat4, both of which have been shown to
be important in the biological response
to IL-12. The IL-23 receptor consists of
the p40 binding IL-12β1 chain and a
unique p19 binding chain, now known
as IL-23R. Although, one chain of the IL-
27 receptor has recently been identified
as the orphan WSX-1 receptor chain, the
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nature of the second chain and the STAT-
dependent signal downstream from this
receptor remains controversial. However,
the important role these ligands play in
regulating the maturation of naı̈ve T cells
indicates that their signaling pathways will
be similar.

5.3
γ C Receptor Family

This family of receptors exploits the
common hematopoietic receptor gamma
chain (i.e. γ C) and plays an important
role in directing development and activity
of lymphocytes. These receptors can be
divided into two functionally distinct
subgroups, the IL-2 family and the IL-4
family.

5.3.1 IL-2 Receptor Family
The receptor for IL-2 is a founding mem-
ber of the cytokine receptor family. The
role this receptor and its ligand play in
lymphocyte development has been studied
extensively. Additional family members
that also play an important role in lympho-
cyte regulation, and their corresponding
ligands have been identified over the en-
suing years. They include the receptors for
IL-7, TSLP, IL-9, IL-15, and IL-21. Each
receptor consists of a ligand specific chain
(the α-chain) and the common gamma
chain (γ C). In most cases, α-chains are as-
sociated with Jak1 and serve to recruit and
mediate the activation of Stat5. The γ C,
whose expression is limited to hematopoi-
etic tissues, serves to bring Jak3 to the
receptor complex. The critical role these
latter two components play in lympho-
cyte function is underscored by the severe
combined immunodeficiency (SCID) phe-
notype that develops when γ C or Jak3
are defective. The IL-2 family exhibits a
number of additional noteworthy features.

First, two closely related members of this
receptor family (i.e. the IL-2 and IL-15
receptors) employ a third receptor chain,
the β-chain, which serves as the signal
transducing chain. In the absence of the
α-chain, this β-chain directs the activity of
a low affinity IL-2 receptor. Also, the re-
ceptor for TSLP does not use γ C, rather,
it consists of the IL-7R α-chain and a
unique TSLP receptor chain. Finally, as
mentioned to earlier, each of these re-
ceptors, except perhaps the IL-21 receptor,
rely on Stat5 to transduce important ligand
specific signals.

5.3.2 IL-4 Receptor Family
The receptors for IL-4 and IL-13 consist of
an overlapping set of chains and are func-
tionally distinct in the IL-2 family. These
receptors and their corresponding ligands
have received considerable attention for
the role they play in regulating humeral
immunity and allergic response. IL-4 binds
two distinct receptors. One is composed of
the IL-4 receptor α-chain (IL-4Rα), which
associates with Jak1, and γ C chain, which
is associated with Jak3. The second re-
ceptor is a heterodimer between IL-4Rα

(associated with Jak1) and the IL-13 re-
ceptor α-chain (IL-13Rα), which associates
with Tyk2. IL-13 binds and signals through
the second of these two receptors (i.e. IL-
4Rα and IL-13Rα). For both receptors, the
IL-4Rα chain serves as the signaling chain,
directing the recruitment and activation of
Stat6. This, along with the ability to signal
through IRS adaptor proteins, function-
ally distinguishes this family from the IL-2
family. While this small family has overlap-
ping function, gene targeting studies have
identified important differences. IL-4 plays
a more important role in lymphocyte mat-
uration, whereas IL-13 is more important
in directing lymphocyte effector functions.
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5.4
IL-3 Receptor Family

The IL-3 family includes receptors for
IL-3, IL-5, and GM-CSF (granulocyte
macrophage-colony-stimulating factor), all
of which play important roles in the devel-
opment of myeloid lineages. The IL-3 and
GM-CSF receptors, and their correspond-
ing ligands, play a more important general
role, directing development of granulo-
cytes, macrophages, and dendritic cells
(DCs). IL-5 and its receptor appear more
specialized, promoting the development of
mast cells and eosinophils. Each receptor
in this family is composed of two chains:
a ligand specific α-chain (i.e. IL-3Rα, IL-
5Rα, and GM-CSFRα); and a shared signal
transducing β-chain (i.e. βcommon). The
α-chains associate with Jak1 and the β-
chain associates with Jak2. The β-chain
also serves to recruit and activate Stat5. In
mice, however, the receptor for IL-3 is a bit
more complex. There are two functionally
homologous IL-3 receptor β-chains, βIL3

and βcommon. Analogous to human system,
βcommon serves as the β-chain for GM-CSF
and IL-5 receptors, as well as some IL-3 re-
ceptors. But the remaining IL-3 receptors
employ βIL3, providing redundancy in the
ability to respond to IL-3.

5.5
Single-chain Receptor Family

The single-chain receptors are the final
family of structurally and functionally
related hematopoietin receptors. As their
name suggests, these receptors consist
of a single chain that both binds ligand
and transduces signals. Members of this
family include receptors for traditional
hematopoietins, like Epo (erythropoietin)
and Tpo (thrombopoietin), as well as the
receptors for GH and PRL (prolactin). In

each case, the ligand binds to and activates
a receptor homodimer, culminating in the
sequential activation of receptor associated
Jak2 and then Stat5. It is worth noting
that two receptors from the gp130-related
family, the G-CSF and Leptin receptors
also function as homodimers.

5.6
Noncytokine Receptors

A number of receptors that are not from
the cytokine family also appear to direct
a subset of signals through STAT activa-
tion. Well-known examples include several
receptor tyrosine kinases (RTks), like the
receptors for EGF (epidermal growth fac-
tor), PDGF (platelet-derived growth factor),
FGF (fibroblast growth factor) and po-
tentially Flt3. There are also numerous
reports implicating STAT signaling in the
response to G proteins and G-protein-
coupled receptors. The best-characterized
example is the receptor for Angiotensin
II (i.e. AT1). This should not be surpris-
ing, since some of the receptors implicated
in STAT activation in Dictyostelium are G-
protein-coupled receptors.

6
Regulation of JAK-STAT Signaling

Two characteristic features of the JAK-
STAT signals are their rapid onset and
transient nature. With respect to rapid
onset, STATs are briskly activated at
the receptor, whereupon they quickly
translocate to the nucleus and bind DNA.
Like for many other nuclear proteins, the
process of nuclear import is dependent on
a well-characterized set of proteins. Within
a period of hours, however, the cytokine
stimulated signals decay and the STATs
are reexported back to the cytoplasm,
resetting the cell for its next round of
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stimulation. This signal decay entails both
downregulation of the upstream signaling
components (i.e. the receptors and JAKs),
as well as terminating STAT transcription
activity. This section will quickly review
three mechanisms that are known to play
an important role in STAT signal decay:
dephosphorylation, active nuclear export,
and inhibition by members of the SOCS
family of regulators.

6.1
Phosphatases

It is not surprising that several phos-
phatases, which regulate all kinase-based
signals, have been implicated in the con-
trol of STAT signal transduction. Genetic
and biochemical approaches have been
exploited to identify several cytoplasmic
phosphatases that promote the decay of
activated cytokine receptors and poten-
tially JAKs. They include SHP-1, SHP-2
and potentially CD45. In contrast, studies
directed at characterizing the decay of ac-
tivated STATs have suggested that STATs
are dephosphorylated in the nucleus prior
to nuclear export. Although TC-PTP has
been implicated as a STAT nuclear phos-
phatase, it is likely that other STAT
phosphatases remain to be identified.

6.2
Nuclear Export

Within hours of having accumulated in the
nucleus, STATs are dephosphorylated and
reexported back to the cytoplasm, resetting
the cell for the next round of stimula-
tion. The process of nuclear export, just
like that of nuclear import, is dependent
on Ran-GTPases, but the sensitivity of ex-
port to leptomycin B has greatly facilitated
the analysis of the export process. As ex-
pected, leptomycin B has been shown to

effectively block poststimulation nuclear
export. Unexpectedly however, treatment
of resting cells with leptomycin B also pro-
motes STAT nuclear accumulation. This
observation highlights an intriguing as-
pect of STAT biology, not only are STATs
rapidly translocated into and out of the
nucleus in response to activation, but they
also shuttle into and out of the nucleus
in resting cells. Moreover, this process is
independent of tyrosine phosphorylation!
Thus, the predominately cytoplasmic local-
ization of STATs in resting cells represents
a steady state balance between nuclear im-
port and export. While the reason for this
continuous flux has not been elucidated,
distinct nuclear export sequence (NES) ele-
ments, which direct either poststimulation
or basal nuclear export, have been identi-
fied. The distribution of NES elements
suggests that their activity (i.e. access to
nuclear export machinery) is regulated by
conformational changes STATs undergo
as they become activated, bind DNA, and
then become dephosphorylated.

6.3
The SOCS Family

The SOCS proteins were identified as a
family of STAT target genes that directly
antagonize STAT activation, establishing a
classic ‘‘feedback loop.’’ CIS-1 (cytokine-
inducible SH2 containing protein), the
founding member, was identified as an
Epo induced, Stat5 dependent target gene
that blocked subsequent Stat5 recruitment
to the Epo receptor. SOCS-1 was identified
next through several approaches. Compar-
ison of the CIS-1 and SOCS-1 sequences
identified a conserved SH2 domain and
SOCS box, now recognized as characteris-
tic features of this family. Subsequent gene
targeting studies determined that SOCS-
1 knockout mice die perinatally from a
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profound IFN-γ – Stat1 dependent inflam-
matory process, underscoring a critical
role for SOCS-1 regulating these potent
cytokine. In contrast, SOCS-2 has been
shown to antagonize the ability of GH
to activate Stat5. Consistent with this, the
SOCS-2 knockout mice develop gigantism.
The final SOCS protein found to regu-
late cytokine activity is SOCS-3. (SOCS4-7
appear to regulate responses to different
classes of stimuli.) Careful studies have
determined that SOCS-3 is a Stat3 an-
tagonist. Furthermore, its specificity for
IL-6 dependent Stat3 activation appears to
be the major determinant in distinguish-
ing between the differing Stat3 dependent
responses to IL-6 and IL-10. This level
of specificity is achieved through a single
SOCS-3 recruitment motif found in gp130
receptor chain (i.e. Y759; see Sect. 5.2.1),
but not either of the IL-10 receptor chains.
An analogous SOCS-2 recruitment motif
has been identified in the GH receptor. Fi-
nally, the mechanism by which the SOCS
proteins regulate STAT signaling appears
to entail more than competition for re-
ceptor recruitment. A number of studies
have determined that the conserved SOCS
box promotes association with the elon-
gin B/C complex, which in turn binds an
E3-like ubiquitin ligase, cullin-2, to pro-
mote proteosome dependent degradation.
Thus, SOCS proteins appear to direct the
degradation of at least some of the compo-
nents in the JAK-STAT signaling cascade.
The existence of SOCS proteins under-
scores the need to counterregulate STAT
based signals.

7
Concluding Comments

Studies over the last decade have provided
an important insight into how members

of the JAK and STAT family direct signal
transduction for all four-helix-bundle cy-
tokines (i.e. hematopoietins). While much
remains to be learned, significant advances
in the future are likely to entail the identifi-
cation of additional molecules that serve to
fine tune this signaling cascade, as well as
provide an insight into how these signals
integrate with other important signaling
pathways. Consistent with this prediction,
a number of regulatory molecules, whose
role in STAT signaling are not yet fully elu-
cidated, have been identified, including,
members of the PIAS (protein inhibitors
of activated STATs) family, StIP, Nmi,
several phosphatases, and several serine
kinases. Recent studies, which have high-
lighted the role covalent modifications play
in the regulation of transcription factors,
beget the question of whether STAT sig-
naling will also be found to be regulation
by acetylation, methylation, SUMOylation,
or nitrosylation.

See also Cytokines: Interleukins;
Molecular Mediators: Cytokines;
Receptor Biochemistry; Viral In-
hibitors and Immune Response
Mediators: The Interferons.
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Keywords

Alleles
Variants of genes, alternative forms of a gene that occur at a given location of
a chromosome.

Conserved Extended Haplotypes
Relatively large stretches (1.5 Mb or more) of conserved DNA sequence, in which
essentially all allelic markers within the genetic region are identical and shared among
a relatively large number of unrelated individuals (typically, although not definitively,
greater than or equal to 0.5% of a given population). Operationally, human MHC
CEHs are identified by identical markers on a single chromosome at HLA-B,
complotype and HLA-DRB1.

Disease Association
Genetic markers significantly associated with diseases.

Fragments of Conserved Extended Haplotypes
Genetic regions with different sizes of DNA blocks.

genes
Self-reproducing hereditary characters involved in production of proteins.

Genetic Recombination and Hotspots
Points of crossing-over between chromosomes during meiosis determined by family
studies. Meiosis is the creation of sex cells by replication of chromosomes followed by
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cell division and production of gametes; sperms and eggs. Hotspots refer to
hypothetical chromosomal regions with higher rates of recombination.

Genetic Stratification and Population Admixture
Studies of DNA, RNA, or proteins that characterize different nationalities or races.

HLA Polymorphism
Allelic or specificity variation within specific genes or loci of the human MHC.

Human Genetic Diversity
Genetic markers that differ among individuals.

Linkage
Alleles on the same chromosome close enough to be inherited together.

Linkage Disequilibrium
Nonrandom association of inherited alleles in a population.

Major Histocompatibility Complex (MHC)
Polymorphic genes located in the human chromosome 6 involved in immune
responses and in transplantation.

Population Genetics
Genetic differences among individuals of different nationalities or racial groups.

� We describe genetically fixed segments of DNA within the major histocompatibility
complex (MHC) extending to 3.2 Mb of DNA from HLA-A to HLA-DPB1. These
are variable sized DNA fragments that vary in frequency in different ethnicities
or races. Within the region, one 1.5-Mb block is relatively frequent, the DNA
conserved extended haplotypes (CEHs). These span from HLA-Cw, B to HLA-
DRB1, DQB1 and include the polymorphisms of complement genes (complotypes)
and TNF (tumor necrosis factor genes). This segment is informative for mapping
disease susceptibility, immune responses, and allotransplantation matching. Other
chromosomal regions (paralogous) have conserved genes, including those genetically
related to those of the MHC, which also form DNA blocks that could be involved
in immune functions and show disease association. DNA blocks can be used to
measure human diversity. For example, the aggregate frequency of DNA blocks
(ABF), determine the degree of genetic diversity in different populations; Africans,
Asians, and Hispanics have higher genetic diversity than Caucasian Americans.
The use of single nucleotide polymorphisms (SNPs) to determine DNA blocks
(by measurement of linkage disequilibrium (LD)) is limited when ignoring the
well-documented variability of frequency and size of DNA blocks among different
populations.
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1
Introduction

Recent interest in mapping human disease
genes using single nucleotide polymor-
phisms (SNPs) has prompted us to review
the structure of the human major histo-
compatibility complex (MHC) in order to
discuss the limitations of such methods.
SNPs occur every 200 to 2000 bp of human
genomic DNA, and groups of relatively
nearby SNPs have been analyzed as haplo-
types on the basis of the measurement of
linkage disequilibrium (LD). Genetic vari-
ation is nonrandomly distributed in the
genome, and SNP density and distribu-
tion varies. The haplotypes deduced are
said to be islands of nucleotide segments
that are stable and form blocks. Claims
are also made that meiotic crossing-over
occurred between these blocks at what
are called ‘‘hotspots’’ with the assump-
tion that historic recombinations between
the blocks explain and define operationally
such blocks. Thus defined, the sizes of
such blocks, using LD measurements, are
between 5 to approximately 200 kb in size
or more than 800 kb. A major drawback
of all these reports of SNP blocks is that
they disregard the well-documented exis-
tence and analysis of DNA blocks in the
MHC, which vary in size among individ-
uals and vary in frequency in different
ethnicities.

We summarized in two previous reports
some of the structural elements and
polymorphic character of the human
MHC regions between HLA-A and HLA-
B, and between HLA-B and HLA-DRB1.
These two regions have comparable sizes:
1460 kb from HLA-A to HLA-B and
1375 kb from HLA-B to HLA-DRB1. We
also described the existence of small
blocks and other relatively fixed genetic
fragments in the human MHC: A/Cw =

1365 kb, Cw/B = 95 kb, TNF region ≥
7 kb, complotype = 120 kb, and DR/DQ =
150 kb. We used the known frequencies
of the latter four different small blocks
to deduce the frequencies of common
MHC haplotypes with sizes up to 3.4 Mb.
We described a model using those four
blocks for studying the population-based
structure of the MHC with 16 potential
kinds of block combinations that are
either fragments of or individual blocks
of conserved extended haplotypes (CEHs)
with a total length of 1470 kb. This
segment of the MHC (from HLA-Cw
to HLA-DQB1) has been studied more
extensively than the segment between
HLA-A and HLA-B despite the fact that
the latter was discovered much earlier.

MHC haplotype blocks and the larger
CEHs are usually inherited intact as a
unit, and the allele frequency distribution
of particular MHC locus combinations
in individuals is nonrandom. Specific
alleles at various MHC loci tend to
occur together on the same chromosome
much more or much less frequently
than the product of their individual
frequencies. The LD between HLA-A
and HLA-B and between HLA-B and
HLA-DRB1 has been well determined
in some populations. By contrast, recent
studies describing ‘‘blocks’’ of conserved
DNA sequence (15–150 kb) within the
human genome separated by sites of
recombination (deduced) based on LD
analysis of SNPs, suggest the existence
of uniform lengths of conserved DNA
sequences. Some investigators believe that
each of these short blocks can be studied
with high-throughput screening without
the need for doing pedigree analysis.
This, however, has questionable utility in
the MHC. Of interest is a related SNP
approach, analyzing a larger stretch of
DNA (3.5 Mb) within the MHC, which was
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reported recently, with the finding of what
were called surrogate haplotypes arbitrarily
anchored at HLA-B. Unfortunately, the
haplotypes found did not always correlate
with well-defined common haplotypes and
CEHs found by pedigree analysis.

The small blocks of the MHC have
different sizes and their variants differ
in frequency in populations where they
behave as fixed genetic units. These ge-
netic units have been used as markers
of human diversity, of ethnicity and/or
nationality, of immune response, and of
disease risk. They can also be used for ge-
netic stratification studies to confirm the
similarity or degree of admixture of popu-
lations. The HLA-Cw/B, complotype, and
DR/DQ small blocks and the larger CEHs
or common MHC haplotypes are impor-
tant, because some of their variants are
ethnic specific, while others are shared
between different ethnicities. By contrast,
SNP analysis in its infancy has rarely been
used to distinguish individual variations
in and to identify the population-specific
distribution of the sizes of conserved DNA
sequence longer than that of the small
blocks. Furthermore, little effort has been
made to understand the discrepancies
between measurements of SNP LD as

compared with methods of direct count-
ing of different sizes of blocks in the MHC.
Our view is that a thorough understanding
of the relatively well-characterized MHC
blocks in different human populations
should serve investigators to better under-
stand the sizes of DNA blocks throughout
the genome.

2
The Major Histocompatibility Complex
(MHC)

The human MHC is located within
chromosomal region 6p21.3, spans at
least 3.4 Mb of DNA and contains many
genes and pseudogenes. In addition to the
classical HLA genes, the MHC contains
more than 140 other functional genes,
many of which have immune function.
The MHC genes are divided into three
regions (class I, II, and III). The class
I region is located at the telomeric
end of the MHC, while the class II is
at the centromeric end, with the class
III region located between the class
I and class II regions (Fig. 1). HLA
allelic variants were first studied using
serological reagents detecting human HLA
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specificities, but HLA alleles can only be
determined with precision using DNA
methods. Genetic variants (alleles) at more
than one locus inherited together on a
parental chromosome are referred to as
haplotypes.

MHC haplotypes (a term derived from
haploid cells) found in an individual can
only be defined by pedigree analysis in
family studies, but several studies of large
populations of unrelated subjects have
been published that predicted frequencies
of haplotypes calculated by statistical
analysis. The original description of an
HLA haplotype in 1967 using genotyped
data that was obtained by pedigree analysis
explained the coinheritance of alleles of
two closely linked loci in several unrelated
individuals. The concept of LD refers
to the nonrandom association between
alleles (usually at relatively nearby genetic
loci). Therefore, this analytical method was
quickly exploited to analyze preferential
association between alleles at two or more
loci based solely on phenotypic data (i.e.
HLA typing of unrelated individuals, in
which haplotype phase is not accurately
known) has been described for the HLA
region by several authors. LD has been an
important tool since its early description
for the genetic analysis of the human
MHC, but the choice of methods for
defining LD can be problematic. LD
is defined as the difference between
the predicted and observed haplotype
frequency of specific alleles at two or
more loci.

The alleles A and B at two randomly as-
sociated loci having frequencies f(A) and
f(B) should occur together on the same
chromosome with a haplotype frequency
of f (AB) = f (A) × f (B). If this condition
is not met, the alleles are said to be non-
randomly associated and the departure
from prediction indicates the degree to

which the alleles are in LD. The pattern
of LD in the human genome varies be-
tween genomic regions and within a given
genomic region between different ethnic
groups. LD analysis has played an im-
portant role in both gene mapping and
as one approach to identifying suscepti-
bility markers in complex diseases. The
extent of LD is given by delta (D) =
f (AB) − (f (A) × f (B)), where larger delta
values indicate greater LD. Thus, the LD
of a two-locus haplotype, AiBj will be:
LD (AiBj) = HF(AiBj) − (f (Ai) × f (Bj)),
where HF is the haplotype frequency and
f(Ai) and f(Bj) are the frequencies of the
Ai and Bj alleles. The standard delta value
(D) is related to the frequency of alle-
les (f(A) and f(B)). The allele frequency
effect can be partially compensated by
calculating a normalized LD value (D′)
that reflects the relative LD irrespective
of allele frequencies. D′ is calculated as:
D′ = D/Dmax, where Dmax is the maxi-
mum D value possible. The definition of
‘‘strong’’ LD varies by the specific type
of locus analysis under study. The highly
polymorphic classical MHC haplotypes
(and even their small blocks) contain-
ing alleles in strong LD generally have
a D′ > 0.10. For statistical tests of the sig-
nificance, chi-square values are calculated
using 2 × 2 contingency tables converted
to p values.

LD determinations between HLA-A and
HLA-B and between HLA-B and HLA-
DRB1 have been well described. Despite
the opportunity for genetic recombination
within the MHC seen in human sperm, the
effect of meiotic recombination on the pop-
ulation distribution of MHC haplotypes is
still uncertain. For example, an apparent
‘‘hotspot’’ of genetic recombination was
found in human sperm within the class
III region of the MHC near LTA, whereas
a lower than expected recombination rate
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was seen between HLA-A and HLA-B. This
would suggest less relative fixity between
HLA-Cw and HLA-DRB1 as compared
with the class I region. Nevertheless, this
recombination site has not been confirmed
in family studies. In the absence of both
consistent family study confirmation and
studies of the effect of sperm recombi-
nation on fertilization success and on
pregnancy outcome, sperm recombination
studies should not be generalized to de-
scribe the effect of recombination on hap-
lotype frequencies in the population. Fur-
thermore, the existence of CEHs, found in
family studies, within the region between
HLA-Cw and HLA-DRB1 (often without a
frequent HLA-A allele) and the compara-
ble LD between HLA-A and HLA-B alleles
as compared with that between HLA-B
and HLA-DRB1 alleles suggests that the
genetic fixity of the two regions is similar.

We believe that it is necessary to study
more intensively the genetic region be-
tween HLA-Cw and HLA-A to define new
class I blocks and to analyze the pos-
sibility that the hotspots or regions of
historical recombination represent small
block boundaries. Recently, other recom-
bination hotspots have been described.
However, some of the described hotspots
need to be confirmed with finer meth-
ods to establish their precise position. The
physical distances for the two regions,
HLA-A to HLA-Cw/B and HLA-Cw/B to
HLA-DR/DQ are nearly identical. Pedi-
gree analyses by family study have shown
that both regions have approximately 1%
recombination frequencies. If hotspots of
genetic recombination between HLA-B
and HLA-DRB1 had a significant effect
on the population frequencies of specific
haplotypes, one would not have expected
that the degree of nonrandom association
would be higher in the latter. The full
extent of LD within the MHC was further

demonstrated with the elucidation of ge-
netic polymorphism in the class III region
intermediate between HLA-B and HLA-
DRB1. Class III region genes include the
complement genes C2, C4A, C4B, and BF
as well as the cytokine genes TNF, LTA,
and LTB. The haplotypes formed by com-
plement genes in MHC class III region
are called complotypes [K]. There are 14
relatively high-frequency complotypes in
Caucasians that occur with a combined fre-
quency of 0.96. MHC haplotypes defined
by pedigree analysis containing essentially
fixed DNA sequence across class I, II, and
III loci found at relatively high frequency
in specific populations are referred to as
CEHs or ancestral haplotypes (AHs).

The presence in the population of CEHs,
each defined by pedigree analysis, provides
evidence for the DNA fixity in specific
haplotypes of unrelated individuals. Two
recent studies using LD analysis failed to
find a significant amount of nonrandom
association within the HLA-Cw to HLA-
DRB1 region other than in small blocks,
although a third study found such associ-
ations. The former results are in apparent
conflict with those reported by us and by
others. We are not surprised that statistical
analyses of a relatively few haplotypes (or
unrelated individuals) fail to detect more
than a few nonrandom associations of al-
leles of the MHC.

Reports describing the existence of
‘‘blocks’’ of conserved DNA sequence in
the range of 5 to 150 kb within the hu-
man genome, separated by sites of high
recombination activity, are based solely on
LD analysis applied to SNP data. Most
of these reports have concluded that such
blocks represent relatively uniform lengths
of conserved DNA sequences maintained
throughout the human population as hap-
lotypes. Many investigators now believe
that such short blocks can be studied
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with high-throughput screening without
pedigree analysis. Although these tech-
niques have been used recently to detect
some of the previously demonstrated asso-
ciations in the already well-characterized
MHC genes and variants, their current
utility, at least within the MHC, is un-
certain. For example, LD analysis of SNP
typing results, from unrelated Caucasian
donors, was used recently across a much
longer stretch of DNA (3.5 Mb) within the
MHC to study ‘‘surrogate’’ HLA-B hap-
lotypes. Genetic fixity within the MHC
is so great that even LD measurements,
taken over long distances of computer-
constructed surrogate haplotypes (i.e. not
defined by pedigree analysis) predicted to
varying degrees the existence of specific
common MHC haplotypes, although the
haplotypes predicted often did not con-
form to high-frequency haplotypes seen
in larger population studies based on di-
rect haplotype counting through pedigree
analysis. Another report, using pedigree-
defined SNP-typed MHC haplotypes to
construct an ‘‘integrated haplotype map’’
of the MHC, claimed that genetic fixity is
higher within the MHC than throughout
the rest of the human genome. However,
those results did not achieve statistical sig-
nificance, and the report only identified
one common haplotype (although shorter)
found in larger haplotype studies. SNP
haplotype analysis, in its infancy, clearly
still has much to prove before it might
be considered a useful method for provid-
ing new insights into structure–function
relationships, at least within the already
well-characterized MHC.

2.1
MHC Blocks

A block size range of 5 to 150 kb in the
human MHC have been well defined.

These blocks are different from those re-
cently reported, are never characterized
solely by SNP typing, are highly polymor-
phic, and are diverse in different ethnic
groups. Specific MHC blocks with specific
alleles of one locus are often ‘‘haplospe-
cific’’ for particular CEHs. Frequently, one
allele at one MHC locus is highly corre-
lated with an entire CEH. In other cases,
a specific group of alleles within the same
MHC block or in separate blocks is re-
quired to have a high correlation with a
specific CEH. However, definitive char-
acterization of haplotypes requires the
analysis of families. Some haplotypes are
not CEHs but could contain fragments or
small blocks from specific CEHs. The best
determination of haplotypes would require
family studies.

2.2
HLA Blocks

In previous reports, we have summarized
the two best characterized blocks of HLA
loci, but we will emphasize in the following
that the frequency distribution of the
inheritance of the two blocks together has
not been done in a critical manner. Instead,
it has been possible to deduce the resulting
haplotypes for the purpose of comparing
frequencies of blocks and haplotypes in
several ethnicities.

2.2.1 HLA-Cw/B Block
The HLA-Cw/B block is a relatively
small segment of DNA (95 kb in length).
Figure 2 shows the most frequent HLA-
Cw/B block associations in four different
ethnic groups of Americans, which, as
reported before, are found in strong
(D′ > 0.10) and significant (p > 0.0005)
LD. African-Americans, Asian-Americans,
and Caucasian Americans share several
high-frequency small blocks. Also shown
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are the frequent HLA-Cw/B blocks of
Hispanic Americans to show haplotypes
that indicate ethnic admixture. However,
some blocks are much more frequently
found in only one or two of the
groups. Certain blocks are of higher
frequency: (HLA-Cw*0702, B*0702) (f =
0.11), (HLA-Cw*0701, B*0801) (f =
0.11), and (HLA-Cw*0502, B*4402) (f =
0.09) in Caucasian Americans; (HLA-
Cw*0401, B*5301) (f = 0.09), (HLA-
Cw*0202, B*1503) (f = 0.07), and (HLA-
Cw*1701, B*4201) (f = 0.05) in African-
Americans; and (HLA-Cw*0302, B*5801)
(f = 0.07), (HLA-Cw*0702, B*3802) (f =
0.07), and (HLA-Cw*0102, B*4601) (f =
0.06) in Asian-Americans.

2.2.2 HLA-DR/DQ Block
The HLA-DR/DQ region, spanning ap-
proximately 150 kb, is the longest of the
four MHC blocks. The definition of this
block is based on published frequen-
cies of HLA-DRB1, -DQB1 haplotypes
in three different American populations.
HLA-DRB3/4/5 and -DQA1 are other well-
characterized polymorphic loci located
within this DNA segment. Figure 3 sum-
marizes the frequency data for the most
frequent DR/DQ haplotypes in various
ethnic groups. Some of these DR/DQ
blocks are found much more frequently in
certain ethnic groups. For example, (HLA-
DRB1*0401, DQB1*0301) is primarily
found in Caucasian Americans (f = 0.03);
(HLA DRB1*1503, DQB1*0602) is primar-
ily found in African-Americans (f = 0.07);
and (HLA-DRB1*0901, DQB1*0303) is
primarily found in Asian-Americans (f =
0.10). Other DR/DQ haplotypes are found
frequently in more than one ethnic group.
There are also a few haplotypes shared

Fig. 2 Common HLA-B*, Cw*
haplotypes in different populations.

HLA-B∗ HLA-Cw∗ CA AA AsA HA

0702 0702
0801 0701
4402 0501
3501 0401
4001 0304
5701 0602
1501 0303
1402 0802
3801 1203
3701 0602
4403 0401
5301 0401
1503 0202
4201 1701
4901 0701
5802 0602
5801 0701
4501 1601
4501 0602
5801 0302
5101 1402
3802 0702
4601 0102
1502 0801
4001 0702
5401 0102
1301 0304
4403 1403
3901 0702
4403 1601
4002 0304
1801 0501
3512 0401
5101 1502
3905 0702
5001 0602

CA: Caucasian American, AA: African-American,
AsA: Asian-American,

HA: Hispanic American.

HLA-B∗, Cw haplotype frequency based on Cao K,
Yunis E., et al.

Frequency ≥2.0 %; 

between Americans of all major ethnici-
ties. For North American Hispanics, some
of the haplotypes are ethnically specific
and probably resulted from admixture with
Amerindians. This is easily demonstrated
when studying Mexicans, Mexican Amer-
icans, or other Hispanic Americans. In
such cases the degree of admixture with
African, Asian, and Amerindian haplo-
types is variable (Fig. 3).
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Shared and ethnic-specific DRB1*, DQB1* haplotypes based on Yunis EJ et al. (B, C), Zuñiga J, Azocar J, Yunis EJ (unpublished
results P.R.A.),  Vargas-Alarcon G et al., Arnaiz-Villena A et al., Hollenbach JA., et al.

CA: Caucasian American, AA: African-American, AsA: Asian-American, HA: Hispanic-American,
P.R.A: Puerto Rican American, MM: Mexican Mestizos. 

DRB1∗, DQB1∗ CA AA AsA HA P.R. A MM  Mazatecan  Zapotec  Mixe   Mixtec  

1501, 0602

0101, 0501

0301, 0201

1101, 0301

1301, 0603

0701, 0201

0401, 0301

0401, 0302

0404, 0302

1302, 0604

0701, 0202

0701, 0303

1001, 0501

1101, 0302

1102, 0302

0302, 0402

1102, 0301

0804, 0301

1503, 0602

1301, 0303

1101, 0602

0102, 0501

0901, 0303

0405, 0401

0803, 0601

1202, 0301

1401, 0503

0802, 0402

0407, 0302

1602, 0301

1406, 0301

0411, 0302

1402, 0301

1502, 0601

0403, 0302

1602, 0502

Frequency ≥ 2.0 %

Fig. 3 Common HLA-DRB1*, DQB1* haplotypes in different populations.
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2.3
Common HLA Haplotypes Defined
Serologically and Deduced HLA-Cw/B,
HLA-DRB1/DQB1 Common Haplotypes
and their Frequencies

We previously summarized the frequency
distribution of common HLA haplotypes
defined by serological specificities for
HLA-A, B, and DR. The allele-level typing
of these haplotypes has not been deter-
mined systematically in a large database.
Figure 4 shows the probable allele-level
typing of the most common (serologically
defined) HLA haplotypes in four American
ethnic groups. The alleles assigned were

determined by a combination of deduction
and specific studies of individual haplo-
types, often found in homozygous cell
lines. Not shown in the figure is the fact
that there is a large number of Hispanic
common haplotypes with a frequency of
less than 0.005, which is an indication
of the higher genetic diversity of His-
panic Americans.

2.4
The Aggregate Block Frequency (ABF)
Measures Genetic Diversity

The sum of frequencies of small blocks,
larger blocks, or entire haplotypes within

HLA-A∗ HLA-B∗, HLA-Cw∗ HLA-DRB1∗ HLA-DQB1∗ CA AA AsA HA
0201 0702 0702 1501 0602

0301 0702 0702 1501 0602 ∗

0101 0801 0701 0301 0201 ∗ ∗

3301 1402 0802 0102 0501 ∗

0201 1501 0303 0401 0302

0301 3501 0401 0101 0501

0201 4402 0501 0401 0301 ∗

2902 4403 1601 0701 0202

0101 5701 0602 0701 0303

3001 4201 1701 0302 0402

3001 1302 0602 0701 0202

2402 0702 0702 0101 0501

3303 4403 1403 1302 0604 

3303 4403 1403 0701 0202 

0207 4601 0102 0901 0303 

2402 5201 1202 1502 0601 

3303 5801 0302 0301 0201 

0201 3501 0401 0407 0302 ∗

0201 3512 0401 0802 0402 

Frequency ≥1.0% , ∗Haplotypes with frequency ≥2.0 %.

CA: Caucasian American, AA: African-American, AsA: Asian-American,
HA: Hispanic-American.

Frequencies based on Yunis EJ et al., and Cao K et al. 

Fig. 4 Common HLA-A*, B*, Cw*, DRB1*, DQB1* haplotypes in different
populations.
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the MHC, defined by two or more loci
sharing significant LD, is named ABF (ag-
gregate block frequency). The frequencies
higher than 1% (arbitrarily) of variants of
particular blocks are added to compare the
degree of diversity of populations studied.
It is of interest that the ABFs of individ-
ual HLA blocks usually do not show much
difference in all ethnicities studied. How-
ever, the ABFs of two or more combined
blocks show that the Caucasian Ameri-
cans have less diversity than African- or
Asian-Americans. Of interest, the Mexi-
can and Puerto Rican Americans appear
to have a higher level of diversity by the
use of available information of the DR/DQ
block. In preliminary studies, we have de-
termined that the Puerto Rican population
of Massachusetts shows a high genetic di-
versity due to the admixture of Caucasian,
African, and Asian haplotypes that are
present in frequencies of less than 1%.
The ABF for the common haplotypes from
HLA-A to HLA-DQB1 is 0.17 in Caucasian
Americans, whereas it is 0.03 in African-
Americans and 0.10 in Asian-Americans.
The ABFs for common haplotypes of His-
panic Americans is approximately 0.06.

2.5
Class III Region Blocks

2.5.1 TNF Block
The shortest conserved MHC block stud-
ied is of 7 kb size and contains the genes
for TNF-α and TNF-β (lymphotoxin-α).
The TNF (tumor necrosis factor) mi-
crosatellites a, b, and c are upstream
(a, b) or within (c) the LTA gene. Also,
the TNF block includes the SNPs of the
TNF promoter region. Specific variants
of this block are present in all popu-
lations while others may be population-
specific. Specific variants of this block
are also haplospecific. For example, the

nucleotide A (substituting for the common
G nucleotide) at the −243 position is
a marker for the African CEH [HLA-
A*3001, Cw*1701, B*4201, FC(1,90)0,
DRB1*0302, DQB1*0402]. Also, the TNF*
237(G-A) SNP is haplospecific for the
HLA-B*4001 CEH found often in Cau-
casians and for at least some of the
HLA-B48 haplotypes of East Asians found
also in Colombian Amerindians. Likewise,
a TNF*-307(G-A), *862(C-A), and *856(C-
T) combination is found in both Caucasian
and Asian haplotypes. It is not surpris-
ing that variants of this block are in LD
with both complotypes and the HLA-Cw/B
block variants.

2.5.2 Complotype Block
The four MHC-encoded complement
genes (C4B, C4A, BF, and C2) are lo-
cated between HLA-DRB1 (525-kb cen-
tromeric to the complement genes) and
TNF (350-kb telomeric to the comple-
ment genes). This block is variable in
length from 75 to 120 kb. The gene or-
der is Telomere-C2-BF-C4A-CYP21A-C4B-
CYP21B-Centromere. Complotypes are in-
herited together as a unit, essentially
without recombination. The most frequent
haplotypes are SC31 and FC31 detected
in all ethnic groups and SC01 frequent
among the British. Two complotypes are
ethnic specific, the SC21 of the Ashke-
nazi Jews and the F1C30 of Basques
and Sardinians.

3
Conserved Extended Haplotypes (CEHs)

Family studies have identified MHC hap-
lotypes that show a significant degree
of sequence conservation across a large
stretch of the MHC in the region between
HLA-Cw, B, TNF, HSP-70, complotype,
and DR,DQ . Twelve of the CEHs found in
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Caucasians are listed in Fig. 5. For detailed
information, consult our earlier reviews.

3.1
Extension of the HLA-Cw/B Block to
HLA-A and of the HLA-DR/DQ Block to
HLA-DPB1

Figure 4 lists the high-frequency CEHs
and common HLA haplotypes that ex-
tend to HLA-A. Inclusion of HLA-A al-
leles diminishes the ABF. At least four
CEHs found in Caucasians extend to the
HLA-DP region. Strong LD between the
HLA-DR/DQ region and HLA-DPB1 was
shown for several ethnic groups during
the 11th international histo compatibility
workshop (IHWS), and more recently in
Japanese. LD predictions, however, have
reported a lack of nonrandom association
between HLA-DR/DQ and DP, perhaps
reflecting high levels of recombination
within this region and/or the inability of
statistical analysis to find genetic fixity
or nonrandom associations in relatively
small databases of haplotypes or unre-
lated individuals. In Caucasians, the CEH
[HLA-A*0101, Cw*0701, B*0801, SC01,
DRB1*0301, DQB1*0201] frequent in both
the British and in Ashkenazi Jews, often ex-
tends to HLA-DPB1*0401. Also, the CEH
[HLA-A*3002, Cw*0501, B*1801, F1C30,
DRB1*0301, DQB1*0201] of the Basques
and Sardinians often extends to HLA-
DPB1*0202.

3.1.1 Frequency Distribution of MHC
Blocks, CEH Fragments, and CEHs
Table 1 shows the frequency distribu-
tion of DNA blocks within a region
of MHC of approximately 1.5 MB, be-
tween HLA-Cw and HLA-DQB1, in a
study of 372 haplotypes determined in
92 pedigree-analyzed Caucasian families.
Figure 5, showing the distribution of these

haplotypes as analyzed by our previously
published model, demonstrates that, of the
12 most frequent Caucasian CEHs, only 9
CEHs show nonrandom association with
significant LD (<0.0005). Interestingly, ap-
proximately one-third of the haplotypes
are composed of combinations of blocks
in random association. Therefore, some
CEHs cannot be found with statistical
significance in this limited database. How-
ever, the small HLA-Cw/B and DR/DQ
blocks were found to have significant LD
corroborating those described previously.
These data are the first demonstration of
the frequency distribution of blocks in
genotyped families (n = 92), although the
data for complotypes were deduced from
previous studies. The ABF measurement is
comparable to those that had been deduced
by us from separate reports of HLA-Cw/B
and DR/DQ blocks. The high frequency of
the complotype SC31 explains why CEHs
carrying it require a larger database to pro-
duce LD to reach statistical significance.

3.1.2 The Global LD Measurement
Related to the Size of the Database
As had been reported before, global LD
measurements of large size DNA blocks
or haplotypes are not informative when
the size of the data studied is small.
However, there were several small blocks
and fragments of CEHs that can be found
even with a limited number of haplotypes
as demonstrated in the analyses of the data
shown in Fig. 5 and Table 1.

3.1.3 Association of CEHs with Disease
Disease susceptibility or protective alle-
les of particular loci are included in
several CEHs or their associated frag-
ments. Important studies of pedigree-
analyzed CEHs have been conducted
to localize disease susceptibility genes,
including type 1 diabetes, IgA deficiency,
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dermatitis herpetiformis, and gluten-
sensitive enteropathy. Likewise, fragments
of the CEH [HLA-Cw*0303, B*5502, SB45,
DRB1*1401, DQB1*0503] served to map
pemphigus vulgaris (PV) genetic suscep-
tibility in non-Jewish patients to the DR,
DQ region. But, PV in Jewish patients
is associated with the entire Ashkenazi
CEH [HLA-A*2601, Cw*1203, B*3801,
SC21, DRB1*0402, DQB1*0302]. One of
the most frequent CEH of Caucasians,
[HLA-A*0301, Cw*0702, B*0702, SC31,
DRB1*0501, DQB1*0602], has been found
to be associated with multiple sclerosis
(MS) and with ragweed allergy. In an-
other study, we had prior evidence that
the CEH [HLA-B8, SC01, DR3] was in-
creased among nonresponders to hepatitis
B vaccine and that such subjects were more
homozygous than expected. We prospec-
tively immunized homozygotes and het-
erozygotes and none of the homozygotes
responded, confirming the dominant role
of the MHC in the immune response.

4
Mapping of MHC Disease Genes: New
Model for Future Studies Combining
Genotyped Individuals with the Use of
High-throughput SNPs

Unfortunately, the great genetic fixity of
the MHC has prevented formal identi-
fication of the true susceptibility gene
for any of the diseases described earlier.
A more practical approach than simply
SNP ‘‘mapping’’ the entire MHC would
be to genotype at least the four blocks
we described and then, as a second step,
to analyze more intensively the localized
region (small block) most frequently as-
sociated with the disease. The ‘‘random’’
variants of that small block present in pa-
tients would perhaps be more informative

than those variants found in the CEHs
associated with the disease. In the exam-
ple described in Fig. 5, one-third of the
haplotypes contained only such random
small blocks.

5
Paralogous Chromosomal Regions

Paralogous chromosomal regions are
those genomic regions found in a sin-
gle species, which are thought to have a
common genetic origin, but which have
been separated by mechanisms of duplica-
tion from an ancestral genetic unit. Other
hypotheses suggest that perhaps inde-
pendently duplicated genes were grouped
during evolution by selective forces. Paral-
ogous genes have been found in different
chromosomal segments in humans. The
early findings demonstrate the existence
in chromosomes 11 and 12 of duplicated
chromosomal segments in which two pairs
of duplicate genes were contained. In gen-
eral, the block duplication mechanism can
better explain why genes paralogous to
some found in the MHC are clustered
in three other specific regions of the hu-
man genome.

Several published studies have described
the existence of three chromosomal re-
gions paralogous to the MHC: 1q21-25,
9q33-34, and 19p13.4–13.1. The possible
origin of MHC paralogous regions on chro-
mosomes 1, 9, and 19 could be from
two rounds of duplication of the whole
genome (2R hypothesis). These findings
are supported by the identification of par-
alogous genes in Drosophila melanogaster
and in other species in human chromo-
somes 1, 9, and 19. Phylogenetic analyses
have revealed that the MHC and its paral-
ogous regions have a common (ancestral)
genomic region that was duplicated as
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a block after the divergence of cephalo-
chordates and vertebrates. Duplications
(polyploidizations) could have occurred be-
tween 766 and 528 Myr ago. Interestingly,
the MHC paralogous region in chromo-
some 9q32-34 retains an ancestral state in
the context of organization and gene sub-
stitution patterns compared with both the
human 1p31-p11, 19p13, and 6p21.3 re-
gions and with the amphibious, chordate,
and gnathostomata proto-MHC regions.
The MHC paralogous genes are located in
the classical MHC class I and class II re-
gions, but also can be found in neighboring
regions of the MHC. Gene families such
as NOTCH, BRD, and PBX have copies
in all of the MHC paralogous regions, but
some genes that have paralogous copies in
chromosomes 1, 9, and 19 are not found
in the MHC.

Among the other previously mentioned
paralogous regions, the 1q21-25 is unique
because it contains histocompatibility-like
loci in the CD1 and MR1 regions. CD1
molecules show structural and functional
similarities in relation to HLA class
I molecules. The CD1 molecules can
present certain glycolipids to cytotoxic T
lymphocytes. Genomic sequence of the
human chromosome 9 reveals a highly
polymorphic structure with a total of
31 genes paralogous to genes found
in the human MHC. Interestingly, in
chromosome 9, more than 90 genes
associated with different human diseases
have been mapped. These include AIF1-L,
BAT2-L, C5, PBX3, BRD3, COL1A5, and
RXRA. This fact is important in attempting
to decipher the possible influence of
several loci in polygenic diseases. Also
of interest is that, in the extended MHC
class I region of chromosome 6, families of
olfactory receptor genes have been mapped
also in the chromosome 9 paralogous
region. This fact could be a determinant in

the species preservation and reproduction,
as recent reports suggested that mate
selection could be influenced by HLA
segregation of specific parental haplotypes
that could be in LD with specific olfactory
related genes in the proximity of MHC.

6
Discussion

High-resolution definition of the most fre-
quent MHC haplotypes extending from
at least HLA-Cw to HLA-DQB1 is incom-
plete at the phenotype level, much less at
the genotype level using pedigree analysis.
We summarized the current knowledge
of allelic variants of well-studied loci in
common HLA haplotypes and, to a lim-
ited extent only, in MHC CEHs. Using
the frequencies of nonrandomly associ-
ated alleles of two close loci, HLA-Cw, -B
in one example and HLA-DRB1, -DQB1 in
another, we described blocks of DNA mea-
suring approximately 100 to 150 kb each.
We deduced that the existence of common
HLA haplotypes, defined as the nonrandom
association of these two blocks, is related to
genetic fixity within the MHC spanning at
least 1.4 Mb as exemplified by the existence
of CEHs. When typing of the intermediate
class III region of the MHC (complotypes,
TNF, and HSP-70) and haplotype identifi-
cation by pedigree analysis are conducted,
approximately 85% of common HLA hap-
lotypes are the same as genetically fixed
CEHs. We showed in Fig. 5 that approxi-
mately 22% of common HLA haplotypes
are not CEHs because the intermediate re-
gions have different degrees of LDs (often
related to separate CEH variants).

Although several of the MHC loci are
among the most polymorphic known in
the human genome, they represent only a
small percentage of the total MHC DNA
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sequence. Formal proof of the essential
fixity of the complete DNA sequence
for specific MHC CEHs shall require
DNA sequencing of the entire region in
several independent examples. This work
has begun on consanguineous cell lines,
with the MHC Haplotype Project. If one
expands the CEH definition to include the
loci from HLA-A to HLA-DPB1, the fixed
DNA length would be more than 3 Mb
of DNA.

The frequency of block combinations
varies between major ethnic groups and/or
in different nationalities. The preponder-
ance of common haplotypes in Caucasians
may be due to the fact that more Cau-
casians than Africans or Asians have been
studied or may simply reflect a lower
genetic diversity among Caucasians. Pre-
diction of individual HLA blocks (e.g.
HLA-Cw/B) by LD has been more com-
plete than has identification of larger
fragments or CEHs (which include TNF
and/or complotype blocks) by family study.
Identifying CEHs in a population depends
on the size of the haplotype database.
Lower frequency CEHs can only be identi-
fied in larger databases. It is important to
keep in mind that the number of and the
particular types of CEHs (or common hap-
lotypes) detected will also depend on the
type (e.g. ethnicity, disease status) of the
population studied. Some CEHs, such as
the first six listed in Table 1 and Fig. 5, are
relatively frequent in healthy Caucasians.
In a database of 500 Caucasian haplotypes,
we would predict the aggregate frequency
of all of the CEHs listed in Fig. 5 (not in-
cluding HLA-A) to be at least 30%. In this
review, we reported an analysis of 372 hap-
lotypes derived from pedigree analysis of
92 parents, although the complotypes were
deduced from probable nonrandom asso-
ciations using our previous studies. Only
nine CEHs showed significant nonrandom

associations. The number of individuals
studied would also affect the distribution of
CEHs, their fragments, and small blocks.
The arrows in Fig. 5 suggest sites of possi-
ble historical recombination that in many
recent articles using SNPs are referred to
as hotspots.

Structural analysis of MHC haplotypes
is incomplete, but we believe that the avail-
able evidence demonstrates that there are
fixed genetical segments of DNA within
the MHC, the frequency of which vary in
different human populations. Some CEHs
have shown significant genetic fixity across
blocks of DNA as large as 3.2 Mb from
HLA-A to -DPB1. However, the most com-
pletely described segment spans HLA-Cw
and -DQB1, and includes polymorphisms
of complement genes (complotypes) and
TNF. The boundaries of this 1.5-Mb block
mark CEHs that are relatively frequent,
which have proven informative for map-
ping disease susceptibility and immune
response genes and they could be used for
allotransplantation matching.

The concept of the aggregate frequency
of individual common block variants span-
ning the MHC segment between HLA-
Cw/B and HLA-DR/DQ, or ABF, may be
used to determine the degree of relative di-
versity of Americans of Asian, Caucasian,
African, or Hispanic ancestry. Likewise,
we suggest that determining the ABF of a
combination of small blocks can be used
to estimate the degree of genetic fixity of
even larger segments of DNA called com-
mon HLA haplotypes (which are usually
representative of CEHs). Thus, ABF is a
measurement of the frequency of DNA
blocks of any particular size range, based
on the aggregate frequency of nonran-
domly associated alleles at two or more
loci, which estimates the frequency of var-
ious sizes of genetically fixed DNA within
the MHC of well-defined populations. The
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result can be used to compare human di-
versity among well-defined populations.

Other DNA methods, such as RFLP (re-
striction fragment length polymorphism),
SNP analysis, and microsatellite polymor-
phisms, have also been useful in defining
extended genomic variation throughout
the MHC at sites other than the classi-
cal HLA loci (e.g. complement and TNF
locus typing). Allele-level typing of HLA-
A, -Cw, -B, -DRB1, and/or -DQB1 has
been reported for a limited number of
Americans of different ethnicities. At least
three characteristics of these MHC haplo-
type blocks are quite different from those
recently reported. MHC blocks described
here are never defined solely by SNP typ-
ing and are highly polymorphic within
well-characterized populations. In contrast
to two to five common SNP-defined hap-
lotype variants present in diverse ethnic
groups, MHC blocks have many more
common variants even within a single
ethnic group. Finally, MHC haplotype vari-
ants exhibit a high degree of isolated
population and/or ethnic specificity. Fur-
thermore, despite both the likelihood of
many recombination ‘‘hotspots’’ within
the MHC and this great diversity within
specific MHC blocks, many CEHs exist at
relatively high frequency. Specific alleles
or specific MHC blocks are often ‘‘hap-
lospecific’’ for particular CEHs. In many
cases, one particular allele at one locus
is highly correlated with an entire MHC
CEH. In other cases, a specific set of al-
leles within a single MHC block or in
more than one block is required to achieve
a high correlation with a particular CEH.
However, haplotype determination by fam-
ily study is required to rigorously define a
complete haplotype.

Many MHC haplotypes are not CEHs
but contain only fragments or even only
a single small block from any specific

CEH. Non-CEH haplotypes containing
CEH fragments are represented in Fig. 5
by any haplotype except #1 (the full CEH)
or #16 (containing no part of any CEH).
For example, not all haplotypes contain-
ing the (HLA-Cw*0701, B*0801) block
exist solely as the CEH [HLA-Cw*0701,
B*0801, TNF 2,3,1, SC01, DRB1*0301,
DQB1*0201] (although, we argue, the ma-
jority are contributed by this CEH). The
distribution in frequencies between any
given CEH and its specific blocks depends
on several factors, including at least the
degree to which a particular block exists in
more than one extended haplotype (i.e. is
not haplospecific) and the degree of frag-
mentation of the extended haplotype in
the study population. If a disease gene is
mapped to a CEH, the number of haplo-
types bearing fragments of that CEH that is
required to localize the gene will be greater
than the number of ‘‘random’’ haplotypes
required. If the gene is already mapped to
a small block, variants of that block that
are not associated with any CEH required
to localize the gene should be fewer, be-
cause the complete set of these ‘‘random’’
variants should share little that is unique
except for the susceptibility locus. For
these reasons, it is probably more difficult
to map susceptibility genes in American
Caucasians than in other American eth-
nicities simply because the level of genetic
diversity is lower in Caucasian Americans.
We also believe that most of the diversity is
possibly related to the degree of genetic ad-
mixture of individuals recruited, and this
admixture could be within nationalities or
between ethnicities.

An example of this complexity can be
the use of the term Hispanic to de-
scribe individuals that originated from
Spanish-speaking countries. Of course,
such individuals probably resulted from
different degrees of population admixture
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producing stratification, and they repre-
sent many different ethnicities. The use of
SNPs or short tandem repeats or variants
of genes that could have been conserved
in all humans or within a particular eth-
nicity will need to be used to rule out
population genetic stratification in every
study population. In this case, DNA blocks
that are conserved in the genome need
to be identified in order to distinguish
them from DNA blocks that show variabil-
ity caused by population admixture or by
natural selection.

CEHs might result from many possible
mechanisms, including recent population
bottlenecks, recombination suppression,
preferential transmission, migration and
admixture, and/or genetic drift or natural
selection. Duplication of genes involved
in immune functions argues in favor of
selection for blocks of DNA, which vary
in different populations. Paralogous genes
to some found in the human MHC with
equal or related functions are located in
other chromosomes (Chromosomes 1, 9,
and 19). Such duplicated genes add an-
other dimension of difficulty to disease
gene localization because there may be
several genes involved in a disease, which
are molecularly related. For example, the
NOTCH genes are found in the four paral-
ogous chromosomal regions. One caveat,
however, is that the MHC paralogous re-
gion of chromosome 9 contains many
other genes that may be in LD with
NOTCH1, but the equivalent genes to
those are not present in chromosome 6.
In the case of schizophrenia, NOTCH4
could be in LD with another marker dif-
ferent from that of NOTCH1 and it could
suggest a difference in the populations
studied. However, the BRD2 and BRD3
genes of chromosomes 6 and 9, respec-
tively, are at similar distances to the C4
genes of chromosome 6 and the C5 of

chromosome 9. The latter region is ex-
pected to have genes in LD that may be
acting synergistically.

7
Future Studies

Complete human population studies
based on the CEH and DNA blocks concept
are needed. Requirements will include col-
lecting data on the basis of geography
(nationality), language, and ethnicity, as
well as identifying other (non-MHC) ge-
netic markers. The latter include the Y
chromosome, mitochondrial DNA, blood
groups, and short tandem repeats out-
side the MHC region. Such analysis could
derive the age of haplotypes and popula-
tion diversity relationships. Genetic admix-
tures need to be analyzed in order to know
the markers that indicate genetic drifts or
old admixtures. We believe that any unique
marker of the polymorphic loci of a hap-
lotype would be a marker of the age of
the MHC haplotype. Two or more ancient
mutations or gene conversions inherited
together will have random frequencies,
but during evolution they are fixed at the
population level and may prove to have
selective advantage. Natural selection is
often mentioned as a major influence in
MHC evolution and in the formation of
CEH. However, nonrandom association
between distant loci may be the result of
directional selection (molecular coopera-
tion during the immune response). In this
context, the possible role of paralogous
genes may be operating. Alternatively, bal-
ancing selection by a higher replacement
rate of different alleles at certain loci could
have been an influence, particularly a de-
parture from neutral expectation of HLA
frequencies.
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8
Summary

We described an updated interpretation
or definition of MHC or HLA haplotypes.
Although the information is incomplete,
we believe that there are genetically fixed
MHC haplotypes of variable sizes in the
human population and that the stretch of
fixed DNA could be up to 3.2 Mb of DNA in
several haplotypes that extend from HLA-
A to HLA-DPB1. However, the fixity of the
DNA between HLA-Cw and HLA-DQB1
has been studied more extensively, using
polymorphisms of the complement sys-
tem (complotype) and the TNF region to
define that stretch of fixed DNA of ap-
proximately 1.5 Mb. The boundaries of
this large block, between HLA-Cw and
HLA-DQ , mark MHC CEHs with fixed
(or nearly so) DNA that are relatively fre-
quent and have been used for mapping
studies of disease and immune responses,
and they could be used for matching for
allotransplantation. The aggregate block
frequencies (ABFs) of both the HLA-
Cw/B and HLA-DRB1/DQB1 small blocks
were investigated in three different ethnic
groups living in the United States and in
five African populations. The results sug-
gest that the aggregate frequency of the
most common small blocks in strong and
significant LD may be used to determine
the degree of relative diversity of Asian,
Caucasian, or African-Americans and His-
panic populations. Likewise, we suggest
that determining the ABF of a combina-
tion of specific small blocks can be used
to determine the degree of genetic fixity
of even larger segments of DNA. Thus,
ABF is a measurement of the total fre-
quency of fixed genetic (high population
frequency) variants of a particular DNA
block, to estimate the frequency of var-
ious sizes of DNA within the MHC of

well-defined populations. This measure-
ment adds a new dimension in the studies
of human diversity. Essentially, we have
developed a model of combinations of
blocks of 16 kinds of MHC haplotypes,
with one of them being the CEH, seven
of them being CEH fragments containing
combinations of the CEH blocks, seven
more having only one CEH block or two
separated blocks, and one of them con-
taining only rare blocks that do not show
any LD. We used as an example the higher
degree of genetic diversity of the Mexi-
can Mestizos as compared with Caucasian
Americans or specific Amerindian sub-
groups to demonstrate that diversity as
measured by ABF can vary related to the
contribution of the genetic diversity of the
populations that contributed to a particular
population admixture. We anticipate that
genetic diversity will also differ between
supposedly ethnically similar individuals
when they are recruited from different ge-
ographic regions. Although not defined
in the same manner, as recently reported
blocks of SNPs, previously identified MHC
blocks are essentially genetic units. We dis-
cussed the problem of attempting to use
SNP blocks to localize disease genes with-
out previous assignment of MHC blocks
determined by high-resolution typing and
preferably by pedigree analysis. We sug-
gest that after this is done, it is possible to
map disease or protection genes using po-
sitional cloning and high-throughput tech-
nologies. Disease genes could be located in
either large or small blocks of DNA, but we
believe that it will be easier to look for them
in random blocks not associated with high-
frequency CEHs. We also discussed the
possibility of applying the techniques and
analytical methodologies developed for the
MHC to other chromosomes of the hu-
man genome, with the thought that other
regions paralogous to the MHC might be
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best suited for initial work. Studies will
be required to compare genes that are
involved in the same pathways or net-
works, especially those that have evolved
with high levels of polymorphism. Individ-
ual locus and haplotype variation in these
paralogous regions characteristic of both
specific ethnicities and specific diseases
need to be studied to determine whether
paralogous genes with similar or related
functions might explain ethnic variation in
the pathogenesis of certain diseases such
as autoimmune diseases.
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Dermis
The dermis, or corium, is the thickest tissue layer of the skin and underlies the
epidermis. It contains very large amounts of extracellular matrix components that
provide strength (collagen fibers), elasticity (elastin fibers), and compressibility
(proteoglycans) to the skin. The dermis is extensively vascularized and innervated.

Epidermis
The outermost layer of the skin consisting predominately of epidermal cells arranged
in six histologically distinct layers: stratum corneum, stratum lucidum, stratum
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granulosum, stratum spinosum, stratum basale, and basement membrane zone. The
epidermis provides the major barrier to water loss and microbial invasion of the skin.

Wound Healing
The process of repairing injuries to skin that normally progresses through sequential
phases of hemostasis, inflammation, repair, and remodeling.

� The skin is the one organ of the body that is constantly exposed to a changing
environment. Maintaining its integrity is a complex process, and assaults from
surgical incisions, injuries, or burns can lead to life-threatening consequences
without appropriate treatment.

Human skin is divided into two primary layers – epidermis (outermost layer) and
dermis (innermost layer) (Fig. 1). These two layers are separated by a structure
called the basement membrane. Beneath the dermis is a layer of loose connective
tissue called the hypodermis or subcutis, and beneath the subcutis is the fat layer.
Major functions of the skin are protection, immunity, thermoregulation, sensation,
metabolism, and communication. The skin of the average adult covers approximately
3000 square inches, or an area almost equivalent to 2 m2. From birth to maturity the
skin covering will undergo a sevenfold expansion. It weighs about 6 lbs (or up to 15%
of total adult body weight), is the largest organ, and receives one-third of the body’s
circulating blood volume. The skin forms a protective barrier from the external
environment while maintaining a homeostatic internal environment. Epidermal
appendages – nails, hair follicles, sweat or sebaceous glands – which are lined with
epidermal cells, are also present in the skin. During the healing of partial-thickness
wounds, these epidermal cells migrate to resurface the wound. This organ is capable
of self-regeneration and can withstand limited mechanical and chemical assaults.
The skin varies in thickness from 0.5 mm in the tympanic membrane to 6 mm
in the soles of the feet and the palms of the hands. Variations are attributable to
differences in the thickness of the skin layers covering underlying organs, bones,
muscle, and cartilage. Diseases of the skin can result from genetic causes, so-called
genodermatoses, infection, immune dysfunction, and trauma. Skin diseases can
involve some or all of the layers of the skin.

1
Embryology of Skin

Skin is derived from both ectoderm and
mesoderm (see Fig. 1). The epidermis, pi-
losebaceous glands, apocrine and eccrine
sweat glands, hair follicles, and nail units

are derived from the surface ectoderm. The
ectodermal skin appendages develop with
the formation of epidermis at 11 weeks
of gestation and complete their develop-
ment in 5 months. Melanocytes, nerves,
and specialized sensory units originate
from the neuroectoderm. As early as 5
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Fig. 1 Structure of skin. Major divisions of skin are the epidermis, dermis (corium), and subcutis
(fat), which are separated from muscle by a layer of fascia.

weeks of human gestation, the neuroecto-
dermal components from the neural crest
cells can be detected.

The epidermis initially comes from a
single layer of ectodermal cells. Soon
they differentiate and form a second layer
of squamous epithelium, called periderm,
over the surface. Peridermal cells are
eventually replaced by the cells arising
from the basal layer.

The keratinized peridermal cells desqua-
mate and form a part of the vernix

caseosa, which covers fetal skin through-
out pregnancy. It is the greasy white
substance enveloping the baby at birth
and functions to protect the fetal skin
from uremic amniotic fluid and to act
as a lubricant during birth. All compo-
nents of epidermis are present at birth,
and the peridermal cells are completely
replaced by stratum corneum within a
few months after birth. The mesoderm-
derived skin elements form the structural
components of dermis: the macrophages,
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mast cells, Langerhan’s cells, Merkel cells,
fibroblasts, blood and lymphatic vessels,
and fat cells. By 11 weeks of gestation
the mesoderm-derived mesenchymal cells
begin to produce collagen and elastin con-
nective tissue fibers.

The dermis projects into the epidermal
ridges and forms dermal papillae. The
initial, simple, endothelium-lined capillar-
ies in dermis acquire a muscular layer
from the surrounding mesoderm-derived
myofibroblasts, and as more simple single-
layered vessels grow out from them,
become arterioles and venules. The embry-
ology of skin has profound implications for
tumor genesis, prognosis, and treatment.

2
Epidermis

The epidermis, the outermost skin layer, is
avascular and is derived from embryonic
ectoderm. This layer is relatively uniform
in thickness over the body and is be-
tween 75 and 150 µm, except for the soles
and palms where thickness is between 0.4
and 0.6 mm. The epidermal layer is con-
stantly being renewed with a turnover time
ranging from 26 to 42 days. Complete epi-
dermal renewal occurs between 45 and
75 days, or about every 2 months. The
epidermal layer is composed of stratified
squamous epithelial cells, or keratinocytes,
and is divided into five layers. These layers,
beginning from the outermost to the inner-
most, are the stratum corneum, stratum
lucidum, stratum granulosum, stratum
spinosum, and stratum basale (stratum
germinativum, or simply, basal layer).

2.1
Stratum Corneum

The stratum corneum, or horny layer, is
the top layer and is composed of dead

keratinized cells. These squames, or cor-
neocytes, are the cells that are abraded by
the daily mechanical and chemical trauma
of hand washing, scratching, bathing, ex-
ercising, and changing of clothes. The
stratum corneum is composed of layers
of thin, stacked, pancake-appearing, anu-
cleate cells. These cells are filled with
about 80% keratin, a tough, fibrous, in-
soluble protein; hence, they are called
keratinocytes. Keratinocytes are initially
formed in the basal layer and undergo the
process of differentiation. The normal stra-
tum corneum is composed of completely
differentiated keratinocytes. Keratin is re-
sistant to changes in temperature or pH
and to chemical digestion by trypsin and
pepsin. This same protein is found in hair
and nails; in these structures, keratin is re-
ferred to as hard keratin compared with the
soft keratin of the skin. Stratum corneum
thickness varies with age, sex, and disease.
The deeper layer of the stratum corneum is
called the stratum compactum and the ker-
atin in these cells is more densely packed.
These cells also have a diminished capacity
to bind water. Cells in the uppermost layer
are partly shed because of the proteolytic
degradation of the desmosomes and this
layer is also called the stratum dysjunctum.

2.2
Stratum Lucidum

The stratum lucidum is the layer directly
below the stratum corneum. This layer
is found in areas where the epidermis is
thicker, such as the palms of the hands
or soles of the feet, and where it is
prominent but absent from thinner skin,
such as the eyelids. This layer can be one
to five cells thick and is transparent. Cell
boundaries are often difficult to identify
in histological sections under a light
microscope. The stratum lucidum is a
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transitional layer where active lysosomal
enzymes degrade the nucleus and cellular
organelles before the cells move into the
stratum corneum.

2.3
Stratum Granulosum

The stratum granulosum, or granular
layer, is beneath the stratum lucidum
when present; otherwise it lies beneath
the stratum corneum. This layer is one to
five cells thick and is so named because of
the granules present in the keratinocytes
of this layer. The cells of the stratum gran-
ulosum have not yet been compressed into
a flattened layer and are diamond shaped.
The structures contained in these cells are
keratohyalin granules, which become in-
tensely stained with the appropriate acid
and basic dyes. The proteins contained in
these granules, profilaggrin, intermediate
keratin filaments, and loricrin, helps to
organize the keratin filaments in the intra-
cellular space. Cells in this layer still have
active nuclei.

2.4
Stratum Spinosum

The stratum spinosum is the next layer
below the stratum granulosum. This
layer is often described as the prickly
layer because cytoplasmic structures in
these cells take on a spicule morphology.
Generally, the cells of this layer are
polyhedral in shape. A prominent feature
of the prickle layer is desmosomes, a type
of cell–cell junction. Cells in this layer
begin to synthesize involucrin, a soluble
precursor of the cornified envelopes.
The spinous cells contain large bundles
of newly synthesized keratin filaments,
K1/K10 in addition to K5/K14 still present
from the basal layer.

2.5
Stratum Basale, or Stratum Germinativum

The stratum basale, or stratum germina-
tivum, is the innermost epidermal layer.
It is often referred to simply as the basal
layer. It is a single layer of mitotically ac-
tive cells called basal keratinocytes or basal
cells. These active cells respond to sev-
eral factors, such as extracellular matrix
(ECM), growth factors, hormones, and vi-
tamins. Skin metabolism is mediated by
glucose. Glucose utilization in the skin
is comparable to muscle. Glucose leaving
the circulation crosses the basement mem-
brane and forms a concentration gradient
that decreases as it moves to the upper
layers of the epidermis.

Once cells leave the basal layer they
begin an upward migration, which can take
2 to 3 weeks. It takes approximately 14 days
for a cell to move to the stratum corneum
and another 14 days to move through the
stratum corneum and desquamate. After
leaving the basal layer the cells begin the
process of differentiation. All layers of the
epidermis consist of peaks and valleys.
This arrangement is more dramatic in
the basal layer. In fact, the epidermal
protrusions of the basal layer that point
downward into the dermis are called rete
ridges or rete pegs. Rete ridges are partly
responsible for anchoring the epidermis,
thus providing structural integrity. Basal
cells in the base of the rete ridges have an
increased proliferative capacity compared
with cells at the top of the ridges.

Epidermal stem cells comprise about
10% of the basal cell population. These
stem cells have a slow cell cycle and when
their DNA is labeled with a radioactive
nucleic acid, they retain the label for
long periods. Hence, these stemlike cells
are called label retaining cells. Once cell
division occurs, the daughter cell that
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will undergo differentiation as it moves
toward the stratum corneum is called the
transient amplifying cell. These transient
amplifying cells make up about 50%
of the basal keratinocyte population. A
portion of the stem cell population is
found in the epidermal crypts of the rete
pegs and in the bulge region of hair
follicles. Dividing cells go through the cell
cycle and the G1 phase is shortened in
states such as wound healing. The normal
keratinocyte cell cycle time is 300 h, but
it may be as short as 36 h in psoriasis.
These stem cell compartments and the
transient amplifying cells are both capable
of limited or continuing cell division, and
thus, are the cells most likely to reside
long enough in the skin to undergo genetic
modifications leading to the development
of skin cancers. The use of stem cells
alone and in combination with tissue
engineering approaches is an area of active
research and development.

Also distributed in this layer are
melanocytes, the cells responsible for skin
pigmentation. These are dendritic cells
arising from the neural crest that synthe-
size melanin. Melanocytes can be detected
at 50 days gestation in fetal development.
Under normal conditions melanocytes
rarely divide. In normal skin, the num-
ber of melanocytes present is nearly the
same regardless of skin color. There is
approximately one melanocyte for every
36 basal cells. Dendritic melanocyte struc-
tures are responsible for the transfer of pig-
ment to a large number of keratinocytes.
The primary difference between light-
and dark-skinned individuals is the size
and distribution of the melanosomes, the
structures containing the melanin pig-
ment, and the activity of the melanocytes.
Carotene or carotenoids are responsible
for imparting the yellow hue to the skin of
some individuals.

2.6
Basement Membrane Zone

The basement membrane zone (BMZ), or
dermal–epidermal junction (DEJ), is the
area that separates the epidermis from the
dermis. The BMZ anchors the epidermis
to the dermis and is the layer that is af-
fected in blister formation. During wound
healing the BMZ is disrupted and must
be reformed. Closer examination of the
BMZ in the past decade has revealed it to
be more complex than previously believed.
Basal keratinocytes use hemidesmosomes
to structurally and functionally attach to
the BMZ. The BMZ is subdivided into two
distinct zones – lamina lucida and lamina
densa. The lamina lucida is so named be-
cause it is an electron-translucent zone
compared with the electron-dense zone
of the lamina densa. The major proteins
found in the BMZ are fibronectin, an adhe-
sive glycoprotein; laminin, also a glycopro-
tein; type IV collagen, a nonfiber-forming
collagen; and heparan sulfate proteogly-
can, a glycosaminoglycan that probably
acts as a type of ground substance. A lesser
amount of type VII collagen is present, but
it plays a very important role in attachment
of cells to the lamina densa of the BMZ.
Type VII collagen molecules form antipar-
allel dimers with the associated C termini
linked by disulfide bonds. The N termini
are linked into the basement membrane
and anchoring plaque of epidermal cells in
the stratum basale. Mutations of the type
VII collagen gene that disrupt the proper
association of the dimers leads to the dys-
trophic form of epidermolysis bullosa, a
family of disorders characterized by sepa-
ration of the epidermis from the dermis by
relatively minor shear forces or trauma, re-
sulting in blister-like injuries. This family
of disorders, most of which are inherited,
range in severity from mild to the severely
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disabling and life-threatening diseases. In
severe epidermolysis bullosa, blisters are
not confined to the outer skin. They may
develop inside the body, in such places
as the linings of the mouth, esophagus,
stomach, intestines, upper airway, bladder,
corneal epithelial layer, and the genitals.
This rare genetic disorder affects all eth-
nic and racial groups. Estimates indicate
that as many as 100 000 Americans suffer
from some form of epidermolysis bullosa,
and depending on the severity, have sig-
nificantly shortened life expectancy.

3
Dermis

The dermis, or corium, is the thickest
tissue layer of the skin. Compared with
the cellular epidermal layer, the dermis is
sparsely populated primarily by fibroblast
cells and is vascularized and innervated.
The dermal layer is derived from the mid-
dle embryonic germ layer, the mesoderm.
Dermal thickness ranges from 2 to 4 mm
but on average is 2 mm. Variations in der-
mal thickness account for differences in
total skin thickness that have been mea-
sured throughout the body. The dermis of
the back is thicker than the dermis cover-
ing the scalp, forehead, abdomen, thigh,
wrist, and palm.

3.1
Papillary Dermis

The papillary dermis lies immediately
below the BMZ and forms interdigitating
structures with the rete ridges of the
epidermis called dermal papillae. The
dermal papillae contain capillary loops,
which supply the necessary oxygen and
nutrients to the overlying epidermis via
the BMZ. The collagen fibers contained in

the papillary dermis are much smaller in
diameter and form smaller, wavy, cable-
like structures compared with the reticular
dermis. This portion of the dermis also
contains small elastic fibers and has a
greater proportion of ground substance
than the reticular dermis.

3.2
Reticular Dermis

The reticular dermis is the area below the
papillary dermis and forms the base of the
dermis. The collagen fibers in this layer are
thicker in diameter and form larger cable-
like structures. There is no clear separation
of papillary and reticular dermis because
the collagen fibers change in size gradually
between the two layers. Thicker elastic
fibers are found in the reticular dermis
but substantially less ground substance is
present. A complex of cutaneous blood
vessels is also found in this part of
the dermis.

3.3
Dermal Vasculature

The dermal vasculature consists of a net-
work of papillary loops, supported by a
deep horizontal plexus. The vasculature
functions to provide nutritional support,
immune surveillance, wound healing,
thermal regulation, hemostasis, and in-
flammation. The complete formation of
the vascular system involves both vasculo-
genesis and angiogenesis. Vasculogenesis
is the process that occurs de novo during
embryonic development, and this process
is mediated by angioblasts that are derived
from embryonic mesodermal cells. Angio-
genesis is the process whereby new vessels
are formed from the vascular endothelial
cells of preexisting vessels. Angiogene-
sis is the process involved in wound
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healing, tumor growth and metastasis, he-
mangiomas, telangectasia, psoriasis, and
scleroderma. Until recently, angiogene-
sis during wound healing was thought
to only involve proliferation of vascular
endothelial cells from capillaries around
the wound, but recent data indicate that
some of the cells that form new capil-
laries in wounds are actually angioblasts
that originate in bone marrow, circulate to
the wound and become incorporated into
the new capillaries. Vascular endothelial
growth factor (VEGF), also known as vas-
cular permeability factor (VPF) is secreted
by keratinocytes in response to hypoxia
and is a major factor responsible for the
stimulation of angiogenesis. VEGF/VPF is
known to increase during wound healing.
Other factors known to stimulate angio-
genesis include acidic and basic fibrob-
last growth factor (FGF), interleukin-8,

platelet-derived endothelial growth factor,
placental growth factor, transforming
growth factor α and β, oncostatin M, an-
giogenin, and heparin binding epidermal
growth factor. Inhibitors of angiogenesis
include angiostatin, thrombospondin, en-
dostatin, interferon-γ , interleukin-12, and
platelet factor 4.

3.4
Extracellular Matrix Proteins

3.4.1 Collagen
Collagen is the major structural protein
found in the dermis and is secreted by der-
mal fibroblasts as tropocollagen (Fig. 2).
After additional extracellular processing,
mature collagen fibers are formed. Nor-
mal human dermis is primarily composed
of type I collagen, a fiber-forming col-
lagen. Type I collagen represents about

N propeptides
C propeptides

Secretion

D (67 nm) staggered, molecules

1 2 3 4 5

300 nm(a)

I, II, III, V, XI

Fig. 2 Different types of collagen molecules. All collagen molecules contain
some segments of triple stranded helix. (a) The fibrillar collagen molecules
(types I, II, III, V, and XI) assemble in a head-to-tail and staggered,
side-by-side alignment and are the most abundant types of collagens. They
provide high tensile strength to the extracellular matrix. (b) The
network-forming collagen molecules (types IV, VIII, and X) assemble in
head-to-head and head-to-tail alignments, which generates a sheetlike
structure with ‘‘pores’’ in basement membranes. (c) The fibril-associated
collagen molecules with interrupted triple helices (FACITs) bind with collagen
fibrils, but also bend at the interrupted helix hinge region, and associate with
other molecules in the surrounding extracellular matrix. (d) Type VI collagen
molecules retain globular regions at the N and C termini which form ‘‘beads
on a chain’’ like appearance when they associate into tetramers. (e) Type VII
collagen molecules also retain globular regions at the N and C termini,
associate in tail-to-tail configuration, while the N terminus associates with
basement membrane and anchoring plaque regions of epidermal cells.
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77 to 85% of the collagen present, and
type III collagen, also a fiber-forming col-
lagen, represents the remaining 15 to 23%.
Types V and VI collagen are also found in
small amounts. Associated with the ma-
jor fiber-forming collagens are types IX
and XII collagens. These fibril-associated
collagens do not self-associate into large
self-polymers, but instead monomers bind
to the sides of collagen fibers and extend
a segment away from the fiber into the
surrounding matrix that binds to proteo-
glycans (PGs). Thus, these fibril-associated
collagen molecules help to bind collagen
fibers with the other components of the

ECM. Collagen is the protein that gives
the skin its tensile strength. Chemically
processed collagen from bovine sources
results in leather handbags valued for
their strength and long life. The primary
amino acids that constitute collagen are
proline, glycine, hydroxyproline, and hy-
droxylysine.

3.4.2 Elastin
Elastin, another protein found in the der-
mis, provides the skin with its elastic recoil.
This prevents the skin from being perma-
nently reshaped. Elastin is a fiber-forming
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protein like collagen and has a high
amount of proline and glycine. How-
ever, unlike collagen, elastin lacks large
amounts of hydroxyproline. Elastin fibers
form structures similar to a spring or coil
that allow this protein to be stretched and,
when released, to return to its inherent
configuration. It accounts for less than 2%
of the skin’s dry weight. Other cells found
in the dermis are mast cells, macrophages,
and lymphocytes. All of these cells are in-
volved with immune surveillance of the
skin, often referred to as the skin immune
system (SIS).

3.4.3 Proteoglycans
and Glycosaminoglycans
The major proteins found in the dermis
are collagen and elastin. The other cat-
egory of proteins found occupying the
space between collagen and elastin fibers
is referred to as the ground substance. This
category of proteins is largely composed
of proteoglycans and glycosaminoglycans
(GAGs). Included in this category of
proteins are chondroitin sulfates and der-
matan sulfate (versican, decorin, biglycan),
heparan and heparan sulfate proteoglycans
(syndecan, perlecan), and chondroitin-6
sulfate proteoglycans. Although these pro-
teins only account for about 0.2% of the dry
weight of the dermis, these large molecules
are capable of binding up to 1000 times
their volume. Thus, PGs and GAGs play a
role in regulating the water-binding capac-
ity of the dermis that can determine dermal
volume and compressibility. Hyaluronan
is also found in the dermis and its higher
abundance in fetal skin where it forms a
watery less stable matrix allows greater cell
movement and is a factor in scarless heal-
ing. This material can bind growth factors
and provide cellular linkages with other
matrix materials. Fibroblasts are the cells
distributed in this layer that synthesize and

secrete these proteins. The dermis is a ma-
trix supporting the epidermis and can be
divided into two areas – papillary dermis
and reticular dermis.

3.5
Hypodermis

Hypodermis, or superficial fascia, forms
a subcutaneous layer below the dermis.
This is an adipose layer containing a
subdermal plexus of blood vessels giving
rise to the cutaneous plexus in the dermis,
which in turn gives rise to the papillary
plexus and loops of the papillary dermis.
The hypodermis attaches the dermis to
underlying structures. This layer provides
insulation for the body, a ready reserve
of energy, and additional cushioning, and
it also adds to the mobility of the skin
over underlying structures. In certain
pathologic disease states such as Werner’s
syndrome and scleroderma, this layer is
largely absent.

4
Skin Functions

The skin provides protection against aque-
ous, chemical, and mechanical assaults;
bacterial and viral pathogens; and ultra-
violet radiation (UVR). It also prevents
excessive loss of fluids and electrolytes
to maintain the homeostatic environment.
The effectiveness of the skin in preventing
excessive fluid loss can be seen in burn pa-
tients; patients with burns involving 30%
of their body can lose up to 4.1 L of fluid
compared with 710 mL for a normal adult.
The skin maintains the internal milieu and
a progressive decrease in water content
across the epidermal layers helps prevent
excessive transepidermal water loss un-
der basal conditions. The basal layer is
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about 65 to 70% water decreasing to 40%
in the granular layer and progresses to
the stratum corneum that is 15% water.
Skin barrier function is so effective that
percutaneous drug delivery is limited and
in general compounds are restricted to
those with a molecular mass of 500 Da
or less with a daily dose around 10 mg
or less. Protection against mechanical as-
saults is mainly provided by the tough
fibroelastic tissue of the dermis, collagen,
and elastin. Collagen, the most abundant
protein in mammals, represents 25% of
total weight and provides tensile strength,
which makes the skin resistant to tearing
forces. Elastin is distributed with collagen
but in smaller amounts. Large concentra-
tions of elastin are present in blood vessels,
especially the aortic arch near the heart.

4.1
Protection Against Pathogens

Protection against aqueous, chemical, bac-
terial, and viral pathogens is provided by
the stratum corneum, secretions from the
sebaceous glands, and the SIS. The pri-
mary line of defense against all of these
agents is an intact stratum corneum. As
mentioned previously, the insoluble pro-
tein keratin found in the horny layer
provides good resistance. In addition, the
constant shedding of squames from the
stratum corneum prevents the entrench-
ment of microorganisms.

Sebum, a lipid-rich oily substance se-
creted by the sebaceous glands onto the
skin surface, usually via hair follicles and
shafts, provides an acidic coating with a pH
ranging from 4 to 6.8 and a mean pH of 5.5.
This acidity and natural antibacterial sub-
stances found in sebum retard the growth
of microorganisms. These glands are stim-
ulated by sex hormones (androgens) and
become very active during adolescence.

Sebum, along with keratin, provides resis-
tance to aqueous and chemical solutions.
When sebaceous glands occur in associ-
ation with hair follicles, they are called
a pilosebaceous unit. Sebaceous glands are
not found on palms or soles and occur in
areas that lack hair, such as the lips. These
glands are largest on the face and when
associated with hair follicles. Sebaceous
glands may increase in size by 100 to 150
times as the sebum accumulates. Maxi-
mum secretion occurs in the late teens
to early twenties. Rates of secretion are
higher in men and decline 32% per decade
in females compared to 23% per decade
in males.

Resistance to pathogenic microorgan-
isms is also provided by normal skin
flora through bacterial interference. Con-
ceptually, there are two categories of
skin flora – resident (the bacteria normally
found on a person) and transient (bac-
teria that are not normally found on a
person and are usually shed by daily hy-
gienic practices, such as bathing and hand
washing). Resident bacteria are found on
exposed skin; moist areas such as the ax-
illa, perineum, and toe webs; and covered
skin. Bacterial microcolonies are found in
hair follicles and at the edges of squames
as halos in the upper loose surface layers.
The following species of bacteria are found
in human skin: Staphylococcus, Micrococ-
cus, Peptococcus, Corynebacterium, Bre-
vibacterium, Proprionibacterium, Strepto-
coccus, Neisseria, and Acinetobacter. The
yeast Pityrosporum and the mite Demodex
are also found. Not all species are found
on any one individual, but most carry at
least five of these genera. Normal viral
floras are not known to exist. However,
viruses have been detected in compro-
mised skin and in individuals who are
not immunocompetent.
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There is an association between skin
pH and bacteria, for example, Propioni-
bacterium acnes grows well at pH values
such as 6.0 and 6.5, but there is a marked
decrease in growth at pH 5.5. However,
it appears that this relationship can vary
depending on pH and the specific bac-
terial species involved and body location.
More recently the formation of bacterial
biofilms is being scrutinized, and the role
of normal skin flora on the formation of
these biofilms is an area of active investi-
gation. Biofilms are essentially an extracel-
lular polysaccharide matrix or glycocalyx
in which microorganisms are embedded.
These biofilms are made up of mixed bacte-
rial species living in their own microniche
in a complex, metabolically cooperative mi-
crobial community that maintains its own
form of homeostasis and rudimentary cir-
culatory system. Biofilms are resistant to
host immune responses and are markedly
more resistant to antibiotic and topical
bactericidal agents. Reports indicate that
biofilm cells can be at least 500 times
more resistant to antibacterial agents. The
formation of these biofilms are familiar to
clinicians where they can be found on en-
dotracheal tubes, Hickman catheters, cen-
tral venous catheters, contact lenses, and
orthopedic devices. Pseudomonas aerugi-
nosa is known to form biofilms in conjunc-
tion with other bacterial species. Quorum
sensing is a feature of the bacteria in
biofilm formation. These biofilms compli-
cate the eradication of infections because
they give rise to sessile and planktonic bac-
teria. Planktonic bacteria can be cleared
by phagocytosis, antibodies, and antibi-
otics. The sessile bacteria in biofilms can
evade antibiotics by giving rise to plank-
tonic bacteria that responds to antibiotics
and the host immune responses while the
sessile bacteria remain. Many times cy-
cles of antibiotic treatment are instituted

to no avail because the symptoms of in-
fection recur. In these situations, biofilm
formation should be suspected and the
surgical removal of the sessile population
will most likely be required to eliminate
the pathogenic bacteria. Moist skin areas
such as the axilla, perineum, toe webs, hair
follicles, nail beds, and sweat glands, are
especially prone to an increased presence
of bacteria. Protection from bacterial inva-
sion is in part mediated by proteins called
defensins. Findings show that β-defensin is
abundant in skin and may be important
for wound healing. Defensins act in con-
junction with phagocytosing neutrophils
and the membrane attack complex of com-
plement. Thus, optimal skin and wound
care is a cornerstone of clinical practice
to prevent the progression from bacterial
colonization to infection.

4.2
Protection Against Ultraviolet Radiation

Protection against UVR is provided by
skin pigmentation, which results from syn-
thesis of the pigment melanin. Harmful
effects are primarily attributable to the
longwave form of UVR, or UVA, which
ranges spectrally from 320 to 400 nm and
UVB or shortwave ultraviolet ranging from
290 to 320 nm. The shorter the waves,
the more dangerous they become. UVC
is effectively blocked by an intact ozone
layer. With holes appearing in the ozone
layer there is concern over the effects that
this may have on skin diseases caused
by UVR. Because of the increased synthe-
sis, amount, and distribution of melanin
in dark skin, these individuals are better
protected against skin cancer. Melanin is
distributed in all layers of the epidermis
in dark skin in contrast to light skin. Ex-
posure to UVR can lead to skin cancer,
sunburn (first- or second-degree burns),
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compromised immunity, and long-term
skin damage. Sun exposed epidermal skin
is thicker and rougher than unexposed
skin. It is more prone to benign and malig-
nant growths and to have a greater decrease
in Langerhans cells. Sun exposed dermis
has increased elastic properties probably
due to increased synthesis of matrix met-
alloproteinases (MMPs), which cause an
increase in fragmented collagen fibrils
compared to unexposed dermis.

4.3
Skin Immune System

The SIS also provides protection against
invading microorganisms and antigens.
The cells of the skin that provide immune
protection are the Langerhans’ cells, an
antigen-presenting cell found in the epi-
dermis; tissue macrophages, which ingest
and digest bacteria and other substances;
mast cells, which contain histamine (re-
leased in inflammatory reactions), and
dendrocytes. Both macrophages and mast
cells are found in the dermis. Langerhans
cells are responsible for the recognition,
uptake, processing and presentation of sol-
uble antigens, and haptens to sensitized
T lymphocytes. This occurs through the
binding of T cells to Langerhans cells.
Exposure to UVB light decreases the func-
tional capability of the Langerhans cells.

Tissue macrophages are derived from
monocytes, which are derived from bone
marrow precursor cells. Macrophages are
among the most important cells of the
SIS because they are versatile. Once these
monocytes migrate into the tissue they dif-
ferentiate and become macrophages. Cells
in the dermis that are not completely
differentiated are difficult to distinguish,
and much effort has been made to rec-
ognize the various cells in the dermis

in the last decade. Macrophages, in ad-
dition to their antibacterial activity, can
process and present antigen to immuno-
competent lymphoid cells; are tumoricidal;
and can secrete growth factors, cytokines,
and other immunomodulatory molecules.
Macrophages are involved in coagulation,
atherogenesis, wound healing, and tis-
sue remodeling.

Mast cells are usually found distributed
in the papillary dermis; around epider-
mal appendages, blood vessels, and nerves
found in the subpapillary plexus; and
in subcutaneous fat. These cells are dis-
tributed in connective tissue throughout
the body in places where there is an in-
terface of an organ with the environment.
Mast cells contain or secrete on demand a
host of proteins. Thus, mast cells are the
primary effector cells in an allergic reac-
tion. They are also involved in the presence
of subacute and chronic inflammatory dis-
ease. Increased numbers of mast cells have
been detected in chronic eczema, psoria-
sis, scleroderma, porphyria cutanea tarda,
lichen simplex chronicus, lichen planus,
and healing wounds. As a part of the SIS,
mast cells play a role in protection against
parasites; stimulate chemotaxis; promote
phagocytosis; are involved in the activation
and proliferation of eosinophils; are capa-
ble of altering vasotension and vascular
permeability; and can promote connective
tissue repair and angiogenesis. Their role
in tumor surveillance awaits further study.

Dermal dendrocytes are highly phago-
cytic cells found in the papillary and
upper reticular dermis. They are also dis-
tributed near vessels in the subpapillary
plexus, reticular dermis, and subcutaneous
fat. These are immunologically competent
cells that are highly phagocytic and can
be recognized as melanophages. In fetal,
infant, photoaged, and pathological skin
conditions, such as psoriasis or eczema
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their number is increased. In malignant fi-
brotic tumors and fibroproliferative lesions
such as keloids, scars, and scleroderma,
their numbers are decreased.

4.4
Thermoregulation

Thermoregulation of the body is provided
by the skin, which acts as a barrier between
the outside and inside environments
to maintain body temperature. The two
primary thermoregulatory mechanisms
are circulation and sweating. Blood vessels
can either dilate to dissipate heat or
constrict to shunt heat to underlying
body organs. When dilated, these vessels
have an increased blood flow and release
heat by conduction, convection, radiation,
and evaporation. Vasoconstriction is often
accompanied by actions of the arrector pili
muscle attached to hair follicles, which
results in the hair standing vertically. In
mammals that depend on hair for warmth,
this action fluffs up the fur to increase
thermal capacity. The bulge around the
hair shaft that is visible when this occurs
is commonly referred to as goose bumps.
In humans, shivering is more important
for maintaining body temperature when
the outside environment is cold than the
vertical orientation of hair. In cold weather,
the ‘‘core’’ body temperature encompasses
a smaller zone, whereas in warm weather
the ‘‘core’’ is expanded. Sensations of cold
and warm are generally detected below
30 ◦C and above 37 ◦C. Clinically it has
been estimated that for each 1 ◦C (1.8 ◦F)
increase in fever there is a 13% increase in
a patient’s fluid and calorie needs. At rest,
the trunk, viscera, and brain account for
70% of heat production but are only 36%
of body mass. However, during exercise,
muscle and skin account for 90% of

heat production while representing 56%
of body mass.

Hair follicles, unlike other skin struc-
tures have a repeated cycle of growth
and regression. Follicle development be-
gins in the fourth month of gestation.
The hair growth cycle consists of anagen
(growth phase), catagen (follicle involu-
tion), and telogen phases (dormant or
resting phase). A population of epider-
mal stem cells is found in the bulge
region of the hair follicle, and this cell
population contributes to epithelialization
of partial-thickness wounds. Hair shape
varies depending on ethnicity and location.
Asians have the largest diameter scalp hair
and Caucasians the smallest. In the scalp,
about 85% of hair is in anagen phase and
15% in telogen phase with the anagen
phase lasting from 2 to 5 years. On the ex-
tremities, anagen lasts from 22 to 28 days.

Sweating occurs when there is an in-
crease in the activity of the sweat glands.
It has been estimated that there are about
two to five million sweat glands. Sweat
glands are of two types – eccrine and apoc-
rine. Eccrine glands arise from epidermal
invagination and are found abundantly
on the palms of the hand and soles of
the feet. There are anywhere from 2 to
5 million glands, 0.05 to 0.1 mm in size.
These glands are largely under the con-
trol of the nervous system, responding
to temperature differences and emotional
stimulation. Muscular activity also influ-
ences their secretory activity. The sweat
glands, located in the dermis as a coil,
secrete fluid that is 99.0 to 99.5% water
with the remainder consisting of sodium
chloride, urea, sulfates, and phosphates.
The pH is slightly acidic. Thermoregula-
tory control occurs as a result of cooling
when fluid is evaporated from the skin
surface, since such evaporation requires
heat. The odor associated with sweat is
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largely a result of bacterial action. Eccrine
sweat glands are capable of producing 1 to
4 L h−1 resulting in a 75 to 90% reduction
in body heat. Man is capable of losing heat
more rapidly and for longer periods than
any other animal.

Apocrine sweat glands are usually found
in association with hair follicles but do not
play a significant role in thermoregulation.
These coiled tubular glands are present in
the axilla and anogenital area; modifica-
tions of these glands are found in the ear
and it secretes ear wax, or cerumen. There
are approximately 100 000 apocrine glands
each 2 to 3 mm in diameter. Secretions
from these glands are small in amount,
turbid, and contain iron, carbohydrates,
and lipids.

4.5
Sensation

Nerve receptors located in the skin are
sensitive to pain, touch, temperature, and
pressure. Nerve fibers are located in the
dermis and throughout the epidermis.
Nerve structures found in the skin orig-
inate from the neural crest and are de-
tectable in the developing embryo around
5 weeks. When stimulated, these receptors
transmit impulses to the cerebral cortex
where they are interpreted. Combinations
of these four basic types of sensations
result in burning, tickling, and itching.
These sensations are propagated by un-
myelinated free nerve endings, Merkel’s
cells, Meissner’s corpuscles, Krause’s end
bulbs, Ruffini’s terminals, and Pacini’s
corpuscles. Identification of particular re-
sponses with specific nerve structures has
not been successful. In part, the reason is
that some receptors seem to respond to a
variety of stimuli. However, it is known
that Meissner’s corpuscles are involved

in touch reception; Pacini’s corpuscles re-
spond to pressure, coarse touch, vibration,
and tension; and free nerve endings re-
spond to touch, pain, and temperature.
Skin sensation is a part of the body’s in-
tegrative response to protect itself from
the surrounding environment. Sensation
assists with the skins regulatory function
and can signal sweating, shivering, weight
shifts, laughter, and scratching.

Merkel cells function as mechanore-
ceptors and in the epidermis these cells
produce nerve growth factor, whereas in
the dermis, Merkel cells express receptors
for nerve growth factor. Merkel cells are
found around the arrector pili muscle in
the bulge region of hair follicles and con-
tribute to the development of eccrine sweat
glands, nails, and nerves of the skin.

Sensation also moderates psychobio-
logic phenomena made famous by Harlow,
who demonstrated the preference of young
animals for warm objects and those that
provided better tactile sensitivity. In addi-
tion, early studies by Spitz in 1947 pointed
to the importance of touch in mediating so-
cial interactions with children and infants.
Deprivation of touch can lead to psychomo-
tor retardation and an increased risk of
death. Other studies on touch indicate that
it may be a factor in the development of
atherosclerotic lesions in animals. Studies
examining the effect of stroking, handling,
talking, and playing with rabbits reported
a 60% reduction in aortic atherosclerotic
lesions in treated animals compared with
controls, even though both groups were fed
the same cholesterol-containing diet and
had similar blood pressures, heart rates,
and serum cholesterol levels.

In healing wounds, sensory nerves
sprout abundantly for about the first three
weeks subsequently returning to their nor-
mal density. The role of neuropeptides to
stimulate the growth of connective tissue
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is increasingly being recognized. This in-
cludes a role for these neuropeptides in
modulating matrix production by fibrob-
lasts and in acting as growth factors for
keratinocytes.

4.6
Vitamin Metabolism

Synthesis of vitamin D occurs in the skin
in the presence of sunlight. UVR converts
a sterol (7-dehydrocholesterol) to cholecal-
ciferol (vitamin D). Vitamin D participates
in calcium and phosphate metabolism
and is important in the mineralization of
bone. Because vitamin D is synthesized
in the skin but then transmitted to other
parts of the body, it is considered an ac-
tive hormone when converted to calcitriol
(1,25-dihydroxycholecalciferol).

4.7
Social Communication

In addition to its biologic, structural,
functional, and physiologic functions,
human skin also functions as an organ
of communication and identification. The
skin over the face is especially important
for identification of a person and plays a
role in internal and external assessments
of beauty. Injury to the skin can result
in not only functional and physiologic
consequences but also changes in body
image. Scarring from trauma, surgery,
or incisions can lead to changes in
clothing choices, avoidance of public
exposure, and a decrease in self-esteem.
Research indicates that with increased
scarring from facial acne, the self-image
is progressively reduced. Adolescents are
especially sensitive to physical appearance.
As an organ of communication, facial
skin along with underlying muscles is
capable of expressions such as smiling,
frowning, and pouting. The sensation

of touching can also convey feelings of
comfort, concern, friendship, and love.

5
Factors Altering Skin Characteristics

5.1
Age

Age is an important factor in altering skin
characteristics. More recently the scarless
healing of fetal tissue has come under
more intense investigation. It has been
found that wounds heal without scarring
in fetal lambs up until 120 days of gesta-
tion. Collagen deposition in fetal wounds
occurs more rapidly and in a normal der-
mal pattern. The ratio of type I and type III
collagen is different in fetal skin, and about
30 to 60% of the collagen is type III while in
adult skin it is about 10 to 15%. In addition,
an important difference between fetal and
adult skin is the amount of hyaluronic acid,
a glycosaminoglycan. In the laboratory
setting, topical application of hyaluronic
acid has been associated with a reduction
in scar formation in postnatal wounds.
This glycosaminoglycan is associated with
collagen, and it has been proposed that
a hyaluronic acid–collagen–protein com-
plex plays a role in fetal scarless healing.
Transforming growth factor β-1 (TGF-
β1) is the other modulator of scarless
healing in fetal wounds. Fetal wounds
usually contain less TGF-β1 compared
with adult wounds. In addition, differen-
tial patterns of expression of the various
isoforms of TGF-β also affect the relative
amount of scarring in fetal versus adult
wounds. Wounding in fetal skin also re-
veals differences in the cell responses with
a decrease in inflammatory cells, partic-
ularly polymorphonuclear leukocytes and
macrophages. Platelets do not aggregate in
response to collagen or release the amount
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of TGF-β and PDGF-AB like that in adult
cells. Fibroblasts are able to migrate at a
faster rate and synthesize more total col-
lagen. Other differences in protease and
inhibitor activity, level of growth factors,
and expression of homeobox genes has
been detected.

5.1.1 Neonatal Skin
At birth the skin and nails are thinner than
those in an adult but will gradually increase
in thickness with aging. Formation of the
epidermal and dermal layers occurs within
the first 2 weeks of embryonic develop-
ment. Epidermal development is complete
by the end of the second trimester, and at
birth epidermal thickness is almost that of
adult skin, although newborn skin is not
as effective as adult skin in providing an
effective barrier to transcutaneous water
loss. On the other hand, development of
the dermis lags behind and does not take
on the characteristics of adult dermis until
after birth.

The ratio of type I to III collagen
is similar to the fetal ratios. Soluble
collagen is about 24%, compared with
1% in the adult. This persists until about
6 months of age. The newborn dermis
is about 60% as thick as that found in
an adult, and as expected, the dermal
fibers are significantly finer. Newborn
dermis contains a much higher cellular
component compared with mature adult
skin. The epidermal–dermal junction
remains flat until the beginning of the
third trimester, and at birth, the rete ridges
are only weakly developed, thus making
premature and newborn skin subject to
tearing or blistering. At birth the capillary
beds do not have a mature adult pattern
and are still disorganized. An adult pattern
of capillary loops occurs at about 14 to 17
weeks after skin growth slows.

Immature skin, or skin from premature
infants between 23 and 24 weeks of
gestation up to 32 weeks of gestation,
requires special attention compared with
that of infants beyond 32 weeks. In
particular, before 28 weeks gestation the
skin is thin and poorly keratinized and
functions weakly as a barrier. The skin
of infants born at the limits of viability
has been characterized as more suitable
to an ‘‘aquatic environment’’ than to
atmospheric conditions. Transepidermal
water loss is high, and application of tape
strips the outer immature epidermal layer
that can leave behind raw damaged skin
prone to infection and occasional scarring.
At 24 weeks’ gestation, transepidermal
water loss can be 10 times greater per
unit area compared with an infant born
at term. Infants born between 22 and 25
weeks may require up to 4 weeks to develop
a functional stratum corneum. In addition,
premature infants have high evaporative
heat losses resulting in increased risk for
hypothermia.

Because premature infants have a
greater surface-area-to-volume ratio com-
pared with full-term infants, they are at
an increased risk for skin complications
and systemic toxicity from topically ap-
plied agents. These infants may also have
alterations in metabolism, excretion, dis-
tribution, and protein binding of chemical
agents, placing them at increased risk
for local or systemic toxicity from soaps,
lotions, or other topical agents. Other
dangers are percutaneous absorption of
topical agents, including antiseptics. Hem-
orrhagic necrosis of the dermis from
alcohol absorption has been reported if
the alcohol does not quickly evaporate
and is sometimes mistaken for bruis-
ing. The use of topical antibiotic sprays
containing neomycin should be avoided
since it is an ototoxic aminoglycoside.
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Thus, water-based topical antiseptics are
preferred but should be used sparingly.
Cleaning should be done with care using
normal saline or water. Chlorhexidine, a
commonly used antiseptic, is not known
to have any adverse effects, but it is proba-
bly absorbed from the skin and should be
used judiciously. Likewise, iodine has been
reported to be absorbed, leading to goiter
and hypothyroidism. If required, moistur-
izing creams or ointments may be applied
to dry, flaking, or fissured skin, and the
best agents appear to be those with little
or no preservatives, since these offer the
greatest benefit with decreased risk.

5.1.2 Adolescent Skin
The next period of change occurs in
adolescence when hormonal stimulation
results in increased activity of sebaceous
glands and hair follicles. Sebaceous glands
increase their secretory rate, and hair
follicles, giving rise to secondary sexual
characteristics, become activated. From
adolescence to adulthood there is a gradual
change in skin characteristics. By the time
the skin reaches mature adulthood, several
changes become apparent. The dermis
decreases in thickness by about 20%,
whereas the epidermis remains relatively
unchanged. Epidermal turnover time is
increased; this means that wound healing
may take longer. For instance, in young
adults, epidermal turnover takes about
21 days, but by 35 years of age this turnover
time is doubled. Barrier function is
reduced, and such reduction may increase
the risk of irritation. The number of active
melanocytes per unit body surface area
decreases with aging, which means that
protection against UVR is diminished.
Skin dryness is also associated with aging
and an increase in wrinkles. Sensory
receptors are diminished in capacity,
meaning that the skin is more likely to be

burned or traumatized without perception.
Vitamin D production is decreased and
may be a factor in osteomalacia.

5.1.3 Elderly Skin
With aging there is a decrease in the
number of Langerhans’ cells, which af-
fects the immunocompetence of the skin
and can lead to an increased risk of skin
cancer and infection by invading microor-
ganisms. The density of Langerhans’ cells
changes from 10.0 per 3 mm cross section
of unexposed skin in 22–26-year-old indi-
viduals to 5.8 per 3 mm cross section in
62–68-year-old individuals. There is also a
decrease in mast cells and melanocytes.
The inflammatory response is also de-
creased, which may alter allergic reactions
and healing. The thermoregulatory ca-
pacity of the skin is also compromised
by decreased number of sweat glands,
diminished vascularity, and reduced sub-
cutaneous fat. Epidermal–dermal junction
changes, such as the flattening of the
prominent dermal papillae and of the rete
ridges, alter junctional integrity. Conse-
quently, the skin is more easily torn in
response to mechanical trauma, especially
shearing forces. Because the epidermal
rete pegs flatten, the unique microenviron-
ment of the basal keratinocytes changes;
it is thought that this explains the de-
crease in epidermal proliferative capacity
with aging.

Skin elasticity decreases with age and
is related to a combination of aging and
solar damage. Microscopic analysis of col-
lagen and elastin fibers reveals that these
are more compact with a loss of ground
substance from the spaces between these
cable-like structures. Collagen fibers ap-
pear to be unwinding, while elastin fibers
appear to be undergoing digestion. The
degradation of elastin can be detected
at about 30 years of age but becomes
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marked at 70 years of age. Changes in
dermal proteoglycans usually occur af-
ter 40 years of age. By 70 years of age,
most of the elastin network is affected.
Changes in collagen content and struc-
ture are mediated by an underexpression
of procollagen, overexpression of collage-
nase (MMP-1), stromelysin (MMP-3) and
gelatinase A (MMP-2), and decreased ex-
pression of tissue inhibitors of matrix
metalloproteinase-1 (TMP-1). There is also
a marked reduction in vascular beds in
the vertical capillary loops in the dermal
papillae. There is an approximate 35% de-
crease in the cross-sectional area of these
loops in aged skin. It is thought that this
leads to atrophy of the hair bulbs, sweat
glands, and sebaceous glands. Because the
hypodermis also becomes thinner, mature
individuals are more prone to pressure
necrosis. With aging there is a progressive
loss of mechanoreceptors to one-third of
their average density that occurs from the
second to ninth decade.

Clinical observations established that
repair of injuries to skin of aged per-
sons (over 50 years old) proceeded much
more slowly than injuries in skin of
young persons, but with improved qual-
ity of scarring both microscopically and
macroscopically. However, the molecular
changes that caused these effects were not
known until a series of experiments by
Ashcroft and colleagues revealed that the
slower healing and reduced scarring in
postmenopausal women were associated
with reduced levels of TGF-β1 protein
and mRNA in wounds. Furthermore, treat-
ment of postmenopausal women (or aged
men) either with oral or topical estrogen,
accelerated healing of skin wounds and
elevated levels of TGF-β1 while simul-
taneously reducing levels of MMPs and
elevating levels of the tissue inhibitors
of metalloproteinases (TIMPs). Estrogen

treatment also reduced inflammation in
test wounds and reduced levels of neu-
trophil elastase, which was associated with
increased levels of collagen and fibronectin
in wound biopsies, resulting in the en-
hanced strength of wounds 80 days after
injury. These data demonstrated that de-
lays in wound healing in the elderly could
be significantly diminished by topical es-
trogen in both male and female subjects.

Changes in hair color and hair folli-
cles also accompany aging. Age-related
changes in active melanocytes result in
gray hair. About 50% of the body’s hair
will be gray by the age of 50 in about 50%
of the population. This change is accompa-
nied by a reduction in the number of hair
follicles and a decrease in the diameter of
the hair. The rate of hair growth is also
decreased. Nail growth rates also decrease
by 40 to 50%.

The density of skin melanocytes is
relatively constant until about 40 years
of age. By about 45 years of age, skin
melanocytes have decreased in density to
approximately half of that seen between 30
and 39 years of age. Melanocytes decrease
6 to 8% each decade after age 30. It
is thought that loss of skin melanocytes
contributes to an increase in the formation
of skin cancers. Other overt changes
are wrinkling and sagging, which occur
as a result of loss of underlying tissue
in addition to changes seen in collagen
and elastin.

Changes in thermoregulatory capacity
occur with age, and older individuals
are more prone to hypothermia and
heat stroke. This has been attributed to
changes in blood capillaries and eccrine
sweat glands. In healthy older individuals,
sweating may be decreased by up to
70%. Sebum secretion also declines with
age. Barrier function decreases with aging
owing to the decreased level of all the
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major lipid species, especially ceramides.
In addition, corneocytes are larger and less
cohesive. In addition to these changes,
pain perception is dulled, and there is
reduced skin reactivity upon exposure
to irritants. Cutaneous immune function
also changes with aging as seen by a
reduction in Langerhans’ cell density. Skin
damaged by sun exposure, or actinically
damaged skin, has been found to have
a 50% reduction of Langerhans’ cell
density compared with sun-protected skin.
Reduction in immunocompetence of the
skin is thought to contribute in part to skin
cancer in the elderly.

Other factors that may contribute to
the development of skin cancer in aged
individuals are cumulative exposure to
carcinogens, diminished DNA repair ca-
pacity, decreased melanocyte density, and
alterations in dermal matrix. Not surpris-
ingly, wound healing in older individuals
is delayed compared with that of younger
individuals.

5.2
Sun

Excessive exposure to UVR can have harm-
ful effects that accelerate aging of the skin.
For this reason, the condition associated
with UVR-damaged skin is referred to as
photoaging. Dermatologically, it is called
dermatoheliosis. Obvious clinical signs of
photodamaged skin are dryness, tough
leathery texture, wrinkling (as a result of
collagen and elastin degeneration), and
irregular pigmentation (from changes in
melanin distribution). Excessive exposure
to UV radiation increases the risk of de-
veloping skin cancers, such as basal or
squamous cell carcinoma and malignant
melanoma. Damage to the DNA of skin
cells leads to transformation of cells and
cancer. Changes also occur in epidermal

and dermal cells; epidermal cells be-
come thickened, fibroblasts become more
numerous, and dermal vessels become di-
lated and tortuous. Langerhans’ cells are
reduced in number by about 50%, thereby
diminishing the immunocompetence of
the skin. Immediate short-term exposure
to UVR can lead to sunburn. This type
of red sunburn is the result of a vasodila-
tory response that increases blood volume.
Whether an individual will become sun-
burned depends on the extent of skin
pigmentation. Naturally, those with the
least pigmentation are more prone to sun-
burn and the harmful long-term effects of
UVR. Severe short-term exposure of un-
protected, lightly pigmented skin can lead
to blistering (a second-degree burn).

There is an association between
melanoma and sunburn: if a patient has
had more than six serious sunburns, then
he or she is at an increased risk for
melanoma. Exposure to UVR and the
rise of malignant melanomas has led to
the development of more effective sun-
blocking agents. Over time, the incidence
of malignant melanoma has increased
from 1/1500 people in 1930 to 1/250 in
1980. By the year 2000 the incidence is
expected to be 1/150. Sunscreens should
be used on a regular basis, be applied at
least 30 min before exposure, and have
a sun protection factor (SPF) ranging
from 15 to 30. Individuals with moderately
pigmented skin require about 3 to 5 times
more exposure to UVR to induce sunburn
inflammation compared with Caucasians,
and for individuals with darker skin, 10
times more exposure is required.

5.3
Hydration

Adequate skin hydration is normally
provided by sebum secretion and an intact
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stratum corneum with its keratinized cells.
Several factors can affect skin hydration.
Among these are relative humidity, re-
moval of sebum, and age. Each of these
factors increases water loss from the skin,
leading to dryness and scaling. Applica-
tion of emollients to the skin replaces
the barrier function of lost sebum or de-
creased evaporative water loss when the
relative humidity is low. Retention of
water in the epidermal layers after ap-
plication of a lotion leads to swelling of
the skin, which is perceived as smooth-
ness and softness. Often various products
are promoted with claims of superiority
over others without adequate in vitro, in
vivo, or clinical data. The superiority of oil
baths over water baths was found to be only
marginal. Twenty minutes after both kinds
of bath, skin hydration was increased when
measured by water evaporation, electri-
cal conductance, and capacitance. A small
but significantly greater amount of water
was bound in the skin after the oil bath,
whereas no change was seen in evapora-
tion, conductance, or capacitance. Thus,
increases in water-holding capacity of the
skin after an oil bath may not be of im-
portance. On the other hand, a difference
was found in skin-surface lipids, which
lasted at least 3 h. This effect is com-
parable with application of a traditional
moisturizing lotion. The authors of this
study conclude that because daily use of
bath oil is not practical, application of
moisturizing lotions may be more advan-
tageous and that the beneficial effects of
bath oils are related to lipidization of the
skin surface.

5.4
Soaps

Washing or bathing with an alkaline soap
reduces the thickness and number of cell

layers in the stratum corneum. Generally,
soap emulsifies the lipid coating of the
skin and removes it along with resident
and transient bacteria. Excessive use of
soap or detergents can interfere with the
water-holding capacity of the skin and may
impair bacterial resistance. Use of alka-
line soaps increases skin pH, which may
change bacterial resistance. The time for
recovery to normal skin pH of 5.5 de-
pends on the length of exposure. Ordinary
washing requires 45 min to restore skin
pH, whereas prolonged exposure can re-
quire 19 h. Other agents that can lead to
delipidization or dehydration of skin are
alcohol and acetone. Currently, acidic skin
cleansers appear to be less irritating than
a neutral or alkaline one and there is some
evidence to suggest that acidic cleansers
decrease the number of acne lesions on
the face.

5.5
Nutrition

Normal healthy skin integrity can be
maintained by an adequate dietary intake
of protein, carbohydrate, fats, vitamins,
and minerals. Under normal conditions
in healthy individuals, increased nutrition
is not beneficial if there is adequate dietary
intake. If the skin is damaged, increased
dietary intake of some substances such
as vitamin C for collagen formation may
be beneficial. A healthy diet of protein
breaks down to supply the necessary amino
acids for protein synthesis. Fats are broken
down into essential fatty acids, which
can then be used by cells to form their
lipid bilayer. Carbohydrates are digested
to supply energy for cell metabolism.
Vitamins C, D, and A; the B vitamins
pyridoxine and riboflavin; the mineral
elements iron, zinc, and copper; and many
others are needed to maintain a normal
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healthy skin. Adequate dietary intake can
be ensured by ingestion of amounts
consistent with the recommended daily
allowances (RDA).

5.6
Medications

Various medications affect the skin. Some
of the best studied are the corticosteroids,
which are known to interfere with epider-
mal regeneration and collagen synthesis.
Photosensitive and phototoxic reactions
are also known to occur from medica-
tions. Some categories of medications that
can affect the skin are antibacterials, anti-
hypertensives, analgesics, tricyclic antide-
pressants, antihistamines, antineoplastic
agents, antipsychotic drugs, diuretics, hy-
poglycemic agents, sunscreens, and oral
contraceptives. Skin flora can be changed
by the use of antibacterials, orally ad-
ministered steroids, and hormones. Anal-
gesics, antihistamines, and nonsteroidal
anti-inflammatory drugs (NSAIDs) can
alter inflammatory reactions. Thus, when-
ever drugs are prescribed and skin reac-
tions occur, medications should always
be examined to check whether they are
responsible.

6
Wound Healing

Healing of skin wounds normally oc-
curs in a predictable sequence of phases
including: (1) hemostasis; (2) inflamma-
tion; (3) repair (characterized by mitosis,
angiogenesis, and synthesis of ECM); and
(4) remodeling of the scar matrix (Fig. 3).
These processes are regulated by numer-
ous molecules including growth factors,
cytokines, chemokines, receptors, pro-
teinases and their inhibitors.

6.1
Hemostasis

The first major event following a skin
injury is hemostasis, and the platelets play
key roles in this process as they undergo ac-
tivation, adhesion, and aggregation. These
events are triggered by interactions of
platelets with both soluble mediators and
matrix components. Platelets become acti-
vated when exposed to extravascular col-
lagen (such as type I collagen), which
they detect via specific integrin recep-
tors in their plasma membrane. Platelet
adhesion to collagen activates them to re-
lease soluble mediators (growth factors
and cyclic AMP) and adhesive glycopro-
teins from their α-granules, which are in
turn, signals for subsequent platelets to
change their morphology, become sticky
and to aggregate. The aggregated platelets
become trapped in the fibrin web and
provide the bulk of the clot, and their
membranes act as a surface on which
inactive clotting enzyme proteases are
bound, activated, and then released to
accelerate the clotting cascade. The key
glycoproteins released from the platelet
granules include fibrinogen, fibronectin,
thrombospondin, and von Willebrand fac-
tor. Soluble mediators released from the
α-granules include platelet-derived growth
factor (PDGF), transforming growth fac-
tor β (TGFβ), transforming growth factor
α (TGFα), basic fibroblast growth factor
(bFGF), and VEGF. PDGF and TGFβ are
chemotactic for neutrophils and mono-
cytes and recruit them from the vascula-
ture to initiate the inflammatory response.
VEGF, TGFα, and bFGF act on endothe-
lial cells to initiate angiogenesis. PDGF is
also chemotactic for fibroblasts, which will
migrate to the area to begin the process
of collagen deposition. Thus, through the
interaction with the ECM and release of
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Fig. 3 Time sequences of normal wound healing. After an injury to skin, the
vasculature responds (1) immediately by constriction of severed capillaries followed
by increased permeability, which lasts for several days. The coagulation (2) cascade
rapidly generates the fibrin clot, which forms the ‘‘provisional wound matrix’’ that is
rich in growth factors released from granules of platelets that are trapped in the fibrin
matrix. Inflammation (3) initially involves neutrophils that are draw to the injury by
cytokines, followed a few days later by macrophages, which continue to destroy
bacteria and release proteases to remove damaged components of the extracellular
matrix. After one to two weeks, inflammation subsides unless bacterial contamination
persists. Synthesis of new vasculature and extracellular matrix (granulation tissue)
repairs the wounded dermal tissue (4), enabling epidermal cells (5) to proliferate,
migrate, and resurface the injured area. Myofibroblasts (6) contract the new scar
matrix, and eventually the scar remodels (late phase of 4).

soluble mediators, platelets not only con-
tribute to hemostasis but their products
also set the stage for the subsequent events
of the healing process.

6.1.1 Provisional Wound Matrix
An injury that extends into the dermis of
the skin causes disruption of the ECM
and initiates the clotting cascade. Fib-
rin is generated at the site of injury
when thrombin catalyzes conversion of the
plasma-derived fibrinogen to fibrin. The

fibrin clot acts to tamponade the bleeding
and also to form a temporary scaffolding
for the repair process. Serum-derived ad-
hesion proteins, such as fibronectin and
vitronectin, subsequently coat the fibrin
network, forming a ‘‘provisional wound
matrix’’ that plays a crucial role in cellular
attachment through their interactions with
integrin receptors. Fibronectin facilitates
the movement of cells into the wound site
from the vasculature (such as leukocytes
migrating from the vasculature), as well
as promoting migration of fibroblasts and
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capillary cells through granulation tissue
and epithelial cells moving over granula-
tion tissue during resurfacing. The provi-
sional wound matrix of fibrin/fibronectin
also serves to bind and store growth
factors, which are released by proteases
(MMPs and serine proteases) as the provi-
sional wound matrix is replaced by new col-
lagen molecules in the proliferative/repair
phase. Initially, type III collagen is syn-
thesized by cells in the wound, which is
slowly replaced over weeks and months
by type I collagen molecules, which are
found in normal skin. Furthermore, dur-
ing the early phases of scar formation, the
collagen molecules tend to be arranged in
bundles that are orientated parallel to the
edges of the wound rather than the more
complex basket weave pattern of collagen
bundles, which is characteristic of normal
dermis. As the initial scar tissue remod-
els over many months, the architecture
and composition of the scar matrix begins
to resemble nonwounded skin, but never
fully regenerates nonwounded ECM.

6.2
Inflammatory Phase

6.2.1 Neutrophils
Neutrophils are the first inflammatory
cells to respond to the soluble mediators
released by platelets and the coagulation
cascade. They begin their journey from
the vasculature by first adhering to the
endothelial cell walls via their surface in-
tegrins and then releasing elastase and
collagenase, which facilitate their migra-
tion through the basement membrane
surrounding the endothelial cells and into
the ECM at the wound site. Their pri-
mary role is to mount the first line of
defense against infection by phagocytosing
and killing bacteria, and by destroying for-
eign materials and devitalized tissue. They

are able to interact with these extracellular
targets via their integrin receptors. Neu-
trophils also produce and release inflam-
matory mediators such as TNFα (tumor
necrosis factor) and IL-1 (Interleukin 1)
that further recruit and activate fibroblasts
and epithelial cells. Neutrophils produce
and contain high levels of destructive pro-
teases and oxygen free radicals, which they
use to digest phagocytized materials. Upon
their inevitable death, neutrophils release
these substances into the local wound area
where they can contribute to extensive
tissue damage and prolong the inflam-
matory phase. The persistent presence of
high levels of bacteria in a wound may
contribute to chronicity through contin-
ued recruitment of neutrophils and their
release of proteases, cytokines, and intra-
cellular contents.

6.2.2 Monocytes/Macrophages
Usually, neutrophils are depleted in the
wound after 2 to 3 days and are replaced by
tissue macrophages. Macrophages begin
as circulating monocytes that are attracted
to the wound site beginning about 24 h
after injury, by both soluble mediators
and matrix degradation components such
as fragments of collagen and fibronectin.
Monocytes bind to the ECM via inte-
grins and immediately differentiate into
tissue macrophages. Serum factors and
fibronectin mediate this differentiation.
Tissue macrophages have a dual role in
the healing process. They are voracious
phagocytes and patrol the wound area in-
gesting bacteria, devitalized tissue, and
depleted neutrophils. Macrophages also
produce collagenases and elastase to assist
them in breaking down devitalized tis-
sues. They are able to regulate proteolytic
destruction of tissue in the wound by pro-
ducing and secreting inhibitors for these
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enzymes. As important as their phago-
cytic role, macrophages also mediate the
transition from the inflammatory phase to
the proliferative phase of healing. They re-
lease a wide variety of growth factors and
cytokines including TNFα, PDGF, TGFβ,
TGFα, IL-1, IL-6, Insulin-like Growth Fac-
tor (IGF-1), and FGF. Some of these
soluble mediators recruit and activate fi-
broblasts, which will synthesize, deposit,
and organize the new tissue matrix, while
others promote angiogenesis.

6.3
Proliferative Phase

Events of the proliferative or tissue build-
ing phase of healing include the synthesis,
deposition, and organization of granula-
tion tissue, ingrowth of new blood vessels
and epithelial migration, proliferation, and
stratification. In this phase of healing fi-
broblasts, macrophages, endothelial, and
epithelial cells interact with matrix and
with each other.

6.3.1 Granulation Tissue
Granulation tissue is a transitional replace-
ment for normal dermis, which eventually
matures into a scar during the remodel-
ing phase of healing. It is characterized
from unwounded dermis by its extremely
dense network of blood vessels and cap-
illaries, elevated cellular density of fi-
broblasts and macrophages, and randomly
organized collagen fibers. It also has an el-
evated metabolic rate compared to normal
dermis, which reflects the activity required
for cellular migration, division, and pro-
tein synthesis.

6.3.2 Fibroblasts
The collagen, proteoglycans, and other
components that comprise granulation

tissue are synthesized and deposited pri-
marily by fibroblasts. Fibroblasts migrate
into the wound in response to multi-
ple soluble mediators released by initially
platelets and later by macrophages. Fi-
broblast migration in the ECM depends
on precise recognition and interaction
with specific components of the matrix.
Fibroblasts in normal dermis are typi-
cally quiescent and sparsely distributed,
whereas, in the provisional matrix of the
wound site and in the granulation tissue,
they are quite active and crowded together.
Their migration and accumulation in the
wound site requires them to change their
morphology and to produce and secrete en-
zymes to clear a path for their movement
from the ECM into the wound site.

Fibroblasts begin moving by first bind-
ing to matrix components such as fi-
bronectin, vitronectin, and fibrin via their
integrin receptors. Integrin receptors at-
tach to specific amino acid sequences (such
as R-G-D or arginine–glycine–aspartic
acid) or binding sites in these matrix com-
ponents. While one end of the fibroblast
remains bound to the matrix component
the cell extends a cytoplasmic projection to
find another binding site, when the next
site is found, the original site is released
and the cell uses its cytoskeleton network
of actin fibers to pull itself forward.

The direction of fibroblast movement is
determined by the alignment of the fibrils
in the ECM and provisional matrix and the
gradient of chemotactic growth factors, cy-
tokines, and chemokines. Fibroblasts tend
to migrate along these fibrils as opposed to
across them. Fibroblasts secrete proteolytic
enzymes locally to facilitate their forward
motion through the matrix. The enzymes
secreted by the fibroblasts include three
forms of the MMP family – collagenase
(MMP-1) gelatinases (MMP-2 and MMP-
9), which degrade gelatin substrates and



Skin, Molecular Cell Biology of 243

stromelysin (MMP-3), which has multiple
protein substrates in the ECM.

Once the fibroblasts have migrated
into the matrix, they again change their
morphology, settle down and begin to
proliferate and to synthesize granulation
tissue components including collagen,
elastin, and proteoglycans.

6.3.3 Angiogenesis
Damaged vasculature must be replaced to
maintain tissue viability. The process of
angiogenesis is stimulated by local fac-
tors of the microenvironment including
low oxygen tension, low pH, and high lac-
tate levels. Also, certain soluble mediators
are potent angiogenic signals for endothe-
lial cells. Many of these are produced
by epidermal cells, fibroblasts, vascular
endothelial cells and macrophages, and
include bFGF, TGFα, and VEGF. It is now
recognized that oxygen levels in tissues di-
rectly regulate angiogenesis by interacting
with oxygen sensing proteins that regulate
transcription of angiogenic and antiangio-
genic genes. For example, synthesis of
VEGF by capillary endothelial cells is di-
rectly increased by hypoxia through the
activation of the recently identified tran-
scription factor, hypoxia-inducible factor
(HIF), which binds oxygen. When oxygen
levels surrounding capillary endothelial
cells drop, levels of HIF increase inside
the cells, HIF-1 binds to specific DNA se-
quences and stimulates transcription of
specific genes such as VEGF that pro-
mote angiogenesis. When oxygen levels
in wound tissue increase, oxygen binds
to HIF, leading to the destruction of HIF
molecules in cells and decreased synthe-
sis of angiogenic factors. Regulation of
angiogenesis involves both stimulatory fac-
tors like VEGF and antiangiogenic factors
like angiostatin, endostatin, and pigment
epithelium-derived factor (PEDF).

Binding of angiogenic factors causes en-
dothelial cells of the capillaries adjacent to
the devascularized site to begin to migrate
into the matrix and then proliferate to form
buds or sprouts. Once again the migration
of these cells into the matrix requires the
local secretion of proteolytic enzymes, es-
pecially MMPs. As the tip of the sprout
from one endothelial cell extends and en-
counters a sprout from another endothelial
cell, the sprouts develop a cleft that subse-
quently becomes the lumen of the evolving
vessel and complete a new vascular loop.
This process continues until the capillary
system is sufficiently repaired and the tis-
sue oxygenation and metabolic needs are
met. It is these new capillary tuffs that give
granulation tissue its characteristic bumpy
or granular appearance.

6.3.4 Epithelialization
Epithelialization is a multistep process that
involves epithelial cell detachment and
change in their internal structure, migra-
tion, proliferation, and differentiation. The
intact mature epidermis consists of five
layers of differentiated epithelial cells rang-
ing from the cuboidal basal keratinocytes
nearest the dermis up to the flattened,
hexagonal, tough keratinocytes in the up-
permost layer. Only the basal epithelial
cells are capable of proliferation. These
basal cells are normally attached to their
neighboring cells by intercellular connec-
tors called desmosomes and to the basement
membrane by hemidesmosomes. When
growth factors such as epidermal growth
factor (EGF), keratinocyte growth factor
(KGF) and TGFα are released during the
healing process, they bind to receptors on
these epithelial cells and stimulate migra-
tion and proliferation. The binding of the
growth factors triggers the desmosomes
and hemidesmosomes to dissolve so that
the cells can detach in preparation for
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migration. Integrin receptors are then ex-
pressed and the normally cuboidal basal
epithelial cells flatten in shape and begin to
migrate as a monolayer over the newly de-
posited granulation tissue, following along
collagen fibers. Proliferation of the basal
epithelial cells near the wound margin
supply new cells to the advancing mono-
layer apron of cells (cells that are actively
migrating are incapable of proliferation).
Epithelial cells in the leading edge of the
monolayer produce and secrete proteolytic
enzymes (MMPs), which enable the cells to
penetrate scab, surface necrosis, or eschar.
Migration continues until the epithelial
cells contact other advancing cells to form a
confluent sheet. Once this contact has been
made, the entire epithelial monolayer en-
ters a proliferative mode and the stratified
layers of the epidermis are reestablished
and begin to mature to restore barrier
function. TGFβ is one growth factor that
can speed up the maturation (differentia-
tion and keratinization) of the epidermal
layers. The intercellular desmosomes and
the hemidesmosome attachments to the
newly formed basement membrane are
also reestablished. Epithelialization is the
clinical hallmark of healing but it is not the
final event – remodeling of the granulation
tissue is yet to occur.

6.4
Remodeling

Remodeling is the final phase of the
healing process in which the granulation
tissue matures into scar and tissue ten-
sile strength increases. The maturation
of granulation tissue involves a reduction
in the number of capillaries via aggre-
gation into larger vessels and a decrease
in the amount of glycosaminoglycans and
the water associated with the GAGs and
proteoglycans. Cell density and metabolic

activity in the granulation tissue drop dur-
ing maturation. Changes are also made in
collagen content and organization, which
enhance tensile strength. The tensile
strength of a newly epithelialized wound is
only about 25% of normal tissue. Healed or
repaired tissue is never as strong as normal
tissues that have never been wounded. Tis-
sue tensile strength is enhanced primarily
by the reorganization of collagen fibers that
were deposited randomly during granula-
tion and increased covalent cross-linking
of collagen molecules by the enzyme, lysyl
oxidase, which is secreted into the ECM by
fibroblasts. Over several months or more,
changes in collagen organization in the
repaired tissue will slowly increase the ten-
sile strength to a maximum of about 80%
of normal tissue.

Fibroblasts are the main cell type in-
volved in remodeling. They synthesize
new collagen, which is deposited along
lines of tension. Initially, wound fibrob-
lasts secrete type III collagen, which is
then replaced by type I collagen during re-
modeling. Fibroblasts also secrete MMPs,
which breakdown the type III collagen
that was randomly deposited during the
proliferative phase. A balance must be
maintained between collagen removal and
synthesis during remodeling, and this is
achieved through the action of enzyme
inhibitors like the tissue inhibitors of met-
alloproteinases that are also produced by
fibroblasts.

6.5
Chronic Wounds

As outlined earlier, healing of skin wounds
normally occurs in a predictable se-
quence of phases including: (1) hemosta-
sis; (2) inflammation; (3) repair (char-
acterized by mitosis, angiogenesis, and
synthesis of ECM); and (4) remodeling of
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the scar matrix. These processes are reg-
ulated by numerous molecules including
growth factors, cytokines, chemokines, re-
ceptors, proteinases, and their inhibitors.
It is reasonable to assume that the failure
of an acute wound to progress through
the phases of healing is due to con-
ditions that interfere with the normal
interactions of these molecules. Previous
studies that analyzed fluids collected from
chronic wounds found elevated levels of
inflammatory cytokines, elevated levels of
proteinases, and low levels of growth fac-
tor activity compared to acute, healing
wounds. These observations led to the hy-
pothesis that chronic wounds develop be-
cause of prolonged inflammation in acute
wounds, which produces elevated levels
of proteinases that destroy growth fac-
tors, receptors, and ECM proteins that are
essential for healing. Furthermore, anal-
ysis of fibroblasts cultured from chronic
wounds indicate that they frequently have
reduced capacity to proliferate in response
to specific growth factors. If this hypoth-
esis is correct, it follows that elevated
levels of inflammatory cytokines and pro-
teinases should decrease and mitogenic
activity should increase in fluids as chronic
wounds begin to heal. Several studies
have, indeed, reported reduced levels of
inflammatory cytokines and proteases and
increased mitogenic activity in wound flu-
ids as chronic wounds begin to heal. These
results support the concept that treatments
that shift the molecular balance in chronic
wounds to a pattern that resembles the
molecular profile found in acute healing
wounds will promote healing.

6.6
Wound Bed Preparation

Wound bed preparation is a comprehen-
sive approach to wound management,

which focuses on optimizing conditions in
the wound to encourage normal endoge-
nous processes of healing, by removing
or correcting the barriers to healing. It
is based on an understanding of the un-
derlying molecular and cellular processes
that occur in normal wound healing and
the differences that have been identified in
chronic wounds. The TIME acronym, de-
veloped by a group of wound care experts,
was useful in focusing on four major at-
tributes of chronic wounds that must be
optimized for wounds to begin to heal.
As shown in Table 1, the TIME acronym
is a practical guide to wound manage-
ment, which relates clinical observations
and interventions to the underlying wound
pathology in each of four areas: (1) T for
tissue: nonviable or deficient; (2) I for in-
fection/inflammation; (3) M for moisture
balance; (4) E for edge of wound, non-
advancing or undermined. Application of
the concepts of wound bed preparation has
led to an improved dressing that contains
collagen (gelatin) and is designed to re-
duce destruction of essential proteins in
wound fluids by proteases in wound fluids
by acting as a ‘‘substrate sink.’’ A hydro-
gel containing doxycycline, which is an
inhibitor of MMPs as well as an antibi-
otic, stimulated healing of chronic diabetic
foot ulcers. Thus, wound bed prepara-
tion is emerging as a useful education
aid as well as a practical guide for treat-
ment strategies.

7
Summary

As the body’s largest organ, the skin serves
several complex functions: protection,
thermoregulation, sensation, metabolism,
and communication. Numerous factors
influence the skin’s ability to adequately
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provide these functions, such as age, UV
exposure, hydration, medications, nutri-
tion, and soaps. Knowledge of the structure
and functions of normal skin are impor-
tant for understanding the processes that
occur during normal aging and healing
of injuries to the skin. Extensive sig-
naling through autocrine, paracrine, and
endocrine pathways by growth factors,
cytokines, and proteases occurs by mul-
tiple types of cells in wounds to regulate
the rate and amount of scar tissue that
forms. In addition, interaction of cells
with ECM components via integrin re-
ceptors further regulates gene expression.
When the sequential processes of normal
wound healing are disrupted, wound heal-
ing is slowed or stopped resulting in a
chronic wound. Identification of molecu-
lar and cellular abnormalities in chronic
wounds provides a targeted approach to
correct the abnormal imbalances and pro-
mote healing.

See also Immunology; Membrane
Transport; Vascular Development
and Angiogenesis.
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1
Introduction

Innovative biotechnologicals of the future
include gene transfer medicinal prod-
ucts. It can be assumed that by mid-
2003, ∼4000 patients or healthy indi-
viduals would have been treated within
a clinical gene therapy trial, ∼600 of
those in Europe, and ∼260 in Germany
(The data originate from some statis-
tics published in the Internet by Wiley
Genetic Medicine Clinical Trials Online,
http:///www.wiley.co.uk.genetherapy, and
are reproduced by courtesy of the pub-
lisher.). Most of the clinical trials are
currently in phase I or II due to a
great diversity of ongoing developments,
clinical experience must first be gained,
before target-orientated product develop-
ment and phase III clinical trials can
be initiated. In this regard, investigator-
driven gene therapy strategies developed
by biomedical laboratories together with
special clinic teams are very distinct from
those developed by pharmaceutical in-
dustry. Investigator-driven gene therapy
strategies are being invented by teams
of biomedical researchers and physicians
while developing a new approach for the
treatment of a special disease in a defined
stage. This is used, for the first time, on a
selected group of patients in first clinical
trials of phase I/II and aimed at proving
the safety of the medicinal product. In
clinical trials sponsored by pharmaceuti-
cal industry, this phase of orientation has
often already been completed and further
development in phase II or III is aimed
at dose finding or proving efficacy. Con-
cerning product development, there are
no standard approaches because, at this
stage of development, little experience has
been gained and the types of gene trans-
fer medicinal products are very diverse.

Therefore, in the following sections, the
main current clinical developments will be
described while a brief outline of a sin-
gle example of a manufacturing process is
given, also due to manifold diversity.

Gene transfer medicinal products for
human use are medicinal products used
for in vivo diagnosis, prophylaxis, or
therapy (Fig. 1). They contain or con-
sist of:

1. genetically modified cells,
2. viral vectors, nonviral vectors or so-

called naked nucleic acids, or
3. recombinant replication-competent mi-

croorganisms used for purposes other
than the prevention or therapy of the
infectious diseases that they cause.

The aim of the nucleic acid or gene trans-
fer is the genetic modification of human
somatic cells, either in the human body,
that is, in vivo, or outside the human body,
that is, ex vivo, in the latter case followed
by transfer of the modified cells to the hu-
man body. The simplest case of genetic
modification of a cell results from addition
of a therapeutic gene encompassed by an
expression vector. At least in theory, nu-
cleic acid transfer may also be aimed at
exchange of individual point mutations or
other minimal genetic aberrations. Scien-
tifically, this process is termed homologous
recombination with the aim of repairing
a defective endogenous gene at its lo-
cus. In principle, this can be achieved
by so-called homologous recombination
achieved by transferring oligonucleotides,
where – thanks to 5′ and 3′ flanking ho-
mology regions – the new correct DNA
sequence is replacing the existing defective
one. In practice, homologous recombina-
tion is technically not yet achievable with
the efficiency that will be required for clin-
ical use.
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Viral vectors

Gene transfer productGene transfer product

Genetically modified
cells

Cell line

Cell

Purification
of the target cells
(autologous or allogeneic,
including cell lines)

1.

2. Gene transfer

Reinfusion of
genetically modified cells

3.

Vectors, nucleic acids,
replication-competent microorganisms

Direct application:

Nonviral vectors

Naked nucleic acids

Replication competent microbes
(adenovirus, salmonella)

Fig. 1 Gene transfer medicinal products. The gene transfer medicinal products
mentioned here are identical with those described in Table 1 of the European ‘‘Note for
guidance on the quality, preclinical, and clinical aspects of gene transfer medicinal
products (CPMP/BWP/3088/99).’’ The definition given is in compliance with the legally
binding definition of gene therapeutics in Part IV, Annex I of Directive 2003/63/EC
amending Directive 2001/83/EC.

Normally, genetic modification of cells
is nowadays achieved by the transfer of an
expression vector on which the therapeutic
gene is located. The vector is transferred
to cells via a delivery system (Fig. 2) such
as a viral vector particle, a nonviral vec-
tor complex or a plasmid. In the latter
case, the expression vector is inserted into
and therefore part of a bacterial plasmid,
which allows its manufacture and amplifi-
cation in bacteria. Viral expression vectors
contain the sequence signals (nucleic acid
sequences) required for transfer by a par-
ticular viral vector particle. For retroviral
vectors, for example, such signals are en-
compassed by the flanking ‘‘long terminal
repeat’’ (LTR) sequences, the packaging
signal psi (�) required for incorporation
of the expression vector by the retroviral
vector particle, and other sequence signals.
For nonviral vector complexes and naked

nucleic acid, the expression vector is part
of a bacterial carrier, the so-called plasmid
DNA. Nonviral vectors are, for example,
plasmid DNA mixed with a transfection
reagent, whereas naked DNA does not
contain a transfection reagent.

Another example of a gene trans-
fer medicinal product is a recombi-
nant microorganism such as conditionally
replication-competent adenoviruses for tu-
mor therapy. Here, neither is an endoge-
nous cellular gene repaired by homologous
recombination nor is a nonadenoviral ther-
apeutic gene transferred. The transfer of
conditional replicating adenoviruses to the
malignant tumor cells induces cell ly-
sis and local tumor ablation. The entire
genome of the adenovirus is transferred
without an additional therapeutic gene.
The adenoviral genome may therefore be
considered as the therapeutic gene.
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Expression system

or vector 

(encompasses the
therapeutic gene)

 

Messenger
RNA

Therapeutic
gene

Delivery system:
here, viral
vector particle

Genetically modified cell
Therapeutic
protein

Fig. 2 Delivery system and expression vector used as gene transfer medicinal products.
The terminology complies with the definition of gene therapeutics in Part IV, Annex I of
Directive 2003/63/EC amending Directive 2001/83/EC.

Gene transfer efficiency plays a central
role in gene transfer. It depends on a num-
ber of factors, for example, target cell, type
of application (ex vivo or in vivo strategy),
the tissue or organ containing the target
cells, the physiological situation, and the
disease and disease stage. Table 1 shows
the most common viral vectors currently
in clinical use. The vectors shown are repli-
cation incompetent and only transfer the
expression vector void of any viral genes
as much as possible. So-called integrating
vectors mediate chromosomal integration
of the expression vector (e.g. retroviral
vectors), whereas nonintegrating vectors
lead to an episomal status of the expres-
sion vector in the cell (e.g. adenoviral
vectors), or to its cytoplasmatic replica-
tion (e.g. α-virus-derived vectors, vaccinia).
Vectors derived from vaccinia, for exam-
ple, used for tumor vaccination, may be
replication incompetent such as modi-
fied vaccinia ancara (MVA) or ALVAC or
replication competent, but attenuated like
vaccinia.

After uptake by human somatic cells,
the expression vector is transcribed like a
normal cell gene. The resulting messenger
RNA (mRNA) is translated and the ther-
apeutic protein is synthesized by the cel-
lular machinery. When so-called ribozyme
genes are used, the mRNA acts like a cat-
alytic enzyme and is itself the therapeutic
gene product. As already mentioned, when
a recombinant microorganism such as a
conditionally replication-competent aden-
ovirus (RCA) is used, the genome of the
microorganism may be seen as the thera-
peutic gene.

2
Gene Transfer Methods

The objective of clinical gene transfer
is the transfer of nucleic acids for the
purpose of genetically modifying human
cells (Fig. 3).

Whether a viral, a nonviral vector, or a
naked plasmid DNA is used depends on



Somatic Gene Therapy 255

Tab. 1 Gene transfer methods (vectors/delivery systems).

Delivery system Description Chromosomal
integration

Naked nucleic acid Plasmid DNA, in absence of transfection
reagents

No (after im
inoculation)

Nonviral vector Plasmid DNA/transfection reagent
mixture

No (application
dependent)

Viral vector
Retroviral vector Derived from murine leukemia virus

(MLV)
Yes

Lentiviral vector Derived from HIV-1 Yes
Adenoviral vector Deletions in the virus genes E1, E3 or E4,

E2ts, combinations thereof or
‘‘gutted’’ (gene-depleted)

No

Conditionally
replication-competent
adenovirus

No therapeutic gene except for the virus
genome

No

Adeno-associated virus
(AAV) vector

Wild-type AAV-derived Yes /no (application
dependent)

Smallpox virus vector MVA (‘‘Modified Vaccinia Ancara’’) No
ALVAC (‘‘Avian Vaccinia’’) No
Vaccinia No

Alphavirus vector SFV No
Herpes-viral vector Herpes simplex virus No

Note: SFV: Semliki Forest virus; MLV: murine leukemia virus.

the target cell of the genetic modification
and whether an in vivo modification of the
cell is at all possible. For a monogeneic
disease affecting immune cells, it is for
example, possible to purify CD34-positive
cells or lymphocytes from the peripheral
blood (e.g. by leukapharesis), to geneti-
cally modify the cells in culture, and to
return the treated cells. Before reapplica-
tion, the treated cells may or may not be
enriched. Currently, long-term correction
of cells is only possible when integrat-
ing vectors such as retroviral or lentiviral
vectors are used. Owing to chromoso-
mal integration of the expression vector,
the genetic modification is passed on to
the daughter cells during cell division
and persists. Only long-term expression
may still be a problem. For therapy of

a monogeneic disease such as cystic fi-
brosis, the target cells are primarily the
endothelial cells of the bronchopulmonary
tract, which can only be subjected to in
vivo modification attempts. Although long-
term correction would be desirable, in vivo
modification using adenoviral vectors ap-
peared to be more promising, because
the target cells are largely in a resting
state of the cell cycle amenable to aden-
oviral gene transfer due to expression of
the cell surface receptors used by aden-
oviruses for cell entry. In addition, the
amount and titers of adenoviral vectors
seemed suitable. These examples illustrate
that a number of factors contribute to the
choice of the treatment strategy, the vec-
tor, and the route of administration. No
single ‘‘ideal’’ vector is therefore suitable
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Messenger
RNA

Replication competent
microorganisms
(virus genome is the therapeutic
gene here)

Nonviral or complex
vectors
(often plasmid DNA
mixed with
tranfection reagent)

Naked nucleic acids
(often plasmid DNA)

Therapeutic gene

Therapeutic
proteinGenetically modified cell

Viral vectors
(replication-incompetent
viruses with therapeutic gene)

Fig. 3 Delivery systems used in clinical gene
transfer. During gene therapy, an expression
vector (therapeutic genes) is transferred to
somatic cells via a delivery system, for example, a
viral or nonviral vector (replication incompetent),
a naked nucleic acid, or a recombinant, mostly
conditionally replication-competent
microorganism. The gene transfer, termed

transfection when a viral vector is used or termed
transfection when naked DNA or a nonviral vector
is used, leads to genetic modification of the cell.
The gene transfer can be carried out in vivo, that
is, directly in or on the human body, or ex vivo,
that is, in cell culture followed by the transfer of
the modified cells to the human body.

for a large variety of gene therapies. In the
past 15 years, many novel gene transfer
techniques have been developed and used
in clinical studies. In the following section
and in Table 1, specific characteristics of
the vectors most commonly used in the
clinic are summarized.

2.1
Nonviral Vectors and Naked Nucleic Acid

The advantage of nonviral gene transfer
systems compared with viral gene trans-
fer systems is the smaller size limitations
for the genes to be transferred. The ex-
pression vectors are nowadays usually part

of a bacterial plasmid that can easily
be amplified and grown in bacterial cul-
tures. Plasmid DNA of up to 20 kb pairs
encompassing an expression vector of up
to 17 kb pairs can easily be manufac-
tured. Promising methods for the in vivo
administration of plasmid DNA include
intradermal or intramuscular injection for
the so-called naked nucleic acid transfer.
Needle injection or application by medical
devices such as gene guns can be used
for this purpose. For so-called nonviral
vectors, for example, synthetic liposomes
or other transfection reagents mixed with
plasmid DNA, the DNA-binding lipo-
somes mediate contact with the cellular
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plasma membrane thus releasing the DNA
into the cytoplasma of the cell where
uptake by the nucleus has to occur subse-
quently. During receptor-mediated uptake
of nonviral vectors, cell surface proteins
(receptors), for example, asialoglycopro-
tein or the transferrin receptor, mediate
cellular uptake of the DNA complex con-
taining a specific receptor ligand.

2.2
Viral Vectors

During evolution, viruses have been opti-
mized to efficiently enter mammalian cells
and replicate. Infected mammalian cells
transcribe the viral genes and synthesize
the viral gene products with high effi-
ciency, sometimes to the disadvantage of
endogenous protein production. Viral vec-
tors are replication-incompetent particles
derived from viruses by genetic engineer-
ing, which no longer transfer to cells the
complete set or any viral genes. Instead,
an expression vector with one or more
therapeutic genes is transferred to cells.
Since no complete viral genome is trans-
ferred, virus replication is impossible or,
in some cases, it is impaired like with first-
or second-generation adenoviral vectors.
The following section briefly describes the
properties of the current frequently used
viral vectors.

2.2.1 Retroviral Vectors
The retroviral vectors in clinical use
have mainly been derived from murine
leukemia virus (MLV). MLV causes
leukemia in mice and replication-
competent retrovirus (RCR) in a con-
taminated vector preparation was shown
to cause leukemia in severely immuno-
suppressed monkeys. RCR absence has
therefore to be verified before human use
of retrovirally modified cells. MLV vector

use in vivo has been very rare. The genome
of the retroviral vectors consists of two
copies of single-stranded RNA, which con-
tains one or more coding regions flanked
by the viral control elements, the so-called
‘‘long-terminal repeat’’ regions. In the in-
fected cells, the RNA is translated into
double-stranded viral DNA and integrated
into the cell. The integrated vector DNA is
the expression vector. MLV vectors allow
efficient genetic modification of proliferat-
ing cells by chromosomally integrating the
expression vector.

Advantages of retroviral vectors include
high gene transfer (transduction) effi-
ciency, and long-term modification of cells
due to stable integration of the expres-
sion vector into the chromosome of the
cells. In addition, the MLV envelope pro-
teins can be exchanged against those
from other viruses (which is termed vector
pseudotyping). This allows preparation of
MLV vectors with improved transduction
efficiency for certain cell types. Disad-
vantages of retroviral vectors include the
small size of the coding region (∼9 kb
pairs or less), the restriction of transduc-
tion to proliferating cells only, insertional
mutagenesis due to integration and the
low titer of usually not more than 108

transducing units per milliliter of vec-
tor preparation. Although chromosomal
integration occurs generally at random,
it may lead to activation of cellular can-
cer genes, so-called proto-oncogenes, or,
theoretically, to inactivation of tumor sup-
pressor cells. In conjunction with addi-
tional genetic mutations, this may result
in very low frequency in malignant cell
transformation. Hundreds of patients that
have been treated with retrovirally mod-
ified hematopoietic cells years ago have
not shown any signs of cancer related to
the gene transfer except for two patients
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treated during an SCID-X1 (severe com-
bined immunodeficiency disease) gene
therapy trial in France. In the latter two
leukemia cases, the vector-mediated over-
expression of the proto-oncogene LMO2,
possibly in conjunction with the therapeu-
tic γ c chain gene (which may influence
cell proliferation and signal transduction)
and the SCID-X1 disease, are the probable
cause of the leukemia (see the following
sections).

2.2.2 Lentiviral Vectors
Lentiviral vectors have been derived from
human immunodeficiency virus type 1
(HIV-1), simian immunodeficiency virus
(SIV) isolated from various old-world
monkeys, feline immunodeficiency virus
(FIV) and equine infectious anemia virus
(EIAV) isolated from horses. Lentiviruses
cause an acquired immunodeficiency syn-
drome and a replication-competent virus
has therefore to be excluded before hu-
man use by batch-to-batch analysis and
verification of the absence of replication-
competent lentivirus (RCL). Lentiviral vec-
tors may transfer coding regions of up
to 9 kb pairs and allow pseudotyping
just like MLV vectors. Their advantage
is the dual capacity to transfer thera-
peutic genes into nonproliferating cells
in conjunction with persistent genetic
modification due to chromosomal inte-
gration. This could be useful for ex vivo
modification of stem cells and in vivo mod-
ification of neuronal cells. Most lentiviral
vectors have been pseudotyped with the
G-protein of vesicular stomatitis virus
(VSV-G) or the envelope proteins of Gib-
bon ape leukemia virus. The first clinical
study using lentiviral vectors was started
in 2003 and involves the ex vivo mod-
ification of autologous lymphocytes of
HIV-infected patients with a therapeutic

ribozyme gene shown in vitro to inhibit
HIV-1 replication.

2.2.3 Adenoviral Vectors
The adenoviral genome consists of double-
stranded DNA that persists episomally,
that is, inside the nucleus, but not inte-
grated into the chromosome of the cell.
Therefore, the genetic modification may
be lost during cell proliferation. Aden-
oviral vectors are the currently preferred
vectors for the in vivo transduction of a
variety of human somatic cells includ-
ing nonproliferating cells. In contrast to
lentiviral vectors, they allow insertion of
larger coding regions of therapeutic genes
above 10 kb pairs and are not associated
with a detectable risk of insertional onco-
genesis. In addition, vector titers above
1011 transducing units per milliliter can
usually be achieved. The lack of long-term
expression is in part due to the fact that
certain adenovirus genes have been kept
on first or second-generation adenoviral
expression vectors, and because of the
frequent generation of RCA during pro-
duction. So-called gutless vectors are void
of any adenoviral genes, but have to be
purified from RCA after production.

Some wild-type (replicating) adenovirus
strains cause inflammations of the airways
and the conjunctivae. Adenoviral vectors
may therefore also be transferred by in-
halation of aerosols and inflammations
observed following vector applications are
mainly local, transient, and associated with
very high titer applications. High-titer ade-
noviral vectors are no longer systemically
administrated, because one patient died
during systemic administration of a maxi-
mum dose of ∼1013 vector particles during
gene therapy of the monogeneic disease
OTCOTC (‘‘ornithine transcarbamylase’’)
deficiency, a life-threatening metabolic
disorder.
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2.2.4 AAV (Adeno-associated Viral)
Vectors
Adeno-associated viruses (AAVs) belong to
the family of parvoviruses. Their genome
consists of single-stranded DNA. Wild-
type AVV can only replicate in the presence
of helper viruses like adenovirus or her-
pesvirus and has not been associated with
disease. AAV can infect hematopoietic
cells including nonproliferating cells. Inte-
gration in infected human somatic cells is
often confined to a distinct locus on human
chromosome 19. AAV-derived vectors are
usually classified as integrating vectors, al-
though vector integration is unfortunately
no longer confined to chromosome 19, but
absence of integration may be observed,
for example, following intramuscular ad-
ministration The size of the coding region
is very limited (∼4 kb pairs).

2.2.5 Poxvirus Vectors
Poxvirus vectors encompass vaccinia de-
rived from the smallpox vaccine and more
attenuated variants like ALVAC or MVA.
Their genome consists of single-stranded
DNA of 130 to 300 kb pairs. Replication
is restricted to the cytoplasm of cells and
high amounts of protein are synthesized
by the cell following transduction. Most
applications, therefore, involve intramus-
cular vaccination.

3
Clinical Use

3.1
Overview on Clinical Gene Therapy Trials

A number of clinical trials show promis-
ing results (see Table 2). In the past few
years, it has become increasingly clear
that for each disease, the development

of a particular and specific gene trans-
fer method in connection with a particular
treatment approach will probably be neces-
sary. The first standard use of an approved
gene transfer medicinal product is to be
expected within the next seven years since
∼1% of the clinical gene therapy studies
are in an advanced stage of phase II or
phase III clinical trial.

Clinical gene therapy studies have
been performed initially in North Amer-
ica and Europe. About 50 clinical gene
transfer studies have been registered
in Germany, with slightly more than
250 patients that have been treated
(http://www.pei.de) (http://www.zks.uni-
freiburg.de/dereg.html). A general over-
view on registered studies is listed on the
following Web sites: (http://www.wiley.co.
uk/genetherapy, or www.pei.de). In Ger-
many, a public registry has been available
since 2004.

Target diseases in most clinical gene
therapy trials have been cancer, cardio-
vascular diseases, infectious diseases such
as AIDS, or monogeneic congenital disor-
ders. The vectors most frequently used ex
vivo are MLV vectors derived from murine
leukaemia virus (MLV), whereas vectors
derived from adenovirus, pox viruses, and
AAV are usually used in vivo. A grow-
ing number of studies involves the use of
nonviral vectors or naked DNA.

3.2
Gene Therapy of Monogeneic Congenital
Diseases

The idea underlying gene therapy is
the replacement of a defective gene by
its normal, functional counterpart; for
example, a mutation of the gene encoding
the γ c chain of the interleukin-2 and
other receptors is the cause of the
congenital immune disorder SCID-X1.
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Owing to this defect, immunologically
relevant receptors are unable to mediate
the normal differentiation and immune
function of lymphoid cells such as T
cells and natural killer lymphocytes (NK).
Therefore, newborn babies suffering from
SCID-X1 have a very limited immune
system and must live in a germ-free
environment. Their life expectancy is
strongly reduced. Conventional treatment,
that is, bone marrow transplantation,
can provide a cure to a certain extent,
but involves a high risk if no HLA
haploidentical donor is available. For
the latter situation, gene therapy within
the framework of a clinical study was
considered in France.

In this study, autologous CD34-positive
bone marrow stem cells were retrovirally
modified to express the functional γ c chain
gene. T cells and other hemaotpoietic cells
derived from corrected stem cells were
shown to repopulate the hematopoietic
cell compartment, and over a period of
up to three years, 11 treated patients,
mostly newborns, displayed a functional
and nearly normal immune system. This
represents the first reproducible cure of a
disease by gene therapy.

A leukemia-like lymphoproliferative dis-
ease was diagnosed roughly three years
after treatment of two obviously cured pa-
tients. Treatment had been started at the
age of a few months. Subsequent analy-
sis revealed that the leukemia-like disease
was indeed caused by the MLV vector; the
disease mechanism is termed insertional
oncogenesis resulting from insertional mu-
tagenesis of the proto-oncogene LMO2
(mentioned earlier). According to current
knowledge, up to 50 cells with an integra-
tion in LMO2 may have been administered
together with the ∼108 genetically mod-
ified CD34-positive bone marrow cells.

Owing to the expression vector integra-
tion, the transcription of the LMO2 gene
was deregulated and activated. Under nor-
mal circumstances, the body can cope with
individual cells presenting preneoplastic
changes like the one described. In the two
treated children, however, further genetic
changes must have accumulated to finally
result in leukemia. Contributing factors
discussed include the effect of the thera-
peutic γ c chain gene, the product of which
influences cell proliferation and differen-
tiation, and other so far unknown genetic
changes that may have occurred during
the massive in vivo cell replication. In
SCID-X1, the T-cell compartment is com-
pletely depleted, and is replenished after
gene therapy by differentiation and repli-
cation of a few genetically corrected blood
stem cells. During this process, genetic
aberrations may occur with substantial fre-
quency. However, further analysis will be
required to understand the exact cause of
leukemia development in SCID-X1 gene
therapy. Since hundreds of patients treated
with retrovirally modified cells in the past
10 years have not developed leukemia up to
now, it is currently assumed that a practi-
cal risk of leukemia only exists in SCID-X1
gene therapy.

Gene therapy of hemophilia B also
seems promising. Here, AAV vectors
encoding a smaller, but functional version
of the human coagulation factor IX
gene were administered by intramuscular
injection. A detectable increase in factor
IX plasma concentration was observed.
Even repeated AAV injections were well
tolerated.

3.3
Tumor Gene Therapy

There are various gene therapy approaches
that are being developed for the treatment
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of cancer. They are aimed at inhibiting
molecular pathways underlying malignant
cell transformation. In other cases, tumor
cell ablation by directly applying cell-
killing mechanisms or, more indirectly, by
improving immunological defense mech-
anisms directed against tumor cells are
attempted.

A number of gene therapy studies in-
volving the adenoviral transfer of tumor
suppressor genes like p53 have already
been performed. This is aimed at reverting
malignant cell transformation or at in-
ducing apoptosis. However, transduction
following, for example, needle inoculation
into tumors has been shown to be limited
to a few cells close to the needle tracks. Di-
rect tumor cell ablation by local injection of
conditional RCAs in head and neck tumors
led to detectable local tumor regression by
direct virus-mediated cell lysis, especially
when chemotherapy was used in parallel.
Here, virus replication improved transduc-
tion efficiency in vivo. For the treatment
of malignant brain tumors, variant her-
pesviruses have been inoculated into the
tumor in order to lyse the tumor cells in
vivo, especially if prodrugs have been ad-
ministered that are converted by the viral
thymidin kinase gene to a toxic drug.

In addition, a number of clinical ap-
proaches have already been tested that led
to an improvement of immune recogni-
tion of tumors. They involved intratumoral
injection of vectors, which transfer for-
eign MHC genes, such as B7.1 or B7.2, or
cytokine genes, for example, interleukin-
2 or granulocyte-macrophage colony-
stimulating factor (GM-CSF). Here, vac-
cinia derived vectors such as MVA or
ALVAC have often been used. Autolo-
gous or allogeneic tumor cells were also
modified ex vivo by transfer of immunos-
timulating genes. Promising results have
been reported from a phase I-study in

which autologous tumor cells were ade-
novirally modified with the GM-CSF gene
and rapidly reinoculated to stimulate anti-
tumor immunity.

3.4
Gene Therapy of Cardiovascular Diseases

Local intramuscular injection of plasmid
DNA or adenoviral vectors encoding vas-
cular epithelial growth factor or fibroblast
growth factor, both able to induce the for-
mation of new blood vessels, has been used
to improve microcirculation in ischemic
tissue. Needle injection of plasmid DNA
has been used in leg muscle, catheter ap-
plication, or needle injection was also tried
in ischemic heart muscle. The formation
of new blood vessels and an improvement
in the microcirculation has been observed.

A narrowing of the blood vessels
(restenosis) often occurs after coronary
blood vessel dilatation by stent implan-
tation. This is probably caused by the pro-
liferation of smooth muscle cells following
injuring of the blood vessel endothelium
by the stent. Here, the role of adenovi-
ral or plasmid DNA mediated transfer of
the gene encoding inducible nitroxide syn-
thase (iNOS) is thought to result in reduced
cell proliferation.

3.5
Preventive Vaccination and Gene Therapy
of Infectious Diseases

During the past five to ten years, effec-
tive medicines have been developed for
the treatment of AIDS. Combinations of
effective chemotherapeutics are able to in-
hibit various steps of the replication cycle
of HIV-1. This often results in reduction of
the viral load in the peripheral blood, some-
times down to a level barely detectable
with modern techniques. Because of the
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requirement for long-term treatment and
the massive adverse effects related to
conventional treatment by chemotherapy,
gene therapy of HIV infection could offer
additional therapy options. Ex vivo retro-
viral transfer of HIV-inhibiting genes into
peripheral blood lymphocytes or CD34-
positive human cells has been attempted,
so far with little success. The therapeu-
tic molecules used include (1) decoy-RNA
specifying multiple copies of the Rev-
or the Tat-responsive element, so-called
poly-TAR or poly-RRE sequences, (2) mini
antibodies (single chain Fv; scFv), able
to capture viral gene products within the
cell, (3) trans-dominant negative mutants
of viral proteins, for example, RevM10,
or (4) ribozyme RNA, which enzymati-
cally cleaves RNA. Other genes still under
development are designed to prevent en-
try or chromosomal integration of HIV.
It remains to be shown whether such
gene therapy approaches present a suitable
therapeutic option compared with existing
chemotherapy.

The best prevention of infectious dis-
eases is achieved by prophylactic vaccines.
Clinical trials using vectored vaccines
based on ALVAC or MVA have been
initiated. Other clinical trials pursue the
goal of developing vaccines against HIV-
1, malaria, hepatitis B, tuberculosis, and
influenza A virus infections. Vaccination
regiments using poxvirus vectors such
as ALVAC or MVA in combination with
naked DNA as a prime vaccine, sometimes
followed by further booster injections of re-
combinant viral antigens, are being tested
in humans. Such regiments have been
shown to prevent disease progression af-
ter lentivirus infection of monkeys. This
illustrates the complexity of vaccination
strategies that are currently pursued in
vaccine research.

3.6
Clinical Gene Therapy for the Treatment of
Other Diseases

Clinical gene therapy can also be used
for the treatment of diseases not necessar-
ily caused by single known gene defects,
if promising therapeutic genes can be
reasonably applied. Patients with chronic
rheumatoid arthritis, for instance, should
benefit from a reduction of the inflamma-
tions in joints. Such inflammations are
caused or at least maintained by a cascade
of events including the overexpression and
increased release of a number of inflam-
matory cytokines. Monoclonal antibodies
able to reduce the local concentration of the
tumor necrosis factor (TNF) have already
been successfully used to treat disease.
Here, clinical gene transfer approaches in-
volve the transfer of autologous synovial
cells modified ex vivo by a therapeutic
gene encoding interleukin-1 receptor an-
tagonist. Alternatively, adenoviral vectors
with the same gene have been directly
injected into the affected joint.

4
Manufacture and Regulatory Aspects

The regulation of gene therapy is very
complex and differs considerably in the
European Union and the United States. In
Part IV, Annex I of Directive 2003/63/EC
(which replaces Annex I of Directive
2001/83/EC), a definition of so-called gene
therapeutics is given. As gene therapy
not only includes therapeutic but also
preventive and diagnostic use of vectors,
nucleic acids, certain microorganisms and
genetically modified cells, the term ‘‘gene
transfer medicinal products’’ as used in
the relevant European guideline ‘‘Note for
guidance on the quality, preclinical, and
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clinical aspects of gene transfer medicinal
products (CPMP/BWP/3088/99)’’ seems
more exact. An accurate listing of the
medicinal products that belong to the
group of gene transfer medicinal prod-
ucts can be found in the table contained
in the guideline. The definition given in
Sect. 1 of this article is in accordance with
this guideline and is in agreement with
the definition of gene therapeutic prod-
ucts of Directive 2003/63/EC. The annex
of the latter Directive contains legally bind-
ing requirements for quality and safety
specifications of gene transfer products.
Although targeted at product licensing,
these requirements may have a bearing
on their characterization before clinical
use. Active ingredients of gene transfer as
defined medicinal products may include,
for example, vectors, naked plasmid DNA,
or certain microorganisms such as condi-
tionally replicated adenovirus. For the ex
vivo strategy, the active ingredients are the
genetically modified cells.

Written approval by a competent author-
ity in conjunction with positive appraisal
by an ethics committee will in the fu-
ture be necessary for the initiation of
clinical gene therapy trials. Respective reg-
ulatory processes are currently established
in all EU member states during trans-
formation of Directive 2001/20/EC. The
manufacture of clinical samples in com-
pliance with good manufacturing practice
(GMP) will become compulsory. Germline
therapy is illegal in the EU. The law
relevant for clinical gene therapy trials
and manufacture of gene transfer medic-
inal products in Germany is the German
Drug Law (AMG) and respective decrees
and operation ordinances. The law gov-
erning the physicians’ profession stipu-
lates in the ‘‘Guidelines on gene transfer
into human somatic cells’’ (‘‘Richtlin-
ien zum Gentransfer in menschlichen

Körperzellen’’) that the competent ethics
committee may seek advice from the
central ‘‘Commission of Somatic Gene
Therapy’’ of the Scientific Council of the
German Medical Association before com-
ing to its vote. The Paul-Ehrlich-Institut is
the competent authority in Germany and
offers information on current clinical trial
regulations.

Gene transfer medicinal products will
be licensed via the centralized procedure
by the European Commission. The licens-
ing process is coordinated by the EMEA
(‘‘European Agency for the Evaluation
of Medicinal Products’’) following sub-
mission of a licensing application. The
marketing authorization is governed by
Council Regulation (EC) No. 2309/93. The
recommendation in favor or against mar-
keting authorization is made on the basis
of Directives 75/319/EEC and 91/507/EEC
by experts of the national competent au-
thorities which are members of the ‘‘Com-
mittee for Proprietary Medicinal Prod-
ucts’’ (CPMP).

In the United States, the Center for Bi-
ologics Evaluation and Research ‘‘(CBER)
of the ‘‘Food and Drug Administration’’
(FDA) is responsible for clinical trial ap-
proval and marketing authorization.

The assessment of the licensing ap-
plication focuses on the quality, safety,
efficacy, and environmental risk of a gene
transfer medicinal product. The manufac-
turing process has to be designed and
performed according to GMP regulations.
Like other biologicals, gene therapy prod-
ucts have considerably larger size and
complexity compared to chemicals, and
analysis of the finished product is not suf-
ficient to control their quality and safety. A
suitable process management, in-process
control of all critical parameters identi-
fied within process validation are decisive
factors. Gene transfer medicinal products
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containing or consisting of genetically
modified organisms are also subject to
contained use regulations before licensing
and until these organisms are applied to
humans.

From the economic point of view, proce-
dures for the manufacture of therapeutic
DNA must be scalable and efficient, and
at the same time simple and robust. Man-
ufacturing processes are as manifold as
the gene transfer methods used in gene
therapy. As an example, manufacture of
plasmid DNA for naked nucleic acid trans-
fer can be briefly described as follows. The
methods available for plasmid production

today largely originate from lab proce-
dures for the production of DNA for
analytical purposes (mini preparations)
and have been adapted to fit process scale.
Toxic substances and those that present a
hazard to the environment, expensive in-
gredients, and nonscalable methods must
be avoided. In this context, the experi-
ence gained from industrial manufacture
of raw materials with the aid of bacte-
rial cultures and virus production for the
purpose of vaccine production are use-
ful for fermentation. Suitable methods
for downstream processing above all in-
clude chromatographic methods with high

Process step Purpose

E. coli batch fermentation 

Cell separation Volume reduction 

Alkaline lysis
(NaOH/SDS)

K. acetate precipitation 

Removal of
membrane fragments

proteins
genomic DNA 

Clarification
(filtration/centrifugation) 

Removal of
precipitate 

Removal of
RNA

host cell proteins
endotoxin

Anion exchange
chromatography
(“Capture step”)

Isopropanol
precipitation

Removal of
host cell proteins 

Gel filtration/
reversed-phase 
Chromatography
(“Polishing step”)

Removal of
genomic DNA

RNA
endotoxins

“open circle” plasmid

Formulation 

Fig. 4 Therapeutic plasmid DNA: typical manufacturing process.
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Test Specification (method )
Appearance Clear colorless solution (visual inspection) 
Size, restriction interfaces
(identity)

Agreement with plasmid card (agarose gel
electrophoresis, restriction enzyme assay) 

Circular plasmid DNA (ccc) >95% (Agarose gelelektrophorese, HPLC) 
E. coli DNA <0.02 µg/µg plasmid DNA (southern blot) 
Protein Not detectable (BCA protein assay) 
RNA Not (Agarose gel electrophoresis) 
Endotoxin <0.1 EU/µg plasmid DNA (LAL assay) 
Sterility No growth after 14 days (USP) 
Specific activity Conforms to reference standard (in vitro

transfection)

Fig. 5 Therapeutic plasmid DNA: typical release specifications.

dynamic capacity and selectivity as well as
high throughput.

In a typical procedure for the manu-
facture of therapeutic plasmid DNA (cf.
Figs. 4 and 5), the first step is batch fer-
mentation of Escherichia coli cells from
a comprehensively characterized ‘‘Mas-
ter Working Cell Bank’’ (MWCB). For
this purpose, modern methods use high-
density fermentation with optimized and
safe E. coli K12 strains bearing a high
number of copies of the required plas-
mid. The bacterial cells are harvested
for further processing, resuspended in
a small buffer volume, and lysed in an
alkaline lysis procedure. By neutraliza-
tion, the plasmid DNA is renatured while
a large quantity of proteins, membrane
components, and genomic DNA remain
denatured. After separation of the pre-
cipitate by filtration, a chromatographic
step can be performed as ‘‘capture step.’’
Because of the anionic character of the
nucleic acid, anion exchange chromatog-
raphy (AEX) is the method of choice. In
fractionated gradient elutions, differences
in the charge enable the separation from
contaminated RNA. Gel filtration (GF) or
reversed phase (RP) steps can be used for
fine purification. For final product analy-
sis, evidence must be provided batch by
batch that besides the correct identity and

homogeneity, critical impurities like mi-
croorganisms, host cell proteins, genomic
DNA, RNA, or endotoxins have been re-
duced below the specified limits. Removal
of endotoxins is critical for in vivo gene
transfer efficiency achieved with naked
DNA.

Some established methods from protein
chemistry can be used for processing
therapeutic DNA. In parallel with the
processing of proteins, however, the fact
cannot be concealed that nucleic acids
have some very specific properties. These
include the extremely high viscosity of
DNA solutions, the high sensitivity of
nucleic acids to gravity, the low static and
dynamic capacity of their chromatographic
adsorption, and the ability to penetrate
filtration media with porosities well below
their molecular weight (‘‘spaghetti effect’’).

After first experience, plasmid con-
centrations of ∼200 mg L−1 fermentation
broth can be obtained in high-density
fermentation (optical density >50), corre-
sponding to an yield of ∼800 mg plasmid
DNA per kg of dry biomass. Thus, from
a fermenter of 1000 L usable volume,
∼100 g plasmid DNA can be isolated per
run in a batch fermentation at a purifica-
tion yield of ∼50%. Consequently, capac-
ities for production of kilogram amounts
can be built up with existing technologies.
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5
First Experience with the Clinical Use of
Gene Transfer Medicinal Products

The development of somatic gene ther-
apy is still in its infancy. A number of
theoretical risks of gene therapy have
been listed, and numerous approaches and
gene transfer methods are being devel-
oped in the clinic, even more in preclinical
experiments.

In spite of this, a few SCID patients have
been apparently cured by gene therapy
using retrovirally modified bone marrow
stem cells. At the same time, the oc-
currence of leukemia in two of the ∼10
successfully treated children showed that
theoretical risks cannot be clearly distin-
guished from clinically relevant risks due
to the so far insufficient clinical experience.
Trends, however, show that each patholog-
ical situation will require the development
of a certain adapted gene therapy approach.
Thus, in the long run, gene therapy will
present real therapy or prevention op-
tions, especially for a number of up to
now insufficiently treatable or untreatable
diseases.

See also Gene Therapy and Cardio-
vascular Diseases; Liposome Gene
Transfection; Medicinal Chemistry;
Oncology, Molecular; Vaccination,
Genetic; Vectors and Gene
Therapy.
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Keywords

Axis
It defines the polarity of an organism in various directions, for example,
anteroposterior or apical–basal.

Bilateria
Multicellular animals comprising three germ layers (ectoderm, mesoderm, and
endoderm). Their body plans are characterized by an anteroposterior and a dorsoventral
axis, which is genetically controlled by gene clusters. Many structures occur in pairs.

Body Plan
Organization of an organism according to an axis.

Diploblasts
Animals comprising two germ layers (ectoderm and endoderm).

Metazoa
Multicellular animals composed of specialized cells that share labor.

Morphogenesis
A process that describes the formation of organs in a developing embryo.

Pattern
Entities of tissue units that are arranged during development in a well-ordered spatial
pattern of cell activities.
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Porifera (Sponge)
The phylogenetically oldest metazoan phylum, which evolved first from the common
ancestor of all multicellular animals, the Urmetazoa.

Segments
Similar tissue units that are simultaneously formed during embryogenesis and
arranged along an axis. These elements are remodeled during the development.

Serial Modules
Similar tissue units that are arranged along an axis and are formed in succession.
These modules of the animals remain morphologically mostly unchanged during their
development to adults.

Somites
Tissue units that are arranged along an axis and are formed consecutively. These
elements are morphologically changed during development.

Triploblasts
Multicellular animals comprising three germ layers (ectoderm, mesoderm, and
endoderm).

� All metazoan animals comprise a body plan of different complexity. Since it is
well established – especially on the basis of molecular and cell biological data – that
all metazoan phyla, including the Porifera (sponges) evolved from a common
ancestor, the fundamental common principles of pattern formation in Metazoa
have been studied to a great extent. Common to all metazoan body plans is
the formation of at least one axis that runs from the apical to the basal region;
examples for this organization step are the Porifera and the Cnidaria (diploblastic
animals). Animals belonging to the triploblasts, the Protostomia (model systems:
insects and nematodes) and the Deuterostomia (mammals), comprise in addition
to the anteroposterior axis also a dorsoventral axis that runs at a right angle to
the first. Body plan formation starts from totipotent germ cells that lose their
plastic differentiation propensity during their proliferation/differentiation. In the
course of the developmental processes, a differential expression of cell–cell and
cell–matrix adhesion molecules proceeds, which also involves the formation of
cell junction molecules. After formation of tissue units, immune molecules are
expressed, which allow the discrimination between self and nonself (establishment
of the individuality), a process that is also controlled by apoptotic regulatory
systems. Subsequently, extracellular solute factors (morphogens) and other secreted
molecules in concert with transcription factors establish the axes. Organizer regions
are formed which are localized in diploblasts (Porifera and Cnidaria) in the oscule or
mouth region, respectively. In triploblasts, as it is well documented in the vertebrate
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Spemann organizer or Hensen’s node, cells are formed in a distinct region, which
displays the property to induce a complete body axis. In parallel, skeleton formation
(exo- or endoskeleton) supports the body construction.

The major difference in the genetic systems controlling body plan patterning
between diploblasts and triploblasts lies in the fact that only the triploblasts
(both Protostomia and Deuterostomia) comprise clusters of homeotic genes. In
diploblasts, those clusters are missing and nonclustered paired-class genes and
LIM/homeodomain genes control pattern formation. In metazoans, in diploblasts
as well as in triploblasts, body plan formation starts by polarization of the embryo;
the subsequent development is followed in diploblasts only to the stage of serial
module patterning, while in triploblasts, the development to the adults includes
compartmental and the subsequent segmental patterning.

1
Introduction

The multicellular animal kingdom of
Metazoa comprises approximately 30
phyla that, as has been elucidated re-
cently, share one common ancestor, the
Urmetazoa; this term has now been widely
adopted. Contrary to the metazoan or-
ganisms, in colonies of animal cells, for
example, in choanoflagellates, there is no
division of labor. In Metazoa, the cells
have been differentiated to perform a
series of functions, like digestion, sen-
sation, contraction, and secretion. The
determination of metazoan cells to a dis-
tinct fate occurs through an alteration in
the pattern of gene activity and thus al-
lows a specification to distinct roles. The
result of such specialization is that nu-
trients are taken up by distinct feeding
cells and from there are transported to
nonfeeding cells, which accomplish dif-
ferent functions. Specialized cells are the
basis for pattern formation, a process
during which a spatial and temporal pat-
tern of cell activities is organized within
the well-ordered organism. Most animals
are characterized by a bilateral symmetry

and comprise regulatory genes, which are
involved in head formation. Metazoa are
grouped into the morphologically more
diverse bilaterians, which themselves are
further subdivided into Protostomia, in-
cluding Ecdysozoa and Lophotrochozoa,
and Deuterostomia and the nonbilaterian
metazoans (phyla Porifera, Placozoa, Coe-
lenterata, and Ctenophora).

During pattern formation a body plan is
established, which also defines the main
axes of the multicellular animal. From
Porifera to Arthropoda (Protostomia) and
Vertebrata (Deuterostomia) the level of
complexity of the axes (anteroposterior
ends (oral–aboral polarity), dorsal–ventral
sides) increases. The two phyla Porifera
and Coelenterata that possess only two
epithelial layers, the ectoepithelium sur-
rounding the body and the endoepithelium
that encloses the digestive cavity(ies), are
termed diploblastic animals and are de-
fined by one apical–basal polarity. The
triploblastic, bilaterian animals are com-
posed, in addition to these external layers
(the ectoderm and the endoderm) of a mid-
dle, mesodermal, cell layer that originates
usually from the endoderm. Pattern forma-
tion can be studied during embryogenesis
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or during differentiation of embryonic
cells, for example, in three-dimensional
cell cultures. These morphogenetic pro-
cesses are based on and controlled by
differential spatial and temporal expres-
sions of genes that initiate or maintain a
large number of signaling pathways. Acti-
vation of a specific pathway can determine
the character of a specific region as in the
embryonic organizer, like the ‘‘Spemann
organizer’’ or the ‘‘Nieuwkoop center.’’ In
recent years, it has been established that
the function of their key signaling path-
ways act by negative regulation. The tuned
interactions result, for example, in the
frog blastula/gastrula stages, in a sequen-
tial activation of the centers; like in the
Nieuwkoop center in the ectoderm of late
blastulae, which releases signals required
for the activation of the Spemann orga-
nizer in the mesoderm of the gastrulae.
This example shows that the timing and
position of such centers is crucial and al-
lows the synchronization of developmental
processes, which drive the correct organi-
zation of the future tissue in an organism.

Segmentation (a process during which
very similar functional units along a body
axis are formed almost simultaneously (in
insects)) or somite formation (the units
along a body axis are formed sequentially
(in vertebrates)) is a feature of triploblas-
tic organisms. Each segment/somite is
arranged along the anteroposterior axis.
The orientation is controlled by charac-
teristic sets of genes; for example, in
insects the parasegments are delimited
by the function of the pair-rule genes
and the subsequent segments by the seg-
ment polarity genes. In these triploblasts,
each segment/somite has its own iden-
tity, which is defined by master regulatory
genes, termed homeotic selector genes.
These homeotic genes are arranged into
gene clusters. In diploblasts, Coelenterata

and Porifera, ancestors of these genes exist
as single molecules. It remains, however,
enigmatic by which mechanism the orga-
nization of the gene clusters present in
triploblasts evolved from the single gene
of the diploblasts.

In the past few years, it has been elab-
orated that the Porifera (sponges) as the
phylogenetically oldest metazoan phylum
comprise already the basic structural and
functional elements required for the con-
struction of a body plan; they evolved ap-
proximately 800 million years ago. Accord-
ing to the inorganic composition of their
skeleton (the elements of their skeleton
are termed spicules), sponges are grouped
into the classes of Demospongiae and Hex-
actinellida, which possess hydrated, amor-
phous, noncrystalline silica spicules and
the class Calcarea, whose skeletal spicules
are formed from calcium carbonate. The
Demospongiae and Hexactinellida are the
only two taxa within the kingdom of Meta-
zoa which primarily utilize silica instead
of calcium in their mineral skeleton; cal-
cium is otherwise the dominant inorganic
skeletal component in Metazoa.

Like in the second phylum of the
diploblasts, the coelenterates, also the
sponges are built from two major ep-
ithelial layers. In sponges, the exopina-
coderm (formed by exopinacocytes) repre-
sents the external epithelium that delimits
the organism toward the environment
and the endopinacoderm (endopinaco-
cytes), which lines the aquiferous canals.
The water flow is directed from the lat-
eral surface of the specimens, through
the porocytes and the canals to the la-
cunae and the choanoderm (choanocyte
chambers); Fig. 1. These chambers are
composed of two kinds of epithelial cell
layers, formed by choanocytes (flagellated
cells) and by cone cells (cells with a
double-conical shape which hang into the
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Fig. 1 Body plan organization in the phylum Porifera. (A) Sponges, here
Tethya lyncurium, have the potency to conduct water from the external
milieu through their inhalant openings at the surface to the exhalant
apertures, the oscules. This highly complex aquiferous system is formed
from differentiated somatic cells, which interact in a tuned manner through
cell–cell/cell–matrix interaction. The water flow through a specimen has
been visualized with fluorescein; the pulsatory extrusion of the water current
can be seen. (B) The three different organization/body plan patterns of
sponges are shown in the middle panel. The choanoderm layer is in red and
the pinacoderm layer is in blue. (a) In the asconoid type, the sack-like
organization shows an unfolded choanoderm. (b) In the syconoid type, the
folding of the choanoderm layer results in the formation of choanocyte
chambers, which are connected with the incurrent canals. After passing the
chambers, the excurrent canals lead the water current to the oscule (os).
(c) The organization of the leuconoid type. This complex canal network is
composed of discrete choanocyte chambers, connected with a network of
incurrent and excurrent canals. In all three types of body organization, a
basal site (attachment to the substratum) and an oscular/apical pole
(oscule; opening at which the central cavity which is connected with the
excurrent canals extrudes the water) exists, which determines the axis
(arrow). Representative species of the different organization levels are
shown: (a) Clathrina coriacea, a calcareous sponge of the asconoid type.
Magnification x0.2. (b) A syconoid type of organization as in Sycon raphanus
(Calcarea); x3. (c) Suberites domuncula a siliceous sponge (Demospongiae)
of the leuconoid type; x0.5. (See color plate p. xxvi).

chamber formed by choanocytes). There-
fore, these chambers can be considered as
organ-like assemblies. The function of the
choanocyte chambers as organs or organ-
like assemblies is to orient the water flow
unidirectionally from the incurrent to the
excurrent canal to allow the extrusion of
the water from the body through the exha-
lant oscule(s). The two epithelial layers of
the sponges surround the mesohyl, which

comprises differentiated cells that inter-
act in a coordinate way. In this central
body of the sponges, the cells are loosely
embedded in a ground matrix, composed
primarily of collagen, galectin, and glyco-
conjugates. This matrix surrounds motile
archaeocytes, which are pluripotent, and
other differentiated cells, for example, the
collencytes and lophocytes, which are in-
volved in the formation of collagen as well
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as the sclerocytes that form the spicules.
In addition, myocytes exist which allow
contraction of the sponge body upon me-
chanical irritation.

According to the folding pattern of the
two epithelial layers of the pinacoderm, in
correlation to the choanoderm, three types
of sponge complexity are distinguished;
the asconoid, the syconoid, and the leu-
conoid type. The folding of the choano-
derm allows the formation of spherical
chambers, the choanocyte chambers of dif-
ferent structural degrees (Fig. 1). In the
asconoid type, the lateral opening(s) direct
the water current to the continuous layer of
choanocytes which face the single atrium
and then to the oscule (Fig. 1B-a). This
type of organization is seen in some
Calcarea, for example, Clathrina coriacea.
In the syconoid type, the folding pattern
forms choanocyte chambers and the water
flow enters the sponge through the poro-
cytes into choanocyte chambers through
which the water is pressed into the atrium
and finally via the oscule again to the
external milieu (Fig. 1B-b). This type of
organization is seen in Calcarea and De-
mospongiae; as an example the calcareous
sponge Sycon raphanus is shown here. The
leuconoid type derives from the syconoid
type of organization (Fig. 1B-c). Here, the
porocyte openings lead from the vestibule
to the connecting incurrent canals and into
the choanocyte chambers. Subsequently,
the water current is pressed into excur-
rent canals that open into the atrium
and leaves the organism via the oscule
(Fig. 1B-c). Most sponge species, like the
marine (siliceous) demosponge Suberites
domuncula (Fig. 1B-c) show the leuconoid
type of organization. The Hexactinellida
have an organization pattern that is rem-
iniscent of the syconoid type and are
composed of a choanoderm syncytium.

By molecular biological techniques – in
the meantime over 15 000 ESTs (expressed-
sequence tags; http://spongebase.geno-
serv.de) have been elaborated from the
sponge S. domuncula – and subsequent
identification of the functions of sponge
genes, it has been disclosed that the
basic strategies of body plan formation
and of gene expression patterns found
in Porifera are characteristic of Metazoa
in general. Furthermore, an in vitro 3D-
cell culture system, termed primmorphs,
was established. Primmorph cultures are a
newly developed technique to grow sponge
cells in vitro; their cells have the potency
to proliferate and to differentiate. This
system allows an understanding of the
roles of the morphogenetic and pattern-
forming genes. The outcome was: first,
Porifera are the phylum that is most
closely related to the common ancestor
of all metazoans, the Urmetazoa; and
second, their body plan is controlled by
pathways that remained conserved from
Porifera to the crown taxa, human or
Drosophila melanogaster/Caenorhabditis el-
egans. Amazing is the finding that the
complexity of the sponge genome, which
comprises over 100 000 genes, is high,
and that sponge sequences share a high
similarity to vertebrate genes. Therefore,
it can be proposed that the developmen-
tal regulatory genes/proteins present in
Porifera are representative of the related
molecules found in higher metazoan taxa.
The major distinction between Porifera
and Cnidaria/Ctenophora on one side and
the Bilateria on the other is the number
of distinct tissue layers (diploblastic vs.
triploblastic animals); Fig. 2.

In the following sections, the different
aspects of pattern formation of Metazoa are
highlighted, referring to the Porifera as the
model organism for multicellular animals.
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Fig. 2 Phylogenetic position of the Porifera
within the metazoan kingdom. As first branches,
the three poriferan classes (Hexactinellida and
Demospongiae emerged and finally the Calcarea)
evolve for the common ancestor of all metazoan
phyla, the Urmetazoa. The major evolutionary
novelties, which have to be attributed to the
Urmetazoa, are those molecules that mediate
apoptosis, control morphogenesis, the immune
molecules, and cell adhesion molecules. The
three classes of Porifera are the model systems
that comprise a genetic reservoir of pattern
formation characteristic of Metazoa; for
example, the transcription factors, like paired
box homeodomain molecules, LIM-class

homeodomain, T-box (Brachyury) or winged
helix (Forkhead). As a sister group to the
Calcarea, the Cnidaria evolved. Subsequently, the
Ctenophora emerged, which comprise not only
an oral/aboral polarity but also a biradial
symmetry. In the Cnidaria, the paired box
transcription factors have been identified. Finally,
the Urbilateria developed from the diploblasts
(two epithelial layers), which are built from three
germ layers (triploblasts). They diverged into the
Protostomia, with the crown species D.
melanogaster and Caenorhabditis elegans, and the
Deuterostomia with the humans. Within the
triploblastic animals, the homeobox genes are
arranged in clusters. (See color plate p. xxvii).

2
Basis of Metazoan Pattern Formation

2.1
Stem Cells

Multicellular animals are characterized by
the existence of a series of differentiated
somatic cells, in addition to the totipotent

germ cells. During evolution from the
lowest metazoans, the sponges, to the
crown taxa the number of distinct cell types
increased steadily. The different somatic
cells types derive from the zygote through
the respective stem cell stage; the dif-
ferentiation processes proceed in niches,
which form a microenvironment in which
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defined expression patterns of signaling
molecules and local environmental fac-
tors direct the fate of the cells. These
niches modify their regulatory properties
in response to a changing environment
to ensure that stem cell activities meet
the needs of an organism for a given
differentiated cell type. Two major types
of stem cells derive from the zygote; the
‘‘germline’’ stem cells and the ‘‘somatic’’
stem cell. While the germline stem cells
retain their total differentiation capacity,
these properties are restricted in the so-
matic stem cells, which gradually lose
their stem cell propensity. However, re-
cent studies indicate that this traditional
view of an irreversible loss of the stem cell
ability during maturation of somatic cells
might not completely reflect the physio-
logical situation. It appears that such fixed
‘‘points of no return’’ do not always ex-
ist, but that at all levels of differentiation
from the pluripotent progenitor cells to
the committed progenitors, to the lineage
progenitors, and finally to the terminally
differentiated cells the propensity to act as
a stem cell is retained, even though with
a decreasing propensity. In consequence,
the differentiation lineages of somatic cells
are dynamic and plastic, and the strong dis-
tinction between embryonic stem cells and
adult stem cells should be reconsidered.

With this new stem cell concept, one can
ask for the simplest models of metazoan
stem cells. The systems of choice are
those organisms that already comprise a
body plan organization and that reproduce
sexually. These criteria are fulfilled in
sponges. It was first discussed in sponges
that some lineages of their somatic cells
might not have lost the property of
re- and transdifferentiation, a finding
that became only increasingly obvious in
higher metazoans approximately during
the last five years.

It is generally agreed that the archaeo-
cytes are the toti-/pluripotent cells in
sponges from which the other cells orig-
inate; recently, evidence was presented
indicating a localization of archaeocytes
not only within the mesohyl but also in
the endopinacoderm layer. Archaeocytes
give rise to the major classes of differ-
entiated somatic cells, (1) the epithelial
cells, pinacocytes, and choanocytes; (2) the
cells forming the skeleton, collencytes, and
sclerocytes; and (3) the contractile cells,
myocytes (Fig. 3). It had been operationally
outlined that the sperm and egg cells derive
from the archaeocytes. It appears that in
Porifera the archaeocytes give rise not only
to the different somatic cells (epithelial-,
skeletal-, and contractile cells) but also to
the germ cells from which the embryos
originate. Another line of differentiation
of the archaeocytes is to the thesocytes, the
totipotent cells of gemmules, which are
asexually propagative dissemination bod-
ies. Pinacocytes, collencytes/sclerocytes
and myocytes are cells with a low stem cell
propensity, implying that these somatic
cells are ‘‘terminally’’ differentiated.

In order to underline the view that
the metazoan stem cell concept can
also be applied for Porifera, characteris-
tic marker genes have been cloned from
S. domuncula. The first cDNAs identi-
fied whose deduced proteins share se-
quence similarity to mammalian stem
cell markers, were the mesenchymal stem
cell-like protein (MSCP) and noggin.
MSCP is present in mesenchymal hu-
man stem cells; experimental evidence
exists that MSCP is expressed in os-
teogenic mesenchymal stem cells. Func-
tional studies revealed that in sponges
the expression of this gene is under
positive control of the morphogenetic in-
organic elements, silicon, and ferric iron.
In addition, two further potential genes
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Fig. 3 Sponge stem cell system. Schematic
outline of the development of the
toti-/pluripotent sponge embryonic stem cells,
the archaeocytes, to the germ cells on one side
and to the three major differentiated cell types,
the epithelial-, the contractile-, and the skeletal
cells. It is indicated that during these transitions
progenitor cells characteristic of these lineages
have to be passed. The (potential) factors, for
example, noggin and the mesenchymal stem
cell–like protein (MSCP) on the path to the
skeletal cells, which trigger the differentiation,

are shown. In addition, it is outlined that
committed progenitor cells are formed, which
respond to the silicate/Fe(+ + +) stimulus
through differentiation to skeletal cells, the
sclerocytes (= skeletal cells). Without losing the
high level of stem cell propensity, the
archaeocytes change to germ cells and also to
thesocytes, the dominant cells in gemmules
(asexual propagation bodies). The triangles
schematically indicate the decrease in stem cell
propensity during the differentiation process.

involved in the differentiation of stem
cells in sponges were isolated; noggin
and the glia maturation factor. Noggin
is a glycoprotein that binds bone mor-
phogenetic proteins (BMP) selectively and
antagonizes their effects. It was initially
isolated from Xenopus and found to
be expressed in the Spemann’s orga-
nizer. In vertebrate development, noggin

is involved in the formation of dorsal
mesoderm derivatives, for example, the
skeletal muscles.

In the initial phase of formation, the
in vitro 3D-cell primmorph system con-
tains predominantly the toti-/pluripotent
archaeocytes, which can be stimulated to
differentiate into four main tissue-specific
directions. If they are induced by the
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inorganic factors silicate or ferric iron, the
archaeocytes give rise to the skeletal cells
through an increased expression of genes
encoding the structural proteins silicatein
and collagen; a process that is mediated
by noggin and MSCP (Fig. 3). Second, if
archaeocytes are exposed to a morphogen
(myotrophin), they are directed toward the
contractile cell lineage. A third lineage,
which gives rise to the aquiferous canal
system, is induced by a physical factor;
there Iroquois gene expression is induced
as a result of an increased water current,
which is paralleled with the formation of
canal-like pores in the primmorphs. In
higher metazoans, the expression of the
Iroquois genes is thought to confer identity
to a particular region, and hence it can be
classified to the homeotic selector genes.
The early function of Iroquois in insects in-
cludes the definition of the eye and notum
territories, and in vertebrates, it includes
the formation of the neural ectoderm. Late
functions of Iroquois are subdividing the
territories; the dorsal–lateral subdivision
in Drosophila notum and the patterning of
notum bristles and wing veins, and in ver-
tebrates, the subdivision of neural tube and
heart patterning. The sponge S. domuncula
contains in its genome an Iroquois gene,
which not only has remarkable sequence
similarity with those sequences described
from triploblastic animals but also ex-
presses it during the formation of one
major morphogenetic remodeling process,
the construction of the aquiferous canal
system (Fig. 3).

In general, toti-/pluripotent stem cells
have the potential for extensive prolif-
eration coupled with a high degree of
differentiation capacity. The stem cells give
rise to somatic cells that are – to a large ex-
tent – restricted to their differentiative and
regenerative potential. The key role of the
stem cells is to establish and maintain

tissue homeostasis. The character of the
stem cells and also of the differentiated
somatic cells depends both on direct adhe-
sion/contact to the adjacent cells and also
on solute factors.

2.2
Cell-to-cell Adhesion

For more than 100 years, sponges have
been a classical model for basic studies to
understand metazoan cell–cell adhesion.
Primarily, the marine demosponges Mi-
crociona prolifera, Geodia cydonium, and S.
domuncula are the most thoroughly stud-
ied species.

2.2.1 Aggregation Factor
In 1973, it had been a success to iso-
late and purify both from M. prolifera and
G. cydonium, the first extracellular particle
termed aggregation factor (AF), which pro-
motes the species-specific aggregation of
sponge cells (Fig. 4). The AF was character-
ized as high molecular–weight complexes,
which are assembled from a series of pro-
teins that are bound to the core structure
both covalently and noncovalently. The
AF that mediates cell–cell aggregation de-
pends on the presence of Ca2+ and binds
to the membrane-associated aggregation
receptor (AR).

The molecules in the very complex and
dynamic cell–cell and cell–matrix recog-
nition in sponges have been obtained
by molecular cloning, for example, the
galectin gene as the first cell–cell adhe-
sion molecule, and integrin as the first
cell–matrix adhesion receptor in G. cydo-
nium. These sponge molecules are closely
related to those proteins known to promote
adhesion in Protostomia and Deuterosto-
mia. Sequence analyses of the galectin
from G. cydonium revealed that those
amino acid (aa) residues that are involved
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Fig. 4 Different phases required for the initiation of pattern formation (schematic model based
on studies on the demosponges Geodia cydonium and Suberites domuncula). First, cell–cell and
second cell–matrix adhesion molecules allow the mechanical interaction between adjacent
cells or cells and extracellular matrix molecules. Aggregation factors (AF) in the extracellular
space interact with aggregation receptors (AR) and mediate the first mechanical contact. The
AF and the AR are complexes that are held together by protein–protein or protein–glycoprotein
interactions. The AF-mediated cell–cell recognition is species-specific and very likely controlled
by the complex SRCR/SCR-AR, which is embedded in the plasma membrane. Third, after this
primary AF-AR-AF contact, intracellular signal transduction pathways are activated, resulting in
a selective gene expression. New insertion of adhesion receptors into the plasma membrane
follows; for example, integrin and other receptors, involved in tissue and skeleton formation.
Like those, the receptor tyrosine kinases (RTK) and the receptor protein-tyrosine phosphatases
(RPTP) also are uniquely found in Metazoa. Together with these receptors their ligands are
synthesized, for example, collagen, molecules containing the fibronectin FN3 modules, or
mucinlike molecules, which establish the cell–matrix adhesion system. During this phase,
growth factors are synthesized, for example, the precursor and the mature epidermal growth
factor (EGF), which interact with the newly synthesized receptors. Fourth, solute molecules
that initiate axis formation are released. Fifth, after completion of these phases pattern
formation can start, a process that is controlled by ‘‘morphogenetic’’ cell surface receptors, like
Frizzled, and by transcription factors, for example, Forkhead. Also, LIM-class homeodomain
transcription factors are activated. It is suggested that in parallel with the expression of these
gene cascades, the complexity of the sponge body plan, as an example, increases (upper right).
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in binding of galectins from mammalians
to galactose are also conserved in the
sponge sequence. The sponge galectin is
one polypeptide that is associated with the
adhesion system in sponges; it links this
AF complex to the membrane-associated
aggregation receptor. These molecular bi-
ological and cell biological findings have
been taken as one major clue for the now
established view that Metazoa, including
Porifera are of monophyletic origin with
Urmetazoa as the hypothetical ancestor;
Fig. 2.

2.2.2 Aggregation Receptor
The putative AR was cloned from
G. cydonium and found to comprise four-
teen SRCR domains, six SCR repeats, a
C-terminal transmembrane domain and
a cytoplasmic tail. More recently, one
further molecule of the AF complex
in the G. cydonium system was char-
acterized, which showed a distant rela-
tionship to amphiphysin. Interestingly,
the AR displays high sequence simi-
larity to the macrophage type I scav-
enger receptor, macrophage M130 anti-
gen and complement factor I, further
supporting the fact that the adhesion
molecules are highly conserved from
Porifera to Chordata.

The AF and the corresponding AR are
not merely adhesion molecules but also
cause activation of signal transduction
pathways resulting in an increased cell
metabolism and also a higher cell prolifer-
ation and cell differentiation. The most
obvious testimony for these properties
can be deduced from the fact that sin-
gle cells from sponges are not able to
divide. Only if cell–cell contact is allowed
do they form the 3D-cell cultures, the prim-
morphs, which contain both proliferating
and differentiating cells.

2.3
Cell-matrix Interaction: Tissue Formation

Like in most metazoans, in sponges also
the dominant molecule present in the
extracellular matrix (ECM) that functions
as a cell–matrix adhesion molecule is
collagen. The genes were cloned both
from the freshwater sponge Ephydatia
muelleri as well as from S. domuncula;
the sponge collagens belong to the short
chain collagens. In protostomians as well
as in deuterostomians, collagen binds
to the cell surface receptor integrin.
As a first nonbilaterian integrin, the
sponge molecules have been identified in
G. cydonium as well as in S. domuncula and
the function was partially characterized. A
second ligand for the integrin receptors is
fibronectin, from which the FN3 module
has been identified (Fig. 4).

In addition, a series of further mem-
brane receptors are required for tissue
homeostasis and the subsequent pat-
tern formation. Cell surface–spanning
receptors, in particular, the single- (1-
TMR) as well as the seven-pass trans-
membrane receptor proteins (7-TMR),
serve as receivers for extracellular sig-
naling molecules. Also, these molecules
could be identified in sponges and rep-
resent autapomorphic characters for all
Metazoa. The sponge1-TMR, the recep-
tor tyrosine kinase (RTK), comprises the
following segments; the extracellular do-
main (ligand-binding domain), the trans-
membrane domain, the juxtamembrane
domain, and the catalytic domain. Its
expression is upregulated during tissue
fusion processes of autografts. The extra-
cellular domain is composed of two im-
munoglobulin (Ig)-like segments, closely
related to mammalian immunoglobu-
lins, which are also polymorphic in
the sponge molecule. The RTK interacts
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with a mucin (Fig. 4). The corresponding
dephosphorylating receptor, the receptor
protein-tyrosine phosphatase (RPTP), was
identified in G. cydonium. As a 7-TMR, the
metabotropic glutamate/GABA-like recep-
tor, a neuronal receptor, was characterized
in G. cydonium; it responds to extracellular
agonists as well as antagonists known from
metabotropic glutamate/GABA-like recep-
tors present on nerve cells from mammals.
Another 7-TMR, the Frizzled receptor, has
been found in S. domuncula. We will re-
fer to it later, as a component of the Wnt
signaling pathway.

Adhesion receptors, for example, inte-
grins; or cell surface receptors, for ex-
ample, RTKs, are evolutionary novelties
and are found only in Metazoa. These
molecules are more than merely mechani-
cal linkages between structural molecules
of the ECM and cells, collagen integrin, or
other extracellular ligands and receptors,
for example, mucin-RTK. During mechan-
ical interaction between the extracellular
molecule and the cell surface receptor, the
receptor is activated; either, the receptor
dimerizes or undergoes a conformational
change and becomes enzymatically active,
or both. It is amazing how manifold this
interaction at the outside region of the
cell surface receptor can be. The integrin
receptor heterodimerizes with α- and β-
subunits. Both subunits comprise a family
of different molecules; hence, the num-
ber of possible combinations between the
individual members is huge. Depending
on the dimer formed the subsequent in-
tracellular second messenger generation
is different. This so termed outside-in sig-
naling through cell surface receptors is
also characteristic of 1-TMRs, for example,
in RTKs. If an RTK interacts with an ex-
tracellular specific stimulus from outside,
it undergoes dimerization resulting in a
binding-induced conformational change;

it then becomes enzymatically active and
couples specifically with intracellular path-
ways. Determined by the members in-
volved in the ligand–receptor complex,
different outside-in signaling processes are
activated that cause the initiation of a spe-
cific gene expression program.

2.4
Cell Junction Molecules

Formation of tight connections between
cells is imperative to establish and main-
tain the tuned interaction between cells
in a developing metazoan embryo or tis-
sue. Such connections can be based on
direct cell–cell interactions or on so-
lute molecules (morphogens) and also
on hormones. Cell junction molecules
give the mechanical support for epithe-
lial sheets, function as permeability barrier
and, more importantly, provide communi-
cation pathways between adjacent cells.
Several classes of junctions have been
developed in Metazoa; ‘‘occluding junc-
tions,’’ which seal cells together in an
epithelial cell sheet allowing the forma-
tion of a selective permeability barrier (e.g.
tight junctions), ‘‘anchoring junctions,’’
which mechanically attach cells through
the actin- or intermediate filament net-
work (focal contacts, desmosomes), and
‘‘communicating networks’’ (gap junc-
tions, synapses). The tight junctions seal
adjacent cells in a specific way, allowing the
transport only of selected nutrients across
a given cell sheet. Tight junctions in the
epithelia allow the formation of an intraor-
ganismic milieu, which is different from
the external one and maintain this home-
ostasis. Especially for aquatic organisms,
the selective-barrier function of cell sheets
was one prerequisite for the formation of
integrated multicellular animals. Hence, it
was not surprising to find that this form
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of junctions, that is, tight junctions, is evo-
lutionarily conserved from sponges to the
triploblastic crown species.

As in other metazoans, the tight junc-
tion scaffold proteins from sponges com-
prise the characteristic scaffold protein,
a membrane-associated guanylate kinase
with inverted arrangement (MAGI; Fig. 5).
The sponge MAGI scaffold protein com-
prises six PDZ domains that are involved
in protein–protein interaction, two WW
domains that bind to proline-rich pep-
tide motifs, and the conserved guanylate
kinase motif. In addition, the existence
of one tetraspan receptor, tetraspanin,
in S. domuncula has been demonstrated.
The tetraspanins belong to a group of
hydrophobic proteins, comprising four
transmembrane domains with a series of
conserved aa residues in the extracellular
loops. By in situ hybridization it had been

shown that the MAGI gene is highly ex-
pressed in the epithelial cell layer and in
the cells surrounding the canals; again,
this result also shows that from sponges
to higher metazoans, the basic require-
ments for tissue and subsequent pattern
formation exists.

2.5
Morphogens

Pattern formation can be caused by a re-
gional/segmental expression of a given
gene; the protein formed acts in this
region usually in a ‘‘yes’’ or ‘‘no’’ man-
ner. In addition, morphogenesis can be
driven by morphogens. These soluble fac-
tors are synthesized at very restricted sites
and diffuse from there under formation
of a smooth concentration gradient. Cells
arranged along this morphogen gradient

Fig. 5 Elements of tight junction
proteins (here from S. domuncula). This
scheme shows the molecules that seal
the epithelial cell layer to control the
lateral-extracellular transport in the
aqueous milieu. By formation of tight
junctions, cells undergo polarization.
The tight junctional cell
membrane–spanning receptors, here
tetraspanin, associate with the scaffold
protein, the PDZ protein MAGI. The
scaffold protein MAGI plays a crucial
role in the organization of the
membrane receptor molecules and the
effector molecules; the latter compose
the cytoskeleton and the signal
transduction molecules. Finally, tight
junctions allow organismic homeostasis
to occur.
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react to it in a threshold-like manner. The
decrease of the morphogen concentration
provides the cells with positional informa-
tion to which they can respond depending
on their genetic program. The conse-
quence of these specifying parameters,
concentration, and genetic predisposition
(activation of transcription factors), is that
sharp distinctions arise in an initially uni-
form population of cells. Morphogens have
been identified in all taxa studied and
also in Porifera, for example, myotrophin
(Fig. 4).

Myotrophin was first found in mam-
malian systems; in cardiac myocytes, it
stimulates protein biosynthesis, suggest-
ing a crucial role in the formation of cardiac
hypertrophy. In S. domuncula, the gene
encoding myotrophin has been found to
multifold stimulate protein synthesis and
induce growth of primmorphs to an elon-
gated, oval shape. Furthermore, it could
be demonstrated that in the presence of

recombinant myotrophin, the cells upreg-
ulate the expression of the collagen gene.
It is worth noting that the highest my-
otrophin gene expression is seen in the
region of the oscule.

Recently the epidermal growth factor
(EGF) was identified in S. domuncula.
In chordates, EGF interacts with a series
of different RTKs resulting in a region-
ally different cell response. In order to
prove if EGF causes a differential gene
expression in tissue depending on the re-
gions from where the samples were taken,
parabiosis studies were performed. Tissue
samples were taken from the oscule re-
gion and the basal region of S. domuncula
(Fig. 6a) The two tissue samples (oscule-
basis) were placed together and attached
with nylon fibers (Fig. 6b); between the
two tissue samples, affi-gel blue beads
were interspersed (Fig. 6c). The beads
remained uncoated (controls) or were
coated with recombinant EGF. After an

(c)
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(b)

os

ba

(a)

(e)(d)

ba os
− + − +

EGF

Fig. 6 Morphogenetic activity of the
epidermal growth factor (EGF) in the
homologous sponge system. (a) A
specimen of S. domuncula with the
pronounced oscule (os), the
organizational center of sponge; below
the oscule an atrium opens, a cavity
where the excurrent canals meet; x2.
(b) Tissue samples from the surface of
the oscule region (os) and the basis (ba)
of an animal tied together with nylon
fibers; x2. (c) Between the two caps
beads were interspersed, which
remained either untreated or were
coated with recombinant EGF. (d) After
a 24-h incubation period, extracts from
the oscule (os) and the basal region (ba)
were prepared and equal amounts of
protein were determined for the level of
Brachyury by Western blotting.
(e) Incubation of primmorph for three
days in the presence of EGF; the shape
of the primmorphs changed from
round/oval to lobular; x2.5. (See color
plate p. xxiii).
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incubation period of 24 h, both the oscule
and the basis tissue sample were taken,
homogenized and the level of the mor-
phogenetically active transcription factor
Brachyury was determined by Western
blotting (Fig. 6d). The results show that
the expression level of Brachyury in un-
treated controls (without Brachyury) is
low in the basal region of the sponge,
in comparison to the level determined in
the oscule region. After incubation with
recombinant EGF, the level in the basis
remained unchanged while it strongly in-
creased in the sample region from the
oscule. This finding indicates that predom-
inantly cells from the oscule region have
the ability to respond to EGF, while cells
from the other region remain silent. As a
direct proof that EGF causes oscule-like
processes, primmorphs were incubated
with low concentrations of recombinant
protein for three days. During that pe-
riod, the round/oval-shaped primmorphs
changed to a lobular morphology (Fig. 6e).
These data suggest that EGF comprises
a morphogenetic potential that leads to
the formation of oscules in the described
homologous system.

Endogenous retinoids can be con-
sidered as morphogens that are in-
volved in the suppression of head for-
mation and activation of expression of
posterior-specific genes in amphibians.
A retinoid-responsive transcription fac-
tor, the retinoid X receptor (RXR), was
identified in S. domuncula, as well as
other elements of the retinoic acid path-
way, for example, the ß,ß-carotene-15,15′-
dioxygenase. The sponge RXR comprises
two motifs of nuclear hormone recep-
tors that exist exclusively in metazoan
proteins: the DNA-binding (hormone re-
ceptor) domain including its zinc finger
modules, and the ligand-binding domain.

Functional studies revealed that the ex-
pression of the S. domuncula RXR un-
dergoes strong upregulation in response
to treatment with retinoic acid, while the
expression of the sponge caspase is not
increased. The gene encoding the morpho-
genetic LIM/homeobox protein was found
to be strongly upregulated in response to
retinoic acid treatment. These data indicate
that the RXR and its ligand retinoic acid
play a role in the control of morphogenetic
events in sponges.

2.6
Immunity, Individuality, and Apoptosis

The early metazoans, the hypothetical
Urmetazoa, lived in an aquatic environ-
ment and consequently were exposed to a
massive load of both pro- and eukaryotic
organisms trying to invade and destruct
them. To cope with these threats, sponges
have developed an efficient chemical de-
fense system as well as humoral and
cellular defense mechanisms.

The property to distinguish between
self–self and self–nonself by fusion or
rejection is common to all metazoans.
The finding that the strategies used dur-
ing these histo-(in)compatibility reactions
are very similar from Porifera to Chordata
was again very surprising. Key molecules
involved in allo/autoimmunity in sponges
that share high sequence and functional
similarity with those molecules that had
been found to control historecognition
in deuterostomes, have been identified.
Among those are the molecules compris-
ing polymorphic Ig-like domains present
in the sponge adhesion molecules, the
allograft inflammatory factor (a sponge
cytokine) as well as the (2–5)A system
(control of infection).

Functionally connected with the im-
mune system in Metazoa is the process
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of apoptosis. In the last five years, it
was again disclosed that the basic apop-
totic response and effector systems are
conserved among all metazoan phyla. On
the basis of the view that developmental
processes can only function if they are par-
alleled with apoptosis, a comprehensive
search for molecules in sponges that were
involved in apoptotic pathways was initi-
ated. As the most promising segment to
screen for a proapoptotic molecule, we se-
lected the death domain, which is found
in the mammalian apoptosis controlling
proteins Fas, tumor necrosis factor-α or
its receptor, and FADD. This approach
was successful; the molecule isolated from
G. cydonium even comprises two death do-
mains. Functional assays were performed
with allografts from G. cydonium, which
revealed that in rejecting tissue a strong
increase of the expression of the death
domain–comprising gene occurs.

In vertebrates, the death domain con-
taining receptors/adapter molecules inter-
act intracellularly with the caspase-8 proen-
zyme through the death-effector domain
with a similar region in the caspase. An
adapter-mediated oligomerization causes
an activation of the procaspase(s) that un-
dergo cleavage and subsequently, dimer-
ization. Upstream caspase(s) then process
procaspase-3, which after dimerization ac-
tivates a factor necessary for a proapoptotic
DNase to degrade chromatin into the
nucleosomal fragments, a hallmark of
apoptosis. In Bilateria, a series of caspases
are involved in the tuned control of apop-
tosis starting with caspase-8 in the cascade
and ending with caspase-3. One gene has
been identified in sponges (G. cydonium),
which encodes two transcript forms, both
for caspase-8 and for -3 equivalents. Func-
tional studies indicate that the two forms
of the sponge caspases act in G. cydonium
in the apoptotic pathway.

In line with the biological evidence that
in sponges apoptosis can be initiated by
environmental stress factors, for example,
bacterial load or cadmium, an intense
screening for members of the Bcl-2 family
was started. This effort resulted in the
cloning and functional analysis of the
antiapoptotic/cell survival proteins from
the two sponge species. The proof that the
sponge gene product acts as a cell survival
protein was performed by transfection
studies using mammalian cells. It could
be shown that transfection of mammalian
cells with the sponge Bcl-2-related gene
confers resistance against heat shock and
growth factor deprivation.

Taken together, the bulk of evidence
confirms that from sponges to the higher
metazoans a complex immune and apop-
totic machinery exists, which allows the
elimination of unwanted tissue (e.g. in al-
lotransplantation) and the establishment
of an organized Bauplan.

3
Skeleton

3.1
Morphogenesis

Morphogenesis is a process that is re-
stricted to multicellular organisms. Like
in plants, in animals also the cells are
not merely a collection of randomly dis-
tributed cell types. During development,
differentiated cells precisely associate to
tissue, organs, and finally to the organ-
ism. In embryogenesis, first a proliferation
phase takes place, which is paralleled
by the differentiation and the morpho-
genesis phases (Fig. 4); these processes
are driven by controlled gene expression
patterns. Characteristic genes/proteins in-
volved in proliferation are, for example,



Spatial and Temporal Expression Patterns in Animals 287

DNA polymerase or thymidine kinase.
Under the control of morphogenetic fac-
tors, specific cell surface receptors are
expressed, which induce the organization
of the intracellular signal transduction
molecules, which are then used to allow
the expression of extracellular matrices or
other specific cell interacting molecules.
These events establish differential cell
affinities between differentiated cells and
provide the basis for cell-specific adhesion
and motility. The genes encoding mor-
phogenetic switch proteins establish the
formation of an apical–basal or anteropos-
terior polarity axis.

In all metazoans, a mouth region is
formed, which allows the ingestion of food
or elimination of metabolic end products.
In Coelenterata and higher metazoans,
the mouth region is characterized by
the existence of an organized nerve net
or a central nervous system; the mouth
region forms a head and allows active
feeding behavior. In Porifera, as the basal
metazoan phylum, a mouth sensu strictu
does not exist since they do not have a nerve
system. However, these species also have
one organizational center, which shows
properties reminiscent of the mouth.
There, the excurrent canals meet in
a lacuna that opens to the external
milieu through the oscule. Moreover, in
the oscule region morphological singular
structures exist, for example, a contractile
rim, which allows the contraction of
the oscule and hence influences feeding
behavior. The oscule reacts to changes
in the environment by contracting or
opening and hence, it is provided with
key control molecules for food uptake
and respiration. Therefore, it can be
proposed to consider the oscule as an
apical center. This view is also supported
by the fact that in the oscule region
a high expression of morphogenetically

active molecules (organizer molecules),
for example, of characteristic homeobox
genes, can be monitored.

The morphogenetic proteins establish
a developmental gradient and act as
transcription factors, morphogens, or sig-
naling molecules. In all metazoans, at
least one organizing gradient exists, which
originates from a distinct region around
the mouth, primarily during embryoge-
nesis. This region was termed organizer.
Organizer-specific genes include tran-
scription factors and homeobox genes, and
also soluble and secreted factors that are
involved in cell-to-cell signaling in the
extracellular space, and either inhibit or
induce growth factor action.

In all metazoans, a dramatic and
complex rearrangement of cell assem-
blies/tissue occurs, which is especially
obvious during gastrulation. In a narrow
sense, embryonal gastrulation is restricted
to Coelenterata and triploblasts that have
been conventionally attributed to be com-
posed of the two/three germ layers. How-
ever, in view of recent molecular biological
studies, it became overt that the Porifera
are also provided with the basic elements
for the formation of germ layers, which
include the ECM (collagen and other adhe-
sion molecules) or the cell–cell junctions
(tight junction). Until now, the remaining
controversial issue has been the lack of
a conventional nerve system in Porifera;
however, as outlined in the following, im-
pulse conduction in Porifera might be
mediated by their spicule/skeletal system.
Genetic experiments revealed that Nodal,
BMP, and the Wnt pathway, as well as
transcription factors like Forkhead are key
elements of germ layer formation and gas-
trulation. The latter two programming and
pattern-forming factors act from Porifera
to Bilateria.



288 Spatial and Temporal Expression Patterns in Animals

The head/apical center regions are char-
acterized by the expression of morpho-
genetically inductive molecules and hence
by the ability to form axes. These centers
display organizing functions whose effec-
tiveness drops with distance from them.
From Porifera to the triploblastic crown
species, these centers display a distin-
guished regeneration capacity that cannot
usually be reached by other regions in the
body; removal of these centers can only
poorly be replaced by cells from other parts
of the body.

Finally, morphogenesis also implies that
stage-specific parts of the body are elimi-
nated in order to replace these unnecessary
cells by others that are required for the for-
mation of new structures and tissue during
development. In recent years, it could be
established that the genes and the ex-
pressed proteins, which control this apop-
totic process, are conserved from sponges
to human. In this respect, it is noteworthy
to mention that the antiapoptotic protein
Bcl-2 from the sponge G. cydonium con-
fers resistance against apoptotic stimuli to
human cells.

Skeletal elements are formed in all
metazoan phyla to stabilize the body
and to allow growth. In triploblasts, two
different strategies have been followed.
In Protostomia, an exoskeleton (integu-
ment), especially well developed in Arthro-
poda/Antennata, is formed which is made
of organic molecules (chitin). Growth of
the segmentally arranged integument is
controlled by pair-rule, segment polarity,
and selector genes. In Deuterostomia, and
similarly in somites, arranged skeleton is
formed during development. There, the
skeletal structures (bones) derive from
the somatic mesoderm and can be di-
vided into three lineages that generate
the skeleton. First, from the sclerotome

the axial skeleton derives, then the lat-
eral plate mesoderm generates the limb
skeleton, and finally the cranial neural
crest gives rise to the branchial arch and
craniofacial bones. Osteogenesis involves
two processes; the transformation of pre-
existing mesenchymal tissue into bone tis-
sue (intramembranous ossification), and
the differentiation of mesenchymal cells
into cartilage, which is subsequently re-
placed by bone (endochondral ossifica-
tion). Somite formation occurs along the
anteroposterior axis and is controlled by
Hox gene clusters and additionally by
a series of soluble factors, for example,
BMPs or insulin-like growth factors. The
matrix macromolecules of the bones com-
prise the insoluble framework of collagen,
which is associated with noncollagenous
proteins. Around this matrix the inor-
ganic calcium hydroxyapatite crystals are
deposited. The growth of bones follows
highly organized patterns; either the bone
forming cells are arranged through the
collagen matrix in concentric/cylindrical
structures or in parallel arrays. Hence,
the biomineralization process is guided
by organic structural proteins. It should
be noted here that biomineralization in
various forms around an organic matrix
is among the triploblasts not restricted to
Deuterostomia, but also occurs in Proto-
stomia, for example, in mussel shells as
aragonite (calcium carbonate).

In diploblasts, in coelenterates, the basic
inorganic biomineral is calcium carbonate.
Especially in corals, the growth pattern
has been studied in detail and revealed
that around the axis a radiating accretive
growth process occurs. This implies that
layers of newly formed organic/inorganic
material are added to the tip of the
preceding growth step. By this process,
the thickness of the layers is highest
around the central axis and decreases
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toward the side of the tip. In analogy to
bone formation, the ‘‘apposition’’ of new
layers of organic/inorganic material occurs
through the guidance of organic matrices
and the morphogenetically determined
body or limb axis. It is outlined later that
also in Porifera such an appositive growth
pattern is seen.

Taken together the basic processes that
allow the formation of a metazoan or-
ganism, are cell–cell adhesion, which is
followed by cell–matrix adhesion. Then
cell proliferation and differentiation oc-
cur, which allow growth of the embryo
during development. Axis formation is es-
tablished either by secreted molecules, for
example, morphogens, or by transcription
factors. This sequential process is schemat-
ically outlined in Fig. 4.

3.2
Spicule Network in Sponges: A Unique
Skeleton

In living organisms, four major groups
of biominerals exist; (1) iron compounds,
which are restricted primarily to Prokary-
ota; (2) calcium phosphates, found in
Metazoa; (3) calcium carbonates, used by
Prokaryota, Protozoa, Plantae, Fungi, and
Metazoa; and (4) silica (opal) present in
sponges and diatoms. It is surprising that
the occurrence of silica as a major skeletal
element is restricted to some unicellular
organisms and to sponges (Demospon-
giae and Hexactinellida). At present, it is
not known why sponges have used sil-
ica as the biomineral to form one major
innovation during the evolution from Pro-
tozoa to Metazoa, the hard skeleton. Since
the transition from Protozoa to Metazoa is
dated back 600 to 1000 million years ago, it
has been proposed that oxygen level, tem-
perature, and seawater chemistry played a
major role in the evolution from Protozoa

to Metazoa. In particular, it was assumed
that during the period of the appearance of
sponges, the ocean was richer in sodium
carbonate than in sodium chloride; and
that such a ‘‘soda ocean’’ had probably a
pH above 9. Under such conditions, the
concentration of silica, the dioxide form of
silicon, was presumably higher in seawater
than it is today.

The formation of the skeleton is a multi-
faceted process and will be explained in an
exemplary way for Porifera. Even though
these animals comprise the most simple
body plan, their biomineral structure for-
mation is already highly complex and by
far not completely understood. Like in
triploblasts, the diploblastic Porifera skele-
ton formation also has a pronounced effect
on morphogenesis. As an example, if the
animals are growing under unfavorable
conditions that do not allow the formation
of inorganic deposits (silica or calcium
biominerals), the growth of the specimens
is extremely suppressed.

Silica is the major constituent of sponge
spicules in the classes Demospongiae
and Hexactinellida. The spicules of these
sponges are composed of hydrated, amor-
phous, noncrystalline silica. The secretion
of spicules occurs in Demospongiae in spe-
cialized cells, the sclerocytes; there, silica
is deposited around an organic filament.
If the formation of siliceous spicules is
inhibited, the sponge body collapses. The
synthesis of spicules is a rapid process;
the 100 µm long megasclere are formed
within 40 h.

Inhibition studies revealed that skeleto-
genesis of siliceous spicules is enzyme-
mediated, more particularly, by an Fe++-
dependent enzyme. Recent studies re-
vealed that the dominant enzyme that
catalyzes the formation of monomeric to
polymeric silica is mediated by an enzyme
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that belongs to the cathepsin subfamily
and was termed silicatein.

The formation of siliceous spicules in
sponges is genetically controlled; this pro-
cess initiates the morphogenesis phase.
Data demonstrated that at suitable con-
centrations, silicate induces genes, for
example, those encoding collagen, sili-
catein, and myotrophin. A major step
forward in elucidating the formation of
the siliceous spicules on a molecular level
was the finding that the ‘‘axial organic fil-
ament’’ of siliceous spicules is in reality
an enzyme, silicatein, which mediates the
apposition of amorphous silica and hence
the formation of spicules.

The skeletal framework of the sponges
is highly ordered. In two examples,
the demosponge Lubomirskia baicalensis
(Fig. 7a) and the hexactinellid Euplectella
aspergillum (Fig. 7b), it can strikingly be
seen that the growth of the sponges pro-
ceeds in a radiate accretive manner, mean-
ing that growth zones, which are highly or-
dered are delimited by growth lines. These
growth centers are constructed by an or-
dered arrangement of the spicules within
the body. Most siliceous sponges are com-
posed of larger megascleres, >10 µm long,
and smaller microscleres (<10 µm). Some
microscleres have a bizarre shape (Fig. 7c),

while the megascleres usually have a long
central rod with ends that in some cases
are decorated with spines. Interestingly,
the spicules (Fig. 7d) have the enzyme sil-
icatein both in the central canal and also
around the outer concentric silica layers.
The central core rod of the spicule is syn-
thesized first by the silicatein fiber, which
exists in the central hole around which
a 1 to 3 µm thick siliceous hollow fiber is
formed. This layer becomes surrounded by
an organic silicatein layer, which synthe-
sizes the second siliceous layer and so on.
This process of growth is very reminiscent
of the process of bone formation.

By applying the in vivo cell culture
technique, the primmorphs, (Fig. 7e) the
dynamics and cell biology of spicule forma-
tion could be studied. These experiments
revealed that the spicules are formed
extracellularly in close association with fib-
rils (Fig. 7(f,g)). Cross sections through
a young spicule within cells from prim-
morphs show that the amorphous silica
of the spicule is initially not very compact
(Fig. 7h).

At present, no experimental data are
available which could explain the species-
specific form and shape of the spicules; it
had been suggested that their polarity is
the result of homeobox genes.

Fig. 7 The skeletal framework of the sponges is highly ordered. Radiate accretive growth pattern
seen in the skeletal arrangement of the spicules from the freshwater demosponge Lubomirskia
baicalensis (a) [x1] and the marine hexactinellid Euplectella aspergillum [x0.5] (b); the zones that are
uniformly constructed are dissected by growth lines. (c) A microsclere from Geodia cydonium;
x10 000. (d) Scanning electron microscopic analysis of basal spicules from Hyalonema sieboldi
showing the concentric layers of silica layers by which they are built. The center of the spicule is
composed of an organic filament, which comprises of the silica-forming enzyme silicatein and forms
the first hollow fiber. Around the first fiber structure, silicatein is deposited again and forms the
second concentric layer; x10. (e) A primmorph (pr), the cell culture spheroid from S. domuncula, has
the capacity to synthesize spicules (sp); x20. Formation of spicules in primmorphs: (f) The newly
formed spicule (sp) is closely associated with fibrils (fi); x5000. (g) Synthesis of a spicule in a
sclerocyte within a primmorph; x1000. (h) Section through a primmorph, showing a sectioned young
spicule; the amorphous silica of the spicule is not very compact.
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3.3
Spicule Network in Sponges: A Unique
Nervous System?

Sponges are devoid of a nervous sys-
tem. In a recent study, the (potential)

biological relevance of the spicules as
optical fibers in sponges had been dis-
cussed from the view that they might
substitute for a nerve system. For these
studies, the hexactinellid sponge species
Hyalonema sieboldi was selected; it is
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characterized by extremely long spicules
that form the stalk of these animals. It
is remarkable that the internal siliceous
layer(s) that surround the axial filament
within the spicules display a higher flex-
ibility than the layers that are deposited
more outward. In order to analyze the
optical properties of the stalk spicules as
optical fibers, they were exposed at one
end to white light. The first surprising
result was that light was cut off below
615 nm and above 1310 nm. Within the
visible part of the spectrum transmitted
by the fibers, three less pronounced ab-
sorption maxima were determined. The
percentage yield of transmission of the
different wavelengths was again astonish-
ing. It was found that almost 40 to 60%
was determined at wavelengths around
900 nm (length of the spicules: 10 cm).
From comprehensive studies of luminous
genera, in organisms that are able to
emit light through their bioluminescent
systems, it is known that most pelagic
deep-sea organisms emit light with max-
ima of emission spectra around 480 nm,
while those that are terrestrial or live in
freshwater produce light with longer wave-
lengths. Therefore, sponges were screened
for a bioluminescent system, which gener-
ates light especially within the wavelength
of 400 to 600 nm. This approach was suc-
cessful; a gene was identified coding for
a luciferase.

On the basis of these experimental find-
ings, it appears to be justified to propose
that sponges are provided with a so-
far unrecognized photoreception system
(Fig. 8A). Therefore, our group postulated
that sponges coordinate their sensory re-
ception systems not on the basis of a
protein-controlled nervous network, but
by their inorganic siliceous spicule sys-
tem. Since they are provided with the

genetic machinery to express luciferase en-
zymes, the optical fibers (spicules) might
guide and convert the light, via a pho-
toelectric reaction, into electric signals.
From model systems, using supported
bilayer lipid membranes, it is well es-
tablished that some of them show photo-
electric properties; likewise, photoelectric
effects in plants are well known. Focus-
ing on the sponge, in earlier elegant
studies it has been demonstrated that
tissue from the hexactinellid Rhabdoca-
lyptus dawsoni could transmit electrical
impulses more than 1 cm away from
the place where the electric impulse was
sent. The subsequent amplification sys-
tem that translates the electric signals
into the (nervous) transmission system,
both in sponges and in other metazoan
phyla are likely mediated by the same
biological amplifiers, by receptors medi-
ating the metabolism of the cells. While
sponges are provided only with cells con-
taining neuronal receptors, the neuronal
cells of higher metazoans are connected
by a nervous system. However, on the
basis of the experimental data presented
here, and the data from the literature,
the system of spicules in sponges might
substitute in these animals for the ner-
vous systems of higher metazoans. This
view is supported by in situ hybridization
studies, which revealed that the spicules
are surrounded by cells that selectively
express not only the silica-forming sili-
catein (Fig. 8B(a)) but also a photomor-
photropic protein (Fig. 8B(b)). These cells
are characterized by their large diameter
(>15µm).

It is concluded that sponges are able
to react to physical stimuli, especially
to light, with a coordinate reaction
based probably on a system of glass
fibers (spicules). It seems evident that
this novel view of the photoresponsive
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Fig. 8 Proposed photoreception system in sponges in comparison with
that of higher metazoans. (A) In sponges, evidence is available that light is
generated by bioluminescence (luciferase system), which is bundled by
silica-based fibers. Within the blue light range, a photoelectric reaction
takes place, converting the light into electric impulses. In contrast, the
electrical impulses in higher Metazoa are generated by protein-based
reactions. The amplification of the electric impulses in both systems
occurs in nerve cells only, as in sponges, or in a neuronal net. (B) Large
cells (>15 µm) surrounding the spicules which overexpress the silicatein
gene [B(a)] and the gene expressing the photomorphotropic protein [B(b)].

properties of these animals, with the
siliceous spicules as central elements pro-
vided with a photoelectric effect, will
open new concepts in photoperception
in animals.

4
Axis-pattern Formation

Pattern formation requires the defining
of the main axes. As outlined, the

diploblastic animals are characterized by
one main body axis (apical/oscular–basal),
the triploblasts have two axes (in ad-
dition to the anteroposterior one, the
dorsal–ventral). Many signaling pathways
are involved in those polarity-forming
processes. Two large groups can be dis-
tinguished; first, pathways that originate
from secreted signaling molecules, and
second, those that are controlled by tran-
scription factors. One example for each is
given here.
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4.1
Signaling Molecules: Wnt Pathway

The Wnt signaling pathway is a cell
communication system that regulates cell-
fate decisions, tissue polarity, and mor-
phogenesis (Fig. 9). The Frizzled pro-
tein is the membrane receptor for the
Wnt secreted glycoproteins. Through the
canonical Wnt signaling pathway, the
activated Frizzled binds to Disheveled
(Dsh), which leads to the stabilization
and accumulation of ß-catenin in the
nucleus, where it activates the TCF/LEF
transcription factor. Besides this canon-
ical Wnt signaling pathway, two further
related pathways have been identified:
first, a signaling pathway downstream
of Dsh, which includes the Rho and
JNK cascade and was termed noncanon-
ical Wnt signaling pathway; and second,
the Wnt/calcium pathway that stimu-
lates intracellular calcium release in a

G protein–dependent manner. In ver-
tebrates, the canonical Wnt signaling
pathway is involved in axis specification,
noncanonical Wnt signaling in the for-
mation of cell polarity and convergent
extension, and the Wnt/calcium pathway
in tissue separation.

Recent studies demonstrated that genes
encoding the Frizzled (Fz) receptor, as
well as genes expressing proteins down-
stream of this receptor are present already
in sponges. In situ hybridization analysis
in adult S. domuncula specimens demon-
strated Fz expression in the cortex region
and in the epithelial layer of the aquiferous
canals. Furthermore, Northern blot analy-
sis revealed an upregulation of its levels of
expression during the formation of sponge
primmorphs. These findings suggest that
a Wnt pathway involved in cell-fate deter-
mination and morphogenesis is already
established in the phylogenetically oldest
metazoans, the sponges.

Fz

Dsh

Rho, Rac

Cytoskeleton JNK cascade

Planar
cell polarity

Gene
transcription

TCF
Arm

Zw3 APC
Axin

Wg/Wnt

DIX PDZ DEP
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Cell fate
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Fig. 9 Wnt signaling pathway. The
extracellular Wingless (Wnt) ligand
binds to the Frizzled receptor (Fz),
which regulates cell-fate decisions
through the Disheveled (Dsh) molecule
that is composed of three functional
domains (DIX, PDZ, DEP). From there
two pathways lead either to the
activation of the TCF/LEF transcription
factor or to the JNK kinase cascade. The
resulting selective gene expression
causes a planar cell polarity. Those
molecules that have already been
identified in sponges are highlighted
in bold.
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4.2
Transcription Factors: T-box – Forkhead

During development, sets of genes, most
of them transcription factors that are re-
sponsible for cell-fate and pattern determi-
nation, are expressed. Among them, T-box,
Forkhead, and Homeobox gene families
are mentioned, since they have been found
to be extremely conserved on sequence and
functional level in all metazoans.

Members of the T-box family, for ex-
ample, Brachyury, are involved in the
formation and differentiation of the third
germ layer, the mesoderm, in triploblastic
animals. They are expressed first at the end
of the blastula stage in the region of the
presumptive mesoderm, and later during
gastrulation; the expression is restricted to
the region of the notochord and the tail
bud. In the diploblastic Hydra, Brachyury
is expressed in the endothermal epithelial
cells of the hypostome, which forms the
apical part of the head of the polyp. On the
basis of this observation, it has been pro-
posed that Brachyury is involved in the for-
mation of the first body axis, underscoring
that Brachyury is crucial for the patterning
of axes and germ layers in diploblasts as
well as in triploblasts. Moreover, Brachyury
is also important for the formation of the
apical pole, the head. Recently, two T-
box genes have been isolated from the
sponge S. domuncula; a Brachyury gene
and a homolog of the Tbx2-3-4-5 genes
from chordates, which, in the latter taxa
are involved in the formation of the limbs.

Since the larvae of S. domuncula can-
not be routinely cultivated, it is – at
present – not possible to conduct experi-
ments with them. Therefore, studies had
been restricted to adult animals and cul-
tured sponge primmorphs, which com-
prise proliferating and differentiating cells.
Interestingly, it could be demonstrated that

the expression of the Brachyury gene is up-
regulated in differentiating sponge cells
during formation of canal-like structures,
suggesting that already in Porifera the pri-
mordial axis is genetically fixed.

This assumption was subsequently con-
firmed by the isolation and phylogenetic
characterization of five members of the
winged-helix/Forkhead gene family from
the sponge S. domuncula. Forkhead pro-
teins form a subfamily within the large
group of helix–turn–helix proteins. They
are responsible for a wide range of func-
tions and key roles in early developmental
processes, during organogenesis, and also
for the function of the major organs and
tissues in the adult animals. HNF3β, the
founding member of this gene family, is
responsible for the formation of terminal
structures that develop into the gut.

The expression pattern of Forkhead
and T-box/Brachyury genes during late
blastulae and early gastrulae, supports
the assumption that these two sets of
genes are required for the morphogenetic
movements occurring during processes
identical or phylogenetically preceding
gastrulation. Moreover, the overexpression
of Brachyury is seen from Porifera and
Coelenterata onwards to the triploblasts
in distinct regions, usually adjacent to
the organizers.

4.3
Organizers

Axis formation requires the concentration
of cells at a distinct region, which dis-
plays the property to induce a complete
body axis, even after transplantation; this
region is termed organizer. In triploblas-
tic animals, the organizer is involved
both in dorsal-ventral and in anteropos-
terior patterning, for example, the Spe-
mann organizer or the Hensen’s node. In
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diploblasts, like Coelenterata or Porifera,
the organizer is closely connected to the
circulation cavity.

4.3.1 Spemann Organizer
Spemann in 1936 was the first to describe
the action of an organizer in amphib-
ians by demonstrating that the dorsal lip
of the amphibian blastopore to the ven-
tral side of another embryo resulted in
the development of a twinned embryo.
The lip was able to induce the cen-
tral nervous system, a dorsal mesoderm,
and a secondary gut cavity. These results
showed that in vertebrates the processes
of cell differentiation progress through a
series of sequential cell–cell interactions
involving different cell affinities. Sub-
sequently, organizer-specific genes were
isolated, for example, goosecoid, LIM home-
obox protein, and Forkhead. Microinjection
studies revealed that mRNA, for exam-
ple, of goosecoid, is able to induce a
secondary axis. Furthermore, cells that
had been injected with organizer-specific
transcription factors are able to recruit
adjacent cells for axis formation. In ad-
dition to these nuclear factors, a collection
of genes encoding secreted factors were
also identified, noggin, chordin, and fol-
listatin being among these. Interestingly,
these molecules act as antagonists for ex-
tracellularly present growth factors; hence,
those organizer secreted molecules were
termed according to the growth factors
they antagonize. Among these is the
Frzb-1 protein (Frizzled-related protein),
which has the same binding affinity as
the Frizzled receptor but lacks the trans-
membrane domain. Therefore, the soluble
Frzb-1 protein binds to the Wnt signal-
ing molecule, removes the ligand from the
signaling pool and in consequence antag-
onizes Wnt signaling.

4.3.2 Hensen’s Node
This node, found in birds, is a structure
analogous to the Spemann organizer.
During the progression of the avian
embryo from the blastula to the gastrula,
one major structure is formed, which is
termed primitive streak. Within this streak,
a depression or groove is formed that gives
rise to the blastopore. At the anterior end of
the primitive streak, a regional thickening
of cells is found, which represents the
Hensen’s node. Cells from the node form
the notochord. Transplantation studies
also confirmed that the node could induce
a new axis in avian embryos again
supporting the high functional homology
of the morphogenetic proteins; the same
set of expressed genes as in the Spemann
organizer was found in the Hensen’s node.

4.3.3 Coelenterata
The hydrozoan polyps comprise a gas-
trovascular cavity that opens to the outside
environment with a mouth/head. The
mouth is set on an elevated hypostome,
which comprises organizer activity. If this
region is transplanted to the gastric re-
gion, a new head, together with tentacles
and body axis, is formed. Molecular stud-
ies revealed that the organizer expresses
the characteristic regulatory genes, coding
for transcription factors, for example, LIM-
class homeodomain protein or Brachyury.

4.3.4 Porifera
In sponges, the water enters the animals
through many porocytes on their surface,
the inhalant openings, into the canals
formed by the endopinacoderm and is
then passed to the choanocyte chambers
from where the water is driven to the cen-
tral atrium and finally pressed through
the oscule out into the environment.
Generally, the number of oscules is re-
stricted and most species possess only one
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major oscule. Several lines of morpholog-
ical/cytological and molecular biological
evidence indicate that the aquiferous canal
system in sponges represents the organi-
zational center of the sponges (Fig. 10a).
During embryogenesis, amphiblastula or
parenchymella larvae are formed. In their
interior cavity, first choanocyte cham-
bers are formed; these chambers are the
central organ-like structure that directs
and controls the water current. Subse-
quently, canals are formed which finally
fuse with the outer pinacoderm layer. The

3D-cell culture experiments likewise re-
vealed that an increase of the water current
in the culture fluid results in canal for-
mation, controlled by the homeodomain
protein Iroquois.

In order to determine if the oscule, as the
morphologically most prominent region in
the sponge, also acts as an organizer-like
region, ablation/transplantation studies
were performed. In S. domuncula, the
specimens comprise only one oscule
(Fig. 10a); the histological section shows
a large atrium in which the excurrent

(b)

(d)

(e) (f)

(a)

(c)

at

at

os

Fig. 10 Regeneration capacity of the oscule region in S.
domuncula. (a) Each specimen contains one oscule (os); x1.
(b) The histological section shows the atrium (at) below the
oscule opening; x300. (c) If the oscule region is removed, the open
surface (d) regenerates (for 14 days) by forming new epithelial
layers, which, however, never show an oscule. (e) In contrast, if
the oscule is removed from one place of the specimen and
inserted into another region, the structure/atrium (at) of the
oscule remains intact (14 days) (f); x300. (See color plate p. xxviii).
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canals end and that opens into the oscule
(Fig. 10b). The regeneration capacity of
the oscule region is distinguished from
the other regions of the body. After
removal of the oscule (Fig. 10c), this area
regenerates and is sealed only by an intact
epithelium with a double pinacoderm
layer, and not by the formation of a
new oscule (Fig. 10d); also, at no other
surface region is an oscule formed.
However, if the oscule is excised and
transplanted to another site (Fig. 10e), an
intact oscule with an atrium is formed
(Fig. 10f).

By applying a series of molecular/cell
biological techniques, it could be demon-
strated that the oscule region comprises
the highest level of expressed genes,
indicative of organizer regions. Among
the genes that are overexpressed in the
tissue surrounding the oscule are the
LIM-homeodomain protein, Brachyury,
Frizzled receptor, and also the secreted
Frizzled-related proteins, noggin, or Iro-
quois. These data are strong arguments
for the assumption that regionalized or-
ganizer centers are present from Porifera
to the crown triploblastic species and are
localized close to the openings of the
body cavity.

4.4
Homeodomain Protein

In contrast to unicellular organisms, cells
from metazoans also comprise genes for
molecules that impart positional infor-
mation in addition to genes encoding
proteins for structural and narrow func-
tional properties This property implies
that cell movement within a specimen
proceeds in a coordinate way to allow
body plan formation. Hence, the cells have
the ability to react to diverse temporally
regulated interactions between shifting

populations of cells and by that find their
functional positions. These processes are
driven by inductive proteins that are hi-
erarchically expressed and that regulate
cellular differentiation in order to connect
the cells through complex form building
cell movements.

In the two triploblastic model animals
used for understanding the developmental
gene network, D. melanogaster (Proto-
stomia) and mouse (Deuterostomia) the
anteroposterior/axial patterning of devel-
opment is controlled by homeobox genes,
coding for DNA-binding homeodomain
transcription factors, which are even clus-
tered in the genome. Most of the genes
are expressed in a ‘‘collinear’’ way; the out-
standing feature of this cluster is that genes
at one end of the cluster are expressed and
induce pattern formation at the anterior
end of the embryo, while the genes at the
other end of the cluster pattern the poste-
rior of the embryo. Finally, the genes in
the central region of the cluster pattern
the middle of the embryo. This feature is
termed spatial colinearity. In addition to the
process of spatial colinearity, ‘‘temporal co-
linearity’’ exists, a process that implies that
genes at one end of the cluster are activated
first and genes expression is initiated pro-
gressively through the cluster until finally
the genes at the opposite end are turned
on. The building blocks of these clusters
are represented by homeotic genes, com-
prising the homeobox. After the discovery
that this homeobox is present in all of
the clustered homeotic genes that code for
sequence-specific DNA-binding domains,
and the almost parallel discovery that the
arrangement of the homologous genes is
similar in insects and vertebrates, a com-
prehensive molecular comparison of the
developmental processes in triploblasts be-
came possible.
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4.4.1 Insects – Drosophila melanogaster
The major difference between the mech-
anisms of expression of the homeobox
genes in Protostomia and Deuterostomia
is that the protostomian insects retain
much of the segmental pattern of the body
plan of a more simple organism. In D.
melanogaster, the definite anteroposterior
pattern is achieved in stages. First, genes of
maternal origin are transcribed, followed
by the sequential expression and function
of the segmentation genes, which had
been termed gap genes, pair-rule genes,
and segmental polarity genes. On the basis
of this sequential expression, a segmental
periodicity is caused in the embryo along
the anteroposterior axis; the identity of
these individual segments is specified by
homeotic selector genes (Fig. 11).

The basic modules of the segments in in-
sect embryos are the ‘‘parasegments’’ from
which the ‘‘segments’’ derive. The paraseg-
ments appear on the surface of the em-
bryos after gastrulation. In D. melanogaster,
14 parasegments are delimited, which rep-
resent independent developmental units
and acquire their own identity. The char-
acteristics of the parasegments are that
they are out of register with the final seg-
ments, which are seen in the late embryos
and the adult specimens. Each segment
is composed of a posterior region of one
parasegment and an anterior region of
the next one. In the head region of the
adults, the segmental arrangement is lost.
The gene clusters composed of homeobox
genes, which delimit the parasegments are
termed pair-rule genes. They are expressed
in stripes; seven even-skipped pair-rule
genes define the odd-numbered paraseg-
ments while seven others, for example,
the fushi tarazu, define the even-numbered
parasegments. The activity of the pair-rule
genes is only temporary. During the pro-
cess of cellularization of the blastoderm,

the segment polarity genes are expressed.
Among these is the transcription factor
‘‘engrailed,’’ which is expressed in the
anterior region of every parasegment. In
contrast to the pair-rule genes, the engrailed
gene is active during the entire life of
the fly and displays two functions; first, it
delimits the boundary of cell lineage re-
striction and also acts as a selector gene,
which helps to identify a region through its
control of the activity of other genes. The
anterior border of each parasegment has
the important property to prevent move-
ment of the cells of this parasegment
into the adjacent parasegment. Such a
cell lineage restriction seen at the anterior
margin of the parasegment in insects or at
the boundaries between the rhombomeres
of the vertebrate hindbrain implies that
the same common genetic control mech-
anism(s) act within a stripe of the antero-
posterior oriented embryo. An area that is
delimited by the restriction of cell lineages
has been termed compartment. Within a
compartment, genes such as engrailed,
which are expressed in the anterior margin
of the parasegments, establish a boundary
of lineage restriction and prevent primor-
dial cells and their descendants from one
side of the boundary from crossing.

The segments of the late embryos and
the adults derive from the parasegments.
Each larval segment is composed of the
posterior region of one parasegment and
the anterior region of the next paraseg-
ment. Hence, in the segments the engrailed
gene is now expressed in the posterior
region. Segmentation has a well-defined
anteroposterior pattern and can be mor-
phologically seen on the ventral site of the
abdomen. The anterior region of each seg-
ment comprises the denticles (outgrowth
of the cuticle), while the posterior region
is naked. Besides engrailed which together
with hedgehog is expressed at the anterior
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Fig. 11 Schematized view of the pattern formation in Metazoa. In the
triploblasts, both the Deuterostomia, with the mouse as a model system,
and the Protostomia, with the Drosophila melanogaster model, pattern
formation is spatially and temporally controlled by homeobox gene
clusters. In the mouse, several different clusters exist; their genes are
positionally and combinatorially expressed along the anteroposterior axis.
Colinearity exists between the order of Hox genes on the chromosome and
the order by which the individual genes are expressed along this axis. In
the insect, Drosophila, regular segmentation along the anteroposterior axis
takes place. Prior to segment formation, parasegments develop. Sets of
gene clusters (pair-rule genes) control parasegment formation; both genes
defining odd-numbered parasegments and even-numbered parasegments
are in action. Parasegment polarity is accomplished by the ‘‘segment
polarity’’ genes. Subsequently, segments are formed from one anterior and
one posterior region of a parasegment. Homeotic selector genes that help
identify a particular region are present in a cluster and are grouped into an
Antennapedia and a bithorax complex. In contrast to these triploblasts, the
sessile diploblastic Porifera comprise an axis, which is usually defined by
the location of the oscule (os). During embryogenesis, the fertilized egg
develops into a larva, which comprises a cavity. During and after the
settlement of the larvae, first choanocyte chambers (cc) are formed and
the body cavity opens to the external milieu through an oscule. The growth
of the adult proceeds along the oscule axis, apical/oscular–basal axis in a
compartmental manner. It is proposed that the growth of sponges, occurs
by serial modules, along the body axis; these processes are controlled by
paired-class and LIM-class homeoproteins (HP), which are not arranged in
a cluster on the chromosome. (See color plate p. xxx).
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margin of each parasegment, additional
genes are expressed at the posterior mar-
gin, for example, wingless. These polarity
genes determine the segment patterning.
It is interesting to note that wingless and
hedgehog code for secreted signaling pro-
teins that are not restricted to insects, but
are also found in vertebrates where they
are key players in pattern formation also.

Each segment has its own identity. As
mentioned earlier, the same segment po-
larity gene is turned on in each segment.
The specification of the identity of each
segment is under the control of master
regulator genes, termed homeotic selector
genes. They control the expression of other
genes throughout the development and
are arranged into two gene complexes that
share some homology with the Hox genes
in vertebrates. In insects, two complexes
are distinguished, the Antennapedia com-
plex and the bithorax complex. Since all
of these transcription factors contain a
homeobox, they have also been collectively
termed HOM genes. The genes of the
Antennapedia complex encode transcrip-
tion factors, which specify the anterior
region, while the bithorax complex com-
prises the homeobox genes involved in the
specification of the thorax. In the bitho-
rax complex, three homeobox genes exist,
ultrabithorax as well as abdominal-A and
-B. The expression of these genes has
already been seen in the parasegments;
ultrabithorax is expressed in all paraseg-
ments from 5 to 14, while the expression
of abdominal-A occurs in parasegments
from 7 onwards, and abdominal-B from
parasegments 10 onwards. Their com-
bined/combinatorial activities define the
character of each parasegment and are
under the control of the pair-rule pro-
teins, which are turned down in the initial
phase of the development; subsequently,
their correct expression is controlled by

two groups of genes the polycomb and
trithorax groups. The genes of the An-
tennapedia complex (labial, proboscidea,
deformed, Sex combs reduced, antennapedia)
are likewise spatially expressed and con-
trolled in the anterior parasegments from
anterior to posterior.

It is one characteristic of the bithorax
and the Antennapedia complex that the
order of the genes in the complex is
the same as they are expressed along the
anteroposterior axis during development.
As an example, the ultrabithorax, which is
located at the 3′ side of abdominal-A on the
chromosome, is expressed more anteriorly
and activated earlier than abdominal-A.
This feature of temporal and spatial
colinear expression of the genes within
the insect HOM genes is highly conserved
and also seen in vertebrates.

4.4.2 Vertebrates – Mouse
After gastrulation, the main axial struc-
tures of the vertebrate embryos (Deuteros-
tomia) – somites, notochord, and neuronal
tube – are formed. The regional organiza-
tion and the anteroposterior axis formation
start with the development of the somites
from the most ventral region of the meso-
derm at both sides of the embryo, while
the notochord and the subsequent neuru-
lation develop as a rod in the dorsal midline
of the mesoderm. From the somites, the
body and limb muscles derive and the car-
tilage is formed, which gives rise to the
vertebrae, ribs, and dermis. The antero-
posterior orientation of the mesoderm can
be morphologically identified on the ba-
sis of the anatomical characteristics of the
vertebrae, which depend on their locations
along the axis.

The anteroposterior patterning is genet-
ically controlled by clusters of homeobox
genes (Fig. 11). Like in Drosophila, the
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homeobox genes (Hox) specify the posi-
tional identity along the anteroposterior
axis. Hox genes are known not only to con-
trol patterning of mesodermal structures
along the anteroposterior axis but are also
involved in the positional organization of
other regions of the embryo, for example,
the hindbrain. Vertebrates have four sep-
arate Hox gene clusters, which very likely
arose by gene duplication. Again, like in
insects, the vertebrate genes in the clusters
are also expressed in a temporal and spa-
tial order and reflect the arrangement on
the chromosome. The best-studied model
is the mouse. The Hox genes are first
expressed in the anterior region in meso-
derm cells at the early stage of gastrula.
The pattern of expression of a given Hox
gene is relatively sharp at the anterior bor-
der while it is less defined at the posterior
borders. Most regions within the antero-
posterior axis in the mouse embryo are
characterized by a defined set of expressed
Hox genes.

The positional identity of the somites
is specified by the combinatorial expres-
sion of the genes of the Hox complexes
along the anteroposterior axis. Again, the
order of expression of the genes corre-
sponds to their order on the chromosome.
It should be stressed here that in verte-
brates, retinoic acid can alter the positional
‘‘value’’ of a cell during development,
especially during limb formation, and
modulates the orientation of the antero-
posterior axis.

A further class of Hox clusters has been
identified in triploblasts, the paraHox clus-
ter. It has been postulated that the paraHox
cluster evolved from a putative Proto-Hox
cluster. Also, these genes exhibit colinear-
ity in neural tube and gut endoderm where
they are associated with craniocaudal pat-
terning. In mammals, the cluster consists
of Gsh1, Pdx1, and Cdx2. The paraHox

cluster also exhibits spatial and temporal
colinearity; however, the temporal colin-
earity is inverted with respect to the pattern
of the Hox cluster. In the paraHox cluster,
the posterior gene Cdx is activated first, fol-
lowed by Xlox, and then finally the anterior
Gsx gene.

It should be stressed here that most of
the homeobox genes present in Metazoa do
not belong to the homeobox complex or are
not involved in homeotic transformations.

4.4.3 Coelenterates–Cnidaria
In Cnidaria, both Hox and paraHox genes
have been identified. In consequence, it
was postulated that these two classes
of clusters emerged by duplication from
an ancestral minimal cluster of two to
three proto-Hox genes within the Cnidaria.
In Hydra, several Hox/paraHox-related
genes, for example, cnox-1, cnox-2, or
cnox-3 have been identified and their
expression was analyzed by in situ hy-
bridization. In adult specimens, the three
genes are expressed in the ectodermal
layer, but are regionally different. These
genes are not clustered; nevertheless, they
display developmental functions, suggest-
ing that clustering is not required for
pattern formation.

More recently, a series of additional
transcription factors have been identi-
fied in Cnidaria, which belong to the
Pax gene family. These genes encode
factors with multiple DNA-binding do-
mains; they are defined by the pres-
ence of the paired box, which had been
first identified in the Drosophila pair-rule
gene paired, and encode a large DNA-
binding domain. This domain is very
similar to the homeodomain structure;
some of these transcription factors con-
tain a homeobox domain upstream of the
paired box. Expression studies revealed
that the cnidarian Pax gene is expressed in
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transectodermal cells, very likely in areas
where neurons differentiate.

Besides the paired-class homeobox
genes, Antennapedia-class homeobox
genes have also been identified, which
are expressed in the head region and
the apical pole. Until now, the LIM-
class homeodomain proteins, known to
be involved in the anterior organizer
activity in chordates, have not been found
in Cnidaria. These LIM-homeodomain
proteins control cellular differentiation
by activating transcription of cell
type–specific genes.

4.4.4 Porifera
After the new view of the monophyletic
origin of all metazoans, including Porifera,
and the findings that both the immune sys-
tem and the body plan comprise common
basic elements in all animals, it was not
too surprising that the ancestral homeobox
genes are also present in sponges. The de-
velopmental processes resulting in the for-
mation of a body axis require a head center;
for example, in bilaterians, the Spemann’s
organizer. The genes that are involved in
the establishment of the head organizer
during embryogenesis have been grouped
into three classes of homeobox genes, the
paired-class, the Antennapedia-class, and
the LIM-class genes.

In this area, rapid progress has been
made in sponges in the last few years.
A paired-class (Pax-2/5/8)-gene had been
isolated from the freshwater sponge Ephy-
datia fluviatilis, which encodes a com-
plete although substantially degenerated
homeodomain. In S. domuncula a cDNA
encoding an LIM/homeobox protein has
been isolated, which comprises high se-
quence similarity to the related LIM-
homeodomain proteins in other animals.
The potential function of this protein in the
sponge was elucidated in the primmorph

model. If these 3D-cell aggregates were
cultured on a homologous galectin matrix
on which they form canal-like structures,
morphogenetic processes are triggered,
which also involve the LIM/homeobox pro-
tein/transcription factor.

A further putative homeobox gene, the
Iroquois, was isolated from S. domuncula.
The putative Iroquois transcription factor
was found to be expressed in those cells
that are adjacent to the canal system of
this species. The finding that in sponges
also the expression of the Iroquois gene is
restricted to a specific tissue region, here
the aquiferous system, adds a further piece
to understanding the complexity of tissue
organization in sponges. This finding
underscores the fact that spatial and
temporal expression of genes is one key
process that establishes axes in Metazoa.

As mentioned earlier, the small hy-
drophobic molecule, retinoic acid, plays
an important role in local signaling of
homeodomain factor-mediated vertebrate
development. As the first metazoan nu-
clear hormone receptor, the RXR had been
identified in the phylogenetic oldest phy-
lum Porifera. After identification, the role
of the RXR was studied in the primmorph
system. As in vertebrates or in Drosophila,
retinoic acid is also formed in S. domuncula
from ß-carotene via cleavage by the ß,ß-
carotene-15,15′-dioxygenase to retinal and
on further oxidization, to retinoic acid.
Retinoic acid (9-cis-retinoic acid) binds to
RXR resulting in a regulation of transcrip-
tional activity of morphogenetic genes,
including a homeobox gene also.

5
Origin of Metazoan Pattern Formation

The major difference in the genetic control
of the body plan patterning between
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diploblasts and triploblasts should be seen
in the fact that only the triploblasts
(both Protostomia and Deuterostomia) are
composed of clusters of homeotic genes. In
diploblasts, these clusters are missing and
nonclustered paired-class (Pax-2/5/8)- and
LIM/homeodomain genes control pattern
formation. In triploblasts as well as in
diploblasts, body plan formation starts by
polarization of the embryo and subsequent
development is followed in diploblasts only
to the stage of serial module patterning,
while in triploblasts the development to
the adults includes both compartmental
patterning and the subsequent segmental
patterning (Fig. 11).

5.1
Serial Module Construction of the Body
Plan in Diploblasts

Focusing on Porifera, after fertilization
the zygote increases in size and devel-
ops flagellae. Depending on the taxa,
morphologically slightly different types
of larvae (amphiblastulae, parenchymel-
lae, or coeloblastulae) are formed and
released from the maternal body. Dur-
ing this phase the embryo polarizes, a
process that is morphologically primarily
obvious in the localization of the cilia and
the formation of the body cavity (Fig. 11).
Then gastrulation takes place driven by
an asymmetric and tangentially arranged
cleavage. The epithelia within the body
cavity invaginate under formation of the
choanocyte chambers. The embryos be-
come sessile and the young sponge forms
an oscule through which the body cav-
ity opens to the external milieu; with this
process, the young sponge forms an oscu-
lar/apical–basal axis.

The oscule region – as mentioned ear-
lier – can be considered as an organizer,
since there the characteristic vertebrate

organizer genes are expressed. In ad-
dition, this region is provided with a
regeneration capacity, which is distin-
guished from the rest of the animal.
Especially the organizer-specific genes,
LIM-homeodomain, Brachyury, Frizzled re-
ceptor, noggin, and Iroquois, are expressed
along the aquiferous system and the os-
cule. This water canal system is the
combined route for feeding, secretion, and
gas exchange. Strong evidence has been
collected in the last two years, which in-
dicates that these ‘‘organizer’’ genes are
expressed around the canals and the os-
cule and display morphogenetic activity
as well.

Already morphological inspection shows
that sponges grow in a radiate accretive
pattern, regardless of whether they in-
habit an environment with pronounced
seasonal changes, for example, of the tem-
perature (Lake Baikal; Fig. 7a), or a more
stable milieu (Antarctic, or tropic regions;
Fig. 7b). X-ray analysis of the skeleton of
the Lake Baikal sponge L. baicalensis re-
veals that the architecture of the specimens
comprises a highly ordered arrangement
of the spicules within the body (Fig. 7a).
L. baicalensis follows an organized grow-
ing pattern, reflecting a radiate accretive
growth process. This pattern is maintained
throughout the body of the animals and
can be seen both in the growing parts
of the specimens, the tips, and the basis.
During growth, new layers/rings of new
longitudinal spicule bundles are added
at the tip of the branches. A similar
highly regular arrangement of the spicule
formation can also be seen in the hex-
actinellid E. aspergillum (Fig. 7b). The latter
species shows a regular arrangement of
the spicules, which form the lateral stabi-
lization network that leaves holes for the
water canal system. The apical end of the
specimens, which harbors the oscule(s),
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also shows a considerably ordered arrange-
ment. By morphological inspection it has
become obvious that specification of the
different units of the body is absent; the
growth zones look identical.

There is no doubt that this highly
ordered growth process of the Porifera is
genetically controlled. With the discovery
that organizer-specific genes are present
at the tips of the branches, around
the oscules, together with the fact that
growth along the oscular/apical–basal axis
proceeds by a radiate accretive pattern, it is
suggested that at the ‘‘growth lines,’’ which
are readily seen between the preceding and
the succeeding growth layers, genes are
expressed which form ‘‘serial modules,’’
along the oscular/apical axis (Fig. 11). The
serial modules should not be termed
segments because this would imply that
they are built by a more complex genetic
network, as a system seen in insects.

The growth of the Coelenterata follows
the pattern seen in Porifera. In Hydra,
a continuous growth proceeds with or-
ganization center(s) localized around the
mouth. In these animals, organizer-
specific genes are highly expressed around
the apical mouth region. Identical to
sponges the coral growth pattern also
follows the radiate accretive type. The api-
cal/basal axis formation is modulated in
these diploblasts by morphogens, which
have two centers in Coelenterata, the foot
and the mouth, while in sponges appar-
ently only one center exists, which is found
around the oscule.

5.2
Compartmental/Segmental Construction
of the Body Plan in Triploblasts

Both in Deuterostomia (e.g. vertebrates)
and in Protostomia (insects) development
starts by polarization of the fertilized egg,

a process that is driven by differential
gene expression. While in vertebrates axis
formation is determined by a signaling
center, the Nieuwkoop center during
the initial cleavages, and the Spemann
organizer in the late blastula, in insects,
body axis is set up by asymmetrical
expression of the maternal genes.

5.2.1 Protostomia (Example, Insects)
A series of maternal genes are locally dif-
ferently expressed in the egg and establish
the anteroposterior axis. By spatial distri-
bution of the mRNAs and, subsequently,
of the resulting proteins, a regionalization
within the egg is established. Among these
genes is the bicoid, which is expressed at
the anterior end of the egg. The bicoid pro-
tein acts as a transcription factor and as a
morphogen and by doing so switches on
zygotic genes at different threshold con-
centrations; thus, it initiates a new pattern
within the zygote along the anteroposte-
rior axis. Other genes, for example, nanos,
polarizing the embryo from the posterior
end act like a morphogen, while hunch-
back is more uniformly distributed within
the egg. Hence, the anteroposterior axis
of the egg is determined by several op-
positely directed gradients. Besides the
anteroposterior axis, the dorsal–ventral
axis is determined in the egg through
a later set of oocyte–follicle cell interac-
tions. The oocyte-surrounding follicle cells
specify the ventral side of the oocyte by
deposition of maternal proteins.

After fertilization, four main classes of
zygotic genes are activated along the an-
teroposterior axis; these are the gap genes,
the pair-rule gene clusters, the segment po-
larity genes and the selector homeotic gene
cluster. The gap genes, the first zygotic
genes to be expressed, are also transcrip-
tion factors. Their expression is initiated
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by the bicoid gradient in the syncytial em-
bryo; resulting in a coordinated expression
of the gap genes along the anteroposte-
rior axis in the following order: hunchback,
giant, Krüppel, and knirps. The perfect reg-
ular segmentation of the insect larva seen
at its cuticle starts with the expression of
the pair-rule gene clusters, which delimit
the parasegments. During this process, the
blastoderm of the larva is cellularized. The
boundaries of these periodic parasegment
patterns are fixed by the segment polarity
proteins, for example, engrail, which act
on cellular levels and cause lineage restric-
tion are also termed Compartmentalization.
The ‘‘segment polarity’’ proteins stabilize
the position not only of the parasegments
but also of the segments. Then, the identity
of the segments, based on the arrangement
of the parasegments, is conferred by the
selector/homeotic genes. The spatial ex-
pression pattern of the two clusters, the
Antennapedia and the bithorax complex,
is determined by the preceding expression
of the gap genes and pair-rule genes.

5.2.2 Deuterostomia (e.g. Vertebrates)
In contrast to the initial phases of the de-
velopment seen in insects, the patterning
of the vertebrate body plan occurs always
on the cellular level. Hence, intercellular
signaling molecules are key players that
interact with cell surface receptors and in
turn induce intracellular signal transduc-
tion pathways; examples are the fibroblast
growth factor, hedgehog, Wnt proteins,
or ephrins. As in insects, in vertebrates
also the eggs comprise a distinct polarity
(animal pole – vegetal pole), which influ-
ences the cleavage pattern. The site at
which the sperm interacts with the egg
determines the dorsal–ventral polarity of
the embryo. The following movement of
the cytoplasm/yolk material is the first
important developmental process, termed

cortical rotation. In turn, a signaling center
becomes localized in the embryo, which
is termed Nieuwkoop center; it determines
the dorsal side.

The Nieuwkoop center has the poten-
tial to induce a second embryo at another
site. Its molecular nature is that it con-
sists initially of a uniform low level of
transforming growth factor-ß (TGF-ß) sig-
nal expressed all over the embryo. Acting
alone, TGF-ß induces the formation of
premesoderm and generates a BMP sig-
nal, which causes the transformation to
the mesoderm. The major role of the
Nieuwkoop center is the specification of
a further dorsal signaling center, the
Spemann organizer. The latter center is
located in the immediate neighborhood
of the Nieuwkoop center at the late blas-
tula/early gastrula. The anteroposterior
axis is the result of the action of this Spe-
mann organizer (in vertebrates), or the
Hensen’s node in chick. Both are local-
ized at the dorsal lip of the blastopore. The
centers mediate their morphogenetic func-
tion through their transcription factors,
for example, Brachyury and LIM protein,
and through secreted proteins, for exam-
ple, noggin, all of which are molecules
that are highly conserved from Porifera to
vertebrates.

As a result of the morphogenetic ac-
tivity displayed by molecules originating
from the Spemann organizer, the em-
bryo finishes gastrulation and establishes
the main axial structures, the somites
(originating from the mesoderm), the no-
tochord (mesoderm), and the neural tube
(ectoderm). Interestingly enough, the for-
mation of the somites and the notochord is
under the control of the paired-type home-
obox gene family Pax, again molecules
conserved from Porifera to Chordata. The
expression of Pax is subsequently modu-
lated by BMP as well as by Wnt family
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proteins so that the somites confine mus-
cle precursors. This process could be
termed Compartmentalization. Finally, the
positional identity of the somites along
the anteroposterior axis is specified by the
sequential expression of the Hox gene clus-
ter. This specification is reflected by the
differences seen in the vertebrae along the
anteroposterior axis. Hence, the vertebrate
Hox gene clusters parallel the function
of the insect homeotic selector gene clus-
ters and follow a ‘‘somite’’ pattern. The
transcription factors that are expressed in
a temporal and spatial defined order are
also arranged in the same order on the
chromosome. Again – like in insects – the
anterior border of the expression is more
sharply defined than the posterior one.
Several Hox gene clusters are expressed in
vertebrates; all of them are involved in the
specification of the regional identity.

6
General Principles in Metazoan Pattern
Formation

The genetic programs that control de-
velopment and body plan formation of
multicellular organisms, plants, and an-
imals, have been shaped during evolution.
In consequence, such gene networks that
control development also provide infor-
mation about the evolution of these organ-
isms. During development, distinct cell
types are generated in distinct spatial and
morphological domains, which establish
organized structures and a functional or-
ganism. After fertilization of an egg, a
genetic program controls cleavage divi-
sions, resulting in a rapid increase of
cells during the different stages of em-
bryogenesis, a phase that is usually not
characterized by an increase in cell mass.
In these phases, pattern formation starts a

process that organizes the cells of different
affinities and activities in a spatial and
temporal pattern/way.

Setting up the body axis during pattern
formation is different between animals
and plants; in plants, cell migration and
tissue movement are absent and also
distinct differences in embryogenesis ex-
ist with the lack of gastrulation as an
example. In plants, the ‘‘set aside’’ of un-
differentiated cells in the meristems in
shoot and root tips is a dominant prin-
ciple to allow and maintain continuous
cell division at each axis. In animals,
developmental mechanisms involve asym-
metric cell division, pattern formation,
establishment of the form and growth.
Until sequence data became increasingly
available, only a few model organisms
had been studied to elucidate the ba-
sic principles in developmental biology of
animals. These were primarily the proto-
stomians D. melanogaster and C. elegans
and the deuterostomians, for example,
mouse and frog. At present, we have sur-
passed the threshold for a comprehensive
view in body-plan formation in Meta-
zoa, including axial pattern formation,
which will also contribute to a solution
in completing the hypothesis in develop-
mental biology, for example, in segmenta-
tion/somite formation. Until 10 years ago,
it was not clear whether all metazoan
phyla, including the Porifera, originated
from one common ancestor and hence
are monophyletic, or, that multicellular-
ity in animals occurred more than once.
In 1994, sequence data clearly showed
that the cell–cell and cell–matrix adhe-
sion molecules of similar structure and
function are present in all animal phyla
from Porifera to the crown triploblastic
phyla, a view that resulted in the formu-
lation of the first hypothetical metazoan
ancestor, the Urmetazoa.
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In parallel with the elucidation that in
all metazoans the characteristic adhesion
molecules are functional, it became
increasingly obvious that also individual-
ity of a metazoan specimen, including its
immune system, is based on conserved
molecules and signal transduction path-
ways. Genes and their functional proteins,
which control cell behavior and cell fate
were identified, also including the process
of apoptosis, which is required for the
elimination of unwanted cells that remain
at a later differentiation stage. Inductive
interaction between cells is one major
characteristic in development. The under-
lying signals are either secreted diffusible
molecules, which interact with cell sur-
face receptors and elicit there a new gene
expression program, or signals that pass
from one cell to the other via junctions.
The response of a given cell to induc-
tive signals is strongly dependent on its
actual state.

During embryogenesis, pattern forma-
tion requires a spatial and temporal
gene expression resulting in the for-
mation of one or several axes. While
diploblasts, for example, Porifera and Coe-
lenterata, have only two epithelial layers,
triploblasts have three germ layers; fur-
thermore, diploblasts are provided only
with one axis (apical/oscular–basal), while
triploblasts/bilaterians are provided with
at least two (anteroposterior and dor-
sal–ventral). Axis formation requires a
polarized organization center. In Porifera,
it is the oscular region that lays down the
body axis, and in Coelenterata it is the
mouth region. Common to these centers
in the diploblasts, and the Spemann or-
ganizer and Nieuwkoop center, existing
in the triploblasts/Deuterostomia, is their
repertoire on expressed genes, for exam-
ple, T-box family and Brachyury or noggin.
It is noteworthy that these molecules are

conserved from Porifera to the triploblas-
tic crown species. In Protostomia (insects),
the axis formation starts with the polar-
ized expression of the maternal gene in
the egg.

Pattern formation in diploblasts and
triploblasts is also strikingly initiated by
homeobox genes, for example, paired-
class and LIM-class ones. Again, these
genes have been isolated and (partially)
functionally analyzed from Porifera to
triploblasts. However, with respect to these
genes, a characteristic difference exists
between the arrangement of the sponge
and Cnidaria/Hydra gene on the chro-
mosome and those in triploblasts. In
insects and in vertebrates, the morpho-
genetic homeobox genes are arranged in
clusters. In insects, the pair-rule genes
and the homeotic selector genes are clus-
tered on the chromosomes, and likewise
in vertebrates the four Hox gene com-
plexes are arranged and expressed in a
colinear way. Since the body plan/axis for-
mation in diploblasts is established in the
absence of homeobox gene clustering, it
has been suggested that clustering of the
homeobox genes is not a prerequisite for
axis formation. As one consequence of
the absence of homeobox gene clusters,
the body axis in diploblasts is established
in a compartmental construction, while
in triploblasts, compartmental arrange-
ment of the tissue stripes is the basis for
a segmental/somital construction of the
body plan.

In conclusion, this survey provides a
basis for a unifying concept of pat-
tern formation in all metazoans, which
is based on genes expressing soluble
morphogens that interact with their cor-
responding receptors and morphogeneti-
cally active transcription factors, including
homeodomain proteins.
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Glycolipid
A sphingolipid that contains a head group consisting of simple or complex glycans.

Raft
A membrane microdomain enriched in sphingolipids and cholesterol.

Sphingolipid Storage Diseases
A class of inherited metabolic disorders caused by the defective lysosomal degradation
of sphingolipids or glycosphingolipids.

Sphingosine-1-phosphate
A sphingolipid first and second messenger that stimulates growth and suppresses
apoptosis.

� Sphingolipids are ubiquitous components of cell membranes, and are found in
plants, animals, and fungi, as well as in some unicellular organisms and prokaryotes.
Sphingolipids consist of a sphingoid long-chain base to which a fatty acid is
attached at carbon 2, and a variety of polar and nonpolar head groups at C-1;
glycosphingolipids are sphingolipids containing one or more sugar moieties in their
head groups. Metabolic pathways have been determined for most sphingolipids,
but little is known about how these pathways are regulated. Recent interest in
sphingolipids and glycosphingolipids has focused largely on their roles in signaling
events, with ceramide and sphingosine-1-phosphate the focus of particular attention.
Sphingolipids also play vital roles in the formation and stability of membrane
microdomains (rafts), and complex glycosphingolipids play roles in recognition.
These lipids are also involved in disease pathology, and the pathways of sphingolipid
metabolism, as well as the lipids themselves, have been implicated as possible
therapeutic targets and agents.

1
Introduction

Biological membranes contain three ma-
jor classes of lipids, namely, glycerolipids
such as phosphatidylcholine and phos-
phatidylinositol, sterols such as cholesterol
and ergosterol, and sphingolipids (SLs)
such as sphingomyelin and gangliosides.
Until recently it was believed that SLs
were no more than structural components

of biological membranes having no reg-
ulatory roles, but studies initiated in the
mid-1980s have demonstrated that SL bi-
ology is much more complicated than once
thought. It is now known that SLs act as
important signaling molecules in an analo-
gous fashion to the better-described signal-
ing functions of glycerolipids such as phos-
phatidylinositol and its derivates. These
findings have generated tremendous ex-
citement and renewed interest in SLs, and
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in the complex glycosylated SLs, the gly-
cosphingolipids (GSLs), which is reflected
in the increased number of publications on
this lipid class. For instance, sphingosine-
1-phosphate was virtually unheard of until
the early 1990s, and in 1996, the time of
publication of the first edition of the ‘‘En-
cyclopedia of Molecular Cell Biology and
Molecular Medicine,’’ only 35 citations to
sphingosine-1-phosphate can be found in
Medline; in striking contrast, more than
230 citations to this important lipid sec-
ond messenger were found in 2003 alone.
This is typical of the renewed interest in all
SLs, including ceramide, sphingomyelin,
and of no less importance, the GSLs. Thus,
the last 20 years have seen an explosion of
interest in this field, and the goal of this
chapter is to briefly summarize progress
and our current state of knowledge of SL
and GSL biology. As J.L.W. Thudichum,
the discoverer of SLs, stated in his treatise
on the chemical constitution of the brain,
first published in 1884, SLs are indeed of
fundamental importance. However, as re-
flected in the name chosen for these lipids
(inspired by the Sphinx of Greek mythol-
ogy, whose raison d’étre was enigmatic,
and still is), many questions remain un-
resolved concerning SL and GSL biology.
Accordingly, although perhaps not quite
as enigmatic as once thought, challenges
in this field still abound.

2
Structures of Sphingolipids and
Glycolipids

As is the case for all membrane lipids, SLs
are amphipathic molecules having both hy-
drophobic and hydrophilic regions. How-
ever, unlike the glycerolipids, in which
two fatty acids are esterified to the pri-
mary and secondary hydroxyl groups of

glycerol, SLs contain only one fatty acid
(although up to 20 different species of fatty
acid varying in chain length, degree of sat-
uration, and degree of hydroxylation can
be attached to the sphingoid long-chain
base), which is attached via an amide
bond to a sphingoid long-chain base,
normally sphingosine (trans-D-erythro-
2-amino-4-actadecene-1,3-diol), sphinga-
nine, or phytosphingosine (Fig. 1). The
simplest SL, ceramide, has a minimal
hydrophilic region comprising two OH-
groups, whereas complex SLs contain a
hydrophilic moiety such as phosphate in
the case of ceramide-1-phosphate, phos-
phorylcholine in the case of sphingomyelin
(SM), and sugar residues in GSLs. At least
500 different carbohydrate structures have
been described in GSLs. Both neutral and
acidic GSLs exist, and particular variety is
found in the acidic GSLs, the gangliosides,
which are defined as GSLs containing one
or more sialic acid residues, with sialic
acid being a generic term for N-acetyl- or
N-glycolyl-neuraminic acid. Gangliosides
can be divided into at least eight different
classes depending on the type of sugars
linked to ceramide; a selection of typical
GSL structures is shown in Table 1. The
number of possible individual SL and GSL
structures, varying in sphingoid base, fatty
acid, and hydrophilic head group, is there-
fore huge, but little or nothing is known
at present about how this enormous com-
plexity is generated and maintained, or
about the possible specific functions of
individual SLs and GSLs.

3
Metabolism and Intracellular Transport of
Sphingolipids and Glycolipids

The biochemical pathways of SL synthesis
and degradation are well documented, and
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Fig. 1 The structure of simple SLs. For simplicity, only one kind of sphingoid base
(sphingosine) is shown, to which one kind of fatty acid (palmitic acid) is attached. Sequential
addition of other sugar residues to Glc(β1 → 1)Cer results in the formation of complex GSLs
(Table 1 and Fig. 2).

most of the enzymes involved have been
cloned, albeit some of them recently. SL
synthesis begins with the condensation of
palmitoyl CoA and serine-by-serine palmi-
toyl transferase to yield 3-ketosphinganine,
from which sphinganine is produced by
the action of 3-ketosphinganine reductase
(Fig. 2). These two reactions, as well as
the acylation of sphinganine to yield dihy-
droceramide, occur on the cytosolic leaflet
of the endoplasmic reticulum, although
the precise topology of each of these
enzymes has not been fully elucidated.
Sphinganine and sphingosine (the former
produced mainly from the biosynthetic
pathway and the latter via the degrada-
tive pathway) can be phosphorylated by
sphingosine kinase to yield sphinganine-1-
phosphate and sphingosine-1-phosphate,
respectively.

The location of dihydroceramide reduc-
tase is not known, but most subsequent re-
actions, involving addition of head groups,
occur in the Golgi apparatus. As the hy-
drophobic nature of ceramide prevents its
spontaneous transfer through the cytosol,
ceramide travels from the endoplasmic
reticulum to the Golgi apparatus by facili-
tated vesicular and nonvesicular transport
mechanisms. The latter involves a protein,
CERT, which specifically extracts ceramide
from membranes, is absolutely required
for sphingomyelin synthesis, and contains
a pleckstrin homology domain to allow
its targeting to the Golgi apparatus. In-
terestingly, CERT does not appear to be
involved in glucosylceramide formation,
which occurs on the cytosolic leaflet of
the Golgi apparatus, whereas addition of
all other sugar moieties occurs on the
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Tab. 1 The structure of a selection of GSLs and gangliosides.

GSLs Structure

GalCer Gal(β1 → 1)Cer
Sulfatide HSO3-3Gal(β1 → 1)Cer
GlcCer Glc(β1 → 1)Cer
LacCer Gal(β1 → 4)GlcCer
GM3 NeuAc(α2 → 3)Gal(β1 → 4)Glc(β1 → 1)Cer
GM2 GalNAc(β1 → 4)Gal[(3 ← 2α) NeuAc](β1 → 4)Glc(β1 → 1)Cer
GM1 Gal(β1 → 3)GalNAc(β1 → 4)Gal[(3 ← 2α)NeuAc](β1 →

4)Glc(β1 → 1)Cer
GD1a NeuAc(α2 → 3)Gal(β1 → 3)GalNAc(β1 → 4)Gal[(3 ← 2α)

NeuAc](β1 → 4)Glc(β1 → 1)Cer
GT1a NeuAc(8 → 2α) NeuAc(α2 → 3)Gal(β1 → 3)GalNAc(β1 → 4)Gal-

[(3 ← 2α)NeuAc](β1 → 4)Glc(β1 → 1)Cer
GD3 Gal[(3 ← 2α) NeuAc(8 ← 2α) NeuAc](β1 → 4)Glc(β1 → 1)Cer
GD2 GalNAc(β1 → 4)Gal[(3 ← 2α)NeuAc(8 ← 2α)

NeuAc](β1 → 4)Glc(β1 → 1)Cer
GD1b Gal(β1 → 3)GalNAc(β1 → 4)Gal[(3 ← 2α)NeuAc(8 ←

2α)NeuAc](β1 → 4)Glc(β1 → 1)Cer
GT1b NeuAc(α2 → 3)Gal(β1 → 3)GalNAc(β1 → 4)Gal[(3 ← 2α)

NeuAc(8 ← 2α)NeuAc](β1 → 4)Glc(β1 → 1)Cer
GQ1b NeuAc(8 → 2α)NeuAc(α2 → 3)Gal(β1 → 3)GalNAc(β1 → 4)Gal-

[(3 ← 2α)NeuAc(8 ← 2α)NeuAc](β1 → 4)Glc(β1 → 1)Cer
9-OAc-GD3 Gal[(3 ← 2α)NeuAc(8 ← 2α)(9-

OAc)NeuAc](β1 → 4)Glc(β1 → 1)Cer
Asialo-GM2 (GA2) GalNAc(β1 → 4)Gal(β1 → 4)Glc(β1 → 1)Cer
Asialo-GM1 (GA1) Gal(β1 → 3)GalNAc(β1 → 4)Gal(β1 → 4)Glc(β1 → 1)Cer

Notes: Cer: ceramide; GalNAc: N-acetylgalactosamine; GlcNAc: N-acetylglucosamine: NeuAc:
N-acetylneuraminic acid; 9-Oac: 9-O acetyl.

lumenal leaflet of the Golgi apparatus,
as does the formation of sphingomyelin.
Thus, CERT may be involved in regu-
lating the synthesis of specific SLs by
either its intrinsic specificity, or its in-
teraction with dihydroceramide synthase,
or with proteins involved in the transbi-
layer movement of SLs and GSLs in the
Golgi apparatus. Subsequent formation of
GSLs, including gangliosides, occurs by
the stepwise addition of sugar residues
by glycosyltransferases, which have de-
fined substrate specificities but act on
more than one GSL (Fig. 2). After their
formation in the Golgi apparatus, GSLs
and sphingomyelin move by vesicular

transport to the plasma membrane, where
they reside.

Although once believed to be restricted
to the endomembrane system (i.e. those
intracellular organelles connected by vesic-
ular transport pathways), emerging evi-
dence suggests that SLs and GSLs can
also be found, albeit in small amounts, in
other organelles such as the nucleus and
the mitochondria. Thus, ganglioside GD3
relocates to mitochondria in response to
some inducers of apoptosis, a neutral ce-
ramidase has been found in mitochondria,
and there is evidence for a sphingomyelin
cycle in the nucleus. Little if anything
is known about the dynamic interplay
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Fig. 2 The biosynthesis of SLs and GSLs. Not all metabolic pathways are shown. Enzymes are
in italics. For GSL catabolism, see Table 2. Reactions within the box occur in the Golgi
apparatus; all other reactions take place in the endoplasmic reticulum or cytosol.

between SL metabolism in the organelles
of the endomembrane system and in other
organelles not connected to them by clas-
sical vesicular transport pathways.

SLs and GSLs are internalized from the
plasma membrane by vesicular transport
involving both clathrin-mediated path-
ways and other pathways, including those
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mediated by caveolin. Once internalized to
endosomes, SLs and GSLs can either be re-
cycled back to the plasma membrane or be
further internalized to lysosomes, where
their breakdown occurs by stepwise degra-
dation, eventually yielding ceramide; SL
and GSL degradation is defective in a num-
ber of inherited metabolic diseases, which
will be discussed in more detail in Sect. 5.
Ceramide is degraded by ceramidases to re-
generate sphingoid bases. These bases act
as substrates for the sphingosine kinases
that form sphingosine-1-phosphate, which
is subsequently degraded by sphingosine-
1-phosphate lyase to yield hexadecanal
and ethanolamine phosphate, providing
a metabolic link between SLs and glyc-
erolipids, and the only exit route of SL
products from the SL metabolic pathway.

SL synthesis and degradation can be reg-
ulated at multiple levels, including through
the control of enzyme expression, post-
translational modification, and allosteric
mechanisms. Some of these are cell-type
specific, so as to control which SLs are
synthesized during different stages of cell
development, and some are in response to
specific signals. Hence, although the basic
blueprint of the biochemical pathways is
well described, much still remains to be
learned about modes of regulation of in-
dividual enzymes, and more importantly,
about how flux through the metabolic path-
ways, and particularly at branch points
where more than one enzyme can act on
the same substrate, is regulated.

4
Functions of Sphingolipids and Glycolipids

Multiple functions have been ascribed to
SLs and GSLs, and one of the challenges
over the past couple of decades has been to
make sense of the intracellular signaling

functions newly ascribed to the simple
SLs, mainly ceramide and sphingosine-1-
phosphate, and of the functions ascribed to
complex GSLs, mainly in events that occur
at the cell surface. Elucidation of the exact
function(s) that specific SLs and GSLs play
in cell physiology, and how these functions
are integrated and regulated, will represent
a major achievement.

4.1
Signaling

Part of the reason for the recent explo-
sion of interest in SL biology is the role
that these lipids, particularly sphingosine,
ceramide, sphingosine-1-phosphate, and
ceramide-1-phosphate, have been shown
to play in intracellular signaling. Ceramide
and sphingosine-1-phosphate are the best-
studied bioactive SLs and are produced for
signaling pathways via the regulated ac-
tivity of various enzymes. Thus, ceramide
levels can be elevated in response to sig-
nals by activation of sphingomyelinases, or
by de novo synthesis (Fig. 2). Sphingosine-
1-phosphate is formed via the action of
sphingosine kinase, but more than one
sphingosine kinase exists and each en-
zyme is regulated by different means.

Ceramide and sphingosine-1-phosphate
often exert opposite effects, with ce-
ramide usually inhibiting proliferation and
promoting apoptosis, and sphingosine-1-
phosphate stimulating growth and sup-
pressing apoptosis. Thus, many inducers
of apoptosis or growth arrest activate one
or more pathways of ceramide genera-
tion, and in many cases, there is evidence
that endogenous ceramide mediates, at
least in part, the apoptotic and growth
arrest responses of these inducers (Fig. 3).
Ceramide has been implicated in the ac-
tions of, for instance, tumor necrosis
factor-α, and in the cytotoxic responses
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Fig. 3 Some proposed downstream targets of ceramide in signaling
pathways. Ceramide generation, either via the de novo pathway or via the
action of sphingomyelinases, results in a number of cellular responses,
some of which are mediated by the signaling proteins and pathways
shown in this scheme.

to amyloid ß-peptide, which suggests a
role for this pathway in Alzheimer’s dis-
ease and neurodegeneration. Conversely,
many growth factors such as platelet-
derived growth factor, as well as tumor
necrosis factor-α, have been shown to in-
duce sphingosine-1-phosphate formation,
which in turn has been implicated in
mediating viability and inflammatory re-
sponses. Much progress has been made
in the past few years in determining
the mechanisms of action of sphingosine
(such as through the activation of pkh ki-
nases in yeast), sphingosine-1-phosphate
(primarily through the edg/sphingosine-
1-phosphate receptors), and ceramide
(through phosphatases and cathepsin D;
Fig. 3), and such progress should allow
the molecular determination of the specific

mechanisms and roles of each individual
bioactive SL.

Another huge impetus for study of SLs
and GSLs was the observation that they
are found in detergent-insoluble mem-
brane lipid rafts. These microdomains
have been implicated as both signaling
platforms, and also as a means to traffic
GSLs and certain proteins to specific mem-
branes of polarized cells, such as epithelial
cells and neurons. In terms of signaling
platforms, it is now believed that acid-
sphingomyelinase becomes exposed on
the cell surface in response to stimulation
via certain receptors, and the ceramide pro-
duced thereby modifies preexisting small
rafts to fuse into larger signaling platforms
and to trap activated receptor molecules
in the platforms, thereby enhancing the
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efficacy of signaling, and providing a
functional and conceptual link between
ceramide signaling and SL-enriched mi-
crodomains. This kind of mechanism may
be particularly important in T-cell signal-
ing. In terms of the role of rafts in sorting,
considerable evidence exists that protein
targeting can be mediated via rafts, but the
fact that a protein is detergent-insoluble,
together with SLs and GSLs, does not nec-
essarily imply a functional interaction.

4.2
Functions of Complex Glycolipids

Early studies on complex GSLs were
mainly devoted to attempting to under-
stand their roles in the nervous system
where GSLs, particularly gangliosides, are
expressed at high levels. Gangliosides are
expressed at different levels in different
regions of the brain during development,
suggesting functional roles for the ganglio-
sides in brain development. For instance,
during embryogenesis, and during the
postnatal period, the hemato-series gan-
gliosides, GM3, GD3, and 9-OAc-GD3,
are highly expressed in the brain, but in
adult tissue, these gangliosides are found
at much lower amounts, so that the gan-
glioside composition of adult brain differs
significantly from that of embryonic brain,
inasmuch as adult brain expresses a much
wider range of complex gangliosides, with
GM1, GD1a, GD1b, and GT1b predomi-
nant. However, it was not until the cloning
of the glycosyltransferases responsible for
GSL synthesis, and subsequent availability
of genetically engineered mice, that spe-
cific functions for specific gangliosides,
or at least classes of gangliosides, began
to emerge.

The essential nature of GSLs for sus-
taining life was shown in knock-out mice
lacking glucosylceramide synthase, the

first enzyme in the pathway of GSL
biosynthesis (Fig. 2); these mice showed
embryonic lethality, but whether this was
caused by ceramide accumulation, or due
to lack of complex GSLs, is unclear. Mice
lacking the GM2/GD2 synthase gene (Gal-
NacT, Fig. 2) contain high levels of GM3
and GD3, but no complex gangliosides.
Surprisingly, these mice are viable and the
nervous system is only mildly affected, al-
though male fertility is severely disrupted
due to aspermatogenesis. A number of
other knock-out mice have been produced
in the ganglioside biosynthetic pathway,
and the overall consensus is that there
is considerable functional redundancy be-
tween different ganglioside species, and
that there may be considerable overlap in
the roles of individual gangliosides.

One area in which individual ganglio-
sides appear to have well-defined functions
is their role as toxin receptors. In order for
toxins to reach their intracellular targets,
they bind to cell surface receptors, which
are then internalized together with the
toxins. Two toxins, namely, cholera toxin
from Vibrio cholera and Escherichia coli
heat-labile enterotoxin bind to ganglioside
GM1, and Shiga toxin from Shigella dysen-
teriae binds to the neutral GSL, globotriao-
sylceramide (Gb3). The B-subunit of the
toxins binds to their respective GSL recep-
tors, and is internalized together with the
A-subunit, which carries the catalytic do-
main. Lipid rafts have been implicated in
the internalization mechanism, although
there is some disagreement about the pre-
cise internalization itinerary undertaken
by toxins attached to GSLs. What is clear
is that the toxins are eventually targeted to
the Golgi apparatus and then to the endo-
plasmic reticulum, where the A-subunit is
released and initiates toxicity.

GSLs at the cell surface are also in-
volved in recognition events that are
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beneficial, unlike the toxic effects caused
by toxin binding. Thus, a large body
of data has shown roles for GSLs as
antigens, as mediators of cell adhesion,
and as modulators of signal transduction.
The list of receptor functions of GSLs is
extensive. For instance, GSLs mediate E-
selectin-dependent rolling and tethering.
α-Galactosylceramide acts as a ligand rec-
ognized by a special group of immune T
cells, known as invariant NKT cells, and ac-
tivates these cells to produce immunoreg-
ulatory cytokines, including interferon-γ
and IL-4. 9-O-acetyl GD3, expressed in
regions of cell migration and neurite
outgrowth in the developing and adult
nervous system, plays a role in neuronal
motility. GSLs also act as T cell-stimulatory
antigens by stimulating T cells expressing
TCRαß or γ δ receptors. Together, these
varied examples illustrate that the complex
glycan structures of GSLs are involved in
vital recognition events at the cell surface.

Finally, although this chapter focuses
for the most part on SLs and GSLs in
mammalian cells, these lipids are also
important in lower organisms. Of par-
ticular note is the yeast, Saccharomyces
cerevisiae, in which many of the en-
zymes of the initial steps in the biosyn-
thetic pathway were first identified and
cloned, and defined signaling functions
of sphingosine-1-phosphate and ceramide,
have been delineated. Saccharomyces cere-
visiae does not contain complex GSLs,
but rather contains inositolphosphoryl-
ceramides. Inositol-containing GSLs and
glucosylceramide are found in plants and
fungi, and galactosylceramide-based GSLs
are found in fungi. As is the case in animal
cells, SLs are involved in both intracellular
processes and in cell-to-cell interactions
in plants and fungi. These interactions
may occur between cells of a multicellu-
lar organism or between cells of different

species, as in host–pathogen interactions.
In plants, recent studies have indicated
that SLs are involved in signal trans-
duction pathways, such as programmed
cell death. Sphingenine-1-phosphate is
involved in linking the plant hormone ab-
scisic acid to stomatal pore regulation. In
fungi, glucosylceramide has been linked
to fruit-inducing activity. Inhibition of
glucosylceramide synthesis can block mor-
phological transitions such as budding and
germ tube formation, and evidence is ac-
cumulating that GSLs play roles in fungal
cell differentiation. One ongoing area of
research is determining whether GSLs are
involved in the interaction between mam-
mals and pathogenic fungi.

5
Sphingolipids and Glycolipids in Disease

Much of the early work on SLs and
GSLs was stimulated by their accumula-
tion in a number of inherited metabolic
diseases caused by defects in the lysosomal
hydrolases responsible for their degra-
dation (Table 2). For instance, Gaucher,
Tay-Sachs, and Niemann Pick A and
B diseases, in which glucosylceramide,
ganglioside GM2, and sphingomyelin
(SM) accumulate, respectively, are caused
by the defective activity of the lyso-
somal enzymes glucocerebrosidase, β-
hexosaminidase, and sphingomyelinase. A
variety of symptoms are associated with
GSL storage diseases, many of which in-
volve central nervous system dysfunction,
but the clinical presentation is very het-
erogeneous and progressive, with the rate
of progression varying between disorders,
and also within each disorder, and the
diseases normally exist in infantile, juve-
nile, and adult forms. The most severe
infantile forms present with acute brain
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Tab. 2 SL and GSL storage diseases.

Disease Enzymatic defect Major GSL
storage
material

Gaucher β-glucosidase, saposin C
activator

Glucosylceramide

Sphingolipid activator
deficiency

Sphingolipid activator
protein

Glycolipids

GM1 gangliosidosis β-Galactosidase GM1
Tay Sachs β-Hexosaminidase A GM2
Sandhoff β-Hexosaminidase A and B GM2
GM2 activator deficiency GM2 activator protein GM2
Krabbe β-Galactosidase Galactosylceramide
Fabry α-Galactosidase A Globotriaosylceramide
Metachromatic

leukodystrophy
Arylsulfatase A, saposin B

activator
Sulfated glycolipids

Farber Ceramidase Ceramide
Niemann-Pick A & B Sphingomyelinase Sphingomyelin

involvement and patients die within the
first years of life. In adult forms, symptoms
develop more slowly and disability often
arises mainly from peripheral symptoms.
Juvenile forms are intermediate between
infantile and adult forms. The reason for
this heterogeneity is not known, but pre-
sumably depends on the level and nature of
the accumulating GSL, and on the down-
stream biochemical and cellular pathways
that are altered. However, despite years of
study of the genetic and molecular basis
of GSL storage disorders, little is known
about the events that lead from lysosomal
accumulation to the pathological mani-
festations described above. Presumably,
study of these diseases would also yield
important information about the normal
physiological roles of SLs and GSLs.

In addition to the SL and GSL stor-
age diseases, which result from defective
degradation, SLs and GSLs have been
implicated in many other diseases, no-
tably cancer. In particular, crucial roles for
ceramide and sphingosine-1-phosphate-
mediated pathways have been identified in

both cancer development and progression,
with ceramide functioning as a tumor-
suppressor lipid, inducing antiprolifera-
tive and apoptotic responses in various
cancer cells, and sphingosine-1-phosphate
acting as a tumor promotor. For example,
an inverse correlation exists between the
levels of ceramide and the degree of malig-
nant progression and prognostic severity
in patients with malignant astrocytomas.
Similarly, the total content of ceramide
is decreased in ovarian tumors compared
with normal ovarian tissues. Ionizing ra-
diation causes ceramide formation, and
mice deficient in acid-sphingomyelinase
lose the ability to accumulate ceramide and
acquire resistance to radiation-induced
apoptosis. In contrast, overexpression of
sphingosine kinase results in cellular
transformation in tissue culture and tu-
mor formation. Sphingosine-1-phosphate
has also been implicated in inflammatory
pathways, which are themselves impli-
cated in cancer pathogenesis. Complex
GSLs might also be involved in cancer
since they are shed from a number of
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cancer cells and ganglioside depletion has
been shown to reduce tumorigenicity. To-
gether, these discoveries are paving the
way for the advancement of anticancer
therapies involving manipulation of SL
signaling pathways and the formation of
complex GSLs.

SLs and GSLs have also been impli-
cated in the pathology of other diseases.
Thus, anti-GSL antibodies are found in
some peripheral neuropathies. Sulfatide
has been implicated in thrombogene-
sis and hemostasis. Galactosylceramide
and sulfatide are essential for node of
Ranvier formation, involved in myelin
formation. Other examples abound and
based on all of these, SLs have also
received attention as possible therapeu-
tics. One of the most exciting is the
possible use of ceramide-coated balloon
catheters to target restenosis after an-
gioplasty and/or intra-arterial stenting,
which significantly reduces neointimal
hyperplasia. Thus, SLs may eventually
find their place as important therapeu-
tic agents.

6
Perspectives

In this chapter, I have tried to share
some of the recent excitement in SL and
GSL research, and to show how these
important lipids are impacting not only
basic research but also modern medicine.
Assuming that most structures of SLs
and GSLs have now been discovered,
and that the biochemical pathways have
been delineated, the next generation of
researchers in this field will no doubt
devote most of its time to working out
how these pathways are regulated, and
whether the multiple different structures
have defined functions in specific aspects

of cell physiology and pathophysiology, or
whether there is significant functional and
structural redundancy.

See also Cellular Interactions; Gly-
cobiology; Membrane Traffic: Vesi-
cle Budding and Fusion; Mem-
brane Transport.
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Keywords

Angiogenesis
The formation of new blood vessels from preexisting blood vessels.

Human embryonic stem cells
Pluripotent embryonic stem (ES) cell lines derived from the inner cell mass of human
blastocysts that have the developmental potential to form derivatives of all three
embryonic germ layers even after prolonged culture.
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Immunodeficient SCID/beige mouse
Severe combined immunodeficient (SCID) mice have a defect in the immune system
that results in a lack of mature B and T cells, and thus are able to accept xenografts of
human origin.

Teratoma
A nodule comprised of a wide variety of differentiated tissues and structures of normal
human cells derived from injection of human embryonic stem cells into
immunodeficient SCID/beige mouse.

Tumorigenesis
The process of tumor formation.

Tumor microenvironment
The complex network of intercellular interactions mediated by physical attachment, as
in direct cell–cell or cell–stromal interactions, which has a significant effect on tumor
physiologic characteristics such as growth pattern, vascular function, angiogenesis,
and metastasis.

Vasculogenesis
The formation of new blood vessels that originate from endothelial cell precursors
(angioblasts) during development.

� There is currently no experimental system available wherein human cancer cells
can be grown in the context of a mixed population of normal differentiated human
cells for testing biological aspects of cancer cell growth (tumor cell invasion,
angiogenesis), or response to anticancer therapies. Human embryonic stem cells
when implanted into immunocompromised mice develop teratomas containing
complex structures, comprising differentiated cell types representing the major
germ-line derived lineages. We sought to determine whether human cancer
cells would grow within such teratomas and display properties associated with
malignancy, such as invasiveness and recruitment of blood vessels. Ovarian cancer
cells (HEY), stably expressing an H2A-GFP fusion protein, which allows tracking
of tumor cells, were injected into mature teratomas and developed into tumors.
The growth, proliferative capacity, invasion, and induction of blood vessel formation
were examined. We propose using this novel experimental platform to develop a
preclinical model for investigating and manipulating the stromal response in tumor
cell growth as an additional tool in cancer research.
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1
Introduction

Human embryonic stem cells (hESC) have
the potential to differentiate into com-
plex structures, comprising differentiated
cell types representing derivatives of all
three major embryonic lineages. Embryoid
bodies generated in vitro from human em-
bryonic stem cells grown in suspension,
and teratomas generated in vivo follow-
ing injection into immunocompromised
mice, contain a wide variety of differenti-
ated tissues and structures comprised of
normal human cells. Using these human
differentiated cellular microenvironments,
we have been able to demonstrate and
investigate the growth and tumorigenic
properties of a variety of human cancer
cell types.

In recent years, there has been growing
awareness that tumorigenesis properties
are markedly affected by the surrounding
tissue microenvironment at both primary
and metastatic sites of tumor growth.
Thus, it has been shown that tumor
progression is associated with extensive
remodeling of adjacent tissues to provide
a supportive microenvironment for cancer
cell proliferation, migration, invasion, and
the formation of blood vessels required for
supporting cancer growth. As an exam-
ple, human prostate carcinoma-associated
fibroblasts can promote tumorigenic trans-
formation in initiated human prostate
epithelial cells. In more recent studies,
it was shown that the connective tis-
sue stroma surrounding neoplastic breast
tissue was induced into a state that pro-
moted subsequent neoplastic growth in
naı̈ve breast epithelium. Also, in recent
studies it was demonstrated that the ge-
nomic rearrangements characteristic of a
given tumor type (e.g. lymphoma), could
also be demonstrated in the adjacent

endothelial cells of tumor-induced blood
vessels. Appreciation of the important role
stromal response plays in supporting tu-
mor growth has led to the development
of novel anticancer therapeutic agents tar-
geted to disrupt stromal response factors,
and thereby inhibit tumor growth. Par-
ticular attention has been directed at the
development of anti-angiogenic molecules
in particular, some of which have reached
clinical trials.

Purely in vitro models using malig-
nant cells in continuous culture, such as
anchorage-independent growth and focus
formation are not particularly amenable to
the investigation of stromal interactions.
It was the emergence of in vivo models
using tumor xenograft growth in immuno-
compromised mice, which highlighted the
importance of the stromal response in
an experimental setting and have led to
corresponding studies in the clinical set-
ting. Accordingly, most preclinical studies
of anticancer reagents have been con-
ducted using injection of tumor cells as
xenografts in immunocompromised mice.
However, in the numerous published stud-
ies using this model, it has been the
murine rather than the human stromal
response, which has been the target of
investigation or experimental therapeutic
intervention.

Therefore, we utilized human embry-
onic stem cells in order to study the
interactions of tumor cells with the sur-
rounding heterogeneous microenviron-
ment of differentiated human cell tissues
and structures.

2
Methods

HEY ovarian cancer cells were injected
into human embryonic stem cell–derived
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Undifferentiated
hES cell

Injection into the
hindlimb musculature
of SCID/beige mouse

Teratoma develop for
61 days

Injection of HEY-
GFP cancer cell
into the teratoma

A tumor develops
within the teratoma for
21 days

Harvest and analyze at
82 days

Fig. 1 Schematic representation of the
experimental protocol. Copyright (2003)
National Academy of Sciences, USA.

teratomas that had been allowed to mature
in SCID/beige mice (Fig. 1). The HEY
ovarian cancer cells had been transfected
so as to stably express a histone H2A-GFP
fusion protein, in order to facilitate the
tracking of tumor cell growth and invasion.
Following various periods of growth, im-
munohistochemical analysis of the mixed
teratoma-tumor structures confirmed the
feasibility of using this approach to exam-
ine human tumorigenesis properties in a
human cellular microenvironment.

3
Results

The important findings using this novel
approach included: (1) the development
of a homogeneous mass of tumor cells
with high proliferative capacity within the
differentiated microenvironment of the
teratoma; (2) the identification of invasion

by tumor cells into the surrounding differ-
entiated teratoma structures; and (3) the
existence of blood vessels of human origin
derived from hES differentiation. In this
regard, we have demonstrated staining of
such blood vessels by using antibodies
to human-specific endothelial cell sur-
face antigenic epitopes such as CD31 or
CD34 in teratomas bearing tumors, and
demonstrated the presence of blood ves-
sels of hES origin, of various calibers
and levels of maturity, growing adjacent
to and within the tumor. Therefore, it
will be important to rigorously quantitate
differences in blood vessel development
between teratomas without and with tu-
mor growth using these immunoreagents.
This immunostaining approach can be
supplemented with quantitative molecular
analysis of the known neovasculogenesis
gene expression profile.

4
Discussion

This novel experimental approach using
human stem cell technology has been ex-
tended to generate a novel experimental
platform, in which a wide variety of human
tumor cells can be grown in a preclini-
cal setting in a tissue microenvironment
consisting of differentiated human cells,
for investigating cancer growth and an-
ticancer therapy. We have examined and
compared different multiple human tu-
mor cell types with varying tumorigene-
sis properties, and correspondingly found
differences in growth, invasion, and an-
giogenic responses using this new model.
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Most significantly, we find that the hetero-
geneous hES derived microenvironment
provides a supportive niche for tumor
growth, which is not available to human tu-
mors growing xenografts following direct
injection in murine tissues. We postulated
that this reflects the availability to the tu-
mor of the variety of potential human
supporting cells that the corresponding
tumor would actually encounter in the clin-
ical setting. This postulate is supported and
strengthened by the finding of significant
differences in the response to anticancer
therapy in tumors growing in the human
cell microenvironment of a teratoma in im-
munocompromised mice in comparison
with the same tumors growing following
direct injection into the hind limb mus-
cle tissue of these mice. It remains to

be seen whether such differences may be
predictive of expected responses in clini-
cal trials. It will also be possible to extend
the applications of this model in a num-
ber of basic and applied directions. Among
others these extensions include:

1. pharmacologic and/or genetic manip-
ulation of either the tumor cells or
the hES derived stromal cells, which
could include stable transfection of the
hES cells with constructs targeted to
modify the levels of expression of key
enzymes and growth factors involved in
the stromal response to tumor growth
and progression;

2. molecular analysis of hES derived sur-
rounding stromal cells, isolated from
the tumor growths; isolation of stromal
cells of different histologic specificity

Cultured pluripotent stem cells

In vivo differentiation in
immunodeficient mouse

In vitro differentiation into
embryoid bodies

Injection of cancer cells into
human cellular microenvironment

Fig. 2 An experimental platform for growing
human tumor cells within a human cellular
microenvironment derived from differentiation

of human embryonic stem cells in vitro and in
vivo. Copyright (2003) Discovery Medicine.
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can be achieved by laser microdissec-
tion, and can be subjected to gene or
protein expression analysis on relevant
microchip arrays;

3. vital and functional monitoring of the
tumor growth in response to therapeu-
tic intervention, using modern imaging
techniques applied to appropriately la-
beled or marked hES or tumor cells,
including hybrid imaging with micro-
PET/CT, or with luminescence or fluo-
rescence detection.

It should be recognized that in the case
of bulk teratomas and embryoid bodies,
these structures are comprised of a mixture
of cells, and lack the homogeneity or
organization present in authentic human
tissues. To this end, enrichment protocols
and 3D polymer-based in vitro models have
already been applied to human embryonic
stem cell growth and will likely represent
an important future step in optimizing
the utility of the experimental platform
that we have described. This model can
be extended to the growth of tumor
cells in a purely in vitro embryoid body
configuration (Fig. 2).

5
Summary

In summary, we present and propose us-
ing a novel experimental platform consist-
ing of human tumor cells growing within
a human cellular microenvironment de-
rived from human embryonic stem cells.
The growth, invasion, and human neo-
angiogenic response observed indicate that
these structures may serve as an important
preclinical model for investigating and ma-
nipulating the stromal response in tumor
cell growth, and thereby contribute to the
progress of cancer research.

See also Brain Development; Cancer
Stem Cells; Cellular Interactions;
Mammalian Cell Culture Methods;
Nuclear Transfer for Cloning Ani-
mals; Parthenogenetic Stem Cells;
Principles and Applications of Em-
bryogenomics; Stem Cells.
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Keywords

Astrocytes
The most numerous glial cells in the CNS, astrocytes were traditionally defined by their
star shaped morphology and believed to serve as support cells for neurons. It is now
known that some astrocytes function as the neural stem cells in the adult brain.

Neural Stem Cells
Cells with the capacity for long-term proliferation that are capable of giving rise to
progeny that differentiate into neurons, astrocytes, and oligodendrocytes. These cells
are also able to self-renew, meaning they can divide to produce more stem cells.

Neurogenesis
The production of new neurons and the process by which they are born, migrate,
and mature.

Radial Glia
Cells with a long basal process that extends from their cell body in the ventricular zone,
through the parenchyma toward the brain surface. Classically, radial glia were viewed
as immature glial cells that guide neuronal migration and function as scaffolding for
brain development, but more recently have been determined to have neural stem
cell properties.

Subgranular Zone
The region at the border between the granule cell layer and the hilus in the dentate
gyrus of the hippocampus. This region is a germinal center and site of ongoing
neurogenesis in the adult brain.

Subventricular Zone
The region of the brain lining the walls of the lateral ventricles. This region is a major
germinal center and site of ongoing neurogenesis in the adult brain.

� The adult brain continues generating new neurons. This discovery has dramatically
changed our view of brain plasticity, and has also revealed previously unsuspected
mechanisms of neuronal birth, migration, and replacement. In this chapter, we
focus on the mechanism of neuronal birth and discuss recent data on how these
new findings have changed concepts on the origin of neurons and glial cells in the
adult, and developing central nervous system (CNS). Adult neurogenesis has been
demonstrated in the forebrain of songbirds, and in the hippocampus and olfactory
bulb (OB) of adult mammals, suggesting that neural stem cell are retained in the
adult brain. These primary precursors have now been identified and shown to reside
in specialized germinal niches. The composition and organization of these niches
is discussed. Surprisingly, the primary precursor of new neurons in the adult brain
has been found to be radial glial cells (birds) and astrocytes (mammals), glial cells
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long considered to be part of a lineage separate from that of neurons. Work in the
developing mammalian brain has shown that radial glia are not only precursors of
astrocytes, but also of neurons, oligodendrocytes, and ependymal cells. Radial glia
also serve as the precursors of adult neural stem cells. It is becoming increasingly
clear that neural stem cells are contained within the lineage of neuroepithelial cells-
radial glia-astrocytes. The identification of primary precursors in the developing and
adult brain is fundamental to our understanding of neural development and adult
neural replacement.

1
Introduction

For almost a century, the brain was con-
ceived to differ significantly from other
tissues that constantly self-renew. In these
self-renewing tissues, primary progenitors
or stem cells divide to regenerate different
cell types, thus constantly replaying devel-
opmental programs in the adult for the
purpose of tissue maintenance. For exam-
ple, the bone marrow contains hematopoi-
etic stem cells that divide to generate sec-
ondary progenitors that differentiate into
different types of blood cells. The brain was
considered different. It was thought that
the important functions carried out by the
brain required a stable network of neurons
and that these fundamental cellular ele-
ments were not added or replaced in adult
life, but only formed during a restricted
period of embryonic and fetal life. It was
believed that the mature brain was not able
to support the birth, migration, and incor-
poration of new neurons, much less that
these cells could then be integrated into
functioning brain circuits. The progenitors
and scaffolding required to support neu-
ronal production and incorporation were
thought to be present in the brain during
just a limited period of development.

This traditional view has changed.
Whereas many neurons in the brain are

very long lived and indeed not replaced
throughout life, new neurons are recruited
into selective brain circuits probably in
all vertebrate species, including humans.
This conceptual shift raised fundamental
questions about the mechanism by which
new neurons are added to the adult brain.
Investigations on the mechanism of adult
neurogenesis revealed that neural stem
cells were retained in the adult brain. The
identification of these primary progeni-
tors (stem cells) yielded an unexpected
observation: these cells had the character-
istics of astrocytes, a type of glial cell (the
supportive cells found around neurons)
previously thought to be fully differen-
tiated and completely separate from the
neuronal lineages. Here we will review
how this field has evolved and how these
discoveries, together with the recent iden-
tification of the stem cell in the developing
brain, radically change the concepts in de-
velopmental neuroscience.

2
Adult Neurogenesis

Neurons do not divide. No one has
ever observed a fully mature neuron
undergo mitosis. Mitosis in the adult
brain is rare and when observed it is
associated with small cells and with
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cells of glial character. It is for this
reason that it was classically thought that
while gliogenesis continues in the adult
brain, neurogenesis stops soon after birth.
However, determining what a cell that has
undergone mitosis ultimately becomes is
not a simple problem. [3H]thymidine, an
analog of thymidine that gets incorporated
into DNA during S phase of the cell cycle,
was instrumental to our understanding
of the fate of dividing cells and to the
discovery of adult neurogenesis. Early
studies suggested that [3H]thymidine was
incorporated into neurons of adult brains
after an electrolytic lesion. It was suggested
that multiple neuronal types, including
cortical pyramidal neurons, may be formed
in the adult brain, and that some of these
cells appear labeled with [3H]thymidine as
soon as one day after injection. Some of
these early claims are not supported by
more recent work, as we now know that
it takes much longer for new neurons to
form in the adult brain. More recent work,
however, has confirmed that new neurons
are indeed added to very specific circuits
of the adult brain.

It was in an adult songbird, the canary,
that neurogenesis was first demonstrated
using, in addition to anatomical methods,
ultrastructure and electrophysiology. Ca-
naries display dramatic hormone-induced
changes in brain regions associated with
song production. It was this remarkable
plasticity that led Goldman and Notte-
bohm to use [3H]thymidine to determine
whether new cells were added to song
control nuclei. It was found that cells
that incorporated [3H]thymidine had the
characteristic morphology of neurons at
the light microscope. These cells also had
the ultrastructure of neurons including
synapses, they displayed action potentials
and synaptic inputs typical of neurons,
and some of the new neurons grew axons,

which are only observed on nerve cells and
not on glial cells. Neuronal recruitment in
adult songbirds was first described in the
song control nuclei, but was then shown
to occur throughout most of the telen-
cephalon. The new neurons are born in
the ventricular zone (VZ) on the walls of
the lateral ventricles. Just as in develop-
ment, the precursors for the new neurons
in the adult are not located at the site of
differentiation, but in specialized germi-
nal niches sometimes millimeters away
from their site of final differentiation. Ra-
dial glia persist in the ventricular wall of
adult birds, and the long processes of these
cells guide the migration of young neu-
rons in the brain from their site of birth
to their ultimate destination where dif-
ferentiation occurs. Little is known about
the microenvironment in the avian VZ
that supports the proliferation of neural
precursors. The cell adhesion molecule N-
Cadherin is concentrated in this region
and has been suggested to play a role in
maintaining the progenitor cells within
the germinal niche. These studies firmly
established that new neurons are added to
adult birds.

New glial cells are also formed in the
brain of adult canaries. However, in con-
trast to neurons, these cells seem to
be derived from cells that divide locally
within the brain parenchyma. This infer-
ence comes from the observation that at
short survivals after [3H]thymidine admin-
istration, cells of glial morphology appear
labeled throughout the brain parenchyma.
Furthermore, cells that migrate away from
the VZ seem to give rise only to neurons.
Evidence in vitro, however, suggests that
both neurons and glia may be generated
from dividing VZ cells in the brain of adult
canaries. This may suggest that cells de-
rived from the adult VZ in birds have the
potential to form both neurons and glia,
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but that the environment within the adult
avian brain is only conducive to the differ-
entiation of these new cells into neurons.
Alternatively, separate precursors for neu-
rons and glial cells may exist in the VZ of
adults, but only the progeny of neuronal
precursors migrates away from the VZ and
differentiate.

Neurogenesis also continues in several
regions of the central nervous system
(CNS) of other vertebrate species includ-
ing adult fish, lizards, and amphibians.
The body and brain of most poikilotherm
vertebrates continues to grow throughout
life. Unlike mammals or birds in which
neurogenesis is thought of as a process
of cell replacement, in poikilotherms it
has been suggested that neurogenesis is
associated with growth of the body. For
example, the retina of adult fish and frog
keeps growing and this growth results, at
least in part, from the addition of new
neurons, including ganglion cells. Neuro-
genesis in adult lizards, however, appears
to also have a role in regeneration. The
medial cortex in lizards, a region equiva-
lent to part of the hippocampal formation
in mammals, thought to be important
for spatial and olfactory learning, receives
many new neurons in adults. Most inter-
estingly, following a neurotoxic lesion that
destroys most of the neurons of the medial
cortex in adult lizards, rapid regeneration
ensues, resulting in remarkable histolog-
ical restoration. The regions in the VZ
of adult lizards that give rise to the new
neurons are well defined, and this should
allow for the identification of the prolifer-
ative neuronal precursors that make these
regenerative processes possible.

In mammals, the study of adult neu-
rogenesis has been highly contentious.
After years of debate over the identity of
[3H]thymidine labeled cells and whether
it occurs at all in adult primates, it has

now been clearly established that neuro-
genesis occurs in two regions of the adult
mammalian forebrain: the olfactory bulb
(OB) in the anterior telencephalon and the
dentate gyrus (DG) of the hippocampus.
Neurons destined for the OB are born in a
specialized germinal region called the sub-
ventricular zone (SVZ). The SVZ is on the
walls of the lateral ventricles caudal to the
olfactory bulb. New neurons destined for
the OB have to migrate a long distance (in
mice 3–8 mm) to get to their final site of
differentiation. In contrast, those destined
for the dentate gyrus of the hippocampus
are born locally in the subgranular zone
(SGZ) (see Fig. 1).

Neuronal recruitment has also been
demonstrated in adult primates, including
humans. Similar to rodents, cells in the
adult primate hippocampus are born in
the SGZ. Also in a similar manner to
what has been described in adult rodents,
new neurons born on the lateral wall of
the lateral ventricles of adult monkeys
migrate into the olfactory bulb where
they differentiate into local interneurons.
Interestingly, the migration from the SVZ
to the olfactory bulb does not occur in adult
humans, but has been inferred to take
place in human embryos. This suggests
that this migratory process stops sometime
during development in the human brain.
Gould and colleagues in 1999 proposed
that limited neuronal recruitment may
also occur in neocortex. However, other
laboratories did not observe incorporation
of new neurons in adult cortex.

In the case of the olfactory bulb and
dentate gyrus, the recruitment of the
new neurons in the adult has been
firmly established. Analysis by electron
microscopy has shown that newly formed
cells in the dentate gyrus and the olfactory
bulb of adult rats have the ultrastructure
of neurons and receive synaptic inputs.
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Fig. 1 Neurogenesis occurs in two regions of the adult brain. (a) Schematic cross-sectional
view of the adult mouse brain at the level of the hippocampus. Retrovirally labeled
progenitors in the subgranular layer of the dentate gyrus (DG) give rise to new neurons in the
granule cell layer (b). Newly generated neurons, periglomerular cells (c) and granule cells (d)
in the olfactory bulb are derived from labeled progenitors in the subventricular zone (SVZ).
(e) The SVZ-OB system. Schematic sagittal view of the adult mouse brain with the OB to the
left and cerebellum (CB) to the right. New neurons are produced throughout the SVZ
(orange). The young neurons become aligned into long chains that form a series of
interconnected paths throughout the SVZ. Once the chains reach the anterior SVZ, they join
the rostral migratory stream (RMS), which leads the young neurons into the core of the
olfactory bulb. Within the OB, cells disperse radially (dashed arrows) as individual cells and
complete their differentiation into periglomerular cells (c) and granule cells (d). CX, Cortex;
cc, corpus callosum. (See color plate p. xxxi).

In addition, newly formed cells in the
dentate gyrus have axons that can be
backfilled when a retrograde tracer is
injected in CA3 of Ammon’s horn. More
recently, electrophysiological studies in
slice cultures have demonstrated that new

cells in the olfactory bulb and dentate gyrus
display action potentials typical of neurons
and are integrated into synaptic networks.
These observations clearly establish the
neuronal identity of new cells incorporated
in the olfactory bulb and hippocampus.
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The demonstration of adult neurogen-
esis in birds and mammals has changed
the long-held dogma that no new neurons
are formed in adults. These discoveries
have raised the very basic question: which
cells in the adult brain function as the pri-
mary progenitors or stem cells that make
adult neurogenesis possible. The rest of
this chapter will focus on the neural stem
cells that are retained in the adult brain.

3
Identification of the Primary Precursors in
the Adult Brain

During development neurons are born in
specialized proliferative zones, generally in
regions on the walls of the brain ventricle.
As we have described earlier, this is also
the case in adult birds where new neurons
originate form progenitor cells in the wall
of the ventricle. In adult mammals, cells
born in the SVZ are also born close to the
walls of the lateral ventricles, but neurons
born in the SGZ are generated away from
the ventricular system. In this section, we
will discuss how these different germinal
regions are organized and also discuss
which cells are the stem cells for the
continual generation of new neurons.

3.1
A Ventricular Zone (VZ) in Adult Birds:
Radial Glia as Neuronal Progenitors

Classical studies have shown how radial
glia serve as scaffolding for building
the brain. As discussed below, until
quite recently radial glia were considered
committed progenitors of astrocytes, the
most common type of glial cells in the
brain; thus the name glia. Radial glia
have their soma in the VZ, and possess
a long process that extends toward the
brain surface. These processes serve as

guides for the migration of many young
neurons from their site of birth in the
VZ. Sometime after neuronal production
ceases, radial glia in the mammalian brain
migrate away from the VZ and transform
into astrocytes. In contrast to mammals,
radial glia persist in the adult brain of
songbirds, as described earlier, and also in
the adult brain of many species of cold-
blooded vertebrates.

In adult canaries, new neurons are
incorporated throughout most of the telen-
cephalon, but not outside of it. This spatial
restriction emerges during development
around the time of hatching. As explained
above, neurons are born in the walls of the
lateral ventricles from which they migrate
long distances to reach most areas of the
telencephalon. The proliferative layer in
the walls of the lateral ventricles in adult
birds has many of the properties of the
developing VZ. It is within this layer of
cells that the primary precursor cells that
support continuous adult neurogenesis re-
side. Proliferation occurs at higher rates in
VZ ‘‘hot spots’’ where a large number of
new neurons are born.

Young neurons born in these hot spots
use the long processes of radial glia as
guides to migrate away from the VZ.
In this respect, the function of radial
glia is similar to that described during
the development of the cerebral cortex.
However, a series of observations began
to suggest that radial glia in adult birds
may not only function as migratory guides
but also as precursor cells. Neurogenic
hot spots in birds are enriched for radial
glia, and neurogenesis appears to be the
primary function for these proliferative hot
spots as no glial cells emerge from these
regions. Surprisingly, radial glia divide,
and their division correlates spatially and
temporally with the appearance of new
neurons in the proliferative hot spots.
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This strongly suggests that radial cells in
adult songbirds divide to generate the new
neurons. Retroviral lineage studies in the
adult avian telencephalon demonstrated
radial glia in the same clones as that
of new neurons, which was consistent
with the model that radial glia gave
rise to the new neurons. Radial glia
in the adult avian brain also undergo
interkinetic nuclear migration, a behavior
typically associated with progenitor cells
in the developing VZ. Adult avian radial
glia also extend a single short cilium
into the cerebrospinal fluid; primary cilia
of similar structure and localization are
found in neuroepithelial stem cells during
embryonic development.

The above analyses strongly suggest
that radial glial cells in the VZ of the
adult avian brain function as the primary
precursors of new neurons. The lineage
and precise mode of division of radial
glial in adult birds is not known. Nor
is it known whether new neurons are
produced directly from the division of a
radial glia or whether the radial glia divide
to generate intermediate progenitors that
then generate the young neurons. The idea
of radial glia as neuronal precursors was
considered a peculiarity of adult birds,
perhaps an adaptation for the continual
generation of new neurons that is so
widespread in the telencephalon of adult
songbirds. In mammals, radial glia were
considered to be in a lineage separate from
that of neurons. However, as we will review
below, this idea has begun to change.

4
Progenitors of New Neurons in the Adult
Mammalian Brain

After more than a century of believing
that the regenerative potential of the adult

mammalian brain ended with develop-
ment, the discovery of adult neurogenesis
in restricted regions of the adult mam-
malian brain opened a whole new perspec-
tive. It suggested that neuronal progenitors
and mechanisms to put these progenitors
to work were in place at least in some
regions of the adult brain. This raised
hopes both for understanding a totally
new mechanism of neural plasticity and
for the possible use of this regenerative
capacity for therapeutic purposes. One of
the most basic questions was: which cells
in the adult brain have this unique po-
tential to give birth to the new neurons?
It was well established that in mammals,
unlike birds, radial glia are not retained
in the adult brain, but transform into as-
trocytes at the end of fetal development
as explained above. The origin of the new
neurons in the SVZ and the SGZ, the
two regions of the adult mammalian brain
that continue generating new neurons in
the adult, will be the theme discussed in
this section.

4.1
Stem Cells Persist in the Adult
Mammalian Brain

Before we understood the organization of
adult germinal centers or the identity of
the primary precursors of new neurons,
studies of isolated cells in vitro made a very
basic and important contribution. When
cells from the adult brain were exposed
to growth factors in vitro (in the initial
studies on EGF or epidermal growth fac-
tor), a small subpopulation of the plated
cells began to grow in suspension to form
spherical clusters that were called neuro-
spheres. Neurospheres have the interesting
property of generating differentiated cells,
including neurons, oligodendrocytes, and
astrocytes when the growth factors are re-
moved from the medium and the cells
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are transferred onto a culture substratum
that allows the cells to adhere to the tis-
sue culture plate. Moreover, when primary
neurospheres are dissociated and individ-
ual cells are placed again in nonadherent
culture conditions with growth factors, a
subpopulation of the cells in the neu-
rosphere is able to generate secondary
neurospheres that are also capable of
generating differentiated progeny. Clonal
cultures subsequently demonstrated that
a single cell isolated from the adult brain
can generate a neurosphere. Since self-
renewal and multilineage differentiation
are some of the basic defining properties
of stem cells, these studies indicated that
neural stem cells were retained in the adult
brain. A similar conclusion was reached
independently using adherent culture con-
ditions with FGF (fibroblast growth factor)
as the growth factor. FGF can also promote
the growth of neural stem cells as neu-
rospheres alone or in combination with
EGF. Neurospheres have been isolated
from other mammalian species includ-
ing humans. It has been suggested that
neurospheres could potentially provide a
method for the amplification of neuronal
precursors for therapeutic purposes. Neu-
rospheres have become widely used in the
neuroscience field to address questions on
the regulation of self-renewal of neural
stem cells, and to study factors that influ-
ence the differentiation of neural stem cells
into specific types of neurons or glial cells.

Initial studies using EGF to make neu-
rospheres used cells isolated from the
entire striatum, which included parts of
the walls of the lateral ventricle. Sub-
sequent studies demonstrated that the
self-renewing multipotent neurospheres
were derived from a thin strip of the wall
of the lateral ventricle. It is only on this
wall that EGF-responsive cells capable of

forming neurospheres are present. Inter-
estingly, FGF-resposive neurospheres can
be grown not only from the walls of
the lateral ventricle but also from other
ventricular walls, including the central
canal in the spinal cord. FGF-responsive
neural stem cells have also been iso-
lated from regions of the adult brain,
which apparently do not contain ventricu-
lar wall.

Interestingly, the populations of neu-
ral stem cells that respond to FGF or
EGF are apparently different. There is
some evidence suggesting that exposure
to FGF induces the formation of EGF-
responsive progenitors. This suggests that
in the adult brain FGF may activate an
earlier progenitor than EGF. The identi-
fication of the cells that respond to these
growth factors in vivo is a topic of consid-
erable interest and debate. We will next
describe the organization of the SVZ and
SGZ and describe their cellular compo-
sition. This will allow discussion of the
possible cell types that give rise to neuro-
spheres and provide an in vivo picture of
how neurogenesis normally occurs in the
adult brain.

5
Organization and Primary Precursors of
New Neurons in Germinal Zones of the
Adult Mammalian Brain

As explained above, neuronal birth in adult
mammals has been demonstrated in two
brain regions: (1) in the SVZ of the lateral
ventricles and (2) in the subgranular layer
(SGL) of the hippocampal dentate gyrus.
In the adult mammalian brain, very few,
if any, radial glial cells are retained into
adult life, raising the question of the
identity of the primary precursors for these
new neurons.



418 Stem Cells in the Adult Brain: Their Identification and Role in Neurogenesis

5.1
The Subventricular Zone (SVZ)

The presence of large numbers of dividing
cells in the SVZ has been known for more
than a hundred years and is known to
occur in many vertebrates including mice,
rats, rabbits, hamster, dogs, monkeys, and
humans. However, the fate of the large
number of newly generated SVZ cells
has been controversial. While pioneering
work by Joseph Altman suggested that the
SVZ could generate neurons, most other
studies suggested that dividing SVZ cells
serve as a reservoir of precursors for glial
cells. Yet other investigators suggested that
the dividing cells in the SVZ die soon
after mitosis.

Direct demonstration that large num-
bers of neuronal precursors exist in the
adult SVZ was obtained by culturing SVZ
cells that had been labeled in vivo with
[3H]thymidine. In vivo adult SVZ cells
generate new neurons that migrate to the
olfactory bulb where they constantly re-
place interneurons, a process that also
continues in adult primates. It has been
suggested that SVZ cells may also give
rise to neurons that migrate to other brain
regions, but this process remains to be
clearly demonstrated. In addition, the post-
natal SVZ appears to be an important
source of glial cells.

The cellular composition and organi-
zation of the SVZ has been described
(Fig. 2). SVZ neuroblasts (type A cells),
migrate in homotypic chains through a
network of interconnecting pathways dis-
tributed throughout the wall of the lateral
ventricle. These chains are ensheathed by
slowly proliferating type B cells. B cells
have the ultrastructural properties of as-
trocytes, including a light cytoplasm, thick
bundles of glial fibrillary acidic protein
(GFAP) positive intermediate filaments,

gap junctions, glycogen granules, and
dense bodies. Scattered along the chains
of type A cells are clusters of rapidly di-
viding type C cells. Most of the SVZ is
separated from the ventricle by a layer
of multiciliated ependymal cells. Many of
the chains of type A cells coalesce in the
anterior and dorsal SVZ forming a re-
stricted path of migration called the rostral
migratory stream (RMS). The RMS is the
pathway along which neuroblasts migrate
from the SVZ to the olfactory bulb, where
the neuroblasts differentiate into granule
and periglomerular neurons.

Several lines of evidence indicate that
a subset of SVZ astrocytes function as
the primary neuronal precursors in vivo.
Following infusion of the antimitotic
drug cytosine-β-D-arabinofuranoside (Ara-
C) into the adult mouse brain for six days,
neuroblasts (A cells) and rapidly dividing C
cells are eliminated. This treatment spares
some SVZ astrocytes and ependymal cells.
About 12 h after Ara-C removal, SVZ
astrocytes begin dividing. Dividing SVZ
astrocytes give rise to type C cells, which in
turn generate neuroblasts. Within 10 days,
the entire SVZ regenerates. Ependymal
cells do not incorporate mitotic markers at
any of the survivals studied, indicating that
these cells are not the primary precursors
of the new neurons.

GFAP-expressing astrocytes can be
specifically labeled in transgenic mice
expressing the receptor for an avian retro-
virus under control of the GFAP promoter.
SVZ astrocytes labeled with this method
also generate type C cells, followed by
neuroblasts that migrate to the olfactory
bulb, indicating that under nonregener-
ating conditions SVZ astrocytes are also
the primary precursors of the new neu-
rons. As indicated above, a subpopulation
of SVZ cells in the adult rodent brain
can respond to EGF to generate neural
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Fig. 2 Neurogenesis in the adult SVZ.
(a) Cross-section of the adult mouse brain and
(b) schematic illustration of SVZ composition
and architecture; (c) expanded region. The SVZ
lies adjacent to the lateral wall of the lateral
ventricle (LV, tan). The chains of neuroblasts
(A cells, red) destined for the olfactory bulb
migrate as chains through glial tunnels formed
by the processes of slowly dividing astrocytes (B
cells, blue). Focal clusters of rapidly dividing
precursors (C cells, green) are found scattered

along the network of chains. Multiciliated
ependymal cells line the wall of the ventricle
(gray). Occasionally, an SVZ astrocyte extends a
process with a single cilium to contact the
ventricle. The lineage of olfactory bulb neurons
has been described. SVZ astrocytes (B cells) act
as neural stem cells in this region and divide to
give rise to the rapidly dividing precursors
(C cells) that in turn generate the neuroblasts
that migrate to the olfactory bulb. (See color
plate p. xxix).

stem cells in vitro. Cells derived from vi-
tally labeled SVZ astrocytes respond to
EGF signaling, both in vivo and in vitro.
These cells can undergo self-renewal and
can generate both neurons and glia. This
suggests that SVZ astrocytes (B cells) cor-
respond to the primary precursors of not
only neurons, but also of neurospheres
in the adult SVZ. Interestingly, astrocytes
from other brain regions can also generate
in vitro stem cells, but only if isolated from
mice younger than 10 days. After this time,

only astrocytes from the SVZ have this ca-
pacity. Importantly however, most of the
EGF-responsive SVZ progenitors in vivo
that give rise to neurospheres are not SVZ
astrocytes, but rather the transit amplify-
ing cells, the C cells. This suggests that
as primary precursors (type B cells) are
activated for proliferation and convert into
type C cells, they retain self-renewal and
multilineage potential if exposed in vitro
to high concentrations of growth factors.
Consistently, O2A progenitors, a transit
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amplifying cell population from the optic
nerve previously believed to be commit-
ted to the glial lineage, also generate cells
with neural stem cell characteristics in vitro
when exposed to growth factors.

Further verification that astrocytes are
the neural stem cells comes from studies
using transgenic mice expressing herpes
simplex virus thymidine kinase (TK) from
the GFAP promoter. Exposure to ganci-
clovir (GCV) leads to the production of
a toxic metabolite, only in cells express-
ing TK, resulting in their selective killing.
In vivo infusion of GCV into GFAP-TK
mice for three days resulted in a nearly
complete depletion (96%) of neurosphere
forming cells from the SVZ. Together,
the above results suggest that neural stem
cells are contained within a population of
cells classically considered to be differenti-
ated macroglia.

Multiciliated ependymal cells have also
been suggested to function as the neural
stem cells of the SVZ in vivo and in vitro.
However, several other studies do not sup-
port this interpretation. Most importantly,
as mentioned above, there is no evidence
that multiciliated ependymal cells divide in
vivo. Ependymal cells do, however, play an
important role in adult neurogenesis. Bone
morphogenetic proteins (BMPs), which
are powerful inhibitors of SVZ neurogen-
esis, are produced by SVZ astrocytes. This
suggests that the neurogenic potential of
many SVZ astrocytes is under constant in-
hibition by BMPs. Ependymal cells secrete
noggin, which neutralizes the inhibitory
effects of BMPs in the SVZ. Thus, the close
interaction between the SVZ astrocytes
and the ependymal layer is probably critical
for the creation of a neurogenic niche.

Proliferation in the adult SVZ may be
affected by lesions of the brain and of
the corpus callosum, inhibition of ni-
tric oxide, and stimulation of estrogen

release in prairie voles. It will be inter-
esting to determine precisely which cells
are affected by the above manipulations.
However, the problem is complex, as mul-
tiple cells divide in the SVZ, including
the young neurons. Since these neurob-
lasts are migrating tangentially, apparent
effects on BrdU labeling may not be due to
changes in the rate of division of progeni-
tors, but to the accumulation or depletion
of neuroblasts resulting from changes in
migratory rates.

The above observations demonstrate
that SVZ astrocytes behave as neural
stem cells in vivo and in vitro. This
raises fundamental questions about the
nature of SVZ astrocytes and how they
differ from astrocytes in other brain
regions. Astrocytes are very heterogeneous
in structure, morphology, and function.
Better markers are required to identify
the different classes of astrocytes in the
adult brain and, in particular, those that
can function as stem cells. As mentioned
earlier, neurogenesis also continues in the
SGL layer of the hippocampus. In the next
section, we will review recent work that
suggests that astrocytes in the SGL also
function as the primary precursors for
new neurons.

5.2
The Subgranular Zone (SGZ)

The SGZ is the birth site of new neurons
that become incorporated into the adult
dentate gyrus of the hippocampus. In
contrast to the SVZ or the adult avian VZ,
the SGZ is not located close to the walls of
the brain ventricles. It lies deep within the
brain at the interface of the granule cell
layer of the dentate gyrus and the hilus in
the hippocampus. There is much interest
in understanding the origin of these new
neurons, as the hippocampus has such
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an important function in learning and
memory. Earlier work suggested that small
darkly stained cells of ‘‘undifferentiated’’
appearance corresponded to the neural
stem cells of the adult SGZ. In vitro
studies also indicated that cells isolated
from the adult hippocampus have neural
stem cell properties in vitro. However,
the identity of the cells in vivo that
give rise to these stem cells in culture
remains unknown.

In addition to the dark cells, astrocytes
continue to divide in the SGZ of the
adult hippocampus. Division of astrocytes
was generally attributed to a process of
local gliogenesis. This ongoing gliogenesis
was thought to support neuronal function
and neuronal turnover. However, more
recent work suggests that SGZ astrocytes
are the primary precursors of the new
neurons of the adult hippocampus. We

will next discuss how the SGZ is organized
and the types of cells involved in adult
hippocampal neurogenesis.

Two types of astrocytes have been iden-
tified in the SGZ, radial astrocytes, and
horizontal astrocytes. Both types of as-
trocytes express GFAP, but only radial
astrocytes express Nestin. Radial astrocytes
have their cell bodies in the SGZ and have
a prominent radial process that traverses
the granular cell layer (Fig. 3). Radial SGZ
astrocytes also have shorter tangential pro-
cesses extending along the SGZ under
the blades of the dentate gyrus. At the
electron microscope, these cells have ul-
trastructural features of astrocytes similar
to those of the SVZ, with a light cyto-
plasm containing intermediate filaments,
and thin processes that intercalate between
neighboring cells. Soon after labeling with
a marker of DNA synthesis, such as BrdU

DG

Hi

cc

Hippocampus

B

D3

D2

D2

G

B D1
D2

D2

GD3
D1

(a)

(b) (c)

Fig. 3 Neurogenesis in the adult SGZ. (a) Cross-section of the adult mouse brain at
the level of the hippocampus and (b) schematic illustration of composition and
architecture of the SGZ and granule cell layer; (c) expanded region. SGZ astrocytes
(B cells) have long radial processes that penetrate the granule cell layer and short
tangential ones that run parallel to the SGZ. Dividing B cells generate immature, dark
cells (D cells) that divide and mature into new granule neurons. D cells have been
classified into three subtypes, D1, D2, and D3 that correspond to different stages in the
maturation of the new neurons. The SGZ astrocytes (Blue cytoplasm, black nucleus); D
cells (yellow or orange cytoplasm, gray nucleus), G: mature granule neuron (dotted,
not filled). (See color plate p. xxiv).
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or [3H]thymidine, about half of the labeled
cells in the SGZ correspond to astrocytes.
Interestingly, with longer survivals after
BrdU or [3H]thymidine labeling, the num-
ber of labeled astrocytes rapidly decreases
and the number of labeled GFAP-negative
cells increases. A rapid decrease in the
number of labeled GFAP-positive astro-
cytes with extended survival after BrdU
injection has also been described in the
dentate gyrus of adult rats. Close examina-
tion of this population of GFAP-negative
cells that appears after increasing survival
time revealed a small dark cell population
(D cells). These cells probably correspond
to the small dark cells previously suggested
to function as the precursors of the new
neurons (mentioned earlier).

Type D cells (or Type 2 progenitors
as they were called in other studies),
however, do not correspond to the primary
precursors of the new neurons, but to an
intermediate progenitor that is derived
from the division of radial astrocytes.
This was demonstrated by following the
fate of dividing SGZ astrocytes after an
antimitotic treatment and demonstrating
that radial SGZ astrocytes cells give rise to
D cells and granule neurons. Moreover,
when transgenic mice that express the
receptor for an avian retrovirus under
control of the GFAP promoter are infected
with an avian retrovirus expressing the
reporter gene alkaline phosphatase, the
dividing population of GFAP-expressing
cells in the SGZ can be selectively
labeled. One month after such selective
labeling, labeled neurons are found in the
granule cell layer. The neurons derived
from the GFAP-expressing cells extended
axonal projections into the CA3 region
of Ammon’s horn, indicating that they
were incorporated into the normal circuitry
of the hippocampus. Together, these
experiments indicate that SGL astrocytes

are the primary precursors that give rise to
new granule neurons in the adult dentate
gyrus through the intermediate D cells. As
indicated above, neural stem cells can also
be isolated and grown in culture from the
adult hippocampus, but the in vivo cell type
that gives rise to these stem cells in vitro
has not been identified.

Detailed examination of the SGZ archi-
tecture has revealed a close interaction
of radial astrocytes, the primary progen-
itors of the new neurons, with their
progeny the D cells (Fig. 3). SGZ astro-
cytes and their processes form basketlike
structures that nest tight clusters of D
cells. Within these nests, D cells (Type 2
precursors) have cellular protrusions of
different lengths and orientations, and
begin expressing neuronal markers in-
cluding Doublecortin, PSA-NCAM, Tuc4,
NeuroD, Prox 1, and NeuN. Consistently,
D cells have electrophysiological proper-
ties of young neurons. D cells have been
classified into three subtypes, D1, D2,
and D3, and shown to correspond to dif-
ferent stages in the maturation of the
new neurons.

D1 cells are most immature, bearing no
process or only a short one. Apparently,
radial astrocytes divide asymmetrically to
generate D1 cells that remain closely asso-
ciated with the cell body of the progenitor
astrocyte. Interestingly, D1 cells divide
again to generate two D2 cells that bear
a short process. Sometimes both daugh-
ter cells survive, but more frequently one
of the daughters dies (Fig. 3). This is
consistent with the finding that about
half of all cells die during the matura-
tion process. D2 cells then mature into
D3 cells with a longer process that tra-
verses the granule cell layer to become
the primary dendrite of the newly formed
granule neuron. D3 cells then mature
into fully differentiated granule neurons.
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Newly formed neurons then progressively
lose PSA-NCAM from dendrites, cell body,
axon and terminal synaptic arbor as they
mature. During this maturation, the devel-
oping primary process of D3 cells, which
gives rise to the dendritic arbor, remains
closely associated with the radial processes
of SGZ astrocytes. Thus D1, D2, and D3
cells remain closely associated with astro-
cytes throughout their maturation. Radial
astrocytes appear to have a dual func-
tion; these cells give birth to the new
neurons and support them throughout
their maturation. They appear to provide
scaffolding and probably support their de-
velopment. The importance of astrocytes
for supporting neurogenesis has also been
demonstrated in vitro for SVZ and SGZ
progenitors.

It is not known how much tangential dis-
persion of D cells occurs within the SGZ
before these cells complete their differen-
tiation. One possibility is that D cells do
not migrate tangentially but remain largely
confined to one radial domain, perhaps as-
sociated to their mother astrocytic cells.
If this is the case, interesting hypotheses
can be raised on the role that the primary
precursor may play in the local control of
neuronal addition.

The large radially oriented process of
astrocytes that function as the primary
precursors of new neurons may have im-
portant functions in relaying information
from within the granule cell layer to the
SGZ. This process may serve like an
‘‘antenna’’ to relay information from the
granule cell layer and to the SGZ. This
information may help regulate the prolif-
eration of progenitor cells. Multiple factors
can affect neurogenesis, and/or neuronal
recruitment in the adult dentate gyrus,
including adrenal steroids, the blockade
of NMDA receptors, seizures, housing
animals in enriched conditions, exercise,

inflammation, and antidepressants. These
different conditions may directly or indi-
rectly affect the level of neuronal activity
within the dentate gyrus and this may
be detected by radial astrocytes induc-
ing changes in the proliferation rate of
these cells and in their progeny. It will
be interesting to determine how these
experimental paradigms affect the pro-
liferation rates of astrocytes and D cells.
Increased neurogenesis may require the
induction of larger numbers of SGZ neural
stem cells to enter the cell cycle. Inter-
estingly, neuronal birth in the dentate
gyrus increases following adrenalectomy,
and this same condition results in a par-
allel increase in the proliferation of SGZ
astrocytes. In this case, more astrocytes
may become activated to accommodate
the increased demand for new neurons
following adrenalectomy. The identifica-
tion of the primary precursors and of
the intermediate cellular stages in the
production of new hippocampal neurons
will aid in the study of how neurogene-
sis is regulated in the adult mammalian
hippocampus.

6
Organization and Primary Precursors of
New Neurons in the Embryonic and
Postnatal Mammalian Brain

In order to understand the developmen-
tal origin of adult neural stem cells
and the derivation of adult germinal
centers, we must be familiar with the
identity and properties of embryonic neu-
ral stem cells. This section will discuss
the organization of the early neuroep-
ithelium and why these cells are be-
lieved to give rise to radial glia. Further-
more, we will discuss the structural and
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stem cell functions of radial glia during
development.

6.1
Radial Glia are the Neural Progenitors of
the Developing Brain

As mentioned above, radial glia and their
processes serve as scaffolding during brain
development and, in particular, as guides
for the migration of young neurons from
their site of birth in the VZ to their final
destination in different substrata of the
developing brain. At the end of fetal de-
velopment, radial glia in the mammalian
brain retract from the ventricular and pial
surfaces and transform into astrocytes that
migrate into the underlying brain. As the
name radial ‘‘glia’’ implies, these cells are
thought to be glial cells. This is not only
because they are immediate precursors of
astrocytes but also because radial glial cells
express markers and have morphological
and ultrastructural characteristics of astro-
cytic cells.

Radial glia are thought to be derived
from neuroepithelial cells, the earlier brain
progenitors that form the neural plate and
neural tube. In the embryonic neural tube,
neuroepithelial cells contact both the ven-
tricular and pial surfaces. As development
proceeds and this neuroepithelium gives
rise to the multilayered fetal brain, the
distance from the ventricle to the brain
surface greatly increases. Neuroepithelial
cells transform into elongated radial glia
by maintaining their ventricular and pial
contacts. Radial glia and neuroepithelial
cells have many things in common. Both
cell types undergo mitosis with interki-
netic nuclear migration. Radial glia contact
the ventricular lumen into which they
extend a single short cilium, which is
very similar, if not identical, to the cilia

found on the ventricular surface of neu-
roepithelial cells. Interestingly, this short
cilium on radial glia and neuroepithelial
cells is very similar to the one observed
on adult neural stem cells (mentioned
earlier). The function of this subcellu-
lar structure is not known, but it likely
holds important secrets about neural stem
cell regulation.

Both radial glia and neuroepithelial cells
express the intermediate filament nestin,
which is widely used to label neural stem
cells in culture. This, together with the
work in adult birds discussed earlier, be-
gan in the early 1990s and suggests that
radial glial cells may be something more
than just ‘‘glia.’’ After more than a cen-
tury since Magini, Ramón y Cajal and
others began to describe radial glia, or
spongioblasts as they were also called at that
time, the true nature of these cells has
emerged. Radial glia are the stem cells of
the developing CNS. A recent series of ele-
gant studies in the developing mammalian
brain have shown that radial glia divide
and generate a wide array of brain cells in-
cluding neurons. Radial glia isolated from
embryonic mouse and rat neocortex can
produce neurons and glial cells in vitro.
Radial glia isolated during the time when a
large number of neurons are formed in the
cerebral cortex, produced mostly colonies
containing neurons. In contrast, when ra-
dial glial cells are isolated after this peak
in neurogenesis, they generate mostly glial
or mixed colonies. This suggests that ra-
dial glial cells can generate both neurons
and glia and that their potential changes
with age.

The most direct proof of the progenitor
function of radial glia comes from direct vi-
sualization of the behavior of fluorescently
labeled radial glia in slice cultures. With
this approach, one can directly observe cor-
tical radial glia dividing asymmetrically to
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produce young neurons, which then mi-
grate into the cortex. Noctor et al. went
on to make electrophysiological record-
ings from clonally related cells to confirm
the identity of radial glia and their neu-
ronal progeny. Taken together, the above
clearly demonstrate that radial glia can
generate neurons. More recent work in-
dicates that in some instances radial glia
divide asymmetrically, but produce neu-
rons indirectly. The daughter cell moves
away from the VZ into the SVZ and di-
vides again to generate two neurons. This
last pattern of neuronal generation, also
having as an origin a radial glial cell,
is reminiscent of that observed in the
adult SVZ and SGZ, where a primary
precursor first gives rise to a transit ampli-
fying cell, which then divides to generate
the neurons.

Radial glial cells appear to be much
more than just ‘‘glia’’ or guide posts
for neuronal migration. These complex
cells are the stem cells that through
repeated division directly or indirectly
generate the amazing array of neurons
and glial cells that shape the brain. Radial
glial cells are not simple undifferentiated
cells, as would be expected for a stem
cell, and this fact had likely tricked us
into believing for over a century that
they were differentiated glial cells. Radial
glia are large and complex cells that
maintain specialized contacts with all
strata of the developing brain; including
the pial surface, blood vessels, neurons,
and other progenitors in the VZ. These
cells also form organized palisades that
likely play an important structural role
for the developing brain as classically
thought. In addition to providing spatial
alignment between germinal centers close
to the brain ventricles and the more
superficial brain regions where neurons
take up residence, the long processes of

radial glia could carry signals from more
superficial strata of the developing brain
mantel into the germinal epithelium in
the VZ. This radially organized alignment
system may be particularly important for
the development and evolution of the
mammalian neocortex.

The notion that radial glia are just scaf-
folding and support for embryonic brain
development must change, as these cells
are primary precursors for an enormous
number of neurons. This new concept has
immense implications for our understand-
ing of the molecular and cellular basis of
brain development. It is within radial glia
that much of the program for brain histo-
genesis must unfold. Therefore, we must
look to these cells to find the molecular
switches that control the well-orchestrated
generation of the different cell types that
form the brain.

Contrary to what was expected, the
cell type in the embryonic brain with
the most complex and ‘‘differentiated’’
characteristics (long radial processes, elab-
orate cytoskeleton, complex endings in the
pial surface, and contacts with blood ves-
sels), the radial glia, turn out to be a
primary precursor of neurons. Recent ev-
idence indicates that these cells are also
the precursors of adult neural stem cells,
thus, revealing the lineage tree of neural
stem cells.

7
The Lineage of Neural Stem Cells;
Evolving Concepts

The above indicates that cells that have
been classically considered as differen-
tiated glial cells in the adult and the
embryo correspond to the primary pre-
cursors of new neurons. The lineages
leading to the formation of neurons and
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glial cells were classically considered to
diverge early during embryonic develop-
ment. In this traditional lineage tree,
astrocytes and radial glia were drawn in
one branch, while neurons were placed
in a separate one. On the basis of the
above findings, this concept has begun to
change. In this last section, we will discuss
how neural stem cells in the developing
and adult brain are likely to be contained
within what was classically considered
a macroglia lineage – neuroepithelium-
radial glia-astrocytic cells – (Fig. 4). It is

from this central stem that the differenti-
ated lineages in the brain emerge.

Since the discovery of glial cells in
the nervous system in the middle of
the nineteenth century, these support-
ive cells have been considered the end
product of differentiation rather than the
stem from which other cells were de-
rived. Initially, it was believed that glial
cells had a mesenchymal origin and cor-
responded to the connective tissue of the
brain. This idea was overturned by Wil-
helm His, who showed that glial cells were
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Fig. 4 Development of neural stem cells from the embryo to the adult. Primary
progenitors in the embryo correspond to radial glia (R) in blue. These cells
produce different generations of neurons (N, red) during development either
directly, or indirectly through transit amplifying progenitors (C cells, green).
Radial glia also generate oligodendrocytes (O, black) and ependymal cells
(E, gray). It is not known whether single radial glia generate these different cell
types or whether radial glia are lineage-restricted in vivo. Radial glia also turn into
parenchymal astrocytes (A, black-blue) and germinal region astrocytes
(B, blue-black). The latter continue to divide in the adult brain and generate
neurons (N) and oligodendrocytes (not shown) through transit amplifying cells
(C)]. The neural stem cell lineage is contained within what was classically
considered an astrocytic lineage (Blue cells and arrows). (See color plate p. xxxiii).
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derived from the so-called ‘‘spongioblasts’’
(what we now know as radial glia). From
his work emerged the dominant hypoth-
esis that in the early neural epithelium,
predetermined precursors produced ei-
ther neurons or glia. This concept of a
separate origin for neurons and glia has
remained very influential in neuroscience
until fairly recently.

Neurons and glial cells are not as
separate as once thought. Work in insects,
for example, has shown that neurons
and glial cells may be produced from
a final division of a progenitor. Work
in vertebrates has also suggested that
both glial cells and neurons may be
derived from a common progenitor. Other
studies, however, continue to support the
idea that glial-restricted and neuronal-
restricted progenitors give rise to the
corresponding differentiated cells in the
brain. Both lineage-restricted precursors
and multipotential stem cells may exist in
the brain and as such these two camps
may not necessarily subscribe to mutually
exclusive ideas.

Two major findings suggest that stem
cells are contained within what was earlier
considered a glial-restricted lineage; the
demonstration of radial glia as progenitor
cells of not only astrocytes but also neu-
rons, and the identification of multipotent
precursors with astrocytic characteristics
that support ongoing neurogenesis in the
adult brain. This is not to say that all cells
with astrocytic characteristics are stem
cells. In fact, the name ‘‘astrocyte’’ has
been used to describe a wide array of cells
in the brain, including some (e.g. stellate
astrocytes) that do not divide and appear
to be terminally differentiated glial cells.
Clearly, progenitor potential is inherited
by some astrocytes, and this suggests that a
continuum between embryonic and adult
neural stem cells may exist to form the

stem cell lineage in the brain. The ques-
tion is: which cells in the developing brain
are the progenitors of the adult neural
stem cells?

One hypothesis is that it is the radial
glial cells. These cells are known to
give rise to astrocytes, some of which
may be the ones that retain progenitor
function in the adult germinal niches.
Notch is believed to maintain cells in a
proliferative progenitor state and inhibit
neuronal differentiation. When Notch is
activated in early neuroepithelial cells, it
promotes radial glial identity, consistent
with the idea that radial glia are derived
from neuroepithelial cells and that they
possess stem cell potential. This same
study suggests that Notch activation in the
early neuroepithelium promotes astrocytic
identity in the adult brain including the
SVZ. This observation lends support to
the idea that radial glia in the lateral
wall of the lateral ventricle may transform
into the SVZ astrocytes that continue
to function as stem cells in the adult.
Direct evidence linking radial glia in
development with adult stem cells has
recently been obtained.

In mice, as in other mammals, most but
not all radial glia have transformed into
astrocytes by birth. A subpopulation of ra-
dial glia persists in the lateral wall of the
lateral ventricle of newborn mice. Interest-
ingly, these radial cells are precisely in the
region where the adult germinal SVZ will
develop. This offered an opportunity to di-
rectly test whether radial glial cells in this
region serve as progenitors of adult neu-
ral stem cells. The cell bodies of neonatal
radial glia line the lateral wall of the lat-
eral ventricle and form a VZ. Their long
basal processes radiate outward, curving
through the striatum toward the surface
of the brain. The disappearance, within
the first week of life, of radial glia from
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the lateral ventricular wall correlates with
the appearance of GFAP+ astrocytes, sug-
gesting a possible link between these two
cell populations. Taking advantage of their
unique long processes that curve around
the striatum, a technique was developed to
selectively and permanently label a small
cohort of radial glia. When a virus ex-
pressing the DNA recombinase, Cre, is
injected into the lateral striatum near the
brain surface, it infects the radial glial
cell processes and is transported to their
cell bodies in the VZ. Specific labeling
of these radial glial cells can be attained
when the infection is performed in trans-
genic mice carrying a reporter gene behind
a transcriptional stop element flanked by
Cre-recombination sites. Examination of
the fate of these labeled radial glial cells
at varying time points after the initial
injection, demonstrated that radial glia
give rise to olfactory bulb granular and
periglomerular interneurons, and striatal
and SVZ astrocytes. This is consistent with
the traditional concept of radial glial cells
being precursors of astrocytes and with
the more recent view that radial glia are
also neuronal progenitors (mentioned ear-
lier). Interestingly, however, these radial
glial cells also give rise to two other cell
populations that were not known to be
derived from radial glia: oligodendrocytes
and ependymal cells. This demonstrates
that this population of neonatal radial glia
act as multipotent progenitors, but it re-
mains unknown whether individual radial
glia are multipotent in vivo. When indi-
vidual labeled radial glia were placed in
culture, they generated neurospheres. The
neurospheres grown from radial glia self-
renewed and differentiated into neurons,
astrocytes, and oligodendrocytes, indicat-
ing that striatal radial glia act as true
neonatal stem cells in vitro. Most im-
portantly, some of these neonatal stem

cells transformed to generate the neuro-
genic stem cells of the adult SVZ (Fig. 4).
These results strongly support the hypoth-
esis that neural stem cells are contained
within the radial glia–astrocyte lineage.

The evolving view suggests that dif-
ferentiated cells, including neurons and
glia, are derived from neural stem cells
which include neuroepithelial cells, radial
glia, and astrocytes. Progenitors in the
VZ of the developing mammalian brain
are programmed spatially and temporally
to produce different types of neurons. It
is, therefore, within neuroepithelial cells,
radial glia, and astrocytes that these molec-
ular programs unfold for the generation
of different cell types. As developmental
time progresses and these cells convert
into adult progenitors, neural stem cells
constantly change. The most rapid change
probably occurs during embryonic devel-
opment, as neuroepithelial cells and radial
glia adjust their genetic program to pro-
duce the different types of neurons and
glial cells required for assembly of the
nervous system. The temporal control of
neurogenesis is illustrated in Fig. 4, by
showing neurons of different sizes and
shades produced at the different develop-
mental stages. This is an oversimplifica-
tion of a process that includes multiple
reiterations and many more cell types, af-
fecting not only neurons but also glial cells.
Some of the genetic control for the gen-
eration of different types of neurons has
begun to be uncovered in the insect brain,
and this is likely to become a dominant
theme in vertebrate neural development
and in trying to understand neural stem
cell regulation. Thus, while we postulate
the neuroepithelium-radial glia-astrocyte
as the lineage within which neural stem
cells are contained, this does not mean that
all these cells are equivalent. The types of
neurons and glial cells produced at each
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developmental stage may be quite unique
and dependent on an internal program that
these cells carry. Therefore, in the strictest
sense, neural stem cells in vivo are prob-
ably not self-renewing, especially during
development.

8
Concluding Remarks

A profound change in concepts is taking
place in our understanding of neural de-
velopment and the nature of neural stem
cells. The demonstration of adult neuro-
genesis has not only challenged long-held
dogmas about brain development and plas-
ticity, but has allowed us to study the nature
and origin of neural stem cells. We have
reviewed above a string of discoveries lead-
ing to the suggestion that neural stem cells
are contained within a lineage of neuroep-
ithelial cells, radial glia, and astrocytes,
which was once considered a lineage lead-
ing to the generation of only differentiated
glial (support) cells. These new concepts
could have important implications for how
we think about development and help us
devise new strategies for brain repair. Per-
haps most surprising is that neural stem
cells are not simple ‘‘undifferentiated’’ pro-
genitor cells. They are structurally quite
complex, with long processes that interact
closely with other cells in the brain and
most prominently with their own progeny.
Thus, in addition to being progenitors,
they also appear to be true supportive
cells as had been originally attributed to
glia. This combined function – progenitor
and support – may be inherited from a
time in evolution when epithelial cells first
‘‘invented’’ how to make nerve cells. As
suggested by Ramón y Cajal almost a cen-
tury ago, astrocytes may be nothing more

than modified epithelial cells. An impor-
tant challenge for the future is to try to
identify the different subtypes of astrocytes
in the adult brain and learn to distinguish
those that retain stem cell potential.
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Programming
A global change in gene expression profile resulting in a specialized, mature
differentiated cell.

Reprogramming
Global change in gene expression profile resulting in a switch from one cell type to
another.

� Stem cells are responsible for providing a source of differentiated cells in adult tissues
that undergo renewal or repair. Considerable progress has been made recently in the
identification and characterization of stem cells in adults. They have been the focus
of intense interest because of their potential therapeutic use in restoring form and
function to damaged tissues. Stem cells in postnatal animals have been identified
in specific locales, but another promising and less well-characterized population of
stem cells are circulating cells derived from the bone marrow (BMDC). Advances in
nuclear transplantation and the observed plasticity of gene expression and phenotype
reported in multiple phyla, show that adult cells, including derivatives of HSCs,
have a remarkable capacity to be reprogrammed. Irrespective of the mechanism
by which reprogramming occurs, fusion or differentiation in response to the
microenvironment, the potential for new gene expression patterns by BMDC (bone
marrow–derived cell) progeny in recipient tissues holds promise for developing
cellular therapies for both proliferative and postmitotic tissues.

1
Introduction

The concept of stem cells continues to
evolve and the list of examples of stem
cells is growing. Yet, the need for rig-
orous experimental verification coupled
with problems of semantics and long-held
dogma make identification of a cell as a
stem cell difficult. The necessary func-
tional characteristics of stem cells as well
as the physical criteria that endow them
with tangible qualities that can be used
to detect, isolate, and manipulate them
remain elusive. There is no universally
agreed upon definition of a stem cell, yet
most investigators claim to know one when
they see one.

This chapter concerns ‘‘adult’’ stem
cells, as distinct from ‘‘embryonic’’ (ES)
stem cells. For the purposes of this
review, all stem cells existing in postnatal
animals are ‘‘adult.’’ Like all somatic cells,
adult stem cells are presumably derivatives
of embryonic stem (ES) cells, although
the ontogeny of diverse adult stem cells
remains unclear, since to date lineage
tracing has not been performed. ES cells
studied in tissue culture generally are cell
lines selected for their ability to proliferate
indefinitely in vitro. There is no evidence
that such a characteristic bears relevance
to the in vivo functions of ES cells and
it is likely that these cells have acquired
properties that differ from their cell of
origin in the blastula. Since ES cells can be
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made to grow and differentiate in vitro,
similar expectations are often made of
adult stem cells. As is the case with ES cells,
such manipulations are unnatural, and
place a different set of demands on cells
that may have no bearing on their function
in vivo. A case in point is that although to
date cartilage can be produced in a culture
dish, it has never been possible to obtain
function in joints after implantation in
mammals. Therefore, it is necessary to
distinguish the biology of ES and adult
stem cells as they exist and function in an
organism from what they or their progeny
can do in a dish.

A conceptual paradox arises regarding
one of the most commonly ascribed at-
tributes of a stem cell: the potential for
self-renewal. As defined, self-renewal is
the ability to yield progeny that are identi-
cal to the parent cell. Self-renewal is known
to occur at a functional level based on seri-
ally transplanted hematopoietic stem cells
(HSCs) in mice that continue to repopu-
late the lineages of the blood. However, the
property of self-renewal is more complex
than it first appears, as HSCs cannot be
serially transplanted indefinitely and HSC
function decreases with age. Self-renewal
carries the connotation of the ability to di-
vide without limit (as ES cell lines appear
to do). However, should self-renewal be a
property of stem cells in vivo, it must be
under strict control. Moreover, a common
determinant of stem cells in vivo is that
they rarely divide. In fact, some of the most
elegant studies used to track stem cells
in vivo exploit the property of label reten-
tion. A prerequisite for label retention is
limited division to avoid dilution. Accord-
ingly, the number of divisions that stem
cells undergo in the adult (although more
than other somatic cells) is quite limited
and has been estimated for a number of
tissues to be in the range of 100 to 1000

during the lifetime of the organism. These
confounding findings raise the question
as to whether self-renewal, or the ability to
be cultured extensively in a clonal fashion
should be considered a property essential
to stem cells that exist naturally in vivo.
We suggest here that the importance of
clonality in stem cell biology is limited to
providing experimental material for in vitro
manipulation in order to work with homo-
geneous cell populations uncontaminated
by other cell types. Its relevance in vivo
remains unclear; certainly extensive self-
renewal without specialization does not
appear to be the norm in adult tissues.

Another attribute often ascribed to adult
stem cells is their potency, or the number
of different types of differentiated progeny
that can be produced by a given stem
cell. ES cells, by definition, give rise to
all the cell types of the body. Adult stem
cells differ in that respect. Most ‘‘stem
cells’’ found in adult tissues are largely
responsible for producing a few different
specialized cell types, or possibly only one
type (satellite cells in the case of mus-
cle, for example). While this characteristic
may reflect intrinsic differences in the abil-
ity of cells to express different patterns of
genes, an equally plausible explanation is
that it may reflect differences among cells
in exposure to factors in their in vivo mi-
croenvironment. These factors influence
experimental findings and are responsible
for much of the debate surrounding the
‘‘nuclear plasticity’’ or differentiative po-
tential, of cells found in postnatal animals.

All tissues that undergo renewal or re-
pair are associated with relatively less
differentiated cells that divide and differ-
entiate to replenish cells lost in response
to injury or in the course of aging. The
number of different cell types that can
arise from any given progenitor may vary,
is poorly understood, and is a subject of
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debate and interest. In addition, such con-
siderations are essential for defining stem
cells versus the more specialized progeni-
tors and then precursors to which they give
rise, for example, in hematopoiesis. Con-
sequently, in this chapter we avoid a strict
definition of ‘‘adult stem cells,’’ as any defi-
nition is likely to exclude or underestimate
the contribution of cells with a critical role
in tissue repair, the essential property of
a stem cell in vivo. Thus, terminology can
hinder progress by providing constraints
to the acceptance of novel findings that
do not fit a definition intrinsic to a long-
held dogma. Such semantic problems have
contributed to the confusion that plagues
the stem cell field, in general, especially
with respect to experiments using bone
marrow–derived cells (BMDC) or the sub-
population of BMDC that are HSCs.

Terms such as ‘‘plasticity,’’ and ‘‘trans-
differentiation’’ have a range of different
connotations, and thus clarification based
on historical definitions may be useful.
The phenotypic conversion of one cell or
tissue type into another has been termed
‘‘metaplasia,’’ and the literature is replete
with examples in humans. ‘‘Transdiffer-
entiation,’’ on the other hand, is a specific
type of metaplasia involving a change in
differentiated phenotype. As classically de-
fined, the criteria for transdifferentiation
of a cell are very specific: initially the
cell must exhibit a mature, specialized
stable phenotype, followed by a change
to another specialized stable phenotype,
not necessarily involving an intervening
cell division. As used here, a ‘‘mature’’
cell refers to a cell type that performs
a function, with stable, identifiable char-
acteristics of the specific tissue or organ
system to which it contributes and is
often postmitotic, for example, neurons,
keratinocytes, and cardiomyocytes. On the
other hand, ‘‘plasticity’’ is characteristic of

all examples of nuclear reprogramming,
including cloning, heterokaryons, or meta-
plasia. Simply put, plasticity means ‘‘the
ability to change or adapt.’’ It is a de-
scriptive term that relies on context. To
minimize confusion, we propose that the
term ‘‘plasticity’’ always be qualified and
used in a specified context; for example,
plasticity of nuclear gene expression, plas-
ticity of cell morphology, plasticity of the
differentiated state.

A clear distinction between that which
occurs in life and that which we can in-
duce is essential, yet often confused. With
increased technological advances, these
differences may become more obscure,
affecting results and their interpretation.
Until recently, frequent and easily dis-
cernible fates of cells were reported. Now it
is possible to detect extremely rare events.
Technological advances have revealed un-
expected properties of cells, such as the
ability of HSCs or their progeny in adults
to incorporate into muscle fibers. The
repertoire of individual HSCs (and their
progeny) was not supposed to include
participation in skeletal muscle and ex-
pression of muscle-specific genes. Is this
heresy, a rare fluke of nature, or due to the
restrictions scientists have imposed on the
HSC inherent in its name and definition?
Below, we summarize the current state of
knowledge regarding stem cells that func-
tion in postnatal animals. We then discuss
our hypothesis that what will ultimately
dictate the medical value of any partic-
ular postnatal cell as a stem cell is its
potential to be ‘‘programmed’’ or ‘‘repro-
grammed, which is a property intrinsic to
its nuclear chromatin structure. Further-
more, we speculate that the ability to alter
this property and remodel chromatin at a
molecular level can enhance the plastic-
ity of any given cell and consequently its
utility.
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2
Characteristics of Adult Stem Cells

Stem cells have been characterized in a
number of different adult somatic tissues
in which turnover is the norm. Stem cells
are not known for cells that are not gener-
ated postnatally, such as Purkinje neurons.
Moreover, cells of most somatic tissues,
other than the blood, do not circulate and
remain relatively localized within one re-
gion of the tissue throughout the lifetime
of the cell. Accordingly, somatic stem cells
have been found within the tissues to
which they are known to contribute in
adulthood (see Table 1). The concept that
the circulation can be an alternate route for
somatic stem cells to reach and contribute
to injured target tissues has arisen as a
possibility in the past few years as markers
of blood (GFP (green fluorescent protein),
Y chromosome, and β-galactosidase) and
methods for definitively resolving single
cells expressing more than one marker
(laser confocal microscopy) have come
available. Transit of non-HSCs via the
circulation would require functions in ad-
dition to those known to be performed
by localized stem cells (extravasation and
homing) heretofore thought to be limited
to hematopoietic cells. To be convincing,
physical incorporation into tissues must
be coupled with novel patterns of gene
expression. This process may be termed
reprogramming, or more aptly in the case
of stem cells, ‘‘programming’’ since a stem
cell should not need to be reprogrammed
to do something that is part of its natural
function. One concern is whether the pro-
gramming or reprogramming that occurs
attains the frequency required to affect
the function of the recipient tissue. This
second requirement is key for any natu-
ral property of stem cells in living animals.
However, rare events if real do not preclude

use of a particular cell therapeutically for
tissue regeneration. A clear understanding
of the biology underlying such naturally oc-
curring events may allow manipulation of
cells and augmentation of their ability to
perform new functions.

The designation of a cell as a ‘‘stem cell’’
has been limited to cells residing within
proliferation-competent tissues that give
rise to progeny that exhibit tissue-specific
morphology and function. By marked con-
trast to ES cells, cultured cells from adults
display a much lower propensity to differ-
entiate into a broad range of cell types,
and primary cultures are often difficult to
establish. In most cases, adult stem cells
have exhibited oligo or unipotent abilities
(see Table 1 for known examples and their
unique characteristics). The characteriza-
tion of stem cells in adults is very much
a work in progress. A detailed account of
each of the cell types currently designated
as ‘‘stem cell’’ in adult tissues is beyond
the scope of this text and the reader is re-
ferred to a number of excellent reviews and
primary articles. Below we focus on one
central principle of stem cell function: the
ability to induce the nucleus to express a
specific repertoire of genes, thereby mod-
ifying cell identity in order to maintain,
replace, or rescue a particular tissue.

3
Plasticity of Gene Expression

The recently discovered capacity of adult
BMDCs to contribute to nonhematopoietic
tissues suggests that they may repro-
gram their nuclei for functions other than
blood. Nuclear transplantation (cloning)
and cell fusion in nondividing het-
erokaryons and subsequently cloning,
provide historical evidence for plasticity
of mammalian gene expression. These
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fundamental observations provide clear
evidence of nuclear plasticity and serve
as a starting point for understanding this
developing field and its potential applica-
tions to regenerative medicine. Examples
from numerous publications reveal that
the potential exists at the genetic, cellular,
and organismal levels for cells to assume
new functions: gene expression patterns
can change, differentiation can be ma-
nipulated, and cells can incorporate into
tissues from which they did not originate.
Consideration of the evidence leading to
this conclusion describes the current state
of the field. A consideration of the progress
in the understanding of molecular mech-
anisms for remodeling chromatin may
determine whether there are insurmount-
able blocks to using endogenous genetic
or cellular complements (directly or after
ex vivo manipulation) to repair the body.
The goal of this chapter is to draw at-
tention to the fundamental concept that
plasticity of gene expression (required of
stem cells) is widespread in mammalian
cells, and provide the reader with evidence
that this idea is supported by decades of
experimentation.

The most direct way to investigate the
capacity of a nucleus to express a new set
of genes is to expose it to new intracellular
factors and observe how it responds. Nu-
clear cloning, the introduction of a donor
cell nucleus into an enucleated oocyte to
produce an embryo, was first studied in
amphibians. The results showed for the
first time that differentiation and develop-
ment do not require loss or irreversible
inactivation of genes. The disparate in-
terpretations of the early results are in-
structive vis-a-vis the current controversy
surrounding the behavior of BMDC, HSC,
and their derivatives in different settings.
Briggs and King first reported that trans-
plantation of nuclei from frog blastulae

into enucleated oocytes yielded swimming
tadpoles. They observed that irrespective of
developmental stage, donor nuclei from a
given lineage typically gave rise to normal
tissues of the same lineage, but to ab-
normal tissues from other lineages. These
experiments led them to conclude that dif-
ferentiated donor nuclei are restricted in
their developmental potential. Diberardino
demonstrated that differences in cloning
efficiency were, in part, related to the cell
cycle of the donor nucleus, which had to
switch to the rapid cycle typical of the
egg. Nuclei derived from cells that were
further along in development lost totipo-
tency, presumably because they were more
differentiated, had slower cell cycles and
were therefore more difficult to activate. In
other nuclear transplant experiments, Gur-
don showed that when tadpoles were used
as the source, some normal adult frogs
could be produced using nuclei derived
from differentiated intestinal endoderm.
By contrast with Briggs and King, Gurdon
heralded these findings as strong evidence
for the plasticity of gene expression, and
concluded that genes are not permanently
inactivated, but instead can be reawak-
ened, even in differentiated cells. Some
caveats remained. Attempts to generate
adult frogs from nuclei derived from adult
animals were unsuccessful. King favored
the interpretation that reprogramming of
differentiated nuclei was limited, and that
Gurdon’s results likely represented con-
taminated transplants that included less
differentiated cells. Nonetheless, Gurdon’s
bold interpretation stimulated thinking in
the field of differentiation. Remarkably,
confirmation of these results in mammals
was not forthcoming for decades.

Despite the experiments in amphibians,
20 years later their relevance to mecha-
nisms of differentiation in mammalian
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cells had still not gained acceptance. Ex-
perimentally induced fusion of different
cell types using viruses or the chemi-
cal polyethylene glycol became a powerful
method to study gene expression changes
after exposure of nuclei to new cytoplasm.
Studies using synkaryons (cell hybrids that
proliferate and exhibit nuclear fusion) first
showed the existence of trans-acting re-
pressors and activators, but gene activation
was only transient because of cell division
and the consequent loss of chromosomes.
These studies were extended by fusion
of cultured cells to form multinucleate,
stable heterokaryons, in which each nu-
cleus remained distinct and intact. Such
nondividing cell fusion products allowed
changes in gene expression to be moni-
tored over time. Gene expression patterns
depended on the nuclear ratio or relative
gene dosage, and the consequent balance
of factors present in the cytoplasm at any
given time, showing that differentiation is
dynamic and continuously regulated.

Clear evidence of reprogramming adult
somatic nuclei evolved as investigators
learned to manipulate heterokaryons. In
early work with heterokaryons, Ringertz
showed that fusion of rat myoblasts and
chick erythrocytes caused the nuclei of
the erythrocytes to swell and chromatin
to become diffuse, but reprogramming
was not observed. When transformed
lines of mouse muscle cells were fused
in tissue culture with rat cells in high
serum medium that did not favor differ-
entiation, gene repression, not activation
was observed. However, when stable het-
erokaryons were produced in low serum
medium in the presence of inhibitors of
cell division, fused diploid mouse muscle
cells and nontransformed human diploid
cells derived from all three embryonic lin-
eages, endoderm (hepatocytes), ectoderm

(keratinocytes), and mesoderm (fibrob-
lasts), were shown to activate a number
of previously silent genes (muscle) for the
first time. These results indicated that the
differentiated state could be altered, even
in specialized cells derived from human
adults. Critical to these findings were the
cell type used (nontransformed cells), the
medium (which favored differentiation not
proliferation), and a means of preventing
mitosis and unequal chromosome segre-
gation. Similar results were also obtained
using similar methods with other differ-
entiated cell types. Together, these in vitro
heterokaryon studies established that the
expression of genes that had been previ-
ously ‘‘silenced’’ during development and
differentiation could be reactivated by cy-
toplasmic factors present in somatic cells,
without the passage of nuclei through
the oocyte or exposure to sequential fac-
tors characteristic of embryogenesis that
was necessary for amphibian cloning.
The heterokaryon studies first conclusively
demonstrated that the differentiated state
in mammals was not terminal, but could
be altered.

The cloning of sheep nearly 15 years
later confirmed the findings in het-
erokaryons and cloned amphibians. Micro-
manipulation of the much smaller, more
delicate mammalian oocyte was pivotal
to the success of nuclear transplantation
in mammals. Techniques for injecting
oocytes, rather than zygotes, and other
conditions for cloning mammals were pro-
gressively improved in the 1980s and 1990s
culminating in 1997 with the successful
cloning of Dolly, a sheep derived from
the transplantation of an adult mammary
epithelial cell nucleus into a mammalian
oocyte. Mammalian cloning has now been
replicated in a number of species, in-
cluding humans, due to a progression of
technological advances.
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The low efficiency of mammalian
cloning (less than 1% of all nuclear trans-
fers produce live offspring) left open the
question of the cell of origin of successful
clones, with the possibility that tissue-
specific stem cells were the source of
the effective nuclei. That concern was ad-
dressed first in cloning experiments using
mature B and T lymphocytes, and has re-
cently been laid to rest with the generation
of live mice from unambiguous, fully dif-
ferentiated, postmitotic olfactory neurons.
These experiments leave no doubt that
even ‘‘terminally’’ differentiated cells in
mammals have nuclei that retain the re-
markable capacity to be reprogrammed to
totipotency and generate all the cell types
necessary to form an intact animal.

From a practical standpoint, the effi-
ciency of mammalian cloning has not
improved since the first cloned mam-
mals were reported. In addition, surviving
cloned animals often continue to have
a high incidence of defects, for exam-
ple, large offspring, placental problems,
and arthritis. These abnormal phenotypes
are likely to be the result of epigenetic
rather than genetic abnormalities, because
they are not passed on to the offspring
of affected cloned animals. Accordingly, a
major effort is being directed at identifying
the factors that are responsible for promot-
ing the orderly silencing and reactivation
of genes.

In summary, we now know that the
cytoplasm has the capacity to direct re-
programming, and that at least in oocytes,
reprogramming to a totipotent state can oc-
cur. Therapeutic cloning via the derivation
of ES cells derived from somatic nuclear
transfer into oocytes has already proven to
be a viable approach to cell therapy with
the cure of RAG 2 deficient mice. Oocytes
and sperm have also been produced from
existing ES cell lines, potentially bypassing

the need to repeatedly obtain oocytes from
live humans for the purpose of cloning,
and associated ethical problems. Approxi-
mately half a century has passed since the
pioneering work of Briggs and King, and
Gurdon, and although the practical limita-
tions of low efficiency, high cost, and an
incomplete understanding of reprogram-
ming mechanisms must be overcome, it
seems likely that therapeutic cloning will
play a role in regenerative medicine.

Evidence that plasticity of gene ex-
pression (nuclear reprogramming) occurs
naturally in vivo is important, since both
cloning and PEG-induced heterokaryon
formation are examples of extreme, ex-
perimental manipulations. Examples of
tissue metaplasia in humans include bone
formation in scars and muscle, as well
as conversion of one type of epithelium
to another in the respiratory tract, the
urinary bladder, and in the esophagus
(Barrett’s metaplasia). Metaplasia can also
be induced experimentally. For example,
pancreas can be converted to liver in vitro
and in vivo in response to diverse factors
In Drosophila, conversion of one imagi-
nal disc to another in response to changes
in homeotic gene expression is another
example of metaplasia. In urodeles, a
differentiated limb muscle cell can dedif-
ferentiate and yield muscle, cartilage, and
connective tissue progeny, and seminal
studies of newt lens regeneration provide
the most well-known examples of transdif-
ferentiation. Like urodeles, zebrafish also
have a marked capacity for regeneration,
but as in humans, rigorous documentation
of cellular metaplasia in zebrafish by track-
ing labeled cells, has yet to be reported.
Finally, in axolotls, individually labeled
spinal cord glial cells can dedifferentiate
after tail amputation, and give rise to ma-
ture mesodermal (and neural) progeny,
a definitive germ layer switch. Thus, in
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response to injury, cells in differentiated
tissues exist that can change and exhibit
different phenotypes in lower animals as
well as mammals, and the mechanisms
may be evolutionarily conserved.

Notably, in humans metaplasia usually
occurs in response to pathological con-
ditions (e.g. gastroesophageal reflux in
Barrett’s esophagus). Indeed, it is unclear
whether there are examples, in humans,
of metaplasia as a component of normal
development, and the cells responsible for
tissue metaplasia in mammals have not
been defined. It is possible that reserve
cells for each different cell type are present
as distinct entities in metaplastic tissues.
By contrast, in mammalian lung, electron
microscopy has revealed that morpholog-
ical characteristics and organelles of two
different cell types can appear in one cell
during metaplastic conversion suggesting
that in some cases multiple gene expres-
sion patterns are available to a particular
cell in response to environmental changes.
Taken together, the many examples of
metaplasia are a testament to the intrinsic
ability of cells to alter significant patterns
of the genes they express in response to
their in vivo environment.

The mammalian examples of metaplasia
described above do not involve transcen-
dence of embryonic lineages or apparent
transit of cells via the circulation. Intense
investigation in mammals has recently
been directed at seeking evidence of meta-
plasia across embryonic lineages both for
fundamental interest and potential thera-
peutic benefit. This research has primarily
focused on BMDC in adults, which have
efficient access to all tissues of the body via
the circulation.

When the first report appeared demon-
strating that bone marrow cells could
contribute to muscle in mice, it was un-
clear whether this was a sporadic event or

of fundamental physiologic significance.
Using bone marrow from a transgenic
animal expressing the myosin light-chain
enhancer driving β-galactosidase (B-gal),
muscle fibers expressing the reporter gene
were found in transplant recipients. There
followed a number of reports of simi-
lar findings, using marrow cells marked
genetically with B-gal, Y chromosome,
and GFP. Such cells were reported to be
present in the brain, liver, heart, skeletal
muscle, and epithelia of the kidney, lung,
and skin. The incidence was generally low
(0.01 to 0.1% of total cells) and many of the
initial observations were not reproduced.
Although semantics seems to confound
results and their interpretation, there is
justifiable concern about the validity of re-
ported findings and each should be met
with appropriate skepticism, as well as rig-
orous examination of the stringency of the
methodologies used and accuracy of the
conclusions drawn. To be conclusive, ex-
perimental findings must be replicated by
others.

The emerging picture is that the con-
tribution of BMDC to nonhematopoietic
tissues is a rare but real event under
normal physiological conditions. This con-
tribution can be significantly increased in
response to tissue stress or damage, for
example, in liver In another case, damage
to muscle either by local toxin injection
or exercise resulted in a markedly higher
BMDC contribution, and it may be pos-
sible to increase this frequency further.
While recognizing that other excellent ex-
amples exist, we focus below on two that
are illustrative: skeletal muscle and Purk-
inje neurons, which have been extensively
studied by our group.

The identification of one cell type
within bone marrow with the capacity to
contribute to muscle was a critical finding.
Since the bone marrow contains ‘‘stromal’’
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cells with the ability to differentiate
into various tissues, it was not clear
whether stromal cells were responsible
for the BMDC contributions to liver and
skeletal muscle following bone marrow
transplant. Single-cell transplants have
now shown definitively that ckit+, sca-1+,
lin-HSC progeny not only reconstitute all
lineages of the blood, but also incorporate
into muscle in lethally irradiated mice.
Whether additional cells in marrow share
this capacity and can transit naturally to
other tissues via the circulation remains to
be determined.

BMDC also contribute to a population
of cells that are unique to the cerebellum.
In both mice and humans, BMT-derived
nuclei can be found in Purkinje neurons.
In mice, this is a low frequency event
that increases over time after BMT,
and most such Purkinje neurons exist
as binucleate heterokaryons. The use of
transgenic mice harboring the Purkinje
specific promoter, L7, showed that BMDC
nuclei that are present in heterokaryons
exhibit dispersed chromatin and express
the L7 promoter. Heterokaryon formation
also occurs in damaged multinucleated
muscle fibers. These findings suggest an
intriguing mechanism by which complex,
postmitotic structures may incorporate
genomic material from endogenous cells
in adulthood.

The contribution of bone marrow to
other tissues appears to represent an addi-
tional example of metaplasia in mammals.
However, available data do not address the
question of whether BMDC contribution
to other tissues is functionally significant
in normal life. From a therapeutic stand-
point, proof of principle has already been
achieved with the survival of tyrosinemic
fumarylacetoacetate hydrolase (FAH) mice
following HSC transplantation. Thus, the
degree to which this phenomenon can be

manipulated for therapeutic goals is an
important line of investigation.

Two different mechanisms have been
proposed whereby BMDC contribute to
nonhematopoietic tissues (see Fig. 1). Ei-
ther mechanism ultimately involves nu-
clear reprogramming. Initial reports of
‘‘plasticity’’ in adult stem cells suggested
that a developmentally immature BMDC
could alter its typical course of differenti-
ation to that of nonhematopoietic tissues.
Therefore, BMDC could function as tradi-
tional stem cells for other tissues. This
first mechanism implies a response to
extracellular signals that are detected by
the BMDC and result in an alteration
of gene expression and differentiation
along an alternative developmental path.
Such a process could, in theory, result
in mononuclear cells, either directly or
via a tissue stem cell intermediate. Ex-
amples that have been reported include
BMDC-derived kidney epithelium, pul-
monary epithelium, and pancreatic islets.
Three groups have also reported BMDC
in the satellite cell position, underneath
the basal lamina, expressing muscle stem
cell markers Although skeletal muscle may
be the most amenable system for dis-
cerning stem cell intermediates, it also
has inherent complexities, as the end
state via stem cell or direct fusion is
the same: a multinucleated fiber. The
strongest evidence to date that BMDC can
be reprogrammed as mononuclear cells
has recently been shown in pulmonary
epithelium using the Cre/Lox system to
exclude fusion.

As evidence for the second mechanism,
fusion, the heterokaryons formed between
BMDC and muscle or BMDC and Purkinje
neurons are perhaps the clearest examples.
In the case of fusion, reprogramming is
achieved by cytoplasmic factors that may
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Reprogramming
by extracellular
signaling

Reprogramming
by fusion and
cytoplasmic
mixing

Tissue
stem cell Proliferation

renewal

PurkinjeSkeletal muscleEpithelium

Fig. 1 Schematic representation of the possible
mechanisms of BMDC incorporation into
nonhematopoietic tissues. As discussed in the
text, not all mechanisms are well established in
vivo, and each may occur to a different extent or
not at all in different tissues. Thick arrows
indicate mechanisms that are better supported
in the current literature. First, nuclear
reprogramming can occur in cells in response to
extracellular signals to yield a mature
differentiated cell; second, nuclear

reprogramming may first result in differentiation
into a tissue-specific stem cell that has the ability
to generate mature, fully differentiated cells;
third, nuclear reprogramming is achieved when
the nucleus of the donor cell is exposed to
intracellular signals within a mixed cytoplasm
following cell fusion. Fusion of BMDC directly
with recipient cells is most clearly shown in
Purkinje neuron x BMDC heterokaryons, but
most probably also occurs in skeletal muscle
that exists naturally as a syncytium.

be similar to those associated with re-
programming during cloning, or in the
nuclei of heterokaryons formed in vitro.
Initial reports of contribution of BMDC
to nonhematopoietic tissues by fusion de-
scribed the phenomenon as ‘‘illegitimate,’’
‘‘mere,’’ or ‘‘random.’’ However, time has
granted a new respect for fusion. It is be-
coming clear that fusion of BMDC with
other tissues is a specific process lim-
ited to particular donor and recipient cells.
Moreover, it occurs naturally in vivo. A
number of molecules have been implicated
in cell–cell fusion in eukaryotic species,

some of which may play a role in BMDC
fusion. It will be interesting to determine
whether fusion mechanisms are evolution-
arily conserved and if cells that are involved
in BMDC contribution to other tissues fuse
by similar mechanisms.

In mammals, why fusion has remained
a property of some cells except in the
case of muscle or sperm and egg, is
unclear. We propose that the observed
fusion of BMDC with cells of other
tissues may represent a way for cells from
different parts of the body with diverse
histories to contribute to one another.
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A plausible significant impact from such
a cellular interaction is demonstrated by
rescue of the FAH mouse. And while
other models are currently lacking, one
could envision situations in which a
cell suffers a deleterious loss-of-function
mutation and is rescued by expression of
a reprogrammed, wild-type copy present
in a donated nucleus. If such scenarios
occur, a provocative and as yet unanswered
question arises: if a BMDC exists that
can self-renew and yield progeny such
as myeloid cells amenable to fusion,
reprogramming, and rescue of a defunct
Purkinje nucleus, is it functioning as a
Purkinje stem cell?

As the factors involved in the control
of gene expression at the molecular level
are identified, approaches may emerge for
increasing the efficiency of programming
and reprogramming. Chromatin remod-
eling by histone acetylation or deacety-
lation, methylation of histones or DNA,
and other mechanisms such as SWI/SNF
comprise the basic mechanisms of gene
activation and repression. Pharmacolog-
ical or genetic interventions that target
such remodeling factors may prove use-
ful for relaxing chromatin in order to
direct gene expression toward desired end
points.

4
Conclusion

The previous half-century has provided
the foundation and paved the way for
stem cell biology and therapy. We have
learned that (1) genetic material is gen-
erally not lost during development and
differentiation, (2) the cytoplasm of the
oocyte as well as somatic cells has the abil-
ity to reprogram gene expression, (3) most
genes, even in terminally differentiated

cells, can be reactivated, (4) a single so-
matic nucleus has the replicative capacity
to yield enough tissue for a whole new
organism, and (5) in life, cells change
their phenotypes, and in some cases, nu-
clear gene expression is reprogrammed
across lineages. These findings indicate
that the theoretical roadblocks based on
long-held dogma and old paradigms that
might have precluded the use of cells from
one source to contribute to another have
been overcome.

Nonetheless, much of what we have ob-
served and learned comes from unnatural
biological perturbations. Even the incor-
poration of BMDC into nonhematopoietic
tissues is not only extremely rare under
most conditions, but experiments neces-
sarily depart from natural circumstances.
Furthermore, the efficiency with which in-
corporation occurs remains low and will
not be of clinical interest until the inci-
dence can be increased. Thus, the practical
utility of BMDC and their advantages and
disadvantages will become clear relative
to ES and other stem cells with fur-
ther experimentation. Another unresolved
question regarding the current under-
standing of in vivo contribution of bone
marrow to other tissues involves the po-
tential for proliferation of reprogrammed
cells. The different mechanisms by which
BMDC may contribute to nonhematopoi-
etic tissues are each potentially useful,
but have different implications. Differenti-
ation via a stem cell intermediate implies
the ability to expand reprogrammed cells,
as does fusion followed by reduction di-
vision. By contrast, direct fusion with
postmitotic cells that cannot proliferate
but form stable heterokaryons could serve
as an alternative means of tissue repair.
Fusion to form heterokaryons presents
the intriguing possibility that a struc-
turally complex, nondividing cell could
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be rescued by a cell from another tis-
sue. Nuclear donation and subsequent
reprogramming may already constitute an
elegant solution used by nature in hu-
mans and mice, and one that could be
capitalized upon for therapeutic purposes.
In one potential application relevant to
either mechanism, BMDC could be engi-
neered to serve as cellular delivery vehicles
for therapeutic genes to nonhematopoietic
tissues.

A distinction between the potential
mechanisms required for nuclear repro-
gramming is important to consider when
drawing parallels between cloning and
heterokaryons formed in vivo. Nondivid-
ing heterokaryons observed in vivo are
not subject to many of the demands that
cloned nuclei are. In addition, the more
limited gene expression patterns required
by in vivo reprogramming (BMDC only
need to express genes of one different
cell type) may have different mechanistic
requirements. Whereas the gold stan-
dard test for reprogramming in nuclear
transplantation is the generation of an ani-
mal, the requirements for reprogramming
BMDC nuclei are less extensive if not less
stringent.

If the existence of technological hur-
dles and questions of degree or ‘‘low
frequency’’ had daunted researchers of
the last half-century, then cloning would
not have persisted beyond a dream or
the subject of science fiction. Perhaps
the progress of cloning research, lead-
ing to therapeutic (not reproductive)
cloning may predict the future with re-
spect to the field of nuclear reprogram-
ming and its applications to regenerative
medicine. Like cloning, we should ap-
proach the biology and technology of
adult stem cells with vigor, rigor, and
persistence.
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Chimera
An organism that contains cells from more than one set of gametes.

Cloning
The generation of a genetically identical copy. Therapeutic cloning is the term used
when a cell line, rather than a unique individual, is generated.

ES-like
Cells that appear to be pluripotent and share some similarity with ESC lines.

Gastrulation
A series of morphogenetic movements that reorganize the developing embryo into
three germ layers.

Homologous Recombination
The process of replacing a specific sequence in the genome by a modified sequence
such that the inserted sequence is placed in a defined location.

ICM
Inner cell mass or a group of cells that is destined to contribute to the embryo proper.

IVF
In vitro fertilization. A term encompassing the process of generating fertilized
preembryos using artificial reproductive technology.

MAPC
Multipotent adult progenitor cells.

Morula
An early stage of preembryo development.

Preembryo
A fertilized embryo prior to implantation in the uterus.

SCNT
Somatic cell nuclear transfer. A process by which somatic cell nuclei are inserted into
an enucleated fertilized egg.

Self-renewal
The process by which stem cells generate daughter cells whose properties are identical
to the parent cell.

Stem Cells
A population of cells with specialized properties that distinguish them from other cells.
Stem cells are classified on the basis of the tissue from which they were isolated and
their differentiation ability.
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Teratocarcinomas
Tumors derived from transformed germ cells that often include differentiated cells
from all germ layers. Teratomas are similar nonmalignant tumors derived from
implanted ES cells.

Trophoectoderm
The outer layer of cells after embryo compaction that is destined to contribute to the
developing placenta.

� Embryonic development prior to implantation of the embryo in the uterus includes
a stage of blastocyst formation, where the initial mass of cells is segregated into an
inner cell mass destined to contribute to the developing embryo and an outer layer
of cells that will contribute to the fetal portion of the placenta. Embryonic stem cells
(ESCs) are cells derived from the inner cell mass of the developing preembryo that
can be propagated indefinitely in culture. ESCs are characterized by the expression of
a characteristic set of markers, the ability to self-renew indefinitely a lack of contact
inhibition, atypical cell cycle regulation, the ability to form teratocarcinomas in
nude mice, and the ability to differentiate into ectoderm, endoderm, and mesoderm
either in vitro or in vivo after injection into blastocysts. This constellation of abilities
distinguishes ESCs from all other cell populations, including adult stem cells.

The unique ability of ESCs to be propagated in culture, undergo genetic
manipulation, and, nevertheless, retain the ability to contribute to all portions of the
developing embryos, including germ cells, has been utilized to generate transgenic
animals in which specific genes are introduced or removed. Such transgenic and
knockouts have been utilized effectively to generate animal models of human disease,
to develop improved strains, and to study critical aspects of development.

The ability to manipulate ESCs such that subsequent generations are derived
solely from cultured manipulated cells, coupled with recent advances in deriving
primate (including human) ESC lines has generated much excitement and hope
as well as profound ethical concerns and considerable debate on how best
to proceed.

1
Embryonic Development

Prior to the union of human gametes, the
oocyte first requires timed completion of
meiosis. This vital step does not occur
throughout a woman’s life, rather oocytes
are arrested at the first meiotic division

until puberty when small numbers ma-
ture competitively during the reproductive
years. Maturation is complete at the ‘‘one
day’’ event of ovulation that occurs in
a regular, approximately, monthly cycle.
Oocytes that are not fertilized are not re-
tained, and, in humans, oocytes can be
successfully fertilized only during a short
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period after ovulation. Sperm cells ma-
ture from spermatic stem cells through a
sequential process that has been well char-
acterized. Spermatic stem cells are, in turn,
generated from primordial germ cells that
are ‘‘set aside’’ during early embryonic de-
velopment. Generally, tens of millions of
sperm are present in an ejaculate of which
only one will successfully fertilize the ma-
ture oocyte. Sperms that fail to fertilize
are discarded.

Fertilization initiates the process of cell
differentiation. Maternal inherited mRNA
regulates the initial developmental events,
and embryonic transcription is not initi-
ated till later. Once the sperm enters the
egg, its DNA-associated proteins are re-
placed by oocyte histones. The two pronu-
clei become enveloped with oocyte-derived
membranes, which fuse and begin the
zygote’s mitotic cell cycle. The sperm cen-
trosome controls the first mitotic divisions
and zygotic genomic activation occurs
around day 4 at the morula stage. Embry-
onic development initiates with a series of
cleavages to produce eight undetermined
and essentially equivalent blastomeres.
The pattern of cleavage is well coordinated
by cytoplasmic factors and, in mammalian
eggs, is holoblastic and rotational. The
individual blastomeres are initially totipo-
tent until the morula begins compaction
and when cells initiate polarization. Dur-
ing compaction, cell boundaries become
tightly opposed and cells are no longer
equivalent. Cells in the inner cell mass con-
tribute to the embryo proper, while cells
on the outside contribute to the trophoecto-
derm. The blastocyst forms approximately
24 h after the morula stage by the de-
velopment of an inner fluid-filled cavity,
the blastocele. While genomic DNA is in-
herited from both parents, mitochondrial
DNA is inherited from only the mother.
Paternal mitochondria transferred at the

time of sperm entry are discarded by a
process that is little understood.

Human eggs are generally smaller than
other eggs (about 100 µm), are usually
fertilized within the fallopian tubes, and
undergo cellular division in a defined
mileu as they migrate toward the uterus.
Cellular division follows a predictable 12-
to 18-h cycle, resulting in 2 to 16 cell
preembryos over the first several days.

Implantation is the process by which
the compact zonula is thinned and the
blastocyst released to implant. The blas-
tocyst must first hatch from the thinning
zona pellucida by alternating expansion and
contraction, and this process of hatch-
ing is critical to further development.
Implantation of the hatched blastocyst re-
quires several steps, including apposition,
attachment, penetration, and trophoblast
invasion, and cannot occur till the first cell
specification into trophoectoderm has oc-
curred. As the trophoblast is developing to
form the fetal component of the placenta,
the endometrial lining of the maternal
uterus is undergoing a decidual reaction
to generate the maternal component of
the placenta.

Simultaneously, the inner cell mass
undergoes a process of gastrulation. Gas-
trulation is defined as a process of complex,
orchestrated cell movements that vary
widely among species, but include the
same basic movements. These include epi-
boly, invagination, involution, ingression,
and delamination. Thus, several major de-
velopmental events have taken place as the
fertilized egg is migrating from the site of
fertilization (fallopian tubes) to the body of
the uterus over a period of four days. At
all stages, the egg is shielded from the ex-
ternal environment, initially by the zonula
and subsequently by the trophoectoderm,
but is accessible to ex utero manipulation
(see Fig. 1). It is important to emphasize
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Gastrulation
Morula

Zygote

Fallopian tube

Uterus

Implanting blastocyst

Ovary

Fig. 1 Normal development of the preimplantation embryo – The mature follicle is
released into the fallopian tubes, where it is fertilized by the sperm. The zygote travels
down the fallopian tube, undergoing maturation to implant into the uterine wall four
to – five days after fertilization. Figure by Tony Med Art.

that these important developmental events
have occurred prior to implantation and
well before blood vessel growth and heart
development. The early-stage fertilized egg
that has not yet been implanted has been
termed a preembryo to distinguish it from
the implanted embryo.

As our understanding of early develop-
mental events has increased, our ability to
safely manipulate the reproductive process
has also increased, and various strategies
to assist the reproductive process have
been devised. Manipulation of the preim-
planted embryo has been feasible for the
past three decades, and in vitro fertiliza-
tion, which was first performed 26 years
ago, is now a common procedure. Cur-
rently, well over a thousand established
clinics worldwide provide reproductive ser-
vices, and approximately 1 to 3% of all live

births are achieved with the utilization of
some IVF services. The widespread use of
IVF technology has led to the availability of
large number of embryos that are in excess
of reproductive requirement or have been
stored for years against future need, and
detailed rules governing the procurement,
storage, use, gift/donation, destruction of
blastocysts have been developed with per-
haps the most regulated being the process
of derivation of embryonic stem cell lines
from human blastocysts.

2
Derivation of ES Cells

Embryonic stem cells (ESCs) are cells har-
vested from the inner cell mass (ICM) of
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the developing preembryo that were des-
tined to develop into all major derivatives
of the developing embryo including germ
cells that would ultimately develop into
the next generation. Remarkably, cells har-
vested from the ICM can be maintained in
culture over prolonged time periods (years)
such that they retain this pluripotency in
culture. Cultured ESCs differentiate into
multiple phenotypes, both in a culture dish
and after implantation into immunocom-
promised mice and contribute to an entire
embryo after being injected back into a
blastocyst that is subsequently implanted
and allowed to develop to term.

ESCs can only be derived from a
particular stage of embryonic development
prior to implantation, at the time when
the preembryo (preimplantation embryo)
has separated into an inner cell mass and

an outer trophoectoderm. The derivation
process involves separating the inner cell
mass from other portions of the developing
preembryo by mechanical, enzymatic, and
immunological means, or by laser surgery.
The intact inner cell mass is placed in
a dish with feeder cells and complex
media, and colonies that propagate and
have the appropriate characteristics are
selected for additional growth to develop
an ES cell line (see Fig. 2). The efficiency
of the derivation process is variable,
ranging from 30% to less than 1%, and
varies among species and even among
different strains of the same species. For
example, it has been very difficult to obtain
ES lines from rats, while it has been
comparatively easy to obtain them from
mice. Among mice as well, ESC lines can
be produced with high efficiency only from

Cultured blastocyst
Inner cell mass plated on irradiated

mouse fibroblast feeder cells

Isolated inner cell mass

Established cultures

Replated on
new feeder cells

Derivation of
human embryonic stem cells (hESCs)

Inner cell mass

Fig. 2 Derivation of ES cell lines – A diagrammatic representation of the process of
ES cell derivation. Cells of the ICM are removed and placed on support cells and
propagated in ES cell medium. Cells are periodically tested for marker expression,
and stability and lines of pluripotent cells are derived. A single blastocyst may
generate one to three lines. Figure courtesy Dr J. Lebkowski (Geron).
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some strains. It is unclear as to what
dictates success, though the consensus
suggests that subtle differences in the
timing of rapid developmental change
that characterize this stage underlie the
differences observed.

ESCs were first described in mice, and
were first established in the 1980s by Gail
Martin, D. Solter, and others. In most
cases, ESC isolation was performed by ei-
ther mechanical dissociation of the embryo
or immune ablation of the cells surround-
ing the ICM. Subsequently, ES cell lines
have been derived from multiple other
species, including fish, equines, bovines,
and primates. Variations in success have
been reported with some difficulty in isola-
tion of ES lines from rats and some strains
of mice.

Jamie Thomson and colleagues utilized
excess human preimplantation embryos

to harvest the inner cell mass and prop-
agate it in culture to derive several lines
from human blastocysts. These human cell
lines have been maintained successfully
in culture for over three years and retain
their ability to differentiate into all major
components of the embryos (see Fig. 3).
Subsequent successful derivations have
been performed in multiple laboratories.
Prior to August 9, 2001, over 70 inde-
pendent derivations had been reported.
These derivations and cell lines obtained
from them have been termed presiden-
tial lines under the Presidential (George
W. Bush – USA) decree that only these
lines will be eligible for federal funding.
Additional lines have been subsequently
derived and, currently, over hundred hu-
man embryonic cell lines have been es-
tablished, and their ability to differentiate
into exoderm, endoderm, and mesoderm

BG01

Oct3/4DAPIH1

H7

H9

H14

Fig. 3 ES cells – Typical colonies derived from four human ES cell lines are
shown. On the right, a colony from a fifth line has been stained with an antibody
to Oct3/4 (ES cell marker) and has been counterstained with a nuclear dye to
show that the colony consists of a uniform population of undifferentiated cells.
Photographs courtesy Dr M. Carpenter (Robarts Research Institute) and Dr
X. Zheng (NIDA).
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repeatedly demonstrated. Progress in the
field has been rapid, and the efficiency of
isolation has improved from 1% to about
30%. Variant lines derived from abnormal
embryos diagnosed by isolation of single
cells from suspect genetically abnormal
embryos have been established and, more
recently, ES lines from compound blasto-
cysts generated from enucleated fertilized
eggs, and somatic nuclei from donor cells
have been established.

Ongoing research in the field of ESC
derivation has been modified by a variety
of factors that include the relatively
broad patent issued to Wicell, covering
all pluripotent ES lines such as the
US president’s decision to allow federal
funds to be used only for lines derived
prior to August 9, the differences in
regulation across countries, the longer
time period required to propagate hES
cells, the proprietary interests of ES cell
companies that invested in deriving cell
lines, and the broad ethical concerns
raised by the ability to manipulate the
human genome. Apart from the ethical
issues related to consent for donation,
destruction of potential human life and
other fundamental issues and important
concerns have been raised about cloning.
The ability to generate human embryonic
stem cells and the ability to perform
somatic nuclear transfer and successfully
clone mammalian species raises fears,
often fueled by limited information about
cloning human beings. This relatively
recent technological breakthrough has
created maximum controversy, primarily
because of its perceived potential to be used
or misused on a large scale. It is useful
to remember, however, that at each stage
of technological sophistication, profound
ethical issues have always been raised and
publicly debated. Consensus will no doubt
be reached, and one can look forward

to accelerated progress once controversies
are resolved.

3
Basic Properties of ES Cells

ES cells appear to be differ from all other
cell populations in the long-term self-
renewal ability, lack of contact inhibition
in culture, regulation of the cell division
cycle, their ability to form teratomas in
immune compromised mice, and their
ability to contribute to the germline after
injection into blastocysts. These func-
tional differences reflect in differences in
gene expression, presence of cell surface
epitopes, growth factor, and cell culture re-
quirements, and serve to distinguish ESC
from other stem cell populations derived
from different developmental stages or dif-
ferent tissues. A few other embryonic cell
types have been shown to retain some of
the properties of ICM-derived ES cells, but
so far no adult stem cell or even a stem cell
derived from late fetal stages has shown a
similar profile.

Much of what we know about ESCs
comes from experiments performed on
mouse ES cells. ES cells, irrespective
of which strain of mouse they are de-
rived from, grow as compact, well-defined
colonies of tightly packed cells that are at-
tached to each other by gap junctions. Cells
have a high nuclear-to-cytoplasm ratio,
with each cell typically having one or more
prominent nucleoli. ESCs require growth
factors to permit their growth, and these
factors appear to be present in fetal bovine
serum and in feeder cells prepared from
mouse embryonic fibroblasts. In addition,
supplementation with leukemia inhibitory
factor (LIF) will enhance growth of mESC
and may substitute for requirement of
coculture with fibroblasts. Other genes
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identified that are required for the main-
tenance of the ESC or required for proper
maturation of the blastocyst include a vari-
ety of growth factors, transcription factors,
and other regulatory genes, a few of which
are discussed briefly below. Oct4-/- em-
bryos die before the egg cylinder stage,
and ES cells cannot be established from
Oct4-/- cells. Levels of Oct4 are critical
to the fate of the cells. Low cells lead to
differentiation into trophoblast giant cells,
while high levels cause differentiation into
primitive endoderm and mesoderm. Sox-
2 is another transcription factor that is
thought to cooperate with Oct4 to main-
tain undifferentiated cells and activate key
ES cell–enriched genes. Fibroblast growth
factor (FGF4) is required for multiple as-
pects of early development and FGF4-/-
embryos fail to develop after implantation,
and ICM-derived cells do not proliferate in
vitro. Foxd3/Genesis is another transcrip-
tion factor that may be required for early
embryonic development. Nanog is a re-
cently identified homeodomain containing
a transcription factor that appears critical
for the proper self-renewal of ES cells.
BMPs (bone morphogenetic proteins) and
other members of the TGFß family ap-
pear to be important at multiple stages
of early embryo development. BMP acting
via BMPR1 can enhance self-renewal of
ESC and substitute for the serum in ESC
medium. FGFs and wnts are thought to
play an important role in the process of
gastrulation.

Examination of ESCs has made clear
that multiple pathways that interact with
each other at multiple levels regulate
their proliferation and self-renewal. These
pathways appear similar to the pathways
activated as the ICM matures in vivo
to generate embryonic tissue. ESC lines
therefore serve as a useful and possibly
unique model of early stages of embryonic

development. These early stages have been
very difficult to study in humans.

4
Similarities and Differences among ES
Cells Derived from Different Species

The ability to compare ES cells from
human and rodents has allowed one to
assess conserved pathways likely to be
important in ES cell self-renewal. Nanog,
Oct3/4, sox, rex, utf, tert, connexin, Glut-
1, Dicer, DNMT, and so on all appear
to be conserved, and are likely to be
important in ES cell self-renewal. This
conservation of key pathways suggests a
core ES cell identity that is conserved
across species. This core identity that
would include Oct, Sox, REX, UTF, TERT,
and so on will be clearly distinct from
genes expressed in other ‘‘adult/non ES’’
stem cell populations. Many, but not all,
of these pathways are likely conserved
between species (see Fig. 4).

Differences in gene expression and reg-
ulation have been reported as well, and,
surprisingly, these differences have in-
cluded genes important for self-renewal
and survival of mouse ES cells. For exam-
ple, Oct3/4 homologs likely do not exist
in chicken embryos, while LIF signaling,
which is critical for ES cell self-renewal in
rodents, does not appear to be critical or
even required for human ES cells. No par-
alogs of E-Hox, a gene critical for mouse ES
cell self-renewal and differentiation, have
been identified in humans. Eras, which
is required for the growth of mouse ES
cells, appears to be a pseudogene in hu-
mans. Human ES cells appear capable of
differentiating into trophoectoderm, while
mouse cells lack this capability. Species
differences in equivalent populations are
to be expected; however, the number of
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Fig. 4 Pathways to self-renewal in ESC – A model of the multiple pathways whose
activation is required to maintain ES cells in an undifferentiated state. Model
courtesy Dr M. Zhang (NIA).

differences reported from limited compar-
isons is quite surprising and may indicate
evolutionary pressure for speciation.

5
Differentiation of ES Cells

ES cells can be induced to differentiate
by altering culture conditions, injecting
them into mice, or developing blastocysts
or generating embryoid bodies by a process
of aggregation, and many reports have

provided evidence of the ability of direct
ES cell differentiation toward particular
lineages. Some generalizations of the
process of differentiation can be made
(see Fig. 5).

In no case has it been possible to
direct 100% of the cells toward particular
phenotype, and, in general, the efficiency
of differentiation has been in the 10 to
20% range. Not enough markers (see
Fig. 6) have been identified to allow
generalized sorting strategies that have

Fig. 6 Markers to define ESC – The table summarizes some of the common markers used to
examine ES cell colonies. Note that absence of markers of differentiated cells is an important
criterion for determining if ES cells are undifferentiated. Panel on the right shows double labeling with
two ES cell markers, while the lower panel shows the results of a PCR (polymerase chain reaction)
amplification of ES cell markers in undifferentiated ES cells and differentiated cells. 1 = ES cells,
2 = embryoid body cells.
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Fig. 5 Differentiation of ES cells – ES cells are capable of differentiating into an astounding
variety of cells under the appropriate culture conditions or after transplantation in animal
models. The figure summarizes some of the cells types that have been generated from hESC
cultures. Figure courtesy Dr J. Lebkowski (Geron).
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Fig. 7 Generation of transgenics – The figure summarizes the
process of making transgenics. This particular use of ES cells has
revolutionized the study of early developmental events and has
allowed biologists to generate precise models of human disease in
mice. The fear that similar strategies may be employed using
hESC has raised concerns and much political debate.

been possible in other systems to be used
with equal efficiency. In general, tissues
or cell types that are generated early in
development are easier to produce from ES
cell cultures with current technology. Cells
that do differentiate generally have fetal or
embryonic characteristics, are not identical
to adult cells, and, in many cases, are
functionally immature. The differentiation
process, while more rapid than that
seen during embryonic development, is
nevertheless slow, and it is unclear as to
how much time in culture will be required
to obtain differentiated human cells.

Progress in identifying and initiating
studies to solve these constraints on the
use of ES cell–derived differentiated cells
has been rapid, though much remains
to be done. Already, preliminary exper-
iments have been performed that show
that dopaminergic neurons, which are lost
in Parkinsons Disease, can be generated
from hESC cultures. Transplant experi-
ments in mouse models have shown func-
tional integration and prolonged survival
with modest improvements in behavioral

readouts. Similar promising results have
been obtained with transplants in a spinal
cord injury model and in a cardiac injury
model. Pancreatic islet differentiation has
been demonstrated from mouse ES cells,
and preliminary reports suggest that a sim-
ilar strategy can be used to generate islet
cells from hESC as well (see Fig. 7).

The field is still in its infancy, and
much needs to be understood about the
process of differentiation. However, the
initial results with biasing differentiation,
isolating specific types of cells, and
transplanting in animal models of disease
have shown enough promise that scientists
have been encouraged to proceed further.

6
Other Stem Cell Populations, ES-like Cells,
Primordial Germ Cell, and Epiblast Cells

As the blastocyst matures, it undergoes a
process of gastrulation to generate cells
that will contribute to the different germ
layers. The trilaminar embryo, formed as
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gastrulation proceeds, will undergo ad-
ditional morphogenetic movements and
further progressive differentiation to gen-
erate more differentiated cells, tissues, and
organs. What has become clear is that the
process of differentiation involves the se-
quential generation of cells, which can still
divide and self-renew, and thus fulfill the
criteria of stem cells.

These more tissue-specific stem cells
have been classified on the basis of their
differentiation ability (hepatic, muscle,
neural, hematopoietic etc.), and differ from
embryonic stem cells (ESCs) by numerous
criteria (see above). These tissue-specific
stem cells are present throughout develop-
ment, and may be present in the adult
organism as well. Adult tissue-specific
stem cells have been harvested from a
variety of tissues, including neural and

hematopoietic tissue, and adult HSCs are
used for a variety of therapeutic purposes.

It is unclear if ICM cells are set aside
during development or persist in special
niches in the adult. The general consensus
has been that they do not. However, two
reports have suggested otherwise. Perhaps
the most widely studied is the multipotent
adult progenitor cell (MAPC) derived from
mesenchymal cell cultures and first iden-
tified by Catherin Verfaille and colleagues.
More recently, Young and colleagues have
suggested that pluripotent cells persist
as a rare population in multiple tissues
(see Fig. 8). These cells that no doubt
differ from ICM-derived ES cells by multi-
ple criteria, however, may be functionally
equivalent for therapeutic applications and
may have the potential advantage of being
derived from the individual requiring cell

Embryonic
Stem Cells

Embryonic body derived
stem cells

Primordial germ
cells

Adult ES-like
stem cells

Blastocyst

Implantation

Embryonic development

Postnatal development

Adult

Pluripotent stem cells

These cells will differ
       from one and
       other in significant
       ways

Methylation

Regulatory gene
expression

Positional
information

X-inactivation

Imprinting status

Marker expression

Fig. 8 Pluripotent cells – ES cells as well as cells
derived from later stages of embryonic
development may be pluripotent and capable of
generating ectoderm, endoderm, and mesoderm

derivatives. However, these cells will differ from
each other in marker expression and other
changes that occur as development proceeds.
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therapy. In addition to these two popula-
tions, other investigators have suggested
that stem cells (non-ESC), though tissue
specific in their contribution during de-
velopment, can be induced to reacquire
additional capabilities by manipulating cell
culture conditions or exposing them to
drugs that alter nuclear structure or ex-
posing them to cytoplasm from ES cells,
unfertilized eggs, or germ cell tumors.
These transdifferentiated or dedifferenti-
ated cells, while differing from ES cells,
may be functionally equivalent for thera-
peutic applications. The possible existence
of such cells has fanned an ethical debate
on determining whether deriving new ES
lines is more appropriate or whether one

should focus on dedifferentiating or trans-
differentiating adult stem cells. In any
case, it has fueled a drive to assess the
properties of pluripotent cells and under-
stand the underlying differences between
stem cell populations (see Fig. 9).

In addition to ES-like and transdiffer-
entiated cell populations, two additional
populations of cells merit mention. These
are primordial germ cells that represent
the precursor of the sperm and oocyte and
epiblast cells, which are present at a stage
of development soon after gastrulation.
Both of these populations appear similar
to ESC in that they are pluripotent, ex-
press many of the markers characteristic of
ESC including ES cell enriched genes, and

Embryonic
stem cells

Embryonic body derived
stem cells

Primordial germ
cells

Adult ES-like
stem cells

Blastocyst

Implantation

Embryonic development

Postnatal development

Adult

Stem cells during development

Trophoectodermal
stem  cells 

Germ layer
specific stem cells

Tissue specific
stem cells

Adult stem cells

Fig. 9 Adult stem cells. ES cells and other pluripotent cells need to be distinguished
from cells derived from more mature stages of embryonic, fetal, or postnatal
development. These cells differ from ES cells, but may offer benefits distinct from those
of ES cells. It is important to note that adult cells can be derived from ES cell cultures
and, as such, the field of regenerative medicine does not consider choices to be either
one type of cell or another. Rather, each cell type is uniquely suited for particular
therapeutic indications.
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can contribute to the germ line after blas-
tocyst injection. These pluripotent stem
cell populations do differ from ES cells in
patterns of methylation, X chromosome in-
activation, growth conditions, and growth
factor requirements. However, their func-
tional similarity suggests that these cells
may be potential alternates for therapeutic
use, more so when compared with trans-
differentiated cells or ES-like cells. Work
on germ cells and embryoid body derived
cells was pioneered by Brigid Hogan and
John Gearhart, and these lines offer a valu-
able alternative to ICM-derived pluripotent
ESC lines.

7
Uses of Embryonic Stem Cells

Perhaps the most common use of mouse
ES cells has been to generate transgenic
mice. In the early 1980s, soon after the
successful isolation of ES cell lines, Mario
Capecchi and colleagues showed that it
was possible to insert foreign DNA into
a specific genomic locus via a process
termed homologous recombination. This has
allowed replacement of defective genes
with a corrected copy, insertion of re-
porter molecules to trace the development
of cells, or alteration of the levels of
a particular product to assess the effect
of changing a single protein. This re-
markable ability to study directed changes
throughout development has offered an
unprecedented insight into the biology of
complex organisms and has transformed
developmental biology.

ES cells, by recapitulating development
in vitro, have also provided a window into
early developmental processes such as X
chromosome inactivation, regulation of
methylation, segregation of maternal and

paternal mitochondria, evolutionary differ-
ences, speciation, and the differentiation
of germ cells. Somatic nuclear transfer
has allowed cloning of mice, sheep, cows,
and pigs, and has been widely heralded
in the animal husbandry field as a tech-
nique to perhaps revive extinct species or
develop better strains of animals. These
techniques are routinely used and some
have been commercialized.

Human ESCs are currently not used in
any clinical or commercial application, al-
though there is much excitement about
their potential use, and a wide variety of
strategies have been proposed. An obvious
use of hES cells is to use them as a source
of cells for transplantation, and indeed
much of the current focus is on isolating
cells of the appropriate phenotype for cell
replacement. Isolation and transplantation
of dopaminergic neurons to treat Parkin-
son’s disease, islet cells to treat diabetes,
and cardiac muscle to treat heart failure
are strategies under evaluation.

Many other uses of hESCs can be envis-
aged. These include modifying transplant
strategies to take advantage of the unique
properties of hESC behavior in vivo, us-
ing hESC in gene and drug discovery
strategies, and using hESC to understand
the basic biology of early developmental
events such as mitochondrial segrega-
tion, regulation of telomerase expression,
or maintenance of the pluripotent state.
These additional or alternate uses of hESC
do not require any fundamental break-
throughs; rather, these are an adaptation of
the existing technology to hESC cultures.
These specific and unique uses of hESC
represent an important and less-discussed
aspect of the advantages of hES cells over
other cell types.

Additional techniques and manipulation
strategies have provoked controversy even
while promising possible novel therapies.
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Therapeutic
cloningEnucleated egg

Somatic cell nucleus

Somatic nuclear transfer

Blastocyst

Implantation
clone

Fig. 10 Therapeutic cloning – The process of enucleating a fertilized egg and
replacing it with a nucleus from any cell is termed nuclear transfer and such a
compound egg can be implanted and, in a small number of cases, can lead to the
development of viable offspring. Such cloned offspring are genetically identical to the
donor nucleus, and the process of cloning is in use in animal husbandry. In humans,
compound eggs can be used to generate ES cell lines that are genetically identical to
the donor. These lines could then be used as a source for immunologically
matched cells.

The ability to transfer a nucleus from any
cell in the body to a fertilized egg that
has been enucleated to generate novel ES
cell lines (therapeutic cloning) or an em-
bryo that can survive to term (cloning)
in animals has raised fears that this the-
oretical possibility may be actualized in
humans as well. The ability to generate
ES lines from embryos that carry a genetic
defect diagnosed at the time of blastocyst
implantation by PGD (preimplantation ge-
netic diagnosis) has important potential
benefits in understanding the etiology and
progression of congenital diseases. Never-
theless, enthusiasm has been tempered by
concerns that embryos may be specifically
created to generate designer ES cell lines
(see Fig. 10).

The rich and unique promise of ES cell
biology coupled with real and perceived
risks of misuse of this promise has

provoked healthy debate, has raised fears
of disruptive social change, and guarantees
interesting times ahead.

See also Brain Development; Cancer
Stem Cells; Cellular Interactions;
Mammalian Cell Culture Methods;
Nuclear Transfer for Cloning Ani-
mals; Parthenogenetic Stem Cells;
Principles and Applications of Em-
bryogenomics; Stem Cells.
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Asymmetric Division
Cellular division of stem cells wherein one daughter cell remains a stem cell and retains
stem cell properties, while the other daughter cell begins the process of determination.

Blastocyst
A stage in the development of the embryo when the daughter cells derived from the
fertilized egg (blastomeres) form a cyst. The outer layers of the cyst form the fetal
membranes; the inner cell mass develops into the fetus.

Determination
The process by which cells lose potential and gain specialized function. This is also
known as differentiation.
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Embryonic Stem Cells
Cells from the first six to seven divisions of the fertilized egg found in the inner cell
mass of the embryo. Embryonic stem cells are isolated from blastocysts before
implantation into the uterus.

Potential
The property of a stem cell that allows it to give rise to progeny that are able to
differentiate into various cell types. A totipotent cell can give rise to progeny that
differentiate into all of the various mature cell types of the organism. A multipotent or
pluripotent cell can differentiate into many of the cell types of the organism, but not
into all cell types.

Stem Cell
A cell that renews itself after division so that it is never lost by differentiation.

Symmetric Division
Cellular division of stem cells in which each daughter cell remains a stem cell and
retains the properties and potential of the mother cell.

� A stem cell is a self-renewing cell that is both the first cell of a new organism and
the cell that is responsible for the renewal of adult tissues. The fertilized egg is
the ultimate stem cell. Following conception, the fertilized egg divides to produce
identical daughter cells, which later give rise to progeny that provide all of the cells
of the developing organism. These are called embryonic stem cells (ESCs). In the adult
organism, individual stem cells are responsible for not only normal tissue renewal
(adult stem cells) but also for sexual reproduction (germ stem cells). The adult stem cell
divides to give rise to two daughter cells, one of which remains a stem cell; the other
begins the process of differentiation. Stem cells in the adult not only replace the
mature dying cells of specific tissues but may also have the potential to contribute
to broader repair of injured tissues. Stem cells of the adult are also the cells that
give rise to cancers. It is anticipated that treatment of genetic diseases and repair
of damaged organs will be accomplished by exploitation of the properties of either
embryonic or adult stem cells.

1
Properties of Stem Cells

1.1
The Fertilized Egg and Embryonic
Development

The fertilized egg is a single stem cell,
which divides to give rise to progeny that

can differentiate into any of the specialized
cells of adult tissues, as well as the mem-
branes and placenta of the fetus (Fig. 1).
During early embryonic development, the
daughter cells of the fertilized egg, called
blastomeres, clump together to form a clus-
ter of cells known as a morula. At each
division, the blastomeres are reduced in
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Fig. 1 Early development of the embryo. Division of the fertilized egg results in the
formation of daughter cells called blastomeres, which form a ball of cells called a
morula. After six or so divisions, a cavity appears at one end of the morula to form the
blastocyst. Until this stage, each of the cells divides evenly to produce two daughter
cells, each of which retains the same characteristics, that is, they are totipotent. The
inner cell mass of the blastula is the source of ESCs (see below). Invagination of one
pole of the blastula leads to formation of the primitive germ cell layers, with formation
of the gastrula. During gastrulation and later formation of the fetus, the daughter cells
lose potential as they gain specialized function. This process is known as determination
(see below).

size, but each embryonic blastomere is
able to produce all differentiated cell types,
that is, it is totipotent. Eventually, as the
number of blastomeres approaches 64 cells
(six divisions), a cell-free center appears in
the expanding cluster of blastomeres, and
a hollow sphere of cells is formed, con-
taining a clump of cells at one pole, the
inner cell mass. This is the blastula. In
humans, this process takes five to six days,
as the morula moves down the fallopian
tube of the uterus to the uterine cavity.
The blastula then implants in the lining
of the uterus (endometrium), where the
outer layers of the blastula form the fetal
membranes and placenta, and the inner
cell mass begins the process of determi-
nation or differentiation (see below), to
produce branches (lines) of cells that form
the differentiated organs of the adult. At
this stage, the outer cells of the blastocyst
are believed to be no longer totipotent as
they become committed to the fetal mem-
branes and placenta. However, the inner

cell mass remains multipotent until it be-
comes committed to the cells that make
up the germ layers of the developing fe-
tus. As the inner cell mass develops, the
daughter cells begin to acquire proper-
ties different from one another, so that
specific regions are formed that are des-
tined to become different components of
the developing embryo, a process known
as gastrulation. During gastrulation, the
blastula is rearranged to form layered
‘‘germ’’ zones known as ectoderm (outer
skin), mesoderm (middle skin), and endo-
derm (inner skin), which are destined to
form the adult organs. Skin, dermal ap-
pendages (including breast), and neural
tissue are derived from ectoderm; connec-
tive tissue, muscle, bone, and blood vessels
from mesoderm; and the gastrointestinal
(gi) tract and glandular organs from en-
doderm. The relationship of cancer to the
development of the gastrula is exemplified
by the fact that cancers that arise from
endoderm- and ectoderm-derived cells are
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called carcinomas, whereas cancer that
arise from mesoderm-derived cells are
called sarcomas. For practical purposes,
embryonic stem cells (ESCs) are the
cells of the inner cell mass that are
obtained from the blastocyst prior to
implantation.

1.2
Symmetric and Asymmetric Division

ESCs divide to produce daughter cells with
the same properties (symmetric division),
whereas adult stem cells divide to produce
daughter cells with different properties
(asymmetric division, Fig. 2). During early
embryonic development, symmetric divi-
sion leads to a rapid exponential increase
in the number of ESCs. After the first
six or eight divisions, there is a gradual
switch from symmetric division to asym-
metric division, as differentiated organs
are formed. Organogenesis involves both
a change in the character of the cells and
a loss of cells (programmed cell death,
or apoptosis). Finally, in the adult dur-
ing normal tissue renewal, the number of
newly generated cells equals the number
of terminally differentiating cells, so that
the cell number in the organ remains at
a constant level. This is accomplished by
asymmetric division, in which one daugh-
ter cell retains the properties of the stem
cell while the other daughter cell begins
the process of determination (differen-
tiation). However, the adult organs can
respond to stress or injury by a shift
to symmetric division when an increased
number of cells is beneficial, such as an
increase in the number of blood cells in
response to reduced availability of oxygen
at high altitudes, or the replacement of lost
liver cells after toxic or viral liver injury.
How asynchronous division is controlled

is not well understood. In germ cells, one
pole of a dividing cell contains protein
complexes that are different from those
present at the other pole of the cell, or
one of the poles is anchored to a support-
ing cell or membrane, whereas the other
pole is not, so that one daughter cell re-
mains attached to a surrounding ‘‘niche’’
cell and remains a stem cell, whereas the
other does not and begins the process of
determination.

1.3
Stem Cells and the Origin of Life

In the fourth century B.C., Aristotle studied
the early stages of human development
in the uterus and concluded that the
embryo was derived from the mother’s
menstrual blood. This conclusion was
consistent with the hypothesis of sponta-
neous generation that living animals arise
de novo from slime or decaying matter.
This and similar concepts of the origin
of life were generally accepted for over
2000 years until the hypothesis that life
did not arise spontaneously, but only from
preexisting life (omne vivum ex vivo), was
pronounced by Leydig in 1855. Rudolph
Virchow, the father of pathology, extended
this to postulate that all cells in an or-
ganism are derived from preexisting cells
(onmis cellula e cellula). Thus, all the cells
of the human body arise from a preexist-
ing stem cell, the fertilized egg. In 1864,
Louis Pasteur formally disproved the spon-
taneous generation hypothesis through
carefully controlled experiments in which
he demonstrated the failure of microor-
ganisms to grow (corruption) in sterilized
broth-containing vessels with long necks
that prevented ambient organisms from
entering.

The dominant hypothesis of the 19th
century was that a preformed individual
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Fig. 2 Properties of stem cells. (a) Stem cells and organogenesis. During embryonic
development, the ultimate stem cell, the fertilized egg, gives rise to progeny that
remain totipotential as the population expands. Then, determination occurs and the
cells begin to lose potential and begin to gain the specialized functions required for the
formation of mature organs. As the adult organs form, the stem cells alter the nature of
the division, so that one daughter cell begins the process of determination, while the
other daughter cell remains a tissue stem cell (asymmetric division). The first
determination step results in differentiation of cells that form the membranes and
placenta of the developing embryo. Then, the cells remaining in the inner cell mass
form the primitive germ layers called ectoderm, endoderm, and mesoderm. The cells in
these germ layers then differentiate further into adult organs. (b) Symmetric and
asymmetric division. During symmetric division, each cell divides and gives rise to two
daughter cells with the same potential. This is a property of ESCs. During asymmetric
division, a property of normal tissue renewal in the adult, each progenitor cell gives rise
to one daughter cell that remains a progenitor cell plus one daughter cell that begins
the process of determination to a terminally differentiated cell (i.e. asymmetric
division). The number of cells increases exponentially during early embryogenesis, but
the cell number remains constant during normal tissue renewal, as the number of new
progenitor cells equals the number of cells destined to die.

resided in the egg or the sperm. This
preformed individual was called a ho-
munculus. The homunculus in the egg
was activated to develop after stimulation
with sperm, or the homunculus in the

sperm was activated to develop when pro-
vided an appropriate environment in the
uterus. By the early 1900s, it had been
definitively shown that this concept was
incorrect, and that the embryo formed by



Stem Cells 333

the fertilization of an egg that developed
in the ovary of the female by fusion with a
sperm provided by the male. The product
of the union of a sperm with an egg is the
primordial totipotent stem cell.

1.4
The Cycle of Life and Various Kinds
of Stem Cells

According to the principles derived from
Leydig, Virchow, and Pasteur, life, as
we know it, neither ends nor begins,
but is continuous. The adult human, for
example, is only one stage in the cycle
of life (Fig. 3). The life of an individual

begins with fertilization of the egg through
formation of a fetus. Totipotent cells in
the developing fetus migrate to the genital
ridge. In adults, they produce germ stem
cells in the gonads. Germ cells give rise
to gametes (egg and sperm) by reduction
division (meiosis), resulting in half the
genetic information of the adult cells.
Genetic reconstitution occurs when the
sperm fertilizes the egg. In this process,
life is continuous; it is neither created
nor destroyed. As the cycle of life is
manifested, successive types of stem cells
are produced: embryonal, fetal, germ, and
adult. The properties and promise of
each of these types of stem cells will be
presented below.

Fetus
Adult

Blastocyst

Fertilzed
egg

Genital ridge
Sperm

Egg

Morula

Type
potency
division

Embryonic
toti
symmetric

Germinal
toti
asymmetric

Somatic/adult
multi-(pleo)
asymmetric

Fetal (neuronal)

Adult –tissue determined

Germinal ridge

Fig. 3 Stem cells and the cycle of life. Stem cells of various kinds form a cycle of life. The
fertilized egg divides to produce ESCs. When the fetus is formed, a set of germ cells
develops in the genital ridge that gives rise to the germ cells in the gonads in the adult.
These, in turn, produce egg or sperm that unites to form the fertilized egg, thus
completing the cycle of life. In addition, there are in the adult various types of stem cells
with differing potentials. The various types of stem cells, embryonic, germ, fetal, and
adult (somatic), are each the subject of intense investigation for determination of their
potential to restore or replace damaged cells (stem cell therapy).
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2
Determination and Potential of Stem Cells

2.1
Determination/Differentiation

The process of the loss of potential and the
gain of specialized function is known as
determination or differentiation. In this
process, the totipotent stem cells of the
blastomere give rise to multi/pluripotent
cells of the germ layers. These, in turn,
give rise to tissue-determined stem cells
of the developing organs. A change
from symmetric to asymmetric division
is a consequence of determination or
differentiation. Tissue determination is
accomplished in progenitor cells through
interaction with other cell types. For
example, determination of primitive gut
cells into cells of the liver or pancreas
takes place in association with developing
endothelium and mesenchyme. As the
cells become specialized into tissue, their
potential is increasingly limited, and
they finally differentiate to terminally
differentiated cells. The molecular signals
controlling determination are not well
understood. Cellular signaling pathways,
such as Oct-4, Wnt/β-catenin, Notch, BMP
(bone morphogenic protein), Janus family
kinase, and sonic hedgehog signaling
pathways are under intense study for
elucidation of their possible roles in
determining which cells differentiate and
which remain stem cells.

2.2
Terminology of Potential

The terminology used regarding cellu-
lar potential is listed in Table 1. The
term totipotent should be reserved for
those stem cells that can give rise to
all of the differentiated tissues of the
body as well as the fetal membranes

Tab. 1 Terminology of potential (plasticity).

Prefix Meaning Example

Toti All Embryonal
Multi Many Hematopoietic
Pluri Some Hematopoietic
Pleoa More, excess Hematopoietic
Oligo Few GI stem cell
Tri Three Bronchial lining
Bi Two Bile duct
Uni One Prostate

Source: The Random House Dictionary of the
English Language.
aRecent evidence indicates that some cells in
the tissues used as examples of determined
potential may actually have more potential than
was previously appreciated. For example, the
skin or bone marrow may contain stem cells
with the potential to form tissues of other
organs. The term pleopotential is suggested for
this property.

and placenta, that is, the ESCs prior
to blastulation. The terms multipoten-
tial and pluripotential are often used for
the same attribute, the ability of a given
stem cell to form many or all of the
cells of the body, but not the cells of
the fetal membranes, that is, the cells
of the inner cell mass. In an official
NIH primer released in 2000, pluripo-
tent was defined as ‘‘capable of giving
rise to most tissues of an organism,’’
and totipotent as ‘‘having unlimited capac-
ity’’ (www.nih.gov/news/stemcell/primer.
htm). The potential decreases with pro-
gression of development of the embryo.
However, as will be described in more de-
tail below, some adult tissue stem cells
appear to retain the potential to differenti-
ate into cells of other lineages. Thus, these
adult cells express unexpected or excess
potential and are termed pleopotent stem
cells (Table 1, and see below).
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2.3
Dedifferentiation

Dedifferentiation, the reversion to a less-
differentiated state of a cell after commit-
ment to a more mature functional state,
is difficult, if not impossible, to demon-
strate in mammals, but it occurs during
regeneration of tissues in fish and am-
phibians, such as Zebrafish, salamanders,
and Xenopus laevis larvae. During limb
regeneration in salamanders, the ampu-
tation site is covered by a thin layer of
epidermis. Then, the major regeneration
of the tissues of the lost limb is accom-
plished by a group of about 10 000 cells
arising by dedifferentiation from the re-
maining muscle, cartilage, dermis, and
glial (Schwann) cells, which form a cluster
of undifferentiated cells called a blastema.
These dedifferentiated cells then redif-
ferentiate to form the mature cartilage,
muscle, nerve, and so on, of the regen-
erated limb. This process appears to be
limited to cells of mesenchymal origin
as the overlying epidermis is restored by
the epidermal layer and not the blastema.
Thus, the differentiated muscle, nerve, and
connective tissue cells of the salamander
limb appear to retain the multipotency of
more primitive mesodermal cells, even af-
ter differentiation into cells with mature
function. It is not known why mammalian
limb cells appear not to retain this capacity.
One hypothesis for the cellular origin of
cancer is that mature cells dedifferentiate
to less-mature stages of cellular develop-
ment, at which growth cannot be con-
trolled. However, as will be discussed in
more detail below, this appears less likely
than the alternative hypothesis, namely,
that cancer represents cells arrested in a
stage of maturation at which they con-
tinue to proliferate without differentiating

into mature nondividing cells (terminal
differentiation).

3
Embryonic Stem Cells

3.1
Isolation and Culture of Embryonic Stem
Cells

Under optimal conditions, cells from the
inner cell mass of the preimplantation
embryo (ESCs) are able to proliferate
indefinitely and, under inducing condi-
tions, to undergo determination and then
to differentiate into the cells of any of the
tissue types of the adult. In contrast, after
formation of germ layers, most somatic
progenitor cells have limited life spans
and they exhibit decreasing differentiation
potential as mature organs are formed. In
practice, ESCs are obtained from preim-
plantation blastocysts created for purposes
of in vitro fertilization (Fig. 4). Human
oocytes fertilized in vitro will grow to the
blastocyst stage in culture. Subsequent
transfer of the in vitro fertilized embryos
to the uteri of infertile patients, supple-
mented with luteal support, eventually led
to the successful clinical application of
in vitro fertilization. During in vitro fer-
tilization, several hundred human oocytes
are fertilized, and many blastocysts are
produced. These are usually frozen, so
that they can be used if the first uterine
transplantation of four to six blastocysts
is not successful. At present, there are
hundreds of thousands of frozen human
blastocysts available for culture. To obtain
ESCs, the outer layer of the cells of the
blastocyst is removed, destroying the em-
bryo, and the inner cell mass cells are
dispersed and placed into tissue culture.
It is a common misconception that ESCs
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are obtained from aborted fetuses. This is
simply not correct. At the time of induced
abortion, the embryo or fetus is far past
the blastocyst stage of development where
ECSs could be obtained.

Through adjustment of the conditions
of culture, addition of different growth
factors, or transfection of the cells with
genes for transcription factors, the ESCs
can be directed to differentiate into various
cell types. For example, high glucose
in the medium or transcription with
pancreatic transcription factors can induce

the cells to differentiate into pancreatic
cells; addition of fibroblast growth factor
(FGF) will induce the cells to become
neuronal cells; addition of epidermal
growth factor (EGF) will induce formation
of glial cells. Through manipulation of the
culture conditions, ESCs can be induced
to differentiate into blood islands, muscle,
connective tissue, neurons, macrophages,
liver, and other cell types. ESCs injected
into a normal blastocyst will incorporate
into the developing embryo to form a
chimeric individual; the organs of the
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Fig. 4 Isolation and culture of human embryonic stem cells. ESCs are
isolated from the preimplantation blastocyst cultured after in vitro
fertilization. The inner cell mass cells from the blastocyst are cultured in
special medium, and single cells are selected to produce cell lines. The cell
lines are then cultured with selective growth factors, or transfected with
tissue-specific promoters, to induce differentiation to more mature cell
types. Modified from: Arey, L.B. (1974) Developmental Anatomy, W.B.
Saunders Co., Philadelphia, PA and National Research Council – Institute of
Medicine (2002) Stem Cells and the Future of Regenerative Medicine,
Washington, DC, http://stemcells.nih.gov.
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individual that develops will contain a
mixture of cells derived from the ESCs and
the blastocyst. The tremendous potential
for the therapeutic use of ESCs is now
only limited by our knowledge of how
to induce these cells to differentiate into
the cell type that we want, when we want
them to, and how to manipulate them so
that they will incorporate into adult tissues
after transplantation.

3.2
Embryonic Stem Cell Therapy

The potential of the in vivo use of ESCs
for therapy was demonstrated when it was
shown that injection of ESCs into lethally
irradiated mice could restore the lost bone
marrow stem cells. Difficulties in using
ESCs for replacement of adult tissues are
the low efficiency and long time required
by ESC for the process of differentiation
into functional adult cells. This may be
addressed either by using adult stem cells
(see below) or by directing ESCs to a
specialized tissue pathway in vitro prior
to transplantation. ESCs may require a
series of signals in order to produce
progeny of a more differentiated type. For
example, specialized culture conditions,
including exposure to and withdrawal
from FGF or culture with FGF and other
growth factors, allow generation of neural
stem cells, which will incorporate into
developing mouse brain, and will migrate
into damaged zones in the mouse brain
and reconstitute the damaged tissues.

Since the ESCs will express histocom-
patibility markers when they differentiate,
ESC therapy is only possible when the
donor of the ESCs and the recipient are his-
tocompatible. In preclinical models, cells
are transplanted between inbred mouse
strains or human cells are transplanted
into immunodeficient mice, which will not

reject the human cells. In order to carry
out successful ESC therapy between his-
toincompatible individuals, it is necessary
to obtain ESCs that bear the same histo-
compatibility genes as the recipient. The
method proposed to meet this requirement
is nuclear transplantation.

4
Nuclear Transplantation and Reproductive
Cloning

ESCs with genetic characteristics of an
adult individual may be obtained by trans-
plantation of an adult nucleus into an
enucleated oocyte from a different individ-
ual (Fig. 5). The microenvironment of the
egg allows expression of the genes of the
transplanted adult nucleus and results in
development of a ‘‘cloned’’ embryo, which
carries the genotype of the nuclear donor.
The egg with the transplanted nucleus is
cultured in vitro to the blastocyst stage.
At this point, the cells of the developing
blastocyst may be cultured as ESC lines,
which can then be transplanted back into
the adult nuclear donor without immune
rejection. If the donor is lacking a crit-
ical gene, it can be transfected into the
ESCs and then transplanted into the adult,
thus effecting nuclear transplantation. The
blastocysts may also be transplanted into
the prepared uterus of a surrogate fos-
ter mother, in whom they may develop
into a mature individual that is a clone of
the nuclear donor (reproductive cloning).
In experimental animals, this procedure
has a very low success rate (generally less
than 1%). Although reproductive cloning
has been accomplished in several mam-
malian species, including primates, there
are inherent problems in the procedure as
the cloned individual exhibits accelerated
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Fig. 5 Nuclear transplantation and cloning. Nuclear transplantation and cloning are
accomplished by transferring the nucleus of an adult cell to a fertilized egg from which the
nucleus has been removed. The developing egg is able to reactivate expression of the genes
of the donated nucleus and to proliferate so as to form a blastocyst, which will have the
same nuclear genes as the adult donor. The ESCs of this blastocyst can now be injected back
into the donor of the nuclei and the ESCs will not be rejected, because they will express the
same major histocompatibility antigens (MHCs) as the recipient. These ESCs could be used
to replace a damaged organ, or they could be transfected with a replacement gene that is
malfunctioning in the recipient (therapeutic cloning). The blastocyst may also be
transplanted into a prepared uterus to develop into a clone of the nuclear donor
(reproductive cloning is given in Table 2).

aging. Nuclear transplantation is gener-
ally viewed as ethically acceptable, since
the blastocyst has been created for the
purposes of in vitro fertilization and is de-
stroyed before implantation. Thus, a truly
viable embryo is not produced. However,
reproductive cloning is not considered ac-
ceptable for application to humans.

The critical role of the interaction of the
cytoplasmic environment of the oocyte and
the transplanted nucleus of the donor cell
is exemplified by experiments in which the
nucleus of a mature cell is transplanted
into the cytoplasm of a less-mature
cell. In classic embryology, determination

was understood as a one-way process:
once a cell is fully differentiated in
the adult, it is stable and not able
to dedifferentiate. Thus, it was thought
that the only nuclei from adult cells
that could be programmed to produce
a new organism would be those of a
tissue stem cell. In experiments using
nuclei from tadpoles, the potential of
the nucleus was progressively lost during
gastrulation. In the case of the cloning
of sheep, for example, Dolly, nuclei from
a day-nine embryo, a 26-day fetus, and
the mammary gland of a six-year old
ewe in the last trimester of pregnancy
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were used; the use of the latter donor
implies that nuclei from adult mammals
retain all of the potential of the germ
cells. However, the exact nature of the
cells in the mixture used for cloning
that contribute the nuclei, in the case
of the transplant from mammary gland
of the pregnant ewe, was not identified.
The mammary epithelium during the
third trimester is actively proliferating,
and the proliferating gland contains large
numbers of active progenitor cells. Since
the number of nuclei in the mature adult
tissue that can do this appears to be
vanishing small, it is likely that those
nuclei from an adult tissue that are capable
of ‘‘reprogramming’’ in an oocyte may
actually be the tissue progenitor cells or
even the putative circulating totipotent
stem cells of the adult.

On the other hand, under some circum-
stances, the differentiated state appears
to be reversible. Transfer of nuclei from
differentiated adult cells into an oocyte
can result in the restoration of the totipo-
tency of the nucleus in the oocyte. This
appears to be true even for mature T
and B cells, which have a rearranged T-
cell receptor and immunoglobulin genes
respectively. Every tissue in mice cloned
from a B cell had the same immunoglob-
ulin gene rearrangement as the original
donor nucleus.

5
Germ Stem Cells

Germ stem cells are those cells in the
reproductive organs that give rise to
sperm or eggs. In practice, germ cells
from the adult are not usually used
for therapy; germ cells from the genital
ridge of fetal animals are more readily
obtained. Even so, it is more difficult

to obtain and culture these cells than
ESCs, and much less work has been done
on them.

5.1
Germ Cell Niches

Early in embryogenesis, a few cells are des-
ignated to become germ cells; the cells that
differentiate into egg or sperm in the adult
individual. These cells migrate into the
primitive gonad (genital ridge) and differ-
entiate into female or male germ cell pre-
cursors, depending on the presence of two
X chromosomes (female) or one X and one
Y chromosome (male). In Drosophila, germ
cells, both in the female’s ovary and in the
male’s testes, reside in specialized tissue
(niches) that control the division of the
stem cells; thus, after mitosis, one daugh-
ter cell remains a stem cell and the other
becomes a transit-amplifying cell that en-
ters the process of producing sperm or egg
cells (asymmetric division). During this
process, the germ cells undergo reduction
division or meiosis, whereby the number
of chromosomes in each cell is reduced by
half, so that each gamete contains a single
set of chromosomes. Other cells in the or-
ganism contain two sets of chromosomes.
When the egg is fertilized by sperm, the
nuclei of the egg and sperm combine to re-
form a complete set of two chromosomes.
In the testes, the germ cells surround a
central core of supporting somatic cells
known as the hub; in the ovary, the germ
cells are wrapped inside somatic cells in a
structure known as an ovariole. Upon divi-
sion, the daughter cell next to the hub or at
the end of the ovariole remains a stem cell,
whereas the other distal daughter cell be-
gins the process of determination to sperm
or egg. Germ stem cell niches are critical
for normal maturation and asymmetric di-
vision of germ cells. When germ cells are
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displaced from their niches, teratocarci-
nomas may develop, indicating a role for
the tissue microenvironment in control-
ling cell proliferation and differentiation.

5.2
Teratocarcinoma

Germ stem cells will express uncontrolled
proliferation, haphazard differentiation,
and tumor formation when growth con-
trols normally placed on the developing
germ cells are missing. For example, trans-
plantation of germ cells from adult testes
of mice into the genital ridges of 21-day-old
fetal mice results in uncontrolled differen-
tiation and tumor formation (teratocarci-
noma). Teratocarcinomas are cancers of
mixed cell types and may contain essen-
tially all cellular elements of adult tissues,
including brain, bone, teeth, bone marrow,
eyes, endocrine glands, muscle, skin, and
intestine, arising from all three germ layers
as well as placenta and yolk-sac tissue.

The environment of the normal blasto-
cyst can control the malignant potential of
teratocarcinoma tumor cells. After trans-
plantation into the inner cell mass of nor-
mal developing murine blastocysts, malig-
nant teratocarcinoma cells will incorporate
into the developing embryo with produc-
tion of mosaic or chimeric mice, which
contain normally functioning tissues de-
rived from the tumor cells. These studies
not only demonstrate the totipotential of
germ cells and the teratocarcinomas de-
rived from them but also the principle that
the differentiation potential of totipotent
cells – and in fact their ability to produce
cancers – is controlled by appropriate en-
vironmental signals. These findings raise
the possibility that other types of stem cells,
including ESCs, will also undergo loss of
growth control and will produce cancer if
placed in the ‘‘wrong’’ environment.

6
Adult (Somatic) Stem Cells

The cells in normal adult organs are con-
tinuously replaced through a series of
asymmetric cell divisions of adult stem
cells. The rate of renewal varies in different
organs. For example, skin, gastrointestinal
epithelial cells, and some blood cells (poly-
morphonuclear cells) will be completely
replaced in two weeks or less, whereas re-
placement of other tissues such as liver (ap-
proximately two years) or brain (a lifetime)
are much more slowly replaced, if at all.

6.1
Normal Tissue Renewal

Normal replacement of adult tissue cells
is accomplished by proliferation of tissue-
determined stem cells, which differentiate
into more mature cells that can no longer
proliferate, and eventually die (Fig. 6). In
the process of normal tissue renewal, in
contrast to the symmetric division that
occurs during embryologic development,
division is asymmetric, with one daughter
remaining a stem cell and the other begin-
ning the process of determination. Normal
renewal is accomplished by cohorts of
transit-amplifying cells or progenitor cells,
which are the daughter cells of the more
primitive stem cell. The most primitive
tissue stem cell normally does not divide,
but it can be stimulated to proliferate if
there is an increased demand for more
cells (see hematopoietic progenitor cells,
Sect. 6.3 below). When a tissue progenitor
cell divides, one daughter cell remains a
progenitor cell, whereas the other begins
the process of determination, eventually
producing a terminally differentiated cell,
which in time dies. To maintain the total
number of cells in an adult organ in equi-
librium, the number of progenitor cells
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that divide must equal the number of cells
that differentiate and die. A comparison
of the rates of normal tissue turnover in
various organs is given in Table 2.

6.2
Plasticity of Adult Stem Cells

In classic embryology, determination is
considered a one-way process. For exam-
ple, once primitive endoderm becomes
committed to forming liver, it is not able
to dedifferentiate or ‘‘transdifferentiate’’
into another tissue type. However, there
is increasing evidence for an unexpected
plasticity of tissue stem cells. Adult stem
cells of a given tissue, for example, blood,

are able to differentiate into cells of other
tissues, including liver, brain, and skin,
of other germ layers. This is unexpected
plasticity (pleoplasticity). Of particular im-
portance is the presence of pleoplastic
stem cells in the bone marrow that could be
used for replacement of damaged cells in
other organs of the same individual (autol-
ogous). Thus, it might be possible to clone
cells from the bone marrow that could be
exposed to selective determination signals
in vitro and then be transplanted back into
the same individual to replace lost cells in
a specific organ. However, it has not been
possible to obtain clones of bone mar-
row–derived stem cells with this potential.
On the other hand, intravenous injection of

Multi/pluripotent
tissue progenitor
cell

Oligopotent
transit amplifying cells (skin)
progenitor cells (bone marrow)

Terminally
differentiated
cell

1. undifferentiated
2. self renewing
3. asymmetric division

Properties

Hh, Wnt,
Oct-4

Determination

Totipotent
embryonal/
germinal cell

Bipotent/
unipotent

Fig. 6 Stem cell model of tissue renewal. Stem cells are part of a continuum
of cell lineages with decreasing potential and increasing differentiated
function. Depicted is a postulated lineage of cells including ESCs, tissue
stem cells, transit-amplifying cells (progenitor cells), and terminally
differentiated cells. ESCs give rise to tissue-determined stem cells during
fetal development. In adults, the tissue-determined stem cell is usually
quiescent and does not proliferate unless there is an increased need to
produce new tissue cells. Normal tissue renewal is accomplished by
transit-amplifying cells, which are the daughter cells of the tissue stem cells.
In rapidly renewing tissues such as the bone marrow or gi tract, the
population of transit-amplifying cells is relative large, whereas in slowly
renewing organs, such as the liver, the number of these cells is very low. In
normal tissue renewal, the number of new tissue cells produced essentially
equals the number of cells that are lost by apoptosis or sloughing, so that the
total number of cells in the tissue remains the same.
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Tab. 2 Turnover and potential of progenitor cells in some adult organs.

Organ Replacement time Potential

Bone marrow 2–3 days (polys) Multi/pluripotential (?pleo)
GI lining 2–4 days Quadripotential (4 types)
Skin 2 weeks Bipotential
Liver 1–2 years Bipotential
Brain (neurons) Lifetime Unipotentiala

aMature neurons cannot divide, but neuronal progenitor cells are present
in some parts of the adult brain. A generalization that can be made from
these data is that the faster the cell turnover in a given organ, the more
likely it is that that organ contains a stem or progenitor cell with the
potential to form other cell types.

large numbers of autologous bone marrow
cells allows the organ to select a few cells
among the millions of transplanted bone
marrow hematopoietic cells that might be
able to differentiate into the cells of that
organ’s tissue.

6.3
Hematopoietic Stem Cells

6.3.1 Hematopoietic Cell Lineage
One of the most rapidly replaced tissues in
the body is the blood. The hematopoietic or
blood-forming cells are located in the bone
marrow. The existence of an undifferen-
tiated stem cell for blood cells (‘‘gemein-
same Stammzelle’’) was hypothesized as
early as 1917. This hematopoietic stem
cell’s lineage extends from the resting stem
cells to transit-amplifying precursor cells
to mature circulating blood cells (Fig. 7).
The resting stem cell normally does not
proliferate; production of new blood cells
is accomplished by proliferation of the pre-
cursor or transit amplifying cells. The abil-
ity of the bone marrow stem cells to form
colonies of various types of blood cells was
first recognized when cells from the bone
marrow would form colonies of cells in the
spleens of histocompatible recipients. The

number of stem cells was determined by
counting the number of colonies formed
in the spleen (colony-forming units).
Through the use of such techniques, it
was possible to show that a very small
number of stem cells could not only repro-
duce themselves, but also give rise to the
complete spectrum of phenotypic colonies
of blood cells. Less than 0.05% of the
cells in the bone marrow are pluripotent
hematopoietic stem cells, most of the pro-
liferating cells are transit-amplifying cells.

The number of transit-amplifying cells
in the bone marrow varies, depending on
the hematopoietic cell lineage. The survival
time of circulating blood cells varies from
polymorphonuclear cells, which only live
for a few days – to red blood cells, which
may survive for many months – to selected
populations of lymphocytes, which may
survive for years. The majority of circu-
lating blood cells cannot proliferate. For
example, red blood cells exclude their
nuclei and polymorphonuclear cells in-
activate their nuclei and condense them
in clumps, so that neither of these cells
can be stimulated to proliferate. Because
of the rapid loss of polymorphonuclear
cells, the number of transit-amplifying
cells belonging to the polymorphonuclear
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Pluripotent stem cell

Multipotent hemato-lymphoid
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Transit amplifyfing
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Fig. 7 Diagram of hematopoietic cell lineage. The bone marrow contains a
pluripotent hematopoietic stem cell that gives rise to multipotent mesenchymal
and hematopoietic lineages. The hematopoietic progenitor cell is believed to
produce progeny that enter the blood cell pathway (hemocytoblast) or the
lymphocytic pathway (lymphoid stem cell). The hemocytoblast is the common
progenitor cell for red blood cells, white blood cells, and megakaryocytes
(platelets). The white blood cell precursor (monomyeloblast) gives rise to
transit-amplifying cells for monocytes (promonocytes) and polymorphonuclear
cells (promyelocytes). The myelocytic series of transit-amplifying cells produces
progenitors for neutrophils, eosinophils, and basophils. During this process,
there is an exponential increase in numbers of cells at each stage. Thus, the
totipotent stem cell is extremely rare, whereas there are enormous numbers of
precursors for red blood cells and polymorphonuclear neutrophils in the bone
marrow.

lineage (myelocytic series) in the bone
marrow is very large (billions). Also, even
though the survival time of red blood cells
is much longer, there are approximately
1000 red blood cells for each white blood
cell. Thus, the number of precursor cells
for red blood cells is also very large. These
are present in the bone marrow as transit-
amplifying blast cells and their progeny
at various stages of differentiation into

mature polymorphonuclear cells or red
blood cells.

6.3.2 Pleoplasticity of Hematopoietic
Stem Cells
Until recently, the most primitive bone
marrow progenitor cell was believed to be
pluripotent, giving rise to all types of blood
cells, including lymphocytes, red blood
cells, monocytes, and megakaryocytes, as
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well as a mesenchymal progenitor cell
that can give rise to many other cell
types, such as hematopoietic supporting
stromal cells, osteocytes, adipocytes, and
muscle cells. Now, it has been found
that after bone marrow transplantation,
the donor bone marrow cells may give
rise to circulating cells that have the
potential to differentiate into endothelium,
muscle, liver, heart, brain (astrocytes and
neurons), type I and type II pneumocytes,
kidney, retina of the eye, and other
organs. Serial transplantation indicates
that a single bone marrow cell may be
able to give rise to many different tissue
types, and suggests that there must be
a common precursor not only for the
stromal and hematopoietic lineages but
also for other germ layer-derived cell types.
It is this putative pleopotent bone marrow
cell that has stimulated the great revival
of interest in adult stem cells in the
last few years. The pleopotent stem cells
arising from the bone marrow of adults
may have just as much promise as do
ESCs for stem cell therapy. However, the
pleoplasticity of bone marrow stem cells
remains controversial.

6.3.3 Pleopotency Controversies
There are conflicting data regarding the
pleopotential of tissue stem cells, in-
cluding bone marrow stem cells. For
example, although it was reported that
transplanted bone marrow stem cells
provided new endothelium in transplant
models of atherosclerosis, it now appears,
after careful analysis, that the new en-
dothelial cells were actually derived from
preexisting endothelium. In a study of
muscle-derived cells contributing to bone
marrow, it was found that the muscle-
derived bone marrow stem cells were
derived from hematopoietic stem cells
present in the muscle, and not from bone

marrow–derived cells. In addition, in vitro
culture of adult mouse brain or bone
marrow stem cells with ESCs generates hy-
brid cells containing chromosomes of both
adult and embryonic cells (cell fusion), and
studies using a mouse injury model indi-
cate that bone marrow–derived cells can
fuse with liver cells during regeneration.
On the other hand, differentiation of liver
cells from bone marrow cells without fu-
sion has been reported in other models.
Injection of autologous bone marrow cells
into the artery supplying a zone of infarcted
heart muscle appears to increase heal-
ing by supplying nuclei through fusion of
bone marrow–derived mononuclear cells
in situ with precursors of heart muscle cells
(satellite cells). However, others are un-
able to reproduce these findings and found
no contribution of bone marrow–derived
cells to heart muscle after injury.

Assuming that pleopotent bone marrow
stem cells actually exist, a number of basic
questions remain unanswered. Is there a
single cell type in the bone marrow that
is pleopotent, or are there multiple types
of progenitor cells that can give rise to dif-
ferent cell types in other organs? There is
some evidence that there is a single cell
that can do it all. Does the progenitor cell
normally circulate, or is it liberated from
the bone marrow by humoral signals after
injury? The evidence thus far is that this
cell circulates normally, but its numbers
may increase after injury. Are there nor-
mally progenitor cells in mature organs,
such as liver or kidney, which can recircu-
late back to the bone marrow? Are these
cells derived from the bone marrow, or
can pleopotent progenitor cells be gener-
ated in differentiated organs? The ability of
brain cells to become blood cells suggests
that the answer to this question is yes,
but recirculation of blood-derived cells to
the brain and back to the bone marrow
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cannot be ruled out. Can progenitor cell
lines suitable for transplantation to repair
damaged organs or for delivery of gene
therapy be derived from bone marrow or
other organs? Extensive culture of neural
stem cells (NSCs) may be required before
such cells can differentiate into blood cells,
suggesting that rare transformation events
may occur when cultured in vitro and may
account for neural to blood differentiation.
Answers to these questions will undoubt-
edly be forthcoming in the next few years.

6.4
Glandular Stem Cells

Glands consist of ducts draining collec-
tions of cells known as acini. During de-
velopment, glands such as salivary glands,
breast, pancreas, liver, and prostate arise
from endodermal outpouchings that bud
from the endodermal layer into the ad-
jacent mesoderm and interact with the
mesoderm to form a gland. In the adult,
the epithelial cells of the gland are contin-
ually renewed from progenitor cells. For
the most part, these progenitor cells are
located in the basal layer of the duct and at
the junction of the duct and the gland. An
example of the ability of a glandular stem
cell to proliferate and differentiate is the re-
sponse of the breast to the stimulus of preg-
nancy. In the normal breast, the glandular
tissue is only a duct, which terminates in
a pouch of duct cells (terminal duct cells).
During pregnancy, the terminal duct cells
first proliferate and then differentiate into
milk secreting cells. After weaning of the
offspring, the glandular cells die, and the
breast tissue reverts to the ductal form.

6.5
Gastrointestinal (gi) Stem Cells

The glands that line the gi tract are derived
from the endodermal germ layer. They

also consist of ductlike structures: the
base of the gland, which is a tubular
structure called the crypt, and the top,
which forms fingerlike structures (villi)
that extend up into the lumen of intestine.
The progenitor cells are located near the
base of the crypt (Fig. 8). These cells give
rise to cohorts of approximately 40 to 60
new cells per day, which then move up the
walls of the crypt to be sloughed off into
the intestinal lumen in four to five days.
Similar to the hematopoietic progenitor
cells, the proliferating cells in the GI tract
are transit-amplifying cells. The true GI
stem cell most likely resides near the base
of the crypt and is not actively proliferating.

6.6
Skin Stem Cells

The lineage of epidermal cells includes the
most primitive skin progenitor located in
the bulge of the hair follicle, bipolar stem
cells in the basal layer of the stratified
epithelium (basal cells), and committed
transit-amplifying cells in the basal layer
and in a few layers of cells above the basal
layer. The basal layer is also called the
stratum germinativum (where the dividing
cells are located). The layer above is
termed the stratum spinosum, because
the intercellular bridges joining these
squamous cells are visualized as spines
microscopically (Fig. 9). Above this layer,
there is increasing keratinization of the
cells and loss of the ability to proliferate.

6.7
Neuronal Stem Cells (NSC)

Until recently, the adult brain was not be-
lieved to contain stem cells. Now, NSCs
have been isolated from many parts
of the central nervous system (CNS),
including the forebrain subventricular
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(a) Liver (b) Small intestine

Fig. 8 Comparison of proliferating cells in liver and small intestine The dark-labeled nuclei
indicate the cells that are proliferating in the liver (a) and small intestine (b) during a 24-h
period. It is estimated that there are about 1 : 40 000 cells dividing in the liver at any given time,
whereas millions of cells are dividing in the gi lining. The labeled cohort of cells, in panel B, will
migrate up the intestinal crypt and will slough off into the intestine in four to five days.

zone, hippocampus, spinal cord, corpus
striatum, septum, cortex, and optic nerve.
These cells can be cultured as monolayers
or as floating aggregates called neuro-
spheres (see below). It is now clear that
self-renewing NSCs not only are present
in the adult brain but also can be de-
rived from ESCs as well as other types
of adult stem cells, such as hematopoietic
stem cells. Multipotent neuronal stem cells
are self-renewing, are able to differentiate
into cells of all glial and neuronal linages,
and populate developing or degenerating
CNS. In vitro NSCs may be directed to
differentiate into various cells types by ad-
dition of specific growth factors and can
then be used for treatment of CNS lesions
(see below).

7
Tumor Stem Cells

7.1
Embryonal Cells and Cancer

The idea that an adult human might har-
bor primitive ESCs was first conceived
from studies on the pathology of can-
cer. With the invention of the microscope,
pathologists by the mid-nineteenth cen-
tury began to recognize that the cells
that make up cancer tissues resembled
embryonic tissue; Durante in Italy and
Cohnheim in Austria hypothesized that tu-
mors arose from embryonic cells present
in the adult, a theory known as the em-
bryonal rest theory of cancer. Rudolph
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Fig. 9 Cellular layers of the skin (epidermis) and tissue renewal. Illustrated
are a hair follicle and the layers of the epidermis, designated by their Latin
names. The most primitive stem cells are located in the bulb of the hair
follicle. When cultured in vitro, these cells can be passaged for many more
generations than can any of the other cells derived from the epidermis. These
cells give rise to various specialized appendages in the dermis, such as sweat
and sebaceous glands, as well as hair follicles. The proliferating
transit-amplifying cells of the skin are located in the basal layer (stratum
germinativum) or in the lower layers of the stratum spinosum (indicated in
black). There is then progressive accumulation of cytokeratin in the stratum
granulosum associated with terminal differentiation and loss of cell structure,
as the outer keratinized layer (stratum corneum) is formed. All of the cells of
the skin, except for the nonproliferating resting stem cells in the basal layer,
are replaced every two weeks.

Virchow observed that teratocarcinomas
were made up of tissues, also found in
developing embryos. The term ‘‘dediffer-
entiation’’ was coined by pathologists to
describe this resemblance, and pathol-
ogists today still refer to the ‘‘degree
of dedifferentiation’’ to grade tumors as
fast growing (poorly differentiated) or
slow growing (well differentiated). How-
ever, it is unfortunate that this term
implies that tumors arise from dedif-
ferentiation of mature tissues, which is
unlikely.

7.2
Maturation Arrest

A cancer may arise from any cell in the
body that can divide from a totipotent germ
cell (teratocarcinoma) to a monopotent,
tissue-determined cell. G. Barry Pierce
postulated that the degree of differentia-
tion depends on the stage of differentiation
at which the majority of the cancer cells
become arrested (Fig. 10). One interesting
theory was that primitive sex cells (germ
cells) could wander through the tissue
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Fig. 10 Hypothesis that characteristic of a cancer is related to the stage of
maturation arrest. The type of cancer in a given organ is related to the stage of
determination at which the cancer arises. If it is a totipotent undifferented cell,
the cancer will be anaplastic (without form). If it is a pluripotent cell, it is a
poorly differentiated tumor. If it is a well-differentiated cell, it is a
well-differentiated tumor. If a cell is late in differentiation, it is a benign tumor.

of the developing embryo and randomly
lodge in organs other than the sex glands.
In such locations, they could give rise to
tumors that would express the phenotype
of the tissue in which they were located,
due to loss of the controlling effects of the
gonadal microenvironment.

7.3
Childhood Tumors

Tumors arising in children provide clues
to the relationship between ‘‘residual’’
embryonic cells and cancer. In the late
1800s, a tumor of the kidney in children
was found to contain a mixture of
embryonal cell types. In 1899, Wilms
wrote a definitive monograph on this
tumor and concluded that it arose from a
fragment of the primitive undifferentiated
mesodermal tissue, which normally is the
analage of the kidney. Some of the cells

in the tumor look like embryonal kidney
and others like connective tissue, with a
mixture of undifferentiated spindle cells
and immature epithelial tubules. Because
of this, it is also called a mixed tumor
or nephroblastoma. Wilms’ tumors appear
to arise from embryonal cells in infants;
these ‘‘embryonic rests’’ differentiate and
involute with aging so that they are no
longer a source of cancers after seven years
of age.

A similar embryonic tumor of sympa-
thetic ganglia, called neuroblastoma, origi-
nates in fetal neural crest cells of the sym-
pathetic nervous system. These cancers
have a peak age of occurrence at two years
and are composed of NSCs that become
more differentiated with age. In young in-
fants, these tumors are undifferentiated
and aggressive, whereas, in older children,
they appear as more differentiated tu-
mors or even as benign, well-differentiated
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ganglion cells. It appears that the un-
differentiated NSCs giving rise to these
tumors can be differentiated into benign
mature cells by the environment of the
growing infant.

7.4
Leukemias as Models of Maturation Arrest

The term ‘‘leukemia’’ means white blood.
It is used for cancers of the hematopoietic
system, in which the number of white
blood cells becomes so large that the blood
appears creamy or white.

7.4.1 Gene Rearrangements
and Molecular Lesions
The growth characteristics, morphology,
and clinical behavior of human leukemias
are related to molecular lesions caused by
gene rearrangements that are found in
all of the cells of the tumor, suggesting
an origin in a single cell that underwent
the original rearrangement. The genetic
change most likely occurs in the primi-
tive myeloid stem cells, but it is expressed
when the maturing cells reach the level of
differentiation at which point the translo-
cation is activated (see Table 3 and Fig. 11).
In chronic myelogenous leukemia, there is
a translocation of bcr (breakpoint cluster
region) to abl (Abelson tyrosine kinase),

resulting in maturation arrest at the neu-
trophilic myelocytic series of cells. In acute
myelogenous leukemia, there is constitu-
tive activation of the IL-3 receptor, leading
to continued proliferation of cells through-
out the myeloid series, beginning at the
level of the hemocytoblast and also in-
cluding the transit-amplifying cells in the
myeloid lineage. In acute promyelocytic
leukemia, there is formation of a fusion
protein that includes the retinoic acid
receptor, which blocks differentiation at
the promyelocytic stage. Rearrangement
of the immunoglobulin G (IgG) promoter
to the bcl-2 or c-myc gene leads to expres-
sion of the product of these genes in B cells
which then develop into B-cell tumors. Al-
though the mutation may be present in
all of the cells of the body, activation of
the IgG promoter only occurs in B cells.
Thus, manifestations of the IgG promoter
rearrangements are seen in B-cell tumors.

7.4.2 Stem Cell Origin of Leukemia
The response to chemotherapy of acute
leukemias also implies the involvement
of a primitive stem cell, since repeated
cycles of antiproliferative treatment are
required. Since this therapy acts on
actively proliferating cells, it would be
predicted that one cycle of drug treatment
would suffice to eliminate the actively

Tab. 3 Some gene rearrangements in leukemias and lymphomas.

Leukemia type Chromosomal
rearrangement

Translocation Function Cell type

Chronic myelogenous t9:22 bcr/abl Tyrosine kinase Neutrophilic
myelocyte

Acute myelogenous t8:21 IL-3R Tyrosine kinase Hemocytoblast
Acute promyelocytic t15:17 PML/RARα Retinoic acid

receptor
Promyelocyte

Burkitt’s (B cell) t8:14 IgG/myc Transcription B cell
B-cell lymphoma t14: IgG/bcl2 Blocks apoptosis B cell
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PML/RARa Fusion protein
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Fig. 11 Molecular defects and maturation arrest in leukemias. Gene rearrangements
represent the major molecular lesions of leukemia. The examples shown here
illustrate the stage of maturation at which the molecular lesions are expressed. For
acute myelogenous leukemia, there is constitutive activation of the IL-3 receptor
(tyrosine kinase). This causes proliferation of cells in the monomyelocytic series, as
IL-3 is activated during activation of cells from the monomyeloblast through the
monocyte, promyelocyte, and proerythrocyte series. For promyelocytic leukemia,
there is formation of a fusion protein, which results in a block in differentiation at the
promyelocytic cell. In chronic myelogenous leukemia, there is activation of abl kinase
in cells of the neutrophilic series (neutrophilic myelocytes).

proliferating cells. However, the genetic
damage is also present in the resting stem
cells that are not proliferating at the time
when the drug is given. When one cycle
of treatment is completed, these resting
cells will be stimulated to proliferate.
When in a resting state, they will not
be susceptible to treatment. Successful
treatment may thus require four to five
cycles of antiproliferative therapy to catch
all of the leukemic cells. Even so, up to 40%
of patients may require total bone marrow
ablation and stem cell transplantation

from a normal donor. This is most likely
because the genetic lesion is present in
the primitive resting stem cell in the
bone marrow, which is not susceptible to
antiproliferative treatment. The malignant
stem cells must be destroyed by irradiation,
or else the leukemia will reappear.

7.5
Epidermal Carcinogenesis and Stem Cells

Perhaps the best evidence that tumors
arise from stem or progenitor cells is
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provided by the two-step model of skin
cancer: initiation and promotion (Fig. 12).
In the classic model, benz(o)pyrene, the
initiator, is painted onto the skin. This
chemical binds to DNA in the skin cells,
causing a permanent genetic alteration.
However, cancers will not arise unless
a proliferative stimulus is administered.
This is provided by treating the skin
with phorbol ester. Thus, the initiation
induces genetic damage, and the promoter
stimulates the damaged cells to proliferate,
leading to cancer. Initiation must be done
before promotion. If promotion is done
prior to initiation, cancer will not develop.
The elapse of time between initiation

and promotion clearly indicates that the
self-renewing stem cell is the target of
initiation. Months or even years can
separate initiation and promotion. Thus,
in order for the tumors to grow out in
this model, the initiated cells must survive
from the time of initiation to the time of
promotion. Given the well-established fact
that all cells in the skin, except for the
long-term, self-renewing stem cells, turn
over completely every two to three weeks,
the only way that the initiated cells could
still be present if months or years elapsed
between initiation and promotion would
be for initiation to have occurred in the
self-renewing progenitor-cell population.

Skin cells replaced every 14–21 days

In one year, entire skin replaced 14 times

The only cells still remaining after 1 year must be
the renewable stem cells 

E

Initiation Promotion 
benz(o)pyrine phorbol ester

1 week to

1 year
Normal

phenotype

Hyperplasia Squamous-cell
cancer

No further treatment
No lesions

Cancer

Fig. 12 Chemical carcinogenesis and the stem cell origin of skin cancer. The
induction of skin cancer in animals using the initiation–promotion procedure
demonstrates that skin cancers arise from stem cells. The two-step procedure
of initiation and promotion employs application of a carcinogen, such as
benz(o)pyrine, to the skin. Following one application, the skin appears
normal and no tumors develop. Promotion is then accomplished by
application of an agent that stimulates proliferation, such as phorbol ester, at
the site of initiation. After promotion, tumors will appear in a short time. The
critical finding is that promotion may be separated from initiation for up to a
year. However, all of the transit-amplifying cells in the skin turn over within
two weeks. Thus, the only cells that could remain extant from the initiation
step are the self-renewing skin stem cells. Drawings modified from
DiGiovanni, J. (1992) Multistage carcinogenesis in mouse skin, Pharmacol.
Ther. 54, 63–128.
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Thus, in the initiation–promotion model
for skin carcinogenesis, the initiated cell
must be a self-renewing progenitor cell. If
this is true, then why do the initiated cells
not grow out and produce cancer during
normal tissue renewal? Why is promotion
required for initiated cells to grow into
a cancer? It is likely that normal tissue
renewal does not involve proliferation of
the long-term self-renewing cells. Most
normal cell renewal involves not the most
primitive tissue stem cell, but rather the
transit-amplifying cells. Thus, it is likely
that the initiated transit-amplifying cells
are not self-renewing over long periods of
time, and that they eventually differentiate.
The initiated cell that gives rise to cancer
must be a resting stem cell that is only
called upon to proliferate under the stress
of promotion.

7.6
Stem cells and Adenocarcinomas

Extrapolation of the observations on the
stem cell origin of carcinomas may be
made to glandular organs. Exocrine glands
consist of acini of glandular cells drained
by a collecting duct. The key progeni-
tor cells are located between the gland
and the duct. For example, both from
histologic examination of human lesions
and from examination of ‘‘preneoplastic’’
lesions of experimental mouse models,
breast cancers are believed to arise from
basal progenitor cells located in the termi-
nal ductular lobular unit from which the
gland forms during pregnancy. Prostate
cancer also arises from basal stem cells.
Intestinal carcinogenesis is directed to
functionally anchored stem cells in the
crypt, and mutated stem cells appear to
be able to spread through the mucosa by
fusion of crypts, before becoming invasive.
Mutation in the adenomatous polyposis coli

gene (APC) is associated with increased
expression of survivin, which allows expan-
sion of crypt stem cells and development
of colon cancer. Finally, mixed tumors of
epithelial and mesenchymal components
(carcinosarcomas) appear to arise from
a common monoclonal origin. In each
instance, carcinomas arise from tissue pro-
genitor cells. There is also evidence that
the cancer cells can arise from circulating
stem cells that have the ability to cross
basement membranes and then localize in
various glandular tissues.

8
Therapeutic Applications of Stem Cells:
Promises and Problems

8.1
Cellular Therapy

The results of cellular therapy of preclinical
animal models of injury and disease point
out both the promise and problems of
using stem cells for cellular therapy. There
are many models that could be presented
to illustrate the need for ‘‘Designer
Therapy’’, that is, the careful selection of
particular cell types for specific therapies.
A simplified comparison of the various
types of stem cells available for cellular
therapy is given in Fig. 13. As illustrations,
the treatments of CNS lesions, myocardial
infarcts, and diabetes will be considered.

8.1.1 Central Nervous System
Both infarcts in the brain and damage
to the spinal cord have been partially
corrected in mice by injection of NSCs.
NSCs have the ability to migrate within
the brain, site themselves in areas of brain
or spinal cord damage, and restore cells
in the damaged tissue with reconstitution
of function – a truly remarkable capability.
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Blastocyst

Embryonal fetal somatic Tissue-
determined

Advantages

Disadvantages

Cord blood Adult
Bone marrow  

Neural crest

Tens
Cell lines
Totipotent
In vitro
Experimental
Brain
Heart

No of cells
Form
Potential
Differentiation
Clinical use
Projected use for

Hundreds
Cell cultures
Multipotent
In vitro/In vivo
Brain
Brain
Islet cells

Millions
Cell isolates
Pleopotent
In vivo
Bone marrow
Heart
Liver

Hundreds
Cell isolates
Oligopotent
Differentiated
Experimental
Cell replacement

Totipotent
     Unlimited

Tissue directed Tissue directed
proliferation

High numbers
In vivo Selection
Autotransplantation

Ethical issues
Small number
Graft rejection

Ethical issues
Small number
Graft rejection

Potential questioned
culture limited

Small numbers
difficult to get
culture limited

Liver
Pancreas
etc.

Fig. 13 Comparison of stem cells used for cellular therapy. Each of the major sources of
stem cells, embryonal, fetal (germ), and adult, has advantages and disadvantages for
cell-mediated therapy. Among these, only bone marrow or cord-blood stem cells have been
tested clinically. Fetal neural crest cells have been used, with some indication of success,
for treatment of Parkinson’s disease, but conclusive clinical trials have not been published.

The donor cells may be acquired from
inner cell masses of blastocysts, from
the neural crest cells of developing fe-
tuses, or from certain areas of the adult
brain (Fig. 14). The cells are cultured in
special ‘‘neural’’ medium that stimulates
their differentiation into neural progenitor
cells. In addition, growth factors may fur-
ther the differentiation of the cells into
more mature types. For example, epi-
dermal growth factor stimulates the glial
differentiation required for restoration of
the myelin sheath of nerves, whereas fi-
broblast growth factor (FGF) stimulates
differentiation of nerve cells. Of these cell
sources, the neural crest cells from 10.5-
day gestation in the mouse have thus far
been found to be the most efficient at
differentiating into nerve cells; cells from

14.5-day-old fetuses are the best at dif-
ferentiating into glial cells. Similar cells
obtained from aborted 16- to 20-week hu-
man fetuses have been used with some
success for treatment of human diseases,
such as Parkinson’s disease. It is very diffi-
cult to obtain enough differentiating cells
from ESC cultures to use for this purpose;
obtaining cells from the adult brain is not
practical at this time. The use of fetal neu-
ral crest cells is also limited. The hope for
the future is to obtain human ESC lines
that will have the property of differenti-
ation into neuronal or glial cells in high
numbers. This will require the selection of
cell lines, not available now, or alteration of
cell lines through transfection with neural-
specific transcription factors that will drive
the cells to the desired fate.
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Blastocyst

Fetus

Adult CNS

Neural crest

Isolated cells

Culture in vitro
Neural medium

Cell line

Monolayer

“Neurosphere”

EGF–Glia

FGF–Neurons

Harvest  cells

10.5 days neuronal
14.5 days glial

Damaged brain Demyelinated cord

Neurons

G
lia

Neuronal stem cells migrate to damaged zones in brain and stimulate regeneration
of brain cells
Glial cells migrate to demyelinated nerves and stimulate remyelination

Fig. 14 Stem cell therapy of neurological deficits. Areas of necrosis in the brain, or
demyelination in the spinal cord, may be repaired in mouse models by injection of stem cells
that have been cultured in vitro and stimulated to differentiate into glial cells or neurons. This
has been accomplished using ESCs, fetal neural crest stem cells, or stem cells from adult
brains. Fetal neural crest cells appear to be the most effective.

8.1.2 Type I Diabetes
Type I diabetes is caused by the loss of
insulin-secreting cells, with a consequent
loss of regulation of the glucose levels
in the blood and tissues, resulting in
high blood glucose levels (hyperglycemia).
Cellular therapy is directed toward restor-
ing the level of insulin by transplant-
ing insulin-secreting β-cells of the islets
of Langerhans in the pancreas. Unfor-
tunately, not only are β-cells difficult
to obtain but also the desired effects
of transplantation of β-cells are only
achieved in less than 20% of attempts.
It is predicted that stem cell precursors
to β-cells contain the self-renewing cells
required to maintain the number of β-
cells at the level needed to maintain
normoglycemia. Again, various sources

of cells have been tested in preclinical
animal models of diabetes, either genet-
ically or chemically induced. These have
included cells derived from adult pan-
creatic ducts (bipotent ductal progenitor
cells), adult liver stem cells, and neonatal
islet cells, as well as bone marrow cells
and ESCs. Clearly, the cells more com-
mitted to the pancreatic lineage, such as
neonatal islet cells and pancreatic duct-
derived cells, give better results than do
bone marrow stem cells or ESCs. The
cells are cultured in vitro in the pres-
ence of high glucose, which stimulates
β-cell differentiation, and are then in-
jected into selected sites in the diabetic
animal (for example, under the kidney
capsule). This results in restoration of nor-
moglycemia and prevents death due to
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complications of diabetes. The take-home
lesson is that cells differentiated to the
pancreatic lineage are better than less-
differentiated cells.

8.1.3 Heart
The severity of damage after a myocardial
infarct may be lessened by injection of au-
tologous mononuclear bone marrow stem
cells into the infarct-related artery within a
week after infarction. This procedure may
be done in humans during coronary an-
gioplasty after acute myocardial infarction.
In a recent clinical study, the 10 patients
treated with stem cells had smaller in-
farct areas and improved stroke volume
index, left ventricular end-systolic volume,
contractility of the infarct area, and my-
ocardial perfusion of the infarct region, as
compared to 10 patients in a control group
not treated with stem cells.

8.2
Pleopotency or Fusion

The tantalizing findings that stem cells
at various stages along the determina-
tion pathway can contribute to repair of
damaged tissue have raised questions on
exactly how this happens. The simplest ex-
planation is that self-renewing stem cells
are able to proliferate and differentiate
into the cell types needed for repair. For
example, bone marrow stem cells have
been shown to contribute to many ma-
ture tissue types, including heart, liver,
endothelium, lung, GI tract, and brain.
Are there stem cells in the bone mar-
row that achieve this or are there other
mechanisms? For example, the data are
conflicting on the ability of bone mar-
row stem cells to become the smooth
muscle cells of the heart. In fact, either
the bone marrow cells may act through

indirect mechanisms, such as by stim-
ulation of the formation of new vessels
(angiogenesis) or else mononuclear cells
derived from the bone marrow fuse with
regenerating heart muscle cells and con-
tribute to there survival by adding nuclei
to the muscle cells. Heart muscle cells
are multinuclear, and thus it is nor-
mal for the progenitor cells of the heart
(satellite cells) to fuse with other cells
to form mature muscle. Cells from the
bone marrow appear to do this and may
increase the ability of infracted heart
muscle to regenerate. The situation in
the liver is also controversial. In animal
models of chronic liver injury due to ge-
netic abnormalities in the hepatocytes,
transplanted bone marrow cells may fuse
with residual hepatocytes and form poly-
ploid hepatocytes that are resistant to the
original injury. However, there are also
convincing studies that show bone mar-
row cells becoming hepatocytes and gi
cells without fusion. It may be that on-
going injury, with resultant inflammation
and infiltration of bone marrow–derived
mononuclear cells combined with dam-
aged hepatocytes, leads to fusion of the
monocytes with the hepatocytes. The con-
tribution of the monocyte nucleus may
overcome the genetic defect in the hepato-
cytes to allow survival.

8.3
Immune Rejection of Stem Cells

A major problem in the use of stem cells
derived from embryonic or fetal tissues is
the potential for such cells to be rejected
when they differentiate in a histoincompat-
ible recipient and express MHC antigens.
This problem may be solved by nuclear
transplantation and cloning, or by genetic
manipulation of an embryonal cell line so
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that it expresses the same MHC type as the
recipient (see Fig. 5). However, cloning is
an inefficient process and presents eth-
ical problems, in that a human embryo
must be produced to obtain the desired
cells. Genetic engineering of ESC lines
would be a time-consuming and expen-
sive process. Either the cells would have
to be designed specifically for the MHC
of the individual recipient or else mul-
tiple cell lines expressing various MHC
types would have to be produced, in or-
der to have the cells available for any
given recipient.

Histocompatibility problems are avoided
through the use of autologous adult
stem cells. Bone marrow transplantations
are also possible across allogenic MHC
barriers because the immune cells of the
host are eliminated or greatly reduced by
irradiation or chemical treatment, allowing
the donor cells to survive. In addition,
autologous progenitor cells from other
tissues could be obtained from injured
organs having a higher level of potential
than the cells from normal organs. For
example, it is possible to culture and then
clone progenitor cells from animals with
acute liver injury that have the potential
to differentiate into other cell types, such
as pancreatic cells, in addition to the
expected differentiation into liver cells. It is
not yet clear whether these injury-induced
progenitor cells are derived from the very
few progenitor cells in the mature liver,
or from the circulating blood stem cells
that enter the liver in larger numbers in
response to the injury. In any case, there
is every reason to believe that stem cell
therapy is not only not limited to ESCs
but is also feasible using adult stem cells.
There is a lot of work to be done to find
out which cells to use, how to manipulate
them, and how to transplant them so as to
get an optimal therapeutic result.

8.4
Seed and Soil Hypothesis

The ability of stem cells to replace tissue
cells damaged by either genetic lesions or
epigenetic injury is determined both by the
innate potential of the stem cells and by
the environment in which they are placed
(seed and soil hypothesis). The ability of a
stem cell to function in a given location is
dependent on its potential (seed) as well as
on microenvironmental signals (soil) such
as cell–matrix interactions, cell–cell in-
teractions, growth factors, hormones, and
circulation gradients. Stem cells become
restricted in the variety of differentiated
progeny that they can produce during
the determination process. For pleopotent
stem cells to exist in the adult, preser-
vation of the ESC potential must occur
in some cells, the tissue progenitor cells.
NSCs from the developing brain ‘‘remem-
ber’’ where they came from. On the other
hand, ESCs and fetal stem cells are able
to repopulate damaged neural tissue and
to provide cells that will remyelinate dam-
aged spinal cord in experimental models;
bone marrow stem cells may also repair
brain lesions.

8.5
Designer Therapeutic Stem Cells

Most public attention has focused on the
use of ESCs for possible replacement
of damaged tissue, or for use in gene
therapy. This is because ESCs are capable
of giving rise to any other cell type
and have unlimited potential for tissue
replacement. At the time of this writing,
the critical and extensive work that must
be done to realize the potential of ESCs
is mired in ethical arguments and legal
impediments. Until additional cell lines
are made available, and until the studies
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are accomplished, we cannot know how
these cells respond to signals derived from
the microenvironment of tissue culture
conditions, or from the stroma of adult
organs, to differentiate into the mature
cell types desired. If they do respond,
how many cells will differentiate, and
how long will this take? In addition, the
possibility that ESCs will give rise to
cancer when sited out of their normal
environment must be tested critically in
preclinical models.

On the other hand, some form of tissue
stem cell from fetal or adult individuals
may be just as good as, or even better than,
ESCs for some purposes. Thus, the cell
of choice for treatment of a given disease
may need to be selected from a specific
stage along the determination pathway
(see Fig. 6). In some cases, totipotent
ESCs may be the optimal choice; in other
cases, the tissue-determined stem cells
(see Fig. 13).

There is no clear-cut answer to the
question of which stem cells are optimal
for any particular type of therapeutic
approach. However, if we want cells to
replace injured liver, or to grow up cell
lines to provide liver function in vitro
(liver bioreactors), it is logical that cells
already some distance along the liver
lineage pathway will be better to use than
would be totipotent ESCs. Cells committed
to neuronal lineages are probably better
than ESCs for replacement of damaged
neuronal cells. It may be possible to obtain
cell lines representing cells at a particular
stage of tissue determination for specific
cellular therapy. In addition, these cells
could be transfected with various genes
under the control of promoters that are
only activated by differentiated cells, so that
expression of the gene is limited to the cells
at the appropriate stage of differentiation.
It is timely for us to develop and test the

potential of designer stem cells for specific
therapeutic challenges.

See also Brain Development; Cancer
Stem Cells; Cellular Interactions;
Mammalian Cell Culture Methods;
Nuclear Transfer for Cloning Ani-
mals; Parthenogenetic Stem Cells;
Principles and Applications of Em-
bryogenomics; Spatial and Tempo-
ral Expression Patterns in Animals.
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Auxotroph
A mutant that is unable to grow on a simple ‘‘minimal’’ nutrient, due to its inability to
make a key cellular building block, such as an amino acid or nucleic acid base, from
the simple carbon source provided, for example, glucose. Such ‘‘markers,’’ for
example, a requirement for histidine, or proline, or uracil are used in genetic mapping
experiments. See ‘‘complementation.’’

Complementation
A mutant that makes a defective (or no) gene product can often be recognized by a
requirement for a particular nutritional supplement (its auxotrophic marker). For
example, a strain with a mutation in the biosynthetic pathway for histidine will not
grow unless histidine is added to the simple medium. In classical genetic mapping
experiments, two strains are mated and the proficient gene from one partner is passed
to the recipient that has the defective gene. In this case, the nutritional requirement for
histidine will disappear. This process is called ‘‘complementation.’’ In recombinant
DNA experiments, when the gene that corresponds to the mutation is cloned, the event
can be recognized by complementation

Cosmid
A specialized cloning vector that depends on the property of bacteriophage lambda to
package selectively around 50 kb of DNA within its virus particle. The cosmid vector
(typically around 10 kb is, therefore, a device that enables large (∼40 kb) fragments of
genomic DNA to be cloned efficiently, and is useful while preparing libraries as part of
a genome sequencing project. Once the ‘‘phage’’ has been used to package the DNA,
and the recombinant cosmid is introduced into Escherichia coli, it behaves as a plasmid.

Generalized Transduction
A change in phenotype of a recipient bacterium brought about by infection of a
defective phage particle containing only donor bacterial DNA, followed by
recombinational integration into the recipient’s genome.

Lysogeny
The state in which a temperate phage has infected a host, which results in a stable
association of the phage with the bacterium. The prophage is replicated with the
bacterial genome, and is inherited by each daughter cell.
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Open Reading Frame (ORF)
A nucleic acid sequence containing a series of codons without any stop codons, which
may encode a protein.

Proteome
The collection of proteins made by a strain at a particular point in time. The proteome
is displayed by two-dimensional electrophoresis and appears as individual spots. The
technique is at its most powerful when different proteomes of the same strain are
compared, to identify which proteins are upregulated or downregulated under
given conditions.

Protoplast
The term given to a microbial cell after its cell wall has been removed substantially.
This enables two different strains to be genetically recombined by fusion of their
protoplasts in the presence of polyethylene glycol. Protoplasts are also used as
recipients for naked DNA.

Secondary Metabolite
A metabolite that is made by the microorganism, often after growth has ceased – this
metabolite is not essential for growth, viability, or survival of the microbe.

Transcriptome
The collection of RNA molecules present at any point in time. The transcriptome is
displayed by hybridizing dye-labeled RNA to arrays of oligonucleotides, or short PCR
products, which represent each gene of the organism. Each oligonucleotide or PCR
product is immobilized in a fixed position on the array. A comparison of different
transcriptomes indicates which genes are upregulated or downregulated under
various conditions.

Sigma (σ ) Factor
A protein that associates with core RNA polymerase and determines protein specificity.

Transformation/Transformant
The process by which naked DNA is introduced into a cell (or protoplast). The resulting
cell is the transformant.

Transposition
The process by which a DNA element can insert itself, independent of host-cell
recombination.

Transposon
A discrete DNA element capable of transposition and carrying recognizable genes,
such as antibiotic-resistance markers.
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� Streptomyces are mycelial, soil-dwelling, differentiating bacteria that are renowned for
the production of many clinically-useful antibiotics (e.g. streptomycin, erythromycin,
tetracyclines, and a number of the third-generation penicillin-like antibiotics). They
also make other useful metabolites (e.g. anticancer agents, immunosuppressants,
antihelmintics, growth promoters, herbicides, and insecticides). Their status as
simple microbial models of differentiation is well established and, because they are
taxonomically related to pathogens such as mycobacteria that cause tuberculosis and
leprosy (but are themselves ‘‘safe’’ organisms), they are being cited increasingly as
informative models for these life-threatening pathogens. Much effort has gone into
investigating the fundamental biology of Streptomyces. In recent years, the dissection
of the architecture and regulation of antibiotic production gene clusters has been
undertaken, together with studies on the regulatory circuits that control production
and integrate with the signaling pathways of the differentiation processes. As clinical
infections invariably develop resistance to antibiotics, there is an ongoing need to
discover new drugs to combat this problem. The Streptomyces are viewed as a rich
source of such drugs and contemporary effort, using recombinant technologies,
is aimed at altering the genes for antibiotic production pathways so that they
produce new, potentially useful metabolites that may keep them one step ahead
of the resistance problem. Recent advances in the molecular biological techniques
applicable to streptomycetes have assisted greatly in this task. The genome sequence
of the model streptomycete, Streptomyces coelicolor, was published in 2002, followed
recently by that of Streptomyces avermitilis. In 2004, a number of other sequencing
projects were in progress, so that these resources will grow significantly in the
near future. The Streptomyces are remarkable in that their genomes are among the
largest (8–9 Mb, compared with E. coli at 4.6 Mb) reported so far for any bacteria.
Bioinformatics, combined with postgenomic techniques such as microarrays and
proteome gels, are now being used to define and characterize global gene expression
under a variety of conditions. Rapid methods have been developed to create mutants
for any gene, using its genome-derived DNA sequence to guide the strategy. Mutant
libraries generated by random transposon insertion, are also becoming available.
These aim to provide a collection of mutants in which each of the almost 8000 genes
in Streptomyces is mutated individually. With these recent postgenomic resources
building on the robust genetic systems that have been set up for Streptomyces,
the next few years promise to be an exciting phase in our understanding of these
unique bacteria.

1
Introduction

Streptomyces are members of the Gram-
positive order Actinomycetales that
includes:

• mycobacteria (the causative agents of
tuberculosis and leprosy),

• corynebacteria (the causative agent of
diphtheria, while other corynebacterial
species are now used commercially in
amino acid production),
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• arthrobacters (often associated with
plant pathology, but also able to degrade
toxic chemicals), and

• nocardias (some of which are
pathogenic).

The order Actinomycetales is very diverse.
However, there is a convenient split, in
that some members of the order are fil-
amentous, while the others are not. The
Streptomyces are filamentous bacteria (a
feature that they share with Nocardia),
found predominantly in the soil. They have
a complex life cycle involving a sporula-
tion phase (see later) and are remarkable
for the vast range of secondary metabolites
that they produce. Streptomycetes make
more than 60% of known natural antibi-
otics, many of which are of commercial
importance. They also produce secondary
metabolites, which are used diversely as
anticancer agents, immunosuppressants,
antihelmintics, growth promoters, herbi-
cides, and insecticides.

Thus, the streptomycetes have generated
considerable interest – as model organ-
isms to investigate microbial differentia-
tion, as safe laboratory models (few are
pathogenic) of their medically-important
relations, but most importantly because of
their industrial significance.

The Streptomyces were originally mis-
classified taxonomically as fungi, due to
their appearance (mycelial, pigmented,
and sporulating) that was reminiscent of
moulds. However, they are true bacteria,
displaying typical features such as bac-
terial cell walls, sensitivity to antibiotics
targeted against bacteria, prokaryotic ribo-
somal structure (including 16S and 23S
rRNA), and a single chromosome (albeit
a linear chromosome, rather than the sin-
gle circular chromosome of most other
bacteria – see later). A notable feature of
Streptomyces is the high (73%) G + C con-
tent in their DNA. Most of the other

organisms have a G + C content of around
50%, and the range is 40 to 60%. It is
not clear why the G + C content is so
high. One theory states that because they
are soil-dwelling and often found in arid
desert conditions, there has been selective
pressure to move away from DNA with a
reasonable A + T content – which would
make the organism more susceptible to
damage by the ultraviolet rays of the sun.

The life cycle of Streptomyces involves
extensive differentiation. Starting from a
dormant spore, germination is followed
by radial outgrowth which, on an agar
plate, results in the formation of a mycelial
colony. In their natural habitat, growth
will often colonize soil particles. For
each species, the radial growth involves
branching of the hyphae in a particu-
lar pattern – the branch-to-branch distance
of which, on a specific agar, is char-
acteristic of the species and must be
somehow programmed into its biology.
Radial growth proceeds by apical extension
of the mycelia, until some environmental
cue triggers the first step in differenti-
ation. Cues may be nutrient limitation,
lack of water, or other factors that re-
sult in switching on of stress responses.
Many Streptomyces undergo most elaborate
forms of differentiation that involve lysis of
the mycelia formed during radial growth
and use the metabolic intermediates re-
leased from these lysed cells as building
blocks to construct an aerial form of the
mycelium, which reaches up and away
from the radial mycelial mat. This aerial
mycelium has a complex morphology that
is again quite species-specific, often with
helical coils that help to give the structure
some rigidity. In the final phase of differ-
entiation, the aerial mycelia septate and
round off to form fresh spores. These can
remain dormant and desiccated until the
environmental conditions improve and a
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fresh life cycle can begin again through
germination.

Streptomyces coelicolor A3(2), the ‘‘model’’
streptomycete, has been studied for over
50 years – particularly through the lifelong
research in the United Kingdom by Sir
David Hopwood and his colleagues. The
in vivo genetics of S. coelicolor were un-
raveled by Hopwood in the 1950s and the
1960s at the same time as the seminal dis-
coveries on the genetics of other bacteria.
Stable auxotrophs were formed easily, and
they were used to construct a rudimen-
tary linkage map. Over the years, many
auxotrophic and other nutritional mark-
ers were added. Many mutants that were
defective in the differentiation processes
were isolated, characterized, and the posi-
tions of the genes on the linkage map were
mapped carefully.

The original isolate of A3(2) produced
a blue pigment, now characterized as the
antibiotic actinorhodin. It was much later,
in the late 1970s that attention was turned
to this antibiotic, for which mutants could
be recognized easily by the loss of blue pig-
ment. In other mutant classes, there was
a change in color associated with the mu-
tation that now caused the buildup of an
actinorhodin precursor or shunt metabo-
lite. Thus, it was possible to quickly build
up a collection of mutants altered in an-
tibiotic production. It then became clear
that S. coelicolor made a number of an-
tibiotics: the red pigment, later identified
as undecylprodigiosin; a colorless antibi-
otic, methylenomycin, whose production
gene cluster is located on a plasmid; and
a ‘‘calcium-dependent’’ antibiotic (CDA),
which was only effective in the presence
of the cation and later shown to have a
lipopolypeptide structure that is made by a
nonribosomal peptide synthase.

In 2001, when the genome sequence
of S. coelicolor was completed, it became

apparent that this model organism has the
genetic potential to make over 20 differ-
ent secondary metabolites, indicating the
speed, power, and potential of the postge-
nomic approaches (see Sects. 4 and 6),
compared to the classical approach. The
‘‘classical genetic’’ phase of S. coelicolor
provided the bedrock of mutants, ge-
netic loci, and fundamental procedures for
the next phase – the ‘‘molecular biology’’
stage, involving in vitro techniques. The
enabling methodology that resulted in the
first success in cloning with Streptomyces
was undoubtedly the ability to form and re-
generate protoplasts from specially-treated
mycelium. Originally developed as a tool
for classical genetic analysis, whereby two
strains could be genetically recombined
without recourse to spore-based mating,
protoplasts were fundamental to the intro-
duction of naked plasmid DNA – enabling
the first cloning experiments to be under-
taken in 1980.

For the ensuing 15 years these cloning
techniques, using the transformation of
protoplasts, were refined substantially. En-
tire antibiotic pathways were cloned, dis-
sected, and altered by mutation in vitro.
Many of the genes identified during the
classical phase of Streptomyces genetics
were cloned by complementation and an-
alyzed. New genes were identified and
mutants of them were created by gene
disruption. This was the era of labori-
ous and meticulous characterization of the
genes on an individual basis – analysis of
their expression, and understanding of the
complex interrelationships between them
and their gene products. The construc-
tion of the ordered cosmid library of S.
coelicolor, by Redenbach and coworkers
in 1996, heralded the era of genome se-
quencing of Streptomyces (Sect. 3) and a
number of other genome sequences are
now completed, or projects are in progress.
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These genome sequences are being anno-
tated and bioinformatic tools are readily
available for their further analysis. Gene-
specific microarrays have been developed,
that are now available to allow inspection
of the transcriptome at any point in time
or nutritional/environmental perturbation
(Sect. 4). Rapid methods have now been
developed to create mutants for any gene,
using its genome-derived DNA sequence
to guide the strategy (Sect. 6). Mutant
libraries, generated by random transpo-
son insertion, are also becoming available
(Sect. 6). These aim to provide a collection
of mutants in which each of the 7825 genes
in S. coelicolor is mutated individually.

The resources discussed above can
now be deployed in a number of ways.
Display of the proteome of an organ-
ism at any point in time and nutri-
tional/environmental regime (Sect. 4) pro-
vides valuable insight into the proteins
being used at any instance (around 1000
of the possible 7825 will be expressed).
Comparison with proteomes at other times
and regimes gives further insight and,
when combined with transcriptome data,
provides a detailed analysis of the expres-
sion profiles of the genes. Combining this
data-intensive information with parallel
analyses of transcriptomes and proteomes
of mutants that lack a particular gene then
allows the relationship between expression
of that gene with the others to be defined,
and so an integrative view of the physiology
of the organism results.

The next few years promise to be most
exciting. We now have the genome se-
quences and postgenomic resources to
conduct a thorough investigation of these
unique bacteria. Many of the remaining
questions about the integration of the
morphological development with antibi-
otic production are sure to be answered in
the near future.

Whereas these resources have been de-
veloped primarily for S. coelicolor, many
have broad application in the industrial
species, such as Streptomyces clavuligerus
(clavulanic acid), Streptomyces fradiae (ty-
losin), S. avermitilis (avermectin), and
Streptomyces rimosus (oxytetracycline). In
the near future, we are also likely to see
advances in our knowledge of how to ex-
ploit these industrial processes better and
make them more productive.

2
The Streptomyces Chromosome

The precedent for chromosomal circular-
ity established for E. coli during the 1960s
meant that it was assumed that this was
also the case for streptomycetes. In addi-
tion, early genetic studies also supported
the circularity of the streptomycete chro-
mosome. However, a circular genetic map
is also consistent with having a linear chro-
mosome. As a result of groundbreaking
work by Carton Chen and Matthias Reden-
bach, this subsequently turned out to be
the case for Streptomyces. Despite the inher-
ent difficulty in determining the physical
topology of this very large molecule di-
rectly, linearity was established by pulsed
field gel electrophoresis of Streptomyces
lividans, and by the ordering of the S. coeli-
color cosmid library. Further analysis has
revealed that chromosome linearity is a
universal phenomenon in Streptomyces, as
it is in related actinobacteria with simi-
lar sophisticated lifestyles. Some aspects
of chromosome replication in Streptomyces
are similar to other bacteria; for exam-
ple, replication is initiated at a single
origin near the chromosome center and
proceeds bidirectionally. However, there
is an inherent problem in replicating the
ends of a linear DNA molecule, as DNA
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replication can only progress in the 5′ to
3′ direction. This is because all known
DNA polymerases require a 3′-OH from
the adjacent ‘‘upstream’’ base to begin
adding nucleotides, one at a time. In a
linear chromosome, there is no free 3′-
OH on one of the strands at each end. A
similar problem arises in eukaryotic chro-
mosomes, which are also linear, but here
the highly-specialized telomerase complex
makes a short RNA to provide that 3′-OH.
Clearly, chromosomal circularity in most
bacteria avoids this difficulty, as the DNA
molecule does not have any ‘‘ends.’’ Strep-
tomycetes solve the problem of the free
3′-OH by having terminal proteins (Tpg)
that are covalently attached to the 5′ ends
of the chromosome. They are believed to
act as the primer containing the 3′-OH
and this provides a solution to this ‘‘end
replication’’ problem. Genes encoding Tpg
have now been identified in S. coelicolor,
S. lividans, S. avermitilis, and Streptomyces
rochei. Recently, Tap, a telomere-binding
protein, has been described; tap is co-
transcribed with tpg and it interacts with
both Tpg and the telomeres; both are
essential for maintenance of chromoso-
mal linearity and mutants lacking these
genes invariably possess circular chromo-
somes. Such strains often show increased
genetic instability but generally show no
impairment in growth or sporulation. The
implications of chromosome linearity on
chromosome segregation and decatana-
tion following replication are therefore
unclear. Both ends are physically asso-
ciated through an unknown interaction.
The ends of the chromosome are charac-
terized by long terminal inverted repeats
(TIRs), which vary in length between 30
and 600 kb depending on the species. A
comparison of TIRs from different species
has revealed conserved sequences within

the first 170 bp arranged as seven palin-
dromes, and may cause the formation of
DNA secondary structure important for
stability of the terminal sequences. The
significance of the TIRs is unclear and
the overall structure of the chromosome
is thought to resemble a tennis racket
with the TIRs forming the handle through
an association between proteins bound to
each of the inverted repeats.

3
Streptomyces Genome Sequences

The genome sequence of the model strep-
tomycete, S. coelicolor was completed in
July 2001 at the Sanger Centre, Cam-
bridge, UK. The sequenced strain, M145,
is plasmid-free, and although originally
derived from a prototrophic revertant of
a threonine auxotroph of the wild-type
strain, A3(2), M145 behaves substantially
like its parent in vivo. The genome of S.
coelicolor was sequenced as 325 overlap-
ping clones. Of these, 305 were cosmids,
one was an existing plasmid carrying one
of the chromosome termini and 19 were
selected from a set of bacterial artificial
chromosomes mapped to the sequences of
finished cosmid contigs by end sequenc-
ing. Each clone was fractionated into 1.4 to
2 kb fragments, prior to sequencing. The
finished 325 clones formed a contiguous
sequence extending from within the left
TIR to the right-hand end of the genome.
The genome sequence was completed by
extending the incomplete left TIR with a
7-kb consensus sequence copied from the
right TIR.

S. avermitilis produces the antipara-
sitic agent avermectin, used in veteri-
nary medicine and for the treatment of
river blindness in Africa. In contrast to
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S. coelicolor, its genome was sequenced us-
ing a whole genome shotgun approach
combined with cosmid end sequencing to
facilitate the final assembly, and with some
sequencing of entire cosmids to sequence
repeated regions of DNA accurately. Sev-
eral other streptomycete genome sequenc-
ing projects (Table 1) are either under
way, or have been completed but are
currently publicly unavailable for commer-
cial reasons.

The localization of open reading frame
(orfs) within streptomycete genome se-
quences is facilitated by highly-biased
codon usage at the third position (mol%
G + C ≈ 90) and the two published
genome sequences, for S. coelicolor and
S. avermitilis, confirm this predicted con-
sequence of the high G + C content of
streptomycete DNA on codon usage. The
8 667 507 bp S. coelicolor genome en-
codes 7825 genes, while the 9 025 608 bp S.
avermitilis genome encodes 7574. The pub-
lication of a second genome sequence has
meant that it is now possible to assess the
characteristic features of the streptomycete
genome; it seems that the chromosomes
of members of this genus have an un-
usual biphasic structure. S. coelicolor has
a central core to its chromosome covering
around 5 Mb of DNA and containing all
genes that are unconditionally essential,
such as DNA replication, transcription,
and translation. In addition, it carries two
arms of about 1.5 and 2.3 Mb contain-
ing conditionally-adaptive genes, such as
those encoding the enzymes necessary to
degrade cellulose and chitin likely to be
present in the organism’s natural habitat,
which is soil. The S. avermitilis genome
shows a similar division between core and
arm regions.

Strong synteny exists between the core
regions of the two Streptomyces genomes
and the genomes of the two related

pathogens, Mycobacterium tuberculosis and
Corynebacterium diptheriae. This suggests
that the streptomycete chromosome core
is derived from a common actinobacterial
ancestor with the arms being subsequently
added by horizontal gene transfer. These
organisms are superbly adapted to life
in highly-variable, stressful environments.
Soil is a heterogeneous environment, both
temporally and spatially, which is con-
stantly changing with respect to nutrient
status, temperature, pH, and salinity. Un-
like higher organisms bacteria are unable
to control, to any great extent, the environ-
ment in which their cells live. Therefore,
it is not surprising that this is reflected in
the complexity of streptomycete genome
sequences, reflecting the diversity of gene
products that they have to make to cope
with these changes.

The genomes of both organisms encode
many new classes of proteins that are able
to respond to this changing environment,
such as those involved in transport and
degradation of extracellular nutrients with
a particular emphasis on regulation. Over
12% of proteins encoded by S. coelicolor are
predicted to have a regulatory function (965
proteins), with a clear preference for cer-
tain regulatory groups. S. coelicolor encodes
65 different sigma factors responsible for
controlling the promoter specificity of
the RNA polymerase core enzyme. Two-
component regulatory systems are found
in high abundance in streptomycetes; S.
coelicolor encodes 85 sensory kinases and
79 response regulators. The elucidation of
the complex signal transduction pathways
involved in the regulation of antibiotic pro-
duction and morphological differentiation
may now be possible through the study of
previously unknown regulatory pathways
in an ecologically-relevant context, rather
than in the nutrient-rich environment of
the laboratory.
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4
Streptomyces Genomics

4.1
Microarrays

Despite the large number of genes and
problems of paralogous cross-hybridi-
zation compounded by the high strepto-
mycete G + C content, the ability to mon-
itor global gene expression in S. coelicolor
is now achievable by microarray analysis.
Two sources of microarrays are available
for the Streptomyces research community:
firstly, those produced by Stanford Uni-
versity (http://sncohenlab.stanford.edu/
streptomyces/) in the United States and
secondly, those produced by UMIST and
University of Surrey, in the United King-
dom (www.surrey.ac.uk/SBMS/Fgeno-
mics/Microarrays/index.html). The Stan-
ford arrays were constructed by spotting
between 5000 and 7000 orf-specific PCR
products on glass slides. PCR products
were generated from a single PCR amplifi-
cation using 20-mer gene-specific primers
that resulted in around 10% of the probes
in the Stanford arrays being duplicates
or overlapping sequences. The PCR prod-
ucts used to make the Surrey microarrays
were originally generated by a versatile
two-step procedure. The probe size de-
signed for each orf was deliberately small
in order to generate a unique product
and so minimize cross-hybridization to
other sequences in the genome. The first-
round PCR was carried out using long PCR
primers; the 3′ region of which was spe-
cific for the target gene while the 5′ region
contained a universal tag sequence that al-
lowed reamplification of the entire library
with the same primer pair. In addition
to the simple reamplification of the PCR
products, there are other advantages with
this approach. It minimizes the amount of

genomic template carried onto the array,
and as one of the primers can be deriva-
tized (e.g. 5′-amidated), attachment of the
PCR products to glass slides is facilitated.
At present, the microarrays contain just
over 7000 unique probes as well as land-
ing lights, Pseudomonas aeruginosa PAO1
DNA (negative control) and rRNA (positive
control). These arrays will be superseded
by long oligonucleotide arrays in the near
future. Both sets of microarrays have
been successfully employed to investigate
aspects of Streptomyces biology: the Stan-
ford arrays were used to analyze dynamic
changes in transcript profiles associated
with developmental transition, while the
Surrey arrays were used to demonstrate
negative-feedback regulation of the dnaK
operon by the DnaK chaperone machine.

4.2
Proteomics

Protein analysis by two-dimensional gel
electrophoresis (2DGE) has been used
with S. coelicolor for many years in both
liquid and surface grown cultures in or-
der to define the four stages in the life
cycle of this species. Large changes in
the radiolabeled protein profile obtained
by 2DGE were observed when S. coeli-
color was subjected to a variety of stresses
including heat, cold, osmotic stress,
and pH (http://proteom.biomed.cas.cz/).
Since the completion of the S. coelicolor
genome sequence, it has been possible
to use matrix-assisted laser desorption
ionization time-of-flight mass spectrom-
etry (MALDI-TOF MS) to identify many
of the protein spots that show altered
patterns of expression in response to
stress. More extensive spot identification
has led to over 10% of the theoreti-
cal proteome being mapped experimen-
tally using 2DGE and MALDI-TOF MS
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(http://dbkweb.ch.umist.ac.uk/Strepto
BASE/s coeli/referencegel/). In this study,
extensive posttranslational modification
was indicated as more than one protein
spot per gene was observed. Subsequently,
extensive posttranslational modification
by N-acetylation, adenylation, and pro-
teolytic processing was demonstrated by
quadruple time-of-flight mass spectrome-
try (Q-TOF MS MS).

5
Genetic Tools for In Vivo Genetic
Manipulation of Streptomyces

Many research groups investigating the
molecular genetics of Streptomyces con-
fine their activities to S. coelicolor, or
the closely related laboratory ‘‘workhorse,’’
S. lividans. This is understandable, given
that the genome sequence is available
and postgenomic resources have been de-
signed and developed for this application.
Furthermore, there is an excellent Labo-
ratory Manual, written by Kieser et al. in
2000, that provides comprehensive proto-
cols and information resources for these
species. However, neither strain makes
a commercially-important product, so ap-
plied researchers often have to adapt
and modify the existing protocols for the
strains that they study. Many protocols are
transportable, but some are not.

In conducting recombinant DNA ex-
periments, the transformation efficiency
(transformants per µg of DNA) of the
strain under study is very important. Con-
struction of a representative gene bank,
which will give a statistically-significant
number of recombinants to screen, re-
quires a transformation efficiency of at
least 105/µg DNA and preferentially 106.
This is easily achievable with S. coelicolor
and S. lividans, but industrial strains are

often recalcitrant to formation of proto-
plasts and, if this can be achieved, are
often fastidious in their requirements of
the agar medium that they will regener-
ate viable mycelia from these protoplasts.
The protocols need extensive modification
and optimization and, for some species,
an acceptable efficiency is never achieved.

Two other methods may (or may not)
prove useful in introducing DNA to
the strain of interest. For some strep-
tomycetes, DNA can be introduced by
electroporation. This circumvents the need
to develop protocols to make protoplasts
and regenerate them. Experiments can be
conducted more quickly, as electrotrans-
formed cells grow rapidly on conventional
agar (often in two days), whereas proto-
plasts can take seven to ten days to regen-
erate. The original protocol, for S. rimosus,
was published by Pigac and Schrempf
in 1995. Very few examples of success-
ful adaptation to other species have been
reported subsequently, and the technique
is certainly not applicable to S. coelicolor, or
S. lividans. The procedure seems to work
well with species that grow with short
fragmented filaments, for example, Strep-
tomyces albus, so that characteristic may be
a benchmark to indicate the likelihood of
success. Certainly, the approach should be
attempted, as success carries the benefits
detailed earlier.

The second method is to introduce DNA
by conjugation from E. coli. This unlikely
strategy actually works very well. The vec-
tor DNA obviously has to contain an origin
of replication for E. coli, but it may contain
either a replication origin for Streptomyces
(so that the delivered vector replicates as
an autonomous plasmid in Streptomyces),
or no streptomycete replication origin at all
(so that the delivered DNA integrates into
the Streptomyces chromosome). The other
key component of the system is that the



Streptomyces, Molecular Biology of 449

vector has to contain a ‘‘transfer origin,’’
oriT, to enable the DNA to be mobilized
from E. coli to Streptomyces. The oriT com-
ponent is a standard feature of E. coli
plasmids that conjugate among E. coli. The
last requirement is that the E. coli donor
strain contains the genes necessary for
promoting conjugal transfer – these genes
may be resident on the chromosome, or
supplied on a second plasmid. The system
works extremely well for S. coelicolor and
S. lividans, and has been adapted for in-
dustrial strains, such as S. clavuligerus and
S. rimosus. It is now the method of choice
for introducing DNA to Streptomyces and
has superseded the protoplast route. The
advantages of making all of the DNA con-
structs in E. coli and then mating them
directly into Streptomyces, thus saving time,
have been very compelling.

The final consideration while introduc-
ing DNA to Streptomyces is that many
species have extremely active restriction
systems. This is particularly true of indus-
trial strains. Thus, DNA prepared in one
host will not transform into another, as
the newly-introduced DNA is recognized
as ‘‘foreign’’ by the recipient and destroyed
by the endogenous restriction enzymes. It
is therefore crucial to test the prospective
host strain to ensure that it does not re-
strict the DNA from the donor strain. This
is most easily achieved by preparation of
vector DNA from the donor strain and then
transforming it into the recipient host. Vec-
tor DNA prepared from the recipient host
acts as the control for this experiment. If
there is no (or minimal) restriction barrier,
the transformation efficiency of DNA pre-
pared from both sources will be equivalent.
A reduction in transformation efficiency
when DNA from the donor is used (com-
pared to the control when the DNA has
been prepared in the recipient) indicates
that the recipient has restriction enzyme

activity for the DNA prepared from the
donor strain. The DNA prepared in E.
coli, or conjugated from E. coli, is heavily
restricted by most Streptomyces. However,
the problem may be circumvented by using
a modification-deficient (dam, dcm) E. coli
strain. Indeed, such a strain is now the pre-
ferred donor for conjugation, as detailed in
the paragraph earlier.

5.1
Plasmids

Plasmids are essential components of the
‘‘tool kit’’ to develop the molecular genetics
of any system. Streptomyces are endowed
with many indigenous plasmids, so the
initial cloning vectors were derived from
them. Natural plasmids of Streptomyces fall
into two categories: linear and circular.

The linear plasmids have often been
termed giant linear plasmids (GLP’s) be-
cause of their size. The best characterized
example is SCP1 (Streptomyces coelicolor
plasmid 1), which is of the order of 350 kb,
but small linear plasmids have also been
characterized (e.g. the 11.7-kb plasmid,
pSCL1, from S. clavuligerus). Linear plas-
mids share a common feature with the
chromosome in their possession of termi-
nal proteins. As most protocols for plasmid
isolation are for circular plasmids, it may
well be that there are many more small
linear plasmids to be discovered – simply
by using the relevant protocol. Many of
the GLPs are fertile and can conjugate
between strains. Some integrate into the
chromosome, for example, SCP1 has a
preferred site of integration near the cen-
ter of the linear chromosome, and then
promote mobilization of chromosomal
markers into the recipients by conjugation.
This fertility scheme has outline similarity
to the formation and mating of Hfr strains
in E. coli.
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Circular plasmids range from a few
kilobases to many tens of kilobases in
size. In the natural state, the smaller
plasmids often have very high copy
numbers (around 50 per cell), whereas,
the larger versions are closer to unit
copy number. The best characterized low-
copy vector is SCP2, a 31-kb fertility
plasmid of S. coelicolor. This natural
plasmid has no selectable marker but its
presence within a cell can be recognized by
‘‘lethal zygosis’’ – a phenomenon whereby
a colony containing the plasmid causes a
translucent zone of inhibition of growth
in the lawn of surrounding cells, which
do not contain the plasmid. Lethal zygosis
is still a useful attribute when screening
novel streptomycetes for plasmids, as
both linear and circular plasmids display
the phenomenon.

More advanced versions of SCP2 have
been developed (e.g. pIJ922, pIJ916) by
reducing the plasmid’s size and introduc-
ing a selectable marker. These engineered
derivatives still maintain their low copy
number, and versions are available that
retain the fertility/transfer genes, or have
had them deleted. The utility of low-copy
vectors in cloning entire antibiotic path-
ways has been ably demonstrated over the
years. For example, the first demonstra-
tion was the cloning of the actinorhodin
pathway by Malpartida and coworkers in
1984. Entire antibiotic pathways do not
express in higher-copy vectors, proba-
bly because chromosomally-derived trans-
activating factors are then titrated out.

High-copy vectors for Streptomyces are
almost all derived from the natural plas-
mid, pIJ101. Engineered versions have
had extraneous DNA removed, together
with the transfer functions to derive small
(∼4 kb) minimal replicons. Thereafter,
antibiotic-resistance genes to enable selec-
tion (see Sect. 7) have been added (e.g.

pIJ350) and other marker genes, such
as tyrosinase (which confers a pigmented
phenotype, therefore insertions within the
gene are colorless, e.g. pIJ702). Tran-
scriptional fusion versions (pIJ486 and
pIJ487) have cloning sites just upstream
of a kanamycin-resistance reporter gene,
so that the level of resistance reflects
the transcriptional potential of the cloned
DNA. Lastly, there is a positive selec-
tion vector (pIJ699), in which a ‘‘stuffer’’
fragment is removed and replaced by
cloned DNA. Only recombinants contain-
ing cloned DNA propagate and so cloning
experiments conducted with this vector
are assured 100% success of containing
insert DNA.

High-copy vectors carrying highly ex-
pressed genes can often be unstable, or
impair the performance of the strepto-
mycete host. A growing realization of
this problem stimulated the development
of a class of integrating vectors, which
use site-specific recombination to insert
into the chromosome at a fixed location.
Components of the actinophage �C31
have been adapted for this purpose. They
all contain the attachment site for the
phage, together with the integrase that
undertakes the recombination event. The
vectors may be propagated in E. coli and
the various constructions made in this
host. Then, through interspecific conju-
gation, the plasmid is transferred to the
streptomycete, where it integrates at the
attachment site. Plasmid pSET152 is the
most commonly-used version of this type
of vector.

5.2
Bacteriophages

Soil provides a rich source for the iso-
lation of Streptomyces phages and most
soils yield phages after enrichment, some
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of which are specific for different species
while others are polyvalent. Several phages
have been developed as genetic tools for
the transfer of DNA encoding biosynthetic
enzymes between different streptomycete
species. By far the best characterized and
most useful actinophage tool is the tem-
perate phage �C31 that infects both S.
coelicolor and S. lividans. The frequency of
lysogenization of �C31 is 20 to 40% and
1% of germinated lysogenic spores spon-
taneously release phage. The phage �C31
has a wide host range and infects about half
of the 137 strains that it has been tested
against. It is naked, showing a polyhedral
head (53 nM wide), a long noncontractile
tail (100 × 5 mm), a basal plate (15 nm in
diameter) with at least one pin and a promi-
nent knot between head and tail. �C31 is
unable to transduce host DNA and ad-
sorbs to a glycoprotein of susceptible cells
by its tail. Newly germinated mycelia are
especially susceptible to �C31, although it
has been suggested that older mycelia are
more efficient at adsorbing actinophages.
The DNA enters the cell by an unknown
mechanism in a nonpermuted linear form.
The molecule then circularizes at the cohe-
sive ends, which are then ligated to give a
covalently-closed circular molecule. In the
case of a lysogenic infection, the prophage
is inserted in the S. coelicolor chromosome
at gene SCO3798, which encodes a pos-
sible chromosome condensation protein.
The establishment and maintenance of
lysogeny involve the action of a single
repressor protein, the reduction in con-
centration of which, such as by hyphal
fusion, can result in zygotic induction. In-
duced lysogens show a latent period of
45 min, followed by a rise period pf 20 to
30 min giving a burst size of 100 to 200
virus particles. DNA replication involves
a ‘‘rolling circle’’ mechanism generating
concatameric molecules; the packaging of

these into mature phages involves the
site-specific cleavage of the concatamers
into monomers. The genome of �C31 is
41 491 bp in length and 63.6% G + C. The
arrangement of genes indicates that tran-
scription of all genes, except one, is in
the left to right organization. As in other
phage genomes, early and late genes are
clustered, with a further subclustering of
genes according to function.

Few transducing phages have been
characterized to date. SV1 and related
phages, infecting the chloramphenicol-
producing strains Streptomyces venezuelae
and Streptomyces phaeochromogenes, were
the first examples of generalized trans-
ducing phages. The prophage of �SF1
exists as two plasmids and is capable of
transducing S. fradiae. Recently, a phage
infecting S. coelicolor has been isolated,
which is reported to be capable of trans-
ducing this species.

5.3
Transposons

A possible contribution to the inherent
genetic instability in streptomycetes is
the large number of transposons found
within the S. coelicolor genome, as dele-
tion of intervening sequences is a conse-
quence of an intramolecular transposition
event. There is some circumstantial ev-
idence to support this as the terminal
DNA of the S. coelicolor and S. avermi-
tilis chromosomes contain large numbers
of transposons that may generate the
genetic instability associated with the chro-
mosome ends. It is thought that these
regions act as ‘‘transposon traps’’ due to
the relatively low numbers of essential
genes in the chromosome arms. Several
streptomycete transposable elements have
now been discovered by screening dis-
rupted genes or by direct inspection of the
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genomic sequence. The only compound
transposon found to date in Streptomyces
is within an unstable region of S. lividans
and consists of two copies of IS1373 that
flank mercury resistance genes, although
transposition of only one of the insertion
sequences has been proven experimen-
tally. The use of transposon mutagenesis
in streptomycetes has been limited, in part
because of the high target-site specificity
exhibited by many indigenous strepto-
mycete transposable elements. In addition,
many transposons are delivered to Strepto-
myces on a temperature-sensitive delivery
plasmid by protoplast transformation. At
least in S. coelicolor, both protoplasting
and incubation at high temperature can
be mutagenic and can lead to unlinked
mutations. Two indigenous transposons
with a relatively low degree of target-site
specificity are the phenotypically cryptic
Tn4556 from S. fradiae and IS493 from
S. lividans, and a consensus target se-
quence for the latter has been determined
to be NgNCaNTgNNgN. More recently,
two nonstreptomycete transposons have
been put to use in the genus: first, the
mycobacterial insertion sequence, IS6100,
and more recently Tn5493, based on the
Gram-negative, ‘‘cut and paste’’ transpo-
son, Tn5, that also forms the basis of
the in vitro transposition described else-
where in this review. In vitro transposition
has also been reported using Tn5 and
mariner with S. coelicolor DNA shotgun
cloned in an E. coli plasmid. After local-
ization of insertions by sequencing of the
mutated plasmids, the disruptions were
transferred into the S. coelicolor chromo-
some through marker replacement either
by protoplast transformation or conjuga-
tion; the latter relying on an origin of
transfer from E. coli conjugative plasmids
in the cloning vector. IS6100 was iso-
lated as part of the compound transposon

Tn610 from Mycobacterium fortuitum and
belongs to the IS6 family of transposable
elements, which form cointegrates as an
end point of transposition. It encodes a
transposase gene flanked by two 14-bp
perfect inverted repeats. On the basis of
the Southern hybridization studies, there
is no evidence for preferred target site se-
lection by IS6100 in either S. lividans or
S. avermitilis. A minitransposon, Tn1792,
based on IS6100 has also been developed
and successfully used in S. lividans and
S. avermitilis. The first large-scale global
library of in vivo transposon mutants to
be produced for S. coelicolor was gener-
ated using Tn4560, originally derived from
Tn4556. This transposon had previously
been used on a small scale, but it was
only when it was delivered by conjuga-
tion from E. coli on a suicide vector that
its full value became apparent. The re-
sult was a library of over 105 independent
insertions that could easily be character-
ized by sequencing of ligation-mediated
PCR products.

6
Genetic Tools for In Vitro Genetic
Manipulation of Streptomyces

The predicted 7825 S. coelicolor orfs en-
code many proteins that represent new
families as well as an expansion of exist-
ing groups. An essential prerequisite for
understanding the biological function of
this collection of relatively uncharacterized
genes is the availability of a defined, com-
prehensive mutant library. In this way, the
phenotypic effect of inactivating individual
genes can be investigated systematically.
In Streptomyces, the process of system-
atic mutagenesis has proceeded relatively
slowly, due to the complexity of the pro-
tocols available to generate and identify
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the location of a given mutation. While
these classical approaches to the isolation
and study of streptomycete mutants will
continue to be used, two techniques have
appeared recently that have greatly facili-
tated the isolation and characterization of
mutants in S. coelicolor. Both procedures
make use of the S. coelicolor cosmid library
that provides a resource of cloned DNA
covering the entire genome.

6.1
In Vitro Shuttle Transposon Mutagenesis

Gene disruption by in vitro shuttle transpo-
son mutagenesis is achieved by adapting
in vitro transposon mutagenesis, using a
derivative of Tn5, to obtain insertions in
representatives of the ordered cosmid li-
brary that was previously used to sequence
the S. coelicolor genome. A transposon
insertion library of a cosmid is recov-
ered initially in E. coli and the location
of each insertion then determined by
DNA sequencing. The inclusion of an ori-
gin of transfer (oriT) in the transposon
allows each cosmid to be subsequently
mobilized into S. coelicolor by conjugal

transfer, yielding transconjugants at high
efficiency with the desired gene disrup-
tion. The minitransposon, Tn5062 (Fig. 1),
was constructed to mutagenize the S.
coelicolor cosmid library is flanked by
two Tn5 mosaic ends and allows for in
vitro transposition catalyzed by hyperactive
Tn5 transposase. Tn5062 also contains a
three-frame translational stop and Strep-
tomyces consensus ribosome-binding site
upstream of a promoterless egfp reporter
gene to generate transcriptional fusions
with the mutated gene. It also carries an
apramycin-resistance gene for selection in
Streptomyces and E. coli and the oriT origin
of transfer; the latter enabling transfer of
a resulting transposed cosmid by conju-
gation from a suitable E. coli donor strain
to S. coelicolor. As the transposed cosmid
does not contain a Streptomyces origin of
replication, recovery of the transposon-
borne marker depends on replacement
of the wild-type gene with the disrupted
cosmid-borne copy by allelic replacement
and can easily be obtained by select-
ing for apramycin-resistant, kanamycin-
sensitive transconjugants (Fig. 2). Double
crossovers are obtained from over 10% of

ME stop RBS egfp aac3(IV) MEoriTT4
Terminator

T4
Terminator 

EZR1EZL2 

Fig. 1 Organization of Tn5062. The transposon consists of
two inverted repeats (ME; Mosaic Ends) flanking an internal
region containing the following elements: (1) a sequence
consisting of translational stop codons in all three reading
frames (stop); (2) a consensus streptomycete ribosome
site(RBS); (3) a promoterless copy of the green fluorescent
protein gene (egfp); (4) an apramycin-resistance gene
(aac3(IV)) flanked by two T4 transcriptional terminators (T4);
and (5) the RK2 origin of transfer (oriT). Also indicated are
positions of two sequencing primers, EZL2 and EZR1, used to
precisely determine the location of each insertion. The
sequence of Tn5062 is deposited at EMBL (Accession number
AJ566337).
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   aac(3)IV

A′

A′

A B
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S. coelicolor
chromosome

Fig. 2 Mutant generation in S. coelicolor after Tn5062- or PCR-targeted cosmid
mutagenesis. Following introduction of the PCR targeting cassette or Tn5062 (both
apramycin resistant) into a cosmid that is marked with the kanamycin-resistance gene
by PCR-targeted mutagenesis or in vitro transposition. A conjugative strain of E. coli,
such as ET12567(pUZ8002), is transformed with the mutant cosmid. This strain is
then mated with the recipient streptomycete, making use of the RK2 oriT region
present in both cassettes, and following a double crossover between the flanking arms
(A′ × A and B′ × B) of the knockout/disruption cassette, mutants in the desired gene
can be isolated by selecting for apramycin-resistance and kanamycin-sensitive
transconjugants.

primary transconjugant colonies due to the
long flanking regions of the cosmid inser-
tion. An appealing feature of this approach
is that mutants can readily be moved into
alternative genetic backgrounds and re-
lated species. Similarly, as transposition is
carried out in vitro, an inability to recover
viable transconjugants is indicative of the
essential nature of that gene. Mutants are
generated through gene disruption rather
than deletion and as a result polar effects
in many insertions are to be expected,
although this may give information on do-
main functionality in some circumstances.
In vitro transposon shuttle mutagenesis is,
by its nature, a high-throughput technique
and is designed to identify the site of the
transposon insertion prior to generation
of the mutant in Streptomyces. Eventu-
ally, this transposon library will consist
of around 60 000 mutants. Many trans-
poson insertions are located at intergenic

sites or are in the wrong orientation to
make use of the promoterless egfp reporter
gene. However, sequencing DNA flank-
ing the transposon of many thousands of
transposed cosmids generated a massive
amount of data, and, for this reason, a
software application, Transposon Express
(www.swan.ac.uk/genetics/dyson/Install
TE/), was developed to swiftly analyze
a large data set of independent inser-
tions created using Tn5062. This revealed
a transposition target site consensus se-
quence of GCCCNGGGC in Streptomyces
DNA and indicated an insertional pref-
erence for GC-rich streptomycete DNA
compared to E. coli vector DNA. Full
details of Tn5062 insertions in the S.
coelicolor genome are available at the
S. coelicolor genome database, ScoDB
(http://streptomyces.org.uk/). This pro-
vides access to a wide range of information
relevant to Streptomyces research, such as
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a full description of each cosmid, the
annotation and gene ontologies of each
gene, as well as information on primer
design for PCR-targeted mutagenesis.

6.2
PCR-targeted Mutagenesis

A complementary technique based on
PCR-targeted mutagenesis, known as
ReDirect, was developed in parallel with in
vitro transposon shuttle mutagenesis for
use in Streptomyces. This method is based
on generalized PCR targeting used in
yeast to obtain homologous recombination
via short stretches of sequence homology.
In bacteria, homologous recombination at
frequencies that make the technique prac-
ticable generally requires more sequence
homology than can be supplied by PCR
primers. However, by exploiting the re-
combination potential of phage λ, E. coli
cells expressing λ red proteins can be used
to enhance recombination frequencies via
short homologous sequences and so gen-
erate detectable numbers of recombinants.
As a result, this approach was applied to
generate gene knockouts in the S. coelicolor
cosmid library. Initially, an E. coli strain
carrying the λ red genes under the control
of the ParaBAD promoter is transformed
with one of the S. coelicolor cosmids.
In the meantime, an antibiotic-resistance
gene coupled to oriT and selectable in
both E. coli and Streptomyces, is ampli-
fied using primers whose 39 bp 5′ ends
are homologous to DNA flanking a gene
selected for deletion in the cosmid. This
amplicon is used to transform the cosmid-
carrying E. coli strain, where the λ red genes
are induced with arabinose and transfor-
mants selected with the amplicon-borne
resistance marker. As a result of homolo-
gous recombination between the 5′ ends

of the amplicon and the S. coelicolor cos-
mid, the selected gene is deleted and the
antibiotic-resistance marker is introduced
into the cosmid. The equivalent region in
the S. coelicolor chromosome can now be
replaced in an analogous manner to intro-
duction of Tn5062 insertion (Fig. 2). This
technique is less efficient than Tn5062
mutagenesis in terms of throughput, but
offers a greater degree of flexibility through
the use of alternative resistance markers
and reporter genes, as well as the gener-
ation of true null mutants. PCR-targeted
mutagenesis has now been used to gen-
erate many hundreds of mutants in S.
coelicolor and other strains.

7
Antibiotic Selection

More advanced vectors have been devel-
oped from naturally-occurring plasmids.
They contain drug-resistance markers,
which (of course) facilitates the selec-
tion of transformants. As streptomycetes
are naturally-resistant to many antibi-
otics (e.g. the ß-lactams), a very lim-
ited number of quite unusual antibiotic-
resistance genes have been used. Among
these, the gene that confers resistance
to thiostrepton is most popular – because
most streptomycetes are sensitive to the
drug. Thiostrepton acts as an antibiotic
by binding to the ribosome and arresting
translation. This resistance factor, cloned
from thiostrepton-producer Streptomyces
azureus, methylates host ribosomal RNA
and prevents binding of the drug to the
ribosome. Perhaps the most useful drug-
resistance markers are those that encode
resistance to antibiotics that are selective
in both E. coli and Streptomyces and in-
clude aac(3)IV (apramycin), aphII (neom-
cycin/kanamycin), hph (hygromycin),
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aadA (streptomycin/spectinomycin), aacI
(gentamicin), and ermE (erythromycin) in
a decreasing order of efficacy. The first
two of these selective markers are used
in Tn5062 mutagenesis and PCR-targeted
mutagenesis, and as such are used for
the selection of allelic replacements by
mutated cosmids. pSupercos1, the vector
used for generating the S. coelicolor cosmid
library, encodes resistance to kanamycin
(aphII) and ampicillin (β-la). As a result of
this, and the aac(3)IV (apramycin) gene
employed in the two in vitro protocols,
the further use of these resistance genes
is restricted in subsequent manipulations.
Similarly, the most common strain used
for the conjugative delivery of oriT-marked
vectors, such as E. coli ET12567(pUZ8002),
is already marked with chloramphenicol,
tetracycline, and kanamycin resistance and
may affect the choice of vectors delivered
by conjugation.

8
Morphological Development

The complex life cycle of Streptomyces ini-
tiates with the germination of a dormant
spore with subsequent hyphal emergence.
Unlike unicellular bacteria, in which
daughter cells separate, Streptomyces cells
remain associated, forming long hyphal
filaments that grow by apical extension.
There are two kinds of cell division in Strep-
tomyces: (1) vegetative septation leading to
crosswall formation in substrate hyphae;
and (2) sporulation septation leading to the
formation of ovoid spores. Both involve the
same division machinery, involving FtsQ
and FtsZ, which are dispensable for veg-
etative growth. Differentiation involves a
cascade of signaling events with nucleoid
migration and septation, creating a subapi-
cal daughter cell. Septation arises through

the action of the tubulin homolog FtsZ
and its polymerization into the cytokinetic
Z ring, and is thought to involve several
membrane proteins. Exponential growth is
achieved by lateral branching, allowing the
Streptomyces colony to eventually yield ra-
dial outgrowth with formation of a mycelial
mat. During this first growth phase, Strep-
tomyces generate a dense multicellular
network within the nutrient substrate. This
apical extension and branching of vegeta-
tive hyphae enables the colonization of the
media until nutrients are exhausted.

Streptomyces then form elaborately
coiled, hydrophobic aerial hyphae that rise
away from the plane of radial growth. A
variety of extracellular factors can trigger
aerial hyphae formation. Genetic dissec-
tion of the developmental programme
of S. coelicolor reveals that at least two
classes of genes are required: the ram
genes and the bald (bld) genes, mutants
of which are defective in the formation of
an aerial mycelium and grow as smooth
hairless colonies. The ram genes were dis-
covered by their ability to induce rapid
aerial mycelium (hence ram) when in-
troduced on a low-copy plasmid in S.
lividans. There are four ram genes found
as an operon, ramCSAB, where the bind-
ing of RamR, a response regulator, to the
ramC promoter, activates transcription.
Interestingly, a ramR mutation prevents
production of SapB and formation of
aerial hyphae. SapB is a small, secreted
lantibiotic-like peptide that acts as a bi-
ological surfactant, releasing the surface
tension at the air–water interface and al-
lowing the aerial hyphae to grow upright.
Until recently, the product of ramS was un-
known, with the product of ramC showing
similarity with serine/threonine protein
kinases and ramAB encoding components
of an ATP-binding cassette transporter.
However, recent studies have revealed
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that SapB is derived from the product of
ramS, after posttranslational modification
by ramC.

Analyses of bld mutants allowed the
detection of various proteins that have
important roles during differentiation,
cell–cell signaling and carbon–catabolite
repression. Evidence suggests that certain
bald genes are part of an organized de-
velopmental system – a signaling network
in which the restoration of aerial hyphal
growth is achieved through extracellular
complementation. This signaling cascade
involves one bld mutant that acts as a
donor and rescues morphogenesis in the
recipient to the left of a defined hierarchy,
leading to erection of aerial hyphae:

[bldJ] < [bldK] < [bldA, bldH] < [bldG]

< [bldC] < [bldD]

In these studies, all bld mutants rescue
development in bldJ mutants, while bldD
mutants can only be rescued by the
wild-type strain. Further complementation
assays indicated that once morphogenesis
is restored in the acceptor strain, this
backtracks and restores aerial hyphae
formation in the donor, suggesting that
the molecules that result from expression
of these genes work in a signaling cascade
for the generation of aerial hyphae. Each
signal molecule then stimulates the next,
so that there is finally bldD-induced
production of SapB. The stimulation of
the bld-signaling cascade is dependent on
environmental cues such as nutrient and
cell density. Catabolite repression and the
accumulation of organic acids may cause
many of the bald mutants to induce an
acidogenic environment on glucose-based
media and so prevent differentiation.
Acidogenesis is the effect rather than the
cause of the phenotypic expression of some
bld mutants, particularly with the bldA,

bldB, bldG, and bldH strains. It is suggested
that the accumulation of organic acids
by these mutants may be a consequence
of limited oxygen availability in older,
densely-packed substrate mycelium, thus
causing a metabolic imbalance of the TCA
cycle. The projection of aerial hyphae,
and therefore the increase of surface
area, induces oxygen availability that
allows renewed metabolic activity and
consequently the consumption of organic
acids. Observations on the developmental
signaling of Bacillus subtilis support this
hypothesis. The bldA gene encodes the leu-
tRNA that reads the rare UUA codon, and
controls the initiation of the reproductive
phase and secondary metabolism in S.
coelicolor. Meanwhile, bldB and bldD genes
encode putative transcription factors that
have potential roles in phosphorylation
and ADP-ribosylation, leading to the next
stage of morphological development.

Development of aerial hyphae and tip
extension is accompanied by a number
of other physiological changes including
the accumulation of polymeric storage
compounds such as glycogen and the
production of secondary metabolites. Sta-
tionary phase is characterized by septation
and the formation of compartments that
are destined to become spores. Each com-
partment contains at least one copy of
the chromosome to ensure spore viabil-
ity. Subsequently, the walls thicken and
round up to form ovoid spores in a chain
that is confined within a fibrous sheath
that ruptures after the spore matures.
Coordination of the metabolic processes
with the morphological events of sporula-
tion, especially with sporulation-associated
cell division, appears to be provided by
a second hierarchy of gene expression,
governed initially by two σ factors. The
first, σ WhiG, influences sporulation in
aerial mycelium. Excess σWhiG can actually
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change the developmental fate of hyphae,
by causing ectopic sporulation in the sub-
strate hyphae, which normally lyse during
formation of aerial hyphae. The second
sigma factor, σF, triggers the matura-
tion of the spore compartments, allowing
rounding and thickening of the cell wall
to form the characteristic gray-pigmented
spores. The activity of σF is blocked in
whiG mutants, thus defining part of the
cascade that controls development. This
highlights only 2 of the 65 sigma factors
that have been identified in the S. coelicolor
genome sequencing project. It therefore
allows only a glimpse into the complex na-
ture of initiation of aerial mycelium and
spore formation.

9
Antibiotic Production

The production of antibiotics and sec-
ondary metabolites in Streptomyces is in-
tegrated into the complex pathway of dif-
ferentiation and development, which these
microorganisms pursue. Understanding
how the regulatory circuits are ‘‘wired up’’
is a topic of academic interest, and also one
that has substantial commercial applica-
tion. A large number of mutants have now
been isolated in the model genetic organ-
ism, S. coelicolor. Some of these mutants
fail to make only one of the antibiotics
within the repertoire of this organism.
When such lesions do not map to the struc-
tural genes of the biosynthetic pathway, the
implication is that they must be mutated
in an arm of the regulatory cascade, which
is specific for that pathway. Other mutants
fail to make all the antibiotics, but have
normal morphologies – they must have a
lesion ‘‘further up’’ in the network. Yet
others are blocked in some part of the
differentiation process and fail to make

antibiotics – they must be mutated in a
central part of the regulatory cascade. Suf-
ficient mutants have now been analyzed
by molecular genetics to begin to construct
testable models of the regulatory cascades.
It is now well-established that cells within
the mycelial mat communicate with one
other using specialized small molecular-
weight signaling molecules. Changes in
the environment are sensed and converted
to a message, which can be interpreted by
the biology of the organism through cyclic
phosphorylation and dephosphorylation of
key proteins. Streptomyces, which provide
an important model for such universally
used ‘‘signal transduction’’ systems, are
likely to be a rich source of experimental
data to increase our understanding of how
such systems work.

10
Optimization of Gene Expression
in Streptomyces

The high G + C content of their DNA
places some constraints on Streptomyces
on their use of synonymous codons
within protein-coding regions. The overall
composition of DNA within coding regions
of streptomycete DNA is 73%. However,
analysis of a large number of protein-
coding regions by M.J. Bibb and coworkers
showed that, within the three positions of
bases within each triplet, the distribution
was not equal. On an average, the first
base of a triplet contained DNA of 73%
composition, the second base of around
50% and the third of around 95% (making
the average of 73%). In pragmatic terms,
when there is a choice of codons for a
particular amino acid (e.g. there are six
codons for leucine), those that contain a
G or C in the third base will be used
most frequently. Thus, for leucine, TTA
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will be used very infrequently because it
has no G or C, TTG will be less preferred
as two of the three bases are Ts, CTA and
CTT will also be less preferred because of
their third bases, but CTG and CTC will
be used most frequently. When it comes
to the design of oligonucleotide primers
based on known amino acid sequences,
this feature becomes very important. For
example, if a leucine is present, there
is a high probability that it will be
encoded by CTG or CTC rather than by
the other four synonymous codons. In
the design of oligonucleotide probes, this
reduces the degeneracy (i.e. the number of
different bases required for each amino
acid) and so these much less complex
oligonucleotide mixtures are more specific
for streptomycete genes – giving a much
better signal on hybridization. This feature
may be used also in analysis of DNA
sequences for protein-coding regions. If
the computer is asked to scan a DNA
sequence and tabulate the G + C content
in each of the three positions, it is relatively
easy to deduce where the likely orfs
may lie.

These considerations also need to be
taken into account in the design of
reporter genes with which to monitor
gene expression and cellular location of
proteins. The array of reporter genes
available for use in Streptomyces is more
limited than those that are available in
many other bacteria. ß-galactosidase is
produced by all streptomycetes, and, as
a result, the use of the chromogenic
substrate X-GAL, is restricted to those
strains in which a mutant in the gene
encoding this enzyme has been created.
Perhaps the most commonly used reporter
gene that makes use of a chromogenic
substrate in Streptomyces is the xylE gene
from Pseudomonas, which has been used
to monitor expression of many genes as

a transcriptional fusion. More recently, a
version of the luxAB cassette has been
created in which all TTA codons have been
replaced and the proximal few codons of
both genes altered to reflect the high G + C
content of streptomycete DNA. Luciferase,
encoded by luxAB, is a very sensitive
system for monitoring gene expression
and, in conjunction with luminometry,
provides a very sensitive and accurate
system for quantifying gene expression.
One drawback with this system is that the
substrate, n-decylaldehyde, must be added
exogenously and is toxic. However, when
light emission is monitored by means of
a 96-well luminometer, many samples can
be exposed to the substrate simultaneously
and a large amount of quantitative data,
suitable for statistical analysis, can be
generated in a short time. The best
reporter system for the spatial monitoring
of gene expression in Streptomyces is Green
Fluorescent Protein. Unfortunately, the
codon usage of wild-type GFP is not
optimal for use in Streptomyces, and as a
result, the enhanced fluorescence version
(eGFP) is routinely used and has been used
successfully to demonstrate the tissue-
specific expression of various genes when
used as a transcriptional fusion. Similarly,
it has also been used to demonstrate the
exact cellular location of proteins involved
in cell division, such as FtsZ.

11
Conclusions

In the 50 years that Streptomyces have
been studied, classical genetic systems
have been developed and mutants iso-
lated to provide the framework for the
current campaign of postgenomic investi-
gation. With the completion of the genome
sequences, there has been development
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in postgenomic techniques to interrogate
transcriptomes and proteomes, and there
has also been development of mutant li-
braries and rapid methods to make specific
mutation and introduce them rapidly back
into the chromosome; the next few years
will see a quantum leap in our understand-
ing of these important bacteria.

See also Bacterial Cell Culture Meth-
ods; Bacterial Growth and Division;
Bacterial Pathogenesis, Molecular
Basis of; Protein Microarrays; Pro-
teomics; Total Analysis Systems,
Micro; Vector System: Plasmid
DNA.
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Keywords

Chaperonin
Ring structure that provides assisted folding to the native state, typically binding a
nonnative protein in an open ring and then folding it after encapsulation, switching
between the two states governed by ATP binding and hydrolysis.

Heat Shock Factor – HSF
A transcriptional regulatory factor that induces the expression of specific genes
encoding the heat shock proteins and other components involved in the stress
response, by binding to characteristic upstream elements.

Heat Shock Proteins
Specialized class of proteins whose abundance is thermally induced, many of which
are molecular chaperones; the Hsps mediate the effector limb of the stress response,
protecting proteins from misfolding and aggregation.
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Molecular Chaperone
A specialized cellular protein that binds to nonnative proteins, stabilizing them or
assisting their proper folding, but which is not associated with them in their final form.

Protein Aggregation
Multimolecular assembly of nonnative proteins; included are such structures as
inclusion bodies and amyloid fibrils.

Stress Response
The cellular response to abnormal conditions, including abnormal temperature,
oxidants, heavy metals, and organic solvents.

Unfolded Protein Response
The response of the eukaryotic secretory endoplasmic reticulum to the accumulation of
unfolded proteins.

� The heat shock response is a universal cellular response to stressful conditions,
including not only heat exposure but also exposure to a variety of other noxious
agents and conditions including oxidants, heavy metals, pH change, and nutrient
starvation. In all cases, cells sense the stressful condition and respond by inducing the
expression of a set of genes encoding so-called heat shock proteins (Hsps). Sensing,
as reviewed below, appears in general to involve the recognition of misfolding
proteins, as an immediate by-product of the stress conditions. Thus, there is a
fairly uniform response mediated to the variety of different stresses. The induced
heat shock proteins, whose structure and action is also reviewed here, include
molecular chaperones and proteases, which act as agents that serve to protect
the cell against the imposed stress. The chaperones act to stabilize misfolding
proteins and assist them back to native form while in the case of proteases the
action is to remove misfolded proteins by degradation. Notably, whereas such
components were identified originally by their induction during stress, many of
them have been subsequently observed to mediate the same actions, in many
cases essential, under normal conditions. Included also in the stress-responding
armamentarium are a number of components that bind to or modify nucleic
acids and, while such components are at an earlier stage of study, these also may
confer protection on nucleic acid containing machines such as chromatin and the
ribosome.

The heat shock response can thus be conveniently considered as a ‘‘sensing’’
circuitry that mounts a transcriptional response to imposed stress, and an ‘‘effector’’
arm consisting of a variety of actions mediated by the heat shock proteins. We
consider first the sensing system in bacteria and then eukaryotes, and then review
the structure and action of the effectors.
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1
Sensing of Protein Misfolding in Bacteria:
Heat Shock and Envelope Stress
Responses of E. Coli

Bacterial cells react to the accumula-
tion of misfolded proteins by the induc-
tion of several different stress responses,
which activate expression of heat shock
genes encoding chaperones and proteases.
These responses are compartment spe-
cific and therefore require the sensing
of misfolded proteins in both cytosol and
periplasmic space of gram-negative bacte-
ria. Paradigms of such signaling pathways
are the cytosolic heat shock response
and the σE-dependent envelope stress re-
sponse of Escherichia coli, both of which
are described here.

1.1
The Cytosolic Heat Shock Response

The bacterial heat shock response was first
described independently by Neidhardt and
Yura in 1978 as reaction of E. coli cells
to a rapid temperature upshift that allows
them to survive thermal stress. Within
seconds after the temperature upshift, the
synthesis of at least 30 heat shock proteins
(Hsps) are transiently induced, including
the major chaperones (GroEL, GroES,
DnaK, DnaJ, GrpE, HspG, ClpB, IbpA, and
IbpB) and ATP-dependent proteases (Lon,
ClpX, ClpP, HslU, and HslV) of the cytosol.
The higher the temperature the longer the
heat shock response and the higher the
resulting Hsp levels. In case of a mild heat
shock from 30 to 42 ◦C, the synthesis of
Hsps peaks after 5 to 10 min at maximal
rates of 10- to 15-fold above basal rates.
The induction period is followed by an
adaptation period in which the rate of Hsp
synthesis decreases to a new steady state
level (two to threefold above the pre-heat

shock rate). The net result of this response
is that the cellular levels of Hsps such
as GroEL and DnaK increase by two- to
fourfold upon shift to 42 ◦C, concomitant
with an increased capacity for repair and
degradation of misfolded proteins in the
cytosol.

1.1.1 Inducers, Sensors, and Signals
The heat shock response is induced by a
large variety of stress regimens including
physicochemical factors and metabolically
harmful substances (e.g. temperature up-
shift, pH and osmolarity changes, carbon
source or amino acid starvation, oxida-
tive stress, UV, ethanol, antibiotics, heavy
metals, phage infection). Inducers have
in common the potential to generate
nonnative proteins, which are folding in-
termediates on the way to the native state,
or misfolded proteins. Proteins are there-
fore the primary sensors of stress, and
accumulation of aberrant proteins is an im-
portant signal that induces the heat shock
response (Fig. 1). This scenario is strongly
supported by the demonstration that the
production of heterologous proteins, fu-
sion proteins, mutant proteins, or protein
fragments induces heat shock response in
E. coli. However, the existence of additional
sensors and signals such as membrane
components cannot be excluded.

1.1.2 The Regulator
The heat shock regulon is positively
regulated by the product of the rpoH
gene, that is, the sigma 32 factor (σ 32)
subunit of RNA polymerase (RNAP) which
directs RNAP to promoters of heat shock
genes, resulting in their transcription
(Fig. 1). Heat shock promoters differ
from regular promoters with respect to
the – 35 region (CTTGAA, consensus),
the – 10 region (CCCCATNT, consensus),
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Fig. 1 Regulation of the heat shock
response of E. coli. The positive
regulator is the product of the rpoH
gene, σ 32, which targets RNA
polymerase to the promoters of heat
shock genes. Induction of the heat
shock response by temperature
upshift is achieved by
(1) heat-induced melting of the
rpoH mRNA leading to its increased
translation; (2) transient
stabilization of the normally highly
unstable σ 32; and (3) activation of
σ 32 allowing it to bind to RNA
polymerase. The DnaK and GroEL
chaperones with their cochaperones
and the FtsH protease act as
negative modulators of σ 32.
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and the length of the spacer that separates
these two regions (13–17 nucleotides).
Some heat shock genes including groEL,
groES, and grpE have additional promoter
elements transcribed by the housekeeping
sigma factor, which contribute to the
basal levels of their expression. However,
despite these additional promoters, σ 32

is essential for growth of E. coli above
20 ◦C. Elegant genetic studies by the Yura
laboratory revealed that the overproduction
of a small set of chaperones with ATP-
dependent protein folding activity, can
rescue viability and protein aggregation
defects of �rpoH cells up to 40 ◦C (GroELS
overproduction) or even 42 ◦C (GroELS

and DnaK, DnaJ, GrpE). These intriguing
results demonstrate the essentiality of
the heat shock regulon for viability of
E. coli at most growth conditions, and
the central importance of the GroEL and
DnaK chaperone systems in protein quality
control.

The cellular concentration of σ 32 is very
low, with 10 to 30 copies per cell at
30 ◦C, and is limiting for heat shock gene
transcription. The temperature-induced
increase in heat shock gene transcription
is due to a rapid increase in the level of
σ 32 (15- to 20-fold at 5 min after shift
from 30 to 42 ◦C), which results from
increases in both synthesis and stability
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of σ 32. Adaptation is achieved through
a rapid repression of σ 32 activity and,
on a longer timescale, a decline in the
levels of σ 32. Central to these controls of
σ 32 is the negative modulator function of
chaperones and proteases.

1.1.2.1 Control of σ 32 synthesis. The
transcriptional regulation of rpoH is com-
plex. Four promoters have been identified,
three of them (P1, P4, P5) are tran-
scribed by the housekeeping RNAPσ 70

holoenzyme, while P3 is transcribed by
RNAP containing the alternative σE (see
Sect. 1.1.2), which ensures transcription
of rpoH at extreme high temperatures at
which σ 70 is rendered inactive. Several
DNA binding proteins regulate these pro-
moters: the catabolite repression protein
(CRP) activates P5; the initiator protein for
DNA replication, DnaA, negatively mod-
ulates P3 and P4; the CRP–CytR protein
complex negatively controls P4 and P5.
This complex transcriptional regulation
ensures that the levels of rpoH mRNA
are sufficient to produce the basal levels of
Hsps required for growth in a variety of
environmental and metabolic conditions.

The temperature regulation of σ 32 syn-
thesis occurs primarily at the level of
translational initiation, and relies on the
formation of secondary and tertiary struc-
tures in the rpoH mRNA which sequester
the ribosome binding site. An additional
effect is that, upon increased translation
during heat induction, the rpoH mRNA
becomes stabilized and thereby accumu-
lates. It should be emphasized that the
translation regulation of rpoH, although
contributing to the induction of heat shock
gene expression after temperature up-
shift, does not contribute to the induction
of a heat shock response at isothermic
conditions, for example, following the ac-
cumulation of misfolded proteins.

The temperature-dependent structural
changes in the rpoH mRNA require two
cis acting elements in the coding sequence.
A positively acting sequence element (re-
gion A) contains both the initiation site
and a region of 15 nucleotides located im-
mediately downstream of it (nucleotides
+6 to +20 downstream of the AUG ini-
tiation codon). This ‘‘downstream box’’ is
also found in unrelated mRNAs and acts
by providing additional basepairing to the
16S rRNA, which increases translation effi-
ciency. A negatively acting element (region
B) required for temperature-dependent re-
pression of rpoH translation is located
between approximately +112 to +208 nu-
cleotides downstream of the initiation
codon. The repression of rpoH transla-
tion is mediated through the formation
of secondary structures between the two
elements, which occlude the translation
initiation site. Consistent with this model,
several mutational alterations of the rpoH
mRNA, predicted to destabilize the base
pairing between both elements, abolish the
repression of rpoH translation. A clear cor-
relation exists between the stability of the
rpoH mRNA structure and the basal and
heat induction of its translation, showing
that intrinsic mRNA stability controls the
synthesis of σ 32. The secondary structure
formed between the two regulatory ele-
ments melts upon temperature upshift to
42 ◦C in the absence of any additional fac-
tor, demonstrating that the rpoH mRNA
itself senses temperature and acts as a
cellular thermometer.

1.1.2.2 Control of σ 32 degradation. A
second mechanism leading to the accu-
mulation of σ 32 during stress induction
involves control of σ 32 stability. At steady
state temperature, either low or high, σ 32

is extremely short lived in vivo, with a half-
life of less than 1 min. Upon heat shock,
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σ 32 becomes rapidly stabilized (by eight-
fold upon shift from 30 to 42 ◦C), until
during the adaptation period the stability
of σ 32 decreases again to a new steady
state half-lifetime that is even shorter than
at low temperature (10–15 s at 42 ◦C).

Degradation of σ 32 in vivo is achieved
mainly by the membrane associated AAA+
protease FtsH, although additional pro-
teases such as HslUV, Lon, and ClpAP con-
tribute to degradation as well. FtsH forms
a ring-shaped oligomer with its catalytic
center facing the cytosol. Degradation re-
quires the energy of ATP, presumably for
translocating σ 32 to the catalytic center
where cleavage takes place.

The molecular mechanism of the degra-
dation process is poorly understood. A
segment within the N-terminal part of
σ 32, located within the conserved region
2, has been identified genetically as im-
portant for efficient degradation, but it is
not clear whether this region constitutes
a recognition site for the protease. FtsH
differs from other AAA+ proteases of the
E. coli cytosol in that it lacks a robust
unfolding activity. This feature necessi-
tates the substrate being rather unfolded
before encountering FtsH. σ 32 per se is
indeed structurally unstable, which may
facilitate its degradation. In vitro experi-
ments showed that a shift of σ 32 to heat
shock temperatures within the physiolog-
ical range leads to its partial unfolding,
including region 2, and higher susceptibil-
ity to degradation. This suggests that the
regulator of the heat shock response itself
senses temperature changes. The physio-
logical role of the structural changes within
σ 32, leading to its increased instability at
heat shock temperatures, may be to avoid
unwanted overexpression of heat shock
genes that are known to be inhibitory for
growth.

However, the degradation process is
more complex, as genetic evidence indi-
cates a critical role for the DnaK chaperone
system in efficient degradation (see the
following). Whether this involves direct in-
teraction between σ 32 and the chaperone,
perhaps by inducing a structural remodel-
ing of σ 32 which targets it for degradation,
is unclear.

1.1.2.3 Control of σ 32 activity. The con-
trol of activity of σ 32 provides yet another
layer of regulation of the heat shock re-
sponse. This regulation is most apparent
during a downshift of E. coli cells from heat
shock to regular temperature, which leads
to a strong and rapid repression of tran-
scription of heat shock genes. By 15 min
after a shift from 42 to 30 ◦C, the synthesis
of GroEL decreases by 20-fold, although
the level of σ 32 decreases by only twofold.
A similar repression of σ 32 activity con-
tributes to the regulation of σ 32 activity
at steady state conditions. This mode of
regulation allows for the rapid adjustment
of Hsp levels to altered requirements for
chaperones and proteases, which seems
crucial for cell growth.

The repression of σ 32 activity involves
the DnaK as well as the GroEL chaperone
systems, both of which associate with σ 32.
How this is achieved will be discussed in
the next section.

1.1.3 The Modulators
The expression of heat shock genes in
E. coli is regulated by the antagonistic
action of the regulator σ 32 and nega-
tive modulators (Fig. 2). Modulators are
the DnaK and GroEL chaperone sys-
tems, which inactivate and destabilize σ 32,
and to a lesser extent the FtsH pro-
tease, which is largely responsible for
σ 32 degradation. The generally accepted
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Fig. 2 Titration model of the heat shock response. DnaK and DnaJ negatively modulate σ 32

by promoting its degradation by the FtsH protease and, through direct association, by
preventing its association with the RNA polymerase core enzyme. GroEL also associates
with σ 32 resulting in negative modulation as well. Stress treatment of the cells causes
accumulation of misfolded proteins in the cytosol and the sequestration of DnaK, DnaJ, and
GroEL away from σ 32. This leads to stabilization and activation of σ 32 and in consequence to
induction of the heat shock response. Chaperone mediated repair of damaged proteins frees
the chaperones to again repress and destabilize σ 32 which reestablishes homeostasis with
respect to heat shock gene expression.

model for the signal transduction path-
way is that stress sequesters chaperones
and proteases through binding to damaged
proteins, which derepresses and stabilizes
σ 32. Damage repair ameliorates the in-
ducing signal and frees chaperones and
proteases to shut off the heat shock re-
sponse. This signal transduction is quite
sensitive as it allows responses to rela-
tively small changes in the amounts of
both, chaperones and misfolded proteins.
Fewer than 1500 molecules of a struc-
turally unstable protein substrate of the
DnaK system, firefly luciferase, produced
per cell suffice to elicit a heat shock
response. Furthermore, the artificial in-
crease in the levels of DnaK and DnaJ,
to less than 1.5-fold above wild-type lev-
els, results in decreased level and activity

of σ 32 at intermediate temperature and
faster shut off of the heat shock response;
the artificial decrease in DnaK and DnaJ
levels leads to opposite effects. In contrast,
a decrease in FtsH levels increased the
σ 32 levels, but the accumulated σ 32 was
inactive, indicating that sequestration of
FtsH alone cannot induce the heat shock
response efficiently. The chaperones thus
constitute the primary stress-sensing and
transducing system of the E. coli heat shock
response, while the protease may play a
more indirect role.

Involvement of the DnaK system in the
regulation of the heat shock response has
been indicated first by genetic analysis.
dnaK, dnaJ, and grpE mutants show
an increased basal level of heat shock
gene expression at 30 ◦C, and a delay in
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the adaptation phase of the heat shock
response. These alterations result from
multiple defects in regulation. First, the
DnaK system is crucial for degradation
of σ 32 at all temperatures, as indicated
by the 10-fold stabilization of σ 32 at 30
and 42 ◦C in the chaperone gene mutants.
During the adaptation phase of the heat
shock response, the stability of σ 32 is
also increased in dnaK (10-fold) and grpE
(fivefold) mutants, but strikingly, not in
dnaJ mutants. The weak phenotype of dnaJ
mutants is explained by the demonstration
that another DnaJ homolog existing in the
E. coli cytosol, CbpA, can substitute for
DnaJ in promoting σ 32 degradation (and
inactivation).

The second regulatory defect of dnaK ,
dnaJ, and grpE mutants is the lack of
repression of σ 32 activity following a tem-
perature downshift (approx. 10-fold repres-
sion in wild-type cells). This defect relies
on the role for the DnaK system to physi-
cally interact with free σ 32 and to thereby
inhibit its activity. DnaJ acts to target DnaK
to substrates including σ 32, by associating
with substrates and DnaK, thereby stim-
ulating the ATP hydrolysis-driven locking
in of substrates into the binding pocket
of DnaK. The location of the DnaK and
DnaJ binding site(s) within σ 32 are still
unclear. GrpE acts as the nucleotide ex-
change factor for DnaK, allowing for ADP
dissociation and rebinding of ATP, which
consequently leads to substrate dissocia-
tion from DnaK. σ 32 is thereby subjected to
a dynamic chaperone binding-and-release
cycle, which prevents it from association
with the RNAP enzyme and, consequently,
from transcribing heat shock genes. It is
tempting to speculate that during this cy-
cle, the conformation of σ 32 is altered such
that it becomes more accessible for prote-
olytic degradation by FtsH.

Several findings indicate a role for the
GroEL chaperone and its cochaperone
GroES (GroELS) in the regulation of heat
shock gene expression. First, the overpro-
duction of GroELS leads to repression of
σ 32 activity, to an extent similar to the
repression of σ 32 resulting from over-
production of the DnaK system. This
inhibition is alleviated by overproduction
of GroELS substrates, suggesting that it
is the pool of free GroELS that inhibits
σ 32. Furthermore, the artificial depletion
of GroEL results in an increased and pro-
longed heat shock response, presumably
due to increased stabilization of σ 32. Fi-
nally, in vitro, GroEL associates with σ 32

and inhibits its activity in transcription in
synergistic action with the DnaK system.

Together, these findings indicate that
modulation of the heat shock response
is mediated by a network of cooperating
chaperones, comprised of the two major
chaperone systems of the cytosol with
‘‘foldase’’ activity, the DnaK and GroEL
systems. These chaperones provide the
direct link between the sensing of protein
folding stress and the expression of heat
shock genes, and act in concert with the
direct temperature sensing by the rpoH
mRNA, which does not involve the action
of proteinaceous factors.

1.2
THE σ E-dependent Envelope Stress
Response

Gram-negative bacteria have a complex
cell envelope composed of an inner
membrane, an outer membrane, and
a peptidoglycan-containing periplasmic
space located in between. The periplas-
mic space constitutes a unique cellular
compartment with respect to protein fold-
ing. First, it is exposed to strong variations
in environmental conditions, in particular,
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through the existence of porins in the outer
membrane (OMPs), which allow the influx
of ions, nutrients, osmolytes, as well as of
harmful substances. Second, it is an ox-
idizing milieu, permitting the formation
of disulfide bonds, both within and be-
tween proteins. Third, it lacks ATP and,
consequently, the classical ATP-dependent
chaperones of the cytosol. These features
necessitate the existence of a unique set of
periplasmic chaperones, folding catalysts
and proteases, and a system that allows to
adjust this set of folding proteins to the
requirements of this compartment.

E. coli has two partially overlapping stress
responses reacting to protein misfolding in
the envelope, one directed by the alterna-
tive σ factor σE, and a second response
regulated by the CpxAR two-component
system. The primary function of the Cpx
pathway is to control the biogenesis and
structural integrity of surface structures
such as bacterial pili, and to detect the at-
tachment of the bacterial cell to surfaces.
The primary function of the σE pathway
is to counteract folding defects of outer-
membrane proteins and presumably other
proteins of the periplasm. The σE path-
way is presented here in more detail as a
paradigm for the sensing and transmem-
brane signaling of protein folding stress.

The σE-dependent envelope stress re-
sponse (also referred to as extracytoplasmic
stress response) was first discovered by
C. Gross and coworkers in 1993 by the
demonstration that excessive amounts of
unfolded OMPs induce activation of the
alternative σE subunit of RNAP. This
sigma factor controls the expression of at
least 11 genes, including genes encoding
periplasmic folding catalysts, chaperones,
and proteases, and also genes involved
in biogenesis of the lipopolysaccharide
(LPS) constituent lipid A and a number

of lipoproteins. Among the first σE-
controlled genes identified is htrA (degP),
which encodes a periplasmic stress protein
that undergoes a temperature-controlled
switch from chaperone to protease activity
(see Fig. 18 and text). In addition, σE me-
diates the expression of rpoH at very high
temperatures (45–50 ◦C), thereby provid-
ing a regulatory link between the heat
shock response and the cell envelope
response. Historically, this role in the tran-
scription of rpoH led to the discovery of σE

by the C. Gross laboratory in 1989, a novel
sigma factor without assigned regulon.

The σE pathway is induced rapidly
upon shift of the cells from 30 to 43 ◦C,
leading to 2- to 2.5-fold increased rates
of synthesis of the gene products of the
regulon. The rates of synthesis stay at these
elevated levels, in contrast to the cytosolic
heat shock response that readily enters
an adaptation phase during which Hsp
synthesis declines. Only when the cells are
returned to pre-heat shock temperature do
the rates of synthesis of the stress proteins
drop rapidly to levels below those observed
during steady state growth (e.g. 20-fold
decline of DegP synthesis at 15 min after
temperature downshift), finally reaching
steady state levels.

1.2.1 Inducers, Sensors, and Signals
The σE-regulated envelope stress response
is induced by several different stress reg-
imen including temperature upshift, hy-
perosmotic stress, and ethanol treatment.
The accumulation of unassembled OMPs
(outer-membrane porin proteins) such as
OmpF, OmpC, OmpT, and OmpX gener-
ates a particularly strong signal. Notably,
OMPs only induce the response if they
accumulate as unfolded species in the
periplasmic space on their route, produc-
tive or abortive, to the outer membrane.
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They do not generate a signal once they
are properly assembled into their native
oligomeric states in the outer membrane,
or when they fail to be translocated across
the inner membrane, remaining cytosolic.
The σE pathway is induced, for exam-
ple, by mutational alterations in OmpC,
which prevent its insertion into the outer
membrane and lead to its periplasmic ac-
cumulation. A complementary finding is
that the reduced production of OmpC and
OmpF leads to decreased expression of the
genes controlled by the pathway.

The σE pathway primarily monitors
assembly defects of outer-membrane pro-
teins. However, misfolding of other pro-
teins is also presumably sensed by this
pathway as it is induced in mutants lacking
periplasmic folding catalysts and disul-
fide bond oxidoreductases, in mutants
producing a defective LPS, and in mu-
tants producing unfolded variants of the
periplasmic maltose binding protein MalE.

1.2.2 The Regulator
σE belongs to the large extracy-
toplasmic functions (ECF) subfamily
of sigma factors, which are defined
according to their ability to acti-
vate the expression of extracytoplasmic
functions. σE confers to RNAP a pro-
moter specificity – GAACTT, – 35 consen-
sus; TCTGA, – 10 consensus; 16-bp spacer
between both promoter regions – that is
unique for promoters driving the expres-
sion of stress envelope genes. The rpoE
gene encoding σE is organized in an
operon together with the rseA, rseB, and
rseC genes, at least two of which (rseA,
rseB) are involved in the regulation of σE

activity (see the following). The expression
of rpoE and the other genes of this operon
is autoregulated; a temperature upshift
causes a slight (1.2- to 1.5-fold) increase
in transcription of the rpoE gene.

It appeared at first that σE is nonessen-
tial for growth at temperatures below
40 ◦C. However, recent work established
that σE is an essential sigma factor at all
growth temperatures, but that genetically
unlinked suppressor mutations arise with
high frequency, which allow cell survival at
lower temperatures. The σE regulon there-
fore provides essential functions related to
protein folding and turnover in the cell
envelope.

1.2.2.1 Signal transduction across the
membrane – control of σ Eactivity by RseA,
RseB, and RseC. The sensing of mis-
folded proteins accumulating in the
periplasm and outer membrane of gram-
negative bacteria requires the transduction
of these signals to the cytosol (Fig. 3). The
key protein that relays the stress signals
across the inner membrane and ultimately
leads to activation of periplasmic chaper-
one and protease genes is RseA, a protein
located in the inner membrane that acts as
antisigma factor for σE. RseA is composed
of a single membrane spanning segment,
an N-terminal cytoplasmic domain, and
a C-terminal periplasmic domain. With
its cytoplasmic domain, RseA associates
with σE thereby sequestering it away from
RNAP. The determination of the atomic
structure of the inhibitory complex be-
tween σE and the cytoplasmic domain of
RseA elucidated the molecular basis for
the sequestration. RseA is sandwiched be-
tween the two major domains of σE and
acts by sterically occluding the two sites
in σE, which are most important for asso-
ciation with RNAP. With its periplasmic
domain, RseA binds the periplasmic pro-
tein RseB, a minor negative regulator of
σE. Intriguingly, all three components of
this protein complex (σE, RseA, RseB) are
coregulated and induced during the stress
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response. This upregulation provides an
autoregulatory loop, which ensures that
the response can be rapidly shutoff after
damage repair.

1.2.2.2 A proteolytic cascade derepresses
σ E. The affinity of RseA for σE is very
high. The Kd of the complex formed
between the cytosolic fragment of RseA
and σE is below 1 nM. This high affinity
implies that the activation of the cell
envelope response strictly requires the
active dissociation of σE from RseA.
The dissociation of RseA from σE is
achieved by a proteolytic cascade involving
three proteases, whose action ultimately
leads to liberation of σE and activation
of the σE pathway. Indeed, during all
stages of the envelope stress response
induced by heat shock, the rate of RseA
degradation correlates with the activity of
σE, suggesting that the degradation of
RseA is the key step in the regulation
of this response. The RseA half-life is
8 min at nonstress conditions, it decreases
to 2 min during the induction of the stress
response, and increases to >50 min during
temperature downshift.

The proteolytic cascade is triggered by
the accumulation of misfolded porins in
the periplasm (Fig. 3). It is initiated by
activation of DegS, a member of the fam-
ily of HtrA (DegP) proteases. (This is an
interesting example of evolutionary di-
versification, since the regulatory DegS
protease controls expression of the ho-
mologous DegP protease of the periplasm,
which, in contrast to DegS, has a broad sub-
strate range and lacks regulatory function.)
Activated DegS initially cleaves RseA at its
periplasmic site, which then allows a sec-
ond cleavage by the membrane-embedded
metalloprotease YaeL (also termed RseP)
at the cytosolic site of RseA. The modu-
lator of RseA stability, RseB, may act to

allow the protease YaeL to cleave RseA
more efficiently. YaeL is an ortholog of
the mammalian Site-2 protease, which is
involved in the proteolytic regulation of
the unfolded protein response (UPR) in
the endoplasmic reticulum (ER) and of
the expression of cholesterol biosynthesis
genes.

The successive cleavage of RseA by DegS
and YaeL releases the σE –RseA fragment
complex from its association with the
inner membrane. Then, a final proteolytic
cleavage occurs in the cytosol, mediated by
the ClpXP member of the AAA+ protease
family in conjunction with the adaptor
protein SspB. The adaptor SspB binds to
a C-terminal stretch of residues within the
RseA fragment and, through additional
binding to the N-terminal domain of ClpX,
brings the σE –RseA fragment complex to
the protease. Importantly, only the RseA
fragment is cleaved by ClpXP while σE

remains intact and becomes liberated to
associate with the core RNAP, enabling
transcription of σE-controlled stress genes.

1.2.2.3 Recognition of the stress signal by
DegS. The activation of DegS is the first
decisive step in the proteolytic cascade.
This step is tightly controlled by the
association of unassembled OMPs via a
conserved sequence motif (YXF) located
at their C termini. Crystal structures of
different OMPs show that in their fully
assembled state, this motif is buried
and therefore cannot bind to DegS. This
strongly suggests that the exposure of
the YXF motif within the OMPs signals
folding stress. Strong support for this
hypothesis comes from the finding that
short peptides carrying the YXF motif
bind to the PDZ domain of DegS, a
widespread structural motif involved in
protein interactions, and stimulate RseA
degradation in vitro.
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How might binding of the YXF peptide
to the PDZ domain control the activity
of the protease domain of DegS? The
atomic structure of DegS revealed that it
is a homotrimer, where the protease do-
mains form the core and the PDZ domains
protrude outwards, creating a funnel-like
arrangement (see Fig. 18 for homologous
DegP structure). In this structure, the ser-
ine protease catalytic site of DegS is in
an inactive state. An active conformation
results from the addition of an activat-
ing peptide resembling the C terminus of
OmpC. The peptide becomes bound in a
pocket of the PDZ domain close to the
interface with the protease domain. The
PDZ domain provides a first docking site
for the activating signal peptide. Associ-
ation of the activator peptide results in
several important conformational changes
in the protease domain. A flexible loop
(L3), protruding from the protease domain
is displaced by 15 Å from its previous
location in the inactive form, and is sta-
bilized by a contact to the OmpC peptide.
Upon peptide association, several residues
in the active site involved in substrate bind-
ing and catalysis, previously blocked or
distorted in inactive DegS, become acces-
sible for substrate binding and correctly
aligned for catalysis. In addition, the ac-
tivator positioning allows a flexible loop
to transduce the structural information in-
duced by ligand binding to the catalytic
center, resulting in highly specific cleavage
of the downstream target, RseA.

The activation of DegS through ligand
binding to the PDZ domain is reversible,
making it well suited to trigger a transient
response that can be turned off upon alle-
viation of the stress signal. The reversible
activation of DegS allows a flexible and
fast adaptation to the stress signal ampli-
tude, a prerequisite for a fine-tuned cellular
response.

2
Eukaryotic Heat Shock Response – Heat
Shock Factors

In multicellular eukaryotes, the stress-
induced regulation of the heat shock
response occurs, as with prokaryotes, prin-
cipally by activation of a family of heat
shock transcription factors (HSFs), result-
ing in elevated expression of the same
family of heat shock effector proteins that
are involved in protein homeostasis in bac-
terial systems (Fig. 4). The complexity of
HSF-dependent regulation varies among
species, with yeast, Caenorhabditis elegans
and Drosophila expressing a single HSF
gene, vertebrates expressing four HSF
genes (HSF1 to 4), and plants expressing
more than a dozen HSF genes.

Comparison of domain organization and
sequence identity among HSF genes re-
veals that the overall structure is highly
conserved among eukaryotes (Fig. 5a). Lo-
cated at the amino terminus of vertebrate
HSFs is a helix–loop–helix DNA bind-
ing domain, followed by an 80 amino
acid leucine zipper heptad repeat (HR-
A/B) necessary for homotrimer formation,
a centrally located negative regulatory do-
main that serves to maintain HSFs in an
inert monomeric state, another leucine
zipper heptad repeat, HR-C, and a C-
terminal transactivation domain (Fig. 5a).
HR-C is thought to interact with HR-A/B
in the inert state and becomes dissoci-
ated from it upon heat shock, allowing
the formation of homotrimers. Notably,
HR-C is absent from budding yeast HSF
and human HSF4 and correspondingly,
the HSF of budding yeast exhibits con-
stitutive trimerization and DNA binding,
unlike other HSFs, and for at least some
genes it is not negatively regulated as in
the other eukaryotes, apparently support-
ing basal transcription.
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Fig. 4 Stress conditions that activate the heat shock response. Heat shock gene
expression is induced by environmental and physiological stress (top left and right,
respectively), by nonstressful conditions including cell growth and development (lower
left), by pathophysiological states (upper right), and by protein aggregation diseases
associated with the appearance of misfolded proteins (lower right). Activation of the heat
shock transcription factor (HSF) leads to the transcriptional activation of heat shock
genes, and the induced heat shock proteins function to prevent and repair protein damage
through interaction with misfolded proteins.

HSF1 cycles between the cytoplasm
and the nucleus of human cells prior
to heat shock (Fig. 5b, top), and upon
stress induction (Fig. 5b, right), its local-
ization becomes nuclear and it binds to
promoter elements, so-called heat shock el-
ements (HSEs) upstream of heat-inducible
genes, containing typically three contigu-
ous inverted repeats (e.g. nTTCnnGAAn-
nTTCn), activating transcription (Fig. 5b,
lower panels). In its nuclear location, it also
rapidly forms distinctive heat shock ‘‘stress
granules’’ that are associated with satel-
lite repeats at chromosome 9q12, which
become actively transcribed, the product
message remaining associated with this
locus. The nature of such heat shock tran-
scriptional activation remains unknown.

Human HSF1 is constitutively phospho-
rylated in the negative regulatory domain

at multiple serine residues (303, 307, and
363; Fig. 5a), but upon heat shock becomes
hyperphosphorylated at these and other
serine residues, for example, Ser230, asso-
ciated with transcriptional activation. It is
likely that additional stress-inducible phos-
phorylation sites will have regulatory roles
for HSF1 function as suggested by math-
ematical modeling and sensitivity analysis
of HSF1 in the human heat shock re-
sponse. In addition to phosphorylation,
HSF1 is also sumoylated on Lys298 in a
manner that requires phosphorylation on
serines 303 and 307. The role of sumoy-
lation in HSF1 activity has not been fully
established and may not be required for
transcriptional activity.

Of the HSFs expressed in vertebrates,
HSF1 exhibits properties that are most
closely related to yeast and Drosophila
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binding domain, the heptad repeat-containing
HR-A/B, the negative regulatory domain
indicating sites of serine phosphorylation, the
carboxyl-terminal heptad repeat, HR-C, and the
transactivation domain. (b) Activation of heat
shock factor (HSF1) is linked to the appearance
of nonnative proteins and the requirement for
molecular chaperones (e.g. hsp90, hsp70, and
Hdj1) to prevent the appearance of misfolded
proteins. Mammalian, Drosophila, and plant
HSF1 exists in the basal state as an inert
monomer (shown as intramolecularly negatively

regulated for DNA binding and transcriptional
activity via HR AB/C interaction). It undergoes
stepwise activation, first to a DNA binding
competent homotrimeric state which is
transcriptionally inert, then, upon acquisition of
inducible phosphorylation (green dot), to a state
of activation and inducible transcription of heat
shock genes. HSF1 activity is subsequently
downregulated by the chaperones hsp70, hsp90,
and Hdj1 which bind to HSF1 and repress its
activity, and by a heat shock factor binding
protein (HSBP) which binds to the region of
HSF1 corresponding to the heptad repeat (not
shown). (See color plate p. xxxvii.)

HSF, becoming activated as a transcription
factor by various forms of stress. Notably,
yeast HSF is essential for cell growth and
viability, indicating that it has roles in
supporting basal transcription as well as

its activating role under stress. Drosophila
HSF, by contrast, is dispensable to growth
and viability of adult flies under nonstress
conditions, but it is required during
development. In mouse, deletion of HSF1
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leads to placental defects, with significant
prenatal mortality. Yet viable deleted
animals can be obtained, but they exhibit
growth retardation, female sterility, and,
as expected, inability to mount a heat
shock response with attendant lack of
thermotolerance. Increased mortality in
the face of endotoxic and inflammatory
stimuli is also observed.

Recent studies in yeast employing mi-
croarray and CHIP analyses, as well as ts
versions of HSF, have sought to identify
the range of promoters bound by HSF and
genes activated by it under heat shock con-
ditions. More than 100 genes were both
bound in their promoter regions by HSF
and transcriptionally activated upon expo-
sure to heat by at least 1.5-fold. Included
were chaperones from all cellular com-
partments and also several components
involved in ubiquitination and proteolysis,
a number of components in energy and
carbohydrate metabolism, as well as sev-
eral to do with cell wall and cytoskeleton
metabolism, and small-molecule trans-
port. An even broader set of components
was identified in microarray studies exam-
ining the entire spectrum of transcripts
induced by a variety of environmental
stresses, beyond regulation by HSF1, with
many hundreds of transcripts upregulated.
Thus, there appears to be a set of non-
HSF-regulated components that can also
participate in stress responses in eukary-
otes. Adding to the complexity, it seems
clear that there are also genes activated
by HSF1, independent of its binding to
classical HSE elements. A number of non-
canonical elements have been identified,
but for other activated transcripts there is
no recognizable element.

Studies have begun to address the roles
of individual HSFs where more than one
is present. In avian cells, for example,
the heat shock response involves two

stress-activated factors, HSF1 and HSF3,
which exhibit functional codependence;
HSF3 null cells that express HSF1 are
deficient for the heat shock response.
HSF3 also interacts with other tran-
scription factors including the oncogene
Myb, via direct protein–protein interac-
tion, through the HSF3 DNA binding
domain. Myb is a growth regulated tran-
scription factor – consequently, the inter-
action between Myb and HSF3 suggests
genetic crosstalk between cell growth and
the stress response.

One of the most provocative mem-
bers of the HSF family is HSF2, orig-
inally shown to be activated in human
erythroleukemia (K562) cells exposed to
hemin, and subsequently detected during
murine spermatocyte differentiation and
embryogenesis. The stress-sensing path-
way for HSF2 activation is associated with
changes in the protein degradation ma-
chinery, with HSF2 DNA binding activity
induced either by chemical inhibition of
the ubiquitin-dependent proteasome path-
way or by conditional mutations affecting
the proteasome. The relationship between
HSF2 activity and the protein degrada-
tive machinery reveals a requirement for
Hsps, perhaps to prevent misfolding and
aggregation of nonnative proteins targeted
for degradation. HSF2 is also modified by
sumoylation, and recently HSF2 has been
shown to have a role in cell cycle con-
trol via binding to a subunit of condensin,
influencing DNA compaction.

2.1
Activation of Heat Shock Factor 1

Stress-induced activation of HSF1 involves
a multistep process (Fig. 5b) involving its
relocalization within the nucleus, transi-
tion from an inert monomer to a trimeric
DNA binding species, binding to heat
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shock promoter elements, hyperphospho-
rylation at serine residues, and the rapid
elevation in transcription of heat shock
genes. Activation of HSF1 DNA binding
activity is induced within minutes and
attains maximal DNA binding and tran-
scriptional activity by 20 to 30 min of
continued heat shock. Thereafter, both ac-
tivities attenuate to control levels within 60
to 120 min. The attenuation phase is au-
toregulated and requires the synthesis of
high levels of chaperones that accumulate
initially in the cytoplasm and relocalize to
the nucleus and bind to the active trimeric
state of HSF1 (Fig. 5b). The appearance of
complexes between HSF1 and molecular
chaperones correlates with the dissociation
of HSF1 trimers from DNA and refold-
ing of the trimer to the inert monomer.
Consequently, maintenance of HSF1 in
a repressed state is delicately balanced
and easily disrupted. For example, tran-
sient overexpression of HSF1 is sufficient
to override the negative regulators result-
ing in constitutive HSF1 activity. Likewise,
overexpression of chaperones suppresses
HSF1 activity. Specific sequences in the
central negative regulatory domain of
HSF1 maintain HSF1 in a repressed state;
mutations cause derepression and consti-
tutive HSF1 activity. Acquisition of HSF1
DNA binding activity alone, however, is
insufficient to achieve transcription of tar-
get heat shock genes as demonstrated
by certain small-molecule regulators of
HSF1, such as the anti-inflammatory drug
sodium salicylate, which induces DNA
binding competent trimers that lack some
of the posttranslational modifications as-
sociated with transcriptional activity.

The initial observations to suggest that
the heat shock response is autoregulated
arose from the use of amino acid analogs
as inducers of the heat shock response.
Treatment of Drosophila tissue culture

cells with azetidine, a proline analog, led
to chronic activation of heat shock gene
expression. Incorporation of azetidine, or
other amino acid analogs, into nascent
polypeptides results in the chronic expres-
sion of misfolded proteins, led to activation
of HSF1 and induction of heat shock
genes. However, unlike the heat shock re-
sponse itself, where attenuation is linked
to the de novo synthesis of Hsps, the Hsp70
synthesized in amino acid analog-treated
cells is likewise misfolded and nonfunc-
tional. Consequently, in the presence of
amino acid analogs, the heat shock re-
sponse is chronically upregulated and does
not attenuate. These observations support
the idea that Hsps themselves are in-
volved in autoregulation of the heat shock
response.

Genetic evidence further supports Hsp-
mediated autoregulation of the heat shock
response. Overexpression of the yeast
Ssa1p (cytosolic Hsp70) dampens the heat
shock response, and deletion of the yeast
Hsp70 genes, ssa1 and ssa2, results in
an unusually high level of expression of
another Hsp70 gene (Ssa3p) in an HSF-
dependent manner. In addition, HSF itself
was isolated as an extragenic suppressor of
the temperature-sensitive phenotype of an
Hsp70 mutant (ssa1ssa2 strain).

Biochemical evidence also supports that
molecular chaperones autoregulate the
heat shock response. HSF1 trimers as-
sociate with Hsp70, Hdj1 (Hsp40), and
Hsp90 in ATP-sensitive complexes that
can be reconstituted in vitro. Conditional
overexpression of Hsp70 and Hdj1 re-
sults in repression of heat shock gene
transcription with little or no effect on
HSF1 trimer formation or DNA binding
activity. Similar observations have been
made for members of the DnaJ family
in regulation of the heat shock response.
For example, the Saccharomyces cerevisiae
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DnaJ homolog, SIS1, negatively regulates
its own expression in an HSE-dependent
manner, and Drosophila Ddj1 associates
with HSF1. Other chaperones including
Hsp90 have been shown to interact with
HSF1 or the HSF1 complex. Collectively,
these results reveal that multiple chap-
erones are involved in the regulation of
HSF1 and, moreover, that differences in
specificity and kinetics may influence dif-
ferent aspects of HSF regulation and the
heat shock response.

2.2
Pharmacological Regulation of Eukaryotic
Heat Shock Response

Among the small molecules with
heat shock regulatory properties are
non-steroidal anti-inflammatory drugs
(NSAIDs), cyclopentenone prostaglandins,
serine protease inhibitors, proteasome
inhibitors, the triterpene celastrol, and
ansamycin benzoquinones. Salicylates and
other NSAIDs have been shown to result
in activation of HSF1. Moreover, treatment
with sodium salicylate or indomethacin
(at subthreshold concentrations) decreases
the temperature threshold of the heat
shock response. Exposure to salicylate or
indomethacin at concentrations compara-
ble to clinically achieved levels results in
the priming of human cells for subse-
quent exposure to heat shock and other
stresses by the enhanced transcription of
heat shock genes and cytoprotection from
stress-induced cell death.

Many molecules that regulate inflamma-
tion also activate HSF1, suggesting a link
between inflammatory pathways and the
heat shock response. The inflammatory
response is induced by a cascade involv-
ing various signaling molecules includ-
ing phospholipases, arachidonic acid, and
prostaglandins. Some of these molecules

have also been shown to induce HSF1
activity and Hsp expression. Of the
prostaglandins, only the cyclopentenone
prostaglandins, including PGA1, PGA2,
and PGJ2, are functional in HSF1 in-
duction. This class of prostaglandin is
produced at a late stage in the inflamma-
tory reaction, and is thought to be involved
in the resolution of the inflammatory pro-
cess, so cyclopentenone prostaglandins
may actually be considered to be anti-
inflammatory mediators.

Inhibition of protein degradation by
small molecules that block proteasome or
serine protease activities results in elevated
levels of modified and misfolded proteins,
leading to the chronic activation of a heat
shock response. For example, exposure
of eukaryotic cells to the proteasome
inhibitors, MG132 and lactacystin, activate
both HSF1 and HSF2. Likewise, the serine
protease inhibitors DCIC, TPCK, and
TLCK also induce these factors and elevate
transcription of Hsp genes.

The aberrant expression of Hsps ob-
served in many cancers has led to various
hypotheses that the chronic upregulation
of chaperones could afford the cancer cell
with the capacity to suppress multiple in-
dependent mutations that affect protein
function. Equally compelling are argu-
ments that the transient activation of the
heat shock response and elevated levels of
chaperones establish a cytoprotective state
that is resistant to cell death signals and
with the capacity to endure stressful con-
ditions. For these reasons, there has been
much interest in the therapeutics of the
heat shock response and chaperones. The
discovery that inhibitors of Hsp90 func-
tion could block cell proliferative pathways
important in cancer has led to the devel-
opment of a family of structurally related
benzoquinone ansamycins including gel-
danamycin and its less toxic derivative
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17-AAG and the fungal antibiotic radicicol.
Although structurally distinct, radicicol
and geldanamycin both bind to the ATP
binding domain of Hsp90 and inactivate
Hsp90 function, resulting in decreased
activity and levels of essential key signal
transduction proteins including steroid re-
ceptors, cell cycle kinases, transcription
factors, and p53, with immediate conse-
quences on cell proliferation. Indeed, a re-
cent report suggested that Hsp90 in tumor
cells may have selectively greater affinity
for 17-AAG, associated with presence of
Hsp90 in such cells in multichaperone
complexes as opposed to a predominantly
noncomplexed state in normal cells. Re-
gardless, a consequence of treatment with
these Hsp90 inhibitors is that they produce
constitutive activation of the heat shock
response, presumably by derepression of
HSF1.

A speculation and systems considerations
It is intriguing to consider that among
the Hsp90 targets are the hormone reg-
ulated intracellular receptors that share
many features in common with the reg-
ulation of the heat shock response. Both
provide inducible responses regulated at
the level of transcriptional control, and
involve families of transcription factors
that cycle between inert and activated
states by adopting multiple conformations
and rapid reversible kinetics of activa-
tion. Chaperone networks are employed
in both systems to maintain the activa-
tors in an inert but responsive state, and
later in the regulatory cycle, to repress and
disassemble the activated factor. Perhaps
transcription factors such as hormone re-
ceptors and HSF1, and other signaling
molecules including kinases and caspases,
have complex folding requirements that
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Fig. 6 Diverse roles of HSF1 and the heat shock response,
including an effect on aging observed in C. elegans. In the
presence of proteotoxic stress inducers, HSF1 is activated,
leading to the elevated expression of molecular chaperones and
other proteins that regulate protein homeostasis. These events
influence stress signaling pathways, cell growth, and cell death.
Recent results also indicate that HSF1 and certain molecular
chaperones influence aging. See for example, the report of Hsu
et al, 2003, where increased HSF-1 activity extended C. elegans
lifespan and reduced HSF-1 activity shortened it. Such effects
were linked to the DAF-16 insulin/IGF1 pathway and to small
heat shock protein expression.
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may have arisen from exon shuffling and
other evolutionary pressures, for which
chaperones have become essential to reg-
ulate alternate conformational states. Or
did this arise because of the unique prop-
erties of chaperones and cochaperones to
generate stable folded intermediates that
have become prime targets in the design
of regulatory complexes?

From a systems perspective, the link-
age of signaling pathways that feed back
through a shared pool of chaperones
posits the presence of hierarchical genetic
networks through which changes in the
cellular environment can be transduced
(Fig. 6). In support of this speculation,
aberrant expression of individual chaper-
ones or cochaperones influences prolifer-
ation and development by preventing or
enhancing cell growth and cell death. For
example, decreasing the levels of Hsp90,
whether by mutation or by the Hsp90
inhibitor geldanamycin, uncovers a Pan-
dora’s box of developmental abnormalities
in Drosophila and Arabidopsis. Likewise,
heat shock and elevated levels of Hsp70
have growth inhibitory effects on signaling
pathways.

3
Unfolded Protein Response (UPR) of the
Eukaryotic Endoplasmic Reticulum

A further stress response system has been
recognized in the secretory endoplasmic
reticulum of eukaryotes, signaling the
presence of unfolded proteins and pro-
ducing transcriptional and translational
responses. In some respects the UPR
parallels the σE-mediated stress response
of the bacterial periplasm, an analogous
secretory compartment, where, likewise,
signals must transmit across a membrane

to reach the site of chromosomal tran-
scription. The eukaryotic UPR induces
the transcription of several hundred genes
whose products increase both the folding
capacity of the ER and also its ability to
rid itself of misfolded proteins by retro-
translocation to the cytosol followed by
proteasomal degradation. A further arm
of the UPR, however, involves attenuation
of general protein translation, which de-
creases the ‘‘load’’ of unfolded proteins
arriving in the ER.

The UPR system is regulated by three
ER transmembrane proteins, IRE1, ATF6,
and PERK (Fig. 7a). These components
appear to bind the Hsp70 chaperone
protein in the ER, known as BiP, under
normal conditions, but in the setting of
unfolded proteins, BiP is recruited to these
substrates, freeing these transmembrane
components.

The first signaling mechanism to be
understood is that mediated by IRE1,
articulated from elegant experiments in
a yeast system by Peter Walter and his col-
leagues in the mid-1990s. IRE1 responds
to accumulation of unfolded proteins by
homodimerization and activation of both
a kinase activity and a site-specific endonu-
clease activity contained in a domain on the
cytosolic side of the ER membrane, which
enables splicing and efficient translation
of the message for a transcriptional acti-
vator (HAC1 in yeast; Xbp1 in mammals;
Fig. 7a). This activator binds and activates
specific upstream sequence elements in
many UPR-inducible genes. ATF6 (acti-
vating transcription factor 6) can also bind
regulatory elements. This component is
synthesized as a larger ER transmem-
brane precursor protein that is retained
in the ER until unfolded proteins trigger
its translocation to the Golgi, where it is
cleaved in its transmembrane region by
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two proteases known as S1P and S2P,
which are also involved in the processing of
the sterol response factor SREBP. Cleavage
releases a cytosolic fragment of ATF6 that
enters the nucleus and binds to ER stress
response DNA elements including that for
the IRE1 splicing target, Xbp1. Thus, ATF6
and IRE1 cooperate to activate the stress
response. In a third arm of the UPR, the
transmembrane kinase, PERK, first iden-
tified by David Ron and his colleagues,
becomes activated, phosphorylating eIF2α

and attenuating general translation, while
at the same time enhancing translation of
UPR-induced messages.

At the effector level, the UPR induces
a host of components. Included are
ER lumenal components involved in
protein folding, such as the chaperones
BiP (an Hsp70) and the DnaJ protein
SCJ1, but also induced are components
involved in disulfide bond formation,
such as Ero1 and PDI (protein disulfide
isomerase). Also induced are a host of
glycosylation enzymes. At the level of
the ER membrane, components of the
translocon as well as signal peptidase are
induced, and also induced is the class
of components involved with ERAD (ER-
associated degradation), including derlin,
a putative protein retrotranslocase; Ubc7,
a ubiquitinating component, and several
components of the proteasome pathway.
Additionally induced are components of
vesicle trafficking and of lipid metabolism,
reflecting a general induction of secretory
functions by the UPR.

Notably, prolonged UPR activation can
lead to apoptotic cell death, involving
several pathways (Fig. 7b). One involves
IRE and a Jun inhibitory kinase, and
another involves ATF6 and activation of
the bZIP transcription factor CHOP.

The UPR is implicated in a range of
normal physiological states such as B cell

maturation, where the ER must massively
expand its capacity to import, fold, assem-
ble, and export antibodies. More generally,
the UPR appears to balance the transla-
tional burden relative to the maturational
capacity of the ER. This may reflect the
cell’s overall metabolic state. Thus, as
has been suggested, the UPR may play
a contributing role in disease states. For
example, obese mice were shown to exhibit
increased levels of PERK and eIF2α phos-
phorylation, as well as elevation of the ER
stress-responsive protein GRP78, in liver
and fat. This ER stress-responsive state was
associated with diminished insulin recep-
tor signaling, most immediately mediated
by Jun kinase-dependent phosphorylation
of IRS-1 (insulin receptor substrate-1).
This was likewise observed in vivo, in
Xbp-1 +/− mice, lacking compensatory
capacity for ER stress – these mice de-
veloped peripheral insulin resistance and
type II diabetes. Consistently, and inde-
pendently, mutations in PERK also lead
to diabetes in mice and man. Thus, a
link between chronic ER stress and pe-
ripheral insulin resistance seems to be
indicated. The nature of how obesity trans-
lates into ER stress remains unclear, but
it seems inescapable that stress response
is integrated with metabolic regulation in
the ER.

4
Chaperone Effectors of the Heat Shock
Response

4.1
Chaperonin (Hsp60) System

A major sigma32-responsive heat shock
operon in bacteria is that encoding the
double ring chaperonin, GroEL, and its
cooperating single ring lid structure,
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GroES. These two ring structures mediate
ATP-dependent polypeptide chain folding,
with nonnative protein binding to the hy-
drophobic wall of the central cavity of an
open GroEL ring via exposed hydropho-
bic surfaces, followed by folding to the
native state occurring inside the encap-
sulated and hydrophilic chamber formed
upon binding of the GroES lid and ATP
to the same GroEL ring. Chaperonins re-
sembling GroEL/GroES are also found in
mitochondria (Hsp60/Hsp10) and chloro-
plasts (Rubisco binding protein/cpn10). A
second family of chaperonins, functioning
with a built-in lid structure, is found in
archaebacteria (thermosome) and in the
eukaryotic cytosol (CCT or TRiC). In all
of these contexts, the chaperonins are es-
sential for cell growth, indicating that the
kinetic assistance they provide to polypep-
tide chain folding is essential under all
conditions.

More explicitly, the role of these assem-
blies, like other chaperones, is to prevent
or reverse off-pathway steps of folding that
can occur under in vivo conditions. While
Anfinsen and his coworkers showed in the
late 1950s that the primary amino acid
sequence of a polypeptide chain contains
all of the information required to direct
folding to the native state typically lying at
the energetic minimum, under conditions
in the cell, including high temperature
and high solute concentration, polypeptide
chains, particularly ones larger than 150
amino acids and with multiple domains,
often cannot efficiently reach their native
state. Under such conditions, in seeking
to reach the energetic minimum, they face
a more rugged folding ‘‘landscape,’’ with
the possibility of landing in local ener-
getic minima, kinetically trapped states. In
structural terms, such states, usually mis-
folded but in some cases on-pathway in-
termediates, expose hydrophobic surfaces

that will become buried in the native state.
These can recruit one molecule to another,
leading to irreversible multimolecular ag-
gregation, a functional dead end for the
proteins involved, and a state that can
be damaging to cells, as for example, in
the case of the amyloid diseases. The ac-
tion of molecular chaperones in general
is to bind such states incipiently, via the
exposed hydrophobic surfaces, masking
such surfaces and preventing aggregation.
Chaperones then release the bound pro-
tein, often through the action of binding
of ATP, allowing the substrate to attempt
to pursue a correct pathway of folding or
biogenesis. The chaperonin class of molec-
ular chaperones acts uniquely to support
folding to native form by releasing bound
proteins into an encapsulated hydrophilic
cavity, enforcing folding in isolation where
aggregation cannot occur. The hydrophilic
environment likely contributes to produc-
tive folding as it energetically favors burial
of hydrophobic surfaces to the interior
of the folding protein and exposure of
hydrophilic surfaces to the outside, prop-
erties of the native state.

History and physiology GroEL was orig-
inally uncovered in the early 1970s by
Georgopoulos and coworkers and inde-
pendently by investigators in Japan as a
host gene required for phage assembly.
Cells bearing mutations in this operon
could survive infection with λ or T4
phage, and when lysates were examined
by EM, they contained aggregated head
or tail structures. GroEL mutant cells, in
the absence of phage infection, were also
observed to be defective in growth, par-
ticularly at high temperature. A role in
macromolecular assembly was originally
suggested, supported by experiments by
Ellis and coworkers in 1980 with a chloro-
plast homolog that suggested a role for it in
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assembly of the abundant hexadecameric
CO2-fixing enzyme Rubisco. Ultimately,
however, a role in monomeric polypeptide
chain folding was elucidated by studies
of an yeast mutant affecting an addi-
tional homolog in mitochondria, Hsp60,
which was observed to be required for
the folding of imported proteins that pass
through the mitochondrial membranes
as unfolded monomers. A role of these
double ring ‘‘chaperonins’’ in polypeptide
chain folding was confirmed by recon-
stitution experiments, first with isolated
mitochondria, then in vitro with the pu-
rified bacterial chaperonin, GroEL and its
cochaperonin GroES, demonstrating as-
sisted folding of imported or chemically
denatured polypeptides, respectively, in
the presence of ATP.

GroEL–GroES-mediated protein folding
in vitro was first accomplished by Lorimer
and coworkers as a two-step reaction. In
the first step, a nonnative protein unfolded
in denaturant was diluted into a buffer con-
taining the GroEL double ring, and formed
a stoichiometric complex with it. Such a
binary complex formation protected the
substrate protein from complete and irre-
versible aggregation that supervened in the
absence of chaperonin. Later EM studies
showed that in such complexes the bound
substrate protein localizes inside the cen-
tral cavity of a chaperonin ring. In the
second step, upon addition of ATP and the
GroES single ring cochaperonin, produc-
tion of the native state of the bound protein
occurred, associated with its release from
GroEL, over a period of several min-
utes. The mechanism of GroEL/GroES-
mediated folding is further detailed below.

The second family of chaperonins was
identified via studies of a temperature-
induced protein in thermophilic archae-
bacteria that had the same size as the
subunit of the Hsp60 family under both

native and denaturing conditions. When
its primary sequence was determined, it
was found to be homologous to an essen-
tial protein of the eukaryotic cytosol called
TCP1. Cold-sensitive conditional mutation
of tcp1 in yeast led to impaired tubulin
biogenesis, but the role of this protein had
remained unclear. This protein was recog-
nized to be a subunit of the TCP1 or CCT
(chaperonin containing TCP1) complex.
This complex, composed of 8 related but
nonidentical subunits per ring, was found
to play an essential role in mediating fold-
ing of actin and tubulin but also, more
recently, of Gα transducin and β-propeller
proteins.

The chaperonins are abundant, reflect-
ing their involvement in assisting the
folding of many proteins. In bacteria,
for example, their abundance amounts to
∼1% of soluble protein under normal con-
ditions, and they mainly provide assistance
to folding of newly translated polypep-
tides. A number of studies estimate that
∼10 to 20% of newly made species are
assisted by this system in reaching the
native state. Under stress conditions such
as heat shock, however, the synthesis of
the bacterial components rises to a level
of 10 to 15% or more of total soluble pro-
tein, an amount of these ring complexes
equivalent to or greater than the number
of ribosomes. Under these conditions, the
chaperonin system acts particularly to pro-
tect preexistent proteins from irreversible
misfolding and aggregation, and there may
be a large percentage of proteins requiring
such action.

In mitochondria, a significant fraction
of the imported polypeptides, approximat-
ing 50% from a proteomic study, require
the action of Hsp60 and its cooperating
component Hsp10 in order to be prop-
erly folded. In the eukaryotic cytosol, the
CCT chaperonin is approximately a tenth
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as abundant as GroEL is in bacteria, but
it is essential, as mentioned, to mediat-
ing folding of actin, tubulin, transducin,
β-propeller proteins, and likely others as
well. The range of substrate proteins recog-
nized by CCT remains to be fully resolved.
In archaebacteria, by contrast, the ther-
mosome has a high basal abundance,
and under heat shock conditions it be-
comes induced as virtually the only protein
synthesized. The lack of facile genetic ma-
nipulation in the archaeal system has made
difficult a full evaluation of substrates and
action. It is notable that both CCT and
the thermosome employ another chaper-
one known as prefoldin, a jellyfish-shaped
component that binds nonnative proteins
via hydrophobic tentacle tips, as an agent
that delivers substrate proteins to them.
In the bacterial cytoplasm, it appears that
nascent chain chaperones such as trig-
ger factor, which binds nascent chains
at the ribosome, and DnaK, may interact
with substrates occupying more extended
conformations, before they arrive at the
chaperonins in collapsed globular states.

Chaperonin architecture

GroEL The bacterial chaperonin assem-
bly is composed of identical 58-kDa sub-
units arranged in two back-to-back seven-
membered rings (Fig. 8). Each subunit is

folded into three domains, an equatorial
domain housing a nucleotide pocket, the
collective of which form the waistline of
the cylinder; an apical domain at the ter-
minal end of the cylinder, the collective
of which form a hydrophobic polypep-
tide binding surface at the cavity-facing
aspect of a ring; and a hingelike interme-
diate domain between the equatorial and
apical domains, which enables nucleotide-
directed opening of the apical domains.
The equatorial domains form tight con-
tacts of the subunits with each other, both
around a ring and between rings, provid-
ing a stable base from which movements
of the intermediate and apical domains are
directed by nucleotide and GroES binding.
ATP is bound and hydrolyzed coopera-
tively within a ring but anti-cooperatively
between them. As indicated, the apical do-
mains positioned at the terminal ends of
the GroEL cylinder present a hydropho-
bic surface at their cavity-facing aspect
that is involved with binding nonnative
polypeptides in the central cavity (see Fig. 8
rightmost panels, yellow). Such binding in-
volves hydrophobic contacts between the
apical cavity lining of the chaperonin and
hydrophobic surfaces exposed specifically
in nonnative polypeptides, surfaces that
will be buried to the interior in the na-
tive state. It is such exposed hydrophobic
surfaces in substrate proteins, as men-
tioned above, that are responsible for the

Fig. 8 Chaperonin structures. Crystallographic models of the bacterial chaperonin, GroEL (top row;
pdb 1GRL), GroES (middle row), and GroEL–GroES complex (pdb 1AON) are shown, as ribbons
traces (left panels) and space filling (right-hand panels), illustrating the arrangement of subunits
(middle columns) and domains (left column). a, apical; i, intermediate; e, equatorial domains. Note
that association of GroES with a GroEL ring leads to large-scale elevation and twisting of its apical
domains (compare top and bottom rows). This is attended by a change of cavity wall character from
hydrophobic (yellow in right panels) to hydrophilic (blue in top GroES-bound ring of lower right
panel). Productive folding proceeds inside of the GroES-encapsulated cis ring, whereas the initial
binding of nonnative polypeptide occurs to an open ring of an asymmetric GroEL–GroES–ADP
complex. (See color plate p. xliii.)
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undesirable behavior of multimolecular
aggregation, which is associated with loss
of substrate function, and with the harmful
effects to the cell of protein aggregation.
Thus, binding by the chaperonin, medi-
ated through multiple surrounding apical
domains simultaneously, effectively fore-
stalls multimolecular aggregation. Upon
binding ATP and then GroES to a GroEL
ring, this same hydrophobic surface is el-
evated and twisted away from its original
position, effectively removed from facing
the central cavity, to form new contacts
with the cochaperonin GroES through hy-
drophobic segments in each of its mobile
loops. Such movement away from bound
substrate polypeptide serves to release the
polypeptide into what is now a hydrophilic
chamber in which it can productively fold
(Fig. 8, lower right panel, top ring).

GroES This single ring structure is com-
posed of seven identical subunits, each
comprised of a β-barrel from which ex-
tends a mobile loop segment of 17 to
18 amino acids that is freely mobile in

the stand-alone state but which become
immobilized in GroEL-GroES complexes
(Fig. 8 middle and lower rows). Each
GroES mobile loop contacts a hydropho-
bic aspect of a corresponding GroEL apical
domain via a hydrophobic edge containing
the sequence IVL. The inside aspect of the
GroES cavity itself in GroEL–GroES com-
plexes forms a smooth continuation of the
GroEL cavity (Fig. 8).

Action in assisting protein folding The ac-
tion of chaperonins in assisting folding is
provided at two different steps of the reac-
tion cycle (Fig. 9). During the step of bind-
ing nonnative protein in an open ring (left
panel), the off-pathway events of misfold-
ing and aggregation are prevented. Such
binding may act, as discussed below, to ef-
fectively unfold nonnative proteins, giving
them a fresh trial at productive folding at
each round of binding to the chaperonin,
occurring upon subsequent ATP/GroES-
driven release into the chaperonin cavity
(panel 2). During the step of such re-
lease, productive folding is supported by
encapsulation in solitary confinement, by

T T T TT DT

T T T T

D DD

DD

GroES

GroES

cis cis

ATP,
polypeptide

N or Ic
Iuc

OR

New cis
Polypeptide binding Folding triggered ES release primed Discharge triggered

GroEL – GroES reaction cycle

Fig. 9 GroEL–GroES–ATP-mediated folding
cycle. Polypeptide is designated as a yellow line,
GroES is designated in orange. T, ATP; D, ADP.
Ic, intermediate folded form committed to
reaching the native state in the bulk solution,

that is, a state for which GroEL has no affinity.
Iuc, nonnative form that is uncommitted, that is,
that will rebind to a GroEL ring. See text for
discussion of the steps of the reaction cycle. (See
color plate p. xxvi.)
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hydrophilic wall character and also by the
narrow confinement of the walls, which
may limit the off-pathway states that can
be populated, excluding, for example, ex-
tended states.

An action of unfolding nonnative pro-
teins in association with binding them in
an open chaperonin ring has been sup-
ported by findings that chaperonin-bound
nonnative proteins are very susceptible
to proteases and also very susceptible to
hydrogen-deuterium exchange, indicating
little or no stable structure. Such a rela-
tively unfolded state could be reached by
two general mechanisms. One, called ther-
modynamic partitioning, recognizes that
there is an ensemble of unfolded states for
any given polypeptide species in the bulk
solution and postulates that the chaper-
onin has greater affinity for the less folded
of these states. Binding them will thus shift
the equilibrium of states by mass action to-
ward the less folded, effectively acting as
an unfolding action. The second mecha-
nism of unfolding would involve catalyzed
unfolding, in which a polypeptide coming
in contact with the chaperonin cavity wall
becomes bound by multiple surrounding
apical domains, which could act to unfold
a protein. In one experiment, a catalytic
effect of the chaperonin GroEL, supplied
in substoichiometric amounts, on a small
RNAse has been observed by hydrogen-
deuterium exchange. Thus, either or both
of these mechanisms could effectively re-
verse misfolding in the act of binding to
chaperonin.

The nucleotide cycle The chaperonin re-
action cycle is illustrated in Fig. 9. The two
rings of GroEL behave in an asymmet-
ric manner as a function of the behavior
of ATP binding and hydrolysis, occurring
cooperatively in the seven subunits of a
ring but anti-cooperatively between rings.

As a consequence of this, since GroES
binding to a ring requires occupancy of
the ring with ATP, which produces a de-
gree of apical domain elevation and twist
that enables initial interaction, GroES, like
ATP, is asymmetrically bound to GroEL.
The normal acceptor state for a nonna-
tive polypeptide is thus the open ring of a
GroEL–GroES–ADP asymmetric complex
(panel 1). Polypeptide entering the open
ring associates through its own exposed
hydrophobic surface with the surrounding
hydrophobic apical domains. The arrival of
ATP at the same ring as polypeptide is an
allosteric trigger to release the ligands from
the opposite ring, a step that is accelerated
by the coincident binding of nonnative
polypeptide. In the presence of bound
ATP, the polypeptide-bound GroEL ring
binds GroES, and the further large apical
domain movements attendant to this step
effectively remove the hydrophobic bind-
ing surface from the central cavity, and
trigger ejection of nonnative polypeptide
off the cavity wall and into the now hy-
drophilic folding chamber (Fig. 9, panel 2).
This folding-active state is the longest step
of the GroEL–GroES reaction, ∼8–10 s,
following which ATP hydrolysis in the
GroES-bound (cis) ring weakens the affin-
ity of GroEL for GroES, ‘‘priming’’ the
release of GroES (panel 3), which is trig-
gered by the allosteric signal subsequently
produced by ATP arriving in the oppo-
site ring (panel 4). All of the cis ligands
are ejected (panel 5): GroES, polypeptide
whether it is native or not, and ADP. In the
case of polypeptide, only a fraction of the
molecules reach native form in any given
cycle. For example, only ∼5% of cis ternary
complexes containing the monomeric en-
zyme, rhodanese, produce the native en-
zyme in a single round, so many additional
cycles of apparently all-or-none folding are
required in order for all of the molecules
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to reach native form. Nonnative proteins
released into the bulk solution have been
shown to be unable to attain the native
state in that location in an experiment pre-
venting their rebinding to GroEL. Thus, in
the cell, they must be rebound either by
GroEL or by other chaperones, attempting
once again to reach native form. Alterna-
tively, if unable to be correctly folded, they
are likely to be recognized and degraded
by the proteolytic machinery.

Behavior during heat shock Early studies
of GroEL/GroES showed that the abun-
dance of these components was increased
by more than 10-fold during heat shock,
with levels accreting to 10 to 15% of to-
tal soluble protein. This is the result of
an elevation of synthesis of these compo-
nents directed via σ 32 and the promoter
element in the GroESL operon, as dis-
cussed earlier. Additional studies done
later in vitro indicate that the chaperonins
themselves are stable up to 60 ◦C, and
the ATPase activity of GroEL is likewise
accelerated. Yet under these conditions,
efficiency of refolding is reduced, po-
tentially because newly folded proteins
become rapidly unfolded. Following relief
of thermal exposure, however, productive
folding promptly resumes.

4.2
Hsp70 System

Another bacterial operon under the con-
trol of σ 32 is that encoding the chaperones
DnaK (Hsp70) and DnaJ. These two pro-
teins function together in the bacterial
cytoplasm and in most other cellular
compartments as an ATP-dependent chap-
erone machine. Unlike the GroEL/ES ring
structures that bind nonnative polypeptide
multivalently in a ring and carry out re-
folding in an encapsulated space, these
components act as monomers, binding
short hydrophobic stretches of amino acids
present in extended segments of polypep-
tide chain, then releasing the chain into
the bulk solution for further biogenesis.

These widely distributed chaperones
have diversified through evolution in struc-
ture, localization, and function; and in-
dividual Hsp70s generally function with
specific J-proteins. Bacteria have three
or more related Hsp70s in their cytosol,
but the major one, with general action,
is DnaK. It makes up 1% of bacterial
protein under optimal growth conditions
and rises to 3% under stress conditions.
In eukaryotes, there are multiple Hsp70s
and J-proteins, localizing both in the cy-
tosol and in major organelles, including

Fig. 10 Structure of the bacterial hsp70 protein, DnaK. Models of the crystal structures of the two
major domains, the nucleotide binding domain (left, in green, pdb 1BUP) with complexed nucleotide,
and the substrate binding domain with a complexed heptapeptide (right, in blue, pdb 1DKX). The two
domains are joined together by a dotted line that signifies a linker region between the two domains.
The structure and position of this linker and the orientation of the two domains relative to each other
remain unknown. The peptide binding site is formed by loops emanating from a β-sheet, and an
overlying α-helical lid structure contributes to opening and closing of access to the site. Lower panel
shows the contacts formed between the heptapeptide and the binding site from a vantage point of
the helical lid. Both hydrogen bonds (left, dashed lines) and hydrophobic interactions (right, DnaK
side chains in space filling and those of the peptide as stick representation) contribute to binding of
the central hydrophobic portion of the heptapeptide (Figure panels taken from Mayer, M.P.,
Bukau, B. (2004) Regulation of Hsp70 Chaperones by Co-chaperones, in: Buchner, J., Kiefhaber, T.
(Eds.) Protein Folding Handbook, Part II, Chap. 15, Wiley-VCH, Weinheim, pp. 508–548). (See color
plate p. xxxviii.)
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the nucleus, endoplasmic reticulum, mi-
tochondrion, and chloroplast.

While these different machines have
diverged in structure and function, a
fundamental mechanism of action is
shared. The Hsp70s bind short extended
hydrophobic stretches of polypeptide

through a hydrophobic archway in the
15-kDa COOH-terminal β-sandwich do-
main (Fig. 10, top right), an interaction
regulated by the binding and hydrolysis of
ATP in the cleft of the bilobed N-terminal
domain (Fig. 10, top left). Substrate pro-
tein can be directly bound by Hsp70 in
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its ATP-bound state, but in many cases it
seems likely that substrate is ‘‘delivered’’
to an Hsp70 peptide binding site by a J-
protein partner chaperone that forms the
initial interaction with substrate via its own
C-terminal binding site for hydrophobic
amino acid sequences (Figs. 11, 12c). Sub-
sequent hydrolysis of ATP by the Hsp70
is strongly stimulated by interaction with
the J-protein, an interaction remote from

the peptide binding sites between the so-
called ‘‘J domain’’ of the partner J-protein
and the nucleotide binding domain of the
Hsp70 protein (Figs. 10, 11, 12b). ATP hy-
drolysis leads to an allosterically directed
large increase in affinity of the Hsp70 for
its substrate protein, characteristic of the
ADP-bound state of Hsp70s. The substrate
thus becomes tightly bound in the Hsp70
peptide binding pocket until a nucleotide

S

S

+ +

ATP ATP

ADP

ADP + Pi

GrpE

DnaJ + S

DnaJ⋅S

DnaK – DnaJ reaction cycle

Fig. 11 DnaK–DnaJ reaction cycle. DnaK is represented
schematically, with nucleotide binding domain colored light gray and
peptide binding domain a darker gray. Nonnative substrate protein, S,
is shown in black. The ability of DnaK to interact with substrates in its
ATP-bound form is shown at the top, with rapid on and off-rates
signified by the arrows. DnaJ’s ability to also recognize substrate and
to deliver substrate to DnaK is shown at the right. Such delivery of
substrate by DnaJ, associated with binding to DnaK, is accompanied
by accelerated ATP hydrolysis by DnaK (see text), associated with a
locking in of bound substrate protein by the ADP-bound state of
DnaK. In bacterial and mitochondrial systems, a nucleotide exchange
factor, GrpE, binds to the ADP-bound nucleotide pocket of DnaK
(mhsp70) (see Fig.13), releasing the nucleotide and allowing entry of
ATP. In other hsp70 systems, such an exchanger is not operative, but
other factors that modify nucleotide binding or residence can be
involved (see Mayer, M.P., Bukau, B. (2004) Regulation of Hsp70
Chaperones by Co-chaperones, in: Buchner, J., Kiefhaber, T. (Eds.)
Protein Folding Handbook, Part II, Chap. 15, Wiley-VCH, Weinheim,
pp. 508–548; figure modified from their review).
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Fig. 12 DnaJ organization and structure. (a) Domain layout of
E. coli DnaJ. Taken from Bukau, B., Horwich, A.L. (1998) The
Hsp70 and Hsp60 chaperone machines (review), Cell 92,
351–366. (b) Structure of the J-domain region (1XBL); at left, a
ribbons diagram of the J-domain shows the arrangement of
α-helices and a conserved HPD motif involved with interaction of
DnaJ with DnaK’s ATP binding domain; at right, a space-filling
view shows in color the region of the J-domain that undergoes
NMR chemical shift changes upon interaction with DnaK, from
the work of Greene, M.K., Maskos, K., Landry, S.J. (1998) Role of
the J-domain in the cooperation of Hsp40 with Hsp70, Proc. Natl.
Acad. Sci. U.S.A. 95, 6108–6113. (c) Crystallographic model
shown in ribbons (left) and space-filling representations (right) of
the C-terminal substrate binding domain of DnaJ homolog, Sis1,
from S. cerevisiae (pdb 1C3G). Hydrophobic depression
comprising the substrate binding site is designated in yellow. This
assignment has been supported by mutational studies. Panels B
and C taken from Mayer, M.P., Bukau, B. (2004) Regulation of
Hsp70 Chaperones by Co-chaperones, in: Buchner, J.,
Kiefhaber, T. (Eds.) Protein Folding Handbook, Part II, Chap. 15,
Wiley-VCH, Weinheim, pp. 508–548. (See color plate p. xl.)

exchange event opens the cleft by replac-
ing bound ADP with ATP, associated with
reduced affinity for substrate and its disso-
ciation, freeing it for subsequent steps of
folding or targeting (Fig. 11). Nucleotide
exchange in some cases is catalyzed by
an exchange factor, for example, the pro-
tein in the bacterial cytoplasm known as
GrpE.

Using the foregoing general mecha-
nism, Hsp70 proteins carry out a variety
of functions in the cell, including the
following:

1. Assisting in the folding of newly trans-
lated proteins emerging from or re-
cently departed from the ribosome. In
the former case, binding to nascent
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Fig. 12 (Continued)

chains may serve to prevent premature
folding of a polypeptide. For example,
where there are interactions in the na-
tive state between N and C-terminal
regions, such a ‘‘holding’’ action of the
N-terminal region could prevent pre-
mature folding until the C terminus
has been translated and is available. In
the case of proteins already released
from the ribosome, binding by Hsp70
may prevent misfolding and aggrega-
tion during trials at correct folding to
the native state.

2. Assisting posttranslational protein
translocation across membranes, for
example, translocation into the ER or
mitochondria. On the cytosolic (cis)
side of such membranes, Hsp70s act
to maintain polypeptides in ‘‘loose’’
conformations, allowing them to
engage and pass through translocons.
Inside the organelles, at the trans
side of membranes, Hsp70s act
to facilitate translocation by binding
unfolded stretches of polypeptide,

biasing their progressive forward
movement through the translocon and
in some cases potentially providing a
forceful pulling action.

3. Reversing incipient aggregation, under
normal conditions or under stress
conditions. Here Hsp70s appear to be
able to pry apart low order aggregates
of two to three monomers, potentially
by shifting an equilibrium between
such states toward that of bound
monomer. An action on higher-order
aggregates can also be mediated, but
here the action of specialized Hsp100
hexameric AAA+ ring assemblies such
as Hsp104 or ClpB, discussed in the
following sections, is required. Recently
it has been demonstrated that such
disaggregating action by ClpB involves
passage of monomers through its
central channel, assisted by the action
of Hsp70.

4. Mediating dissociation of specific
oligomeric proteins. In bacterial cells,
for example, such dissociation is
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observed in the λ phage biogenesis
system, involving dissociation of λP
from λO-λP-DnaB ternary complexes,
mediated by the Hsp70 system. In
eukaryotic cells, an example is the
dissociation of clathrin triskelions
during clathrin coat disassembly,
with Hsc70 recruited by the DnaJ
domain of a clathrin-associating
component, auxilin. Recent cryoEM
studies of clathrin and clathrin–auxilin
complexes suggest that Hsp70 may
bind to a hydrophobic unstructured C-
terminal region of the clathrin heavy
chain subunit that localizes inside the
clathrin lattice.

5. Facilitating biogenesis of steroid re-
ceptors and signal transducing kinases
in the eukaryotic cytosol by participa-
tion in biogenesis of Hsp90 complexes.
Here, cytosolic Hsp70 proteins func-
tion in cooperation with J-proteins to
mediate an early step in the biogenesis
of these molecules on their pathway of
assembly into Hsp90 multichaperone
complexes.

6. Regulating the heat shock response
via binding of the bacterial heat shock
regulatory transcription factor, σ 32, as
discussed above, sequestering it from
binding to RNAP. A similar action
appears to occur in eukaryotes, with
Hsc70 binding to the heat shock factor
HSF.

History and general physiology Like
GroEL/GroES, DnaK and DnaJ were first
identified in the 1970s as genes re-
quired for growth of phage-λ. While
GroEL/GroES are necessary for phage
head and tail morphogenesis, DnaK and
DnaJ are critical for the replication of λ

DNA. DnaK/J were found to be impor-
tant for remodeling the protein complex

required for initiation of λ DNA replica-
tion, mediating an action of dissociation of
a component from a ternary complex. Dur-
ing these studies, an Hsp70 of the lumen
of the endoplasmic reticulum, BiP, was
observed to complex with immunoglobu-
lin light chains in the absence of partner
heavy chains, a clue that led to apprecia-
tion of the involvement of Hsp70 proteins
in protein biogenesis. However, a role
in binding monomeric polypeptide chains
was not clear until in vivo experiments with
yeast reported in 1988 by a collaboration
of Craig and Schekman groups, and in
vitro ones reported by Blobel and cowork-
ers, demonstrated that lack of Hsp70s had
deleterious effects on protein conforma-
tion, preventing precursor proteins in the
cytosol from occupying ‘‘loose’’ conforma-
tions required for entering either the ER
or mitochondria. Similarly, a blocking of
the function of Hsp70s at the other side of
these membranes inside the respective or-
ganelles led to a blocking of translocation
into them, as observed by the combined
work of the groups of Craig and Pfan-
ner/Neupert, suggesting that the role of
binding the entering extended chains is re-
quired for translocation. Later experiments
in vitro corroborated an action of Hsp70
on monomeric polypeptides, showing that
purified DnaK, DnaJ, and GrpE were able
to facilitate the refolding of denatured fire-
fly luciferase. Recent experiments indicate
that DnaK interacts with up to 18% of
newly synthesized proteins prior to their
folding, and that the action of the DnaK
machinery is essential for survival upon
exposure to stress such as heat shock.

Structure of Hsp70s, DnaJ proteins, and
GrpE

Hsp70 Hsp70s are highly conserved
monomeric proteins of approximately
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70-kDa molecular mass. An amino ter-
minal 44-kDa adenine nucleotide binding
domain has a low intrinsic ATPase activity
(Fig. 10). The carboxy terminus contains
two regions. The more amino-terminal
subdomain is the substrate binding region
consisting of eight antiparallel β-strands
that form a hydrophobic cleft that, in
both peptide binding experiments and in a
cocrystal, interacted with five consecutive
hydrophobic residues in a bound peptide.
Binding was favored by the presence of
basic residues flanking the hydrophobic
stretch in the substrate peptides. A sur-
vey by Bukau and coworkers of a number
of proteins suggested the presence of a
recognizable hydrophobic stretch that was
on average every 36 amino acids across
primary structures. Where correspondent
three-dimensional native structures were
available, in many cases these regions lo-
calized to a buried hydrophobic core of the
native state.

Concerning the mechanism of Hsp70
binding, an α-helical region in the sub-
strate binding domain of DnaK, following
the sequences forming the β-sheet sand-
wich of the peptide binding cleft, appears
to be able to form a lid over the bound
peptide (Fig. 10). Deletion of this region af-
fects affinity for nonnative substrates. The
function of the C-terminal-most 10-kDa
segment of Hsp70s, the most divergent
region among the family, is less well
understood, but it may play a role in
modulating the interaction between the
ATPase and substrate binding domains,
or it may mediate interaction with partner
J-proteins.

The two nucleotide states of Hsp70
have profoundly different characteristics
in binding polypeptide substrates. In the
ATP-bound state, the affinity for substrate
is very low, with the on-rates and off-
rates being very rapid (on the order of

milliseconds) (Fig. 11). Interaction with
substrate in the ADP-bound state, by
contrast, is quite stable, with the off-
rates and on-rates both being relatively
slow (on the order of minutes) (Fig. 11).
It is thought that allosterically mediated
conformational changes of the COOH-
terminal peptide binding domain are
brought about by nucleotide binding in
the NH2-terminal domain. Such binding
affects, for example, positioning of the α-
helical lid, affecting affinity for nonnative
proteins. In the ATP-bound state, the lid is
disengaged allowing rapid entry and exit of
substrate protein; in the ADP-bound state,
the lid is proposed to be clamped tightly
over the peptide binding pocket preventing
release.

J-proteins J-proteins as a class are a very
divergent group of proteins, having in
common a J-domain that interacts with
the ATPase domain of Hsp70 (Fig. 12a,b).
J-domains are composed of four α-helices
and have a highly conserved histidine,
proline, aspartic acid (HPD) tripeptide
found to be critical for J-domain function.
While all J-proteins interact via HPD
segments with Hsp70 ATPase domains,
this alone is not sufficient to determine
the partnering relationship, and other
regions of J-proteins are divergent both
in structure and function. A common
class of J-proteins, represented by E. coli
DnaJ, has three domains in addition to
the J-domain: a glycine/phenylalanine-
rich region, a zinc-binding region, and a
C-terminal region. The two latter carboxy-
terminal regions are involved in binding
of nonnative protein substrates (Fig. 12c).
Other J-proteins have domains that tether
them to particular cellular locations, such
as ribosomes (i.e. Zuo1 of yeast) or
particular membranes (i.e. Pam18 of the
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mitochondrial inner membrane or Sec63
of the endoplasmic reticulum membrane).

Nucleotide release factors Factors that
destabilize the interaction of nucleotides
with Hsp70 are important in the function
of Hsp70/J-protein machinery. GrpE of the
DnaK/DnaJ system is the best understood.
It is a dimer that interacts with both
the ATPase and substrate binding domain
(Fig. 13). The interaction, which is stable
in the presence of ADP, facilitates the
release of this nucleotide. Orthologs of
GrpE are found in mitochondria. However,
structurally unrelated factors, such as
Bag1 in the cytosol of mammals, serve
as nucleotide release factors for other
Hsp70/J-protein machineries.

The substrate polypeptide interaction cycle
Interaction of Hsp70 with substrate
polypeptides must be transient for them
to carry out their biological function.
This is accomplished by utilizing the

great disparity in the interactions between
Hsp70s and substrate polypeptides in the
ATP- and ADP-bound states. Hsp70s bind
substrate when in the ATP-bound state,
as the on-rate is very rapid. The inter-
action is stabilized through hydrolysis of
ATP. Hydrolysis is stimulated by at least
two mechanisms. First, the interaction of
polypeptide in the substrate binding site
stimulates ATPase activity. Second, and
more importantly, the J-protein partner
stimulates ATP hydrolysis. The release of
the substrate is modulated by the activity of
nucleotide release factors (Fig. 11). Upon
release of ADP, ATP rapidly binds, as it
is typically present in much higher con-
centrations in vivo. This binding converts
Hsp70 to a form having a rapid off-rate
for substrate. Thus, substrate is released
and Hsp70 is primed for another cycle of
substrate interaction.

Multiple physiological roles of a sin-
gle Hsp70 – example of mitochondria
Hsp70s can function with more than one

Fig. 13 Nucleotide exchange factor, GrpE, in
space-filling representation (yellow and gold),
complexed as a homodimer with the ATP binding
domain of DnaK shown in ribbons (pdb 1DKG).
The GrpE dimer interface is formed by two long
α-helices (lower aspect) and, at the opposite end,
a four-helix bundle. Interaction with the ATPase
domain of DnaK occurs principally via a β-sheet
of one of the monomers (protruding up from the
long axis of GrpE, with sites of interaction colored
orange) interacting mainly with DnaK’s Ib and IIb
subdomains. This interaction leads to a rotational
displacement of IIb relative to the
nucleotide-bound state, displacing bonds that
would be formed with the base and ribose of ADP.
The nucleotide binding site is thus disrupted by
GrpE binding. Notably, in biochemical studies,
GrpE binds to the ADP-bound and nucleotide-free
states of DnaK with nanomolar affinity, but it is
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T383

Complex of grpE dimer with
DnaK nucleotide binding domain

instantly dissociated from DnaK upon addition of ATP. Figure taken from Mayer, M.P., Bukau, B.
(2004) Regulation of Hsp70 Chaperones by Co-chaperones, in: Buchner, J., Kiefhaber, T. (Eds.) Protein
Folding Handbook, Part II, Chap. 15, Wiley-VCH, Weinheim, pp. 508–548. (See color plate p. xxviii.)
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J-protein partner, which in part explains
the functional diversity amongst these
Hsp70-based machineries. For example,
the soluble Hsp70 of the mitochondrial
matrix, Ssc1, not only works with the
J-protein of the mitochondrial inner mem-
brane, Pam18, in the translocation of
proteins from the cytosol into the matrix
space of mitochondria but also functions
with the soluble J-protein, Mdj1, in the
folding of the newly imported proteins
and refolding of partially denatured pro-
teins. The specialized role of Pam18 in
import is in part a function of being
precisely tethered to a particular cellular
location. Pam18 and Ssc1 are themselves
independently targeted to the translocon
of the inner mitochondrial membrane
through which polypeptides are imported.
This targeting ensures a high concentra-
tion of Hsp70/J-protein ready to interact
with the unfolded polypeptide as it en-
ters the matrix. (Similarly the cytosolic
Hsp70/J-protein pair of yeast, Ssb and
Zuo, localize near the exit of the tunnel of
the ribosome, positioned to interact with
emerging nascent polypeptides.) Second,
the Ssc1/Pam18 machinery serves as an
example of the adaptation of the ability
of Hsp70s to bind short hydrophobic seg-
ments of polypeptide for biological roles
other than protein folding. The interaction
with translocating polypeptides serves as
the driving force for the translocation of the
bulk of cytosolically synthesized proteins
across the inner membrane. This process
utilizes the regulation of transient inter-
actions by both a J-protein partner and a
nucleotide release factor for cycles of in-
teraction with the polypeptide, preventing
backward slipping toward the cytosol.

In addition to gaining specialization
through tethering to specific cellular tar-
gets, there are examples of specializa-
tion of substrate specificity. The best

studied example is that of the special-
ized Hsp70/J-protein pair involved in
the biogenesis of Fe−S cluster proteins:
HscA(Ssq1)/HscB(Jac1) in bacteria (yeast).
Apparently only one substrate exists for
this machinery. The folded scaffold pro-
tein on which an Fe−S cluster is built,
IscU (Isu), binds both the J-protein and
the Hsp70 of this machinery. How these
interactions promote Fe−S cluster assem-
bly has yet to be resolved. Such interaction
of the Hsp70 system with a native struc-
tured component also occurs in the case of
λ DNA replication where DnaK pries apart
a protein–protein interaction, and in reg-
ulation of the heat shock response where
DnaK binds sigma 32 itself regulating its
lifetime, as discussed earlier.

4.3
Small Heat Shock Proteins

Additional components that are σ 32 in-
ducible are the small Hsps, members of a
ubiquitous family of proteins whose small
subunits assemble into large oligomeric
assemblies, containing 9 to more than
30 subunits, able to bind nonnative pro-
teins at their surface via hydrophobic
contacts, protecting them from aggrega-
tion. The subunits range in size from
16 to 40 kDa and invariably contain a
C-terminal 90 amino acid domain, the
so-called α-crystallin domain. Included in
the sHsp family are the lens α-crystallins,
which play a key role in preventing protein
aggregation that would result in cataract
formation. Multiple sHsp genes are found
in most species, the products localizing
typically to the cytosol, but under some
conditions to the nucleus, and in some
species also to organellar compartments.
The nature of the heterogeneity of sHsp
structure and function within any given
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cellular compartment remains to be un-
derstood. In many cases, coassembly of
different sHsp subunits occurs into any
given sHsp complex within a given cel-
lular compartment, further complicating
functional evaluation.

Two different sHsps that form regu-
lar assemblies have been resolved crys-
tallographically (Fig. 14a), one from an
archaeon, Methanococcus jannaschii, and
the other from wheat, showing two dis-
tinct types of assembly, the former a
24mer, soccer-ball like structure with a
hollow core and side windows, with an
outer diameter of 120 Å, 432 symmetry,
and monomers all in equivalent structural
environments, effectively four trimers of
dimers. By contrast, the wheat structure
is a 12-subunit assembly composed of
two stacked six-membered discs, each a

trimer of dimers, 95 Å in diameter with
a hollow cavity. For both of these struc-
tures, there are nonresolving sequences
from the nonshared N-terminal regions
that may localize within the hollow cavities.
Yet both reveal the conserved C-terminal
α-crystallin domain, a β-sheet sandwich. A
basic dimer building block of these sHsps
is formed from longitudinal stacking of the
α-crystallin domains of two subunits. The
nonconserved N-terminal regions then
contribute to the unique assemblies that
are formed. By contrast with these two
crystallized sHsps, many other sHsps form
assemblies that are heterogeneous in sub-
unit number and organization as judged
from EM studies.

The nature of substrate binding by
sHsps remains to be fully understood,
but properties of subunit dissociation

Hsp 16.5
M. jannaschii

Hsp 16.9
Wheat

sHsp structures

(a)

Fig. 14 Small heat shock protein structures and mechanism of action.
(a) Crystallographic models of small hsps from archaeon M. jannaschii
and wheat (pdb 1SHS, Kim et al, 1998 and 1GME, van Montfort et al,
2001, respectively) are shown, with coloring of individual subunits.
(b) Mechanism of action of small hsps. Under heat stress, shsps
undergo accelerated subunit exchange and structural rearrangement,
associated with presumed exposure of hydrophobic surfaces that
recruit nonnative polypeptides, forming substrate-chaperone
complexes. Such action prevents aggregation of the nonnative
polypeptides that occurs otherwise. Upon relief of heat stress, bound
proteins are released and can be assisted to refold by the hsp70 system.
Figure taken from van Montfort, R., Slingsby, C., Vierling, E. (2002)
Structure and function of the small heat shock protein/α-crystallin
family of molecular chaperones, Adv. Protein Chem. 59, 105–156.
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and exchange, and/or structural rear-
rangement of subunits under stress con-
ditions appear to figure in exposing
hydrophobic binding sites that are oth-
erwise buried as viewed in the X-ray
structures (Fig. 14b). Both N-terminal se-
quences and a conserved motif in the
α-crystallin domain of the wheat sHsp
have been implicated by Bis-ANS bind-
ing experiments, the latter sequence noted
to be buried in the structure as viewed
by X ray, necessitating subunit dissocia-
tion or rearrangement to enable surface
exposure.

Experiments in vitro reveal that com-
plexes between sHsps and substrate pro-
teins form larger-order heterogeneous
structures, with multiple substrate pro-
teins able to be bound in nonnative
protease-susceptible form by an assem-
bly of sHsps. Such binding of substrate
serves to prevent stress-exposed proteins
from aggregation. Recovery of the native

form of bound substrate proteins ulti-
mately requires release from the sHsps
followed by refolding, assisted in many
cases by other molecular chaperones,
for example, the Hsp70 and chaperonin
systems.

In addition to a protective role un-
der stress and a role in lens mainte-
nance, sHsps have been implicated in
maintenance of the actin and interme-
diate filament cytoskeletons. Consistent
with such a role, mutation of αB-crystallin
has been found in a desmin-related my-
opathy. Accumulation of αB-crystallin in
aggresome-like structures with staining
properties of amyloids has also been ob-
served in heart muscle of mice carrying
the same mutation. An involvement of
sHsps in blocking apoptosis has also
been indicated by observation of bind-
ing to holocytochrome c released from
mitochondria, blocking its activation of
caspases.
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5
Other Heat-inducible Components

The early studies of Neidhardt and VanBo-
gelen and more recent ones have identified
a number of other components that are
induced by heat shock.

5.1
Hsp90

This chaperone is present in high abun-
dance in the eukaryotic cytosol (∼2–5%
soluble protein), in the ER as the homolog
GRP94, and in the bacterial cytoplasm
(HtpG); in all three locations it is stress
inducible. This suggests that it plays
a general role in protecting misfolding
proteins, but, despite the availability of
both conditional mutants and pharma-
cological inhibitors, such action has not
been demonstrated to date in any cel-
lular context. Rather, a more specialized
role has been identified in a late stage
of the folding of several classes of sub-
strate protein. This was first uncovered for
Hsp90 in the eukaryotic cytosol, where,
functioning in the context of multipro-
tein complexes containing a variety of
‘‘co-chaperone’’ components, Hsp90 binds
near-native conformations and assists the
final folding of a variety of ‘‘client’’ pro-
teins including nuclear receptors, such as
the glucocorticoid, progesterone, estrogen,
and androgen receptors, and protein ki-
nases such as src and PKB/Akt. In the
case of the receptors, action by Hsp90
complexes is required in order to attain
a ligand-activatable state, and the step
of ligand binding releases such receptors
from Hsp90 complexes in active forms
that carry out transcriptional regulation.
In the case of kinases it appears that bind-
ing of the catalytic domain is involved,
potentially of the activation loop segment,

enabling these molecules to assume an
active state. A similar maturational action
in the ER has been resolved for GRP94,
assisting the biogenesis of, for example,
ErbB2, immunoglobulins, and MHC class
II molecules, but GRP94 also participates
in binding peptides that will be presented
by Class I molecules. Notably, in contrast
with Hsp90 in the cytosol, the action of
Grp94 in the ER appears to occur in the
absence of associating cochaperones.

The multiprotein complexes involved
in cytosolic Hsp90 action include such
cochaperone components as Hsp70 or
Hsp40 which likely mediate initial binding
of client protein substrates prior to binding
by Hsp90; Hip which modifies Hsp70 ATP
binding activity; immunophilins bear-
ing peptidylprolyl isomerase activity, such
as Cyp40 and FKBP51/52; Hop/Sti1 a
TPR (tetratricopeptide) repeat-containing
‘‘adaptor’’/scaffold protein able to bind
EEVD motifs at the C termini of Hsp70
and Hsp90; Cdc37 implicated in recruiting
client kinases via its N terminus to Hsp90,
which it binds through its C terminus; and
p23/Sba1 which binds Hsp90 in the ATP-
bound dimeric state and which appears to
play a role in enabling productive release
of client proteins. The formation and mat-
uration of these multiprotein complexes
is associated with an ordered binding and
release of the specific cochaperone com-
ponents, and this appears to regulate ATP
binding and hydrolysis by Hsp90, which
is in turn coupled with the conformational
activation and release of client proteins.

For example, ‘‘early’’ steroid receptor
complexes contain Hsp70 and Hop/Sti1
but lack Hsp90, whereas ‘‘later’’ ones con-
tain Hsp90, immunophilins, and Sba1 but
lack Hsp70 and Hop/Sti1. It is ‘‘inter-
mediate’’ complexes that are involved with
client protein recruitment to Hsp90, inhib-
ited in ATP hydrolysis in such complexes
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by the presence of Hop/Sti1. Departure of
Hop/Sti1 and binding of immunophilins,
however, then allows Hsp90 in a ‘‘late’’
complex to bind ATP, maintaining the
client protein in an activatable state. This
most likely involves ATP-bound Hsp90,
producing or maintaining an open hy-
drophobic ligand binding pocket in the
receptor molecule, producing a conforma-
tion that allows steroid ligand binding.
The site(s) on Hsp90 that is involved in
forming such physical association with
client proteins remains to be defined, but
presumably hydrophobic surfaces in the
chaperone itself are involved, with candi-
date surfaces identified in crystallographic
studies in both the middle and C-terminal
domains. An open cavity formed be-
tween two outwardly curved regions of
the molecule, dimerized through the C
terminus (see Fig. 15), could be a site
for localization of the bound substrate.
Once ATP is turned over by the very
slow N-terminal ATPase domain of hsp90
(∼0.2 min−1), the molecule may assume
a more closed state, and these hydropho-
bic regions may become buried, driving

release of the client receptor molecule,
regardless of whether steroid hormone lig-
and has been bound.

Given the nature of its client proteins, in-
volved with cellular signaling and growth
control, hsp90 has been suggested to
potentially function as an evolutionary
‘‘capacitor’’ that allows mutant versions
of signaling kinases or receptors to re-
main functionally stabilized under normal
conditions such that under unfavorable
conditions, where hsp90 may be recruited
to misfolded states, these mutant com-
ponents may then become phenotypically
expressed and may specifically allow sur-
vival of an ‘‘evolved’’ organism. Evidence
in support of such a model comes from
stress treatment of flies and plants, as
well as specific inhibition of hsp90 by
ansamycin drugs or RNAi – such treat-
ments prompt exhibition of phenotypes
that reflect uncovering of mutations lying
in these pathways. In sum, the idea is that
if hsp90 becomes tied up with stress re-
sponse it is no longer able to suppress the
misbehavior of mutants in critical signal-
ing pathways, leading to a phenotype.

E. coli Hsp90 (htpG) dimer electron density map

High-resolution
model of C-terminal domain
dimer fit into map

Fig. 15 Electron density map of
intact E. coli HtpG (hsp90) dimer,
illustrating the potential canyon
between monomers in which
nonnative substrates may become
bound. Contact between the HtpG
monomers (in the absence of
nucleotide) occurs through their C
termini, for which a high-resolution
crystal structure has recently been
solved (pdb 1SF8). Notably,
structures have also been solved

for the N-terminal ATP binding domain (also the site of ansamycin drug binding) as well as middle
region of eukaryotic hsp90. Here, in the high-resolution structure of the dimer of HtpG C termini, the
dimer interface involves a four-helix bundle. Two additional helices point out of density and their
hydrophobic character and position within the ‘‘jaws’’ of the dimer, as well as functional studies,
suggest potential involvement in substrate binding. Additional hydrophobic sequences, however,
from the middle region have also been implicated (see text). Figure taken from Harris, S.F.,
Shiau, A.K., Agard, D.A. (2004) The crystal structure of the carboxy-terminal dimerization domain of
htpG, the Escherichia coli Hsp90, reveals a potential substrate binding site, Structure 12, 1087–1097.
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5.2
Hsp33 and Oxidative Stress

Another heat responsive component that
also counters oxidative stress, manifesting
general chaperone activity as reflected by
binding of a host of nonnative proteins un-
der stress conditions, is the protein known
as hsp33. Under normal cellular condi-
tions hsp33 is abundant but occupies a
reduced and inactive state, coordinating
zinc through its four conserved cysteines
(see Fig. 16), but under conditions of ox-
idative stress the zinc is released, allowing

the cysteines to form disulfide bonds,
associated with a conformational switch
of the protein that allows its dimeriza-
tion, exposing surfaces that bind nonnative
polypeptides. Such action appears to be
further enhanced by exposure to the added
stress of heat, which strongly induces the
abundance of hsp33. Relief of stress and
return to reducing conditions allow release
of substrate and dissociation of the hsp33
dimer (see Fig. 16). Released substrate is
assisted with reaching native form by ac-
tion of the hsp70 system. A recent study
suggests that inactivation of DnaK occurs
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Dimerization
and substrate
binding

Disulfide
formation

Oxidative
stress

H2O2

A

B

C

D

E

Reduction; substrate
remains boundH2++

Hsp33 redox-regulated cycle

Substrate release;
monomerization

Fig. 16 hsp33 chaperone cycle. Under oxidative stress conditions, four cysteine
residues in the C-terminal region of hsp33 switch from a zinc-coordinated state to
forming a pair of disulfide bonds, associated with hsp33 dimerization and with
exposure of a binding surface for nonnative polypeptides. Upon return to normal
conditions, these steps are reversed and substrate proteins are released. They are
subsequently acted on by the hsp70 system to regain the native state. Figure taken from
Janda, I., Devedjiev, Y., Derewenda, U., Dauter, Z., Bielnicki, J., Cooper, D.R.,
Graf, P.C.F., Joachimiak, A., Jakob, U., Derewenda, Z.S. (2004) The crystal structure of
the reduced, Zn+2-bound form of the B subtilis Hsp33 chaperone and its implications
for the activation mechanism, Structure 12, 1901–1907.
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under conditions of both heat plus oxida-
tive exposure, a condition where hsp33
becomes the active chaperone; the roles
are then reversed as normal conditions are
resumed.

5.3
Hsp15 and Free 50S Ribosomal Subunits

This abundant protein is highly heat
inducible and binds with high affinity
to free 50S ribosomal subunits bearing
nascent chains, as distinct from intact
70S ribosomes. A role in recycling 50S
subunits bearing a nascent chain has
been proposed. hsp15 appears to most
immediately recognize an RNA moiety.

5.4
FtsJ

FtsJ also appears to bind nucleic acids. It
also carries a methyltransferase fold, and
its ability to methylate 23S rRNA within
50S ribosomal subunits of E. coli has been
demonstrated both in vivo and in vitro.
Null mutants exhibit an altered ribosome
profile and growth defects. A condition of
human X-linked mental retardation has
recently been associated with defects in an
FtsJ homolog whose yeast counterpart is
involved in methylation of tRNA anticodon
loops. Thus, the human condition likely
results from defective translation.

6
Chaperone-protease Pairs – ClpP, HslV,
and Lon, and Associated ATP-dependent
Chaperone Unfoldases, ClpA, ClpX, and
HslU

A set of proteases is also heat inducible,
enabling the efficient degradation under
stress conditions of damaged proteins. In

the bacterial cytoplasm and mitochondrial
compartment, these include the cylindrical
proteasome-like proteases ClpP, HslV, and
Lon. These components strongly resemble
the eukaryotic proteasome in architecture
and overall action, and HslV, in partic-
ular, resembles it in the mechanism of
proteolysis. In all cases, access to these
proteases occurs via narrow openings in
their terminal ends, allowing only those
substrates that have been selected and
unfolded to enter, effectively producing
a compartment within a compartment,
that is, a proteolytic chamber within a
cellular compartment (Fig. 17). The se-
lection, unfolding, and translocation of
substrates in all of these cases is governed
by a cylindrical chaperone/unfoldase moi-
ety, also housing a narrow central passage,
either in a separate molecule that coax-
ially associates with the protease (ClpA
and ClpX with ClpP, and HslU with
HslV), or, in the case of Lon, the un-
foldase moiety resides within the same
protease cylinder. The chaperone moiety
recognizes the specific proteins to be tar-
geted for degradation via specific elements,
and, through the action of ATP binding
and hydrolysis, couples unfolding of the
substrate protein with translocation down
the axial passageway into the protease
(Fig. 17).

6.1
Substrate Recognition and Translocation
Mediated by the Chaperone Moiety

It is the step of recognition that confers
specificity, triggering the subsequent steps
of unfolding and degradation, and such
recognition involves somewhat different
strategies between prokaryotes and eu-
karyotes. In prokaryotes, such hsp100 un-
foldases as ClpA and ClpX, both hexameric
ring assemblies, recognize short-terminal
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Fig. 17 ClpA–ClpP complex,
illustrating the central channel
pathway taken by substrate proteins
as they are unfolded by the hsp100
chaperone ClpA (green) in
association with ATP hydrolysis and
translocated into the protease ClpP
(blue), where they are degraded.
Red regions inside ClpA designate
loop segments at the level of the D2
ATPase domain of each identical
subunit that has recently been
shown to be involved with both
binding and ATP-driven
translocation of substrate proteins.
Yellow inside ClpP designates the
serine proteolytic active sites. Model
generated by docking of a hexameric
model of ClpA derived from the
crystal structure of a monomer
(1KSF) (employing the structure of
the intact p97 hexamer as a
guide – 1OZ4), with the
crystallographic model of ClpP
(1TYF). (See color plate p. xxxix.)

ClpA (cutaway)

ClpP (cutaway)

ClpA

ClpAP complex

amino acid sequences of proteins to be
unfolded and degraded. For example, an
11 amino acid sequence, ssrA, is attached
to the C terminus of nascent chains that
become arrested in translation at the ri-
bosome, and this sequence is specifically
recognized by both ClpA and ClpX. In the
latter case, a ‘‘delivery’’ agent known as
SspB can bind the ssrA-tagged substrate at
the ribosome, lodging it in a relatively ex-
tended shallow groove, and acts to deliver
the substrate to ClpX. Terminal recog-
nition elements like ssrA appear to be
recognized by the hsp100 cylinders them-
selves, either by flexible (usually N termi-
nal) domains at the top of the cylinders
or by loop elements inside their central
channels. Delivery agents like SspB are
recognized by the flexible N-domains, and

in binding them, may serve to deliver the
tag elements directly to the central channel
recognition elements. The action of ATP
hydrolysis then appears to drive pulling
movements associated with translocation
of substrates, tagged end first, down the
axial channels, associated with unraveling
and unfolding of the substrate protein’s
tertiary structure.

In eukaryotes, the system of recogni-
tion of proteins to be unfolded princi-
pally involves the attachment of the 79
amino acid moiety known as ubiquitin
to either the N terminus or to lysine
side chains of the target protein, medi-
ated by a system of conjugating enzymes
(E2s) and ligases (E3s). Once a pro-
tein is multiubiquitinated, it is efficiently
bound by the 19S ‘‘cap’’ structure of the
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proteasome, which subsequently employs
a six-membered ring of ATPases at its
base, contiguous with the 20S core pro-
tease particle, to mediate unfolding of the
recognized protein, most likely using the
same mechanism as that being defined
for the prokaryotic AAA+ unfoldases just
described.

6.2
Proteolytic Components

On the part of the proteolytic cylin-
ders, unfolded polypeptides arriving from
the coaxially associated unfoldases see
a local concentration of protease active
sites that is molar in concentration, as-
suring efficient cleavage by active sites
lining the protease cavity walls. A va-
riety of chemical strategies for peptide
bond cleavage are utilized by the protea-
some, but one that is novel, employed
by the class of Ntn hydrolases includ-
ing HslV, involves N-terminal threonine,
acting as nucleophile via its side-chain hy-
droxyl group, attacking the carbonyl of
the scissile peptide bond. This mecha-
nism acts both to remove the propeptide
from the proteasome subunit precursor
and also to cleave bonds within substrates.
In the latter case, the free amino group
of the subunit strips the proton from
the hydroxyl group of the active threo-
nine side chain, activating the nucleophile.
By contrast, in the case of ClpP, a ser-
ine proteolytic site is employed, with a
classic Ser-His-Asp triad, but one posi-
tioned in a cleft formed between two
β-strands, one in a ‘‘head’’ structure and
the other in a ‘‘handle’’ of each subunit,
the site facing the central cavity of the
protease.

It is of interest that many of the
prokaryotic unfoldases are composed of
six-membered rings, as is the base of the

proteasome, while the proteolytic cylinders
with which these components associate are
composed of seven-membered rings. Such
symmetry mismatch is intriguing, poten-
tially allowing for sliding or rotational
movements of one component relative to
the other, or allowing for modulation of the
affinity of the components for each other.
Notably, in the case of the ClpA and ClpX
proteins, it is loop elements at the bottom
aspect of their subunits that make contacts
with a continuous ring of hydrophobic
surface in the end surface of ClpP to
mediate interaction between these compo-
nents. Yet symmetry mismatch does not
seem to be universal amongst these com-
plexes as, for example, HslU–HslV are
hexamer–hexamer assemblies, and other
proteases, like Lon, already contain a chap-
erone moiety built within each of the
proteolytically active subunits (see the fol-
lowing section).

6.3
HslU–HslV

HslV is also a double ring protease,
composed of six-membered rings, whose
active sites, containing a catalytic N-
terminal threonine, most closely resemble
those of the eukaryotic proteasome. Here
the associating chaperone ‘‘unfoldase,’’
HslU, also an AAA+ hexameric ring,
aligns subunit to subunit with HslV.
Each subunit of HslU exposes at its
open end a flexible antiparallel segment
known as an I domain. These domains,
emanating from the ATPase domains
of the subunits, collectively appear as
tentacles that seem likely to be involved
with capturing substrate proteins and
potentially transferring them into the axial
passageway of HslUV. Crystallographic
studies show that association of HslU with
HslV leads to allosteric adjustments at the
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HslV active sites that serve to activate the
protease activity of HslV.

6.4
Lon

Lon protease appears to function similar
to the ClpP and HslV systems, except
that each subunit of this hexameric ring
assembly contains built into it an N-
terminal domain, an AAA+ unfoldase
domain, and a protease domain. While
these elements are covalently linked, the
sequence of events of recognition of
substrate, translocation and unfolding,
and degradation, seem likely to be the
same. The protease domain has recently
been crystallized, revealing an axial pore
of 18-Å diameter giving rise to a distal
concave surface in which is situated a
serine-lysine active site dyad flanked by
residues including a threonine which may
functionally resemble the Aspartate in Ser-
His-Asp triads and NHs that may stabilize
the oxyanion. Interestingly, a similar X-
ray structural analysis of an archaeal lon
protease domain (M. janaschii) revealed a
more classic Ser-Lys-Asp triad.

7
Disaggregases – Prokaryotic ClpB and
Eukaryotic Hsp104

The ClpX and ClpA proteins have relatives,
ClpB and hsp104, which are strongly
heat-induced components of the bacterial
cytoplasm, and yeast and plant cytosols,
respectively, with architecture resembling
that of ClpA, a ring of six identical subunits
with a stacked domain structure of N-
terminal flexible domains at the top of the
cylinder and two AAA+ ATPase domains.
Here, however, there is no protease
partner, and there is also an additional

striking structural feature; long coiled-coil
‘‘propeller’’ domains emanating from the
first AAA+ domain at the outside of each
of the six subunits at the midsection of
the cylinder. These proteins have a unique
ability to dissociate protein aggregates in
the presence of the hsp70 (DnaK) system
and ATP. The nature of such cooperation
and role of the coiled-coil elements remain
unclear, but it seems that hsp70 may
be involved with enabling aggregated
subunits to be bound or threaded through
the central channel of ClpB, which thus
unfolds them and allows them a chance
to properly refold in the presence of the
hsp70 and hsp60 systems.

8
Periplasmic Proteolytic System – HtrA
Proteases DegP and DegS

Regulated proteolytic steps like those car-
ried out by the Clp system, the proteasomal
system, HslUV, and Lon occur in cellular
locations that contain millimolar concen-
trations of ATP, needed to drive the
unfolding and translocation of substrate
proteins mediated by the AAA+ moieties
of these proteases. Yet the cell has apparent
need for the same strategy of regulated pro-
teolysis in providing protein quality control
to compartments that do not have access to
ATP, for example, the bacterial periplasm
and mitochondrial intermembrane space.
In these compartments, it appears that a
similar protease system is employed, pre-
serving a strategy of caging the active sites
inside an oligomeric assembly, but with
substrate access not dependent on ATP.
This family of proteases, called the HtrA
proteases (high temperature requirement),
is comprised of subunits, each containing
a serine proteolytic domain and one or two
C-terminal PDZ domains.
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8.1
DegP

The notion that chaperone and protease
activities are brought together in HtrA
components, as with the ATP-dependent
ones, is supported by structure and func-
tional studies of DegP and of the more
specialized membrane-anchored DegS. In
functional studies of DegP, it was observed
that at low temperatures this component
has little or no proteolytic activity, yet it ex-
hibited ability both in vivo and in vitro
to assist the folding to native form of
such periplasmic enzymes as malS. At
heat shock temperatures, however, DegP
protease activity became activated as ob-
served in vitro, and recovery of native malS
was reduced in vivo, as the apparent re-
sult of proteolytic turnover of molecules
whose proper folding did not occur at
the higher temperature. X-ray structural
study of DegP followed, providing indi-
cations of how the machine might be
functioning (Fig. 18). DegP is a hexamer
composed of two oppositely positioned and
loosely connected tight trimers of pro-
tease domains, with the PDZ domains
packed loosely at the outside aspect form-
ing mobile side-walls that can serve as
gates for substrate entry into a central
cavity. The oppositely positioned protease
trimers are connected to each other by
three pillars of polypeptide loop segment
extending from each protease domain into
the active site of a protease domain in
the opposite ring. Two molecular forms
were observed in the crystals, an open
one with lateral openings between the pil-
lars into the proteolytic cavity, wherein
the PDZ domains lie at the lateral as-
pects of the trimers, and a closed form
where the PDZ domains lie at the equa-
torial aspect blocking access to the cavity.
These geometries further support that it

is lateral gating that is involved with en-
try into the DegP cavity. The two PDZ
domains themselves differed in charac-
ter, one with an open groove, available
to accept a segment of polypeptide as an
added strand between a resident one and
α-helix as in canonical PDZ motifs, and
the other with an already occupying resi-
dent segment that may be mobilized under
conditions of substrate binding but which
could then conceivably displace substrate
in the context of entry into the protease.
The proteolytic cavity itself, ∼15 Å in
height and ∼45 Å in diameter contains
patches of hydrophobic surface at its ceil-
ing (and floor), which may be involved with
binding nonnative substrate entering the
central cavity.

Concerning the protease sites, in the
crystals obtained, transferred to 4◦, the
protease would be expected to be inactive
and, consistently, the serine proteolytic
sites, as classic trypsin-like sites formed
between two orthogonal β-barrels, were
indeed found to be distorted, with twists
of the active site loops distorting the
catalytic triad, oxyanion hole, and S1
specificity pocket. The catalytic sites were
also blocked. The molecular nature of the
thermal switch in DegP thus remains to
be resolved, but there must be significant
readjustment of the loops both extending
from one trimeric ring into the other,
and also locally of the active site loops.
Concerning the nature of recruitment to
the protease sites, it seems that either
already unfolded substrates are recruited
by the PDZ domains through the cavity
wall into the proteolytic central cavity
or that PDZ action and threading into
the cavity mediates an unfolding action
that favors proteolysis. Perhaps the PDZ
domains can exert a pulling action akin to
that suggested for the loops in the central
channel of ClpA.
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8.2
DegS

In the case of the related DegS, additional
glimpses of regulatory behavior of this
class of component have been possible.
Here, the serine proteolytic active sites
were also found to be structurally nonorga-
nized in the absence of substrate protein,
but when a C-terminal peptide presented
by unfolded Omp proteins became bound
to the PDZ domains, adding a β-strand to
one edge of the β-sheet of the PDZ do-
main, then the DegS active sites became
reorganized into the active Ser-His-Asp
triad. Thus, based on the behavior of DegS,
it seems even more apparent that the
PDZ domains are involved with substrate
recognition, and that such recognition can
directly influence the conformation of the
proteolytic sites at least in DegS.

While DegP and DegS have very similar
structural arrangements, their physiolog-
ical roles differ considerably. DegP is a
soluble periplasmic protease that appears
to have broad substrate reactivity while
DegS has a dedicated role in sensing
specifically the free C termini of Omp
proteins in the periplasmic space, termini
that are normally buried but made specifi-
cally available by protein misfolding. Such
binding, as described in Fig. 3, activates
the protease of DegS, enabling cleavage
of the transmembrane protein, RseA, fol-
lowed by a second cleavage event mediated
by YaeL, which leads to release of σE, the
periplasmic stress-responsive sigma fac-
tor, from RseA, enabling transcriptional
activation of periplasmic heat shock com-
ponents such as DegP.

8.3
Omi

Finally, a mammalian homolog of DegP
(Omi), residing in the mitochondrial

intermembrane space, has been observed
to be affected in a recessively inherited
mouse motor neurodegeneration mutant
known as mnd2. Purified mutant protein
was devoid of proteolytic activity against
casein. Omi appears to have a role in
apoptosis, as it is released along with cy-
tochrome c during this process, and it
can degrade the class of proteins that
are inhibitors of apoptosis (IAPs). This
degradation activity was also defective. In-
terestingly, however, deletion of the PDZ
domain from the mutant protein partially
restored activity to the mutant, suggest-
ing that the mutation, involving one of
the large active site loop structures, af-
fects substrate access to the active site.
In vivo, loss of the protease activity of
Omi increased the susceptibility of mi-
tochondria in affected fibroblasts to a
permeability transition of the membranes
triggered by Ca+2, associated with loss
of membrane potential and with release
of proapoptotic proteins. Thus, loss of
a quality control function of this pro-
tease, particularly in striatal neurons, may
lead to induction of the permeability
transition, both reducing mitochondrial
respiratory function and triggering re-
lease of apoptotic proteins leading to cell
death. Consistently, mitochondrial disinte-
gration is observable early during neuronal
degeneration.
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Keywords

Extended Shuttling Model
The hypothesis for protein import into peroxisomes whereby the PTS receptor enters
the matrix where dissociation from cargo occurs.

Glycosome
The peroxisome in trypanosomatids, which houses several enzymes of the
glycolytic pathway.

Glyoxysome
A subclass of peroxisomes in which the conversion of fatty acids to Krebs cycle
intermediates is a key function.

Microbody
The original term for the peroxisome; still used as the morphological equivalent.

mPTS
The targeting information in peroxisome integral membrane proteins.

PBD
Peroxisomal biogenesis disorder. A patient afflicted by a PBD has a defective PEX gene.

Peroxin
A product of a PEX gene.

Peroxisome
An organelle, 0.2 to 0.5 µm in diameter, distinguished by a single membrane, a dense
matrix, and common biosynthetic features; most are ovoid or spherical, contain flavin
oxidases and catalase, and participate in lipid metabolism; many contain
crystalline cores.

PEX Gene
A gene encoding a protein that functions in peroxisomal biogenesis. Before 1996,
when nomenclature was unified, such genes were also known as PAS, PEB, or PER.

PTS
Peroxisomal targeting signal. Most matrix proteins contain a PTS1, a tripeptidyl
sequence of which SKL is the prototype, at their extreme carboxy termini. A few others
contain a PTS2 at or near their amino terminus.

Zellweger Syndrome
The most serious of the PBDs, characterized by facial dysmorphism, calcific stippling
of cartilage, liver and renal disease, and nerve demyelination.
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� Peroxisomes comprise a family of organelles that are found in virtually every
eukaryotic cell; they contain a single membrane enclosing a dense matrix. Crystalloid
cores may also be present. While the functions of peroxisomes in some organisms
and tissues can be highly specialized, most peroxisomes perform crucial reactions
in the biogenesis and degradation of lipids. Many metabolic reactions within
peroxisomes are catalyzed by flavin oxidases that generate hydrogen peroxide (thus
the name ‘‘peroxisome’’); catalase and other antioxidants exist in the matrix to
protect the cell from oxidative damage. While isolated cells can survive without
peroxisomes, animals and plants require them. Peroxisomes provide substrates for
several developmental programs. Defective peroxisomes cause serious disease and
early death in humans. Peroxisomes can arise from fission of preexisting organelles,
as well as from a less understood de novo pathway that originates in the endoplasmic
reticulum. Most matrix proteins fold and assemble in the cytosol and then are
targeted to peroxisomes via chaperones and shuttling receptors. Great progress
has been made in understanding protein import into peroxisomes, but important
mysteries remain.

1
Introduction

A novel organelle was identified by Rhodin
in electron micrographs of mouse kidney
brush border in 1954. Microbodies, as they
were termed, consisted of a single mem-
brane surrounding a finely granular matrix
and were 0.5 µm or smaller in diameter.
Similar organelles in liver parenchymal
cells, except those also containing crystal-
loid cores, were reported two years later
by Rouiller and hypothesized to be mi-
tochondrial precursors. Concurrent with
these observations, the laboratories of de
Duve and Baudhuin began the biochemi-
cal purification of lysosomes, particles that
contained hydrolytic enzymes. Other en-
zymes, namely, catalase, uric acid oxidase
(uricase), and a D-amino acid oxidase were
initially fractionated with the hydrolytic
enzymes but later could be purified away
from them. In 1960, these nonlysosomal
enzymes were ascribed to microbodies
and shortly thereafter, in 1965, de Duve

proposed a new name for the particle,
‘‘peroxisome,’’ in recognition of hydrogen
peroxide, the metabolic intermediate be-
tween the oxidases and catalase.

In the next decade, particles of similar
morphology were found in many diverse
cell types. In trypanosomes, an organelle
was identified that contained, unexpect-
edly, several enzymes of the glycolytic
pathway and thus were named glycosomes.
In plant seedlings and in filamentous
fungi, a different organelle, termed the
glyoxysome, was described that contained
enzymes of the glyoxylate cycle, in which
acetyl-CoA could be converted to succinate,
thereby linking the product of fatty acid ox-
idation with carbohydrate metabolism. In
methylotrophic yeasts, microbodies were
described that could proliferate to a huge
extent, virtually hijacking the cytoplasm;
these organelles performed the initial steps
of methanol assimilation. Since these di-
verse organelles performed such different
functions, it was not at all clear that
they were related. This issue was finally
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resolved after Gould, Subramani, and col-
leagues reported the first peroxisomal tar-
geting signal, and it became clear that this
motif was shared among matrix proteins
of microbodies from all of these sources.
The close relationship among these struc-
tures was confirmed as similar proteins
involved with peroxisomal biogenesis were
identified in all of these cell types.

The origin of peroxisomes has been a
fascinating area of research since their
identification. The first peroxisome may
have been a prokaryotic endosymbiont that
gave the host a selective advantage in an
oxygen-dominated environment, but the
lack of a genome and the ancient nature of
this event, if it occurred at all, may make
this hypothesis impossible to validate
or disprove. Early electron microscopic
analysis suggested that peroxisomes arose
as buds from the endoplasmic reticulum.
By 1980, however, it was clear that
peroxisomes can arise by fission, and it was
thought that a peroxisome was necessary
for the generation of new organelles.
The pendulum has now settled midway
between these theories: the consensus at
present is that peroxisomes can develop
both from preexisting peroxisomes and
from elements (of mysterious identity at
present) of the endoplasmic reticulum.

2
Common Structural and Functional Motifs

Typical peroxisomes in electron micro-
graphs are spherical or ovoid with a
diameter of 0.2 to 0.5 µm. As a gen-
eral rule, peroxisomes distribute evenly
throughout the cytosol and appear as uni-
form puncta by optical microscopy using
fluorescent or antibody tags. Yeast con-
tain a dozen or fewer puncta, mammalian
cells contain several hundred. They are

sometimes clustered, perhaps as a result
of recent fission events, and in yeast they
may concentrate at the periphery. Young
peroxisomes may have a more complex
reticulated structure with internal mem-
branes. Serial sectioning of mammalian
liver or sebaceous glands, sources that have
very active peroxisomal lipid metabolism,
reveal that peroxisomes can be connected
to each other by tubules, forming an exten-
sive peroxisomal reticulum. Whether such
tubules could also represent endoplasmic
reticulum has been a contentious issue
since the 1960s, although recent strong
evidence in favor of this link has been
provided. Besides a relationship to the
endoplasmic reticulum, peroxisomes have
been noted to be in close apposition to mi-
tochondria and lipid bodies, and evidence
has been put forward to support hypothe-
ses of peroxisomal origins from each of
these compartments.

The matrix is usually more electron
dense than the surrounding cytoplasm.
Peroxisomes of many organisms, from
fungi to mammals (but not humans),
contain a core of particularly dense protein
within the matrix that is organized in a
paracrystalline matrix. These can allow
easy discrimination of peroxisomes from
other structures. Cores can be cuboidal,
plate-like, or more amorphous. The core
can govern organellar shape. In the
methylotroph Hansenula polymorpha, for
example, peroxisomes are cuboidal, the
membrane wrapping around the large core
of alcohol oxidase (Fig. 1). The regular
pattern of crystalloids represents a single
protein, although others may penetrate the
core in a more soluble state. The ground
substance of the matrix usually appears
uniform and granular, although areas of
fibrillar structure have been described
for mammalian tissue. The matrix, even
disregarding the core, is not a uniform
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(a)(a)

(c)(c)

(b)(b)

(d)(d)

Fig. 1 Morphology of peroxisomes from four sources (transmission electron microscopy.
(a) Hansenula polymorpha grown on methanol. The cuboidal shape is caused by the alcohol
oxidase crystalloid. Source: van Dijken et al. (1982) Ann. N. Y. Acad. Sci. 386, 200–216. (b) Rat.
Crystalloid is composed of urate oxidase. Source: Masters, C., Crane, D. (1995) The Peroxisome:
A Vital Organelle, Cambridge University Press, Cambridge, p. 9. (c) Glyoxysome (G) next to oil
body (OB) from germinating tomato seed. Source: Buchanan, B.B., Gruissem, W., Jones, R.
(Eds.) (2000) Biochemistry & Molecular Biology of Plants, American Society of Plant
Physiologists, Rockville, MD, p. 35. (d) Tobacco leaf. Peroxisome (P) next to chloroplast (C).
Buchanan, B.B., Gruissem, W., Jones, R. (Eds.) (2000) Biochemistry & Molecular Biology of
Plants, American Society of Plant Physiologists, Rockville, MD, p. 33.

mixture of proteins; as peroxisomes are
gently lysed, some matrix proteins leak
much more readily than others; the less
soluble proteins are presumed to be bound
to the membrane, to the core, or to other
less apparent structural components.

As noted above, a hallmark of peroxi-
somes is the presence of oxidases (Fig. 2).
Typical substrates include lipids, alcohols,
purines, and amino acids. These enzymes
are responsible not only for the disposi-
tion of the end products of metabolism

but also to generate important molecules
for signal transduction, intermediates in
assimilatory pathways, or substrates for
specialized functions in the same cells or
for remote tissues of the organism. Besides
oxidative reactions, peroxisomes catalyze
steps in many other pathways. The pack-
aging of enzymes within peroxisomes may
serve two important functions. Segrega-
tion of peroxisomal oxidative enzymes with
catalase, other peroxidases, or superoxide
dismutase certainly protects the cytoplasm
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from oxidative stress. (Interestingly, re-
active oxygen species that escape from
peroxisomes can perform useful functions
under certain conditions.) The other re-
sult of sequestering peroxisomal enzymes
may be to prevent ‘‘metabolic interfer-
ence’’; their presence in the cytoplasm
may initiate energetically wasteful futile
cycles of metabolites. Thus, while the ini-
tial segregation of peroxisomal proteins
may have been the result of an ancient
microbial symbiosis, the host cells seem
to have parlayed this relationship to opti-
mal advantage.

Many peroxisomal enzymatic reactions
are performed in other compartments as
well. This is the case for β-oxidation of
fatty acids (shared by the mitochondria in
mammals), the glyoxylate cycle (shared by
the cytoplasm in yeast), or sterol biosynthe-
sis (shared by the endoplasmic reticulum
in animals). In some cases, this is ex-
plained by a requirement of an enzymatic
step in two distinct pathways that must

be segregated from each other in two
compartments to maximize flux. Often,
specialization has occurred in the two
compartments. For example, the oxida-
tion of very long versus medium-length
fatty acids is accommodated by peroxi-
somes and mitochondria, respectively, in
mammalian tissues. In this case, two
distinct sets of enzymes perform largely
similar reactions in the two organelles.
Often, however, gene products are dually
localized (Table 1). Proteins that are colo-
calized to mitochondria and peroxisomes
have the potential for an amino terminal
mitochondrial-targeting signal, as well as
a peroxisomal signal at the carboxy ter-
minus. The mitochondrial signal may be
absent in some molecules because of alter-
native splicing or initiation at an alternative
translational start site. In several cases,
however, the identical translation product
is dually localized. A weak peroxisomal
targeting signal (i.e. straying from the con-
sensus sequence) is often but not always

Tab. 1 Some dually localized peroxisomal enzymes.a

Enzyme Species Other location Comments

Epoxide hydrolase Rat Cytosol PTS1 (SKI) inefficiently
targeted?

Vanillyl-alcohol oxidase Penicillium
simplicissimum

Cytosol PTS1 (WKL) inefficiently
targeted?

HMG-CoA ligase Human/mouse Mitochondria Cryptic mitochondrial-
targeting sequence

2-methylacyl-CoA
racemase

Human/rodent Mitochondria Poor PTS1 (KASL or KANL)

Carnitine
acetyltransferase

Candida tropicalis Mitochondria Different transcription
start sites

�3,5;�2,4-dienoyl-CoA
isomerase

Rat Mitochondria Peroxisomal protein has
truncated amino
terminus

Cu, Zn SOD Mammals Mitochondria
/cytosol/lysosome?

Cryptic
mitochondrial-targeting
sequence

aDoes not include peroxins known to shuttle from cytosol to peroxisomes.



Structure, Function and Biogenesis of Peroxisomes 613

O2 H2O2

Oxidase
Catalase H2O

O2

RH2 R

RH2 R

Acyln-CoA

trans-D2-EnoylCoA

AcylCoA oxidase

Bifunctional enzyme

Ketoacyl thiolase

Gycolate

Glyoxylate

Hydroxypyruvate

Glycerate

b-Ketoacyl-CoA

Acetyl-CoA

Acyln-2 - CoA

Glucose

H2O2

Glucose-6P

Fructose-6P

Fructose-1,6diP

Glyceraldehyde-3P DHAP

Glycerol-3P

1,3P-Glycerate

3P-Glycerate

ATP

ATP

Glycerol-3P

DHAP

ATP

Ribulose-1,6diP

3-Phosphoglycerate

2-Phosphoglycolate

Glycolate

3-Phosphoglycerate Glycine

GlycineSerine

Serine

Calvin
cycle

Methylene-THF

CO2O2

 

O2

H2O2

Citrate

Isocitrate

Succinate

Glyoxylate

Malate

OAA

Succinate

Kreb,s
cycle

NH3

O2
(a) (c)
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Fig. 2 Examples of peroxisome metabolic pathways. (a) The prototypic
peroxisomal oxidase reaction and detoxification of hydrogen peroxide by catalase.
(b) Glycolytic pathway in glycosomes. DHAP (dihydroxyacetone phosphate) is
replenished from glycerol-3P in the mitochondria. 3P-glycerate exits the
peroxisomes for further metabolism to pyruvate in the cytosol. (c) β-oxidation of
fatty acids. (d) The glyoxylate cycle in plants, which allows the conversion of
acetate to succinate, which can diffuse to mitochondria for gluconeogenesis
ultimately to sucrose. (e) Contribution of peroxisomes in leaves to
photorespiration, where 2-phosphoglycolate, the product of the rubisco oxygenase
reaction in chloroplasts, will get converted, with the help of mitochondria, to
3-phosphoglycerate, the product of the rubisco carboxylase reaction.

found in these proteins, leading to ‘‘mis-
localization’’ in the cytosol or preferential
targeting to mitochondria. The balance of
targeting can be shifted under different

metabolic conditions, which can be caused
by the induction or repression of receptors
to the different targeting elements. It is
a reasonable assumption that targeting of
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these proteins is sometimes inefficient for
important physiological reasons.

Peroxisomes have been most thor-
oughly studied in four systems: fungi
(mainly yeasts), trypanosomatids, plants,
and mammals. (Their functions and
biogenesis in other vertebrates and in
lower animals are relatively obscure.)
Since the functions of peroxisomes have
important and specific functions in
these organisms, they will be discussed
separately.

3
Specific Functions of Peroxisomes among
Organisms

3.1
Peroxisomes in Fungi

Yeasts have played a major role in our
understanding of peroxisomal function
and biogenesis. It may be interesting for
the reader to first consider a few major
discoveries in the peroxisomal field using
yeast systems in the context of other
concurrent work.

The study of peroxisomes in fungi be-
gan as a search in the 1960s for a cheap
source of food in animal husbandry and
possibly for human use. Yeasts were iden-
tified by groups in Holland, Germany, and
Japan that were able to grow on inexpen-
sive and readily available carbon sources
such as methanol or n-alkanes. When
these strains were inspected by electron
microscopy, investigators reported that mi-
crobodies were a prominent feature of
the cytoplasm. Subsequent histocytochem-
istry and analysis of organellar fractions
revealed that these structures contained
oxidases and other enzymes that allowed
the cells to assimilate the carbon source;
they also contained catalase. Auspiciously,

these observations were made shortly af-
ter the pioneering cell fractionation work
of de Duve and Bauduin. The particles
were therefore classified as peroxisomes.
It soon became apparent that the size
and number of these particles were con-
trolled very tightly by growth substrate.
Methylotrophs, for example, grown in glu-
cose have only a few tiny peroxisomes,
compared to the massive organelles in
methanol medium. The plasticity of perox-
isomes was further demonstrated in these
yeasts when it was shown that the con-
tent of peroxisomes within a given species
varied widely depending on the growth
substrate; in contrast, a similar protein
composition of the peroxisomal mem-
brane demonstrated that these organelles
were indeed related.

By this time, Saccharomyces cerevisiae had
become a powerful model organism for
genetic and biochemical approaches to bi-
ological problems. Although peroxisomes
were discovered by Avers and Federman in
S. cerevisiae in 1968, their existence in this
model system was debated for many years.
In normal glucose medium, they were dif-
ficult to detect by electron microscopy, no
tools were available at this time for optical
microscopy, and particulate catalase was
attributed to vacuoles (lysosomes). Finally,
in 1987 it was shown by Kunau, Veenhuis,
and colleagues that growth on fatty acids
caused peroxisomal proliferation such that
peroxisomes were easily visible in the elec-
tron microscope. This observation, made
at a time when the tools for molecular
genetics were becoming very powerful in
this system and the role of peroxisomes in
human disease was apparent (see Sect. 6),
generated much interest in the use of yeast
for understanding peroxisomal assembly
and function. Isolation of the organelles
revealed that the β-oxidation pathway and
several enzymes of the glyoxylate pathway
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were contained within the peroxisome,
allowing them to convert fatty acids to
substrates for gluconeogensis and mito-
chondrial respiration. Not long after this,
the genome sequence of S. cerevisiae was
sequenced. Probing the genome for perox-
isomal targeting sequences in the Gould
laboratory revealed several proteins to be
peroxisomal, including two components of
the lysine biosynthetic pathway. Proteomic

and genomic approaches have been since
used for several other systems.

To complement ongoing work in S.
cerevisiae, genetics were developed in
methylotrophs (mainly Pichia pastoris and
H. polymorpha and oleaginous yeasts
(Yarrowia lipolytica and Candida tropi-
calis) as model systems to understand
peroxisomal biogenesis. These systems
have been crucial for the identification
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Fig. 3 Biogenesis of peroxisomes. Peroxisomes can divide by fission, top.
Pex11p elongates the organelle and recruits the dynamin homolog Dlp1 (Vps1p
in yeast) for organelle fission. (a) The de novo pathway in Yarrowia lipolytica, in
which a series of discrete vesicular intermediates produce peroxisomes and
also import subsets of matrix proteins (shading). (b) A hypothetical de novo
pathway where vesicles bud from the endoplasmic reticulum (ER) and
incorporate peroxins (Pex3p, which binds Pex19p and Pex16p) to target and
assemble peroxisomal membrane proteins, which are required for matrix
protein import. They fuse with mature peroxisomes. (c) Another hypothetical
pathway in which vesicles are formed, but their source is unknown. This is
considered as a possibility since the factors involved in classical budding from
the ER seem not to be involved with peroxisomal assembly.
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of genes and processes in the perox-
isomal biosynthetic pathway. Genes so
identified are termed PEX, and the cor-
responding proteins peroxins (Table 2). A
discussion of their functions is provided
in Sect. 4 below.

Yeasts, particularly S. cerevisiae and
methylotrophs, have also been very im-
portant model systems for the study of
peroxisomal degradation, since the switch
from fatty acid or methanol to glucose
normally results in rapid disappearance
of peroxisomes. This process, termed pex-
ophagy, takes two forms, micropexophagy
and macropexophagy. Both are related to
general autophagy, the process by which
cells, when starved, digest portions of their
cytoplasm to attempt to maintain viability.
In macropexophagy, single peroxisomes
are enwrapped in several layers of mem-
brane (the source of which is unclear),
which later fuse with elements of the vac-
uole, leading to digestion. Micropexophagy
is analogous to general autophagy, where
extensions of the vacuole surround groups
of peroxisomes, directly leading to their
digestion. Many genes have recently been
identified that are required for pexophagy.

Many of them overlap with autophagic
genes. Interestingly, some of them also
function in the cytosol-to-vacuole (cvt)
pathway whereby precursors of at least
two vacuolar proteins are normally syn-
thesized in the cytosol and are delivered
to the vacuole by a process resembling
macropexophagy.

Molds and filamentous fungi also have
peroxisomes that serve critical functions.
In the filamentous fungus Neurospora
crassa, peroxisomes contain the glyoxylate
cycle and permit the cells to grow on
acetate. More importantly, peroxisomes
are essential for growth during hyphal
growth of N. crassa. Mycelia formation
is accompanied by the induction of
Hex1p, which crystallizes in peroxisomes
and buds from the organelle forming a
structure termed a Woronin body. These
particles are able to repair hyphae that
become damaged by physically plugging
holes in the cell membrane, thereby
preventing the loss of cytoplasm and
allowing other cell factors to seal the
breach. New hyphae then can form
adjacent to the initial event, expanding
the organism.

Tab. 2 The localization and function of peroxins.

Peroxin Localization Function Comments

Pex1p Mainly cytosolic Late in import; vesicle fusion? AAA ATPase; associates with
Pex6p

Pex2p Peroxisomal membrane Downstream of receptor
docking

Zinc RING; associates with
Pex10p

Pex3p Peroxisomal membrane Peroxisomal membrane
biogenesis

Dock for Pex19p;

Pex4p Cytosolic, peroxisomal
membrane

Downstream of receptor
docking

Binds to membrane via
Pex22p; ubiquitin E2 ligase

Pex5p Mainly cytosolic PTS1 receptor Binds cargo via TPR domains
Pex6p Mainly cytosolic Late in import; vesicle fusion? Binds to membrane via

Pex15p
Pex7p Mainly cytosolic PTS2 receptor In mammals, can deliver

cargo via Pex5p
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Tab. 2 (Continued)

Peroxin Localization Function Comments

Pex8p Peroxisomal membrane Links dock to RING proteins Regulator of protein import?
Pex9p Peroxisomal membrane Protein import Unique to Y. lipolytica
Pex10p Peroxisomal membrane Downstream of receptor

docking
Zinc RING; binds to Pex2p,

Pex10p, Pex5p
Pex11p Peroxisomal membrane Peroxisomal fission Recruits dynamin-family

members for fission
Pex12p Peroxisomal membrane Downstream of receptor

docking
Zinc RING; binds to Pex10p

and pex5p
Pex13p Peroxisomal membrane Docking Binds to Pex14p and both PTS

receptors
Pex14p Peroxisomal membrane Docking Initial binding of Pex5p and

Pex7p
Pex15p Peroxisomal membrane Protein import Unique to S. cerevisiae; dock

for Pex6p
Pex16p Peroxisomal membrane Peroxisomal membrane

biogenesis
Binds to Pex19; absent in S.

cerevisiae
Pex17p Peroxisomal membrane Docking Binds to Pex14p; not in

humans
Pex18p Mainly cytosolic PTS2 import Binds to Pex7p
Pex19p Mainly cytosolic Peroxisomal membrane

biogenesis
Docks on Pex3p; the likely

PMP receptor
Pex20p Mainly cytosolic Thiolase import Thiolase oligomerization; only

in Y. lipolytica
Pex21p Mainly cytosolic PTS2 import Only in S. cerevisiae
Pex22p Peroxisomal membrane Downstream of receptor

docking
Docking of Pex4p

Pex23p Peroxisomal membrane Regulates peroxisomal size
and number

Pex24p Peroxisomal membrane Defective peroxisomal
assembly

Mutants contain structures
with a subset of
peroxisomal proteins

Pex25p Peroxisomal membrane Regulates peroxisomal size
and number

Binds to itself and Pex27p

Pex26p Peroxisomal membrane Protein import Dock for Pex6p in humans
Pex27p Peroxisomal membrane Regulates peroxisomal size

and number
Binds to itself and Pex25p

Pex28p Peroxisomal membrane Regulates peroxisomal size
and number

Homologous to Pex24p

Pex29p Peroxisomal membrane Regulates peroxisomal size
and number

Homologous to Pex24p

Pex30p Peroxisomal membrane Regulates peroxisomal size
and number

Homologous to Pex23p;
functions downstream of
Pex28p and Pex29p

Pex31p Peroxisomal membrane Regulates peroxisomal size
and number

Homologous to Pex23p;
functions downstream of
Pex28p and Pex29p

Pex32p Peroxisomal membrane Regulates peroxisomal size
and number

Homologous to Pex23p;
functions downstream of
Pex28p and Pex29p
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In penicillium molds, peroxisomes cat-
alyze two critical steps in the biosynthesis
of penicillin. Their importance is under-
scored by the finding that the amount of
penicillin produced among species corre-
lates with the number and size of their
peroxisomes.

3.2
Peroxisomes in Trypanosomatids

Trypanosomatids are primitive flagel-
lated protozoa that are responsible for
widespread human suffering. The group
contains trypanosomes and leishmania,
the agents of African sleeping sickness,
Chagas disease, and leishmaniasis.

These organisms contain glycosomes,
organelles that contain enzymes of the Em-
bden–Meyerhof pathway. The organelles
are clearly in the peroxisome family
since they contain catalase (in some
species), their proteins usually termi-
nate in peroxisomal targeting signals,
and their assembly depends on per-
oxins, proteins that catalyze peroxiso-
mal assembly.

Glycosomes contain the enzymes to
catalyze the metabolism of glucose to
3-phosphoglycerate. This pathway does
not result in net formation of ATP (this
occurs at the pyruvate kinase step in
the cytosol) but NADH is generated.
NAD+ is reformed by the reduction
of dihydroacetone (DHAP) phosphate to
glycerol-3-phosphate. In itself this would
result in loss of half the ATP from glucose
(due to the loss of DHAP to glycerol), but
the DHAP is regenerated from glycerol-3P
in the mitochondria and circulated back
to the glycosome, where it reenters the
second half of the glycolytic pathway.

Trypanosomatids cycle between the
mammalian bloodstream, insect gut, and

salivary glands. When in the blood, try-
panosomes are bathed in millimolar glu-
cose. Mitochondrial respiration in the
parasite is minimal and glycolytic enzymes
are the major constituents of the glyco-
some. Once in the insect, however, amino
acids are the major nutrients for the par-
asite (in its procyclic form). Subsequently,
the composition of the glycosome changes;
other pathways become more important
for the organelle, and mitochondrial res-
piration and ATP generation are essential
for survival.

Unlike yeast or isolated mammalian
cells in culture, where peroxisomes are dis-
pensable for maintenance and replication,
trypanosomes die without glycosomes;
organisms cannot be recovered from ex-
periments in which PEX genes (i.e. those
required for peroxisomal formation, see
Sect. 6) are disrupted. It is thought that this
reflects toxic effects of enzymes now in the
cytosol, rather than a lack of glycosomal
metabolism per se. Thus, when phospho-
glycerate kinase, normally in glycosomes,
is expressed in the cytosol, cells die. In-
terestingly, if the expression of PEX14
(required for peroxisomal protein import)
is knocked down by RNAi technology,
cells survived in the procyclic form, but
only if glucose were not in the culture
medium. Thus, the cytosolic mislocaliza-
tion of glycolytic enzymes probably results
in altered fluxes of intermediary metabo-
lites in this compartment. While it was
originally believed that the segregation of
glycolytic enzymes within glycosomes was
important for efficient channeling of path-
way intermediates, the current thinking is
that the compartmentation is essential to
avoid interference of cytosolic metabolism
by phosphorylated sugars from the gly-
cosome. The precise mechanism of such
toxicity remains to be elucidated.
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Similar to mammalian peroxisomes (see
below), glycosomes catalyze the biosynthe-
sis of ether-linked phospholipids. The ma-
jor surface glycosylphosphatidylinositol-
linked protein of Leishmania, lipophos-
phoglycan, is bonded to the membrane via
an ether- (instead of the normal ester-)
phospholipid, a product of the glycosome.
This surface molecule is not essential for
life but is necessary for survival of the
parasite within macrophages, which must
occur for infection of mammals.

Finally, while peroxisomes in other cell
types are well known to catabolize purines,
glycosomes contain enzymes to salvage
purines from the environment. This is
an essential function since trypanosomes
cannot synthesize them de novo. Both hy-
poxanthine guanine phosphoribosyl trans-
ferase and xanthine phosphoribosyl trans-
ferase contain peroxisomal targeting sig-
nals and are localized in glycosomes.

Recent analysis suggests that some gly-
cosomal enzymes are of plant origin;
similarities exist between algal and gly-
cosomal forms. These include enzymes of
glycolysis as well as the pentose-phosphate
shunt and even the Calvin cycle! While
this could indicate that glycosomes (and
perhaps peroxisomes in other organisms)
originated from an algal endosymbiont, it
is also possible that the plant genes were
acquired through lateral transfer after a
phagocytic event.

3.3
Peroxisomes in Plants

Peroxisomes in higher plants are essen-
tial for seed germination and important
in several metabolic pathways in the ma-
ture plant, including the synthesis of
plant hormones and elucidation of sig-
naling molecules. The development of
molecular genetics in Arabidopsis thaliana

has been the key to identifying many of
these functions.

In oilseeds, energy is stored principally
as triglycerides. Germination requires the
conversion of these lipids to sugar, a
process that requires fatty acid oxida-
tion and the glyoxylate pathway. Fatty
acids are metabolized to acetyl-CoA by β-
oxidation, and the acetate is subsequently
converted to succinate through the glyoxy-
late cycle. Both of these processes occur
in an organelle termed the glyoxysome,
a specialized type of peroxisome. Dur-
ing germination and leaf development,
these organelles convert into leaf perox-
isomes, as a specific subset of proteins
is induced and imported into the or-
ganelles. That leaf peroxisomes develop
from glyoxysomes and not from a separate
source was shown by double immunogold
electron microscopy using probes against
enzymes in both pathways. In senescent
plant tissues, backwards conversion into
glyoxysomes occurs.

Leaf peroxisomes are central in pho-
torespiration. In this process, the CO2-
fixing enzyme within plastids, ribulose-5-
phosphate carboxylase/oxidase (Rubisco),
accepts O2 instead of CO2, resulting in the
formation of phosphoglycolate and phos-
phoglycerate (instead of two molecules
of phosphoglycerate). Phosphoglycolate is
dephosphorylated and shuttled into per-
oxisomes. Peroxisomes convert glycolate
into glycine, which then can be trans-
formed into serine within mitochondria,
with a loss of CO2. Serine shuttles back
into peroxisomes and is converted there
into phosphoglycerate, which can enter
the plastid to complete the cycle. On bal-
ance, photorespiration appears wasteful
for plants since it results in a loss of
about 25% of fixed carbon with no gain
in energy. However, it appears useful un-
der conditions of low tissue CO2 and
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may be important for efficient utilization
of nitrogen.

Plant peroxisomes are also important
in hormone production and signal trans-
duction. The hormone indole-3-acetic acid
is generated in peroxisomes from indole-
3-butyric acid. Similarly, the final step
in the biosynthesis of jasmonate occurs
in peroxisomes. Nitric oxide synthase, re-
sponsible for production of NO, has also
been shown recently to be peroxisomal.
Both hydrogen peroxide and superoxide,
which can act as second messengers relay-
ing information about the redox state of
the cytoplasm, are generated within perox-
isomes. Conversely, peroxisomal catalase
has been shown to be essential for pro-
tection of the plant from oxidizing toxins
such as paraquat and ozone.

Finally, there is evidence that peroxi-
somes play key roles in morphogenesis
beyond their requirement for germina-
tion. The development of normal floral
morphology can be severely altered and
inhibited in an aim1 mutant strain; AIM1
appears to encode a peroxisomal fatty acid
oxidation enzyme. Light-stimulated mor-
phogenesis is also affected by peroxisomes.
This pathway is rendered constitutive in a
det1 mutant; DET1 encodes a DNA re-
pressor. However, the effects of det1 can
be suppressed by a dominant mutant in
TED3, which itself encodes Pex2p, a per-
oxisomal integral membrane protein that
is a member of the protein import com-
plex. While the details of the DET1-TED3
interaction remain to be worked out, it is
another example of a role of peroxisomes
in development and signaling.

3.4
Peroxisomes in Mammals

A principal role of mammalian perox-
isomes is the β-oxidation of long-chain

(C12 –C18) and very long chain fatty acids
(C20 –C26). In yeast, all fatty acid β-
oxidation occurs in peroxisomes and it is
the major locus for this activity in plants.
In mammals, the peroxisomal pathway
prefers the long and very long chains.
In the organelle, they are metabolized
to medium chain fatty acids, which are
then shuttled as carnitine conjugates to the
mitochondria for further oxidation. Peroxi-
somal enzymes of this pathway are distinct
from the mitochondrial forms and contain
peroxisomal targeting signals. The reac-
tions in the pathway are similar in the two
organelles except for the initial step. In the
mitochondria, acyl-CoAs are converted to
enoyl-CoAs by an NADH dehydrogenase,
thereby generating reducing equivalents.
In peroxisomes, the step is catalyzed by an
oxidase, which generates hydrogen perox-
ide from molecular oxygen. The peroxide
is then destroyed by catalase. The enzy-
mology of subsequent steps is similar in
the two organelles.

Peroxisomes are also critical in metab-
olizing branched chain fatty acids. Two-
branched fatty acids, such as phytanic acid,
a product of chlorophyll breakdown and an
abundant product in injested plants, can-
not utilize the β-oxidation pathway directly
and must be first metabolized by a single
round of α-oxidation, using peroxisomal
enzymes to convert phytanic to pristanic
acid, which can then be metabolized by the
β-oxidation pathway.

Induction of the peroxisomal fatty
acid oxidation pathway is catalyzed by
the α-isoform of peroxisome prolifer-
ator–activator receptor (PPARα). The
PPARs are a family of nuclear receptors
that form heterodimers with retinoid X
receptor (RXR) and control transcription
of several metabolic pathways. PPARα is
expressed mainly to liver and to a lesser
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extent to heart and skeletal muscle. Af-
ter fasting, fatty acids released by adipose
tissue bind to the receptor, inducing per-
oxisome and mitochondrial proliferation
and fatty acid oxidation, thus providing ke-
tone bodies to the periphery as an energy
source. While the induction of metabolic
enzymes by PPARα is understood in some
detail, the way in which organelle prolifer-
ation per se is induced is less clear.

Reactions similar to those of peroxiso-
mal β-oxidation catalyze chain shortening
of C27-sterols to form bile acids within
peroxisomes.

Peroxisomes also catalyze the initial
steps in the synthesis of ether-linked
phospholipids. Compared to the better-
known ester-linked glycerolipids, there is
an ether (in plasmanyl phospholipids such
as platelet activating factor) or ether-vinyl
linkage (in plasmalogens) at the sn-1 po-
sition of the glycerol backbone. Platelet
activating factor is a potent cytokine that
promotes inflammation through PAF re-
ceptors on the cell surface. Plasmalogens
are at high levels in nervous system tissue
and comprise most of the phospholipids
in myelin. Although the precise physio-
logical roles of plasmalogens are not fully
understood, they are probably important
for maintaining lipid fluidity and con-
tributing to efficient endocytosis and other
events of membrane dynamics. Since the
sn-2 position of plasmalogens is often
polyunsaturated fatty acids, they are tar-
gets of PLA2 enzymes and may generate
the bulk of arachidonic and docosahex-
aenoic acids, sources for ecosinoids such
as prostaglandins, extremely potent sec-
ond messengers.

Peroxisomes contain several enzymes
in the cholesterol biosynthetic pathway.
However, none of these enzymes are
uniquely found in this compartment, and
the amount of cholesterol biosynthesis in

fibroblasts is not much decreased in the
absence of the organelle (i.e. from patients
with peroxisomal biogenesis disorders).
Thus, the physiological significance of
peroxisomal cholesterol biosynthesis is
not clear.

There are several known flavin oxidases
in mammalian peroxisomes besides the
acyl-CoA oxidase that functions in the
β-oxidation pathway. L-α-hydroxyacid ox-
idase is active against small molecules
such as glycolate, lactate, and a few L-
amino acids. Distinct from this enzyme is
D-amino acid oxidase, which has a broad
specificity for D-amino acids. Since inter-
mediary mammalian metabolism utilizes
L-amino acids, the function of this oxidase
remains a mystery. One hypothesis is that
it is there to metabolize bacterial products
that find their way to the bloodstream. An-
other idea is that it metabolizes glycine or
D-serine in the nervous system, thus possi-
bly regulating the action of these important
neurotransmitters.

Uric acid oxidase (uricase) is the ini-
tial enzyme in the breakdown of uric
acid in many mammalian species. Ro-
dent peroxisomes are distinguished by
a crystalloid core in which uricase and
other proteins are localized. The enzyme
is absent in humans and anthropoid apes,
whose peroxisomes lack cores. Finally, per-
oxisomal oxidases metabolize polyamines,
which are important for stability of nucleic
acids and for a variety of growth processes,
and pipecolic acid, a degradation product
of lysine.

Mammalian peroxisomes contain ala-
nine: glyoxylate aminotransferase, which
catalyzes the conversion of glyoxylate to
glycine, thereby detoxifying cells of glyoxy-
late. Otherwise, glyoxylate is oxidized to
oxalic acid, which is insoluble and crys-
tallizes in the kidney leading to serious
disease, further discussed in Sect. 6.
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4
Biogenesis of Peroxisomes

4.1
Origin of the Peroxisome

It is not clear whether the first eukaryotic
peroxisome was the result of internal-
ization of a prokaryotic ancestor, as is
the case for mitochondria, or whether
eukaryotes were entirely responsible for
biosynthesis for these organelles. Mito-
chondria contain a genome and machinery
for DNA replication and protein synthesis
that can be traced back to prokaryotic an-
cestors. Peroxisomes have no genome, and
there is no apparent homology between
groups of structural or enzymatic compo-
nents of these organelles and prokaryotic
counterparts, except for the homology be-
tween glycosomal and algal proteins noted
earlier. There is no evidence, such as
skewed codon usage, for ancient transfer
of hypothetical genetic elements between
peroxisome and nucleus. However, such
differences might have existed long ago
and have been erased over hundreds of
millions of years of evolution. Thus far,
there is no compelling evidence to sup-
port or refute the endosymbionic origin of
peroxisomes.

4.2
Peroxisome Fission

Similar to mitochondria, peroxisomes can
divide by fission (Fig. 3). Pex11p is con-
sidered to be the major fission factor
that acts from the peroxisomal mem-
brane, since its absence results in fewer
peroxisomes, some of which are much
larger than in wild type; expression of
Pex11p in a null background causes the
fission of the large organelles. Overex-
pression of Pex11p leads to an increased

number of small organelles. Pex11p can
self-associate in oligomers, and there is
evidence that this behavior regulates its ac-
tion. The carboxy terminus of Pex11p can
bind coatomer, which is involved in vesicle
formation and thus might promote fission,
but the physiological significance of this
observation has been questioned. Recently
several other peroxins, Pex23p, Pex25p,
and Pex27p through Pex32p have been
identified that also regulate peroxisomal
number and size. Many of these interact
with each other, and epistasis analysis has
demonstrated some order of events; for ex-
ample, Pex31p and Pex32p function after
Pex28p and Pex29p. Some of these fac-
tors may be working in a de novo pathway
rather than in peroxisomal fission (see be-
low). The number of proteins that regulate
peroxisomal size and number suggest a
complex mechanism for these processes.

Pex11p recruits Dlp1 (Vps1p in yeast), a
member of the dynamin family, to perox-
isomes. Dynamin has been shown to pro-
mote scission of vesicles from the plasma
membrane during endocytosis. Whether
dynamins themselves induce membrane
fission or act as switches for other motor
proteins is under active investigation. Re-
gardless, this family of proteins promotes
both mitochondrial and peroxisomal di-
vision. If expression of Dlp1 is silenced
or dominant-negative alleles are used,
long tubulated peroxisomes are formed,
and these structures are even more pro-
nounced if Pex11p is overexpressed. A
fluorescently tagged Dlp1 catalytically in-
active mutant shows a striped pattern on
these tubules, which alternates with the
Pex11p pattern. Although Pex11p is nec-
essary for recruitment of Dlp1p, direct
association of these two proteins cannot
yet be demonstrated, suggesting that the
interaction is indirect.
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While yeast has 1 Pex11p, humans
have three isoforms. Pex11α is induced
by PPAR while Pex11β and Pex11γ are
constitutive. In mice, 11β is essential for
peroxisomal function (see Sect. 6).

4.3
The Origin and Assembly of the
Peroxisomal Membrane

Besides peroxisomal fission, de novo bio-
genesis of peroxisomes also occurs. One
line of evidence for this alternative path-
way is the formation of peroxisomes in
cells apparently lacking any. For exam-
ple, a pex16 mutant fibroblast line has
no visible peroxisomes or remnant perox-
isomal membranes. If wild-type PEX16 is
then introduced into these cells, peroxi-
somes appear. A second line of evidence is
that continuities have been shown between
membranes of the endoplasmic reticulum
(ER) and peroxisome-related structures. Fi-
nally, mutants in the secretory pathway
mislocalize peroxisomal proteins. While
all these data point to the ER as the source
of peroxisomes, such a pathway would
have novel elements: peroxisomal matrix
proteins do not enter the lumen of the ER
en route to peroxisomes. The Sec61 com-
plex in the ER membrane, through which
secreted proteins and most membrane
proteins destined for the exocytic path-
way pass, is not involved with peroxisomal
biogenesis. Neither COP1 nor COPII is
required for peroxisomal assembly. With
two probable exceptions in the yeast Y.
lipolytica (Pex2p and Pex16p), no peroxiso-
mal proteins are glycosylated. Experiments
in Y. lipolytica have demonstrated that a
discrete series of vesicular intermediates
derived from the ER comprises the de novo
pathway in that organism. Such a pathway
has not yet been shown in other organ-
isms, however. Regardless of the details, it

is clear that the ER plays a role in de novo
peroxisomal assembly in some way.

Three proteins have been shown to be
important in the delivery of peroxisomal
membrane proteins (PMPs) to nascent
organelles: Pex19p, Pex3p, and in some
species, Pex16p. Pex19p is a mainly cytoso-
lic protein that binds to most PMPs. While
there was much debate on whether Pex19p
served as the PMP receptor to guide newly
synthesized PMPs to the membrane, or in-
stead served as a chaperone for integration
once the protein was targeted, the consen-
sus is now that it indeed binds to targeting
elements on PMPs. A critical experiment
to this end demonstrated that if Pex19p was
intentionally mistargeted to the nucleus,
many PMPs arrived there as well. Pex19p
can bind to Pex3p, an integral membrane
protein, which probably serves as a dock-
ing element for Pex19p-PMP complexes.
In mammalian cells, the membrane pro-
tein Pex16p is also involved with PMP
targeting and may stabilize Pex3p-Pex19p
interactions. In the absence of any one
of these three peroxins, peroxisomes are
absent, and membranous remnants are
difficult to find.

Unlike PTS1, which is very easy to recog-
nize (see below), there is no motif (termed
mPTS) easily recognizable on PMPs. Many
PMPs have been analyzed for targeting
information. In general, the mPTS con-
sists of a transmembrane element and
sequences adjacent. The matrix-facing se-
quences contain net basic charge and the
cytosol-facing adjacent sequence often pre-
dicts an amphipathic helix. Several PMPs
contain two mPTSs that can function inde-
pendently of each other. Their role may be
to increase the efficiency of targeting (for
example, by binding to multiple Pex19p
molecules) or to target the cargo to differ-
ent subpopulations of peroxisomes. The
extent to which the Pex(3,16,19)p system
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acts to target PMPs to a preperoxisomal
compartment (to establish the machinery
for protein import into the matrix) versus
to mature peroxisomes is not known but
may depend on the fraction of organelles
being generated by the fission versus de
novo pathway.

To summarize, the weight of the evi-
dence supports the existence of an ER-
based de novo pathway for peroxisomal
generation. Many details of this pathway,
however, are not clear. The ER does not ap-
pear to function as it does in the classical
exocytic pathway. There is no consensus
on whether peroxisomes, near maturity,
bud from the ER or whether a series
of small vesicles are involved. Different
mechanisms may work in different cell
types. If a specialized region of the ER
is involved, the nature of this compart-
ment has not been elucidated. The next
few years are likely to see resolution to this
fascinating problem.

4.4
Import of Proteins into Peroxisomes

The last 15 years has seen remarkable
progress toward a molecular understand-
ing of peroxisomal import of proteins.
However, some aspects of the basic mech-
anism remain unresolved.

Peroxisomal matrix proteins are synthe-
sized in the cytoplasm. Nearly all of them
contain a short targeting motif at their
extreme carboxy terminus termed PTS1
(peroxisomal targeting signal 1). The proto-
typic sequence of the PTS1 is SKL (serine-
lysine-leucine), although many variations
of this can be found, some of which are fa-
vored in various cell types. Several matrix
proteins are targeted instead by a non-
apeptidyl PTS2 sequence at or near their
amino termini. This targeting signal is
less conserved than PTS1 and consists of

–(R/K)(L/V/I/Q)XX(L/V/I/H/Q)(L/S/G/
A/K)X(H/Q)(L/A/F)–. In some systems,
the amino terminus containing PTS2 is
proteolytically removed during import. A
few peroxisomal proteins have both PTS1
and PTS2 signals, and a few others have
neither (see below).

Unlike classical protein import pathways
across mitochondrial or ER membranes
where unfolded proteins enter the import
apparatus, peroxisomal cargo folds and
assembles into oligomers before translo-
cation. This has been demonstrated in
several systems by coexpressing protein
subunits that are lacking or containing
PTS sequences (in which subunits without
the signal are imported by a ‘‘piggyback’’
mechanism), as well as in pulse-chase ex-
periments. The capacity for peroxisomes
to import large molecules is also demon-
strated by their ability to import colloidal
gold particles conjugated with a peroxiso-
mal targeting signal. Proteins, with few
exceptions, enter peroxisomes as holoen-
zymes. The sole exception so far to this
rule is alcohol oxidase, a 600-kDa homooc-
tamer in methylotrophic yeasts, which is
imported as monomers and assembles
within the matrix of yeast peroxisomes.
Whether this protein is simply too large to
cross the peroxisomal membrane, or must
assemble internally for other reasons, is
not known.

Cytosolic chaperones play important
roles in various protein import pathways.
In many systems, proteins in the dnaK
(Hsp70) and dnaJ families (initially identi-
fied in Escherichia coli in DNA replication
and later as heat-shock proteins, Hsp) in-
teract to maintain cargo in an unfolded
state and protect them from aggregation
before they encounter an import appara-
tus. Hsp70 and Djp1 (a dnaJ protein) have
been shown to be important for peroxiso-
mal import as well. However, instead of
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keeping peroxisomal cargo unfolded, they
act either in the folding of cargo or in
keeping the PTS accessible to receptor.

The receptors to which the PTS1 and
PTS2 bind are Pex5p and Pex7p, respec-
tively (Fig. 4). The structure of Pex5p in
complex with PTS1 has been solved. The
carboxyl half of the molecule consists of
six tetratricopeptide repeats, which form
a sandwich around the PTS1 peptide. As
mentioned earlier, a few matrix proteins
contain no recognizable PTSs. However,
their import depends on Pex5p, and they
probably bind to this molecule outside of
the normal PTS1-binding area.

In yeast, import of PTS2 cargo by
Pex7p occurs independently of Pex5p.
However, in mammals import requires
Pex5p, an unexpected observation. Two
forms of Pex5p are synthesized, one with
a 37-amino acid extension produced by
alternate splicing of the RNA. The Pex5L
(long) form can bind Pex7p through the
extension, and the extension is required
for Pex7p-mediated PTS2 import. In yeast
systems, there are accessory proteins in
PTS2 import that may replace the function
of the Pex5L extension in PTS2 import.

Since most peroxisomal cargos are
oligomers, and Pex5p itself form tetramers,
it is easy to imagine that large com-
plexes may develop between receptor and
cargo. According to the preimplex model
of Gould, the formation of these com-
plexes on the peroxisomal surface may be
an important intermediate in import.

Once receptor binds to cargo, the com-
plex docks on the peroxisomal surface.
The minimal docking structure consists
of Pex14p, Pex13p, and Pex17p, all mem-
brane proteins. Binding studies indicate
that Pex14p can self-associate and proba-
bly dimerizes in the membrane. In most
systems, it behaves as a transmembrane
protein and probably provides the first

contact with the cargo-bound receptor.
Cargo-bound Pex5p preferentially asso-
ciates with Pex14p, probably because the
cargo unmasks the Pex14p binding site
on the amino terminal segment of Pex5p.
Pex14p in turn associates with Pex13p and
Pex17p. Pex17p is a peripheral element
(facing the cytoplasm) and is nonessen-
tial to import in some systems. Pex13p,
an integral membrane protein, binds to
Pex7p in yeast through its amino termi-
nus, and binds to Pex5p and Pex14p at
its carboxy terminus. Both termini face
the cytoplasm.

What happens after binding of receptor-
cargo to the docking complex is not clearly
understood yet. Several proteins act down-
stream of docking, shown by epistasis
experiments; docking is not affected if they
are eliminated. The docking complex can
associate with another complex of three
proteins, Pex2p, Pex10p, and Pex12p. All
of these are essential for import. Each
member of this trio contains a zinc RING
motif facing the cytoplasm. Recent data in-
dicates that the link between the docking
and RING complexes is Pex8p, a peripheral
membrane element that faces the matrix.
However, Pex8p is present at lower con-
centrations than the other proteins of the
two complexes, so that the linkage may be
regulated rather than constitutive.

There has been much debate over
whether the cytosolic receptors enter the
matrix to drop off cargo (the simple vs
extended shuttle model). The weight of
the evidence favors the extended model
whereby Pex5p and Pex7p release their
cargo in the matrix. A fraction of these
molecules are sometimes found in the ma-
trix, and defective alleles in downstream
peroxins often lead to the accumulation of
receptors in that compartment. Pex5p has
been shown to become protease-protected
(i.e. protected by the membrane) during its
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import cycle. Furthermore, Pex8p, which
is not exposed to the cytoplasm face, can
bind Pex5p. Finally, Pex5p with an added
PTS2 extension that is normally cleaved
in the matrix is similarly cleaved during
import. Data from a mammalian in vitro
import model suggests that Pex5p remains
associated with the membrane at every
step of its cycling reaction, so the pro-
tein may not necessarily entirely enter the
matrix, but only drop off its cargo at the
internal surface.

Two other membrane protein complexes
function downstream of import: one
containing two ATPases, and the other
an E2 ubiquitin ligase.

Pex1p (altered PEX1 alleles commonly
cause human peroxisomal diseases, see
Sect. 6) and Pex6p contain Walker ATPase
domains and associate with each other.
Although largely cytosolic, a fraction of
each associates with the peroxisomal mem-
brane by binding to integral membrane
proteins: Pex15p in yeast and Pex26p in
mammals. The ATPase function on both
is critical to the import cycle, but its pre-
cise role is controversial. According to the
preimplex model, Pex1p and Pex6p may
serve to disassemble large receptor–cargo
complexes once they have bound to the
docking apparatus, and allow the import
of single units. Another idea is that they
are essential for the export of receptor
after release of cargo in the matrix. In
support of this hypothesis, it has been
shown that export, but not import, of
proteins is an ATPase-requiring step. Fi-
nally, in the yeast Y. lipolytica, Pex1p and
Pex6p appear to be involved with fusion
of preperoxisomal vesicles. It is very diffi-
cult to reconcile a role for these proteins
in vesicle fusion versus protein import
or export unless the import cycle is not
strictly the movement of proteins through
a proteinaceous gate in the membrane but

instead involves membrane dynamics to
an extent not appreciated or understood
at present.

The last complex that participates in the
import cycle contains Pex4p and Pex22p.
Pex4p is a peripheral protein that is an-
chored to the bilayer by Pex22p. The dimer
can bind to the RING complex through
Pex4p–Pex10p interactions, linking them
indirectly to the docking complex. Epis-
tasis experiments place them after the
Pex1p–Pex6p complex, however, and they
are assumed to participate in Pex5p recy-
cling to the cytosol.

Pex4p is an E2 ubiquitin ligase. Pro-
tein ubiquitination (ubiquitin is a small
peptide) is widely known to be a tag-
ging mechanism for proteins destined
for degradation in the proteosome. It is
also known, however, to be involved in
other protein trafficking pathways, for ex-
ample, recycling of plasma membrane
receptors. How ubiquitination relates to
the importance of Pex4p for protein im-
port into peroxisomes has been a rid-
dle since its sequence was determined.
Very recently it was shown that Pex5p
is ubiquitinated by Pex4p, and that this
reaction prevents Pex5p from polyubiquiti-
nation and degradation. E2 ligases usually
transfer ubiquitin moieties through E3
ligases. Pex10p is required for Pex5p-
mediated monoubiquitylation, and thus
Pex10p is a good candidate for the E3
enzyme. These data explain older exper-
iments in which peroxin mutants led
to instability of Pex5p. Pex4p may serve
to regulate the concentration of Pex5p
to peroxisomal need: The receptor is
kept at low levels with relatively inactive
peroxisomes, and increases in concentra-
tion (due to stabilization by monoubiq-
uitylation) when peroxisomal import is
upregulated.
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Fig. 4 Protein translocation across the peroxisomal membrane. Pex5p (‘‘5’’ in the
figure) with PTS1 cargo (stars) docks to the Pex13p–Pex14p–Pex17p complex.
Subsequent steps are less clear, but require the other peroxins shown. Cargo is
most likely released in the matrix. The Pex2–Pex10p–Pex12p complex contain
interacting RING motifs, shown in dark red; it is not clear whether they are
required for import or recycling of receptor. Pex8p links these two complexes as
shown. Pex4p is an E2 ubiquitin ligase that monoubiquitinates Pex5p, preventing
polyubiquitination and degradation by the proteosome. The ATPases Pex1p and
Pex6p are shown promoting the export of receptor, although it is possible that they
function earlier in the pathway, such as in the dissociation of receptor and cargo.
(See color plate p. xxxiv).

5
Peroxisomal Motility

Observations of peroxisomes in living cells
was made possible by the use of fluorescent
tags, such as green fluorescent protein
(GFP)-PTS1. Experiments in mammalian
cultured cells revealed that peroxisomes
fell into two classes; most moved randomly
with no net spacial translation, while 10 to
15% move rapidly and directionally. Since
inhibitors of microtubule assembly, but

not inhibitors of actin assembly, inhibited
this movement, it was concluded that
peroxisomes can move on microtubules.

Particles that move on microtubules can
utilize either dynein or kinesin-based mo-
tors. Both systems utilize ATP hydrolysis
for movement, and peroxisomes have been
shown in vitro to move on microtubules in
an ATP-dependent fashion. While neither
dynein nor kinesin has been shown to
bind to peroxisomes, a dominant-negative
fragment of dynactin, a dynein-accessory
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protein, inhibits peroxisomal movement.
Interestingly, purified peroxisomes can
bind directly to purified microtubules, sug-
gesting that the peroxisomal membrane
contains specific microtubule-binding el-
ements. This is supported by the finding
that protease-treatment of intact peroxi-
somes results in the loss of microtubule
binding. The factor responsible, however,
has not yet been identified.

In contrast to their behavior in animal
cells, peroxisomes in plant and yeast cells
utilize actin-based motors for movement.
In yeast, Myo2p is necessary for movement
on actin cables, and this movement is
essential for segregation of peroxisomes
into buds during division. Actin is also
important for the movement of plant
peroxisomes; drugs that block actin also
inhibit movement of peroxisomes.

Why move peroxisomes along micro-
tubules? Peroxisomes display a uniform
distribution in animal cells. In contrast,
they can be in close proximity to the en-
doplasmic reticulum and to lipid bodies,
which may reflect their origin or need for
lipid substrates, respectively. Microtubules
may be responsible for transporting per-
oxisomes to or from these sites. In some
tissues, peroxisomes show a polar distri-
bution, such as their appearance at the
basolateral pole of proximal tubular cells
of the kidney, and microtubules may be
required to maintain that polarity. These
filaments appear not to be important for
segregation in animal cells during cy-
tokinesis, since this process seems to
be random.

6
Peroxisomal Diseases

The vital role of peroxisomes in early plant
development has been described earlier

(Sect. 3). In contrast, mammals can give
birth to offspring that lack peroxisomes,
but they are severely deficient in many
organ systems and do not survive long
afterwards. Human peroxisomal diseases
are subdivided into those with a single
enzyme deficiency, and the peroxisome
biogenesis disorders (PBDs) with defects
in PEX genes.

6.1
Single Enzyme Disorders

There are several disorders caused by
defects in single peroxisomal matrix pro-
teins. These range from the relatively
benign (catalasemia) to the more serious
(X-linked adrenoleukodystrophy (XALD)).
XALD is characterized by an accumula-
tion of very long chain fatty acids caused
by defects in a peroxisomal membrane
protein that probably encodes a subunit
of the fatty acid transporter. Depending
on the allele, patients may be stricken
in adulthood with a disease that is de-
generative over several generations, or
present with the disease in childhood and
show rapid disease progression. Symp-
toms are neurological (including severe
mental retardation in severe cases) as
well as endocrine, particularly involving
adrenal insufficiency.

A peroxisomal single enzyme deficiency
with an interesting mechanism is hyper-
oxaluria type I; afflicted patients generate
extensive renal oxalate stones resulting
in extensive kidney damage. The dis-
ease is caused by point mutations in
the peroxisomal enzyme alanine glyoxy-
late aminotransferase (AGT), which nor-
mally converts glyoxylate to glycine in
peroxisomes. Wild-type AGT forms ho-
modimers in the cytosol and is targeted
to peroxisomes by a PTS1. In some pa-
tients, the enzyme is inactive or forms
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aggregates. In other patients, however,
two mutations in AGT prevent cytosolic
dimerization and concomitantly convert
a cryptic mitochondrial-targeting signal
to an active one. These mutations in
combination cause AGT to mistarget to
mitochondria. In this compartment, gly-
oxylate is not metabolized. Instead, it
becomes oxidized to the more insoluble ox-
alate, causing hyperoxaluria and calcium
oxalate stones.

6.2
Peroxisome Biogenesis Disorders

In 1964, a hereditary metabolic disease in
infants was described by Zellweger and col-
leagues, characterized by severe hypotonia,
craniofacial abnormalities, hepatomegaly,
renal cysts, and mental retardation. Chil-
dren severely affected lived only weeks or
a few months. In 1973, Goldfischer and
coworkers made the observation that cells
from these patients lacked peroxisomes.
Since then it has become clear that per-
oxisomal biogenesis disorders comprise
a spectrum of diseases that range from
Zellweger syndrome as the most severe,
through neonatal adrenoleukodystrophy

in intermediate severity, to infantile Ref-
sum’s disease as the mildest form. As
it became appreciated that all of these
diseases shared a lack of peroxisomes,
complementation studies were performed
by cell fusion assays to determine the num-
ber of genes involved. Fibroblasts from
patients fell into 12 (now 14) complemen-
tation groups. Identification of the genes
responsible was greatly facilitated by se-
quence information of yeast PEX genes.
The severity of symptoms (and the assign-
ment to the particular PBD) was found to
be more a function of the degree of in-
activation of the PEX gene product rather
than of specific PEX genes. Mutations in
PEX6 are responsible for nearly 70% of
all PBDs.

Severely affected patients have large in-
creases in concentrations of very long
chain fatty acids and of bile acid inter-
mediates, consistent with a decrease in
peroxisomal fatty acid β-oxidation path-
ways (Table 3). They show deficiencies in
plasmalogens and the enzymes of ether
lipid biogenesis associated with peroxi-
somes. Defective ether lipid synthesis is
thought to be responsible for defects in
neuronal migration and the establishment

Tab. 3 Some biochemical abnormalities in Zellweger spectrum PBDs.a

Substrate or Enzyme Change Comment

Very long chain fatty acids Greatly elevated Defect in β-oxidation
Bile acid intermediates Greatly elevated Defect in β-oxidation
Pristanic acid Elevated Defect in β-oxidation
Phytanic acid Elevated Defect in α-oxidation
Plasmalogens (products of

peroxisomal metabolism)
Greatly decreased Defect in ether lipid biogenesis

DHAP aminotransferase Greatly decreased Mislocalized
Acyl-CoA oxidase Greatly decreased Mislocalized and degraded
Catalase Mislocalized Active in cytosol

aModified from Weller, S., Gould, S.J., Valle, D. (2003) Peroxisome biogenesis disorders, Annu. Rev.
Genomics Hum. Genet. 4, 165–211.
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of white matter during the development of
the central nervous system.

Another disease, rhizomelic chondro-
dysplasia punctata (RCDP) has several
common features to Zellweger syndrome,
particularly altered bone growth (punctate
calcifications of cartilage and shortening of
the humerus and femur) as well as hypoto-
nia and neurological symptoms. Cataracts
are common. Depending on allele and
with proper support, patients with RCDP
can live for several decades. The main
cause of the disease appears to be poor
synthesis of ether lipids, either from a de-
fect in PEX7 leading to a specific PTS2
import defect, or the loss of dihydrox-
yacetonephosphate acyltransferase, a key
peroxisomal enzyme in the ether lipid
biosynthetic and a PTS2 substrate. RCDP
illustrates the importance of ether lipids
for normal physiology.

6.3
Mouse Models for PBDs

Gene disruptions in mice have been
extraordinarily helpful in understanding
human disease. Thus far knockouts have
been generated in PEX2, PEX5, PEX13,
PEX11α, and PEX11β. Mice homozy-
gous for disruptions in PEX2, PEX5,
and PEX13 die shortly after birth and
exhibit many symptoms similar to Zell-
weger syndrome: low birth weight, lack
of neuronal migration, poor feeding, and
hypotonia. Similar to humans they lack
viable peroxisomes but contain peroxiso-
mal ghosts. Thus, they appear to be good
models for human PBDs. Interestingly,
in PEX5 – /–cells, the defect in neu-
ronal migration (certainly involved with
the mental retardation in children) is not
corrected by reintroducing brain-specific
PEX5 expression; the defect is still seen

in animals not expressing the gene prod-
uct in liver. Only by expressing PEX5 in
liver and in brain is this neurological de-
fect corrected.

As indicated earlier, PEX11 has three
isoforms in humans, α, β and γ ; knock-
outs have been made in the α- and
β-isoforms. Unexpectedly, there was no
phenotype in the mice lacking PEX11α,
the form that is induced by PPARα. Even
more surprising was the finding that per-
oxisomal number increased in response
to PPARα agents, demonstrating that
Pex11α is not necessary for peroxisomal
induction by this transcription factor. In
contrast, peroxisomes were less abundant
in mice in which PEX11β, a constitutive
and widely expressed form, was disrupted,
and the animals displayed a Zellweger-like
phenotype. The concentration of peroxi-
somal products and intermediates were
only mildly altered; the reason for the se-
vere phenotype in these animals is not
yet clear.

The mouse disruption has also helped
settle a controversy on the importance
of peroxisomal cholesterol biosynthesis.
Many enzymes in isoprenoid biosynthe-
sis (shared in the cholesterol pathway) are
localized in peroxisomes and their phys-
iological significance has been uncertain.
Mice lacking peroxisomes have only mi-
nor (if any) alterations in overall sterol
biosynthesis; there may be a minor dif-
ference in liver biosynthesis. Thus, the
role of peroxisomes in this pathway re-
mains uncertain.

See also Intracellular Fatty Acid
Binding Proteins in Metabolic
Regulation; Lipid and Lipoprotein
Metabolism; Metabolic Basis of
Cellular Energy; Phospholipids.
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Keywords

Chemical Shift
A very important NMR parameter that provides information on the local electronic
environment of nuclei in molecules. Chemical shifts are measured on the frequency
axes of NMR spectra.

Chemical Shift Mapping
An approach to characterizing interactions between molecules by determining which
sites have their chemical shifts perturbed when a ligand binds to a macromolecule.
Since chemical shifts reflect the local environment, only signals close to the binding
site are perturbed following ligand binding or conformational changes.

HSQC Spectroscopy
Short for heteronuclear single quantum coherence spectroscopy. This is a very
powerful 2D NMR method that provides a useful ‘‘fingerprint’’ spectrum that can be
used in binding studies.
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Isotope Labeling
The use of stable isotopes (e.g. 13C, 15N) to enhance the prevalence of NMR-active
nuclei in a protein to allow a sophisticated range of multinuclear NMR experiments to
be carried out. Labeled proteins are easily produced using recombinant methods.

Multidimensional NMR
NMR experiments that result in spectra having multiple frequency axes so that spectral
overlap is reduced. One-dimensional NMR spectra have one frequency axis (e.g. 1H
chemical shift) and one intensity axis, while in 2D NMR there are two frequency axes,
with peak intensities normally represented in contour form. For example, in 2D HSQC
spectra, the frequency axes often correspond to 1H and 15N chemical shifts.

NMR Screening
A generic term for a range of NMR techniques that identify ligands (usually as part of a
library of compounds) that bind to a target macromolecule.

NOE (Nuclear Overhauser Effect)
An NMR parameter that provides information on distances between nuclei. This
distance information in turn can be used to determine the three-dimensional
structures of molecules, particularly peptides and proteins. NOEs are derived from
intensities in NOESY spectra.

Pulse Sequence
An array of radio-frequency pulses that is used to perturb the nuclei in a sample in a
defined way so as to produce a particular type of NMR spectrum. For example, different
pulse sequences are used to generate NOESY or HSQC spectra.

Structure-based Design
An approach to designing drugs on the basis of knowledge of the structure of a target
macromolecule and/or macromolecule–ligand complexes.

� NMR spectroscopy is a powerful technique for determining the structures of
molecules in solution. It involves placing a sample in a powerful magnetic field
and irradiating it with radio waves of defined frequency. The emitted signals
provide information about the local molecular environments of nuclei in the sample,
from which structures can be derived. NMR can also be used for determining
interactions between molecules and is particularly useful for determining the nature
of binding interactions between ligands and macromolecules. This information is
very important in drug design: by understanding how bioactive molecules interact
with a target protein or nucleic acid it is, in principle, possible to design ligands with
improved affinity and specificity, which may make useful drug leads. In addition to
this structure-based approach to drug design, NMR is also useful as a screening tool
in drug discovery programs to identify ligands that bind to target macromolecules.
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1
Introduction

NMR spectroscopy has been widely used
as a frontline tool in the pharmaceutical
industry for several decades. In the
past, the main use of NMR was in
the structural characterization of organic
molecules synthesized in the course of
medicinal chemistry programs. Indeed,
medicinal chemists have long regarded
NMR as the premier tool for structure
characterization, to confirm the identity
of intermediates, or to determine the
conformation of lead molecules. Over
the last decade, major developments in
both instrumentation and methods have
resulted in this traditional use of NMR
in the pharmaceutical industry being
augmented by a range of exciting new
applications. Two of the most important
of these are the use of NMR in structure-
based drug design and in screening for
drug discovery. Both applications differ
from the traditional use of NMR in that
the macromolecular binding partner of
the medicinal compound is now included
in the mixture to be analyzed; that is,
current applications of NMR in drug
discovery are predominantly focused on
the interaction between drug molecules
and their macromolecular targets.

The aim of this chapter is to describe
how NMR spectroscopy is used in modern
drug discovery. The term discovery is
used generically throughout to include
processes that involve rational drug design
as well as those that involve discovery
through NMR screening. The latter is a
relatively recent development and refers
to the use of NMR as a tool to screen a
compound library to identify molecules
that bind to a chosen macromolecular
target. Of course, the distinction between
‘‘design’’ and ‘‘discovery’’ is often quite

blurred. This is nowhere more evident
than in the recently developed SAR-by-
NMR approach, in which the discovery
of several weakly bound ligands from a
screening program is intimately linked
to a design process to chemically join
them. SAR-by-NMR represents an exciting
new technique for lead generation and
is described in more detail later in this
chapter.

Drug design/discovery represents only
the first stage in the drug development
process. There are many other steps that
need to be taken once a lead molecule
has been designed or discovered. Although
other stages of the process, including lead
optimization, toxicity studies, preclinical
investigations, and clinical monitoring, do
not fall within the scope of this chapter,
it is worth mentioning that NMR spec-
troscopy contributes significantly across
the whole spectrum of drug development,
right through into the clinical domain. For
example, NMR spectroscopy has been ap-
plied for the detection of drug metabolites
in biological fluids and magnetic reso-
nance imaging, which is based on the
fundamental principles of NMR, plays an
important role in clinical investigations. It
is increasingly being used to monitor the
functional outcomes of drug therapy. We
will briefly address these broader applica-
tions of NMR before returning to the main
topic of NMR in drug discovery.

1.1
Overview of Drug Development

To give an overview of the breadth of ap-
plications of NMR, Fig. 1 summarizes the
drug development process and indicates
the role of NMR at various stages. Drug
development is an iterative process and
can be simplified by representing it with
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Design/discovery

Cycle A

NMR Screening

In vitro
binding assay

Cycle B

Synthesis/
lead generation

In vivo assay

Metabolic NMR

Clinical trials

Drug

NMR imaging

Ligand-based
NMR

Macromolecular
NMR

Fig. 1 Overview of the drug development process and summary of various
types of NMR experiments that contribute at different stages.

two interconnected cycles of activity. Cy-
cle A involves the design or discovery of
an initial lead followed by its synthesis
and bioassay. On the basis of the initial
assay results, there may be several loops
around this cycle before commencing the
in vivo studies represented in Cycle B.
At this stage, consideration of bioavail-
ability, metabolism, and pharmacokinetic

profiles must be made and this may in-
volve synthetic modifications of the lead
molecules to improve their druglike prop-
erties. Again, several loops around Cycle
B may be necessary before one or more
development candidates are identified. Ul-
timately one or more of these development
candidates are identified for progression
through clinical trials.
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As indicated in Fig. 1, it is convenient
to envisage five broad categories of NMR
experiments that may contribute to this
overall drug development process.

1. Small molecule, or ligand-based, NMR.
This involves studies of drugs and
drug leads, typically organic molecules
with a molecular weight <500 Da, but
also including small proteins of up
to a few kDa. These studies may be
used to characterize natural products
or synthetic drug leads, or to determine
their conformation.

2. Macromolecular NMR. This involves
studies of the macromolecular targets
of drugs, typically to determine their
three-dimensional structure and/or the
nature of their complexes with ligands.

3. NMR screening. This involves the use
of NMR to identify lead molecules
that bind to macromolecular targets.
These studies typically involve both
small molecules and macromolecules
and seek to detect the presence of
binding interactions between them.

4. Metabolic NMR. This involves studies
of endogenous molecules whose con-
centrations may be modified by drug
treatment, or studies of the metabolites
of drugs themselves.

5. NMR imaging. Such studies provide
anatomical information in an animal
model or human patient. This includes,
for example, monitoring the size of
plaques or tumors in the brains of
Alzheimer’s or cancer patients, respec-
tively, during drug therapy.

It is clear from these descriptions that
NMR covers a wide range of applications in
the pharmaceutical industry, although for
the remainder of this chapter we will focus
on NMR in the drug design/discovery
phase of drug development, that is, on

categories 1 to 3 of the preceding list.
Together, the studies in categories 1 and
2 may be classified as structure-based
design, whereas category 3 relates to drug
discovery.

1.2
Scope of Chapter

Our aim is to give a broad overview on
the use of NMR as a tool in structure-
based design and in screening approaches
to drug discovery. This chapter also con-
tains a description of the relevant NMR
methods, which are highlighted by illus-
trative examples. We briefly describe the
instrumentation required for such stud-
ies and discuss emerging trends in the
field. This includes developments in the
field of drug discovery in the postge-
nomic era, which are likely to have an
impact on the way in which NMR is used,
as seen, for example, by the recent in-
terest in structural genomics programs.
NMR instrument developments are also
described. For example, recent advances
in cryoprobe technology promise to dra-
matically increase the sensitivity of NMR
spectroscopy and also increase its appli-
cation across the pharmaceutical industry.
Finally, a section outlining some of the
practical considerations in structure-based
design and screening is included. Fu-
ture directions in this field are mentioned
throughout the discussion.

There are a number of reviews that
describe applications of NMR in drug
discovery or screening, and the reader is re-
ferred to these for additional information.
Recent books covering aspects of NMR in
drug design are also available.

It is assumed that most readers would be
familiar with the basic principles of NMR.
However, for completeness and to define
some of the terms that will be used in this
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chapter it is useful to give a brief overview
of the principles.

1.3
Principles of NMR Spectroscopy

The underlying basis of NMR is that
when nuclei with a nonzero spin quan-
tum number are placed in a magnetic
field, they take up one of a discrete num-
ber of quantized states. The application of
radio-frequency (rf) energy produces tran-
sitions between these states. The energy
changes associated with these transitions
are detected as small voltages induced in a
receiver coil, which are subsequently am-
plified, digitized, and processed to yield
spectra, as illustrated in Fig. 2. The most
commonly studied NMR-active nucleus is
the proton, 1H, but in modern NMR ex-
periments 2H, 13C, and 15N nuclei are
also very important. For these heteronu-
clei, it is common to isotopically enrich
the sample because of their low natural
abundance. This is particularly important
for studies of proteins, as will become
apparent later in this chapter. Occasion-
ally, other nuclei find specialist applica-
tions. For example, in fluorine-containing
drugs it is possible to use sensitive 19F-
NMR signals to monitor interaction with

target proteins, as described later in this
chapter.

In modern spectrometers, the rf energy
is supplied in the form of short pulses
(typically, ∼10 µs) that simultaneously
excite all nuclei of a given isotope type
(e.g. all protons or all 13C nuclei). Nuclei
of a given isotope, which are in different
chemical environments by virtue of their
atomic locations in the molecule, have
slightly different resonance frequencies
and lead to different oscillating voltages in
the receiver coil. The resultant combined
signal, termed a free induction decay
(FID), is Fourier transformed to give
a spectrum that is basically a plot of
peak intensity versus frequency, with
one peak for each chemically distinct
nucleus. These features are schematically
illustrated in Fig. 2. The frequency axis
is termed the chemical shift because it
reflects the local chemical environment
of each nucleus. The range of chemical
environments of nuclei in a molecule is
such that chemical shifts range up to
only a few hundred parts per million
(ppm) of the base resonance frequency
for 13C and 15N. For 1H the range
is smaller, covering only about 10 ppm.
Despite this small range, chemical shifts
provide valuable diagnostic information on

B0

rf pulse

Sample tube
inside coil

FID

FT

Spectrum

Fig. 2 Overview of the principles of NMR spectroscopy. Polarization of nuclear spins by a magnetic
field is perturbed by application of a radio-frequency (rf) pulse. The resultant signal is Fourier
transformed, to yield a spectrum reflecting the number and environments of nuclei in the sample.
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the environment of the nucleus that is
giving rise to the signal.

The chemical shift is an extremely im-
portant NMR parameter, but there are
many other parameters that can be dis-
cerned from NMR spectra. Indeed, NMR
is unique among many forms of spec-
troscopy in that there are so many parame-
ters associated with a spectrum other than
just peak intensity and frequency. These
include coupling constants, which provide
information on local conformations and
also on molecular connectivities; nuclear
Overhauser effects (NOEs), which provide
information on internuclear distances; and
relaxation parameters, which provide in-
formation on molecular dynamics. Table 1
summarizes the main NMR parameters
that may be measured and highlights their
applications in the drug discovery process.

The following sections of this chap-
ter provide specific examples of how
these various parameters are useful in
the drug discovery process. Before do-
ing this, though, it is useful to consider
some of the limitations of one-dimensional
(1D) NMR spectroscopy, particularly when
the detected nucleus is 1H, as is most
commonly the case. With one signal

coming from each chemically distinct pro-
ton and with those signals spread only
over 10 ppm, it is clear that spectral over-
lap can potentially be a major problem for
anything but the simplest of molecules.
The development of higher field NMR
spectrometers, which effectively provide
greater dispersion in the frequency di-
mension, has contributed significantly to
overcoming this limitation and increas-
ing the application of NMR for studying
pharmaceutically relevant molecules. In
addition to such instrumental develop-
ments, methodological advances have also
played a key role in extending the use of
NMR. Multidimensional NMR methods
have revolutionized biomolecular NMR
spectroscopy by removing the limitations
of a single frequency dimension, leading
to the development of 2D, 3D, and 4D
spectra.

A simple way of illustrating multidi-
mensional NMR is through reference to
heteronuclear correlation spectroscopy, in
which two or more separate frequency
dimensions are correlated with one an-
other. For example, a particularly valu-
able 2D experiment is 1H−15N heteronu-
clear single quantum correlation (HSQC)

Tab. 1 NMR parameters and their applications in drug design/discovery.

Parameter Information provided relevant to drug design

Chemical shift Reflects local chemical environment; provides a
fingerprint marker of structure (particularly in HSQC
spectra)

Coupling constants Conformational analysis, establishing molecular
connectivity

Nuclear Overhauser effect Determining interproton distances, three-dimensional
structures

Relaxation times Molecular dynamics
Line shape Detecting and quantifying chemical-exchange processes
Peak intensities Reflect relative number of nuclei, molecular symmetry
Amide-exchange rates/temperature

coefficients
Hydrogen bonding or solvent exposure of amide protons
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spectroscopy, in which the resultant spec-
trum has two frequency axes, correspond-
ing to 1H and 15N frequency dimensions,
and one intensity axis. Analogous 1H−13C
HSQC spectra are also widely used. Such
spectra are normally represented with the
intensity axis in contour form so that they
may be drawn in two dimensions as a
set of contour peaks. Spectral peaks oc-
cur for pairs of 15N/1H or 13C/1H nuclei
that are directly bonded to one another,
and with each frequency being character-
istic for the local chemical environment,
HSQC spectra represent a relatively simple
but highly characteristic fingerprint of the
sample. Figure 3 shows the relationship
between 1D and 2D spectra for the im-
munosuppressive drug cyclosporin, and
includes a region of both the 1H/15N and
1H/13C HSQC spectra. In HSQC spectra,
overlap problems are alleviated because,
even if two protons have the same chem-
ical shift and would hence be overlapped
in a 1D spectrum, chances are that the
respective heteronuclear signals will not
be overlapped, allowing the signals to be
resolved in the 2D spectrum. HSQC spec-
tra are widely used in NMR-based drug
screening and we will return to them later.

Multidimensional NMR spectra are not
restricted to cases where the separate fre-
quency axes encode signals from different
nuclear types. Indeed, much of the early
work on the development of 2D NMR was
performed on cases where both axes in-
volved 1H chemical shifts. The main value

in such spectra comes from the infor-
mation content in cross peaks between
pairs of protons. In COSY-type spec-
tra (COSY = COrrelation SpectroscopY),
cross peaks occur only between protons

Fig. 3 A schematic representation of
the (a) 1D 1H; (b) 2D DQF-COSY;
(c) 15N/1H-HSQC; and
(d) 13C/1H-HSQC spectra of the
immunosuppressive agent cyclosporin.
Example resonances/correlations from
residues 6 and 7 have been highlighted
to illustrate the assignment process.
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that are scalar coupled (i.e. within 2
or 3 bonds) to each other, whereas in
NOESY (Nuclear Overhauser Effect Spec-
troscopY), spectra cross peaks occur for
protons that are physically close in space
(<5 Å apart). A combination of these two
types of 2D spectra may be used to as-
sign the NMR signals of small proteins
and provides sufficient information on
internuclear distances to calculate three-
dimensional structures. Figure 3 includes
a panel showing the COSY spectrum of cy-
closporin and highlights the relationships
between 1D 1H-NMR spectra and corre-
sponding 2D homonuclear (COSY) and
heteronuclear (HSQC) spectra.

Homonuclear 2D spectra are generally
applicable for the study of proteins up
to approximately 80 amino acids in size.
For larger proteins, the increased num-
ber of signals leads to overlap problems
and, in addition, COSY-type spectra suf-
fer from poor sensitivity when the signal
linewidths are of the same order as or
larger than 1H, 1H scalar coupling con-
stants. Such limitations are reduced by
the use of spectra of higher dimensional-
ity (i.e. 3D or 4D spectra) that are based
on correlations involving heteronuclear
rather than homonuclear coupling con-
stants. Such spectra are important in the
structure determination process for larger
proteins and are typically recorded for sam-
ples that incorporate uniform labeling with
15N, or both 13C and 15N nuclei. Multidi-
mensional spectra that involve irradiation
of 1H, 13C, and 15N nuclei are referred to
as triple resonance spectra.

The details of how multidimensional
spectra are obtained is beyond the scope of
this chapter, but it suffices to say that, like
most other modern NMR experiments,
they involve irradiation of the sample with
a set of rf pulses of defined length, fre-
quency, and phase, with specific interpulse

delays. The pulse programs for such exper-
iments are commonly provided with the
spectrometer as part of a standard library
of experiments and may easily be run by
novice users after input of an appropriate
set of parameters to define the relevant
spectral widths and type of experiment
required.

The above discussion provides a basic
overview of some of the methods impor-
tant in modern NMR spectroscopy. Before
examining specific applications in drug
discovery, it is useful to describe the in-
strumental requirements for such studies.

1.4
Instrumentation

NMR spectrometers constitute a power-
ful and homogeneous magnet, a radio-
frequency console for generating appro-
priate rf pulses, a probe for applying this
rf energy to the sample and receiving the
resultant signals, and a computer console
for controlling the experiments and ac-
quiring the resultant data. These features
are summarized in Fig. 4. Spectrometers
are normally specified in terms of the res-
onant frequency of protons at the given
magnetic field (e.g. 500 MHz corresponds
to a magnetic field of 11.7 T). Both sen-
sitivity and dispersion of signals increase
with increasing magnetic field.

There have been some major break-
throughs in both NMR instrumentation
and methodology over the last decade,
which has greatly increased the util-
ity of NMR for drug discovery applica-
tions. These are summarized in Table 2,
which also includes some of the ear-
lier milestones in the development of
NMR. Most notable among recent inno-
vations are the use of pulsed-field gradient
methods for improving spectral quality
and allowing new types of experiments
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Transmitter

Receiver

Data processing Magnet

Probe

Sample tube

rf console

Fig. 4 Block diagram of a modern NMR spectrometer. These systems use superconducting
magnets that are based on a solenoid of a suitable alloy (e.g. niobium/titanium or niobium/tin)
immersed in a dewar of liquid helium. The extremely low temperature of the magnet itself
(4.2 K) is well insulated from the sample chamber in the center of the magnet bore. The probe
in which the sample is housed usually incorporates accurate temperature control over the range
typically of 4 to 40 ◦C for biological samples. The rf coil in the probe is connected in turn to a
preamplifier, receiver circuitry, analog-to-digital converter (ADC), and a computer for data
collection.

Tab. 2 Milestones in the development of NMR spectroscopy.

Year Development Nature

1970 FT NMR Instrumental
1975 Superconducting magnets Instrumental
1980 2D NMR Methodological
1985 Protein structure determination Methodological
1990 Isotope labeling/multidimensional NMR Methodological
1990 Pulsed-field gradients Instrumental/methodological
1995 NMR screening Methodological
1997 TROSY Methodological
1998 LC-NMR/ LCMS-NMR Instrumental
2000 Cryoprobes Instrumental

to be performed, transverse relaxation-
optimized spectroscopy (TROSY) methods
for increasing the size of macromolecules
that can be examined, and cryoprobes for
enhancing sensitivity. The development of
cryoprobes has resulted in the biggest sin-
gle gain in sensitivity over recent years,
effectively giving 500-MHz spectrometers
the sensitivity of 800-MHz spectrometers
(although without the gain in resolution!).

The enhanced sensitivity is obtained by
cooling the receiver coil and associated
circuitry to near liquid helium temper-
atures, thereby reducing thermal noise.
There were considerable technical barri-
ers to be overcome in developing such
probes because of the large difference in
temperature between the receiver coils and
the sample, which are only a few mil-
limeters apart. These barriers have now
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been overcome and cryoprobes are being
installed in a large number of laborato-
ries. They are also becoming available for
higher field systems (900 MHz), thus pro-
viding further sensitivity gains.

Although the basic configurations of
instruments tailored for structure-based
design or for NMR drug screening are
similar, there are some minor differences.
For structure-based design applications,
a relatively high field spectrometer is
required (>500 MHz), usually equipped
with three or four radio-frequency chan-
nels for the simultaneous irradiation of
1H, 13C, 15N, and in some cases 2H nuclei.
The greatest sensitivity and dispersion are
obtained with the highest possible mag-
netic field. Instruments of up to 900 MHz
are currently available but, at the time of
writing, only a few have been installed.
Numerous 800-MHz systems dedicated to
structure-based design have been installed
in pharmaceutical laboratories. The high
field instruments provide another advan-
tage in that TROSY experiments can be
used to produce a marked improvement
in spectral quality for larger proteins. Such
developments promise to push higher the
size of proteins whose structure can be
determined by NMR.

For NMR drug screening programs,
the basic requirement of a spectrometer
of 500 MHz or greater remains, but
in addition, an interface that allows
the spectrometer to sample a library of
compounds of potential binding ligands
needs to be present. This may be done
either by use of a discrete sample changer
or a flow-type system. Flow systems
have the potential advantage of increased
throughput and also have the potential
disadvantage of precipitation of protein
samples. In practice, this appears not to
have been a major problem and both types
of systems are in use in the pharmaceutical

industry. Cryoprobes allow dramatically
enhanced sensitivity gains, which bring
particular advantages to the study of
macromolecule–ligand interactions used
in screening programs.

Pulsed-field gradients have become inte-
gral to most modern NMR spectrometers
and are routinely used both for struc-
ture determination and screening exper-
iments. Another recent development has
been the interface of NMR spectrometers
with other instrumentation such as liquid
chromatography (LC) and/or mass spec-
trometry (MS).

1.5
Applications of NMR in Drug Design and
Discovery

Our focus here is on the use of NMR in
the discovery and design phase of drug
development. The major role of NMR
in the design process comes about by its
exquisite ability to provide structural infor-
mation, whereas the major role of NMR
in discovery comes through its use as a
screening tool to detect the binding of
novel ligands to macromolecular targets.
As already noted, the latter application is
a relatively recent development but has
created much interest in the pharmaceuti-
cal industry and promises to significantly
enhance applications of NMR in this in-
dustry. The impact of the methodology is
already becoming evident even at this early
stage, with several SAR-by-NMR-derived
leads currently in clinical development. As
already noted, though, the discovery and
design phases are often intimately con-
nected, with lead molecules discovered in
screening programs routinely being opti-
mized by use of structure-based design
approaches (Fig. 5).

In the context of this chapter, structure-
based design refers to the process of



Structure-based Drug Design and NMR-based Screening 529

NMR ligand
10−4 M

Lead molecule
10−6 M

Therapeutic drug
10−8 M

NMR screen of
compound library

Ligand
enhancement

Structure-based
drug design

Fig. 5 A summary of the relationship between NMR screening and structure-based design. (Adapted
from Peng, J.W, Lepre, C.A., Fejzo, J., Abdul-Manan, N., Moore, J.M. (2001) Methods Enzymol.
338, 202.)

determining the three-dimensional struc-
ture of a lead molecule or macromolecular
target, or determining the structure of
the macromolecule–ligand complex, and
using this information to design new
drugs. The questions that may be asked
when embarking on structure-based de-
sign projects are:

• What are the solution and bound
conformations of the ligand?

• What is its charge/tautomeric state?
• Which functional groups bind to the

receptor and what charge state are they
in?

• What is the structure of the receptor?
• Which parts interact with the ligand?
• What is the geometry of the lig-

and–receptor complex?
• What are the kinetics of binding and

are there dynamic motions of ligand,
receptor, or the complex?

Table 3 summarizes these and other
questions and indicates the type of NMR
approaches that can provide answers.
Remaining sections of this chapter are
organized around the headings identified
in Table 3.

In considering these questions, it is
convenient to distinguish between ligand-
based design, where the structural focus is

on the small lead molecule, and receptor-
based design, where the aim is to deter-
mine the structure of the macromolecular
target. The NMR methods used in ligand-
based design have been well established for
many years, based on the use of NMR by
organic and natural product chemists for
more than four decades. However, there
have been some important recent advances
in NMR methods such as the use of pulsed-
field gradients, and in the combination of
NMR with other technologies such as LC
and MS, which promise to enhance ap-
plications in this field. The use of NMR
to determine the three-dimensional struc-
tures of macromolecules is a newer field,
which commenced only in 1985 and is still
rapidly evolving. NMR screening is a still
newer approach, developed around 1996.
Ligand-based and receptor-based design
are examined in Sects. 2 and 3, respec-
tively, and screening-based approaches are
examined in Sect. 4.

2
Ligand-based Design

Many naturally occurring molecules have
potent bioactivity that renders them useful
as leads in the drug design process. These
may be naturally occurring hormones,
neurotransmitters, or other endogenous
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Tab. 3 Information on ligands, macromolecules and their complexes sought in structure-based
design and relevant NMR technologies used to derive this information.

Target Information NMR Technology

Ligand Solution conformation 1D/2D NMR
Charge/tautomeric state Chemical shift/titrations
Solution dynamics Line-shape/relaxation analysis
Pharmacophore models All of the above, and TrNOE, of

multiple ligands
Bound ligand conformation TrNOE

Macromolecule 3D structure 2D/3D/4D NMR
Macromolecular dynamics Relaxation time measurements
Structure of articulated

macromolecules (e.g.
multimeric or
membrane-bound receptors)

TROSY

Ligand–macromolecular
complex

Stoichiometry of complex
Kinetics of binding

Chemical-shift titration
Line width, titration analysis

Location of interacting sites HSQC, isotope editing
Orientation of bound ligand NOE docking
Bound ligand conformation TrNOE
Structure of complex 3D/4D NMR
Dynamics of complex Relaxation time measurements

molecules, or they may be bioactive
molecules from plants or microorganisms.
Furthermore, screening programs on syn-
thetic compound libraries frequently result
in the discovery of bioactive molecules,
which then become starting points in drug
design. The general aim of ligand- or
analog-based design is to determine the
structure and conformation of a known
bioactive molecule and then mimic this
conformation in a designed lead com-
pound, with the aim of improving its
activity or druglike properties. The fol-
lowing sections examine various aspects
of ligand-based design and illustrate them
with examples.

2.1
Structure Elucidation

If the bioactive molecule is a synthetic
product, its structure may be rapidly

deduced by a simple comparison of NMR
parameters (often combined with MS) of
the product relative to those of the known
precursor, to see whether the desired
chemical transformation has taken place.
If the bioactive compound is an unknown
molecule discovered in an active fraction
in bioassay-guided screening, then the first
step is to elucidate its structure. Typical
molecules that form the basis of such
natural products-based drug discovery
studies include ‘‘organic’’ natural products
as well as small peptides and proteins.
The approaches to structure elucidation
for natural products and peptides/proteins
are a little different from each other and
are described in turn.

2.1.1 Structure Elucidation of Natural
Products
In the case of nonpeptidic natural prod-
ucts, the main structural focus initially is
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to elucidate the carbon framework. This
normally involves a combination of 1D 1H
and 13C-NMR, followed by homonuclear
(DQF-COSY, TOCSY, ROESY, or NOESY)
and heteronuclear (HSQC, HMBC) 2D ex-
periments. Heteronuclear multiple bond
correlation (HMBC) spectra are particu-
larly valuable because they assist in tracing
the backbone of the molecule. Such spectra
display cross peaks between a 13C nu-
cleus and protons connected within two
or three bonds and, in doing so, provide
valuable information on molecular con-
nectivity. Figure 6 shows typical HMBC
correlations seen for selected regions of
taxol, a plant-derived natural product that
is currently a leading treatment for breast
and ovarian cancers. Although the struc-
ture of taxol itself was originally deduced
from a combination of X-ray crystallo-
graphy on a degradation product and
a range of 1H and 13C spectra in the
1970s, before HMBC spectra had been
invented, HMBC spectra have been widely
used for studies of the many taxol

derivatives that have been examined in
the last decade.

Elucidation of the carbon framework of
natural products often yields substantial
information about the three-dimensional
structure at the same time, but if there
are remaining questions on the stereo-
chemistry of chiral centers or other factors
affecting the three-dimensional structure,
these can usually be resolved from NOESY
spectra and/or an analysis of coupling con-
stants. We will return to the taxol example
later in Sect. 2.2 when describing confor-
mational analysis.

2.1.2 Structure Determination of
Bioactive Peptides
In contrast to the process described for
organic molecules, the structure eluci-
dation of peptide-based natural products
involves two distinct steps: (1) the eluci-
dation of the primary structure (amino
acid sequence) followed by (2) the deter-
mination of secondary/tertiary structure.
The primary structure determination is
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Fig. 6 Illustration of the HMBC correlations (arrows) used to assign the positions
of two of the methyl quaternary methyl groups in taxol.
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routinely done through Edman sequenc-
ing, or more recently by MS−MS methods.
NMR plays a key role in the elucidation
of the secondary and tertiary structure of
peptides, mainly based on 2D homonu-
clear NMR spectroscopy. A combination
of DQF-COSY and TOCSY (TOtal Cor-
relation SpectroscopY) spectra are used
to assign spin systems to amino acid
types and then NOESY spectra are used
to sequentially assign the resonances to
individual protons in the peptide. The
three-dimensional structure is then deter-
mined by deriving a series of internuclear
distance restraints from the NOESY spec-
trum and using them in a simulated
annealing algorithm to calculate a family
of structures consistent with them.

Because the structure determination of
peptides and proteins represents a very
important contribution of NMR to the drug
development process, it is informative to
describe the process in more detail. To do
this, we will use the recently developed
peptide-based drug MVIIA as an example.

2.1.2.1 NMR structure of Prialt (MVIIA):
a novel treatment for pain. MVIIA, now
known as Prialt, is a 25-amino acid pep-
tide originally discovered from the venom
of the marine cone snail, Conus magus.
Like other ω-conotoxins, it is a potent
blocker of N-type calcium channels, giv-
ing it a wide range of potential therapeutic
applications. When delivered intrathecally
(i.e. through spinal infusion), it is ap-
proximately 1000 times more potent than
morphine as an analgesic and has great
potential for the treatment of intractable
cancer pain. Figure 7 shows the peptide
sequence and illustrates selected regions
of the TOCSY and NOESY spectra.

As seen in Fig. 7, the TOCSY experi-
ment is useful for classifying spin sys-
tems to amino acid type, with typically

the most useful region being the ‘‘skew-
ers’’ emanating from individual NH shifts
(∼7–10 ppm). For each NH proton in
the peptide, a series of cross peaks to
the α, β, and other side-chain protons is
observed and these patterns define the
spin system as belonging to a particular
type of amino acid. Note, however, that
there is some degeneracy in the resul-
tant patterns. The NH side-chain pattern
is truncated if there is a break of more
than three bonds between protons within
the spin system. This means, for exam-
ple, that the skewers for aromatic residues
extend only as far as the β-protons and
they therefore appear similar to other
‘‘AMX’’ residues such as Cys, Ser, Asp,
or Asn. Nevertheless, the ability to as-
sign signals to either individual amino
acid types or to the AMX group is a
useful starting point in the assignment.
However, such spectra provide no infor-
mation about the sequential location of an
amino acid if it is not unique in the se-
quence. These sequential assignments are
obtained from the NOESY spectrum, as
illustrated in the sequential walk shown in
the middle panel of Fig. 7. The aim of the
sequential assignment process is to locate
adjacent amino acid spin systems, prin-
cipally through a cross peak between the
αH proton of one residue (i) and the NH
of the following residue (i + 1), often de-
noted as dαN(i, i + 1). Additional support
for the assignment is usually also sought
in dβN(i, i + 1) and dNN(i, i + 1) correla-
tions. At the early stages of an assignment,
it is impossible to be certain whether a
particular cross peak is a sequential or
longer range cross peak; however, as the
assignment procedure progresses, ambi-
guities become resolved. The assignment
process is generally highly convergent, in
that once a series of correct assignments is
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Fig. 7 Schematic
representations of 2D-NMR
spectra of the conotoxin MVIIA.
(a) The fingerprint region of the
TOCSY spectrum with selected
spin systems marked.
(b) Fingerprint region of the
NOESY spectrum showing two
(K2-A6 and L11-Y13) sequential
walks. (c) NH−NH region of
the NOESY spectrum showing
correlations between the NH
protons of D14 and G15; C16
and T17; and S22 and G23.
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made, the number of choices for remain-
ing cross peaks diminishes, in principle
making their assignment easier.

Because peptides are polymers of amino
acid units, the repeated NH, Hα, and side-
chain protons tend to fall in characteristic

chemical-shift ranges that can be useful in
looking for patterns to identify amino acid
types. Table 4 shows the typical chemical
shifts for each of the 20 common amino
acids when located in a ‘‘random-coil’’
environment. It is important to stress that
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Tab. 4 1H chemical shifts for the 20 common amino acid residues in random-coil peptides.

Residue NH αH βH Others

Ala 8.24 4.32 1.39
Arg 8.23 4.34 1.89, 1.79 γ CH2 1.70, 1.70

δCH2 3.32, 3.32
NH 7.17, 6.62

Asn 8.40 4.74 2.83, 2.75 γ NH2 7.59, 6.91
Asp 8.34 4.64 2.84, 2.75
Cys 8.43 4.71 3.28, 2.96
Gln 8.32 4.34 2.13, 2.01 γ CH2 2.38, 2.38

δNH2 6.87, 7.59
Glu 8.42 4.35 2.09, 1.97 γ CH2 2.31, 2.28
Gly 8.33 3.96
His 8.42 4.73 3.26, 3.20 2H 8.12

4H 7.14
Ile 8.00 4.17 1.90 γ CH2 1.48, 1.19

γ CH3 0.95
δCH3 0.89

Leu 8.16 4.34 1.65, 1.65 γ H 1.64
δCH3 0.94, 0.90

Lys 8.29 4.32 1.85, 1.76 γ CH2 1.45, 1.45
δCH21.70, 1.70
εCH2 3.02, 3.02
εNH3

+ 7.52
Met 8.28 4.48 2.15, 2.01 γ CH2 2.64, 2.64

εCH3 2.13
Phe 8.30 4.62 3.22, 2.99 2,6H 7.30

3,5H 7.39
4H 7.34

Pro 4.42 2.28, 2.02 γ CH2 2.03, 2.03
δCH2 3.68, 3.65

Ser 8.31 4.47 3.88, 3.88
Thr 8.15 4.35 4.22 γ CH3 1.23
Trp 8.25 4.66 3.32, 3.19 2H 7.24

4H 7.65
5H 7.17
6H 7.24
7H 7.50
NH 10.22

Tyr 8.12 4.55 3.13, 2.92 2,6H 7.15
3,5H 6.86

Val 8.03 4.12 2.13 γ CH3 0.97, 0.94

The backbone shifts (αH and NH, ppm) are from Wishart, D.S., Bigam, C.G., Holm, A., Hodges, R.S.,
Sykes, B.D. (1995) 1H, 13C and 15N random-coil NMR chemical shifts of the common amino acids. I.
Investigations of nearest-neighbor effects, J Biomol NMR 5, 67–81. The remaining shifts are from
W

..
uthrich, K. (1986) NMR of Proteins and Nucleic Acids, Wiley, New York.
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these shifts can vary quite considerably in
structured proteins (by up to several ppm)
and are more useful for pattern recognition
purposes than for exact identification of a
particular residue. In the case of the Hα

protons, the differences between the actual
shifts in a structured protein and these
random-coil values have an additional
important use, in that they provide an
indication of the local secondary structure.
Intuitively, the further a chemical shift is
from a random-coil value, the more likely
it is attributed to the corresponding atom
being in a structured environment.

After the assignment is complete, it
is possible to derive substantial informa-
tion about the secondary structure from
an analysis of chemical shifts, coupling
constants, and NOEs, even before the
three-dimensional structure calculations
are commenced. Figure 8 shows a typical
summary of the relevant NMR informa-
tion, again using the data for MVIIA as
an example. Trends in these data provide
a general indication of major elements
of secondary structure. For example, a
series of strong dαN(i, i + 1), relative to
dNN(i, i + 1) NOEs often indicates an ex-
tended or β-type structure, whereas strong
dNN(i, i + 1) NOEs indicate local helical
structure or turns. Large JαN coupling
constants (>8.5 Hz) are associated with ex-
tended structure and small ones (<5 Hz)
are associated with helical structure. Sim-
ilarly, deviations of chemical shifts from
random-coil values, often represented in
terms of ‘‘chemical shift indices,’’ indi-
cate extended (positive values) or helical
structure (negative values).

An additional useful parameter is the
exchange rate of amide protons after dis-
solution of the sample in D2O. Slowly
exchanging amide protons indicate pro-
tection from solvent and possible in-
volvement in intramolecular hydrogen

bonds associated with elements of sec-
ondary structure. All of the NMR and
slow exchange data can be consolidated
to give an accurate representation of sec-
ondary structure, as indicated in the lower
panel of Fig. 8. In the case of MVIIA, a
triple-stranded β-sheet may be deduced
on the basis of the local NOE, cou-
pling, chemical shift, and amide-exchange
NMR data.

Once all peaks in the 2D spectra have
been assigned, cross peaks in the NOESY
spectrum are used to derive a series
of interproton distance restraints. These
are then used in a simulated annealing
algorithm to calculate a family of 3D struc-
tures consistent with the input restraints.
Figure 9 shows two commonly used meth-
ods of representing such NMR-derived
structures, either as a stereoview of the
superimposed family of structures or as
a ribbon diagram, in which elements of
secondary structure are highlighted. For
the latter representation, the lowest en-
ergy or average member of the ensemble
is often chosen as representative of the
structure. It is important, however, to ex-
amine the full ensemble to gain a complete
understanding of the structure. Regions of
disorder in the ensemble can be indicative
of a lack of sufficient distance restraints,
perhaps attributable to overlap or assign-
ment errors, or may be related to local
flexibility.

In the case of MVIIA, the peptide itself
is being clinically developed as the active
drug for administration through the in-
trathecal (spinal infusion) route. However,
in general, peptides have a range of poten-
tial disadvantages as drugs, including poor
bioavailability and susceptibility to prote-
olytic breakdown. Thus, for many cases
involving peptide-based leads, the struc-
tural information of the type described
above might be used as a starting point
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Fig. 8 A summary of the NMR data observed
for MVIIA. (a) Hα−NH sequential NOEs.
(b) NH−NH sequential NOEs. (c) Hβ−NH
sequential NOEs. (f−h) Other short-range
NOEs. The thickness of the bar indicates the
strength of the observed NOE (weak, medium,
or strong). (d) Three-bond NH−Hα coupling
data, where upward-pointing arrows indicate a
large coupling (>8 Hz) and downward-pointing
arrows indicate a small coupling (<5 Hz).
(e) H/D exchange data, where a filled circle

represents a slow exchanging NH.
(i) Chemical-shift index (CSI) data. The CSI uses
a scoring system that compares Hα shifts to
random-coil chemical shifts. A sequence of
consecutive +1 scores is indicative of
β-structure, whereas a sequence of consecutive
−1 scores suggests helical structure. (j) The
β-sheet of MVIIA. Double-headed arrows
indicate observed NOEs and broken lines
indicate proposed H bonds.

to design smaller constrained peptides or
nonpeptidic mimics. This is the case, for
example, in the development of endothelin
antagonists described below.

2.1.2.2 Endothelin as a lead in ligand-
based design. Endothelin (ET), shown in
Fig. 10, is a 21-amino acid endothelial-
derived constricting factor that has gained
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(a) (b)

Fig. 9 (a) A stereoview of the superimposed backbone structures of the 20 lowest energy
conformations for MVIIA (reproduced from Nielsen, K.J., Thomas, L., Lewis, R.J.,
Alewood, P.F., Craik, D.J. (1996) J. Mol. Biol. 263, 297). (b) Ribbon diagram of MVIIA.
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Fig. 10 (a) Primary sequence and disulfide connectivities of endothelin-1 (ET-1).
(b) Primary structure of the cyclic endothelin antagonist BE18257B and (c) a family of
36 NMR structures, which demonstrate the well-defined nature of the cyclic peptide
backbone.

prominence as a pharmacological lead
molecule. Interest in the peptide arose
because of its potent renal, pulmonary,
and neuroendocrine activities. Endothe-
lin and its isoforms have been impli-
cated in a wide variety of disease states
including ischemia, cerebral vasospasm,

stroke, renal failure, hypertension, and
heart failure. It exerts its pharmaco-
logical effect by acting on specific G-
protein-coupled receptors. In mammalian
species, two receptors, ETA and ETB, have
been cloned; both are widely distributed
in human tissue and are distinguished
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by different responses to various ET
isoforms.

The NMR-derived three-dimensional
structure of ET-1 consists of several dis-
tinct regions, including a random-coil N
terminus, a β-turn involving residues 5–8,
followed by a short helical region and a
flexible C-terminal tail. The presence of
the flexible tail in solution is not surpris-
ing, as may be imagined from the primary
sequence shown in Fig. 10. Although so-
lution structures of ET and its analogs
determined by NMR have been valuable in
defining the gross conformation of these
molecules, the flexibility of the tail in solu-
tion makes it difficult to extrapolate to the
bound state. Indeed, an X-ray structure
of ET-1 has quite a different structure for
the C-terminal tail than for the random-
coil arrangement in solution. The bound
conformation may be different again.

There is clearly an advantage in hav-
ing lead molecules with reduced flexibility,
given that their solution conformation will
intrinsically provide a better reflection of
the bound conformation. In addition, the
development of a more rigid drug will re-
duce unfavorable entropic contributions
to binding energy. Indeed, a range of
small cyclic peptides that are ETA- or ETB-
selective antagonists have been discovered
and provide valuable leads to the devel-
opment of potential therapeutics. NMR
studies have been instrumental in de-
termining their solution conformations.
For example, the rather well-defined so-
lution conformation of the ETA-selective
antagonist BE18257B (shown in Fig. 10)
contrasts with the flexibility of the tail re-
gion of ET that this peptide is thought
to mimic. The discovery and development
of these molecules illustrate the principle
that cyclic peptides are often more suitable
than linear peptides as lead ligands in drug
design. In addition to their better defined

and less-flexible conformations than those
of their linear counterparts, they generally
have improved bioavailability and resis-
tance to protease attack.

We shall return to endothelin as a lead
in drug design, in relation to a nonpep-
tidic antagonist. The underlying theme
illustrated by the endothelin example is
that ligand-based design often proceeds
from initial studies of flexible endogenous
molecules (particularly peptides) to con-
strained mimics (e.g. cyclic peptides) and
often culminates in the development of
nonpeptidic drug leads. NMR assists by
defining the structures of the lead and
subsequent molecules.

2.1.3 Instrumental Advances and their
Impact on Structure Elucidation
Over the last few years, there have been sev-
eral exciting instrumental developments
that promise to dramatically expand the
role NMR will play in the drug discovery
process. These relate to the combination
of NMR with other technologies such as
LC and/or MS and the use of NMR to
directly monitor reactions carried out on
solid-phase resins. The latter promises
to indirectly enhance drug discovery pro-
grams by improving the monitoring and
hence efficiency of solid-phase combina-
torial synthesis. Effectively, resin-based
syntheses can be monitored at successive
stages without the need to cleave interme-
diate products from the resin.

As already mentioned, the additional
sensitivity brought about by cryoprobe
technology promises to enhance a wide
range of NMR applications, but will be
particularly important in natural products-
based drug discovery. In many cases, only
limited amounts of pure compounds are
isolated from natural product extracts and
sensitivity has been a major limiting factor
on structure elucidation. LC/MS/NMR
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systems will greatly improve the efficiency
of such analyses by minimizing the need
for separate sample-handling steps for the
different analytical technologies.

2.2
Conformational Analysis

Usually only 1D or 2D NMR methods
are required to determine the solution
conformation of bioactive ligands. Useful
tools include analysis of chemical shifts,
coupling constants, and NOEs. An as-
sumption inherent in the application of
such studies to drug design is that the
solution conformation will be maintained
on binding to the receptor. This is justi-
fied in the case of relatively rigid ligands.
However, for potentially flexible ligands,
the possibility of changes in conformation
on binding must be considered, as noted
above for the case of endothelin.

Coupling constants and NOEs are the
main NMR parameters used in deter-
mining the solution conformations of

drug leads. NOEs provide information
about through-space proximity. Three-
bond vicinal-coupling constants are partic-
ularly valuable because their dependency
on the intervening dihedral angle through
the Karplus relationship allows local geom-
etry to be determined. This is illustrated
in Fig. 11 for taxol. Although there are
several vicinal-coupling constants in this
molecule (Fig. 6), only one 3JH2H3 occurs
in a region of the molecule that is expected
to be conformationally rigid and thus suit-
able for conformational determination by
use of coupling constants. In taxol and
a range of analogs, this coupling is in
the range 4–7 Hz, consistent with partially
eclipsed dihedral angles of approximately
120–140◦ for this ring-constrained struc-
ture. This is in good agreement with the
X-ray structure of a taxol analog, where
the angle is 120◦. Note that, in general,
such a Karplus analysis does not give a
unique solution unless several coupling
constants sampling the same dihedral an-
gle are present and is reliant on the
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Fig. 11 Illustration of the Karplus relationship between three-bond
scalar coupling constants and the dihedral angle of the intervening
bond. The relationship is indicated for the phi (�) torsion angle of the
H2 and H3 protons within the rigid core of taxol and related derivatives.
See Fig. 6 for the structure of taxol.
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assumption that the molecule exists only
in a single conformation in solution. Al-
though it is generally believed that this
is the case for the core of taxol, recent
relaxation data described in Sect. 2.5 sug-
gest that this conclusion may need to be
reexamined.

In addition to studies of the taxol core,
there have been a large number of studies
of the conformations of the side chains of
taxol, and it appears that these are certainly
flexible and that the molecule may adopt
both extended and folded conformations
of the side chains. In a case like this,
the observed vicinal-coupling constants
are a weighted average of those from the
participating conformers.

2.3
Charge State

An advantage of NMR over other structural
techniques such as X-ray crystallography
is that it has the potential to provide

information not only on structure but also
on the electronic properties of molecules.
Many drug leads contain ionizable groups
and a determination of their charge state
in solution and/or at the bound site
is important in the design of analogs.
Simple plots of chemical shifts as a
function of pH for nuclei near these
ionizable groups provide a convenient way
of determining the pKa value and hence
the charge state. This is illustrated for
Prialt in Fig. 12, where it was suspected
that one of the ionizable groups in
the molecule, Asp14, may be involved
in a stabilizing salt–bridge interaction.
This was confirmed by noting that the
pKa value for this residue is lowered
considerably relative to the usual value
for Asp. The β-proton chemical shifts
were essentially independent of pH over
the range 3–7 (indicating a pKa < 3),
whereas those of a control, random-coil
peptide, titrated as expected over this
range.
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Fig. 12 Chemical-shift changes of the β-protons of Asp14 in MVIIA
illustrating the lack of titration of the adjacent carboxyl group,
indicating its involvement in salt bridge. By contrast, the shift of a
control random-coil peptide varies with an apparent pKa value of 3.7,
as expected for an uncomplexed carboxyl moiety in peptides.
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2.4
Tautomeric Equilibria

Tautomerization is a relatively common
feature of drug molecules that is amenable
to analysis through the use of chem-
ical shifts or coupling constants as
probes. This was recently demonstrated
in a study of some nonpeptide endothe-
lin analogs. Starting from the modestly
active compound (1) (Table 5), derived
by screening a compound library for
ETA antagonists, the nanomolar inhibitor
(2) was developed. Further optimization
through examination of electronic and
structural requirements led to the sub-
nanomolar inhibitor (3), which was sub-
sequently put forward for evaluation in a

number of preclinical disease models for
stroke.

These molecules display keto-enol tau-
tomerization, as illustrated in the keto-enol
structures. The open form keto-acid salts
and the closed-form butenolides exist in
a pH-dependent equilibrium in solution,
and at physiological pH, both forms exist.
In principle, the biological activity could
reside in either or both forms.

The extent of tautomerization was es-
tablished by evaluation of NMR spectra
as a function of pH, from 2.65–9.05. At
acidic pH, compound (2) exists essentially
in the closed butenolide form. Because the
pH is slowly raised by addition of NaOD,
the spectrum begins to exhibit properties
associated with the open form keto acid,

Tab. 5 Substitution pattern and receptor-binding affinity of nonpeptidic endothelin antagonists.

Compound R1 R2 IC50 [nM]

ETA ETB

(1) PD012527 Cl H 430 27000
(2) PD 155080 OCH3 H >0.4 4550
(3) PD156707 OCH3 3,4,5-OCH3 0.3 780
(4) OCH3 3,5-OCH3,4-O(CH2)3SO3Na 0.38 1600

From Patt, W.C., Edmunds, J.J., Repine, J.T., Berryman, K.A., Reisdorph, B.R., Lee, C., Plummer, M.S.,
Shahripour, A., Haleen, S.J., Keiser, J.A., Flynn, M.A., Welch, K.M., Reynolds, E.E., Rubin, R.,
Tobias, B., Hallak, H., Doherty, A.M. (1997) Structure-activity relationships in a series of orally active
gamma-hydroxy butenolide endothelin antagonists, J. Med. Chem. 40, 1063–1074 and Patt, W.C.,
Cheng, X.M., Repine, J.T., Lee, C., Reisdorph, B.R., Massa, M.A., Doherty, A.M., Welch, K.M.,
Bryant, J.W., Flynn, M.A., Walker, D.M., Schroeder, R.L., Haleen, S.J., Keiser, J.A. (1999) Butenolide
endothelin antagonists with improved aqueous solubility, J. Med. Chem. 42, 2162–2168.
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and at basic pH the compound is essen-
tially all in the open form. The coupling
pattern shown by the benzylic protons is
a particularly characteristic marker of the
tautomeric process. At acidic pH, the ben-
zylic protons exhibit an AB quartet pattern
consistent with the ring-closed structure.
As the pH is raised, this pattern coalesces
to a singlet, broad at neutral pH and sharp
at basic pH, as would be expected with the
open form keto-acid structure. After the
pH was basic, addition of DCl to acidify
the solution caused the spectrum to return
to its original appearance, consistent with
a reversible tautomerization process.

Identical biological results were obtained
with the salt and closed butenolide form
in all pharmacological assays, reflecting
equilibration at physiological pH. This
made it difficult to identify the biologically
active form from these experiments alone,
although methylation of the OH group
in compounds (1–3) resulted in a loss
of activity. Because these analogs cannot
tautomerize to form open keto acids,
it seems likely that the open form is
responsible for activity.

In addition to its impact on the biolog-
ically active form, the tautomeric process
has profound implications for formulation
of drug candidates, as illustrated in some
recent development work on compound
(3). Although it is easy to synthesize and
isolate water-soluble salts of the keto acids,
once they are placed in aqueous solution
the tautomeric equilibrium determines

how much of each form is present. In-
deed, if the closed butenolide tautomer is
sufficiently water insoluble, it can precipi-
tate out of solution and the equilibrium
can drive the complete precipitation of
the compound. Although (3) has good
oral activity, its intravenous use is lim-
ited by the insolubility of the closed-form
butenolide tautomer without the use of
a specific and complex buffered formu-
lation. Thus, in recent work, a series of
water-soluble butenolides was developed
to overcome this limitation for parenteral
uses. This culminated in the development
of (4) (Table 5), currently in preclinical
evaluation.

This description of the development of
(4) provides a good illustration of the fact
that the synthesis of an active molecule is
not the end of the drug development path-
way, and that formulation considerations
can be critical. In this case, NMR played
a significant role in understanding tau-
tomeric processes that had a direct bearing
on solubility and hence formulation.

2.5
Ligand Dynamics: Line-shape and
Relaxation Data

It is increasingly being recognized that
the solution molecular dynamics of drugs
may have an important role in modulating
biological activity. For example, dynamics
may influence entropic contributions to
the free energy of binding. In general,
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the more flexible a ligand is, the more
unfavorable will be the loss in entropy
on binding, assuming a relatively rigid
bound state of the ligand. However, in
some cases flexibility of a ligand may be a
positive factor. This applies, for example,
if a degree of flexibility is required to
allow a ligand access to a buried active
site, or if activation of a receptor requires a
conformational change mediated by ligand
binding. Therefore, knowledge of the
flexibility of lead molecules is an important
supplement to the structural and electronic
information available from NMR.

The two major NMR methods for ob-
taining information on ligand flexibility
are line-shape analysis and relaxation mea-
surements (usually 13C or 15N T1, T2,
or heteronuclear NOE measurements). In
general terms, the former is sensitive
to motions in the milli- to microsecond
timescale and the latter in the nanosecond
timescales. To some extent, structure cal-
culations on peptide-based lead molecules
can also give an indication of regions
of flexibility from an examination of lo-
cal regions of disorder among a family
of calculated structures. Caution must be
exercised because other factors can con-
tribute to disorder, although in many cases
there is a connection between disorder
in a structural ensemble and molecular
flexibility.

In an example that illustrates the applica-
tion of NMR relaxation measurements for
studying ligand flexibility, Kessler and col-
leagues investigated the role of disulfide
bonds in the α-amylase inhibitor, ten-
damistat. This small protein contains two
disulfide bonds (C11–C27 and C45–C73)
and opening of the latter is known to
reduce the melting temperature of the pro-
tein (i.e. reduce its stability), but not affect
its α-amylase inhibitor function. The lat-
ter observation suggests that this disulfide

bond may not affect either the struc-
ture or the dynamics of the molecule. To
investigate this possibility, heteronuclear
NOE measurements were used to deter-
mine the effect of the selective removal of
the single disulfide bond on the dynam-
ics of the molecule. To assess structural
changes, chemical-shift differences, in-
trastrand NOE effects, and protected amide
protons were measured for the disulfide-
deficient variant C45A/C73A and wild-type
tendamistat. Removal of the C45–C73
bond by the C45A/C73A mutation was
found to have no influence on the β-barrel
structure, apart from very local changes
at the mutation sites. 13C and 15N relax-
ation data showed that the only region of
significant internal mobility in either the
wild-type or variant protein was at the N
terminus. There was little difference in in-
ternal flexibility between the two proteins,
consistent with their similar α-amylase in-
hibitory activity. In this case, it appears
that the role of the C45/C73 disulfide bond
is more related to thermodynamic stability
and the secretion efficiency of the protein
rather than to limiting its flexibility.

The thyroid hormones, exemplified by
thyroxine (5), provide an example of the
use of both line-shape analysis and NMR
relaxation time measurements to give an
insight into the internal flexibility, and
perhaps the mode of action, of phar-
maceutically important molecules. The
thyroid hormones act by binding to a
nuclear receptor and appear to control
receptor function by inducing a conforma-
tional change that directs the alignment
of functionally critical secondary-structure
elements of the receptor. Synthetic thy-
roxine is widely used for the treatment of
thyroid disorders and indeed has been the
second most widely prescribed drug in the
United States over recent years.
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Table 6 shows experimental 13C T1 and
heteronuclear NOE data for thyroxine
together with best-fit theoretical values for
these parameters based on two different
models of the motion of thyroxine in
solution. A simple isotropic model, in
which the drug is regarded as a rigid
body tumbling in solution, is clearly
unable to simultaneously fit the T1 and
NOE data, whereas the two-state jump
model, which incorporates a degree of
internal mobility based on rapid flipping
between conformational states, is better
able to account for the experimental data.
Although it is difficult to precisely define
the nature of the internal motion, it is clear
that rapid (nanosecond) internal motion is
present, and this appears to involve small-
amplitude torsions about the aromatic
ring axes. The correlation time for overall
tumbling of thyroxine was deduced to be

approximately 0.35 ns, with the internal
motion approximately 30-fold faster.

Studies of the 1H-NMR spectrum of thy-
roxine as a function of temperature had
earlier demonstrated the presence of ad-
ditional larger amplitude, but slower ring
flips. At low temperature, two signals were
seen for the H2′ and H6′ protons. These
signals broadened with increasing tem-
perature, then coalesced and sharpened
as the temperature was further increased.
This was attributed to exchange of the en-
vironments of the two protons brought
about by 180◦ rotation of the ‘‘outer’’
ring of thyroxine. Substitution of the ob-
served coalescence temperature (Tc) and
the chemical-shift difference of the two
signals at low temperature (δν) allowed the
free energy of activation for this slow ring
flip process to be established from Eq. 1

	G �= = 19.14 Tc

[
9.97 + log

(
Tc

δν

)]
(1)

The derived barriers for several
thyroid hormones are in the range
36–38 kJ mol−1, which corresponds to
large-amplitude ring flips on the milli-
to microsecond timescale. From a
combination of the relaxation data and the

Tab. 6 13C NMR Chemical shift and relaxation data for thyroxine.

Position Chemical Experimentala Theoreticalb

shift [ppm]
Isotropic motion Two-state internal

motion

T1[s] NOE T1[s] NOE T1[s] NOE

C2′,6′ 127.3 0.63 2.53 0.63 2.96 0.63 2.53
C2,6 142.6 0.63 2.63 0.63 2.96 0.63 2.58
C-α 57.1 0.51 2.37 0.51 2.94 0.51 2.57
C-β 36.4 0.64 2.29 0.64 2.96 0.64 2.51

aMeasured relaxation data at 75 MHz and 305 K.
bTheoretical best-fit values based on the indicated models for molecular motion.
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dynamic line-shape analysis data, it was
possible to propose a unified model that
accounts for both the fast and slow internal
motions, as summarized in Fig. 13.

In this model, both aromatic rings of the
thyroid hormones jump rapidly between
two energetically equivalent conforma-
tions on a nanosecond timescale (a ↔ b
and c ↔ d in Fig. 13). The half-angle
of the jump varies, depending on the
solvent, corresponding to an average dis-
placement of about 90◦ between the two
extreme jump positions. These separate

states are not detectable on the chemical-
shift timescale but lead to an average
proximal environment for Ha and an aver-
age distal environment for Hb (attributed
to rapid interchange between a and b
in Fig. 13), which are seen in the low
temperature spectra. However, these fast
motions are detected by relaxation studies.
Although the rate of this motion is rapid,
its amplitude is not sufficient to average
the environment of proximal and distal
protons. Occasionally (about once every
1000 jumps), the outer ring jumps further
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Fig. 13 Schematic illustrations of motions of
the outer ring of thyroxine. The dotted line
through the outer ring shows the jump axis
about which the ring rotates. (a) Ha is shown in
the proximal position and is closer to the viewer
than Hb because the torsion angle phi (�)′ is
greater than 0◦. This conformation corresponds
to one of the two states of the two-state jump
model and agrees with the ‘‘twist’’ of the outer
ring observed in the crystal structure.
(b) Rotation about the dotted line through the
center of the outer ring moves Ha away from the
viewer and brings Hb toward the viewer. This
corresponds to the second state of the outer ring
in the two-state jump model. (c) Hb is now in
the proximal position and closer to the viewer

than Ha. (d) Hb is in the proximal position and
is now further from the viewer than Ha.
Transition from a to b and from c to d involves
small-amplitude jumps on the nanosecond
timescale and is detected by NMR relaxation
measurements. Although not illustrated in the
figure, the inner ring also exhibits this type of
motion. Transitions a to c and b to d result in
180◦ flips of the outer ring and exchange of the
environments of Ha and Hb. This ring flip occurs
on a microsecond timescale and is detected by
variable-temperature line-shape studies.
(Reprinted with permission from the American
Chemical Society from Duggan, B.M., Craik, D.J.
(1996) J. Med. Chem. 39, 4007.)
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than the nominal 90◦ range, exchanging
the environments of the proximal and dis-
tal protons (a ↔ c and b ↔ d in Fig. 13).
Although the actual rate of an individ-
ual ring flip is rapid, the effective rate
of the process is on the microsecond
timescale, because on average a large num-
ber of small-amplitude jumps occur for
every large-amplitude ring flip. It is the
exchanging of proximal and distal pro-
tons on the microsecond timescale that is
detected by the variable-temperature line-
shape studies.

The fact that thyroxine is apparently
able to so freely move over a moder-
ately large region of conformational space
has implications for receptor binding.
The crystal structure of the thyroid re-
ceptor ligand-binding domain complexed
with the thyroid agonist 3,5-dimethyl-3′-
isopropylthyronine shows that the thyroid
hormones bind at the center of the hy-
drophobic core of the ligand-binding do-
main and may play a structural role in the
conformational changes that activate the
receptor. The structures of the retinoid-
X receptor ligand-binding domain and
the retinoic acid–retinoic acid receptor
ligand-binding domain complex indicate
that significant conformational changes
accompany ligand binding in those cases.
The conformational flexibility exhibited by
the thyroid hormones may also be required
for binding. It has been suggested that
the rapid ‘‘wiggling’’ of the aromatic rings
could enable the hormone to work its way
to the center of the ligand-binding domain
as the protein reorders itself about the
ligand and may in fact trigger receptor
conformational changes.

As briefly mentioned earlier, taxol pro-
vides another example where relaxation
time measurements provide an insight
into dynamics processes. Although it is
generally thought that the taxane core is

rigid, 13C relaxation data suggest that a
degree of flexibility (on the nanosecond
timescale) may be present and may vary
for different taxol analogs. In particular,
it appears that the removal of certain side
chains may introduce additional flexibility
into the core region that would not eas-
ily be predicted on the basis of a simple
inspection of the structure.

Another example of the application of
line-shape analysis to ligand dynamics
is described in Sect. 3.2 for the drug
trimetrexate when bound to dihydrofolate
reductase (DHFR). From that example
and earlier studies on DHFR, it is clear
that the techniques described earlier can
equally be applied to ligands when bound
to their receptor. In some cases, significant
but highly specific mobility appears to be
present at the bound site.

2.6
Pharmocophore Modeling: Conformations
of a Set of Ligands

Determination of the conformations of a
range of ligands all of which act at the
same receptor site can provide significantly
more information than just a single ligand
structure. With a sufficiently broad range
of ligands, it is often possible to generate
a pharmocophore model of the receptor
site, deduced on the basis of the conserved
structural features and the conformations
of the ligands. This has been done recently,
for example, for the ω-conotoxins, the
broad class of conotoxins to which Prialt

belongs. From structural studies of a range
of ω-conotoxins and from literature data
on various mutants with altered binding
affinities, it was determined that only a
localized region of the surface of these
molecules is involved in receptor binding.
This allowed a pharmocophore model of
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putative receptor-binding pockets to be
developed.

The advantage of such a pharmo-
cophore model is that smaller, nonpeptide
molecules that might have improved sta-
bility and bioavailability over their peptidic
counterparts can, in principle, be de-
signed. The NMR approach used in such
pharmocophore modeling often involves
a combination of many of the techniques
already described. By determining infor-
mation about structure and electronic
properties for a range of different ligands,
all acting at the same receptor site, it is
often possible to infer information about
the binding site, even if direct structural
studies of this site are not possible.

2.7
Limitations of Analog-based Design

Although a determination of the structure
of bioactive molecules is of key impor-
tance, there are distinct limitations on the
use of solution structures for drug de-
sign. In particular, unless the molecule is
rigid there is no certainty that the solution
conformation is the same as the bioac-
tive bound conformation. For this reason,
there has been a shift over recent years
to approaches in which information about
the bound state is obtained. The other
approach has been to probe the bound
conformation by making a range of con-
strained analogs of a flexible lead molecule,
as illustrated earlier for endothelin.

The most direct way of determining the
conformation of a drug lead is to determine
the full three-dimensional structure of
its receptor complex. This has now been
achieved in a significant number of cases
but represents a substantial undertaking,
as described in later sections of this
chapter. A simpler approach that has also
been applied is to use transferred nuclear

Overhauser effect (TrNOE) methods, as
described in the following sections. This
approach fits at the interface of ligand-
based design and receptor-based design. It
fits with the former because no knowledge
of the receptor structure is required, but
it also fits with the latter because it
requires the macromolecule of interest to
be included in the mixture to be analyzed.
It is appropriate therefore to introduce the
topic here but also to discuss it further in
Sect. 3.

2.8
Conformation of Bound Ligands:
Transferred NOEs

In ligand-based drug design, it is not
necessary to know the structure of the
receptor, or even the location of the
binding site, although the conformation of
the ligand bound to the receptor is crucial.
It is clearly better if this can be measured
directly rather than be inferred from the
conformation of the free ligand. In certain
circumstances this information on the
bound conformation can be obtained from
the TrNOE technique. This method takes
advantage of the fact that NOEs build up
more rapidly in a ligand–macromolecule
complex than they do in free ligand, and
given appropriate exchange conditions for
a mixture of ligand and macromolecule
(typically satisfied for KD ≥ 10−7 M−1),
then signals from a free ligand may be used
to determine the bound conformation.

Because it is not necessary to moni-
tor signals from the macromolecule in
this technique, as it is usually present
in substoichiometric amounts, thus re-
quiring only minimal amounts of what
is sometimes the more expensive compo-
nent of ligand–macromolecule complexes.
In addition, the molecular weight re-
strictions inherent in full 3D-structure
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determinations of complexes are amelio-
rated and the conformations of ligands
bound to very large macromolecules may
be determined. For example, the tech-
nique was recently used to determine the
structure of an antibiotic bound to the
ribosome and a range of other applica-
tions including enzyme–substrate, pro-
tein–carbohydrate, and protein–peptide
interactions have been reported.

In addition to its application as a tool
for determining bound conformations of
ligands, the TrNOE method has also been
used recently as a screening aid for the
identification of ligands from mixtures
that bind to a protein of interest. This
application is addressed in more detail
later in this chapter.

3
Receptor-based Design

Receptor-based design refers to the pro-
cess of determining the three-dimensional
structure of a macromolecular target and
using this information to design ligands
to interact with it. In general, there have
been few cases where the structure of
a macromolecule or receptor alone has
been successfully used to design, de novo,
a ligand to interact with that receptor.
However, such an approach is likely to
become more common with improved
computer-based approaches to molecu-
lar design in the future. Currently, the
most common approach is to study a
ligand–macromolecule complex and to
initiate the design process based on the
interaction of the lead ligand with the
macromolecule.

Although the structure of the macro-
molecule alone is of less interest than that
of the complex, in many cases a deter-
mination of the structure of the complex

follows from earlier studies on the un-
bound macromolecule. It is thus useful to
describe the approaches to structure deter-
mination of macromolecular targets. This
is followed by a discussion of the dynamic
aspects of protein structures in Sect. 3.1,
before addressing the main topic of macro-
molecule–ligand interactions in Sect. 3.2.

3.1
Macromolecular Structure Determination

The two major techniques for determining
three-dimensional structures of proteins
or nucleic acids are X-ray crystallography
and NMR spectroscopy. NMR has been
used to determine the structures of pro-
teins for only 20 years, with the first NMR
structure determination being made in
1985. NMR has a number of advantages
over X-ray crystallography, including the
fact that the requirement that the pro-
tein needs to be crystallized is avoided,
and that the dynamic information avail-
able from NMR studies complements the
structural information. A major disadvan-
tage of NMR spectroscopy, though, is that
it is currently limited to the determination
of structures of <35 kDa. With the devel-
opment of new NMR techniques, such as
TROSY, this seems certain to increase sig-
nificantly over the coming years, although
the fact remains that among all structures
currently deposited in the protein database
the average size of NMR structures is about
8 kDa, substantially smaller than the aver-
age size of protein structures determined
by X-ray crystallography. Despite this limi-
tation, NMR has made major inroads into
the macromolecular structure determina-
tion process, and currently approximately
one-fifth of all new structures deposited in
the protein database have been determined
by NMR spectroscopy.
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3.1.1 Overview of Approach
The basis for structure determination by
NMR is that, by determining a large
number of distance restraints between
pairs of protons, it is possible to re-
construct a three-dimensional image of
the molecule. These distance restraints
are derived primarily from NOE mea-
surements, which detect distances up to
about 5 ´Å. Over recent years, such dis-
tance restraints have been supplemented
by a range of other restraints, includ-
ing dihedral angle restraints derived from
coupling constant measurements and ori-
entation restraints derived from resid-
ual dipolar couplings. These restraints
are input into a simulated annealing al-
gorithm, which is used to calculate a
family of structures consistent with the
restraints.

NMR is unique in that it can pro-
vide detailed and specific information on
molecular dynamics in addition to struc-
tural information. The use of relaxation
time measurements allows the relative mo-
bility of individual atomic positions within
a macromolecule to be determined. The
dynamic information obtained includes
not only the rates or frequencies of in-
ternal motions but also their amplitudes.
Such amplitudes are often expressed by
order parameters. Not surprisingly, it is
observed in many cases that the termini
of proteins are more flexible than inter-
nal regions. More interestingly, NMR has
provided a number of examples where in-
ternal loops in proteins have been shown
to have dynamics that may be associated
with their function. A good example of
this is HIV protease, where NMR studies
have identified lowered order parame-
ters in the flap region of the molecule,
which may reflect flexibility to allow en-
try of substrates or inhibitors into the
active site.

In summary, a major strength of
NMR is that a global picture not only
of the structure but also of the dy-
namics of the macromolecular target is
obtained. Further, NMR provides infor-
mation on ionization states of titrat-
able groups and other electronic fea-
tures within macromolecules, which may
have an impact on ligand binding and
function.

3.1.2 Sample Requirements and
Assignment Protocols
Structure determination by NMR typically
requires 500 µL of a 1–2 mM solution of
the protein of interest. It is important
that the macromolecule does not aggregate
because this causes spectral broadening
and may preclude assignment. The sam-
ple should preferably be stable in solution
over the extended period of time required
to collect the range of NMR experiments
needed for assignment and structure de-
termination. Individual experiments may
last from a few hours to several days, with
several weeks of data acquisition required
for studies of larger proteins.

The particular set of NMR experiments
required for NMR structure determina-
tion depends on the size of the protein.
For smaller proteins (≤7 kDa) it is usu-
ally possible to determine the structures,
mainly using 2D NMR, without the need
for isotopic labeling, by use of proce-
dures described in detail earlier for Prialt.
For proteins in the range 7–14 kDa, 15N-
labeling and a combination of 2D/3D
NMR experiments is usually sufficient,
whereas for larger proteins 13C/15N la-
beling and 3D or 4D NMR is more
or less mandatory. For proteins at the
top end of the currently accessible range
(25–35 kDa), there are additional advan-
tages associated with partial deuteration of
the protein.
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3.1.3 Recent Developments
A number of recently developed methods
offer the potential for improving the
quality of NMR structures and for in-
creasing the size of proteins that can be
examined. In particular, the use of resid-
ual dipolar couplings and of anisotropic
contributions to relaxation provide new
kinds of restraints that promise to lead to
more accurate NMR structures. As already
mentioned, the TROSY method exploits
relaxation phenomena to produce spectra
with narrow lines and promises to signif-
icantly expand the size of protein targets
that can be examined by NMR, from the
current limit of about 35 kDa to perhaps
>100 kDa.

Another development that is likely to
have a significant impact is the increasing
number of structural genomics programs
being developed. The demands arising
from such programs will no doubt stim-
ulate new methods for the large-scale
production of labeled proteins, and for
speeding up the rate of structure determi-
nation by both NMR and crystallography.

3.1.4 Dynamics
Proteins exhibit a range of internal mo-
tions, from the millisecond to nanosecond
timescale, and a full understanding of how
small drugs might interact with such a
‘‘moving target’’ requires more than just
the time-averaged macromolecular struc-
ture. Thus, over recent years much effort
has been directed toward defining motions
within proteins.

The most commonly applied approach
has been to use 13C or 15N relaxation
parameters such as T1, T2, and the het-
eronuclear NOE to derive correlation times
for overall motion, together with rates
and amplitudes of internal motions. Al-
though the precise interpretation of the

NMR relaxation data in terms of mo-
tional parameters remains dependent on
the appropriateness of the motional model
chosen, the results from many studies
on the dynamics of proteins are suf-
ficiently clear to confirm that nanosec-
ond timescale motions in proteins are
common. The functional significance of
motions on the nanosecond timescale re-
mains unclear and so far there have been
few cases where significant differences in
motions on this timescale between ligand-
free and ligand-bound forms of proteins
have been measured. It will be interest-
ing to assess the functional significance
of such motions as more data become
available. However, slower motions have
been correlated with function in a num-
ber of proteins, with a good example being
HIV protease, described in more detail in
Sect. 3.2.4.5

3.1.5 Nucleic Acid Structures
Most of the discussion on macromolecu-
lar targets so far has focused on proteins.
DNA represents another valuable target in
drug design. Most studies in which DNA
is the target are done using short model
oligonucleotides to mimic the binding re-
gion of DNA. The regular repeating nature
of DNA structures makes this a more suc-
cessful approach than similar attempts to
dissect out binding regions of receptor
proteins, where often the whole protein
must be present to maintain a viable bind-
ing site. Similar comments apply for RNA,
where improvements in synthetic methods
have led to an increasing number of struc-
ture determinations over recent years. The
principles involved in structure determi-
nation of nucleic acid targets are similar
to those of proteins, but in practice nu-
cleic acid structures are somewhat more
difficult to solve.
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3.1.6 Challenges for the Future:
Membrane-bound Proteins
The majority of targets for currently known
drugs are membrane-bound receptors,
yet this represents the class of proteins
for which least structural information is
known. Membrane proteins are notori-
ously difficult to characterize at a structural
level because they are difficult to crystal-
lize, thus inhibiting X-ray crystallographic
studies, and are both too large and too
difficult to reconstitute in suitable media
for NMR studies. Nevertheless, solid-state
NMR methods are beginning to show
promise that eventually such targets may
be structurally characterized.

3.2
Macromolecule–Ligand Interactions

Macromolecule–ligand interactions are
integral to a wide range of biological pro-
cesses, including hormone, neurotrans-
mitter or drug binding, antigen recogni-
tion, and enzyme–substrate interactions.
Fundamental to each of these interac-
tions is the recognition by a ligand of a
unique binding site on the macromolecule.
Through an understanding of the specific
interactions involved it may be possible
to design or discover analogous ligands
with altered binding properties that might
inhibit the biochemical function of the
macromolecule in a highly specific man-
ner. The study of macromolecule–ligand
interactions thus forms the cornerstone of
most structure-based drug design applica-
tions. The macromolecule of interest may
be a protein or a nucleic acid, although the
majority of drug design applications have
focused on protein–ligand interactions.
For this reason, we will refer mainly to
protein–ligand interactions in the follow-
ing discussion, but will also include some
examples of drug–DNA interactions.

3.2.1 Overview
There are several important aspects
of macromolecule–ligand interactions,
which have a bearing on structure-based
design. The simplest question that might
be asked is ‘‘what is the strength of the
binding interaction?’’ whereas the most
detailed task would be to precisely define
the atomic coordinates of the complete pro-
tein–ligand complex. In between these ex-
tremes there are many other questions that
are important to the drug design process;
these include questions about the binding
stoichiometry and kinetics, the conforma-
tion of the bound ligand, and about the
nature of functional group interactions be-
tween the protein and bound ligand. These
and other important questions were intro-
duced briefly in Table 3 and are examined
in more detail later in this section. Before
doing this it is first necessary to consider
NMR timescales, because the ability of
NMR methods to answer questions about
macromolecule–ligand complexes depend
critically on the kinetics of the binding in-
teraction. Section 3.2.2 thus describes how
various NMR parameters depend on bind-
ing kinetics and, in particular, how fast-
and slow-exchange conditions affect the
interpretation of NMR data.

Having identified the exchange regime,
the task then becomes to decide which
NMR parameters can be used to answer
the questions posed above about the com-
plex. Many of the NMR parameters that
were described earlier for deriving infor-
mation about ligands are also applicable
to studies of complexes. These include
chemical shifts, NOEs, and relaxation pa-
rameters. However, the presence of two
interacting partners means that there are
some differences in the way such param-
eters are measured, and this has led to
the development of several techniques
that are particularly important for the
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study of macromolecule–ligand interac-
tions, including chemical-shift mapping,
isotope editing, and various NMR titra-
tions. Section 3.2.3 describes these tech-
niques. Finally, illustrative examples of
the application of these techniques to spe-
cific drug design problems are given in
Sect. 3.2.4.

3.2.2 Influence of Kinetics and NMR
Timescales
Macromolecule–ligand interactions are
characterized by an equilibrium reaction
that potentially has a wide range of
affinities and rates:

M + L ←−→ ML

The rate constant for the forward
reaction is referred to as the on rate (kon),
whereas dissociation of the complex is
characterized by the reverse rate constant,
koff . The equilibrium constant for this
interaction, represented in terms of the
dissociation constant of the complex KD,
reflects a balance of the on and off rates,
as shown in Eq. 2:

KD = [M][L]

[ML]
= koff

kon
(2)

For many protein–ligand interactions,
kon is of the order of 108 M−1 s−1, and
is typically quite similar for different
ligands. The observation that KD values
may vary over a wide range, typically
from millimolar to nanomolar (i.e. KD =
10−3 − 10−9 M) for cases of interest, is
a reflection of a variation in koff for
different ligands. Consideration of the
kon value above and the range of KD

values noted suggests a range in koff
from 10−1 to 105 s−1. The lifetime of the
bound complex (τML = 1/koff ) may thus
vary from much less than a millisecond
to tens of seconds (10−5 to 10 s based on

the above off rates). The exchange rate for
the second-order binding process is given
by:

k = 1

τ
= 1

τML
+ 1

τL
= koff

(
1 + pML

pL

)

(3)

where pML and pL are the mole fractions
of bound and free ligand, respectively.

The appearance of an NMR spectrum of
a protein–ligand complex is dependent on
the rate of chemical interchange between
free and bound states. In particular, the
effects of exchange on an individual NMR
parameter (e.g. chemical shift, coupling
constant, or relaxation rate) depend on the
relative magnitude of the exchange rate
and the difference in the NMR parameter
between the two states. The cases where
the rate of interchange is greater than,
about equal to, or less than, the parameter
difference are respectively referred to as
fast, intermediate, and slow exchange, as
indicated in Table 7.

Table 7 shows that the changes in chem-
ical shifts on ligand binding (for signals
either from the ligand or from the macro-
molecule) are in general greater than those
for coupling constants or relaxation rates.
Given that 100 s−1 might represent a typi-
cal exchange rate between free and bound
states, it is clear that individual NMR sig-
nals may be found in either slow, fast, or
intermediate exchange on the chemical-
shift timescale, but it is more likely that
couplings or relaxation parameters will
be in fast exchange. Thus, in most cases
where the term ‘‘NMR timescale’’ is used
in the literature, it refers to the chemical-
shift timescale. The table also emphasizes
that there are two types of signals that
can be monitored, those from the ligand
and those from the macromolecule. In
general, the typical magnitude of changes
to chemical shifts or couplings of either
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Tab. 7 NMR parameters and their changes on binding.

Parameter Difference Typical magnitudea

Chemical shift νL − νML 0–1000 s−1

νM − νML 0–500 s−1

Coupling constant JL − JML 0–12 s−1

JM − JML 0–12 s−1

Relaxation rateb 1/TL − 1/TML 0–50 s−1 (for T1, larger for T2)
1/TM – 1/TML 0–10 s−1

aRanges are approximate only and larger effects may be seen in some cases.
b1/T refers to either 1/T1 or 1/T2.

type of signal on binding are similar,
although the changes to ligand signals
may be larger than those from the macro-
molecule. However, changes to relaxation
parameters for signals from ligands are
much more likely to be greater than those
for protein signals. This reflects the sensi-
tivity of relaxation parameters to molecular
mobility: a ligand undergoes a greater rel-
ative change in mobility on binding than
does a protein, given that the relative in-
crease in molecular weight in the complex
is much greater for the ligand than for the
protein.

The exchange regime (slow, interme-
diate, or fast) determines how a spec-
trum of a protein–ligand mixture changes
during a titration, or as a function of
temperature. Figure 14 schematically il-
lustrates the various exchange regimes
for macromolecule–ligand binding inter-
actions. Slow exchange, corresponding to
tight binding, is potentially the most useful
regime, given that much detailed infor-
mation on the nature of a complex can
be deduced in this case. Nevertheless,
fast exchange also allows valuable ki-
netic and thermodynamic parameters to
be derived. The analysis is more com-
plex for intermediate exchange and few
quantitative studies are attempted for this
situation.

3.2.2.1 Slow exchange. This situation
applies when the rate of exchange is much
slower than the difference in chemical
shifts between the two states (i.e. k 

νB–νF), where we now change to a
nomenclature using subscripts to refer
to the bound (B) and free (F) states. It
should be understood that the signals
may be derived from either ligand or
macromolecule, so although B is always
related to the ML complex, F might
refer to either free ligand (L) or free
macromolecule (M). In this situation,
separate peaks are potentially observable
for both free and bound states at their
respective chemical shifts. Whether such
signals are actually observed depends on
the mole ratio of the individual species in
a titration, and on the signals not being
obscured by overlap or broadening.

Addition of a ligand to a solution of
a protein results in the appearance of
new signals attributed to bound protein
resonances, with a concurrent decrease in
the intensity of the free protein resonances,
reflecting the decreased proportion of
free protein during the titration. Once
a stoichiometric mole ratio is achieved
(usually 1 : 1, but sometimes 2 : 1 or higher
if multiple binding sites are present on the
protein), peaks from free ligand appear
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Fig. 14 Schematic illustration of the effects of slow, intermediate, and fast exchange on
the appearance of peaks in NMR spectra of macromolecule–ligand complexes. In the
slow-exchange case, separate peaks are seen for free and bound forms. Note the broader
peak for the bound ligand because it now adopts the correlation time of the
macromolecule. In the fast-exchange case, only an averaged peak is observed.
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with increasing intensity as the excess of
free ligand increases.

From such a titration it is possible
to determine the stoichiometry of the
complex, together with the chemical shifts
of the bound states of the ligand and
protein. In 1D NMR spectra, overlap of
peaks makes it difficult to monitor more
than a few resonances from either species,
and such studies are most readily done
when there is a well-resolved signal on one
of the interacting species. Selective isotope
labels have been used in the past for such
studies, but it is now more common to
use uniform 15N- or 13C-labeling of the
protein and detect the chemical shifts
in 2D HSQC spectra. It is often more
difficult to label the ligand, but in some
cases, the presence of rare nuclei such
as 19F can be used to advantage. A good
example is the binding of the inhibitor 4-
fluorobenzenesulfonamide to the enzyme
carbonic anhydrase. Figure 15 shows 19F

spectra of the enzyme inhibitor complex at
various mole ratios. The broadened peak
for the bound ligand has a chemical shift
of approximately 6 ppm and is in slow
exchange with the peak from free ligand at
0 ppm. The stoichiometry of the complex
in this case is 2 : 1, so that no signal
from free ligand is visible until more than
2 mol of inhibitor are present. Addition of
increasing amounts of ligand results in an
increase in the free ligand signal, but no
change in the bound ligand signal.

Determination of the binding constant
from slow exchange spectra is not usually
attempted. Generally, for slow-exchange
conditions to exist in the first place, the
binding is required to be submicromolar
in affinity and non-NMR methods are
more suitable for determining affinities
in these cases. NMR studies are done
at millimolar concentrations, making it
difficult to determine KD with any accuracy
for tight binding systems.

Fig. 15 19F NMR spectra at 282 MHz
of the 4-fluorobenzenesulfonamide-
carbonic-anhydrase-1 system at various
ratios of enzyme to inhibitor, as
indicated on the traces. The peak at
∼6 ppm is caused by bound inhibitor.
The enzyme concentration was 1 mM at
pH 7.2 in D2O at 25 ◦C. (Reprinted with
permission from the American Chemical
Society from Dugad, L., Gerig, J.T.
(1988) Biochemistry, 27, 4310.)
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In principle, kinetic information on
the complex can be obtained from slow-
exchange spectra, as seen from the expres-
sions for T2 for free and bound ligand
signals:

1

T2F,obs
= 1

T2F
+ koff

pB

pF
(4)

1

T2B,obs
= 1

T2B
+ koff (5)

Because the linewidth of a peak is related
to T2 by

LW = 1

πT2
(6)

then measurements of linewidth during
a titration can be used to derive koff .
Equations 4 and 5 show that, although the
signal from bound ligand is independent
of concentration, that of the free ligand
decreases in linewidth as more ligand
is added. A plot of linewidth versus
ligand/macromolecule mole ratio allows
koff to be determined.

Although the determination of off rates
is of significance in assessing the stabil-
ity of the complex, the major interest in
more recent studies of complexes in the
slow-exchange limit has centered on de-
termining the complete geometry of the
complex through the use of intra- and
intermolecular NOEs. A recent, but al-
ready classic, example of this approach
is illustrated by the binding of immuno-
suppressant peptides such as cyclosporin
and FK506 to their receptors. These types
of examples are discussed in more detail
in Sect. 3.2.4.2.

3.2.2.2 Fast exchange. When exchange
between free and bound states is very fast,
observed NMR parameters are a simple
weighted average of those from the two
contributing states, illustrated by Eq. 7 for

chemical shifts and Eq. 8 for linewidths

νobs = pFνF + pBνB (7)

1

T2,obs
= pF

T2,F
+ pB

T2,B
(8)

These equations show that, in the fast-
exchange limit, addition of a ligand to a
protein solution will cause a progressive
change in chemical shift. Signals from the
protein initially reflect the free state, but as
ligand is added, the population of bound
protein increases, and the observed signals
move toward those of the bound state.
Similarly, when ligand signals are first
detected, they predominantly reflect the
bound state, but with increasing amounts
of ligand they move toward the chemical
shift of the free state. By regression
analysis to Eq. 7, taking into account the
dependency of the mole fractions on KD by
the standard quadratic binding equation, it
is possible to obtain estimates of both KD

and the bound shift. The procedure works
best for rather weakly binding ligands (e.g.
millimolar dissociation constants).

When exchange is somewhat slower, but
still within the fast-exchange limit, there is
an exchange contribution to linewidth, as
shown in Eq. 9:

1
T2,obs

= pF

T2,F
+ pB

T2,B

+
{

pBp2
F 4π2(νB − νF)2

koff

}

(9)

In this case, a maximum in the broad-
ening of ligand or protein peaks occurs
during the titration at a mole ratio of ap-
proximately 0.3, as illustrated below.

The spectral changes that occur in the
fast-exchange regime can conveniently be
illustrated by studies on the binding of
a series of terephthalamide ligands to an
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oligonucleotide model of DNA. The lig-
ands, referred to as L(NO2), L(NH2), and
L(Gly) (6–8), were synthesized as precur-
sors for potential anticancer agents. To
establish whether they bind in the minor
groove of AT-rich DNA, a series of NMR
titration experiments was undertaken

NH+
NH

O
R

HN

O

(6) L(NH2) R = NH2

(7) L(NO2) R = NO2

(8) L(Gly) R = NHCOCH2NH2

NH+

Figure 16 shows an expansion of the
aliphatic region of a series of 1H-NMR
spectra of 0.5 mM of the oligonucleotide
d(GGTAATTACC)2, to which increasing
amounts of L(NH2) were added, of which
the spectra cover mole ratios of ligand to
DNA duplex ranging from 0 : 1 to 2.6 : 1.
Although the spectra are complicated by
overlap in some regions, it is clear that
addition of the ligand causes significant
changes to the DNA peaks. A typical
example is seen for the T6 methyl peak,
for which addition of ligand causes both
an upfield shift and broadening of the
peak at certain stages of the titration. The
chemical shift moves monotonically with
ligand concentration up to a mole ratio of
1 : 1 and then reaches a plateau, remaining
constant as larger amounts of ligand are
added. Broadening of the peak reaches a
maximum at a ligand:DNA mole ratio of
approximately 0.3. Both observations are
consistent with there being moderately fast
exchange on the chemical-shift timescale
between the free and ligand-bound forms
of the DNA in solution. In this case, the
observed spectral peaks reflect neither the

free nor the bound form of DNA, but are
averaged signals.

Ligand peaks are also in fast exchange,
as seen with the L(NH2) methyl peak,
which first appears at a ligand:DNA ratio
of 1.36 : 1 as a shoulder on the overlapped
T3 and T7 methyl peaks at approximately
1.27 ppm. This peak is not initially visible
in spectra at low ligand:DNA mole ratios
because of the small population of bound
species and the overlapping DNA peaks.
It moves upfield with increasing ligand
concentration and, again, represents an
averaged peak intermediate in chemical
shift between free and bound forms, re-
flecting fast-exchange kinetics. Eventually,
the chemical shift of this signal approaches
that of the free ligand at 1.1 ppm, as mea-
sured in a separate experiment with a
solution of ligand alone.

In fast-exchange cases such as this, it is
possible to obtain an estimate of the dis-
sociation constant for the complex (KD)
and the bound chemical shift (νB) of
DNA resonances by fitting the observed
chemical-shift changes as a function of lig-
and concentration to Eq. 7. The parameters
that best fit the experimental data for the
T6 methyl peak were KD = 1.2 × 10−6 M
and (νB − νF) = 46 Hz. To further define
the thermodynamic constants associated
with binding, the linewidth data were also
quantitatively examined by use of Eqs. 6
and 9. In the case of moderately fast ex-
change, a maximum linewidth is predicted
at a ligand:DNA mole ratio of 0.33, and this
was indeed observed. Derived binding pa-
rameters were KD ≤ 1.0 × 10−6 M, koff ≈
250 s−1, (νB − νF) = 49 Hz, and LWB =
12 Hz, consistent with the values de-
rived from the analysis of chemical shifts.
Subsequent studies with the related lig-
and L(NO2) showed similar binding to
L(NH2). However, a third ligand, L(Gly),
was found to bind somewhat more tightly,
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Free ligand peak
CH3

Fig. 16 Expanded regions from 300-MHz
1H-NMR spectra for complexes between L(NH2)
and d(GGTAATTACC)2 recorded at 10 ◦C. The
two small peaks at 1.12 and 1.14 ppm arise from
an impurity. Increasing ligand concentration
causes an upfield shift of the T6 methyl
resonance (a), and causes the T7 and T3

resonances to become overlapped at later stages
of the titration (c). Peak (b) is an averaged
resonance from the ligand methyl groups
intermediate in shift between the bound and free
forms of the ligand. (Reprinted with permission
from Pavlopoulos, S., Rose, M., Wickham, G.,
Craik, D.J. (1995) Anticancer Drug Des. 10, 623.)

with some signals in the intermediate ex-
change regime.

3.2.2.3 Intermediate exchange. In this
regime, the rate of exchange between
bound and free states is comparable to
the differences in NMR parameters asso-
ciated with the exchange. In general, the
spectral peaks often become very broad
and analysis is difficult. This is the case,

for example, for L(Gly). In the methyl
region of the spectra shown in Fig. 17,
the T7 CH3 signal moves upfield and the
T3 CH3 signal moves slightly downfield
with increasing ligand concentration, as
seen previously for L(NH2) and L(NO2).
However, in contrast to the case for the
other ligands, the characteristic broad-
ening of peaks at intermediate ratios is
non-Lorentzian, suggesting kinetics in the
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Fig. 17 Expansions from the 600-MHz 1H-NMR spectra for complexes formed between
L(Gly) and d(GGTAATTACC)2 showing the methyl resonances. The two small peaks at 1.12
and 1.14 ppm are attributed to an impurity. The complex nature of the T6 methyl resonance at
ligand:DNA ratios less than 1 : 1 (a), and the manner in which signal intensity increases at
about 1.15 ppm at DNA:ligand ratios greater than 1 : 1 (b), are indicative of intermediate
exchange. (Reprinted with permission from Pavlopoulos, S., Rose, M., Wickham, G.,
Craik, D.J. (1995) Anticancer Drug Des., 10, 623.)

intermediate exchange regime. The T6
CH3 peak does not shift in the charac-
teristic fast-exchange manner, but instead,
a new broad resonance appears close to
the expected position of the bound T6
CH3 chemical shift on the first addi-
tion of ligand, and increases in intensity
with increasing ligand concentration. This

observation is consistent with the ligand
being in slow to intermediate exchange
between the free and bound forms, with
koff ≈ (νB − νF). On the basis of the mag-
nitude of νB − νF for this resonance, koff
for L(Gly) is estimated to be 50 s−1, which
is significantly slower than that for L(NO2)
and L(NH2).
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At a ligand:DNA ratio of approximately
1 : 1, the ratio of the integrals of the T6
methyl peak and the overlapped T3 and T7
methyl peaks is about 1 : 6. The expected
value is 1 : 2, which indicates that the
bound ligand methyl peak (4 × CH3) is
overlapped with the T7 and T3 methyl
peaks, as observed with L(NH2) and
L(NO2). When the ligand:DNA ratio is
increased beyond a 1 : 1 ratio, a new peak
appears at about 1.15 ppm and increases
in intensity as the ligand concentration is
increased. This new peak corresponds to
the methyl peak of the free ligand and its
appearance in this manner is consistent
with slow exchange on the chemical-shift
timescale. To confirm this, spectra of a 2 : 1
mixture of L(Gly) and d(GGTAATTACC)2

were acquired at different temperatures,
as illustrated in Fig. 18.

At low temperatures, signals at 1.15
and 1.30 ppm (overlapped with the T7
CH3 and T3 CH3 peaks) attributable to
the methyl groups from the free lig-
and and bound ligand, respectively, are
distinguishable. As the temperature is in-
creased, a broad peak appears between
these two signals (at ∼1.22 ppm). At the
lower temperatures koff ≤ (νB − νF), so
that methyl resonances of the ligand have
complex characteristics reflecting slow-
intermediate exchange. At higher tem-
peratures, koff ≥ (νB − νF), so the signal
appears as a fast-exchanged average be-
tween the free and bound resonances.
From a qualitative analysis of the spec-
tra, koff for L(Gly) was estimated to be
50–60 s−1 at 283 K.

The fact that some peaks (e.g. the
oligonucleotide T7 and T3 methyl signals)

303 K

298 K

293 K

288 K

283 K

1.6 1.4 1.2 1.0 0.8
ppm

Fig. 18 Expansions of 1H-NMR spectra of a 2 : 1 mixture of L(Gly) and
d(GGTAATTACC)2 acquired at different temperatures. (Reprinted with
permission from Pavlopoulos, S., Rose, M., Wickham, G., Craik, D.J.
(1995) Anticancer Drug Des., 10, 623.)
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exhibit fast exchange, whereas others in
the same spectrum of the same complex
exhibit slow-intermediate characteristics,
is a reflection of the different (νB − νF) val-
ues for different peaks. This emphasizes
the point made earlier that the ‘‘exchange
regime’’ is a relative expression and de-
pends not only on the rate of exchange
but also on the size of the chemical-shift
differences involved. In summary, the ob-
servations suggest that koff for binding
of L(Gly) to the oligonucleotide duplex is
much slower than that for the other two
derivatives. This provides an illustration
of the value of NMR as a quick method
for comparing the binding of different lig-
ands and for confirming ligand-binding
hypotheses.

The change in binding kinetics may be
rationalized by considering the different
structure of the L(Gly) ligand relative to the
other ligands. It was anticipated that, upon
binding to the minor groove, the tereph-
thalamides would adopt a conformation in
which the substituent on the central ring
would form part of the convex edge of the
ligands and therefore be directed toward
the ‘‘mouth’’ of the groove. Given this
binding arrangement, the ligand L(Gly)
would have a positively charged alkylamine
group positioned to interact with the neg-
atively charged phosphate groups of the
DNA backbone. The L(Gly) derivative also
has a bulkier substituent than that of the
other ligands, and this is also consistent
with some differences in its binding.

3.2.3 NMR Techniques
NMR is a particularly versatile tool for
the analysis of protein–ligand interac-
tions. As well as being able to observe
different nuclei, measurements may be
made of a range of different NMR parame-
ters, including chemical shifts, linewidths,

coupling constants, and relaxation param-
eters. In addition, there are several specific
NMR techniques that have been applied for
the measurement of these parameters. The
techniques that are particularly valuable
for the study of macromolecule–ligand in-
teractions are described in the following
sections.

3.2.3.1 Chemical-shift mapping. Chem-
ical shifts are exquisitely sensitive markers
of the local charge state and environment.
Although it is not possible to construct
an accurate model of a binding site from
knowledge of the chemical shifts of a
bound ligand, a qualitative interpretation
of changes in chemical shifts of the macro-
molecule on binding provides significant
insight into the location of the binding
site. Traditionally, such studies were done
using 1D NMR, but are now increasingly
done by 2D HSQC spectra. By simultane-
ously obtaining information on chemical
shifts for a large number of sites in a
macromolecule and seeing which ones
change when a ligand binds, and which
ones do not, it is possible to deduce the lo-
cation of the binding site. This procedure
is referred to as chemical-shift mapping.
A prerequisite of the approach is that
the chemical shifts have to be assigned.
Chemical-shift mapping by use of HSQC
spectra is widely used in NMR screen-
ing approaches and we will defer a more
detailed discussion on it until Sect. 4.

The relative simplicity of how chemical-
shift information localizes binding sites
may be illustrated by continuing with the
example introduced above of terephtha-
lamide binding to DNA. Figure 19 shows
that, upon binding of the terephthalamides
L(NH2) and L(NO2) to d(GGTAATTACC)2,
the DNA protons on the four base pairs be-
tween A5 and A8 are perturbed to a much
larger degree than protons in the rest of
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Fig. 19 Chemical-shift perturbations of DNA protons upon ligand binding. The lighter and
darker columns represent shifts attributed to L(NO2) and L(NH2) derivatives, respectively.

the sequence. It is thus likely that these
four residues form the binding site.

A more detailed analysis allows the
binding site to be further localized to the
minor, rather than to the major, groove
in the region of these bases. A4, A5,
and A8 are the only residues containing
easily detectable minor groove protons
(H2). These resonances, which originate
from the floor of the minor groove, are
shifted downfield with ligand binding,
whereas most other resonances are shifted
upfield. This observation is consistent with
the ligands binding in the minor groove
and has been reported for other minor
groove binders such as Hoechst 33258
and SN-6999, where adenine H2 protons
on the floor of the groove experience
deshielding ring-current effects. However,
significant chemical-shift changes were
also observed for some major groove
protons. This illustrates the general point
that sometimes, allosteric effects can cause
changes at sites not directly involved in
binding. In the case of DNA, binding
perturbations in the major groove have

also been observed for other established
minor groove binders such as distamycin,
netropsin, and Hoechst 33258. On the
basis of NOE and crystallographic data,
it was concluded that the effects were
caused by distortions of the B-DNA duplex,
including changes in the ‘‘base roll’’ of
residues within the binding site, upon
complexation. Electronic effects arising
from the close proximity of charged groups
on the ligand to neighboring nucleotides
were also found to perturb major groove
resonances.

In the case of the terephthalamides, a
comparison of the minor and major groove
perturbations for a particular residue
shows that the minor groove protons are
affected to a much greater extent. This is
particularly evident for A8, where the H2
proton shifts by approximately 0.25 ppm
and the H8 proton is not affected (Fig. 19).
It is difficult to conceive of a binding mode
in the major groove that would account for
such a large effect on the minor groove
A8 H2 resonance without a simultaneous
effect on the major groove protons of T7
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and A8. The observed 1 : 1 stoichiometry
of the complex excludes the possibility that
the ligand binds to the major and minor
groove at the same time. It is more likely,
therefore, that binding in the minor groove
causes distortion of the DNA structure
so that perturbations are observed for the
major groove protons of A5 and T6, but
not neighboring nucleotides.

Other examples of the use of chemical-
shift mapping to locate binding sites
have been made for ligands binding
to a range of drug targets, including
immunophilins, matrix metalloproteases,
and DHFR. Some of these examples are
described in more detail in Sect. 3.2.4

3.2.3.2 NMR titrations. There are a
number of advantages in undertaking a
titration of ligand against macromolecule
or vice versa rather than just examining the
final complex. These include introducing
the possibility of distinguishing signals
from the individual components on the
basis of intensities at intermediate stages
of the titration in the slow-exchange case
and obtaining kinetic and thermodynamic
parameters associated with the interaction
in the fast-exchange case. Such titrations
may be done using either 1D or 2D spec-
tra and are very useful for establishing
the exchange regime of the complex, as
described in Sect. 3.2.2. A variety of pa-
rameters may be monitored in the titration,
although the two most common are chemi-
cal shifts and linewidths. Examples of such
titrations are given in Figs. 16 and 17.

3.2.3.3 Isotope editing and filtering. Iso-
tope editing provides a powerful way of
distinguishing between the components
in a complex without the need for a titra-
tion. It is one of the most useful tools
for the study of macromolecule–ligand

complexes, and indeed the background
NMR technology that underpins isotope
editing was developed specifically for the
study of complexes. The principle of the ap-
proach is illustrated in Fig. 20 and is based
on the use of isotopes to select for signals
from either the ligand or macromolecule,
or signals exclusively linking both of them.

The conceptually simplest approach is to
uniformly deuterate the macromolecule,
thereby removing its signals from 1H-
detected NMR spectra, and allowing sig-
nals from only the ligand to be observed.
This substantially simplifies the spectrum
and allows, for example, the bound con-
formation of a ligand to be determined
from NOESY data recorded in D2O. By re-
running the spectrum in H2O, additional
NOEs to exchangeable amide protons on
the protein may be detected, thereby pro-
viding information on contacts between
ligand and protein. Alternatively, 15N or
13C signals may be introduced selectively
into either the ligand or protein, and edit-
ing techniques used to select only signals
attached to these labels and their proximate
protons.

Potentially, the most useful approach
involves uniform labeling of one of the
components with either 15N or 13C and
leaving the other component unlabeled. It
is then possible to edit the spectrum by
selecting for interactions (either through
bond or through space) that connect
protons that are both one-bond coupled
to 15N or 13C. Alternatively, the spectrum
may be filtered to specifically remove
such signals, thereby selecting only signals
involving protons coupled to 14N or 12C
(i.e. on the unlabeled component). It
is generally easier to uniformly label
the protein rather than the ligand, and
editing methods are highly efficient, thus
making it easy to visualize just the
protein. However, because ligand signals
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Fig. 20 Isotope editing and filtering can be used to select signals
from either the ligand or the protein. (a) Normal protein and ligand
with no filtering or editing. (b) Selection of the ligand signals by 2H
labeling of the protein. (c) Selection of protein or ligand signals by
13C and/or 15N labeling/editing. (d) Removal of protein or ligand
signals by 13C or 15N filtering.

are often of interest, filtering experiments
play a valuable role in visualizing them.
Unfortunately, filtering experiments are
more susceptible to artifacts than are
editing experiments.

Another possibility is to use half-edited/
half-filtered 2D experiments to detect
NOEs that specifically involve interac-
tions between protons attached to 15N
or 13C and those that are not. This ap-
proach is used, for example, to detect
intermolecular NOEs between a labeled
protein and an unlabeled ligand. Examples

of isotope editing/filtering are given in
Sect. 3.2.4.

3.2.3.4 NOE docking. In many cases,
the study of a complex may follow a previ-
ous structure determination of the isolated
macromolecule and in that case it may be
possible to determine much information
about a complex by obtaining a relatively
small number of NOEs linking the lig-
and and macromolecule. Gradwell and
Feeney recently analyzed factors important
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in such NOE docking experiments. In their
analysis, a high-resolution X-ray structure
of a protein–ligand complex was used to
simulate loose distance restraints of vary-
ing degrees of quality that might typically
be estimated from experimental NOE in-
tensities. These simulated data were used
to examine the effect of the number,
distribution, and representation of the ex-
perimental constraints on the precision
and accuracy of the calculated structures.
A standard simulated annealing protocol
was used, as well as a more novel method
based on rigid-body dynamics. The results
showed some parallels with those from
similar studies on complete protein NMR
structure determinations, but it was found
that more constraints per torsion angle
are required to define docked structures of
similar quality. This is because the confor-
mation and orientation of the ligand are
defined only by NOEs and not by cova-
lent attachment, as is the case for amino
acid side chains in a protein structure. The
effectiveness of different NOE-constraint
averaging methods was explored and the
benefits of using ‘‘R−6 averaging’’ rather
than ‘‘center averaging’’ with small sets
of NOE constraints were demonstrated.
With these considerations in mind, it ap-
pears that NOE docking can be a very
cost-efficient procedure for defining the
environment, orientation, and conforma-
tion of ligands.

3.2.4 Selected Examples
Applications of the various NMR tech-
niques described are now illustrated with
selected examples. The examples have
been chosen to give a broad perspective
on the types of NMR experiments that
can be done and the types of information
they provide. Specifically, the first example
covers the case of drug-nucleic acid bind-
ing and focuses on more traditional NMR

experiments, involving relatively standard
homonuclear methods. The second exam-
ple covers binding of moderately large
ligands to immunophilins and highlights
modern isotope editing techniques. The
third example, covering ligand binding to
a matrix metalloproteinase (MMP), also
highlights the importance of these tech-
niques and shows how relatively simple
spectra involving 19F-containing ligands
can be very informative. The fourth exam-
ple describes ligand binding to DHFR, one
of the most extensively studied systems by
NMR, and illustrates the derivation of a
broad range of kinetic and geometric infor-
mation on intermolecular complexes. The
final example, on HIV protease, describes
how NMR complements X-ray studies and
provides information on dynamic motions
within complexes.

3.2.4.1 DNA-binding drugs. The NMR
approaches that have been used to examine
the interactions of minor groove binding
drugs with DNA can be illustrated with
studies on the bisbenzimidazole-based
compound, Hoechst 33258, (9). It has been
used widely as a fluorescent cytological
DNA stain and is also active as an
anthelmintic agent. It has activity against
intraperitoneally implanted L1210 and
P388 leukemias in mice.

N
H N

H

N
N

OH

N
NH+

(9)

Footprinting studies have shown that
sequences of four AT base pairs are a
prerequisite for strong binding to DNA,
consistent with similar observations for
other structurally related molecules such
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as distamycin and netropsin. The first
structural studies of Hoechst 33258 com-
plexed to short sequences of synthetic
oligonucleotides were done using X-ray
crystallographic methods, but NMR and
further X-ray studies followed. Three of
the X-ray studies used the EcoRI sequence
d(CGCGAATTCGCG)2, and another used
the sequence d(CGCGATATCGCG)2. Both
sequences fulfil the requirement of at least
four consecutive AT base pairs, and the re-
sulting complexes showed similar modes
of binding. In all of the X-ray studies, the
Hoechst ligand was found to bind to the
minor groove.

The NMR studies of complexes be-
tween Hoechst 33258 and oligonucleotide
sequences provided complementary in-
formation to the crystal structure data.
Because the binding is reversible, the
NMR data offer the opportunity to de-
rive information about the kinetics of
the interaction. As with the crystallo-
graphic studies, the oligonucleotide se-
quences were designed to contain runs
of AT base pairs. Some NMR studies
were performed with dodecanucleotide se-
quences used in crystallographic studies,
including d(CGCGAATTCGCG)2, which
allowed a direct comparison with the
crystallographic data. Experiments were
also performed with sequences specif-
ically designed to investigate different
aspects of the interaction. The sequence
d(CTTTTGCAAAAG)2 was designed to of-
fer two binding sites, and it was shown
that two Hoechst molecules interacted
with the DNA duplex in symmetry-related
orientations at the 5′-TTTT-3′ and 5′-
AAAA-3′ sites.

Stoichiometry and kinetics The starting
point in studies of ligand–DNA com-
plexes is usually a titration experiment
to establish the nature and stoichiometry

of the complex. Complexes between the
ligand and DNA duplex are obtained by
adding small aliquots of ligand solution to
a sample of the DNA duplex with one-
dimensional 1H NMR spectra acquired
after each addition. The effects observed
on the NMR spectrum after each addi-
tion reveal whether an interaction is taking
place and allow the interaction to be char-
acterized as fast or slow exchange on the
NMR timescale. The stoichiometry of the
interaction can also be determined from
the titration.

In general, the addition of Hoechst
33258 to the oligonucleotide duplexes
causes a decrease in the intensity of free
DNA resonances and a concomitant in-
crease in the intensity of new resonances,
which appear in previously unoccupied
spectral regions. This is consistent with
the free and bound forms of the DNA
duplex being in slow exchange with each
other. For example, when Hoechst 33258
is added to d(GGTAATTACC)2, the free
DNA signals completely disappear at a
DNA:drug ratio of 1 : 1, and the num-
ber of new resonances is seen to be
twice the number of previously observed
free DNA resonances (Fig. 21). This is a
common feature of complexes with 1 : 1
stoichiometry and reflects a loss of the
dyad symmetry of the duplex attributed to
ligand binding.

Upon addition of Hoechst 33258 to
d(CTTTTCGAAAAG)2, the free DNA sig-
nals completely disappeared at a ratio of
2 : 1 drug:DNA and there was no doubling
of the number of DNA resonances in the
spectrum. From this, it could be concluded
that two molecules were bound per duplex
in a manner that retained the dyad sym-
metry of the DNA duplex. The binding
was also determined to be cooperative, in
that no intermediate 1 : 1 complex was de-
tected. The formation of a 1 : 1 complex
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Fig. 21 1D 1H-NMR spectra (recorded
at 20 ◦C) illustrating the thymine methyl
region for the symmetrical ligand-free
duplex (a) and for the 1 : 1
Hoechst:d(GGTAATTACC)2 complex
(b), which is no longer symmetrical
because of the ligand binding. x
corresponds to a small impurity peak.
The DNA strands are numbered to the
right of the spectra and the approximate
location of the ligand is indicated by a
black bar. (Reprinted with permission
from Blackwell Publishing Science from
Embrey, K.J., Searle, M.S., Craik, D.J.
(1993) Eur. J. Biochem. 211, 437.)
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would have resulted in a very complicated
spectrum at intermediate ligand:DNA ra-
tios, given that resonances arising from the
free DNA, the 1 : 1 complex, and the 2 : 1
complex, would have produced four times
as many observable peaks relative to the
free DNA species. At intermediate ligand
concentration, however, only two sets of
peaks arising from DNA molecules were
detected. In the 2 : 1 complex, only four
thymine methyl resonances were detected
(1.0–1.5 ppm), as expected for a symmet-
rical DNA duplex. These are all overlapped
in the free DNA spectrum. In the 1 : 1 mix-
ture, only signals from free DNA and from
the 2 : 1 complex were detected.

The reversible nature of the
Hoechst:DNA interaction is illustrated
by the observation of chemical-exchange
cross peaks in NOESY spectra of mixtures
of free and complexed oligonucleotides.
This may be seen in the NOESY
spectrum of a mixture of free and
complexed d(CTTTTCGAAAAG)2, shown

in Fig. 22, in which many chemical-
exchange cross peaks are observed
between resonances arising from the free
and bound oligonucleotide. In a NOESY
spectrum acquired at lower temperature,
the intensity of these chemical-exchange
cross peaks is significantly reduced,
indicating that the exchange is slowed at
lower temperatures. The exchange rate was
estimated to be <10 s−1 at 10 ◦C.

The ability to observe such dynamic ex-
change phenomena is one of the strengths
of NMR relative to X-ray crystallography,
and several examples of these phenomena
are described later in the chapter.

Binding site A combination of chemi-
cal shift and NOE information can be
used to locate and characterize binding
sites. Chemical-shift differences between
resonances arising from free and bound
forms of DNA are indicative of the na-
ture of the interaction. In all studies of
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Fig. 22 Aromatic region of NOESY
spectrum of a 1 : 1 mixture of Hoechst
versus d(CTTTTCGAAAAG)2 recorded
with a 200-ms mixing time.
Chemical-exchange cross peaks
between protons of the free DNA and
the 2 : 1 Hoechst:DNA complex are
labeled with their identifying base pair.
Below the diagonal the H6 and H8 cross
peaks are shown, whereas those of the
adenine H2 resonances are highlighted
in the upper portion of the figure and
labeled with a subscript 2. (Reprinted
with permission from Oxford University
Press from Searle, M.S., Embrey, K.J.
(1990) Nucleic Acids Res. 18, 3753.)

the Hoechst complexes described above,
significant changes to the chemical shifts
of thymine H1′ protons and adenine H2
protons were observed, in contrast to the
generally small perturbations observed for
the base H8/H6 and CH3 resonances lo-
cated in the major groove. Perturbations
of this nature are consistent with binding
to the minor groove. In some instances,
significant perturbations were observed to
major groove protons located well within
the binding site, reflecting changes in the
conformation of the DNA duplex (e.g. base
roll, propeller twisting).

Further evidence of minor groove bind-
ing is provided by the fact that resonances
arising from protons on the floor of the
groove, such as the adenine H2 and imino
resonances, are shifted downfield, whereas
resonances from protons on the minor
groove walls, such as the H1′ protons,
are shifted upfield. This is a consequence
of the ligand’s being inserted edge-on into
the minor groove. The deoxyribose protons
that form the walls of the minor groove
are positioned above the π -plane of the
aromatic rings and consequently receive
upfield perturbations to their chemical
shifts. Protons positioned on the floor of
the groove, however, generally lie in the

plane of the aromatic rings and experience
downfield perturbations to their chemical
shifts, as illustrated in Fig. 23.

The magnitude of chemical-shift
changes is a strong indicator of the location
of the binding site. In the case of the 2 : 1
complex with d(CTTTTCGAAAAG)2, the
largest chemical-shift changes occur over
the 5′-TTTT-3′ and 5′-AAAA-3′ regions of
the duplex. In the case of 1 : 1 complexes,
where the DNA duplex contains an AT
base-pair segment located at the center
of the sequence, greater chemical-shift
perturbations are observed for resonances
in that region, consistent with the binding
site being located there.

Assignment of the bound ligand and
DNA resonances enables the identifi-
cation of intermolecular NOEs, which
are required for a precise determination
of the binding site. The interaction of
Hoechst 33258 with the oligonucleotides
produced a large number of intermolecu-
lar NOEs (∼25–30), placing considerable
constraints on the structure of the com-
plex and enabling the orientation of the
ligand within the binding site to be de-
termined. The NOE contacts observed for
different complexes have a few features in
common. The contacts generally involve
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Fig. 23 Schematic representation of
ligand-induced ring-current effects on
nucleotide protons that form the walls
(deoxyribose H1′) and floor (adenine
H2) of the minor groove. (+), shielding
effects; (−), deshielding effects.
(Reprinted with permission from
Blackwell Publishing Science from
Embrey, K.J., Searle, M.S., Craik, D.J.
(1993) Eur. J. Biochem. 211, 437.)

H1′

H1′

AH2

DNA protons associated with the minor
groove, such as ribose H1′ and adenine
H2, clearly locating Hoechst in the minor
groove. Protons of all four spin systems
of the ligand show NOEs to protons of
the DNA, demonstrating that the interac-
tion occurs along the entire length of the
drug. Typically, protons along one edge of
the ligand (e.g. NH and H4′/H4′′′′) exhibit
close contacts to protons on the floor of
the minor groove, showing that the bound
drug is crescent shaped and isohelical with
the DNA.

Models of the interaction of Hoechst
33258 with the oligonucleotides studied
were generated on the basis of the
intermolecular NOEs. The models of the
1 : 1 complexes indicated that the ligand
interacted with the four AT base pairs
located at the center of the sequence.
Interestingly, there was no evidence for
interactions with GC base pairs on the

periphery of the binding sites. In the 2 : 1
complex, the array of contacts observed
located the ligand in the minor groove at
the center of the 5′-TTTT-3′ and 5′-AAAA-
3′ sites, as illustrated in Fig. 24.

As well as defining the location of the
binding site, intermolecular NOEs can
be used to determine the orientation of
the ligand at that site. In the case of
the 2 : 1 complex, the N-methylpiperizine
moieties were found to point toward
the center of the duplex, as indicated
by NOEs between the protons from the
piperizine ring and the 5′-terminus of
the adenine tract (Fig. 24). Corresponding
NOEs were also observed between the
drug phenolic protons and the 5′-terminus
of the thymine tract, as well as the 3′-
terminus of the adenine tract of the
complementary strand. This model did not
indicate any interaction with the central
GC base pairs.
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Fig. 24 Schematic representation of Hoechst
33258 bound to the minor groove of the 5′-TTTT
sequence. (a) Highlights of some of the NOEs
that determine the position and orientation of
the Hoechst molecule within the minor groove.
(b) Intermolecular hydrogen-bonding scheme.
Molecular-modeling studies with an idealized
B-DNA helical structure indicate that the
benzimidazole H3′ is capable of forming

bifurcated interactions with A11N3 and T302,
whereas the benzimidazole H3′′ hydrogen bonds
in a similar manner, but with A10N3 and T402.
In the proposed model of the complex, these
distances fall within 3.5 Å and are thus within
acceptable hydrogen-bonding limits. (Reprinted
with permission from Oxford University Press
from Searle, M.S., Embrey, K.J. (1990) Nucleic
Acids Res. 18, 3753.)

The orientation of the ligand was
similarly determined in the 1 : 1 complexes
on the basis of the intermolecular NOEs
between protons located at the extremities
of the Hoechst molecule and protons of
the binding site. For example, in the
interaction with d(GTGGAATTCCAC)2,
NOEs between protons from the piperizine
moiety and the H2 and H1′ protons of the
dinucleotide fragment d(A5T5)·d(A6T6)
were reported.

Dynamic processes The binding of
the Hoechst molecule to the self-
complementary oligonucleotide duplexes
in a 1 : 1 ratio lifts the dyad symmetry
of the duplexes so that two sets of DNA
resonances are observed. This indicates
that the drug is in slow exchange between
the free and the bound forms. Close
examination of the 2D NOE data, however,
reveals the presence of chemical-exchange
cross peaks between symmetry-related
protons on opposite sides of the dyad

axis of the DNA duplex. The mechanism
by which this occurs has been described
as dissociation of the Hoechst molecule
from the duplex, followed by a 180◦-
reorientation and rebinding. The self-
complementary nature of the sequences
ensures that the same complex is formed
for either ligand orientation but with the
net effect of interchanging the two strands
with respect to the orientation of the
Hoechst molecule. The rate at which this
process occurs was estimated using cross-
peak intensities in the NOESY spectrum.
When interacting with d(GGTAATTACC)2
and d(GTGGAATTCCAC)2, the lifetime
of the complex in each state (1/kex) was
reported to be approximately 0.8 and
0.45 s, respectively. These values indicate
a small but significant difference in the
affinity of Hoechst for TAATTA and
GAATTC sites.

Intramolecular dynamic processes that
are fast on the NMR timescale are also
observable in the 1H-NMR spectrum of
the bound Hoechst molecule. Resonance
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averaging is observed for the H2/H6 and
H3/H5 protons of the phenol group, which
is consistent with the environments on
either side of the ring being averaged
by rapid ring-flipping motions about the
C4–C2′ axis. This occurs despite the
apparent tight fit between the phenyl ring
and the walls of the minor groove, which,
in a static model of the complex, must
present a large barrier for rotation. The
rate for this process is as high as 1000 s−1,
which is much higher than the rate of
interconversion between free and bound
forms of the duplex; thus, dissociation of
the drug from the complex cannot be
the rate-limiting factor for phenol ring
flipping. Dynamic fluctuations of the DNA
conformation are more likely to provide the
rate-limiting step.

Summary of solution studies The data
obtained from these NMR studies are con-
sistent with the bound ligand fitting tightly
within the minor groove of AT tetramers,
with the aromatic rings of the ligand being
roughly coplanar. The AT tract provides
the key recognition features required for
binding, including the narrowness of the
minor groove. The importance of van der
Waals interactions is evident, given the
large number of NOE contacts between
the ligand and the walls and floor of the
groove. Hydrogen bonding also plays a sig-
nificant role in stabilizing the interaction,
as do electrostatic interactions between the
positively charged piperizine ring and the
minor groove. Electrostatic interactions are
also likely to play a significant role in ori-
enting the ligand within the binding site,
as shown in the 2 : 1 complex, in which the
piperazine rings point toward the center
of the duplex where the positive charge
is best stabilized. The information derived
from these studies, as well as from NMR
studies of the interactions of other minor

groove binders with DNA, is useful for the
design of ligands with altered specificity or
increased binding affinity, with the overall
goal being the development of novel drugs.

3.2.4.2 Immunophilins: Studies of FK506
analog binding to FKBP. Some of the
most detailed investigations of the inter-
action between ligands and their target
proteins have been made for the im-
munophilin class of proteins. The ma-
jor FK506 binding protein (FKBP) has
a molecular mass of about 11.8 kDa,
whereas cyclophilin (Cp) has a mass of
about 17 kDa. These proteins are unrelated
in amino acid sequence, but both have
peptidyl-prolyl cis–trans activities that are
inhibited by immunosuppressants that
block signal transduction pathways lead-
ing to T-lymphocyte activation. FK506 (10)
and rapamycin (11) inhibit the cis–trans
isomerase activity of FKBP, whereas cy-
closporin A (structure shown in Fig. 3)
inhibits that of Cp. NMR has contributed
significantly to the understanding of bind-
ing interactions to both these proteins.
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Initial studies on FK506 focused on
the structure of the free ligand to aid in
the design of further analogs. However,
it was established from studies of the
cyclosporin A–cyclophilin complex that
the conformation of a molecule bound to
its target site might be very different from
that in the free state. In addition, analog
design is assisted by knowing the location
of the binding region of the ligand. Studies
were therefore undertaken to determine
the bound state of the ligand as well
as to identify those portions of the drug
interacting with the binding protein.

The first investigations involved the
analysis of 13C carbonyl chemical shifts
of C8 and C9 and the 1H chemical
shifts of the piperidine ring of FK506
bound to FKBP. The upfield shifts of
the piperidine ring protons, as well as
NOEs observed between these protons
and aromatic protons of FKBP, suggested
that the bound site on FKBP resided
in an aromatic-rich domain, and allowed
a putative binding site on FKBP to be
proposed. It was also evident that the
pipecolinyl functionality of FK506 and
analogs was involved in the binding face
of the ligand.

In another study, a uniformly 13C-
labeled ascomycin, (12), was prepared,
allowing the bound conformation of as-
comycin to be determined in the presence
of FKBP. The enhanced 13C signals were
used to edit the 1H NOESY spectra used
for the structural analysis. Not only were
the assignments of side-chain methyls
made possible by the 13C enrichment but
ligand resonances also could be distin-
guished readily from those of the protein.
The conformation of the ligand was de-
termined from NOEs observed in a 3D
HMQC-NOESY spectrum. The resulting
ascomycin structure (Fig. 25) differed con-
siderably from that of the uncomplexed
FK506 obtained by X-ray crystallography,
but was similar to that of rapamycin. In
particular, the bound ascomycin displayed
a trans orientation of the 7,8-amide bond,
whereas this bond is cis in free FK506 and
trans in rapamycin. The backbone struc-
ture of the macrocyclic ring differed from
that of uncomplexed FK506, but showed a
similarity in the piperidine ring region to
that of rapamycin. This study also showed
that both the piperidine ring and the pyra-
noyl moiety of ascomycin are involved in
the binding interface in the complex with
FKBP. Ligand protons that show NOEs
to the protein are in bold in Fig. 25. X-
ray studies have since confirmed these
results for both the FK506-FKBP and ra-
pamycin–FKBP complexes, showing the
trans orientation of the ligand amide bond
in the bound conformation, and verifying
the involvement of the piperidine and pyra-
noyl regions of the ligand in the binding
interface.

The binding site of the FKBP com-
plex has also been investigated through
use of NMR spectroscopy. In early stud-
ies, the structure of uncomplexed FKBP
was solved using 1H-NMR methods. Al-
though spectral overlap did not allow every
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Fig. 25 Three-dimensional structure of
ascomycin bound to FKBP. Protons on
the ligand that showed NOEs to the
protein are denoted by a black shading
of the carbons to which they are
attached. Although no NOEs were
observed from the protons at position 3
to the protein, the upfield shift of their
resonances, −1.09 and 0.25 ppm,
suggests that they are in close proximity
to an aromatic region of FKBP.
(Reprinted with permission from
American Chemical Society from
Petros, A.M., Gampe Jr., R.T.,
Gemmecker, G., Neri, P.,
Holzman, T.F., Edalji, R., Hochlowski, J.,
Jackson, M., McAlpine, J., Luly, J.R. et al.
(1991) J. Med. Chem., 34, 2925.)
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structural constraint present to be iden-
tified unambiguously, convergent struc-
tures defining the global fold of the
107-residue FKBP protein were obtained.
Previous biochemical data allowed the ex-
tensive aromatic cluster within the core
of the structure to be identified as the
ligand-binding pocket. The loop regions
of the protein between residues 37–43
and 83–90, situated at the open end of
the binding pocket, were also of interest.
The loops were the least well-defined re-
gions of FKBP and were thought to be
flexible, and perhaps involved in the bind-
ing interaction. Examination of 1H and
15N chemical-shift changes on addition
of ligand supported this notion and sug-
gested that significant structural changes
in these loop regions occurred upon ligand
binding.

In a later study, a high-resolution
structure of the complete ascomycin-FKBP
complex was calculated by heteronuclear
3D and 4D NMR. The extra detail afforded
by the multidimensional NMR approach
allowed the ligand–protein contact area

to be located unambiguously and even
specific intermolecular hydrogen bonds
could be identified. The structure of the
complexed FKBP was essentially similar to
that of the uncomplexed structure, except
that the ‘‘ill-defined’’ loop regions between
residues 36–45 and 78–92 were found
to adopt well-defined conformations in
the complexed proteins, as preempted by
previous studies. Although this difference
may partially be a result of the differences
in resolution achieved in the complexed
and uncomplexed FKBP NMR studies,
generally it was thought that binding
involved some rearrangement of the 36–45
and 78–92 loops. This provides a good
example of the dynamic nature of protein
binding as revealed by NMR spectroscopy.

The dynamic aspects of the lig-
and–FKBP complex formation have been
pursued through analysis of 15N-NMR re-
laxation data. In particular, the increased
backbone mobility for several residues
within the 36–45 and 78–95 loops com-
pared with that of the rest of the protein
has been noted. From analysis of the 15N
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relaxation rates of FKBP complexed with
FK506, it was found that flexibility was re-
stricted along the entire polypeptide chain.
This confirmed the proposition that the
binding interaction of FKBP with ligand
involves stabilization and structuring of
the protein loops adjacent to the bind-
ing site.

In summary, it was possible not only to
define the free and bound conformations
of the ligand but also to identify the
two binding interfaces involved in the
interaction and demonstrate a reduction in
protein mobility in a defined region of the
protein upon binding. This level of analysis
was possible because of the tight binding of
the FKBP–ligand complex, its small size,
and the availability of labeled species. The
information proved to be complementary
to X-ray crystallographic studies and will
help clarify the role of FKBP complex
formation in immunoregulation.

3.2.4.3 Matrix metalloproteinases. Ma-
trix metalloproteinases or MMPs, includ-
ing stromelysin, collagenase, and gelati-
nase, are involved in tissue remodeling
associated with embryonic development,
growth, and wound healing. Unregulated
or overexpressed MMPs have been impli-
cated in several pathological conditions,
including arthritis and cancer, and in-
hibitors of stromelysin and other MMPs
have attracted much interest because of
their potential for the treatment of these
diseases.

Several NMR structural studies of
stromelysin and collagenase complexes
have been reported. The secondary struc-
ture and global fold have been found
to be quite similar for the catalytic do-
mains of both enzymes and their various
complexes with ligands. The active site
in each enzyme is a cleft spanning the
width of the enzyme, with a catalytic

zinc atom coordinated by three histidine
residues located in the center. Different dy-
namic properties of active-site residues in
stromelysin/ligand complexes and of col-
lagenase with and without bound inhibitor
have been reported. It has been proposed
that structural and dynamic differences
can be exploited in structure-based drug
design to achieve broad inhibitor activity
against several MMPs or to obtain more
selective inhibition.

Of recent interest have been structural
data on a novel class of MMP-binding
inhibitors, represented by PNU-107859
(13) and PNU-142372 (14), which contain
a thiadiazole moiety that coordinates the
catalytic zinc atom through its exocyclic
sulfur atom.

N
H

O

H
N

H3C

O

N
H

S

NHN

S

(13)

(14)

N
H

N
H

O

S

NHN

S

F

F
F

F
F

HN
OCH3

Isotope editing/filtering studies played
an important role in defining interac-
tions between the ligands and stromelysin.
For example, for the stromelysin/PNU-
107859 complex, a 3D 12C-filtered, 13C-
edited NOESY spectrum recorded on the
[12C,14N]PNU-107859/[13C,15N]-stromely-
sin complex was used to assign pro-
tein/ligand NOEs. Of the 11 observed
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NOEs between the ligand and protein
aliphatic protons, nine involved the aro-
matic ring of (13) and one involved the
terminal methyl group. NOEs were ob-
served between (13) and protons of Tyr155,
His166, Try168, and Ala169. All four of
these residues are located in the S1 –S3

binding sites on one side of the active
site. Comparison of 2D 1H−15N HSQC
spectra showed that differences between
the 1H and 15N chemical shifts for the
stromelysin/13 and stromelysin/14 com-
plexes are concentrated in the active site,
indicating that no gross conformational
differences in protein structure exist. The
aromatic rings of (13) and (14) bind in the
same region of the protein.

A region of the 1D 19F spectrum of
the stromelysin/14 complex is shown in
Fig. 26. Two separate resonances were

observed for the two ortho fluorine atoms
of the bound ligand in contrast to the single
resonance observed for both ortho protons
of stromelysin-bound (13), indicating that
the ring flip rate (rotation about the Cβ−Cγ

bond) is reduced for stromelysin-bound
(14) compared to stromelysin-bound (13).
A ring flip rate of approximately 100 s−1

was estimated from the difference in
linewidths for the bound ortho and para
fluorine atom resonances of (14), more
than 2 orders of magnitude slower than
the ring flip rate for (13). The 19F
spectrum in Fig. 26 illustrates several
general principles that are useful in
NMR studies of ligand–macromolecule
complexes. First, note that the use of a
rare probe nucleus such as 19F produces
spectra of elegant simplicity. Because
there is no naturally occurring 19F in the
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Fig. 26 Region of the 1D 19F spectrum of the stromelysin/PNU-142372 complex. Signals from free
(sharp) and bound (broad) PNU-142372 are observed. (Adapted with permission from Elsevier
Science from Stockman, B. (1998) Prog. Nucl. Magn. Reson. Spectrosc. 33, 109.)
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macromolecule, it generates no interfering
signals. Second, the offset in chemical shift
between bound and free signals reflects
the different environment of the bound
and free states. Third, signals from the
bound ligand are broader than those from
the free ligand because of the higher
molecular weight of the complex but are
still clearly visible for a complex of this
size.

NMR studies have also been reported
for ligands bound to collagenase. Interest
so far has focused on hydroxamate-
containing ligands, where it has been
shown that binding causes a decrease in
mobility of some but not all active-site
residues. Interestingly, some active-site
residues adjacent to residues that interact
directly with inhibitor were found to have
high mobility both in the presence and
the absence of inhibitor. This contrasts
with what is observed for stromelysin
complexed to hydroxamate ligands and
a more complete understanding of the
dynamics of the respective interactions
may provide critical information for drug
design.

Hydroxamate-containing ligands have
also featured in other NMR studies, this
time using TrNOEs to determine their
bioactive conformations. TrNOE data were
used to determine the conformation of
the inhibitors when bound to stromelysin.
The NOE-derived structures of the bound
inhibitors were used as templates to
screen a database of 260 000 compounds.
Eighteen of the 23 compounds identified
for which stromelysin binding data were
available had affinities less than 200 nM,
demonstrating the value of deriving a
conformationally restricted template for
structure-based drug design. This study
also demonstrates the close synergy that
exists between structure-based design and

screening approaches, either in silico or
experimental.

3.2.4.4 Dihydrofolate reductase. Dihy-
drofolate reductase or DHFR is an im-
portant intracellular enzyme that is the
target of several clinically used drugs, in-
cluding methotrexate (15), an anticancer
compound, and trimethoprim (16), an an-
tibacterial. These act by inhibiting the
enzyme in malignant cells and parasites,
respectively. The small size of DHFR
(18–20 kDa) makes it amenable to struc-
tural studies and there have been nu-
merous complexes determined using both
X-ray and NMR methods. The focus here
will be on a recent illustrative example of
the structure of a new complex of DHFR
with trimetrexate (17). Trimetrexate was
initially investigated as an antimalarial
agent but has subsequently been found to
have antineoplastic activity against breast,
neck, and head cancers. It has also been
used as an antibacterial for the treat-
ment of Pneumocystis carinii pneumonia
in AIDS patients. As seen from the fol-
lowing structures, trimetrexate combines
some of the features of trimethoprim and
methotrexate:
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The three-dimensional structure of the
complex of DHFR with trimetrexate was
determined using about 2000 distance re-
straints, 300 angle restraints, and 100
hydrogen-bonding restraints. Simulated
annealing calculations produced a fam-
ily of 22 structures consistent with the
constraints. Several intermolecular pro-
tein–ligand NOEs were obtained by using
a novel approach that monitored tempera-
ture effects of NOE signals resulting from
dynamic processes in the bound ligand. At
a low temperature (5 ◦C), the trimethoxy
ring of bound trimetrexate flips sufficiently
slowly to give narrow signals in slow ex-
change, which give good NOE cross peaks.
At higher temperature, these broaden and
their NOE cross peaks disappear, thus
allowing the signals in the lower temper-
ature spectrum to be identified as NOEs
involving ligand protons. Figure 27 shows
the structure of the complex, including
the orientation of the ligand in the bind-
ing site.

The binding site for trimetrexate is
well defined and was compared with
the binding sites in related complexes
formed with methotrexate and trimetho-
prim. No major conformational differ-
ences were detected between the different
complexes. The 2,4-diaminopyrimidine-
containing moieties in the three drugs
bind essentially in the same binding pocket
and the remaining parts of their molecules
adapt their conformations such that they

can make effective van der Waals in-
teractions with essentially the same set
of hydrophobic amino acids. The side-
chain orientations and local conformations
are not greatly changed in the different
complexes.

The ring flipping of the trimethoxy
aromatic ring mentioned earlier was
detected by variable-temperature studies
of the spectral line shape. The presence
of such dynamic processes involving the
ligand appear to be not uncommon
in macromolecule–ligand complexes and
the ability of NMR methods to detect
such phenomena represents one distinct
advantage of NMR over X-ray methods
of structure determination. Relaxation
measurements were also used to probe
dynamics of the protein and no large-
amplitude motions were found, apart from
that at the C terminus. The power of
NMR methods for studying dynamics of
complexes is further illustrated by an
earlier study of the complex of DHFR with
methotrexate. In this case, a correlated
dynamic rotation of a carboxylate group on
the ligand and Arg57 of the protein was
detected, as illustrated in Fig. 28.

3.2.4.5 HIV protease. Because of its es-
sential role in the HIV life cycle, HIV
protease is a major target for structure-
based design of anti-AIDS drugs. There
are now more than 100 structures of
HIV protease and protease-inhibitor com-
plexes in the HIV-protease structure
database, and the availability of this
wealth of high-resolution structural in-
formation has been the driving force
behind numerous structure-based design
programs. Most of the high-resolution
structural information on HIV protease
has been obtained from X-ray crystallog-
raphy data. Although there are relatively
few examples of HIV protease/inhibitor



578 Structure-based Drug Design and NMR-based Screening

(a)

(c)

L54 L54

L27
D26 D26H18

TMQ

P50

A6 A6
T116 T116

L19 L19

L27H18

V41 V41

A97 A97

P50

TMQ

L4 L4

Y29
Y29

F49 F49
F30

F30T45 T45

(b)

Fig. 27 Stereoview of a superposition over the backbone atoms (N, Cα, and C) of residues
1–162 of the final 22 structures of the DHFR–trimetrexate complex. (a) View of the protein
backbone and the trimetrexate heavy atoms. (b) View of trimetrexate in the binding site of
enzyme. (c) Conformation of trimetrexate in the binding site of enzyme. The orientation of
trimetrexate is identical for (a−c) and only its heavy atoms are shown. (Reprinted with
permission from The Protein Society from Polshakov, V.I., Birdsall, B., Frenkiel, T.A.,
Gargaro, A.R., Feeney, J. (1999) Protein Sci. 8, 467.)
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Fig. 28 Correlated motions of a carboxylate group from methotrexate and
Arg57 of DHFR detected by NMR. (a) Structure of an arginine–carboxylate
complex formed with symmetrical end-on interactions and (b) structure of
methotrexate showing its interaction with the guanidine group of Arg57 of
DHFR. (Reprinted with permission from Nieto, P.M., Birdsall, B.,
Morgan, W.D., Frenkiel, T.A., Gargaro, A.R., Feeney, J. (1997) FEBS Lett.
405, 16.)

complexes that have been determined
by use of NMR spectroscopy, the NMR
data, taken together with the structural
data from X-ray experiments, have con-
tributed to an understanding of protease-
inhibitor recognition and dynamics. In-
deed, studies of HIV protease/inhibitor
complexes are a powerful example of the
way in which complementary information

obtained from X-ray crystallography and
NMR spectroscopy can be used to facilitate
structure-based drug design.

HIV protease/inhibitor complexes have
a molecular weight of approximately
22 kDa. Although NMR spectroscopy is
well suited for the determination of the
structure of molecules in this size range,
efforts to determine the solution structure
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of the complex were hampered by the fact
that the protease undergoes rapid auto-
catalysis in solution. It required the devel-
opment of potent inhibitors before NMR
studies of the complex became feasible.
The first solution structure (Fig. 29) of HIV
protease bound to the cyclic urea inhibitor
DMP-323 (18) was reported in 1996.

HO

N

N

O OH

Ph
HO

HO

Ph

(18)

The protease exists as a homodimer.
Each 99-residue monomer contains 10 β-
strands and the dimer is stabilized by a

four-stranded antiparallel β-sheet formed
by the N- and C-terminal strands of
each monomer. The active site of the
enzyme is formed at the interface, where
each monomer contributes a catalytic triad
(Asp25-Thr26-Gly27) that is responsible for
cleavage of the protease substrates. The
‘‘flap region’’ is located above the reactive
site and is formed by a hairpin from each
monomer of two antiparallel β-strands
joined by a β-turn. There is little difference
between the solution and crystal structures
of protease–inhibitor complexes, except in
those regions where the polypeptide chain
is disordered. However, experiments in
solution have allowed access to parameters
that are not directly accessible from
crystal data. These parameters, such as
the amplitude and frequency of backbone
dynamics, the protonation states of the
catalytic aspartate residues, and the rate
of monomer interchange, are essential
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Fig. 29 (a) View of the superimposed
heavy atom (N, Ca, C) of the ensemble
of structures of the HIV-1
proteases/DMP323 complex.
(b) Ribbon diagram of the minimized
average structure of the complex.
(Reprinted with permission from The
Protein Society from Yamazaki, T.,
Hinck, A.P., Wang, Y.X., Nicholson, L.K.,
Torchia, D.A., Wingfield, P., Stahl, S.J.,
Kaufman, J.D., Chang, C.H., Domaille,
P.J., Lam, P.Y. (1996), Protein Sci.
5, 495.)
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in understanding the interaction of HIV
protease with potent inhibitors.

The cyclic urea inhibitor DMP-323 was
designed by analysis of crystal structures
of HIV protease/inhibitor complexes. A
feature common to many of the complexes
of HIV protease is a buried water molecule
that bridges the inhibitor and Ile50 in the
flaps. Interactions with this water molecule
are thought to induce the fit of the flaps
over the inhibitor. In contrast, mammalian
aspartic-protease/inhibitor complexes are
unable to accommodate an equivalent
water molecule. This observation led to
the design of a series of cyclic urea-based
inhibitors that are capable of displacing
the buried water molecule. As well as
improving the specificity of inhibitors to
the viral protease, displacement of the
water molecule was expected to increase
the entropic contribution to inhibitor
binding and thus enhance the affinity
of complex formation. The cyclic urea
inhibitors are highly potent and specific
inhibitors of HIV protease and for DMP-
323, it has been shown in both the crystal
structure and in solution that the urea
moiety does indeed replace the buried
water molecule.

Although DMP-323 replaces one buried
water molecule, several others are ob-
served in the crystal structure of the
complex. In favorable cases, NMR can
be used to estimate the residence times
of hydration water molecules, thus pro-
viding information about the timescale
of the interaction of buried water with
the bulk solvent. This analysis led to the
identification of a symmetry-related pair
of water molecules that may have a struc-
tural role in formation of the complex.
Such information may prove useful in
the design of future cyclic urea inhibitors.
An interesting finding was the fact that

each of the hydroxyl protons of DMP-
323 is in rapid exchange with solvent.
This is a surprising result, given that two
of these hydroxyl protons are completely
buried and form a network of hydrogen
bonds with the catalytic Asp25/Asp125 side
chains. Furthermore, the dissociation rate
of DMP-323 is less than 1 s−1 under the
conditions of the experiment, which is too
small to average the chemical shifts of
the hydroxyl protons and the bulk wa-
ter. The observation is ascribed to local
fluctuations in the complex that allow
solvent molecules to penetrate into the
binding site. This conclusion is supported
by the observation that the catalytic pro-
tons of the Asp25/Asp125 side chains in
the protease/DMP-323 complex undergo
H-D exchange with solvent, even though
they are buried and hydrogen bonded to
the inhibitor. These studies highlight that
even well-ordered structures such as the
protease/DMP-323 complex may be flex-
ible on the millisecond to microsecond
timescale.

Interestingly, in the DMP-323 com-
plex, both of the catalytic Asp25/Asp125

side chains are protonated over the pH
range 2–7. The protonated Asp25/Asp125

residues form a network of hydrogen
bonds with the hydroxyl groups of DMP-
323. In contrast, it has been shown that in
the complex with the asymmetric inhibitor
KNI-272, the side chain of Asp25 is proto-
nated, whereas that of Asp125 is not. A
suggested explanation for this is that both
oxygens of the Asp125 side chain are de-
protonated to accept two hydrogen bonds,
one from a bound water molecule and one
from the inhibitor. In contrast, the side
chain of Asp25 is protonated so that it can
donate a hydrogen bond to the inhibitor.
Consequently, the protonation state of the
enzyme is influenced strongly by inter-
action with specific inhibitors and this
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knowledge is essential for a detailed under-
standing of the protease/drug interactions.

NMR has also been used to study
the relationship between flexibility and
enzymatic function for HIV protease.
For the protease/DMP-323 complex, 15N
spin-relaxation studies determined that
residues that are flexible correlate well
with residues that are disordered in the
NMR structure of the complex. For exam-
ple, residues in poorly defined loops were
found to undergo large-amplitude internal
motions on the nanosecond–picosecond
timescale. In contrast, two regions of the
molecule were found to exhibit motions on
the millisecond–microsecond timescale.
The first of these is at the N terminus
of the protein around Thr4-Leu5. This is
adjacent to the major site of autolysis of
the protease and it has been suggested
that the rate of cleavage may regulate HIV
protease activity in vivo. Consequently, the
observed flexibility may be important for
regulation of protein function. The second
region found to be undergoing millisec-
ond–microsecond motion was the tips of
the flaps around Ile50-Gly51. In crystal
structures, this region of the protease is
well ordered and not involved in crystal
contacts, although its conformation varies
from structure to structure. This motion is
interpreted as a dynamic conformational
exchange process, which is fast, relative to
the chemical-shift timescale. Thus, when
the protease is bound to a symmetric in-
hibitor in solution, this conformational
exchange results in the chemical shifts
of the flap residues in the two monomers
being identical. In contrast, when the pro-
tease is bound to an asymmetric inhibitor,
such as KNI-272, crystal structures show
that each monomer interacts with the in-
hibitor in a different way. This is reflected
in the fact that the chemical shifts of the
monomers are different when asymmetric

inhibitors are bound. Analysis of spectra
from such an asymmetric complex has
revealed that the inhibitor is capable of
‘‘flipping’’ its orientation with respect to
the two monomers without dissociating
from the complex. These data again high-
light the importance of defining both the
structural and dynamic aspects of binding
to understand the requirements for potent
interactions between HIV protease and its
inhibitors.

The development of inhibitors of HIV
protease represents a major success for
structure-based drug design. When HIV
was first identified in the early 1980s, there
were no known drugs effective for treat-
ment of infection. A combination of X-ray
crystallography, NMR spectroscopy, com-
puter modeling, and chemical synthesis
has resulted in the development of several
effective HIV protease inhibitors. How-
ever, in common with other retroviruses,
HIV has a high transcription error rate
that results in a rapid mutational rate. One
of the results of this is the production of
a divergent population of viruses in which
the sequence of the HIV protease produced
may differ substantially. As a consequence,
drug-resistant strains of the virus emerge.
Clearly, knowledge of the structural princi-
ples that govern inhibition of the protease
and the mechanism by which the virus
develops resistance will continue to be im-
portant in the development of effective new
drugs.

4
NMR Screening

In the past, NMR was predominantly used
in the design stage of drug discovery
rather than the screening stages. Recently,
new methods that make use of NMR to
screen ligands for binding to a protein
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target have been developed and are proving
to be a powerful tool in the discovery
of new drug leads. This section gives
an overview of the various experimental
methods, summarized in Table 8, which
can be used to screen mixtures of ligands
for binding to a drug target. There will
also be a brief discussion on the practical
considerations that need to be made when
designing an NMR screening program.

4.1
Methods

4.1.1 Chemical-shift Perturbation
Chemical shift is a function of the chem-
ical (and hence magnetic) environment
that individual nuclei experience. Pertur-
bations of chemical shifts can be used to
detect binding of a ligand to a protein tar-
get. When a ligand binds to a protein, the
local chemical environment is changed,
and this is reflected by a change in the
chemical shifts of nuclei in close proxim-
ity to the ligand-binding site. The most
common experiment used in this screen-
ing methodology is the 1H/15N HSQC
that generates a discrete signal for each
amide group within the protein. A refer-
ence 1H/15N HSQC spectrum, which is
acquired in the absence of potential lig-
ands, is compared to a spectrum recorded
in the presence of ligands and any changes
in the amide chemical shifts are indicative
of a ligand binding to a location close to
the corresponding amide groups. The ma-
jor advantage of this technique is that, if
the NMR assignment of the amide reso-
nances is known, then the site of binding
for each ligand can be determined. This is a
valuable piece of information in the devel-
opment of more potent second-generation
drug leads. Binding affinities can also be
determined by measuring the change in

chemical shift as a function of ligand
concentration.

One technique that utilizes this screen-
ing method for drug design is ‘‘SAR-by-
NMR,’’ developed by Fesik and coworkers.
SAR-by-NMR is a fragment-based drug
design approach in which a potent drug
candidate is derived by chemically linking
two or more small low affinity ligands for
a target. In theory, the binding energy of
the linked compounds will be the sum of
the binding energies of the two individual
compounds plus contributions to binding
energy attributed to linkage. Therefore, it
is possible to generate a drug lead with
a nanomolar dissociation constant (KD)
from two milli- to micromolar fragments.

The first step in this process (Fig. 30)
involves screening a library of ligands
(typically with a MW <400) in mixtures
of up to 10 for binding to a protein
target by comparing the 1H/15N HSQC
spectrum of an 15N-enriched protein in
both the presence and the absence of
ligands. Any ligand-induced changes in
the chemical shift of the nitrogen and
amide proton signals indicate binding of
one or more ligands in the mixture to the
protein target. The mixture containing the
binding ligand(s) is deconvoluted and each
individual compound screened to identify
the individual ligand(s) responsible for
the observed chemical-shift perturbations.
Once a binding ligand is identified, analogs
can be screened to optimize binding.

A second ligand, which binds at a
proximal site, is then identified either from
the original screen or by repeating the
library screening with the first ligand site
bound to the protein. This ligand is then
optimized and the structure of the ternary
complex determined by use of either
NMR or X-ray crystallography. The ternary
complex structure provides information
on the conformation and orientation of



584 Structure-based Drug Design and NMR-based Screening
Ta

b.
8

A
su

m
m

ar
y

of
th

e
m

et
ho

ds
av

ai
la

bl
e

fo
r

N
M

R
sc

re
en

in
g

an
d

th
ei

r
re

sp
ec

tiv
e

ch
ar

ac
te

ri
st

ic
s.

Sc
re

en
in

g
m

et
ho

do
lo

gy
Si

gn
al

s
ob

se
rv

ed
Pr

ot
ei

n
si

ze
lim

it

La
be

lli
ng

B
in

di
ng

in
fo

rm
at

io
n

ob
ta

in
ed

K
D

lim
it

K
D

de
te

rm
in

ed
Su

it
ab

le
fo

r
H

TS
(H

ig
h

th
ro

ug
hp

ut
sc

re
en

in
g)

M
ix

tu
re

de
co

nv
ol

ut
io

n
re

qu
ir

ed
?

C
he

m
ic

al
-s

hi
ft

pe
rt

ur
ba

tio
n,

e.
g.

SA
R

-b
y-

N
M

R

Pr
ot

ei
n

<
30

kD
a

15
N

pr
ot

ei
n

Lo
ca

tio
n

10
−3

–
10

−7
M

Ye
s

Ye
s

Ye
s

ST
D

Li
ga

nd
N

on
e

N
on

e
O

ri
en

ta
tio

n
10

−3
–

10
−7

M
N

o
Ye

s
N

o
D

iff
us

io
n-

ba
se

d,
e.

g.
af

fin
ity

N
M

R
Li

ga
nd

N
on

e
2
H

pr
ot

ei
n

fo
r

is
ot

op
e

ed
iti

ng

N
on

e
10

−3
–

10
−7

M
Ye

s
Ye

s
N

o

R
el

ax
at

io
n

ba
se

d
Li

ga
nd

N
on

e
N

on
e

N
on

e
10

−3
–

10
−7

M
Ye

s
Ye

s
N

o
Tr

N
O

E
Li

ga
nd

N
on

e
N

on
e

B
ou

nd
co

nf
or

m
at

io
n

10
−3

–
10

−7
M

N
o

Ye
s

N
o

N
O

E
pu

m
pi

ng
Li

ga
nd

or
N

on
e

N
on

e
B

ou
nd

co
nf

or
m

at
io

n
10

−3
–

10
−7

M
N

o
Ye

s
N

o

pr
ot

ei
n

(r
ev

er
se

)
Ye

sa

Sp
in

la
be

lin
g

Li
ga

nd
or

pr
ot

ei
n

N
on

e
Sp

in
la

be
lf

or
ei

th
er

lig
an

d
or

pr
ot

ei
n

O
ri

en
ta

tio
n,

si
m

ul
ta

ne
ou

s
bi

nd
in

g

10
−3

–
10

−6
M

N
o

Ye
sb

Ye
sb

a Fo
r

re
ve

rs
e

N
O

E
pu

m
pi

ng
.

b
Fo

r
pr

im
ar

y
sc

re
en

in
g

if
th

e
pr

ot
ei

n
is

sp
in

la
be

le
d

or
fo

r
se

co
nd

-s
ite

sc
re

en
in

g
if

th
e

fir
st

-s
ite

lig
an

d
is

sp
in

la
be

le
d.



Structure-based Drug Design and NMR-based Screening 585

NH HN
H
N

NH

NH

NH

NH HN
H
N

NH

NH

NH

NH HN
H
N

NH

NH

NH

NH HN
H
N

NH

NH

NH

NH HN
H
N

NH

NH

NH

NH HN
H
N

NH

NH

NH

Protein target

Screen
for first
ligand

Screen
for second

ligand

Optimize
first ligand

Optimize
second
ligand

Link
ligands

d 1H

d 15N

1H/15N HSQCLigand library

KD

10−3 M

10−4 M

10−8 M

Optimize

Link

Linking strategy summary

Fig. 30 Summary of the SAR-by-NMR drug discovery methodology. A protein target is
screened against a library consisting of small organic molecules by use of the 1H/15N
HSQC experiment. When two ligands that bind in close proximity are identified, they are
linked to form a composite ligand with an increased affinity for the target.

the bound ligands, which facilitates the
synthesis of hybrid molecules where the
two ligands are joined by a suitable linking
moiety.

There are several examples that illustrate
the potential of SAR-by-NMR. As noted
earlier, FKBP inhibits calcineurin and
blocks T-cell activation when complexed
to the immunosuppressant FK506. This
protein was used as a target for SAR-
by-NMR screening and subsequently two
ligands, (19) and (20), were identified
with KD values of 2 µM and 0.1 mM,
respectively. A model of the ternary
complex between the protein and both

N

O
O

O

H3CO

OCH3

OCH3

OCH3

(19)

ligands was produced, which indicated
that the methyl ester of (19) was close
to the benzoyl hydroxyl group in (20).
These two groups were linked with alkyl
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O

HN OH3

(21)

chains of various lengths, with the most
active compound (21) having a three-
carbon linker and a KD value of 19 nM.

Inhibitors of the MMP stromelysin have
also been designed through the use of the
SAR-by-NMR screening methodology. As
mentioned in Sect. 3.2.4.3, MMPs are in-
volved in matrix degradation and tissue re-
modeling, with overexpression of these en-
zymes being associated with arthritis and
tumor metastasis. Acetoxyhydroxamate
(22) was used as one ligand because
it was known previously that MMP in-
hibitors contain a hydroxamate moiety.
The KD value of (22) was determined
to be 17 mM. To identify a second lig-
and the protein was screened against a
ligand library in the presence of satu-
rating amounts of (22). The library was
biased for hydrophobic compounds, given
that stromelysin demonstrates a substrate
preference for a hydrophobic amino acid,
and structural studies had identified a hy-
drophobic binding pocket supporting this
observation. From the library screen, a
series of biphenyl compounds were identi-
fied and analogs of these compounds were
synthesized. A biphenyl derivative (23) was
produced with a KD value of 0.02 mM. The

NMR structure of a ternary complex, con-
sisting of stromelysin (22) and the biaryl
derivative (24) (chosen for its superior
aqueous solubility), was determined and
indicated that the methyl group of (22) was
in close proximity to the pyrimidine ring
of (24). With this information, (22) and
(23) were subsequently linked by different
length linkers and the most active com-
pound produced, (25), had a KD value of
15 nM.

(22)

N
H

O
OH

NC

OH

(23)

N
N

(24)

NC

O

NH
O

OH

(25)

A variation of SAR-by-NMR is to op-
timize binding or improve the pharmaco-
logical properties of known drug leads gen-
erated by other methods (e.g. natural prod-
ucts isolation or combinatorial chemistry).
A compound can be fragmented into
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individual subunits and then alternative
fragments can be identified through use
of 1H/15N HSQC screening. These frag-
ments can then be incorporated into
the molecular structure in the hope of
improving the binding and/or pharmaco-
logical properties of the parent compound
(Fig. 31). The alternative fragment must
bind in the same location as the corre-
sponding section of the original molecule,
making 1H/15N HSQC screening method
ideal as it provides information on the
binding site of ligands.

In a demonstration of this fragmen-
tation method, an antagonist of the
interaction between leukocyte function-
associated antigen 1 (LFA-1) and intracel-
lular adhesion molecule 1 (ICAM-1) was
used as a starting molecule. This inter-
action plays a role in the inflammatory
response and specific T-cell immune re-
sponses, and inhibitors have applications
in the treatment of inflammation and or-
gan transplant rejection. The p-arylthio
cinnamide antagonist (26) had an IC50
value of 44 nM; however, it was envisaged

that the molecule’s activity and physical
properties could be improved by replacing
the isopropyl phenyl group with a more
hydrophilic moiety. Screening of a 2500-
compound library provided several hits,
and analogs of (26) were made, which in-
corporated these ligands in place of the
isopropyl phenyl group. Compounds (27)
and (28) had both improved aqueous sol-
ubility and pharmacokinetic profiles, with
similar or improved activity (IC50 values
of 20 and 40 nM, respectively) when com-
pared to that of the parent compound (26).

S

N

O

N

ONO2

(26)

Many compounds bind to human serum
albumin (HSA), which significantly re-
duces their in vivo activity and hence their

Fig. 31 The fragment optimization
approach developed from SAR-by-NMR.
A known ligand of a protein is broken
into fragments, and small molecules
based on the fragments are screened for
binding. Any molecules that are found
to bind can then be incorporated into
the original lead compound with the
hope of improving its binding and/or
physicochemical properties.

Fragment lead
molecule

Identify alternative
fragment

Incorporate alternative
fragment into original lead
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N
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(27)
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N

OCl
SO

O

(28)

potential as a drug lead. The fragmenta-
tion method has recently been used to
find analogs of diflusinal (29) that have
a reduced affinity toward HSA. Diflusi-
nal is a nonsteroidal anti-inflammatory
that is more potent, longer acting, and
is more tolerated in vivo than aspirin.
However, 99% of diflusinal is bound to
albumin in plasma and, as a result, high
doses are required for it to be effective.
Structural studies of the diflusinal/HSA-
III complex indicated that, by introducing
polar functionality to the difluorophenyl
moiety, binding affinity to HSA may be
reduced without affecting activity. A series
of organic compounds analogous to the
difluorophenyl fragment were screened
using the 1H/15N HSQC chemical-shift
perturbation method and several alterna-
tive fragments were identified. These were
incorporated into the diflusinal structure,
resulting in a number of analogs (e.g. 30
and 31) with reduced affinity for HSA
but still maintaining some activity. It was
predicted that the next generation of com-
pounds would incorporate the fluorine
atoms present in (29) into leads such as
(30) and (31) because the presence of flu-
orine increased activity without increasing
the affinity for HSA.

OH

OH

O

F

F
(29)

OH

OH

O

N
H

O

(30)

OH

OH

O

N
H

O

O

(31)

Overall, SAR-by-NMR is already show-
ing great promise as a major new tool in
drug design, but it has a few limitations.
First, the screening of large ligand libraries
and any subsequent deconvolution steps
can be expensive, in that a large amount
of 15N-labeled protein is needed. How-
ever, as already noted, recent advances
in cryoprobe technology has reduced the
amount of protein required. The use of
smaller, more druglike libraries such as
that described in the SHAPES ideology
could also be used to reduce the amount of
protein required for screening. The second
limitation is that the NMR assignments for
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the protein must be known or determined.
This limits the size of the protein target to
30 kDa or less, although this value will pre-
sumably increase as TROSY-based NMR
technologies for structure determination
advance. The method also requires the
comparison of 1H/15N HSQC of the pro-
tein in both the absence and the presence
of ligands. Changes in solvent conditions
such as pH, polarity, salt concentration,
and viscosity may cause shifts in amide
resonances, leading to false positives.

Recently, a protocol was described that
screens ligands using the 1H/15N HSQC
experiment but includes a mass spectrom-
etry–prescreening step. Ligand mixtures
are added to a protein target and then
subjected to size-exclusion chromatogra-
phy, which separates ligand/protein com-
plexes from free ligands. The identity of
the bound ligands can then be deter-
mined using MS data and, once identified,
screened by 1H/15N HSQC to determine
the location and specificity of binding.
This MS/NMR methodology reduces the
amount of 15N-labeled protein required

because only a fraction of the library is
screened by NMR and there is no decon-
volution step.

4.1.2 Magnetization Transfer
Experiments
Proteins are composed of a large network
of dipole–dipole interactions, resulting
in the efficient transfer of magnetization
throughout the molecule. The satura-
tion transfer difference (STD) experiment
(Fig. 32) uses this phenomenon to detect
the binding of ligands to a protein. It re-
lies on the fact that saturation of a single
protein resonance results in saturation of
all protein resonances and any ligands that
bind to the protein, provided they are not
affected directly by the selective saturation
pulse. The STD experiment is able to detect
the binding of ligands with a KD between
10−3 and 10−8 M.

An STD experiment consists of irradiat-
ing an isolated protein resonance (either
at low or high field) with a series of pulses
that saturate the entire protein and any
binding ligands. This results in a spectrum

Increasing saturation

Selective saturation pulse Binding molecule Nonbinding molecule

Fig. 32 A schematic representation of the saturation transfer effect. The protein
resonances are saturated (indicated by shading) by a selective pulse by spin diffusion.
Resonances of nonbinding ligands (triangles) are not affected by this pulse but ligands
that are interacting with the protein (ellipses) will also become saturated. These
interacting ligands are transferred to solution through chemical exchange where they are
detected. (Reprinted with permission from Wiley-VCH from Craik, D.J. (Ed.) (1996) NMR
in Drug Design, CRC Press, Boca Raton, FL, pp. 1–476.)
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containing reduced signal intensities from
both the protein and the ligands that bind
to it. A second spectrum of the protein
and ligand library is then recorded with
the saturation pulses off-resonance. Sub-
traction of these two spectra results in
the STD spectrum that shows only those
ligands that bind to the protein (resid-
ual protein resonances are removed using
a T2 relaxation filter). This subtraction
occurs internally through phase cycling
after every scan, to reduce artifacts at-
tributed to temperature or magnetic field
variations.

An STD can be added to most forms
of NMR experiments including COSY,
TOCSY, NOESY, and inversely detected
13C or 15N spectra. A high-resolution
magic angle spinning (HR-MAS) STD ex-
periment has been developed to study
the binding of ligands to a protein im-
mobilized on a solid support. HR-MAS
STD NMR provides a way of obtaining
ligand-binding information for proteins
that are difficult to work with in solu-
tion attributed to either poor solubility
or conformational changes. In addition to
screening ligands for binding to a pro-
tein, the binding epitope of a molecule
can also be determined by examining the

intensities of ligand resonances. The pro-
ton signals that have the strongest signals
will correspond to those that are part
of the ligand’s binding epitope. For ex-
ample, it was shown that when methyl
β-D-galactoside (32) bound to Ricinus com-
munis agglutin I the H2, H3, and H4 were
saturated to the highest degree (values on
structure indicate relative signal strengths)
and hence were in close proximity to the
protein protons. This analysis was sub-
sequently extended to the decasaccharide
NA2 (33) and demonstrated that the Gal-6′
and GlcNAc-5′ residues bind edge-on to
the protein, with the binding contribution
of the terminal galactose residue being the
greater.
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of ligand binding. The saturation transfer
effect is an efficient process, which re-
sults in high sensitivity, and hence only
small quantities of protein are required
(nanomolar concentrations of a protein
with MW >10 kDa). In addition, protein
size is noncritical; in fact, as the protein be-
comes larger, the saturation transfer effect
becomes more efficient. The acquisition
time for each experiment is also quite short
and, because the experiment is ligand ob-
served, no deconvolution of mixtures is
required, making this a good technique for
high-throughput screening of large ligand
libraries. Unlike the chemical-shift per-
turbation techniques, STD experiments
provide no information on the site of lig-
and binding.

A second variation of saturation transfer
experiment has been devised, which uses
the transfer of magnetization from the
water. Water is intimately associated with
proteins being bound either within or on
the surface of the macromolecular struc-
ture. Saturation of the water resonance
will lead to protein saturation through a
variety of mechanisms, including satura-
tion of the αH resonances, saturation of
exchanging protein resonances, and NOE
interactions between water and the pro-
tein. If a compound is bound to the protein,
it will also become saturated, and this ef-
fect can be used as an indication of ligand
binding.

4.1.3 Molecular Diffusion
Molecules can be distinguished on the ba-
sis of their diffusion coefficients, which
are related to molecular size. Large macro-
molecules, such as proteins, diffuse more
slowly than small molecules and it is
this size difference that can be exploited
to screen for ligand binding. If a small
molecule binds to a protein target, its
diffusion coefficient is altered to a value

more like that of the protein. Therefore,
by utilizing a diffusion filter, resonances
generated by small molecules that do not
bind to the protein can be removed from
the spectrum.

Diffusion editing is achieved with the
use of a pair of gradient pulses. If
field homogeneity is ignored, then all
spins experience an identical magnetic
field despite having different positions
throughout the sample. The application
of a field gradient has the effect of making
field strength dependent on position.
Under the influence of the gradient pulse,
the phase of individual spins become
dependent on their position within the
sample and hence the spins are spatially
‘‘encoded.’’ If diffusion does not occur,
this spatial encoding is fully reversible by a
second gradient of inverse polarity and no
loss of NMR signal will occur. However,
the second gradient pulse will be unable
to ‘‘decode’’ the spins that have undergone
diffusion and the resulting NMR signal
will be reduced. Acquiring spectra of a
sample with and without the diffusion
filter and then subtracting them allows
the ligands binding to the protein to be
identified. This filtering method can be
used for both 1D and 2D experiments and
can be ‘‘tuned’’ by altering the strength
and duration of the gradients.

Because the ligand signals are being
observed in this screening method, no
convolution of the ligand mixture is
required, given that any signals can be
assigned directly to individual compounds
within the mixture. However, signals
from the protein are always present,
which can pose a problem in interpreting
spectra. An isotope-edited version of the
diffusion experiment has been designed
to avoid this problem, although labeled
protein is required. Generally, there is no
requirement for labeling of the protein
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target or for the protein resonances to
be assigned and thus, in theory, there
is no size limit on the proteins that
can be screened by use of this method,
although no information is obtained on
the location of ligand binding. However,
if the protein is large, then the transverse
relaxation time may be too short to observe
the bound ligands in the diffusion-edited
spectrum. Only one sample, containing
protein and ligands, is used to obtain
both reference and screening data and
therefore differences between the sample
and reference spectra caused by addition
of the ligands (pH, salt concentration, etc.)
are avoided.

Diffusion-filtered NMR screening re-
quires that there is a significant difference
in observed translational diffusion be-
tween the free and bound states. The
ligands are in fast exchange on the dif-
fusion timescale and as a consequence the
observed diffusion coefficient for binding
ligands is an average between the free and
bound diffusion values. Free ligands dif-
fuse at a much faster rate than those in
the bound state, and thus just a small
amount of free ligand has a considerable
effect on the observed average diffusion
coefficient. This effect may be significant
enough to reduce the difference between
binding and nonbinding ligands, making
it more difficult to interpret results.

A methodology based on diffusion
filtering named ‘‘affinity NMR,’’ has
also been used to screen for bind-
ing. Diffusion-edited NMR experiments
were able to identify two known bind-
ing tetrapeptide ligands of vancomycin
from a mixture of 10 peptides. Simi-
larly, the application of diffusion-editing
experiments has been demonstrated by
differentiating ligands of stromelysin
from a mixture containing nonbinding
compounds.

4.1.4 Relaxation
Like diffusion, the transverse relaxation
time (T2) of molecules is also dependent
on molecular size. Large molecules, such
as proteins, have a short T2 and hence ex-
hibit broad NMR signals, whereas small
molecules have a longer T2 and hence
narrower linewidths. Therefore, if a small
molecule ligand binds to a protein, its T2
value will decrease and a line-broadening
effect of bound ligand signals can be ob-
served. Alternatively, a relaxation filter can
be used to remove signals from molecules
with a short T2 value. Subtraction from a
reference spectrum will result in a spec-
trum containing only those ligands that
bind to the protein. The ability to identify
binding ligands using relaxation filters has
been demonstrated using FKBP. A mix-
ture of nine compounds consisting of one
known ligand of FKBP, 2-phenylimidazole
(34), and eight nonbinding compounds
(e.g. 35–37) were screened and only sig-
nals from (34) were observed.
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4.1.5 NOE
NOE experiments can also be used to
identify ligands that bind to protein
targets. Small molecules have a fast
tumbling rate and, as a consequence,
generally exhibit small positive NOEs. In
contrast, large molecules such as proteins
generate strong negative NOEs because of
their slow tumbling time. When a small
molecule binds to a protein, its tumbling
rate is slowed to that of the protein
and it exhibits strong negative NOEs.
On dissociation, these are transiently
retained and are known as transfer NOEs
or TrNOEs (Fig. 33). TrNOEs and those
arising directly from the free ligand can
be distinguished by the rate of signal
build up. TrNOEs accumulate significantly
faster and therefore can be selected by
using shorter mixing times in the NOE
experiment.

In practice, a 2D NOESY spectrum of the
mixture of potential ligands in the absence
of protein is recorded and all molecules ex-
hibit small positive NOEs. The experiment
is then repeated in the presence of protein
and molecules that bind display negative
TrNOEs. Subtraction of the two spectra
provides signals arising from only those
compounds that bind. These TrNOEs can
be interpreted to provide information re-
garding the bound conformation of the
active ligands. However, when analyzing

the conformational data, care must be
taken to ensure that the ligands are in fast
exchange and that the observed TrNOEs
are not affected by contributions from
spin diffusion. Relative binding affinities
between ligands can also be determined
by comparison of TrNOE signal strength
but, again, the fast-exchange regime and
spin-diffusion effects need to be taken into
account. If all ligands are in fast exchange,
the stronger binding ligands occupy more
binding sites and thus give larger TrNOE
intensities. Because of the need for an
averaging effect, brought about by fast
chemical exchange, TrNOE experiments
are limited to those ligands with a KD value
from 10−3 to 10−7 M. The spectral proper-
ties of excess ligand in solution are evoked
by small fractions of bound molecules,
greatly enhancing sensitivity.

TrNOE experiments have been used to
identify a bioactive disaccharide from a li-
brary of 15 mono- and disaccharides that
bound to Aleuria aurantia agglutinin. An-
other study has described the identification
of a silalyl Lewis mimetic (38) that binds to
E-selectin from a library of 10 compounds.
As well as being used to detect binding,
TrNOEs may also be used to determine
bound ligand conformations, as described
earlier in this chapter.

A second technique that uses NOEs
to detect binding is NOE pumping. This

Fig. 33 A schematic representation of the
TrNOE experiment used to detect ligand
binding (as described by Mayer, M., Meyer, B.
(2000) J. Med. Chem. 43, 2093). The free ligand
(white ellipse) exhibits only small positive
NOEs, although binding to the large protein
target results in the generation of large
negative TrNOEs. The appearance of these
large negative TrNOE signals can be used to
identify ligands within a mixture that are
binding to the protein and also provide some
information on the bound conformation of the
ligand.

Bound ligand
Large negative NOEs

Free ligand
Small positive NOEs

Detection of large negative trNOEs

Relaxation

Association

Dissociation
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method was designed to alleviate some of
the problems associated with the diffusion-
edited screening methods. Signals from
ligand molecules are removed using a
diffusion filter and then transfer of sig-
nal from the protein to bound ligands by
NOE occurs. The inverse of this is pos-
sible (known as reverse NOE pumping),
which uses a relaxation filter to attenu-
ate the protein resonances, after which
the signal is transferred to the protein
by NOE. Ligands may lose signal ei-
ther by relaxation (for a free ligand) or
through relaxation and NOE transfer (for
a bound ligand). Therefore, by subtract-
ing spectra (which is done internally to
reduce subtraction artifacts) from exper-
iments with and without NOE pumping
to the protein, the binding ligands can be
detected.

4.1.6 Spin Labels
Spin–spin relaxation rates are propor-
tional to the product of the squares of
the gyromagnetic ratios of the involved
spins. The gyromagnetic ratio of an un-
paired electron is significantly larger than
that of a proton and therefore any spins
influenced by this electron will have sub-
stantially shortened relaxation times. The
resonances of protons that are within
15–20 Å from the unpaired electron will
experience this effect and be signifi-
cantly broadened. The introduction of a
short spin-lock period will significantly

reduce the intensity or quench these
signals.

The spin-label method can be used as
either a primary screening method or
to identify a second ligand-binding site.
The primary screening method requires
residues around the binding pocket of
the target to be spin labeled. Residues
suitable for this labeling include lysine,
cysteine, histidine, glutamate, aspartate,
tyrosine, and methionine. Any ligands that
bind to the protein in close proximity
to the spin-labeled residues will be able
to be identified. To screen for second-
site ligand binding, the known first-site
binding ligand is spin labeled. A reduced
signal will be observed for any ligands
that bind simultaneously and in close
proximity to the first ligand-binding site.
In addition, the degree of reduction in
signal intensity gives an indication of
the orientation of the second ligand in
relation to the first, given that the effect
of the spin label is inversely proportional
to the distance separating the electron
and proton. This information is valuable
in the design of linkers to join the two
ligands.

There are several advantages to using
the spin-label screening method. Cur-
rently, it is the only method that can
detect ligands that bind to the protein si-
multaneously, unlike other methods that
can produce false positives if the first
ligand-binding site is not fully saturated.
The concentration of protein required for
screening is relatively small (∼10 µM)
because of the substantial enhancement
of the relaxation rate by the spin label.
The protein can also be unlabeled and
partially purified and there is no molec-
ular weight limit. The spin labels also
quench protein signals, making interpre-
tation of spectra easier. The experiment
is easy to set up and analyze, making
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it amenable to automation. It is also
insensitive to small changes in solvent
conditions, which can generate false posi-
tives in other methods. The information
obtained on the orientation of ligands
is also valuable and makes it an alter-
native to the chemical-shift perturbation
methods when the proteins are large
and NMR assignments have not been
made.

A disadvantage of the method is the
requirement for spin-labeled proteins and
ligands. In addition, any ligands with slow
dissociation rates will show no averaging
of relaxation rates and therefore tightly
binding compounds (KD < 10−6 M) will
produce false negatives. Protein spin
labeling must occur adjacent but not
within the binding site to minimize
alteration of its binding properties.

The antiapoptopic protein Bcl-xL is
responsible for the reduced susceptibility
of cancer cells to undergo apoptosis and
is therefore a target for the development
of new anticancer agents. The structure
of a previously identified ligand for Bcl-xL
(39) was modified to incorporate a TEMPO
spin label (40). By use of spin labeled (40),
an eight-compound library was screened
for simultaneous binding to Bcl-xL. From
this library, an aromatic ketoxime (41)
was identified as binding simultaneously
with and in the vicinity of (40). Analysis
of relaxation enhancements revealed that
the protons around the indole ring were
closest to the spin label.
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4.2
Practical Considerations

4.2.1 Screening Approach
The first step in using NMR screening is
to select a suitable screening method for
the target protein being used. Table 8 lists
the characteristics of each NMR screening
method. The choice of experiment will
be determined by the characteristics of
the protein target and the information
that is desired from the screen. For
example, the SAR-by-NMR method is
suitable only for small, easily expressed
proteins because the NMR assignments
for the target need to be known so the
location of binding can be determined, and
a large amount of 15N-enriched protein is
required. If a simple ‘‘yes/no’’ answer on
ligand binding is wanted, then the shorter,
less resource intensive ligand-observed
experiments (e.g. STD, diffusion-edited,
or TrNOE) may suffice.

It is also important to determine the
correct NMR solvent conditions for the
screening procedure. These should facili-
tate good solubility, with little precipitation
or aggregation, and acquisition of good
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quality data; maintain protein structure
and activity; and provide a sufficient buffer-
ing effect to allow for ligands to be added.
Two methods that permit the screening of
a range of solvent conditions to determine
without the need for a large amount of
protein are the microdialysis button test
and the microdrop-screening method.

4.2.2 Library Design
Effective design and management of the
ligand library to be used for screening is
essential if successful results are to be
obtained.

4.2.2.1 Ligand properties. Diversity of
ligands is an important factor to con-
sider in the design of a library for NMR
screening and there are a number of fac-
tors to take into consideration. Although
it would seem logical to maximize diver-
sity, this may not always be the most
efficient approach. If the system being
studied exhibits neighborhood behavior,
then maximizing diversity is a good option.
Neighborhoods are regions of multidi-
mensional molecular space defined by a
set of molecular descriptors. By the choice
of a molecule that is in the center of a
neighborhood, it is possible, in theory, to
represent all molecules within that molec-
ular space. By spreading out the molecules
that are selected for the library so that each
neighborhood does not overlap, diversity
is maximized.

However, if neighborhoods are only
small, then compound libraries must be
very large so that the neighborhoods over-
lap and hence all molecular space is
covered. In addition, some systems do not
exhibit neighborhood behavior and rela-
tively small changes to the structure of a
compound may lead to large changes in its
binding affinity for the target. Maximizing

diversity may also be inefficient because
many molecules do not possess physico-
chemical characteristics that are suitable
as the basis for a drug. In practice, the
more that is known about the drug target,
the less diverse and more focused the li-
brary can be. However, if the library is too
focused, then some outlying ‘‘new’’ ligand
type for the target being screened may be
missed.

One strategy for library design is to
select compounds that have druglike
characteristics. A simple set of rules,
determined by Lipinski and coworkers,
for determining whether a compound is
druglike is known as the rule of 5. According
to this set of criteria, the majority of orally
available drugs have five or fewer hydrogen
bond donors, 10 or fewer hydrogen
bond acceptors, a log P of less than 5,
and a molecular weight less than 500.
Additional factors that can be taken into
consideration include the number of heavy
atoms, rotatable bonds, and ring systems.
Another study has revealed that there are a
number of frameworks and side chains
that commonly occur in many drugs.
Drug molecules, from the comprehensive
medicinal database, were broken down
into systems consisting of frameworks
(Fig. 34) and side chains. Analysis of
these two structural features revealed that
approximately 50% of all known drugs
could be represented by only 32 different
frameworks. When atom type and bond
order were included in the analysis, 41
frameworks were found to describe 24%
of all drugs. A similar analysis of side-chain
frequency indicated that approximately
70% of all side chains present in the
compound database analyzed were from
the top 20 occurring side chains.

The presence of these common frame-
works and side chains has been exploited
in the SHAPES methodology for NMR
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Fig. 34 Examples of molecular
frameworks from the SHAPES
library.

screening. This strategy employs a small
focused library based on these common
frameworks and side chains to screen
against protein targets through the use
of relaxation and NOE experiments. The
advantages of this approach are that the li-
brary is small and hence only relatively
small amounts of protein are required
and any hits from the library will possess
druglike characteristics. However, a disad-
vantage of the method is that it is unlikely
to yield new drug types, given that the li-
brary is based on known drug frameworks.

Diversity of molecular type is not the
only factor that must be taken into account
when designing a library to be used in
an NMR screening program. Because the
screening occurs in an aqueous solution,
the organic compounds chosen for the
library must demonstrate reasonable sol-
ubility in the aqueous conditions used.
In general, compounds are dissolved in
dimethyl sulfoxide (DMSO) and then
added to the protein solution at the appro-
priate concentration. Currently, there are
no good methods for determining the solu-
bility of a wide range of compounds before
screening commences. A simple method
is to dilute the DMSO solution in buffer
and observe whether any precipitation or
aggregation occurs. However, this method
will not be suitable for compounds that
precipitate or aggregate over several hours,
and solutions that appear clear may still
contain high MW aggregates, which will
cause false positives in experiments such
as the diffusion, relaxation, and TrNOE
methods.

It is also preferable to choose ligands
that are synthetically accessible and/or
possess suitable moieties to build upon or
link to other fragments. This is especially
important in the SAR-by-NMR screening
methodology because this relies on the
ability to link individual fragments to form
a more potent drug lead. If the ligands to
be linked are not synthetically accessible or
do not possess suitable linking functional
groups, then this process is severely
hindered.

4.2.2.2 Mixture design. The optimal
number of compounds per mixture is de-
pendent on the screening method. For
ligand-observed experiments, the limiting
factor for the number of compounds in
a mixture is spectral overlap. Ligands
need to be chosen so that spectral over-
lap is minimized, making interpretation
of the resulting data far simpler. In theory,
protein-observed experiments could have
a large number of compounds per mix-
ture, which would both minimize screen-
ing time and the requirement for large
amounts of protein. However, because the
experiments are protein observed, decon-
volution of the mixtures and rescreening
of each individual compound are required
to identify any hits. Therefore, the number
of compounds per mixture is dependent
on the hit rate in the screening proce-
dure, given that the greater the hit rate, the
more deconvolution steps that are required
and consequently more protein and spec-
trometer time are needed. The number
of experiments required is at a minimum
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when the number of compounds is equal
to 1/(hit rate)1/2; thus, with a hit rate of
10%, the optimal number of compounds
per mixture is three. In addition to these
factors, if the hit rate is high, then it is likely
that several compounds within a mixture
containing a large number of compounds
may compete for the same binding pocket,
which may lead to false negatives.

In mixtures of organic compounds,
the possibility of interactions between
compounds, such as reactions or ion
pairing, is also possible and should be
taken into consideration, especially when
one uses large numbers of compounds
per mixture. It has been demonstrated
that in random mixtures of 10 compounds
in DMSO, the probability of a reaction
occurring between two of the mixture’s
components is 26%. This value can be
reduced by careful selection of mixture
components (e.g. separating acids from
bases) to approximately 9%.

4.2.3 Hardware and Automation
Automation is a requirement if libraries
containing a large number of compounds
are to be screened. Technology has been
developed that allows the automation of
almost all steps of the NMR screening
process from sample preparation through
to data analysis. The general setup for
NMR screening consists of a robot for
just-in-time preparation of each sample,
which is then transferred to the magnet
either through a flow system or as
discrete samples on a rail system. There
are several disadvantages in using a
flow system, including the possibility of
contamination of samples by previously
screened compounds, the capillary line
can be blocked if the protein or ligands
precipitate or form aggregates, recovery of
the sample is more laborious because it has
been diluted, and cryoprobe technology

(discussed later in this section) is not yet
available in the flow system. Many of these
problems can be overcome by using the
discrete samples with the rail system.

Data acquisition is easily automated
and there are several software packages
that will automate data processing for
2D spectra. The processing of 1D spectra
automatically is reported to be less reli-
able because of the large solvent signal,
and usually requires manual adjustment
of phasing. One of the most laborious
tasks in NMR screening is the analysis
and comparison of the resulting spectra.
For 1D ligand-observed experiments, dif-
ference methods (e.g. STD) provide the
most reliable method for interpretation of
results, in that the presence of signals in
the spectra will correspond to the ligands
that are binding. In 2D protein-observed
experiments (e.g. 1H/15N HSQC), a more
statistically rigorous analysis of changes in
chemical shift is required and a discussion
of this is beyond the scope of this chapter.

Currently, approximately 50 to 100 sam-
ples can be screened per day and if
mixtures contain 10 compounds each, this
provides a substantial throughput. This
throughput rate will increase as technol-
ogy improves, as has been demonstrated
by the use of cryoprobes. Cryogenic NMR
probes, where the preamplifier and radio-
frequency coils are cooled to low tem-
peratures, can significantly increase the
signal-to-noise ratio of an NMR spectrum.
By use of these probes NMR data can
be obtained in much faster times and
by use of lower protein concentrations,
which subsequently increases throughput,
the total amount of protein needed to
screen a library is reduced. For example,
Hajduk and coworkers demonstrated the
substantial improvements made through
the use of a cryoprobe instead of a
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conventional probe in 1H/15N chemical-
shift perturbation screening. Stromelysin
(50 µM) was screened against mixtures
of 100 compounds (50 µM each), facili-
tating the screening of more than 10 000
compounds in one day. The use of lower
concentrations of both protein and ligands
increases the stringency levels for the bind-
ing strength of ligands. At a protein/ligand
concentration of 0.5 mM, ligands with
dissociation constants in the millimolar
range can be detected, although at a pro-
tein/ligand concentration of 50 µM, this
dissociation constant limit is reduced to
approximately 0.15 mM. Although using
higher protein/ligand concentrations can
be advantageous when screening libraries
containing small low affinity ligands, a
higher stringency is required when screen-
ing large libraries, to reduce the number
of hits obtained to a manageable number.

5
Conclusions

In this chapter, we have given an overview
of the two major approaches used in NMR
and drug discovery, structure-based design
and NMR-based screening. Both areas are
flourishing and, together with more tradi-
tional uses of NMR, they demonstrate the
versatility of NMR as a tool in medicinal
chemistry. The power of NMR has been
dramatically enhanced over the last decade
by developments in both instruments
and methodology. On the instrumental
side, increases in magnetic field strengths
and the development of cryoprobes have
greatly increased sensitivity. Linkages of
NMR to LC and MS have increased ver-
satility. On the methods front, there have
been a range of new approaches discov-
ered, which will enhance the study of larger
molecular complexes. Advances in protein

expression and labeling have played a ma-
jor role in stimulating the development
of new NMR pulse sequences to extract
information from such complexes.
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Keywords

Antigen Presenting Cell
Cells, including macrophages, B cells, and dendritic cells that take up and process an
antigen into a peptide fragment capable of being presented by an MHC class II
molecule on the cell surface.

Major Histocompatibility Complex Class II
Present peptide antigen to T cells.

Major Histocompatibility Complex Class II Binding Site
The region of a superantigen that recognizes and binds to MHC class II molecules.

Pyrogenic Exotoxins
A group of superantigens produced by the gram-negative bacteria
Streptococcus pyogenes.

Staphylococcal Enterotoxins
A group of superantigens produced by the gram-negative bacteria Staphylococcus aureus.

Superantigen
A substance (as an enterotoxin) that acts as an antigen capable of stimulating much
larger numbers of T cells than ordinary antigen.

T Cell
T lymphocyte; a cell bearing a T-cell receptor, which can control and mediate
humoral immunity.

T-Cell Receptor
The receptor that enables the T cell to recognize and react to specific antigens.

T-Cell Receptor Binding Site
The region of a superantigen that recognizes and binds to the Vβ elements of
T-cell receptors.

� Superantigens (SAgs) are a family of proteins produced primarily by Staphylococcus
aureus and Streptococcus pyogenes. These toxins acquired the name Superantigen due
to their ability to hyperstimulate the immune system. SAgs are not recognized by
the immune system in the same way as conventional foreign proteins, and interact
in a unique fashion with major histocompatibility complex (MHC) class II molecules
and T-cell receptors (TCRs). Once formed, the trimolecular complex induces vast
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T-cell proliferation resulting in massive cytokine release, epithelial damage, capillary
leak, and hypotension. Recent additions to the family include toxins produced by
Mycoplasma arthritidis and Yersinia Pestis. SAgs are implicated in several diseases
including toxic shock syndrome (TSS), scarlet fever, and food poisoning; their
function appears to be primarily to weaken the host sufficiently to allow disease to
take hold.

1
Introduction

Conventional antigens: peptide fragments
derived from exogenous proteins are dis-
played on the surface of antigen presenting
cells (APC) by major histocompatibility
complex II (MHC) molecules. These pep-
tides are then recognized by circulating
T cells and an immune response targeted
toward that particular peptide is initiated.
In contrast, superantigens (SAgs) are not
processed by APC and remain as fully in-
tact proteins. Structural evidence shows
SAgs to bind to APCs on the external face
of the MHC class II molecule and con-
comitantly to T cells via the external face
of the T-cell receptor (TCR) Vβ element.
In contrast with the specificity that results
from TCR binding to one particular type
of conventional peptide antigen, interac-
tion between SAg and the Vβ element of
the TCR supplies a much broader range
of specificity, as whole subsets of T cells
displaying the same Vβ types are able to
recognize the SAg.

Superantigenic toxins are very stable
proteins. They are highly resistant to
proteases, denaturation from heat and
extreme pH, and are often found in food
that are high in protein, salt, and sugar.
In order to cause food poisoning, they
must be able to survive not only cooking
and preserving procedures, but also the
digestive process.

2
The Superantigen Family

In order to be classified as an SAg, a
toxin must demonstrate the ability to stim-
ulate T cells in a Vβ specific manner.
The number of bacterial SAgs or proteins
highly homologous to known SAgs has
grown considerably over the last decade
so much so that an international nomen-
clature committee for staphylococcal SAgs
have described an international procedure
for the naming of newly described SAgs
and putative SAgs.

The staphylococcal enterotoxins (SEs)
A, B, C1–3, D, E, H, I, and J toxic
shock syndrome toxin-1 (TSST-1) were
originally designated enterotoxins because
of their emetic property when ingested.
Since 2000, several new ‘‘SEs’’ have been
discovered on the basis of sequence
alignments, though it is proposed that
none should be classified as SEs until it
is demonstrated that they induce emesis
after oral administration.

Along with the staphylococcal entero-
toxins, the streptococcal pyrogenic exo-
toxins (SPEs) A, C, and H; streptococcal
mitogenic exotoxin (SME)-Z2, and strep-
tococcal superantigen (SSA) produced by
Streptococcus pyogenes represent the most
well-characterized bacterial SAgs. Other
pathogens, such as Mycoplasma arthri-
tidis and Yersinia pseudotuberculosis have
also been shown to secrete superantigenic
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proteins. For the most part, this review
will focus on the staphylococcal and strep-
tococcal SAgs, with some discussion on
the emerging SAgs from M. arthritidis and
Y. pseudotuberculosis (Mycoplasma arthri-
tidis mitogen – MAM and Yersinia pseu-
dotuberculosis mitogen – YPM), as well as
the wealth of putative SAgs uncovered
by genomic initiatives. Broadly speaking,
staphylococcal and streptococcal SAgs can
be grouped into four subfamilies on the
basis of amino acid sequence and three-
dimensional structure: The first group is
made up of the staphylococcal entero-
toxins SEA, SED, SEE, SEH, SEI, and
SEJ; both staphylococcal and streptococ-
cal toxins form the second group, which
consists of SEB, SEC1-3, SpeA1-3, SSA,
and SEG; the third group contains strep-
tococcal pyrogenic- and mitogenic toxins
SpeC, SpeJ, SpeG, SpeH, SME-Z, SME-
Z2, and streptococcus dysgalactiae-derived
mitogen (SDM); the SAg-like proteins SSL
and TSST-1 form the fourth group. MAM
and YPM have no sequence or structural
homology to the rest of the bacterial SAgs
and cannot be grouped with any of these
subfamilies.

2.1
Molecular Architecture

Comparison of the three-dimensional
structures of staphylococcal and strepto-
coccal SAgs reveal a conserved two-domain
architecture (Fig. 1). The two domains,
known as the N- and C-terminal domains,
are separated by a long solvent-exposed α-
helix, spanning the center of the molecule.
Typically, the N-terminal domain contains
many hydrophobic residues in its solvent-
exposed regions and structurally it has
a significant similarity to the oligosac-
charide/oligonucleotide binding fold (OB-
fold) found in other proteins. In spite of
this similarity, SAgs have not been seen to
bind to either DNA or carbohydrates. The
C-terminal domain resembles the β-grasp
motif and is composed of a four-stranded
β-sheet that is centrally capped by a long
α-helix. Several SAgs also contain a highly
flexible disulfide loop. Located in the N-
terminal domain (Fig. 1), this flexible loop
is implicated in the emetic properties of the
staphylococcal and streptococcal toxins, as
mutations of the two cysteine residues
that form at the base of this disulfide
loop abolishes the ability of these toxins

C

N

Zn2+I
Zn2+II

Fig. 1 Ribbon diagram of
staphylococcal enterotoxin A (SEA),
representative of the common structural
features of the staphylococcal and
streptococcal SAg family. Blue spheres
represent the positions of the two zinc
sites. The cysteine residues that form
the disulfide loop are shown in stick
representation (yellow), the surfaces
defining the TCR binding region (green),
and MHC class II binding region (red)
are shown (see color plate p. xlii).
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to induce vomiting in primates. Addition-
ally, this loop has also been implicated
in T-cell stimulation for several members
of the staphylococcal and streptococcal
SAg family.

2.2
Nonclassical Superantigens

The staphylococcal SAg-like proteins SSL5
and SSL7 also show the common architec-
ture preserved among these related groups
of proteins. This group of proteins is
most closely related to TSST-1, although
none of the SSLs have demonstratable
superantigenic activity, and as such are
linked to the SAg family purely due to
sequence identity and structural homol-
ogy. Differences between the SSLs and
classical SAgs include extended secondary
structure elements, extended loop regions,
and differences in charge distribution over
the protein surface. At present, it is not
known whether these features have any
biological significance.

The discovery and characterization of
SAgs from bacterial sources such as
M. arthritidis and Y. pseudotuberculosis
have extended the topology of the family
even further. MAM and YPMa show
no structural homology to the rest of
the SAg family whatsoever. MAM is
composed entirely of α-helices, arranged
in two domains to form an L shape. The
N-terminal domain consists of four α-
helices and a 25-residue N-terminal loop
that wraps around the four-helix bundle,
whereas The C-terminal domain contains
six α-helices. YPMa is much smaller
than the classical staphylococcal and
streptococcal toxins (14 kDa), and consists
of a jelly-roll fold comprising two β-sheets,
each containing four antiparallel strands.
Similarly, the structure of YPMa is, unlike

any other known SAgs, structurally similar
to viral capsid proteins.

2.3
The Immune Response to Bacterial
Superantigens

Superantigens primarily target CD4+ T
cells, leading to a T-helper type 1 (Th1)
response and no Th2 response. A domi-
nant Th1 response causes the suppression
of antibody production, which in turn
reduces the clearance of the invading mi-
crobe, allowing disease progression. The
resultant release of a variety of cytokines
in high quantities from macrophages and
T cells cause many of the symptoms
associated with Sag-related disease, and
eventually leads to hypotension through
capillary leak. The array of cytokines
produced include IL-1 and TNF-α from
macrophages and TNF-β, IL-2, and IFN-γ
from T cells. Most cytokine expression is
transient and occurs within 12 h of SAg
exposure, whereas signals involved in pro-
liferation such as DNA synthesis and IL-2
receptor expression do not occur until over
24 h after toxin exposure. Once cells have
undergone DNA synthesis, they are capa-
ble of re-expressing cytokines prior to a
second round of proliferation.

3
Binding to MHC Class II Molecules

MHC class II molecules possess two
separate binding sites for the classical
staphylococcal and streptococcal SAgs. The
first, a low-affinity binding site that is
also known as the generic site is located
on the α-chain of the MHC class II
molecule (Fig. 2), whereas the second, a
high-affinity zinc-dependent site is located
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T-cell receptor

(a) (b)

(c) (d)

MHC class II Superantigen

Zinc atom Antigenic peptide

Fig. 2 Schematic representation illustrating the differences between
conventional peptide antigen presentation and SAg presentation to
MHC class II and T-cell receptors. (a) Conventional antigen is
processed by the antigen presenting cell and displayed as discrete
peptide fragments within the peptide binding groove of MHC class II
molecules, direct interaction occurs between TCR and MHC II
molecule; (b) SAgs bind to the solvent-exposed face of the MHC class
II molecule (α-1) via its generic site, forming a bridge between TCR
(Vβ) and MHC class II; (c) SAg binds to MHC class II (β1) via a
bridging zinc atom in a high affinity, zinc-dependent manner; and
interacts with TCR Vα as predicted for SEH; (d) SAg binds to MHC
class II (β1) via a high-affinity zinc site, and interacts with TCR Vβ as
is postulated for the remainder of the zinc containing SAgs. In both
cases, the MHC class II molecule associated antigenic peptide has
been shown to influence T-cell recognition of SAg/MHC class
II molecule.

on the β-chain. SAgs bind via this high-
affinity site approximately 100 times more
strongly than to the generic site. A great
deal of structural and mutational data has
revealed that a range of diversity exists
within the SAg family for binding to
MHC class II molecules. Each SAg binds
to different alleles of class II molecules
to varying extent. While most of the
SAgs, including TSST-1, SEB, and MAM

bind preferentially to HLA-DR alleles,
SAgs, such as SEC, SpeA, and SSA bind
predominantly to HLA-DQ alleles.

3.1
The Generic Binding Site and the MHC
Class II α-chain

X-ray crystallographic studies on SEB and
TSST-1 in complex with the MHC class
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II molecule HLA-DR1 via the low-affinity
generic site, SpeC in complex with HLA-
DR2, and SEH in complex with HLA-DR1
via the high-affinity zinc site have yielded a
great deal of structural information about
the binding of SAgs to MHC class II
molecules. The SEB– and TSST-1–HLA-
DR1 complexes demonstrate that both SEB
and TSST-1 have similar binding modes
to HLA-DR1. Interaction between HLA-
DR1 and these SAgs mainly involves the
α-chain of the DR1 molecule and the
solvent-exposed, hydrophobic core at the
N-terminal domain of the toxin. Similar
hydrophobic ridge regions exist in several
other SAgs and form the generic MHC
class II binding site. One feature seen
in the TSST-1–HLA-DR1 complex, (but
not in the SEB–HLA-DR1 complex) is
the number of additional contacts between
TSST-1 and the peptide antigen displayed
by the HLA-DR1. Indeed, truncating the
C-terminal end of the antigenic peptide
significantly affects TSST-1 binding to
MHC class II molecules in mice.

3.2
Zinc-dependent Binding to MHC Class II
β-chain

Several of the bacterial SAgs, with the
exception of SEB, TSST-1, SSA, SSL1-, and
YPM, have one or more zinc binding sites
(Fig. 1). Zinc ions have been shown to play
two distinct roles in SAg function. First,
they act as dimerization sites, second, they
have been shown to be important for
the recognition of the MHC class II β-
chain. SEA possesses a high-affinity zinc
binding site in its C-terminal domain; this
site has a substantially higher affinity for
DR1 (Kd = 100 nM) compared with the
generic binding site (Kd = 10 µM), and
if the two binding sites coexist, a Kd
of 13 nM is observed. The importance

of both of these sites is demonstrated
by the fact that mutation of residues in
either of these sites abolishes the toxin’s
ability to induce cytokine expression. The
coexistence of these two distinct MHC
class II binding sites may enable it to form
a trimeric SEA–MHC–SEA complex, a
phenomenon that has been observed in
solution. Several other SAgs including
SEE possess identical zinc ligands, and a
similar case for SAg–MHC–SAg complex
formation can be argued. Both SED and
SpeC possess analogous zinc binding sites
to SEA. In SED, the zinc ion acts as
a means for toxin dimerization; SED
can form zinc-dependent homodimers,
whereas SpeC forms zinc-independent
homodimers. Both SED and SpeC bind to
the β-chain of MHC class II molecule by a
zinc-mediated mechanism similar to that
of SEA, and because of the ability of these
toxins to dimerize, formation of trimers
and/ or tetramers is a possibility. A similar
binding mechanism has been proposed for
SEH, SME-Z, SME-Z2, SpeG, and SpeH,
all of which lack a generic MHC class
II binding site. This high-affinity zinc site,
present in SEA is not seen in SEC or SpeA.
Instead, a separate zinc binding site (with
an estimated Kd of approximately 1 µM)
is seen at the N-terminal domain of these
toxins. In a similar fashion to the SEC-
like zinc binding site, this secondary zinc
binding site is also important for MHC
class II binding (Figs. 1 and 2). Direct
observation of zinc-mediated SAg–MHC
class II complexes such as those seen
in the crystal structures of SEH–HLA-
DR1 and SpeC–HLA-DR2, have enabled
a detailed analysis of these interactions. A
great deal of similarity exists between the
two complexes. The interactions between
both SAgs and their MHC class II
molecules are governed by a tetrahedrally
coordinated zinc ion. For SpeC, three of the
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coordinating ligands are from the toxin,
and for SEH, two are from the toxin and
one is from a water molecule. In both
complexes, the fourth ligand is provided by
residue His81 of the β1 chain of the class
II molecule. In a similar fashion to the
TSST-1-MHC class II complex, interaction
between the SAg and the antigenic peptide
is observed. Up to one-third of the contact
area between SAg and MHC class II is
taken up by antigenic peptide. In both
cases, a majority of the interactions occur
with the backbone atoms of the peptide,
enabling both SpeC and SEH to have
similar interactions with the antigenic
peptide even though the composition of
the peptide differs in both complexes. This
would suggest that although the antigenic
peptide plays an important role in the
complex interaction, MHC class II binding
is not entirely peptide specific.

To confuse matters further, another zinc
binding site has recently been discovered
in SEC2. This zinc ion is located near the
generic MHC class II binding site and is
thought to act as a site of dimerization for
SEC2. If this zinc ion does indeed allow
dimerization of SEC2, the generic MHC
class II site would be blocked by the dimer
interface; thus, MHC class II binding
would be governed by the SEC2 primary
zinc binding site. As a result, SEC2 would
be able to bind to MHC class II molecules
as a zinc-mediated dimer. SpeA1 and SpeC
are also capable of forming homodimers,
although in this case the mechanism is
zinc independent. SpeA1 has recently been
shown to exist in a disulfide linked dimeric
form via cysteine residues located within
the flexible disulfide loop, whereas the
SpeC dimer is formed by direct interaction
of the surfaces that usually form the
generic MHC class II binding site.

Zinc was also thought to play a similar
role in MAM, namely, binding to MHC

class II molecules and toxin dimerization.
However, the absence of zinc in the crystal
structure of dimeric MAM in complex
with HLA-DR1 suggests that zinc fulfills
neither role. Clearly, the exact role of zinc
in the action of this novel SAg requires
further investigation.

Despite the MAM2 –HLA-DR1 complex
bearing no immediate likeness to that
of other bacterial SAgs, there are some
similarities in the overall mechanism of
interaction. Complex formation does not
induce any major structural changes at
the binding interface, which is consistent
with other SAg–MHC class II complexes.
The MAM2 –HLA-DR1 complex is formed
through interaction of the N-terminal
domain of MAM and a number of regions
of HLA-DR1. Contact with the antigenic
peptide (hemagglutinin peptide) in the
peptide binding groove of the HLA-DR1
molecule is again observed. Interestingly,
the MAM binding site on HLA-DR1
also overlaps the generic binding site for
staphylococcal and streptococcal SAgs. In
support of this, both SEB and TSST-1 have
been shown to block MAM binding to
MHC class II molecules. Moreover, MAM
binding is also disrupted by those SAgs
that bind to the high-affinity zinc site, as
the MAM binding site on MHC class II
also includes the region on the MHC β-
chain, which contains His81. Although
the crystal structure reveals MAM to
bind to MHC class II molecules as a
dimer, both monomer and homodimers
are shown to be present in solution,
indicating that MAM may be able to act on
MHC class II molecules as both monomer
and dimer.

Current understanding of SAg struc-
ture and function suggests that there is
an increasing range of mechanisms by
which SAgs can interact with MHC class
II molecules. Although differences exist
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between SAgs, three main binding modes
are observed: (1) through zinc-mediated
interaction; (2) via the generic site; or
(3) as a homodimer, which can be either
zinc or nonzinc mediated. In addition,
it is also possible that a combination
of any of these three mechanisms may
be employed.

4
Binding to the T-Cell Receptor

In comparison to their interaction with
MHC class II molecules, the binding of
SAgs to T-cell receptors is at first sight
a much more localized interaction. SAgs
were thought to bind exclusively TCR via
the TCR Vβ element through a universally
similar mechanism, where the binding
is mediated by interactions between the
side chains of the SAg and the backbone
atoms from the Vβ region. This results
in each SAg selectively expanding T-cell
subsets bearing certain Vβ elements, while
excluding others.

4.1
General Mechanism of Binding for
Classical Superantigens to T-Cell Receptor
Vβ Elements

The TCR binding sites of the staphylo-
coccal and streptococcal SAgs consist of
comparable scaffold regions within which
specific amino acids affect the Vβ speci-
ficity. The binding site is formed by a
shallow groove between the two domains
of the molecule (Fig. 1). The structures of
SEB, SEC2, and SEC3 in complex with
TCR Vβ seem to support this simple
binding mechanism, a majority of the con-
tacts between SAg and TCR are between
the amino acid side chains within this
groove and backbone atoms of the TCR

Vβ elements. The main interactions are
between the side-chain atoms of the SAg
and complementarity determining regions
1 and 2 (CDRs 1 and 2), and hypervariable
region 4 (HV4) of the Vβ chain. Close
examination of the TCR binding sites of
SEC2/3, SEA, and SEB indicate that an
invariant asparagine residue (Asn23 in
SEB/SECs; Asn25 in SEA) is essential for
direct interactions with the TCR, and if this
residue is mutated, T-cell stimulation is
lost. This residue is located on the surface
of the toxin, and is thought to have similar
interactions in all the SEs. Mutagenesis
studies have revealed that further interac-
tion exists between SAg and TCR, which
are conserved among many of the staphy-
lococcal and streptococcal SAgs, including
SEC1-3, SEB, SpeA, and SSA. In addition
to this ‘‘common core’’ of residues, the dif-
ferences in TCR affinity among the SAgs
can be accounted for by several residues
unique to each toxin. For example, the type
of residue at position 26 of SEC2 confers
specificity between SEC1, SEC2, SEA, and
SEB via its interaction with Gly53 from
the Vβ chain. Similarly, the residue at po-
sition 91 of SEC2 is also implicated in
TCR binding and is not conserved in SEA
or SEB. By switching several residues for
a dissimilar group of amino acids, a de-
creased affinity for certain Vβ chains and
an increase in affinity for others may oc-
cur. This is likely to be as a direct result of
an increase in the amount of unfavorable
interactions for one Vβ element followed
by an increase of favorable interactions
for another Vβ element. Experiments with
SEA support this idea. SEA specificity
for TCR is thought to be governed by
three residues at position 21, 206, and
207. Exchange of these three residues for
the homologous residues in SEE causes
a change in the profile of the responding
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Vβ elements to that of the profile nor-
mally seen for T cells stimulated by SEE.
It has also been shown that those residues
that define the specificity of an SAg for
particular Vβ elements make the greatest
energetic contribution to the overall stabil-
ity of the SAg–TCR complex, and as the
above evidence shows, these residues are
comparatively few in number.

More recently, the two SAg–TCR Vβ

complexes SpeA1–Vβ 8.2 and SpeC–Vβ

2.1 have indicated that TCR binding, for
at least some SAgs is not as simple as
first thought. The interaction of SpeA1
with the TCR β-chain is similar to that of
SEB, with several of the important con-
tacts preserved. In addition, SpeA1 has
an extra five hydrogen bonds with the
TCR Vβ compared to SEB. Thus, the
mechanism of TCR binding employed by
SpeA1 is slightly more intricate than those
employed by SEB and SEC2/3. The com-
plexity increases still further with SpeC;
this toxin was found to bind to significantly
more Vβ residues than SEC2/3, SEB,
or SpeA1, including numerous interac-
tions with both main-chain and side-chain
atoms of the TCR β-chain. The increased
amount of contacts are most likely due
to the deeper and broader cleft between
the two domains of SpeC compared with
other SAgs, as this is where the TCR
binding site is located. Structural simi-
larity between SpeC and TSST-1 mean
that although the TCR binding site of
TSST-1 is not yet fully characterized, it
is likely that it shares similar binding
characteristics. The available mutagenesis
data suggests that the TCR binding site
of TSST-1 is located in a similar posi-
tion to SpeC, between the two domains of
the toxin.

Both MAM and YPMa have been shown
to bind to the TCR β-chain, although
in the absence of a crystal structure

of their complexes, the exact location
and composition of their TCR binding
sites are speculative. Clearly, more work
needs to be carried out to determine
the binding mechanisms of these novel
SAgs before a direct comparison can be
made to the staphylococcal and streptococ-
cal toxins.

The characterization of SAg–TCR com-
plexes have demonstrated that multiple
modes of TCR interaction exist. The
first, a high specificity binding mode, in-
volves many contacts by both backbone
atoms and side-chain atoms over an in-
creased area as demonstrated by SpeC.
This mode has high affinity for relatively
few TCR Vβ elements. The second, a
moderate specificity mode, has fewer in-
teractions over a reduced contact area.
This mode has a modest affinity for a
larger group of TCR Vβ elements, such
as seen in SpeA1. The final mode, a
promiscuous binding mode, such as is
seen in SEB and SEC2/3, suggests that
binding to TCR Vβ chains for these
SAgs is a matter of simple conforma-
tional dependence.

4.2
Binding to the T-Cell Receptor Vα Element

The discovery that SEH, in contrast to all
other SAgs, stimulates T cells in a Vα

specific fashion, completely lacking any
Vβ expansion, adds further complication
to the scheme. It is suggested that SEH
may bind to TCR in a Vα specific fashion
due to its presentation by MHC class
II molecules via a zinc atom. Whether
other SAgs that are presented to TCR
by MHC class II in the same way can
bind to Vα in the same way is yet to be
established.
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5
Formation of the Trimeric Complex
for Signal Transduction

The complex course of events at the
cell surface that lead to the formation
of the MHC II–SAg–TCR complex is
still ambiguous. It is possible for SAg
to exist as monomer and dimer, and
many SAgs have multiple MHC class
II binding sites enabling them to form
complexes with more than one MHC
class II molecule or TCR. In terms of
trimeric complex formation, this means
that even further diversity exists in the
ability of these toxins to interact with the
immune system.

When considering complex formation,
it is important to first consider the nature
of membrane-bound receptors. In order
for a complex to form, cell membranes
need to be in close proximity to each other,
and the receptors must diffuse to the site
of interaction. It has been shown that in
order for superantigenic T-cell activation
to occur, a comparatively low percentage
(<0.3%) of the MHC class II molecules
must be occupied by the SAg. Higher con-
centrations of bound toxin result in an
aborted T-cell response after a few cell di-
visions due to apoptosis. Thus, a low local
concentration of MHC class II molecules
on the cell interface is preferable for opti-
mum superantigenicity. It is thought that
the binding of a SAg to TCR induces clus-
tering of the TCRs on the cell surface
and the acquirement of the intracellular
components required to transduce a sig-
nal. This is thought to occur in a manner
that mimics peptide antigens with regard
to receptor clustering, either through di-
rect clustering events as proposed by the
TCR oligomerization model, or by the
binding of SAg homodimers to multiple
MHC class II molecules, which in turn

would promote T-cell clustering. Molecu-
lar modeling suggests that signal trans-
duction stimulated by SEA through large-
scale assembly is limited to four or five
TCR–(DR1β-SEA-DR1α) tetramers, and
requires the dimerization of MHC class
II molecules. While TCRs would be clus-
tered together in this model, TCR dimer-
ization is thought unlikely. SEA is not
unique in its ability to form zinc-mediated
dimers. SED and SEC2 can form zinc-
dependent homodimers, whereas SpeA1
forms a nonzinc mediated disulfide linked
dimer; a SpeC dimer is also formed
in the absence of zinc. MAM has also
been shown to be able to form zinc-
dependent and zinc-independent dimers,
and YPM is thought to be able to form
zinc-independent trimers. Clearly, SAgs
have evolved slightly different ways of in-
ducing receptor clustering. SAgs that act
as monomers and possess only a single
MHC class II binding site appear to rely
on the interactions of the TCR Vα and
MHC class II-β1, which increases the sta-
bility of the ternary complex to within the
range seen for conventional antigen. A
stable MHC–SAg–TCR complex with an
extended half-life may therefore assist re-
ceptor clustering.

6
Roles of Superantigens in Disease

It should be noted that the association
of an SAg with a certain disease does
not mean that it necessarily causes the
disease. In some cases, the presence of
a microbe known to produce an SAg
has been correlated with the disease. In
other cases, expansion of a certain Vβ

subset is interpreted as evidence of the
involvement of SAg in a disease. A defini-
tive confirmation of the involvement of
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an SAg requires the cloning of the pu-
tative SAg and its subsequent testing
in an animal model. Thus, the involve-
ment of SAgs in disease is established
for relatively few conditions: these in-
clude toxic shock syndrome (TSS), food
poisoning, Kawasaki disease, and scar-
let fever.

6.1
Toxic Shock Syndrome

TSST-1 is the main causative agent for TSS
and induces most of the symptoms asso-
ciated with the disease in experimental
animals. TSST-1 is responsible for nearly
all cases of menstrual TSS, and approxi-
mately 60% of nonmenstrual staphylococ-
cal TSS. The remainder of the cases can be
attributed primarily to other SEs includ-
ing SEB, SEC, and SEA, whereas SpeA
is associated with most cases of strepto-
coccal TSS. Although the exact nature of
the disease is not fully understood, it is
clear that toxic shock is in part a result of
the superantigenic nature of these toxins.
Superantigenicity and massive T-cell pro-
liferation affect the cardiovascular system
by causing extensive epithelial damage,
capillary leak, and a decrease in peripheral
vascular resistance resulting in shock as
well as affecting kidney and liver function.
The ability of TSST-1 to cause both local-
ized or systemic symptoms in this manner
dictates that it must be able to transverse
the epithelial barrier. At present, the mech-
anism by which it is able to do this is
unknown, but could include either pas-
sive diffusion, or cellular receptors. The
ability of TSST-1 to cross epithelial bar-
riers, if it exists, would make it unique
among the SAgs. The use of a cellular re-
ceptor would require some kind of specific
interaction with TSST-1, and therefore a re-
ceptor binding site. Structural evidence for

such a binding site on TSST-1 is limited,
and is confined to the observable struc-
tural differences between TSST-1 and the
other SAgs. These differences include the
lack of an α-helix in the C-terminal do-
main, the long N-terminal extension, and
the absence of a disulfide loop. TSST-1
also has unique patches of hydrophobic
and neutral residues on the front and
rear of the β-barrel at the N-terminal do-
main. It is possible that a combination of
these features could produce a receptor
specific binding site in order for TSST-1
to traverse epithelial cells and allow sys-
temic shock.

6.2
Staphylococcal Food Poisoning

Staphylococcus aureus is the leading cause
of microbial food-borne disease in the
world. Symptoms of staphylococcal food
poisoning (SFP) include abdominal pain,
nausea, vomiting, and diarrhea and are
usually experienced within 2 to 6 h of in-
gestion. Little is known about how the
physical properties of SAgs relate to the
symptoms of emesis and diarrhea. It has
been suggested that the symptoms of food
poisoning are a result of high cytokine lev-
els. Indeed, the side effects of IL-2 therapy
often mimic those of SFP. More recent
work indicates that the emetic properties
of these toxins are not completely corre-
lated with their superantigenicity. Several
areas in the N-terminal region of SEA have
been identified that are important for both
emetic and superantigenic function. Car-
boxymethylation of histidine residues in
SEB was found to abrogate emetic activity
but still induce T-cell proliferation, indi-
cating that the two activities are separate.
The areas of the toxin that induce eme-
sis and diarrhea are also thought to be
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separate, because intravenous administra-
tion of a C-terminal fragment of SEC1 was
found to induce diarrhea but not emesis in
primates. The disulfide loop is considered
to be one of the main regions responsi-
ble for emesis. Investigation has shown
that the disulfide bond itself is not an
absolute requirement for emetic activity,
but the conformation within or adjacent
to the loop is important for emesis. Fur-
ther analysis of these toxins is required
in order to assess the contribution of cer-
tain amino acids to the overall pathology
of SAgs in the context of the diseases
they cause.

6.3
Autoimmunity

The action of SAgs as immunomodu-
lators has identified them as possible
candidates for autoimmune disease. Since
they do not discriminate between au-
toimmune and normal lymphocytes, SAgs
would be able to stimulate autoreactive
T cells, both locally and systemically. Al-
though SAgs have not yet been directly
implicated in human autoimmune dis-
ease, there is evidence to suggest their
involvement. For example, SED-reactive
T-cell lines have been shown to stimu-
late autoantibody production by B cells.
Superantigens have been shown to be asso-
ciated with a growing list of autoimmune
conditions, including multiple sclerosis,
arthritis, diabetes, and Kawasaki disease.
Whether SAgs act as the initial trigger
for autoimmunity or as external factors
changing an ordinary controllable illness
into an autoimmune condition for sus-
ceptible individuals, both remain possible,
and clearly further work is needed to as-
sess the roles of these toxins in this type
of disease.

See also Autoantibodies and Au-
toimmunity; Immune Defence,
Cell Mediated; Immunoassays; Im-
munologic Memory; Immunology;
Innate Immunity; Transcription
Factor NF-κB: Function, Struc-
ture, Regulation, Pathways, and
Applications.
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systems, such as low-frequency motions, by filtering out the nonessential components
such as high-frequency motions. This type of study is very useful when coping with
very large systems, especially when the computers are not powerful enough to sample
all the biological timescales.

Cryogenic Electron Microscopy
A low-resolution experimental technique that measures structures of macromolecules.
The resolution of the technique is usually not high enough for establishing atomic
coordinates, but it can provide rough shapes of molecules. It is an effective way of
getting the structures of supramolecular complexes that are usually hard to form
diffracting crystals for X-ray crystallography.

Fiber Diffraction
A low-resolution experimental technique that measures structures of long filamentous
fibers. The technique made a critical contribution in elucidating double-helical
structure of DNA in the early stage of the field of molecular biology. In recent years,
aided by the modern synchrotron radiation, the method is gaining momentum in
studying many biologically important fibers such as F-actin filaments.

Large Conformational Change
Biological macromolecules fulfill their functions in a dynamic fashion. Motion is an
integral part of function. Large conformational changes are large structural
rearrangements that alter physical properties of protein complexes such as their
affinity to their ligands or their ability to catalyze biochemical reactions. These changes
can take place at different levels of structural components, which can be a localized
loop, a single domain, or entire quaternary arrangement of the complex.

Molecular Dynamics Simulation
A computer simulation technique that maps the spatial and temporal trajectories of
protein movement by numerically propagating Newton’s equations of motion for all
atoms in biologically relevant environment. It is widely used for studying dynamics of
biological molecules.

Normal Mode Analysis
A simulation algorithm that decomposes motions of proteins into a set of orthogonal
harmonic modes, which serves as a complete basis set from which any arbitrary
vibration can be expressed as a linear combination. Mathematically, it is an eigenvalue
problem. Usually, low-frequency modes are more biologically relevant. In recent years,
normal mode analysis and other related algorithms have been shown to be very
effective in modeling large-scale conformational changes, especially those of
supramolecular protein complexes.

Structural Refinement
A computational procedure that optimizes the structural model against experimentally
measured data by, for example, minimizing certain target functions that define the
difference between the two.
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Supramolecular Protein Complexes
Large protein assemblies that are formed by multiple subunits, or polypeptides, usually
arranged in a unique quaternary architectural style to carry out specific biological
functions. Such complexes are frequently seen in higher species due to higher level of
complexity in regulatory mechanisms. The particular architecture is usually designed
to accommodate the required structural motions involved such as those in allosteric
proteins. Sometimes, supramolecular complexes are also referred to as molecular
machines.

� Many important biological functions are carried out by supramolecular protein
complexes, which are characteristically formed in a hierarchical arrangement.
For those complexes, just like large man-made structures, flexible motions are
essential for maintaining robustness and for fulfilling their functions. To study the
motion, various computer simulation techniques have played an important role in
elucidating spatial and temporal trajectories of proteins. Furthermore, in recent years,
computational modeling has also dramatically contributed to the improvement of
structural models in refinement. In this chapter, to give a representative illustration
of the subject, the author outlines several examples taken from recent studies of
supramolecular protein complexes.

1
Architectural and Motional Characteristics
of Supramolecular Complexes

Just like all kinds of natural or man-
made structures, proteins are built in
a modular fashion. The smallest struc-
tural modules for proteins are likely the
individual globular domains that may
fold relatively independently. Many pro-
teins have more than one domain. In
large assemblies, multiple subunits are
organized in a hierarchical way to form
the complexes. The size of complexes
varies dramatically ranging from relatively
simple dimers to huge multicomponent
complexes such as viral particles and cy-
toskeleton filaments. Functionally, struc-
tural complexity is often related to the
level of sophistication of regulation mech-
anisms in different organisms. In lower

species, a particular biological function is
carried out by smaller proteins, while, in
higher species, it may be carried out by
larger complexes with increased complex-
ity in regulation.

There are evolutionary advantages for
building large complexes in a modular
fashion. By doing so, nature only needs to
ensure the folding ability of relatively small
sets of modules (often small domains)
that act like building blocks, and then
to optimize the outer shape of those
modules to fit into the assemblies. In fact,
using shape as an additional parameter for
diversifying complex structures is a way by
which nature achieves its vast architectural
complexity via only 20 types of amino
acids. Moreover, nature follows only a few
design principles that are also commonly
employed in man-made structures. For
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example, shape complementarity among
different protein subunits is common for
ensuring the overall integrity of complexes
similar to what is observed in the domes
of ancient bridges and cathedrals.

Another important issue regarding com-
plex structures is flexibility. Similar to large
man-made structures, flexibility plays an
important role in maintaining robustness
of complexes and in fulfilling their func-
tions. Many large molecular complexes
behave just like man-made machines, for
which motion is an integral part of func-
tions. In general, a particular type of
architecture is designed not only to ensure
structural integrity, but also to optimize the
coupling of motions among various inter-
acting parts so as to transmit the actions
from one part to another, for example,
allosteric mechanisms.

As a consequence of the hierarchical na-
ture of complex structures, typical molecu-
lar motions in supramolecular complexes
are hinged domain movements. This is
likely because these kinds of movements
are energetically easier to move a whole
chunk of structure around some flex-
ible hinges so as to avoid substantial
disturbance of the inner folding cores
of each building block, which might
have been evolved separately. In that
sense, the conformational dynamics of
the supramolecular complexes is some-
how simpler in terms of their topological
changes (although very large in scale)
in comparison with folding in which all
intricate side-chain placement needs to
be satisfied. For the same reason, the
motions of supramolecular complexes of-
ten follow some universally similar rules.
Understanding a few representatives will
enormously enlighten the understanding
of many of them.

The best way to understand the role
of protein conformational motions is to

study the pathways of these motions and
systematically map out the intermediate
states they experience along the pathways.
However, protein conformational motions
are relatively fast, and the intermediates
along the pathways are transient. They are
usually very difficult to be captured by ex-
perimental methods. To overcome such a
difficulty, state-of-the-art computer simu-
lation techniques have made it possible to
study the transient motional features in a
reasonably accurate fashion. In particular,
the power of computational investiga-
tion has been repeatedly demonstrated in
numerous cases when the methods are
combined with the experimental data. Out-
standing contributions have been made
for understanding dynamic functions of
supramolecular complexes, and particu-
larly to assist structural refinement for
experimental measurement.

In the following sections, we will out-
line several examples taken from recent
computational studies of supramolecular
complexes. The purpose is not a compre-
hensive review; rather, it is a representa-
tive illustration to give readers a general
overview of the subject.

2
Simulating Supramolecular Complexes at
Multiresolution and Multilength Scales

2.1
State-of-the-art Simulation Methods

A large portion of biomolecular functions
involves structural dynamics, which occurs
in a wide range of length scales, for ex-
ample, from vibrations of small chemical
bonds to global conformational changes
of supramolecular complexes. Meanwhile,
experimental structural data are only avail-
able in varying resolution scales. In some
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cases, one has high-resolution atomic
coordinates by methods such as X-ray
crystallography, but in others, one only
has low- to intermediate-resolution den-
sity maps by, for example, cryoelectron
microscopy (cryo-EM). To cope with such
a wide-range scale distribution of biologi-
cal dynamics, computer simulations have
been playing an increasingly important
role in providing a spatial and temporal
framework for interpreting experimental
observations.

Molecular dynamics (MD) simulation
is a widely adopted method for studying
dynamics-related properties of proteins.
The essence of the method is to numer-
ically propagate Newtonian equations of
motion for all atoms in time so as to gener-
ate a trajectory in space from which all the
dynamic properties can be computed. For
studying supramolecular complexes and
their associated large-scale conformational
changes, certain types of modifications to
standard MD simulation have been de-
veloped. One of the typical methods is
the targeted molecular dynamics (TMD)
method. Together with a few related ver-
sions such as steered molecular dynamics
(SMD), they are widely used in modeling
large-scale conformational changes. The
basic idea for all these methods is the
constrained simulation. Usually, the in-
put of those simulations would be the
two static end-point structures of a con-
formational change determined by X-ray
crystallography. Then the dynamic path-
ways between the two end-point structures
can be simulated by slowly ‘‘guiding’’ the
simulation from one state to the other.
The methods are approximate, but they
have been demonstrated to be very effec-
tive in delivering a trajectory from which
biochemical data can be rationalized and,
more importantly, further experimental

probes can be designed to verify the sug-
gested mechanisms.

Another effective way of analyzing
molecular motions is harmonic modal
analyses. The most commonly used ones
are normal mode analysis (NMA), quasi-
harmonic analysis and its related version
of essential dynamics. Mathematically,
modal analyses are eigenvalue problems.
The modes form a complete basis set,
by which any arbitrary molecular defor-
mational motions can be expressed as
a linear combination. In general, modal
analyses are particularly effective where
elastic (harmonic) properties of molecules
are concerned. The underlying principle
for modal analysis is to study biomolec-
ular functions by filtering out the less
important high-frequency motions and fo-
cusing on the dominating low-frequency
components.

Numerous examples have demonstrated
that functionally important transition
pathways of biomolecules, especially those
of supramolecular complexes, often follow
the trajectories of one or a few low-
frequency normal modes. An important
fact that emerged from those studies is
that the protein structures have evolved
in such a way that their intrinsic struc-
tural flexibility, as manifested in normal
modes, facilitates the functionally impor-
tant conformational variations. Moreover,
in recent years, several important new algo-
rithms have been developed. Among them,
particularly important ones are the coarse-
grained NMA methods. They have enabled
one to simulate deformational motions of
supramolecular complexes at dramatically
extended resolution and length scales.

Most importantly, NMA methods have
enabled structural refinement in sev-
eral structural biology fields including
fiber diffraction, cryo-EM (cryo-electron
microscopy), and X-ray crystallography.
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This is because the biological specimens
intrinsically contain the information of
molecular motions. Even in the most
ordered crystal lattices, certain mobile
components of molecules still present cer-
tain degrees of structural and motional
anisotropy, which are often functionally
related. Powerful computational meth-
ods are necessary to take those motional
features into account in structural re-
finement. For supramolecular complexes,
another difficulty comes from the lack of
enough independent experimental obser-
vations that could lead to severe overfitting
if too many adjustable parameters are used
for refinement. Using harmonic modal
analysis to aid refinement can significantly
ease such a problem.

2.2
Biological Applications

In this section, we will briefly outline
several typical examples for modeling
large-scale motions of supramolecular
complexes. The first one is molecular chap-
eronin GroEL with available atomic coor-
dinates. Another one is human fatty acid
synthase (FAS) based on low-resolution
electron density maps from cryo-EM mea-
surements. And the final one is F-actin
filament based on a model established
from fiber diffraction. Those examples
cover a wide range of length scale and res-
olution scale. Other examples in literature
include ribosome, viruses, and so on.

2.2.1 Molecular Chaperonin GroEL
Chaperonin GroEL is a huge molecular
complex that facilitates protein folding in
bacterial cells. Its architecture consists of
two cylindrical rings with seven identical
subunits arranged in a back-to-back fash-
ion with a dyad symmetry (see Fig. 1). In
the middle of the complex, there is a central

channel that can drastically alter its size as
a consequence of large allosteric conforma-
tional changes of the complex driven by the
binding of ATPs, the heptameric cochaper-
onin GroES, and nonnative polypeptides.
Essentially, the central cavity plays a role as
a cage in one of the two rings, the so-called
‘‘Anfinsen Cage,’’ for facilitating polypep-
tide folding in a protected environment.

The static X-ray structures of differ-
ent conformational states of the GroEL
complex elucidate the end points of confor-
mational changes. But they do not provide
information of pathways for the transition.
This information has to be supplemented
by computational simulations. Two major
types of simulation methods have been ap-
plied. One is NMA and the other is TMD
simulation.

In NMA of GroEL, the study revealed
intrinsic flexibility of each individual
subunit that plays a vital role in its
structural response to ATP binding. It was
shown that two dominating low-frequency
modes could capture the essential features
of ATP-driven conformational changes,
which include the downward motion of the
intermediate domain and upward motion
of the apical domain. NMA also captured
the twisting motion of the apical domain
that was later shown to be essential for
facilitating protein folding.

The results of NMA were later corrobo-
rated by a more detailed TMD simulation
performed from the close state to the
open state. The TMD trajectory revealed
the sequence of events in time along the
transition pathway (which was missing in
NMA) (see Fig. 2). More detailed atomic in-
teractions between key residues were also
observed. The results suggested that the in-
termediate domain, especially the M helix,
has to come down first to close the binding
site of ATP, which is important for hydroly-
sis. Then the large-scale upward motion of
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Fig. 1 The overall architecture and conformational change of
GroEL. The closed ATPγ S crystal structure, and the
GroEL–GroES–(ADP)7 structure are shown from left to right.
(a) van der Waals space-filling models (6 Å spheres around C
atoms). Upper panels show the overall dimension; lower panels
show the interior of the complex by a cut-through view. Different
colors are used to indicate the subunits in the upper ring. The
domains are distinguished by shading: apical, medium hue;
intermediate, light hue; equatorial, dark hue. The lower ring is
uniformly in yellow and GroES is uniformly in gray.
(b) Representations of a subunit of GroEL corresponding to the
structures is shown in (a). The color code is: apical, green;
intermediate, yellow; equatorial, red. The nucleotide is shown as a
blue space-filling model. Some of the key secondary structural
elements are marked. The view of the subunits is roughly from
inside out of the GroEL central cavity. This figure was modified
from Ma, J., Sigler, P.B., Xu, Z., Karplus, M. (2000) A dynamic
model for the allosteric mechanism of GroEL, J. Mol. Biol. 302,
303. (See color plate p. xli.)



660 Supermolecular Protein Complexes

(1, t)(a)

(b)

(2)

(4) (5)

(3, r′)

(6, r′′)

Fig. 2 Calculated transition path. (a) Schematic representation of the two-stage transition. (b) A
set of structures on the path: (1) through (3) correspond to the first stages associated with
nucleotide binding, that is, the t to r′ transition; (4) through (6) correspond to the second stage
involving GroES binding, that is, the r′ to r′′ transition. Structures (1) and (6) labeled t and r′′,
respectively, are the X-ray structures. The other structures are from the TMD simulation. The
equatorial domain is superimposed as a reference in the various structures and so it has an
essentially fixed orientation. The view of the subunit is the same as that of Fig. 1(b) and the twist
of the apical domains, especially in the second stage, is toward the reader. This figure was
adapted from Ma, J., Sigler, P.B., Xu, Z., Karplus, M. (2000) A dynamic model for the allosteric
mechanism of GroEL, J. Mol. Biol. 302, 303.

the apical domain follows. The transition is
completed by a nearly 90◦ twist of the apical
domain so that the chemical nature of the
inner wall of GroEL central cage changes
from hydrophobic in the close state to hy-
drophilic in the open state, which plays a
determining role for GroEL-assisted pro-
tein folding. In addition to the transition
pathways, the computational results also

provided rational evidence for the allosteric
mechanisms of GroEL, which has positive
cooperativity within a ring and negative
cooperativity between two rings.

2.2.2 Fatty Acid Synthase (FAS)
FAS catalyzes the synthesis of long-chain
saturated fatty acids – palmitate, from
acetyl-CoA, malonyl-CoA, and NADPH. In
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animals, including humans, the catalytic
centers of FAS involve an acyl-carrier pro-
tein (ACP) and seven catalytic enzymes. All
of them are covalently connected together
in a single polypeptide chain encoded by a
single gene. The native FAS is a dimer of
two identical subunits and each monomer
has a molecular weight of 272 000 Da. The
homodimer, essential to the functions, is
arranged in a head-to-tail fashion forming
two active catalytic centers. The 3D struc-
ture of FAS was determined by cryo-EM
technique to about 19-Å resolution (see
Fig. 3).

FAS is a multidomain complex with
a very unique nonglobular quaternary
arrangement. Much like many other
multidomain supramolecular complexes,
structural flexibility is one of the central
issues in the function of FAS. In particu-
lar, domain movements of FAS are likely
to be essential for facilitating the multi-
step catalytic reactions of the synthesis of
palmitate. Although the traditional text-
book view of FAS mechanism is such that
the long and flexible (20-Å maximal length)
phosphopantetheinyl moiety of ACP car-
ries the substrate from one active site to the
other, there are growing lines of biochem-
ical evidence showing that the flexibility
of the enzyme may also be involved in
shuffling the substrates.

To computationally investigate the flexi-
bility, the NMA method based on cryo-EM
density map was applied to the 19-Å den-
sity maps of FAS to compute the patterns
of thermal deformational motions. The
most significant simulation results were

that there are two types of major flexi-
ble hinges in the dimeric structure of FAS.
One is an inter-subunit hinge located at the
small inter-subunit connection (Fig. 4a,b).
The other is an intra-subunit hinge located
at the relatively thin neck region (Fig. 4c,d).
Thus, a FAS dimer has one inter-subunit
hinge between two subunits and two intra-
subunit hinges from two subunits.

The patterns of the low-frequency de-
formational modes demonstrated that the
domain movements of FAS around these
hinges are primarily rigid-body move-
ments. In the very lowest-frequency mode
(mode 7), the motion is primarily around
the inter-subunit hinge (Fig. 4a). Each sub-
unit moves as a rigid body and the dimer
undergoes a see-saw-like bending around
the twofold symmetry axis in the pseudo-
plane of the dimer. Biologically, one may
regard such a motion to be the one that can
transiently alter the width of the cleft by, for
example, bringing domains in the opposite
subunit closer, which would be advanta-
geous in facilitating the elongation of fatty
acyl chain between the cysteine sulfhydryl

Fig. 3 The electron density maps of
FAS determined by cryo-EM at 19-Å
resolution. Only the one with a twofold
symmetry imposed in the reconstruction
is shown. The top one is a top view and
the bottom one is a side view. The clefts
between subunits are labeled.

Cleft

(a)

(b)

Cleft
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Mode 8

Mode 9

Mode 10

(a)

(b)

(c)

(d)

Mode 7 Fig. 4 The motional patterns of the first
four lowest-frequency deformational
modes: mode 7(a), 8(b), 9(c), and 10(d).
Note, the first six modes are zero modes
corresponding to global translation and
rotation of the entire molecule. For each
mode, two opposite conformations (left
and right) during harmonic vibration are
shown to illustrate the direction of the
motion. The amplitude of the motion
was arbitrarily chosen for visual clarity.
The arrows are used to indicate the
directions of the motions. The larger
circles in (a) and (b) indicate the
inter-subunit hinge and the smaller
circles in (c) and (d) indicate the
intra-subunit hinges. The dotted lines in
(d) indicate the longest axes of the
subunits. This figure was adapted from
Ming, D., Kong, Y., Wakil, S.J., Brink, J.,
Ma, J. (2002) Domain movements in
human fatty acid synthase by quantized
elastic deformational model, Proc. Natl.
Acad. Sci. U.S.A. 99, 7895.

group of condensing enzyme and the phos-
phopantetheine sulfhydryl group of ACP.
Early biochemical study showed that the
two sulfhydryl groups from two opposite
sides of the catalytic reaction centers could
be cross-linked by a disulfide bond quickly.
This fact indicates that the two sides are

in direct proximity – an event that can
presumably take place via large domain
movements similar to what is described in
normal modes.

Besides the very lowest-frequency mode,
other low-frequency modes also re-
vealed important domain movements.
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For example, the second lowest-frequency
mode (mode 8) describes an out-of-
plane twisting between two rigid subunits
around the inter-subunit hinge (nearly
perpendicular to mode 7) (Fig. 4b). It is
possible that this type of motion could
bring together the subunits in two oppo-
site catalytic reaction centers. The linear
combination of modes 7 and 8 would
facilitate the two subunits large-scale mo-
tions around the inter-subunit hinge.
Similarly, the third (mode 9) (Fig. 4c)
and fourth (mode 10) (Fig. 4d) lowest-
frequency modes present the motions
around the two intra-subunit hinges.

All together, the conformational mo-
tion of FAS can be regarded as the
combination of these fundamental defor-
mational modes. Although the dimeric
FAS molecule has a chemically symmetric
structure and the calculation was per-
formed on the structure with a twofold
symmetry imposed, the NMA clearly
demonstrate that FAS is a highly flexible
and heterogeneous molecule. Large-scale
domain movements can take place in var-
ious directions, which results in a wide
range of conformation of FAS. Biologi-
cally, those domain movements could be
important for facilitating and regulating

the entire synthesis by coordinating the
communication between components of
the structure, for instance, altering the
distance between various active sites in-
side the catalytic reaction center. Finally,
another important usage of the hetero-
geneous conformational distribution re-
vealed in NMA is to improve the refine-
ment in the cryo-EM reconstruction (see
Sect. 3.1).

2.2.3 F-actin Filaments
Actins are filamentous protein complexes
that are important for cell transport,
cytoskeletal support, and contractile events
in almost all eukaryotic cells. They exist
in two forms. In nonionic solutions, the
dominant form is a monomeric G-actin
of 41 kD. In the presence of salt, G-
actin monomers polymerize into a double-
stranded helical polymer called F-actin,
which is the functional form of actin.
Structural information on several forms
of actin includes the atomic coordinates
of G-actin (Fig. 5a) and the Holmes model
of F-actin filaments established from fiber
diffraction. In the Holmes model, F-actin
filaments appear to be formed by two right-
handed long-pitch helical strands that twist
around each other with a rise of 27.5 Å and

Fig. 5 Structures of actins.
(a) Structure of G-actin monomer that
contains 375 amino acids. (b) The
Holmes model for a 13-subunit repeat
of F-actin filament established from fiber
diffraction with two helical strands
differently colored. To illustrate the
overall shape, the atomic coordinates
were blurred to 8-Å resolution. This
figure was adapted from Ming, D.,
Kong, Y., Wu, Y., Ma, J. (2003)
Substructure synthesis method for
simulating large molecular complexes,
Proc. Natl. Acad. Sci. U.S.A. 100, 104.

(a)

(b)
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a rotation angle of −166.15◦ per monomer
around the filament axis (Fig. 5b). The
minimum repeat of the double-stranded
helix contains 13 monomers (the 13-
subunit repeat) and the total length
of F-actin could be several microns or
longer.

In recent years, a growing body of
experimental evidence indicates that a
large portion of dynamic properties of F-
actin filaments, such as those modulating
operations of molecular motors, is directly
related to their intrinsic elasticity. A
deep understanding of the mechanical
elastic properties of F-actin filaments is,
therefore, vital to elucidating their roles in
motile and cytoskeletal systems.

Since the size of F-actin filament is way
beyond conventional computational meth-
ods, a new method, substructure synthesis
method (SSM), was developed to extend
the computational capacity in simulating
vibrational motions of very long filamen-
tous systems. In SSM, a given molecular
complex structure is regarded as an as-
semblage of substructures that can be
chosen arbitrarily, and sometimes quite
naturally, for example, as domains, sub-
units, or large segments of biomolecular
complexes. One first computes a set of sub-
structure modes by methods such as NMA
to represent the motions of substructure,

then, the motions of the entire structure
are generated by linking the substruc-
tures together using a set of constraints
to enforce geometric compatibility at the
interfaces of adjacent substructures. For
periodically repeating systems, a hierar-
chical synthesis scheme (HSS) can be
employed in combination with SSM to
rapidly achieve the desired complexity.
Computationally, the efficiency of SSM
comes from avoiding the full eigenvalue
problem for the entire structure.

The procedure of SSM–HSS was ap-
plied to the synthesis of the vibrational
modes of F-actin filaments of 4.6 µm
from the modes of a single 13-subunit
repeat. Figure 6 shows a few typical lowest-
frequency bending modes. All of these
modes move in a plane, which is a typ-
ical feature for a homogeneous elastic
rod. Similar behavior was also observed
for twisting and stretching modes. These
results clearly suggest that one can use
SSM–HSS to scale-up the microscopic dy-
namic information, obtained from atom-
istic simulations, to a wide range of
macroscopic length scale.

In summary, the computationally syn-
thesized vibrational modes for F-actin
filaments by SSM–HSS provide an or-
thonormalized basis set by which any arbi-
trary elastic deformation of the filaments

19

17

15

13

11

9

7

Fig. 6 The motional patterns of several
lowest-frequency bending modes for the
4.6 − µm F-actin filament calculated by
SSM–HSS. The indices of the modes are
marked. The even indices are the ones
that degenerate to the displayed one.
The 7th mode is the lowest-frequency
mode. This figure was adopted from
Ming, D., Kong, Y., Wu, Y., Ma, J. (2003)
Simulation of F-actin filaments of
several microns, Biophys. J. 85, 27.
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can then be expressed as a linear com-
bination. These modes can also be used
to characterize the motions of F-actin fil-
aments at a continuously varying length
scale, that is, from the extremely local-
ized high-frequency motions all the way to
global elastic deformational motions. The
bending motions are likely to dominate
the motions of long filaments, while other
types of deformations such as twisting
and stretching are likely to be impor-
tant to short-range local deformations of
the filaments. Finally, the methods are
equally applicable to other filamentous
systems in cells, for example, tubulin,
collagen, and DNA. A major application
of these modes is in assisting struc-
tural refinement for fiber diffraction (see
Sect. 3.2).

3
Refining Supramolecular Complexes
at Multiresolution and Multilength
Scales

One of the most important applications of
NMA is in assisting structural refinement
for large flexible systems. Since the low-
frequency normal modes are collective
parameters that describe the motions in
a global fashion, the biggest advantage
of using normal modes as refinement
parameters is that only a very small set
of modes are often enough to represent
the motional features during refinement.
Such an approach drastically cuts down the
number of adjustable parameters needed
for the refinement. Particularly in cases
such as cryo-EM and fiber diffraction, there
are not many independent measures due
to low resolution, and a smaller number
of parameters is always good for avoiding
overfitting in refinement.

3.1
Normal-mode-assisted Cryo-EM Structural
Refinement

Similar to X-ray crystallography and many
other structural determination methods,
the structural dynamics within the particle
population due to the inherent flexibility
of biomolecules can lead to smearing out
of the cryo-EM averaging. At the current
stage, only extraordinarily flexible systems
have a realistic issue with conformational
heterogeneity. But, in the near future, once
the resolution of cryo-EM reaches a certain
level, the conformational heterogeneity
will become a major limiting factor for
resolution of many systems. FAS is one of
the systems that was currently influenced
by the conformational heterogeneity in
measurement. Although the actual data
reached a much higher resolution, the
final cryo-EM reconstruction for FAS was
only at 19 Å. A computational strategy
in conjunction with NMA was developed
to separate the heterogeneous data such
that structurally homogeneous particle
images can be grouped to achieve higher
resolution reconstructions within each
group.

In the procedure of standard cryo-
EM single model refinement, one first
generates a set of projections of an initial
3-D model. After that, one aligns each
raw particle image against each projection
in 2D and groups the image with the
projection it is most similar to. Once the
alignment is done, average images are
taken for the particles grouped with each
projection. Such a procedure produces a
class average from the raw particle data
corresponding to each projection image.
Finally, the class averages can be used to
construct a new 3-D model, which is used
to seed the next iteration of refinement.
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In the normal-mode-based refinement
of FAS, the initial models were established
from the original structure and the two
end-point conformers of the first two vi-
brational modes (modes 7 and 8 shown
in Fig. 4a,b) were with an arbitrary am-
plitude. Totally, there were n = 5 initial
models for the multirefinement algorithm
(Fig. 7). The particles were classified, and
in this case, one produced n class aver-
ages for each orientation, which could be
used to produce n new 3D models to seed
the next round of iterative refinement. The
procedure also led to n subsets of the raw
particle data associated with each of the 3D
models. The results clearly showed that the
conformational heterogeneity predicted by
NMA were real in measured cryo-EM par-
ticle population.

Although with some degree of suc-
cess, the normal-mode-assisted cryo-EM
refinement has not become a general
method for every system. One must over-
come several technical difficulties in order
for the method to become a routine
structural refinement procedure. But the
concept involved in normal-mode-assisted
cryo-EM refinement harbors the hope
for facilitating high-resolution structural

determination by cryo-EM in the future.
Twenty or thirty years ago, X-ray crystal-
lography went through the same stage;
sooner or later, cryo-EM will also reach a
resolution range where molecular motions
become a limiting factor for resolution.

3.2
Fiber Diffraction Refinement Based on
Long-range Normal Modes

A very important application of long-range
normal modes for biological fibers is in
assisting refinement of structural models
against data from fiber diffraction, which
is an effective technique for studying
filamentous systems that are ubiquitous
in cell. Typical examples range from
simple polypeptides, polynucleotides, and
polysaccharides, to cytoskeletal filaments
and filamentous viruses.

In the field of fiber diffraction, it has
been known for a long time that long-
range filamentous deformations may have
significant contributions to the errors of
the refined models. To cope with this
problem, the atomic model of F-actin was
refined against fiber diffraction data using
long-range normal modes as adjustable
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Fig. 7 A flow diagram of the second test used to
verify that structurally consistent subpopulations
were determined from the raw heterogeneous
particle data set. A featureless model (right) was

refined against the particle data used to generate
refined model 2. The result of this refinement
appears to be in the same structural substrate as
refined model 2.
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parameters to account for the collective
long-range filament deformations. Each of
the four domains of monomeric G-actin
was treated as a rigid body to isolate the
contributions of long-range deformations.
The improvement in refinement was mon-
itored by the drop in R- and Rfree-factors
using individual or combinations of modes
calculated by SSM. It was found that the
bending modes make the most signifi-
cant contributions to the refinement. By
including only ∼7 to 9 bending modes
as adjustable parameters, one was able to
decrease R-factor for 2.4% (Fig. 8). This
means that, for any fiber diffraction refine-
ment, a substantial portion of errors is due
to long-range deformations, in particular,
because of the bending of the filaments.
Therefore, the effects of these long-range
deformations must be included in the

refinement in structure determinations by
fiber diffraction. Moreover, the advantage
of SSM-based normal mode refinement
is that it uses a small set of long-range
modes as adjustable parameters to achieve
a good fit, thus preventing the potential
overfitting.

4
Discussions and Future Perspectives

For most of biochemical reactions in living
organisms, what makes them different
from the same reactions in test tubes
is that biochemical reactions in cells are
strictly regulated. They take place only
when needed, to the required extent, and
at the desired rate. Any malfunctioning in
regulation of the reactions could result in
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Fig. 8 Refinement results using various lengths of repeats as helical unit cells with
a combination of multiple low-frequency normal modes. This figure was adopted
from Wu, Y., Ma, J. (2004) Refinement of F-actin model against fiber diffraction data
by long-range normal modes, Biophys. J. 86, 116.
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damage to the organisms by causes such
as diseases. In most systems, especially
supramolecular complexes, the regulatory
mechanisms almost always involve large-
scale conformational changes as the cases
in allosteric proteins. Thus, understanding
the structural and energetic nature of
those conformational changes are vital for
understanding biological functions.

As described earlier, the TMD and
its related methods have played an im-
portant role in simulating large confor-
mational motions. In recent years, the
most dramatic success came from the
widespread applications of coarse-grained
NMA, which lies in the realization that, in
modeling dynamics of large complexes, it
is feasible to abandon the traditional con-
cepts of protein structure (bonds, angles,
dihedrals, etc.) and to treat the structure
as an elastic object, whose shape and mass
distribution can be obtained from electron
density maps of the complexes, at various
resolutions, from methods such as X-ray
diffraction or cryo-EM. The directionality
of the elastic deformational modes of the
complexes can then be determined solely
on the basis of low-resolution electron den-
sity maps. Numerous studies have shown
that the patterns of those elastic modes
match the biologically relevant conforma-
tional changes of proteins.

In the future, various biophysical meth-
ods will continue to be developed for study-
ing dynamics of biological complexes. Of
particular importance is to combine the
computational methods with the exper-
imental methods to iteratively elucidate
the structures and mechanisms. This is
exemplified by a recent ongoing study
of the huge structure of nuclear pore
complex by Sali’s group at the Univer-
sity of California, San Francisco. A wide
range of experimental data derived from
all kinds of experimental methods, each

providing partial and useful information
regarding structure and dynamics, are
gathered as constraints for computational
modeling. As a consequence, a fairly ac-
curate structural model can be established
on the basis of experimental data from
which no such model was possible by
any conventional means. Here, the au-
thor would like to emphasize that the
concept of utilizing limited, but diverse,
experimental data as constraints to guide
the computational modeling will play an
increasingly important role in the future
study of supramolecular complexes. This
is because, for those large systems, no
single technique can deliver a complete
description of mechanisms.
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Keywords

Fourier Transform (FT)
A mathematical technique capable of converting a time domain signal to a frequency
domain signal.

Infrared (IR)Light
Electromagnetic radiation at wavelengths longer than the red end of visible light and
shorter than microwaves (roughly between 1 and 100 microns).

Infrared Microspectroscope
An instrument that combines features of a spectrometer and microscope apparatus,
providing an infrared spectrum for a small sample area of the specimen.

Microscope
An instrument that provides a greatly enlarged image of an object, allowing the
viewing of features that cannot be seen with the naked eye.

Spectrometer
An instrument for analyzing a spectrum, that is, the intensity of radiation as a function
of wavelength.

Synchrotron
A circular accelerator of charged particles, such as electrons. As the electrons accelerate
around each bend in the ring, they are guided by powerful magnets and give off energy
in the form of light.
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� Synchrotron Infrared Microspectroscopy is a powerful method for obtaining infrared
spectrum of a small area of the specimen, using synchrotron light as the source. The
brightness of the broadband synchrotron beam is 1000 times higher than that of
thermal infrared sources, and allows analysis of sample areas down to the diffraction
limit (e.g. 5 µm at 2000 cm−1) at high signal-to-noise ratios in a short time. The
technique is most widely used in biosciences, providing information on chemistry
on microscales of virtually all biological specimens, like bone, plants, and other
biological tissues. Some applications of the technique include infrared imaging of
neurons subjected to various brain diseases, bone osteoporosis, biodegradation of
man-made pollutants in plants, nutrition value of seeds, and protein folding in
microsecond time regimes.

1
Introduction

Infrared (IR) spectroscopy measures inten-
sity of the IR light at a particular frequency,
providing information on the vibration
of covalent bonds within molecules. The
wavelengths of the IR light absorbed by
a vibrating bond depend on the nature
and type of the bond, the applicable se-
lection rules, and the type of the vibration
excited, and are also influenced by the
inter- and intramolecular interactions of
the molecules. The intensity of the light
depends (as defined by the Beer–Lambert
law) on the concentration of the vibrating
molecules. Therefore, the IR spectrum fur-
nishes information related to the quantity,
composition, structure, and environment
of the sample. Since the spectrum is addi-
tive, that is, all IR-active bonds present in
the sample contribute to it simultaneously,
a complete picture of the absorptions of
functional groups is obtained, offering de-
tailed information on sample chemistry.

IR spectroscopy has a number of advan-
tageous features for the analysis of biolog-
ical samples. Data acquisition can be quite
rapid and dilute species can be detected.
The method is also flexible, as samples

can be examined in liquid or solid states
without destruction of the sample, while
instruments are widely available, reliable,
and easy to use. Infrared studies of pu-
rified materials are quite straightforward.
However, biological samples from tissues
or cell preparations are both spatially and
chemically heterogeneous. Probing sam-
ples with a beam size larger than the
discrete spatial elements produces an av-
erage spectrum of all tissues probed by the
beam, as the IR spectrum is additive. With-
out a sufficiently small beam, the discrete
chemical species within discrete features
of the tissue cannot be identified.

The device that focuses the infrared light
onto a small spot is an IR microscope.
The importance of the IR microscopy
was realized early in the last century, but
only during the last two decades has it
experienced rapid development. Spatially
resolved IR microspectroscopy can pro-
duce a two-dimensional array of spectra
from which a chemical image (often called
‘‘map’’) is generated. Infrared microscopy
has been utilized in various branches of
sciences, including forensic approaches,
materials science, art restoration, cell bi-
ology, and disease. Its advantage over a
number of other spectroscopic techniques
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is that it provides chemical information
for multiple species simultaneously and
directly on a micron scale without stains
or contrast agents. Light microscopy can
provide chemical information using spe-
cific chemical imaging agents, while X-ray
techniques can be tuned to an absorption
edge to probe specific elements. Magnetic
resonance spectroscopy can also provide
chemical information and has sensitivity
similar to infrared, but submillimeter res-
olution is difficult. The high brightness of
the synchrotron as an infrared source pro-
vides enhanced lateral resolution, faster
acquisition times, and superior spectral
quality. As a result, synchrotron infrared
spectroscopy has flourished at the turn
of the century, and a number of book
chapters and review articles have been pub-
lished. This chapter illustrates the poten-
tial offered by infrared microspectroscopy
coupled with synchrotron radiation in bio-
chemistry and biology.

1.1
Development of IR Spectrometers

The first IR spectrometers were equipped
with monochromators, which select sin-
gle wavelengths (or frequencies) of IR
light and deliver them to the sample.
The monochromator could be based on
prisms or diffraction grating. These dis-
persive spectroscopes were slow and the
observed source size limited the IR light
that could be focused onto the sample such
that spatial resolutions of less than 1 mm
were impractical, even with elaborate beam
condensers. The development of technol-
ogy, especially in computers, brought the
first interferometric spectrometers to the
market. These developments changed not
only the IR spectrometry in general but
also made IR microspectroscopy possible.

Interferometric spectrometers are based
on the Michelson interferometer schemat-
ically shown in Fig. 1. The IR radiation
from the source is divided in half by a
beamsplitter, usually a half-silverized mir-
ror placed at 45◦ to the incident beam. The
two halves of the IR beam further assume
separate paths, each going toward one arm
of the interferometric stage. One half trav-
els toward a stationary mirror, and the
other is directed toward a moving mirror.
After the reflection, the two halves of the
incident radiation recombine at the beam-
splitter and again divide into two parts,
traveling either toward the source or the
sample (see Fig. 1). Only the half traveling
toward the sample is used. If the mirror is
moved at constant velocity, the two halves
of the incident beam travel different path-
lengths and the light reaching the sample,
and ultimately the detector, is modulated
in intensity due to constructive and de-
structive interference. The intensity of the
light at the detector will vary sinusoidally, a
maximum being registered each time that
the retardation (i.e. difference of the path-
lengths) is an integral multiple of the light
wavelength λ. The plot of the intensity of
the light versus retardation is called inter-
ferogram. Since retardation is also time
dependent as the mirror moves at con-
stant velocity, one obtains a single-beam
IR spectrum by computing cosine Fourier
transform of the beam intensity at the de-
tector. The single-beam IR spectrum is a
variation of the light intensity as a func-
tion of wavelength (or frequency) of the
light. The abscissa of the IR spectrum is
therefore inverse time, as the frequency is,
by definition, the number of oscillations
in unit time. A transmittance spectrum is
obtained by dividing two single-beam spec-
tra, one from an empty cell (background)
and one with the sample. For traditional
reasons, the abscissa of an IR spectrum is
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Stationary mirror

Moving mirror

Beamsplitter

Sample

Infrared source 

Fig. 1 Michelson interferometer, showing incident radiation coming
from the source on the right onto the beamsplitter that delivers one half of
the beam to the stationary mirror (a) and the other half to the moving
mirror (b). After recombining the two half-beams, the modulated light is
reflected toward the sample held by a substrate on the bottom.

usually plotted with increasing wavelength
(in micrometers), or with decreasing wave
numbers (reciprocal wavelength, in cm−1),
while the ordinate is given in absorbance
(i.e. negative logarithm of transmittance)
because the latter is directly proportional
to the concentration of the sample by the
Beer–Lambert law.

It should be realized that all frequencies
of the incident light are going toward the
two arms of the detector simultaneously,
so that the intensity of the signal regis-
tered at the detector is the sum of all IR
frequencies. The single-beam spectrum is
produced by complex Fourier transform
of the light intensity for all frequencies
and all retardations. Fourier Transform
Infrared (FTIR) spectrometers are able to
compute the IR spectrum by the use of

an algorithm for fast-Fourier transform
(FFT), developed in mid-1960s. Along
with the development of fast, low-cost
computers required for the spectrum com-
putation, other technical advances brought
FTIR spectrometers into routine usage,
ultimately replacing dispersive spectrom-
eters. The ability to shine all wavelengths
onto the sample simultaneously and de-
convolve the discrete frequencies and the
ability of the beamsplitter to accept greater
input of radiation compared to a grating
or monochromator are the major advan-
tages of modern instruments (termed
Fellgett’s and Jacquinot’s advantages, re-
spectively). Additional advantages include
optical verification of mechanical motion
by interference fringes of a laser positioned
parallel to the IR beam, and development
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of fast and sensitive detectors that greatly
enhanced sensitivity such as mercury cad-
mium telluride (MCT) detectors.

1.2
FTIR Microscopes

Infrared microspectroscopy provides in-
formation relating the spatial distribution
of materials within IR suitable samples
(described below) with the goal in biol-
ogy to obtain spectra of individual tissue
components. An infrared microscope is
a beam condenser that reduces the di-
ameter of the IR beam by focusing the
light onto a small area. Even though
the first commercial IR microscopy at-
tachment was designed in the 1950s,
it was not until the 1980s that it be-
came a practical analytical tool, coinciding
with the wider use of FTIR spectrom-
eters worldwide. During the 1980s, IR
microscopes became available for nearly
all FTIR spectrometers. Stringent require-
ments are needed in the design of a
microscope to achieve high signal-to-noise
ratio with high spatial resolution. IR
microscopes are available from a num-
ber of companies worldwide and their
Web pages are given in the Bibliogra-
phy section.

In design and operation, infrared mi-
croscopes are similar to the visible mi-
croscopes, except that their optics contain
only mirrors rather than lenses, so that
the IR light can pass through with min-
imal absorption. The IR light follows
the same path as the visible light. Fur-
thermore, modern IR microscopes can
be equipped with a number of meth-
ods for better visualization of the sample,
including polarized light, fluorescence il-
lumination, or differential interference
contrast imaging.

Although novel FTIR spectrometers and
microscopes deliver high performance, of-
ten the practical limit of the spot size
at the sample is tens of micrometers.
This limits the applicability of the IR
microspectroscopy when imaging single
cells or tissues, as the subcellular struc-
tures relevant to biology or disease rely
on imaging at the diffraction limit of
light (5 µm at 2000 cm−1). A synchrotron
source allows the spot size to be reduced,
because the synchrotron IR light is es-
sentially diffraction limited and orders of
magnitude brighter than thermal sources,
as shown over twenty years ago. Most com-
mercially available IR spectrometers and
microscopes accept input from an external
source, so that very little modification of
the instruments is needed to adapt it to
accept synchrotron light.

2
Synchrotron Radiation

2.1
Synchrotron Infrared Facilities Worldwide

Synchrotrons are facilities that produce
high-flux electromagnetic radiation in
a continuous spectrum from infrared
through the visible and UV to the X-ray
region onto a small spot. Generally, their
operation relies on emission of radiation
of electrons orbiting at a speed close to
the speed of light (see Sect. 2.2). Because
of the advantages of the synchrotron
over thermal IR source (see Sect. 2.3),
many synchrotron facilities around the
world have at least one infrared beamline
either in operation or planned. The list
of the current operational and planned
synchrotron infrared facilities is given in
Table 1. Design and current research on
infrared beamlines are reviewed in recent
publications.
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2.2
Production of Synchrotron IR Radiation

At the National Synchrotron Light Source
(NSLS), electrons from an electron source
are accelerated with a linear accelerator.
Subsequently, they enter into a booster
ring where they are further accelerated
before entering a storage ring (see Fig. 2).
Infrared radiation is delivered by the
smaller of the two storage rings of NSLS,
the VUV-IR ring. In this ring, the electrons
are accelerated to energy of 800 MeV. The
storage ring uses magnetic field to bend
electron trajectory onto a closed orbit.
Because the velocity of electrons is close to
the speed of light, they give off the radiation
in a relativistic manner at the end of each
of these ‘‘bending’’ magnets. The radiation

thus produced is directional, concentrated,
free of thermal noise, and predominantly
polarized. The highest current (1 A) is
obtained immediately after the injection
of electrons in the storage ring, and the
current is allowed to decay over time to
about 400 mA after several hours. In order
to keep the average current around 750
to 800 mA, the storage ring is filled seven
times in 24 h, with the fill interval of 4.5 to
5 h during the normal working hours, and
3 to 3.5 h during the remainder of the day.

2.3
Advantage of the Synchrotron Source

To obtain a good-quality spectrum, the
intensity of an IR band must be at least 100
times greater than noise. Signal-to-noise

Beamline status as of July 2003
VUV

Operational 22 58
R&D 0 1
Diagnostic 3 3
Construction 0 1
Available 3 4
Unused

Insertion devices

8 7

XRay

X−RAY
RING

x15 x19

VUV
RING

x13

x25

U15

U1

U3
U2

U13

x1
x3

x5

x7

x11

x9

x17

x21

x23

x27

u11

U9

u7

B

C

A

Fig. 2 Schematic diagram of the synchrotron
facility at the National Synchrotron Light Source,
Brookhaven National Laboratory, Upton, NY,
showing the electron source (A), linear
accelerator (B), and booster ring (C), as well as

the VUV/IR storage ring and beamlines. The
location of U2 port on which the Albert Einstein
Center for Synchrotron Biosciences’ U2B
beamline is constructed is also shown.
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ratio (S/N) is related to the ratio of
source power (SP) that can be calculated
for each source, and noise power (NP)
that is characteristic of the instrument.
Source power at a wavelength λ is directly
proportional to the brightness B(λ) of the
light source. The source comparison of
the synchrotron and globar sources was
recently calculated. For a standard FTIR
spectrometer with a globar source, SP and
NP can be calculated to be about 4.5 mW
and 0.1 nW respectively, for IR radiation
at λ = 2000 cm−1 (5 µm) and one-second-
long measuring time, so that S/N is 45 000.
However, such a high S/N is obtained with
the beam size at the sample no smaller
than 0.6 mm. SP degrades rapidly when
the spot size is reduced. For IR microscopy
where spatial resolutions in micron scales
are needed, SP(λ) at a 5-µm spot size can be
calculated to be only about 0.05 nW, so that
S/N = 0.5. To obtain S/N of 100, the scan
time would be about 11 h. Unrealistically
long scanning time (1.5 months) is needed
to achieve S/N of 1000.

A brighter source like synchrotron easily
overcomes this difficulty. The advantage
of the synchrotron lies in its brightness
that is 2 to 3 orders of magnitude higher
than that of globar sources. Brightness of
a storage ring is given by the relation:
B(λ) = 75 I BW/λ3, where I is the ring
current and BW is the bandwidth. Using
the parameters for the NSLS VUV-IR ring,
one obtains SP(λ) of 0.1 mW, so that S/N
is about 1000 for one-second measuring
time. By comparison, the synchrotron is
an excellent source for infrared microscopy
studies at spatial resolutions on the order
of the wavelength λ. It should be noted
that the source power of a synchrotron is
directly related to the ring current (not the
ring power), which explains why the NSLS
VUV-IR ring, with a maximum current of
1 A, is the world’s premiere facility for the

infrared microscopy. The synchrotron in-
frared beam is nondestructive to biological
samples, producing an average tempera-
ture rise of only 0.5 K to a test sample
closely resembling biological materials.

2.4
U2B Beamline Microspectroscopic
Instrumentation and Capabilities

The Albert Einstein Center for Syn-
chrotron Biosciences’ U2B beamline is
located on the U2 synchrotron IR port
of the VUV-IR ring of the National Syn-
chrotron Light Source (see Fig. 2). The
port delivers light in solid angle of about
80 mrad horizontally by 40 mrad vertically.
The U2 extraction port chamber was in-
stalled in the VUV ring in December 1996.
The mirror box that divides the light for
the use of two equal-end stations (U2A and
U2B) was installed in October 1997, and
the remainder of the beamline in March
1998. After conditioning, it took full beam
in May 1998. U2A and U2B end stations
were then constructed, and each took light
in November 1998. The U2B beamline has
been in full operation and has been accept-
ing outside users since the spring of 2000,
after a commissioning period of one year.

The synchrotron beam is steered and
focused by a combination of ellipsoidal
and planar mirrors to provide a 1 : 1 image
of the source. The beam passes through a
series of valves and masks, then through
a wedged diamond window into a mirror
box where it is divided into two equal lines
(U2A and U2B). The beam that is steered
toward U2B beamline continues through
a rough vacuum-pumped tube and then
through a window (KBr or polyethylene,
depending on the desired frequency range)
into the nitrogen-purged instrumentation
listed below. The total angular acceptance
is 45 H X 40 V mrad.
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The beamline is equipped with a
dry nitrogen-purged FTIR spectrometer
(Magna 860, Thermo Nicolet Instruments,
Madison, WI, USA), a Nicolet NicPlan
IR microscope, and a custom-made ex-
ternal cryostat chamber. The spectrometer
is equipped with a Michelson interferom-
eter having capabilities such as rapid scan,
step scan, and the ability to accept external
beams and utilize external detectors. For
measurements in its internal chamber, a
narrowband mercury–cadmium telluride
(MCT/A) and a deuterated triglycine sul-
fate (DTGS) detector with polyethylene
window are available, covering a range
from 5000 to 100 cm−1. The doubly confo-
cal NicPlan IR microscope is outfitted with
a full range of objectives, such as 10X and
20X visible objectives, a 32X IR objective
(Thermo Spectra-Tech) for both transmis-
sion and reflection IR measurements, and
an attenuated total reflection (ATR) ZnSe
objective (Thermo Spectra-Tech) for reflec-
tion measurements of highly absorbing
and/or thick samples. The microscope is
capable of diffraction-limited spatial res-
olution. It is further equipped with a
computer-controlled stage that brings the
sample under the objective, and fully au-
tomated IR microscopic experiments are
performed by Atlµs software (Thermo
Nicolet) with the possibility to view the
visual image of the sample together with
its three-dimensional IR representation
(IR map).

In order to broaden the range of vibra-
tional spectra collected by the microscope,
a flat pick-off mirror has been introduced
in the optical path to allow the use of exter-
nal detectors. The mirror directs the light
either to the internal narrowband MCT/A
detector operating in the 7000 to 650 cm−1

range, or to the external detectors. With
the use of external detectors, the lower
frequency limit of the spectra obtained

through the microscope is extended, at
the expense of the signal-to-noise ra-
tio. Three detectors are placed behind
the microscope: a liquid nitrogen–cooled
broadband MCT/B detector (Belov Tech-
nology, New Brunswick, NJ, USA) operat-
ing in a 5000 to 450 cm−1 spectral range
with a sensor size of 0.25 × 0.25 mm, a
liquid helium–cooled dual-detector sys-
tem (Infrared Laboratories, Tucson, AZ,
USA) combining a silicon bolometer
with a wedged white polyethylene win-
dow that covers the far-spectral range
(650–10 cm−1), and a Si:B photodetector
with a KRS-5 window for measurements in
the mid-IR (3500–350 cm−1). The signal-
to-noise ratio is the highest for MCT/A
(3–8 times higher than MCT/B, depend-
ing on the frequency, while that of the Si:B
photodetector is comparable with MCT/B
around 600 cm−1, though improved by
about twofold to around 450 cm−1.

With the use of the bolometer, the
lower frequency limit is extended to
about 30 cm−1. A set of motorized and
manual translation stages and collimating
optics are placed behind the microscope
to precisely align the external detectors.
The complete optical path, from the
spectrometer through the microscope and
to the detectors, is continuously purged
with dry nitrogen to insure a significant
reduction in water vapor absorption that
would otherwise render portions of both
the mid-IR and far-IR unusable.

3
Experimental Aspects

3.1
Microscopic Sampling for Transmission
Spectroscopy

A collimated beam from the synchrotron
is directed onto the interferometer, which
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modulates the wavelength of the light, and
then is passed on into the IR microscope.
Depending on the design of the micro-
scope, the light can be delivered to the
microscope’s first objective either from the
top or the bottom. In the case of the Nic-
Plan microscope, at the U2B beamline,
the light enters from the top. Before en-
tering the first condenser, the light passes
through a variable aperture that limits the
illumination of the sample to the selected
area. The schematic representation of the
microscope in transmission and reflection
modes is shown in Fig. 3.

In transmission mode, the IR light en-
ters the first condenser that focuses the
beam onto the sample and passes through
the sample that partially absorbs the
light. The nonabsorbed beam then passes
through an IR window that holds the sam-
ple and is collected by a second condenser
that recollimates the beam. To compen-
sate for spherical aberration caused by
the IR window (or windows), condensers
are equipped by a variable compensation

ring. If there is only one window beneath
the sample, the compensation ring at the
first condenser is set to zero, while that
at the secondary condenser should be set
to the thickness of the window. In the
case when a sample is squeezed between
two windows, compensation rings on both
condensers should be set to the thickness
of the window. To minimize light scattered
from the sample, the IR light recollimated
by the second condenser usually passes
through another aperture on its path to
the detector.

Windows for transmission spectroscopy
should be less than 3 mm thick. Choosing
a window depends on the frequency range
desired, physical properties (e.g hardness,
if sample needs to be squeezed between
two windows), and chemical properties
(e.g. solubility in water). Care should
be taken if the sample was kept in
an ammonium-based solution prior to
sectioning and placing on the window,
as many of these window materials can
make complexes. The list of the common

(a) (b)

Sample

Fig. 3 Optical path of the infrared beam through Schwarzchild IR objective
in (a) transmission and (b) reflection modes.
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Tab. 2 Physical and chemical properties of some commonly used window
materials for IR spectroscopy.

Window Material Transmission
Range [cm−1]

Properties: solubility
in H2O [g 100 cm−3]

CaF2 4000–1100 Clear; 0.002
BaF2 4000–800 Clear; 0.17
ZnS 4000–600 Clear; insoluble
ZnSe 4000–650 Orange; insoluble
KBr 4000–400 Clear, very soluble
KRS-5 (TlBr-TlI) 4000–200 Red; 0.05
Diamond 4000–50 Clear; insoluble; expensive

transmission window materials is given in
Table 2. Most of these windows are also
transparent to visible light.

3.2
Microscopic Sampling for Reflection
Spectroscopy

The second most common way of collect-
ing IR microspectra is in reflection mode.
In this case, only about one half of the
beam reaches the sample (see Fig. 3). The
modulated IR light is sent through the top
aperture and focused onto a small area
of the sample by the first condenser. The
portion of the light not absorbed by the
sample reflects off the flat surface beneath
the sample and passes through the same
portion of the sample once again. The first
condenser recollimates the light and sends
it to the detector by a mirror. Since this mir-
ror blocks 40 to 50% of the incident light,
transmission mode is a preferred method
for collecting microspectra because of the
higher flux of the incident light on the
sample. Furthermore, inhomogeneities in
the sample may cause oscillations in the
background of the reflection spectra. Be-
cause the beam passes through the sample
twice, the thickness of the sample should
be approximately half of that for the trans-
mission spectroscopy.

Traditional substrate material on which
the sample is placed is a highly pol-
ished metal slide that efficiently reflects
IR radiation, for instance, gold. Recently,
IR-reflective slides became commercially
available at a fraction of the cost of the
windows for transmission spectroscopy.
They are made of a common glass slide
on which an IR-reflective coating is de-
posited on one side. The reflective surface
consists of several layers, comprising two
silver coatings that reflect IR light, and
a protective coating of SnO2. One of the
first vendors of these slides, Kevley Tech-
nologies named them low-e MirrIR. The
slides are durable, insoluble in water and
common organic solvents, and transpar-
ent for the visible light while reflecting
about 95% of the IR radiation in the
range 4000 to 400 cm−1. Because of these
properties, reflection spectroscopy recently
became a very popular method for mi-
crospectroscopy.

3.3
Microscopic Sampling for ATR
Spectroscopy

Attenuated total reflection spectroscopy
is done on samples that cannot be cut
into thin sections suitable for either trans-
mission or reflection methods. An ATR
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objective is a Schwarzchild IR objective
that contains a small hemisphere made
of an IR-transparent material, like ZnSe,
Ge, or diamond. Since Ge is opaque for
visible light, and diamond can be cost pro-
hibitive, ZnSe is usually preferred. The
objective has two masks. For viewing of
the sample, the mask lets in radiation
that is nearly perpendicular to the sam-
ple. During data collection, mask permits
only radiation that enters the ATR hemi-
sphere at near-grazing angles (65–80◦), so
that the rays are totally internally reflected
back into the hemisphere. However, be-
cause of the nature of light propagation
at the interface between two media having
different refractive indices, the light pene-
trates into the sample via evanescent field.
Penetration depth of the light is usually
of the order of the wavelength (i.e. several
micrometers), which is suitable for the IR
measurements. The totally reflected light
is then recollimated by the objective as in
the reflection mode, and sent to the detec-
tor. Because the mask only allows beams
that are close to grazing angle, a severe
reduction in flux, up to 70%, is expected
in the ATR spectroscopy in comparison to
the normal reflectance mode.

In contrast to the microsampling dis-
cussed above, the thickness of the sample
is not a factor in ATR spectroscopy. Al-
though this technique involves very little
sample preparation, it is not applicable in
all cases. Since the sample needs to be in
close contact to the ATR element to ensure
a good-quality spectrum, the use of auto-
mated mapping methods cannot be done
because ATR element and/or the sample
may be damaged while the sample stage
is moved. Samples must be either firm
(like bone) or mounted on a stiff substrate.
Care should be taken with soft samples
as they may be damaged, and could also
leave a residue on the ATR element, so

that it would need cleaning before each
data collection. Furthermore, the spectral
region is obviously limited to the trans-
mission range of the ATR element (see
Table 2).

3.4
Microscopic Sampling for Grazing Angle
Spectroscopy

Grazing angle spectroscopy is commonly
used for probing very thin samples placed
on a highly reflective surface. The surface-
sensitive technique uses similar objective
and mask as in ATR spectroscopy, and
the IR light path is also similar. No
ATR element is needed for grazing angle
mode. The substrate is a highly pol-
ished, reflective surface and the sample
is deposited directly on it. The thick-
ness of the sample must be less than
the wavelength of the IR radiation, to
get a good signal with this technique,
and because of the difficulty to cut such
thin biological samples, this technique is
rarely used.

4
Sample Preparation

The sample preparation of biological sam-
ples is possibly the most critical part of
a successful IR microscopy experiment.
Questions regarding stability or degra-
dation of the sample, especially right
after the removal from the body, fixation,
imbedding into materials for sectioning,
thickness of the samples for different IR
microscopy experiments, and so on, need
to be addressed before the actual sample
preparation. Also, for the IR data to be
biochemically relevant, the cells must be
preserved in a lifelike state without intro-
ducing artifacts. A few general principles
are outlined below.
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If fixation of the sample tissue is desired
to prevent possible degradation, formalin
should be used rather than water/ethanol
mixture, as ethanol causes proteins to
aggregate. While formalin has less of a
tendency to induce unfolding of proteins,
the fixation should be done with low
concentrations and washed with copious
amount of saline fluid or deionized water
before drying to prevent the formalin IR
signatures in the spectra.

Tissue samples for IR microspec-
troscopy should be prepared in a similar
fashion as for ordinary light microscopy.
Although the optimal thickness varies
greatly from one sample to another, gen-
erally it should be kept below ∼50 µ or
∼20 µm for transmission and reflection
measurements, respectively. Sectioning of
a sample is usually done at low tempera-
tures (between −10 and −20 ◦C), that is, by
cryotoming. If possible, the sample should
be cut without any support. Otherwise, the
sample can be imbedded in a medium
that maintains the physical integrity of the
sample during sectioning. The embedding
compound should be carefully chosen to
match the hardness of the sample. Fur-
thermore, its IR absorption bands should
not overlap with those of interest in the
sample, as the embedding compound may
penetrate into the sample. In most cases, a
liquid hydrocarbon such as paraffin wax is
a good choice, as its IR absorption is only
seen in the CH region. Penetration of the
embedding material into the sample can
be avoided in some cases if the embedding
compound is placed only at one side of
the sample block before sectioning. How-
ever, physical integrity of the biological
materials may be lost.

Once a thin section is cut, it is placed
onto an IR substrate. For transmission
microscopy, the substrate should be one
of the IR windows described above (see

Sect. 3.1). Regular glass windows are
only partially transparent in IR region
(4000–2500 cm−1) so that only CH stretch-
ing region can be probed with a sample
on a glass substrate. For reflection mi-
croscopy, the media are polished reflective
surfaces, like low-e slides.

Biological materials often strongly ad-
here to IR windows and/or low-e reflective
slides, and washing and staining can
be done with the sample placed on the
substrate. While staining allows better vi-
sualization of the sample components,
care should be taken as the stains may
produce artifacts, either by exhibiting
their own spectral features or by chang-
ing the IR absorption of the sample by
interaction.

5
Band Assignments

Since the IR spectrum is additive (see
Sect. 1), most tissue samples can be ap-
proximated as a sum of three spectral
types, namely, lipids, proteins, and polynu-
cleides. Each of these building blocks
contributes to the overall spectrum with its
relative concentration. Relevant examples
of them are given in Fig. 4.

The spectrum of a protein (Fig. 4a) is
characterized by strong amide bands, aris-
ing from the protein backbone. Lipids
(Fig. 4b) are characterized by strong ab-
sorption methyl and methylene bands (CH
region around 2900 cm−1). Nucleic acids
(Fig. 4c) show strong characteristic absorp-
tions of P=O moieties in 1000–1200 cm−1

region, while carbohydrates (Fig. 4d) con-
tain broad O−H stretching bands above
3000 cm−1. For easier viewing, we shall
divide the spectrum into several parts and
discuss each of them on the basis of the
building blocks mentioned.
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Fig. 4 Fundamental spectral features of biological components.

5.1
Region 3600–3100 cm−1

This region consists largely of O−H and
N−H stretching vibrations. Unlike all
other bands that are usually sharp with fre-
quencies sensitive to the electron affinities
of the groups attached to them, this region
is mostly devoid of sharp bands. Instead, a
very broad band is observed, due to hydro-
gen bonding. Its intensity varies with the
concentration of the O−H and N−H func-
tional groups. All building blocks show
bands in this region, but their shapes and
intensities vary. Lipids, having only −OH
groups at the end of the molecules, pro-
duce only a small hump. Proteins show
larger peak due to −NH groups present in
every amino acid, while nucleic acids and
carbohydrates show distinctive features in
this range. Unfortunately, both the inten-
sity and peak position vary significantly
with the concentration of water (external or
internal) and the interpretation of bands in
this region should be taken with caution.

5.2
Region 3100–2800 cm−1

This region of the spectra where −CH
stretches are observed is distinctive in
lipids. By comparison to alkanes, they are
assigned to asymmetric and symmetric
CH3 and CH2 stretches. Since lipids are
long-chain acids, the intensity of the CH2

absorptions (2920 and 2850 cm−1) is 10
to 20 times that of CH3 bands (2960
and 2875 cm−1). Proteins show only weak
features in this region, as the methyl
and methylene groups are present only
in the amino acid side chains, with
almost equal proportions. Nucleic acids
and carbohydrates practically have no CH3

groups and only weak CH2 and CH bands
are seen in the spectrum.

5.3
Region 2800–1800 cm−1

This region is generally free of bands as-
sociated with biological samples, except
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for combination bands of water in wet
tissues.

5.4
Region 1800–1600 cm−1

The absorption in this spectral region is
due mostly to the ester C=O stretching
vibrations. Lipids show a distinctive band
around 1750 cm−1 in this region. Its fre-
quency is strongly affected by hydrogen
bonding to water in biological tissues. Nu-
cleic acids show two distinctive features
in 1720–1670 cm−1, arising from purine
and pyrimidine bases, respectively. Pro-
teins show one major absorption in this
region, called amide I band, arising pre-
dominantly from the C=O group of amide.
It is sensitive to the conformation of the
protein, as shown below. The frequency of
the C=O vibration is sensitive to the hydro-
gen bonding, and the dielectric constant of
the surrounding microenvironment.

The 1700–1610 cm−1 amide I enve-
lope consists of several bands, depend-
ing on the protein structure. Antipar-
allel β-sheets (1685–1680 cm−1), turns
and coils (1680–1660 cm−1), α-helices
(1660–1648 cm−1), unordered structures
(1660–1648 cm−1), β-sheets (1640–1625
cm−1), 310 helices (1637 cm−1), and ag-
gregated strands (1625–1610 cm−1) all
contribute to this complex region. Fitting
of this envelope with series of bands with
above frequencies can be used not only
to predict protein secondary structure but
also to track the conformational changes
and assess the kinetics of proteins fold-
ing processes.

5.5
Region 1600–1000 cm−1

This region, often-called the fingerprint
region, is characterized by a number of
different bands. Proteins show two bands
(Fig. 4a) in this region. Both bands, usually

called amide II and amide III are sensitive
to protein conformation, as is amide I. But,
because of their complex nature (amide II
is predominantly N−H bending coupled
with C=N stretching vibration, occurring
between 1560 and 1500 cm−1, and amide
III involves C−N stretching, N−H bend-
ing and CH2 wagging modes, seen within
1350–1220 cm−1) they are not as useful
as amide I in determining structure. Pro-
teins containing acidic amino acid residues
(aspartate and glutamate) show COO− vi-
brations around 1580 and 1400 cm−1.

Nucleic acids show a series of sharp
but weak bands. The most prominent
features are the two bands at 1225 and
1090 cm−1, arising from phosphate PO2

−
asymmetric and symmetric vibrations, re-
spectively. Major bands of lipids in this
region arise from CH2 scissoring vibra-
tion at 1470 cm−1 and C−O−C stretching
vibration, around 1060 cm−1. The C−O
stretching vibration of carbohydrates oc-
curs at 1200–1000 cm−1 and can be strong
in liver tissues.

6
Applications: Analysis of Infrared
Microscopic Maps and Images

Once the sample is prepared, placed on
an IR substrate, and onto the microscope
stage, obtaining IR spectral map is rather
straightforward. The map is a spatially
resolved array of spectra from which a
chemical image is generated. The usual
scenario is that an area map is set to collect
sample scan through an aperture that is
the same, or somewhat larger than the
wavelength of the lowest frequency band of
interest. For instance, if one is interested
only in C−H stretching, an aperture of
about 4 µm will be appropriate. Larger
aperture (∼7 µm) settings are needed if the
investigator needs to collect amide I band
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in addition to the CH stretching, and even
larger (12 µm) if the whole mid-infrared
spectrum is desired.

When the aperture is set, one chooses
the step size, that is, the distance between
two adjacent sample points. The step
size is usually set to be equal to, or
slightly smaller than the aperture size. The
latter choice usually produces smoother
transition in band intensities of a map.
Finally, one chooses a number of scans
per data point. For that, the experimenter
should do a set of measurements with a
different number of scans at the same data
point inside the map. Since the counting
statistics component (white noise) of the
signal-to-noise ratio is proportional to the
square root of the number of scans, one
chooses the smallest number of scans that
produces satisfactory S/N. Although this
is very much sample dependent, 32 or 64
scans are usually good choices.

Mapping a sample is done by collecting
spectra in either one-dimensional rows,
two-dimensional grids, or in a set of
predetermined points. In all cases, spec-
tral collections are completely computer-
controlled.

While the interpretation of the data from
the map can be done by analyzing a full
spectrum of the bands as described earlier
for each observed point, this approach is
impractical when analyzing a map that
may contain hundreds or thousands of
spectra. Many FTIR microscopy vendors
have developed programs that can present
the data in a form of image for easy
visualization and comparison to the optical
image. Functional group mapping is
the most straightforward method, in
which a parameter is presented as a
function of position in the map. The
parameter can be absorption maximum,
peak intensity, integrated intensity of a
band, or ratios of various parameters.

For example, plotting the ratio of band
intensity versus that of a baseline produces
a reasonable measure of the concentration
of a particular species in the map. Each
method has advantages and disadvantages.
While the intensity of a band (either peak
intensity or integrated intensity) is the
most straightforward method to obtain
the distribution of amount of material
represented by a functional group within
the map, it may suffer from the baseline
fluctuations and changes in thickness
of the specimen. Structural properties
of a sample can be better visualized
by plotting the frequency of absorption
maximum as a function of the position
in the map, but possible changes in
adjacent and/or overlapping bands must
be taken into consideration. The ratio of
two peak intensities or integrated peak
intensities is the method that is often
used to avoid the changes of the sample
thickness across the area mapped, as well
as the synchrotron beam fluctuations over
time, but the representing bands must be
carefully chosen to avoid problems arising
from the baseline changes, artifacts, and so
on. Finally, Principle Component Analysis
(PCA) is an effective method to display
chemical information in a large set of data,
as in an IR map, revealing differences
between spectra that are not easily seen
by inspection and/or spectral subtraction.
The major variability between spectra is
calculated and concentrated into small
sets of values, called principle components.
Plotting principle components against one
another shows clustering of the data.

6.1
Analysis of Bone Chemistry
in Osteoporosis

Osteoporosis, characterized by decreased
bone density, altered bone architecture,
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and increased susceptibility to fracture, is
a common and costly disease afflicting
millions of women. Although the role
of bone density in osteoporosis is well
established, little is known about the
changes in bone chemistry as the disease
progresses. Alterations of several chemical
components of bone, including carbonate,
phosphate, and collagen, may affect bone
strength. Furthermore, in the study of
heterogeneous bone tissues, chemical
variations at different locations of bone,
that is, cortical versus trabecular, may
be important in determining the overall
mechanical properties of bone.

The application of synchrotron infrared
microspectroscopy to examine changes
in bone chemistry in a monkey model
of osteoporosis has been described. The

microscopic matrix and mineral chemistry
of osteopenic bone can be monitored by
studying the peaks of infrared spectra
at amide I (1700–1600 cm−1), carbonate
(ν2CO3

2−, 825–905 cm−1), and phosphate
(ν4PO4

3−, 500–650 cm−1). It has been
demonstrated that the ratios between the
integrated area of phosphate (or carbonate)
and amide I bands represent the amount
of mineral relative to matrix in bone.
Curve fitting the three regions yields
information about the compositions of
mineral and matrix components that may
be altered during disease process. To
further analyze these changes, the overall
and localized bone quality using two
spectral data collection approaches can be
used: Mapping broad, randomly selected
bone regions to obtain a large number

(a) (b)

50 µm

Fig. 5 (a) 100× light image from a subchondral
region of proximal tibia from one of the
ovariectomized animals. The squares within the
grid indicate the fields of data collection limited
by 20 × 20 µm aperture during mapping.
White-colored squares correspond to data
collection at the fluorescent labels shown in (b).
The aperture size in this case was limited to
20 × 20 µm. For each data point, a spectrum
was acquired using 64 coadditions and
Happ–Genzel apodization at 4 cm−1 resolution.
A background spectrum through air (no sample)
was collected for absorbance reference.

(b) Fluorescent image of the same field. Calcin
(green) and alizarin (red) indicate bone formed
one and two years, respectively, after
ovariectomy. (Reproduced by permission from
International Union of Crystallography, from
Marinkovic, N.S., Huang, R., Bromberg, P.,
Sullivan, M., Toomey, J., Miller, L.M., Sperber, E.,
Moshe, S., Jones, K.W., Chouparova, E.,
Lappi, S., Franzen, S., Chance, M.R. (2002)
Center for Synchrotron Biosciences’ U2B
Beamline: an internal resource for biological
infrared spectroscopy, J. Synchrotron Radiat. 9,
189–197) (see color plate p. xxxiv).
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of spectra; and, individual point-and-shoot
at regions labeled by fluorochromes to
be of a given age, Fig. 5. In both cases,
synchrotron light source is necessary
for data collection at spatial resolutions
near the diffraction limit (3–20 µm). The
proximal tibiae of animals at three distinct
anatomical regions are of interest: cortical,
subchondral, and trabecular bone. A
bone density enhancing drug, nandrolone
decanoate, was administered to a subset of
ovariectomized monkeys as a comparison
to the nontreated subjects to demonstrate
the effect of the drug on bone chemistry
during disease progression.

For visual comparisons between differ-
ent ratios, contour maps of ratio intensities
can be generated using Microcal Origin 5.0
(Northampton, MA) with the same coor-
dinate as in the data collection field. For

example, the contour map of carbonate
to matrix ratios (Fig. 6) from the same
field shown in Fig. 5 demonstrates that
areas with low intensities correspond to
alizarin labeled region (red label), indicat-
ing less carbonate mineralization in the
newly formed bone. By comparing the re-
sults from diseased monkeys with those
from intact as well as treated subjects,
we are able to detect specific changes
in bone chemistry due to disease and
therapy. To date, the results of macro-
scopic chemical changes examined by in-
frared mapping has been reported, where
a significant decrease in carbonate, and
increased acid phosphate content were
observed in ovariectomized animals. The
microscopic results combining FTIR and
fluorescence microscopy further demon-
strate localized changes in the amount of
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Fig. 6 Contour maps of ν2CO3
2−/amide I ratio from the same

field shown in Fig. 5. The map was generated by tabulating the
ratios obtained from curve-fitting analysis into the same x − y
coordinate in Fig. 5(a). The intensity is represented by a color
gradient indicated by the column to the right of the figure.
(Reproduced by permission from International Union of
Crystallography, from Marinkovic, N.S., Huang, R., Bromberg, P.,
Sullivan, M., Toomey, J., Miller, L.M., Sperber, E., Moshe, S.,
Jones, K.W., Chouparova, E., Lappi, S., Franzen, S., Chance, M.R.
(2002) Center for Synchrotron Biosciences’ U2B Beamline: an
internal resource for biological infrared spectroscopy, J.
Synchrotron Radiat. 9, 189–197) (see color plate p. xxiv).
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phosphate and carbonate as well as the de-
gree of collagen crosslinking. These results
show that synchrotron FTIR microspec-
troscopy can study bone tissue chemistry
with a level of detail that is not possible
with other techniques. In particular, it has
the ability to monitor both the mineral and
the matrix components of bone simulta-
neously. In addition, the automated fitting
procedures allow the chemical informa-
tion of the infrared spectra to be rapidly
extracted such that quantitative mapping
is possible.

6.2
IR Microscopy Studies of Epilepsy
and Neurodegeneration in Animals

Hippocampal tissue from humans with
chronic temporal lobe epilepsy reveals
a specific pattern of neuronal degenera-
tion referred to as mesial temporal sclerosis.
The predominant feature of this disease
includes a selective loss of pyramidal neu-
rons in the hippocampal endblades and
frequently in the Sommer sector, that is,
CA3 and CA1 areas, respectively. In con-
trast, pyramidal cells in the transitional
zone between the two areas (CA2 area),
as well as granular cell layer, subiculum,
and fibers en passage remain intact. Kainic
acid is often used to induce seizures in
animals. Neuronal loss is apparent at 24 h,
and is maximal at 48 h after the onset
of kainic acid status epilepticus. A wide
variety of morphological changes associ-
ated with dying during development or
following a toxic insult is observed in cells.
A binary classification scheme suggests
that physiologically appropriate death is
due to apoptosis and that pathological
mechanisms involve necrosis. Necrosis,
or accidental or pathological cell death is
characterized by rupture of the membrane

due to swelling of organelles, so that cy-
toplasmic contents are released into the
extracellular space. In contrast, apoptosis,
or physiological cell death is character-
ized by nuclear condensation and cellular
and membrane shrinkage. Apoptosis has
been reported to increase following a wide
range of pathological states, such as neu-
rodegenerative diseases, adrenalectomy,
and seizure.

Visible and infrared images of healthy
and diseased neural tissue have been
used to observe changes in the pyrami-
dal neurons in the CA3 and CA1 regions.
Samples were prepared as follows: An
adult rat was exposed to severe status
epilepticus and sacrificed by transcardiac
perfusion 48 h after the onset of seizure.
The normal rat had a sham injection.
The brain was fixed overnight in the
same perfusate and left in 30% sucrose
solution. When the brain sunk, it was
rapidly frozen in methylbutane (−40 ◦C)
and cut through the dorsal hippocampus
in a cryostat (−18 ◦C) into 12-µm thick
sections. The tissue was mounted onto
BaF2 windows and placed under the IR
microscope. The IR maps of CA1, CA2,
and CA3 pyramidal cells and surround-
ing tissue were collected using 64 scans
with 4 cm−1 resolution. The aperture size
was 10 µm, which is roughly the size of a
pyramidal cell (see Fig. 7) and the stage
was moved in 10-µm increments. The
protein, lipid, disulfide, ketone, and phos-
phate mid-infrared regions were examined
to assess biochemical differences in the
tissue samples.

We found that examination of the peak
intensities of the amide I band to lipid
bands (1654 and 2922 cm−1, respectively)
provided an indicator of the disease. As
seen in Fig. 7, the IR image of bands
closely follows the optical image, indicat-
ing that the highest amide to lipid peak
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Fig. 7 Optical (top) and false-colored IR images of brain tissue from (a) a normal rat and (b) a
rat with severe seizure. Tissues were mounted on BaF2 windows. The aperture size was
10 × 10 µm (see the green square at the center of the optical image of normal rat tissue). For
each data point in the IR map, a spectrum was acquired using 64 coadditions and Happ–Genzel
apodization at 4 cm−1 resolution. A background spectrum through a spot without sample was
collected for absorbance reference. The map is generated using an amide I to lipid peak height
ratio of bands at 1654 and 2922 cm−1, respectively, and the color represents the intensity of the
ratio. (Reproduced by permission from International Union of Crystallography, from
Marinkovic, N.S., Huang, R., Bromberg, P., Sullivan, M., Toomey, J., Miller, L.M., Sperber, E.,
Moshe, S., Jones, K.W., Chouparova, E., Lappi, S., Franzen, S., Chance, M.R. (2002) Center for
Synchrotron Biosciences’ U2B Beamline: an internal resource for biological infrared
spectroscopy, J. Synchrotron Radiat. 9, 189–197) (see color plate p. xxxii).

ratio is found within the CA3 cells in the
normal tissue. In contrast, the IR image
of the tissue sample of diseased animal
shows that the amide I to lipid ratio is
high not only within the cells, but spreads
several tens of micrometers further away
from the cell wall. It appears that the
diseased neural cells lose their integrity,
spreading their biomaterial toward the sur-
rounding tissue. This example indicates
the power of IR microspectroscopy to in-
vestigate changes in tissues during disease
progression.

6.3
Microscopic Structure and Properties
of Seeds

Various grain cultures are commonly
grown in the world for human and animal
diets. High quality grain silage requires
attention to details such as plant matu-
rity, speed of harvest, chop length, and silo
packing, as they influence the fermenta-
tion process, storage losses, palatability,
and nutritional value of the resulting
feed. The selection of seed varieties has
been undertaken throughout the world to



692 Synchrotron Infrared Microspectroscopy

improve the nutritive value and nutrient
utilization. To assess total seed chemical
composition on protein and carbohydrates,
usual procedure involves standard ‘‘wet’’
chemistry, which relies on homogeniza-
tion of seed and use of harsh chemicals
that alter the plant structure and possibly
generate artifacts. Probing of the localized
chemical microstructures to assess the spa-
tial origin and distribution of components
has been conducted by FTIR microspec-
troscopy, first with a globar source, and
later with synchrotron source on varieties
of corn, wheat, and barley. Feathers are
also considered a potential protein supple-
ment to animal feed as they are widely
available as a by-product in poultry and
are exceptionally high in protein. A com-
parison of secondary structure of feather
to other protein sources from grain us-
ing FTIR microspectroscopy revealed high
contribution of β-sheet in feather, up to
88%, whereas α-helix is the main protein
component in barley (71%), oat (92%), and
wheat (50%) grain. The low α-helix con-
tent, as well as other factors including
the high keratin content, strong disulfide
bonding of amino acids, and the rela-
tionship of protein secondary structure of
feather to solubility, is believed to be in
relationship to the low feather digestibil-
ity. Wheat specimen from different wheat
cultivars showed that the percentage of α-
helix is much higher in hard winter wheats,
known for their bread-making quality. The
α-helix to β-sheet peak area ratios in hard
wheat is between 1.6 and 2.1, while that of
soft wheat is about 1.

6.4
Biotransformation of Pollutants in Roots

Root and root exudates were studied by
synchrotron FTIR microspectroscopy, in
order to obtain information on interaction
of plant with the environment. The level

of phosphorus in the soil affected lignin
concentration in epidermis, and increased
level of sugars and lignin precursors in
rhizosphere surrounding the root of mung
bean. Stem, root, and leaf tissues of a
model genetic organism and mutant plants
were studied to understand defensive
mechanism of the plant toward a predator,
Erysiphe spp. fungus.

The plant defense mechanisms toward
toxic compounds were the topic of in-
vestigation of recent studies. The fate of
organic contaminants within the plants
used for waste cleanup (phytoremedia-
tion), as well as bioavailability of trans-
formed contaminants and their toxicity
relative to the parent compound was inves-
tigated using benzotriazole as the model
compound. This compound is commonly
used as a corrosion inhibitor in antifreeze,
airplane deicing fluids, gasoline, oil, lu-
bricants, and heat exchanger fluids. The
changes in root constituents including
carbohydrate, cellulose, lignin, and pro-
tein, due to uptake, incorporation, and/or
transformation of benzotriazole (BT) were
monitored. The distribution of the char-
acteristic CH out-of-plane bending mode
of BT at 745 cm−1 (Fig. 8) across the IR
microscopically scanned region demon-
strated a high concentration of BT across
the vascular region of BT-treated roots,
and a low concentration in the epidermis.
This provided evidence that the aromatic
ring of BT remained unchanged during
the incorporation within sunflower sec-
ondary root.

While changes in intensity of the charac-
teristic BT peak were obvious, differences
in other portions of spectra are not read-
ily observed (Fig. 9A). This is particularly
true for the protein amide I and II regions.
To visualize the changes in treated versus
untreated sunflower roots better, principal
component analysis has been conducted.
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Fig. 8 (a) Visible images of root sections of a
control plant and plants treated with 10 and
30 mg L−1 benzotriazole. Blue rectangles
represent the area mapped by synchrotron IR
microspectroscopy. (b) False-color intensity
maps of untreated (control) and treated
sunflower root sections, processed for the
aromatic C−H out-of-plane bending mode of
benzotriazole at 745 cm−1. The intensity of the
band in the inner (cortex) area of the secondary

root is proportional to the initial concentration of
the benzotriazole in which the plant was grown.
(Reproduced by permission from International
Scientific Communication from Marinkovic,
N.S., Dokken, K.M., Davis, L.C., Linkovs, D.H.,
Flinn, J.M., Chance, M.R. (2005) Synchrotron
infrared spectroscopy at beamline U2B, Am.
Biotechnology Lab. 23, 12–13) (see color plate
p. xxxv).

Major spectral variability was observed in
180 data points, chosen from the infrared
spectra of each 10 mg L−1, 30 mg L−1 BT-
treated and untreated roots (Fig. 9B and C).
89% of spectral variability accounted for
changes in protein (1650 and 1553 cm−1),
benzotriazole peak at 745 cm−1, carbo-
hydrate (1102, 1039 cm−1) and lignin
peak (1250 cm−1), revealing that the BT
treatment causes damage to the pro-
teins and/or alters their production in
the plant tissue, while facilitating produc-
tion of carbohydrate and possibly altering
lignin structure.

6.5
IR Microscopy of Hair Sections

Analysis of human hair is done exten-
sively. In cross-section, human hair is 50
to 100 µm in diameter, and consists of
three distinguished regions, that is, the
outer region (cuticle), inner region (cor-
tex), and central part (medulla). The cuticle
is a 5 µm-thick dense layer that protects
the hair fiber. The cortex that is 45 to
90 µm thick determines the strength of the
fiber and contains hair pigment (melanin),
while loosely packed keratinized cells in 5
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Fig. 9 (A) FTIR spectra of root tips from
untreated control, 10 mg L−1, and 30 mg L−1

benzotriazole-treated sunflower plants (a, b, and
c, respectively). Each spectrum is an average of
10 spectra taken from arbitrarily selected
locations from their respective IR maps. The
spectra of treated plants roots show the
appearance of the characteristic aromatic C−H
peak of BT at 750 cm−1, and differences in

carbohydrate region at 1000–1100 cm−1 and
lignin peak at 1250 cm−1, with respect to the
control. (B) The first principle component
loading shows major variability in the protein
amide I and II bands (1650 and 1553 cm−1) and
the characteristic BT peak at 745 cm−1. (C) The
second PC loading shows major variability in the
protein and carbohydrate regions, as well as in
lignin and BT peaks.

to 10 µm-thick medulla distributes mois-
ture and nutrients to the hair strand.
Even though infrared microspectroscopy
of hair is now routinely used in forensic
science and was applied for analysis of
drug abuse in earlier studies with globar
source, only with the high-brightness syn-
chrotron FTIR microspectroscopy was it
revealed that drugs are mainly localized in
medulla. The latter technique revealed that
Caucasian human hair contains fatty acids,
mostly present in medulla and to a lesser
extent in cuticle, whereas Afro-American

hair showed no presence of these long-
chain acids, in contrast to previous beliefs.
First derivative spectra of hair showed a
slight downward frequency shift for the
symmetric CH2 stretch, in agreement with
the hypothesis of organized lipids inside
the outer layer of hair, such as the skin
stratum corneum. Amide I band is dif-
ferent in the three hair parts, suggesting
differences in secondary structure com-
position of the proteins in each region.
Chemical images of peptide and lipid
bands in transverse hair cross-sections
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before and after bleaching showed that
keratin, the major protein component in
hair containing high concentration of cys-
teine residues, becomes oxidized after the
treatment, producing a sharp sulfonate
stretching band around 1040 cm−1 in cor-
tex, while medulla stays unaffected.

6.6
Other Biological Applications

Synchrotron IR microspectroscopy was
used to show distribution of proteins,
lipids, and nucleic acids in a single liv-
ing cell through 3 × 3-µm aperture, and in
a cell undergoing mitosis. Live cyanobac-
terial cells response to silicification was
monitored to understand how microor-
ganisms react to sudden and extreme
changes in chemical and physical proper-
ties of their environment. Environmentally
induced changes in the overall molecular
framework of cells were studied during
biogeochemical reduction of Cr(VI) on
basalt surfaces on a bacterial colony on a
magnetite surface during biodegradation
of toxic polycyclic aromatic hydrocarbons,
and on a micropopulation isolated from
a eutrophic lake. Response of a single
living human HepG2 cell derived from
hepatocellular carcinoma in various con-
centrations of a model environmental
contaminant for the aryl hydrocarbon re-
ceptor revealed changes in the phosphate
backbone of nucleic acids and intracel-
lular changes due to induction of the
CYP1A1 gene. Human lung fibroblast cells
at different points in their life cycle re-
vealed changes in secondary structure of
proteins, variation of DNA/RNA content,
and packing.

Hypercholesterolomic rabbit liver was
probed by functional group mapping and
nonsubjective cluster analysis, identifying
regions of tissue with similar properties.

Human skin on human explants were
analyzed to show distribution of lipids
inside stratum corneum, epidermis, and
dermis, and to assess drug localization.
The model drug, 4-cyanophenol with a
distinct signature of νC≡N at 2222 cm−1

showed that it penetrates mostly into the
stratum corneum, and extends into epider-
mis, and that the agent does not produce
secondary structural modifications of the
tissue during penetration.

Synchrotron FTIR spectroscopy was
used to characterize organization of pro-
teins in amyloid plaques from individu-
als with Alzheimer’s disease (AD). The
affected plaques showed appearance of
β-sheet structure at 1630–1634 cm−1 in-
side amide I envelope, while the proteins
in surrounding tissue contained mostly
α-helical conformation. Classification of
the IR spectroscopic data nonsubjectively
by multivariate methods showed that IR
spectroscopy could potentially be used
in the diagnosis of AD from autopsy
tissue. Combining two techniques in a
single microscope, it was shown that β-
amyloid plaques labeled by Thioflavin S
could be identified by fluorescence mi-
croscopy, and analyzed by synchrotron IR
microspectroscopy. Dietary enhancement
of iron in drinking water was shown to
significantly alter disease progression in
the transgenic APP2576 murine model
of AD in mice, altering the protein con-
formation in hippocampal neurons. It is
likely that the change of protein secondary
structure leads to aggregation of the mis-
folded protein.

7
Conclusion

Synchrotron infrared microspectroscopy
is a powerful method for obtaining
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high signal-to-noise spectra at diffraction-
limited spot sizes and providing
diffraction-limited spatial resolution. The
high-brightness advantage of synchrotron
source that is typically of 3 orders
of magnitude higher than the thermal
sources has had a significant impact
in biological and biomedical research.
In particular, mid-infrared vibrational
modes of tissue chemistry can
reveal small but significant chemical
changes associated with various diseases
and altered environmental conditions.
The applications of synchrotron IR
microspectroscopy are exemplified in
neuroscience, bone research, and plant
science, showing a variety of possible uses
of this rapidly growing technique.

See also Alzheimer’s Disease; Mole-
cular Neurobiology, Single-Cell;
Nucleic Acid and Protein Single
Molecule Detection and Characteri-
zation.
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Actin
A small protein monomer that concatenates to produce thin filaments when it
polymerizes.

Allosteric
Modifications to protein structure occur when the binding of a small molecule or
another protein to one site in a protein leads to a conformational change in another
part of the protein distant from the site of interaction.

Apoptosis
A process of programmed cell death in which cellular components are dismantled in
orderly fashion without leakage of cell contents.

Centromeres
Stretches of DNA sequence generally toward the middle of a chromosome that attract
accessory proteins that allow mechanical attachment of microtubules in the mitotic
spindle and permit the movement of chromosomes into the daughter cells.

Chaperones
Proteins that bind to other proteins to enable them to fold correctly or to remain
soluble.

Chromatin
DNA and its accessory proteins, found condensed in chromosomes during mitosis and
uncondensed in the interphase nucleus, where it is surrounded by a double nuclear
membrane.
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Cyclic AMP
A messenger molecule within cells that activates a protein kinase (protein kinase A); it
is made in a single step from ATP by adenylyl cyclase under the control of
transmembrane receptors of hormones or growth factors.

Cytokinesis
The process by which the daughter cells separate following mitosis; it involves the
actin-based contraction of a purse stringlike contractile ring that generates the cleavage
furrow between the daughter cells.

Depolarization
The usually transient loss of the electrical potential that cells maintain across their
plasma membranes by setting up asymmetric ionic concentration gradients; it acts as a
signal, above all in nerve and muscle.

Disjunction
The separation of the chromosomes at the start of anaphase in mitosis and meiosis;
disjunction allows the chromosomes to be pulled into the daughter cells.

Echinoderms
A phylum that sits at the base of the vertebrate lineage to which sea urchins and sea
stars belong.

Enzymes
Proteins that act as catalysts in chemical reactions.

Glycoprotein
Protein that has been modified after translation by the addition of sugars, often
branching chains of mannose and glucosamine derivatives.

Histones
Very basic (positively charged) proteins that bind to and order negatively charged DNA.

Homologs
The name given to the complementary chromosome pairs that result from
recombination.

Hydrophobic
Molecules prefer nonaqueous environments.

Imprinting
An epigenetic modification of key genes that occurs in placental mammals; it regulates
embryonic growth.
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Interphase
Comprises all stages of the cell division cycle except mitosis and cytokinesis.

Introns
Stretches of DNA within a gene that do not encode amino acids and are cut out before
protein sequence is decoded from messenger RNA.

Kinases
Enzymes that attach phosphate groups to other molecules. Protein kinases turn other
proteins on and off in this way.

Lipid bilayers
Separate the cell from the extracellular milieu and also separate the cell’s internal
compartments; they consist of cylindrical lipid molecules with a long hydrophobic tail
and a water-loving head group that assemble into planar sheets, lipid tails inwards.

Microtubules
Long cylindrical tubes that assemble from tubulin protein dimers; the dimers pack in a
helical array.

Mitosis
The process that precisely segregates the genes between daughter cells after gene
duplication; DNA becomes very tightly coiled and packed into chromosomes that are
assembled into a disc and then pulled apart into the daughter cells by microtubules.

NADPH
Nicotine-adenine dinucleotide phosphate in its reduced form; it is used by cells as a
cofactor to build molecules as this requires a reducing agent.

Phospholipases
Enzymes that cleave phospholipids and remove some or all of the headgroup.

Polyamines
Large linear molecules with many positively charged amine groups.

Polymorphism
The term given to small sequence differences between the same gene in different
individuals within a species; many polymorphisms show no obvious phenotype, while
at the other end of the spectrum some polymorphisms give rise to debilitating diseases
such as cystic fibrosis and muscular dystrophy; the sum of all polymorphisms account
for the genetic differences between individuals.
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Proteoglycans
Very large proteins found in the extracellular matrix that have an amino acid backbone
and very long carbohydrate side chains.

Proteolysis
The process of protein destruction; all proteins eventually undergo proteolysis, but in
some cases, proteins are rapidly destroyed as part of a regulatory mechanism rapidly
inactivate their activity; proteins can be cleaved into large fragments by proteases and
into very short peptides by a cytoplasmic machine known as the proteasome.

S-phase
The phase in the cell division cycle during which DNA synthesis occurs and the
genome is duplicated.

Spindle
The mitotic spindle is the array of microtubules that attaches to the chromosomes
during mitosis and drags the chromosomes into their respective daughter cells; in its
shape, this structure resembles spun thread wrapped around its spindle.

Sympatric
Species are found in the same or overlapping geographical areas.

Vesicles
Spherical compartments bounded by a lipid bilayer membrane; their contents are often
released into the extracellular milieu; this is achieved by fusion of the limiting bilayer
membrane with the plasma membrane.

� The key aspect of sexual reproduction is the generation of genetic variation
through the swapping of variable lengths of chromosome arms between pairs of
homologous chromosomes during meiotic recombination in the germline. Following
recombination, it is the general rule that a single (haploid) set of chromosomes is
packaged into each male and female gamete (sperm and egg). These two sets of
chromosomes, one from each parent, then come together to form a single nucleus:
the process of syngamy. This simple outcome is achieved in a complex way through
the process of fertilization. Fertilization comprises the delivery of the male set of
chromosomes, tightly packaged in a small and motile sperm, to the female set of
chromosomes, contained within a much larger nutrient laden and relatively sessile
egg or oocyte; at fertilization, fusion of the two gametes occurs as a prelude to
syngamy. In addition, fertilization triggers the onset of the very rapid rounds of
cell division that quickly produce a very large number of embryonic cells. The cell
division cycle must be coordinated with the events of syngamy. Large intracellular
calcium signals occur at fertilization and ensure that the events of the cell cycle are
controlled to permit successful melding of the parents’ genomes.
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1
Formation of Gametes

1.1
Meiosis and Genetic Recombination

Each round of sexual reproduction shuf-
fles the genetic pack giving rise to a unique
combination of genetic alleles and thus
to a unique individual. The shuffling is
brought about by recombination, a form
of genetic cutting and pasting. Human ge-
netic information is packaged into 22 pairs
of fully recombining chromosomes (the
autosomes); the X and Y sex chromosomes
recombine only in a limited (pseudoauto-
somal) region and are ignored in this ac-
count. Each of the 22 autosomes differs in
the genes it carries and in its shape because
chromosomes have two arms, each of
which varies in length between autosome
pairs. The autosome pairs look identical to
one another, like twins. But unlike identi-
cal (monozygotic) twins, though they carry
the same genes, they are not genetically
identical: each member of the pair carries
different alleles of the same genes. Recom-
bination cuts one or more of the autosome
arms in each member of the autosome pair
at the same place (in fact almost always at
exactly the same nucleotide position in the
DNA on the two chromosomes) and then
swaps the fragments, pasting them back
on the opposite chromosome (Fig. 1a).

Recombination occurs during meiosis,
the specialized form of chromosome sep-
aration that is believed to have evolved
from the more normal mitosis seen each
time a somatic cell divides (It has recently
been suggested by Krylov, Nasmyth, and
Koonin that meiosis may be the phyloge-
netically primitive form of chromosome
separation.). Meiosis is at the center of the
mechanism of sexual reproduction and oc-
curs only once as each gamete is formed.

A germ cell destined to become a sperm or
egg contains 22 autosomes from the father
and 22 from the mother (the 22 auto-
some pairs). Just before meiosis, the germ
cell undergoes a round of DNA synthe-
sis. This generates 44 chromosome pairs,
consisting of 44 autosomes with the fa-
ther’s alleles (the paternal homologs) and
44 autosomes with the mother’s alleles (the
maternal homologs). Each homolog pair is
joined at the centromere. The outcome of
meiosis is a haploid gamete with 22 non-
identical autosomes, so the 88 autosomes
at the outset of meiosis must be packaged
into four cells. This requires two rounds
of cell division (Fig. 1b). The first meiotic
division (meiosis I) is very unusual. As
a consequence of recombination, pairs of
recombined maternal/paternal homologs
are formed, attached at the points on the
arms at which recombination has occurred
(the chiasmata). Chromosomes are pulled
apart during meiosis I by microtubule-
based forces, just as in mitosis. As the
chromosomes line up in the central spin-
dle under the tension generated by the
microtubules of the meiotic spindle at-
tached to the centromeres, they are seen
to be arranged as pairs of pairs (tetrads).
The first pairing reflects the attachments
between sister chromatids of both ma-
ternal and paternal homologs established
during DNA synthesis at the centromere
and along the chromosomal arms; the
second pairing is due to the chiasmata
that are a consequence of recombina-
tion. It is a unique feature of meiosis I
that when the spindle microtubules pull
the chromosomes apart during anaphase,
the chromosomes separate at the arms
(synaptonemes), not at the centromeres.
This results in detachment of homologs
at the chiasmata (a process known as res-
olution) and disjunction of the homolog
pairs, leaving the sister chomatid pairs
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(a) (b) (c) (d)

(e) (f)

Centrosome

Spindle microtubule

Kinetochore

Cohesin complex

Meiosis I

Meiosis II

Fig. 1 Recombination and chromatid separation during meiosis. Before meiosis
begins, the diploid germ cell contains pairs of homologous chromosomes; for
simplicity, only one chromosome pair is illustrated (a). Both chromosomes in
each pair undergo DNA synthesis (b); the newly replicated chromosomes are held
together along their length by the protein cohesin. Then a complex series of events
occurs during recombination that results in the swapping of chromosome arms
between the replicated pairs (not shown). The outcome of these recombination
events is revealed during the first meiotic division (c): chromosomes aligned on
the meiotic spindle can be seen as tetrads, linked by the chiasm that is formed at
the site of recombination. At anaphase cohesin falls off the chromosome arms as
the chromosomes are pulled toward the centrosomes that organize the meiotic
spindle (d); cohesin persists around the kinetochore, maintaining the association
between sister chromatids. The meiotic spindle reforms during second
meiosis (e). This time cohesin is lost at the kinetochore during anaphase (f). The
result is four haploid cells, two of which have swapped chromosome arms in this
illustration. With thanks to Neil Hunter for the building blocks of this illustration.

attached at the centrosome. The second
meiotic division takes place without any
further genome duplication through DNA
synthesis. It involves a conventional chro-
mosomal separation at the centromeres,
the outcome being four haploid cells.

1.2
Male Gametes

In males, each of the four haploid
outcomes of meiosis becomes a gamete.

Driven presumably by a strong selection
pressure (an unsuccessful gamete has
a wasted life and an individual who
produces unsuccessful gametes will have
no offspring), male gametes have evolved
as small, higher energetic cells. As they
mature, they lose most of their cytoplasm,
develop very highly condensed chromatin
due to the replacement of histones with
polyamines and grow a very motile tail
(flagellum). They also retain a secretory
vesicle (the acrosome) whose purpose is
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Mitochondrion
Nucleus Head

Fertilization envelope

Tail

Acrosomal process

Fig. 2 The spermatozoon as it fertilizes the egg. Light microscope image of a sperm
as it fertilizes the sea urchin egg. The sperm has fused with the egg through its
acrosomal process and started the calcium wave. The local increase in calcium has
caused the local elevation of the fertilization envelope that will exclude other sperm.
The sperm head contains the DNA-containing nucleus and the mitochondrion that
provides energy to the tail. Once the sperm has fused with the egg, the tail stops
beating and stands straight as the sperm enters the egg. The sperm is only
2–3 microns across; the egg is 100 microns in diameter. The disparity in the sizes of
the gametes is very obvious in this image.

to secrete digestive enzymes at the time
that the sperm is passing through the
extracellular matrix surrounding the egg
and a mitochondrion or mitochondria to
provide the ATP required for motility
(Fig. 2).

1.3
Female Gametes

All embryos undergo a period of au-
tonomous development and during this
period they require a source of metabo-
lites. As we have seen, sperm offer slim
pickings; it is the egg that has specialized
to contain a nutrient store (yolk) on which
the embryo will live until it can itself feed
or undergo uterine implantation. As a con-
sequence, the embryo can grow only a little
bigger than the egg itself (by, for example,

developing fluid-filled internal cavities).
The size of the egg thus determines the
size of the autonomous embryo. Chicks
undergo autonomous development within
an eggshell to a very large size and thus
have a very large yolk store. Frog eggs are
around 1 mm in diameter and give rise to
a macroscopic tadpole. Many eggs, includ-
ing mammalian eggs are in the 0.1 mm
range, with correspondingly smaller mi-
croscopic autonomous embryos, but still
weigh in at ten times the size and one
thousand times the volume of most so-
matic cells.

Size matters in two ways. First, it sets
a constraint when the male and female
gametes meet, as the much smaller sperm
has had to evolve alongside mechanisms
that signal its presence to the relatively
enormous egg. We shall return to this.



Syngamy and Cell Cycle Control 9

Fig. 3 The female oocyte during meiotic
maturation. The immature oocyte is readily
identified by its large nucleus (germinal vesicle,
GV); by this point, DNA synthesis and
recombination have taken place and the oocyte
contains four copies of the genome (4n). The first

GV

PB

2n4nDNA
content

n

M I M Il PN

meiotic division (meiosis I, MI) results in the extrusion of a polar body (PB); the oocyte now contains
a 2n genomic complement. After second meiosis, a second polar body is formed and the oocyte
reforms a haploid (n) pronucleus (PN).

Second, it has made its mark on the way
the egg undergoes meiosis.

Strictly speaking, it is an oocyte that
undergoes meiosis, the oocyte becoming
an egg only once meiosis is complete. In
most cases, the oocyte is already a very
large cell by the time meiosis occurs,
pumped up with yolk by the surrounding
nurse cells in the ovary. In the female
germline, both meiotic divisions are very
asymmetric, both generating a very small
cell, budded as it were on the surface
of the large oocyte. After meiosis I,
the small cell (polar body) contains 46
chromosomes and does not divide further.
The polar body extruded during meiosis II
contains 23 chromosomes and again has
an inconsequential fate (Fig. 3). Thus, of
the four possible haploid cells that can be
generated by meiosis, only the large oocyte
survives in the female germline.

2
Interaction of Sperm and Egg

2.1
Sperm Activation and Chemotaxis

Active sperm have a very limited shelf
life. Sperm of external spawners shed
into the water column have no ready
access to respiratory substrates beyond
their own limited stores and sperm of
this sort cease to swim within minutes.
Mammalian sperm within the uterus are

supplied with external substrates; they also
have many more mitochondria and can
survive as motile and fecund sperm for
several days. Mechanisms therefore exist
to suppress sperm motility until sperm are
delivered to the vicinity of the egg.

A widespread mechanism for suppres-
sion of sperm activation appears to be the
acidic environment in testis and seminal
fluid, combined with a high partial pres-
sure of carbon dioxide. Once the seminal
fluid is diluted, pH rapidly increases and
activates motility.

Sperm activation may also be mediated
or enhanced by signaling molecules re-
leased by the egg or present in the uterus.
In echinoderm sperm, small peptides re-
leased from the egg coat interact with
their receptor, a transmembrane guany-
late cyclase located in the sperm tail.
Stimulation of the receptor increases both
pH and calcium concentrations within
the sperm, leading to enhanced motility
(Fig. 4). Similarly, progesterone stimulates
calcium signals in mammalian sperm and
enhances motility.

These agents may also be inducing
chemotaxis, the directed movement of
sperm toward the egg along a chemical
gradient, though this is not yet proven.
In other animals, for example, ascidi-
ans and siphonophores, sperm chemotaxis
has been well demonstrated. Chemotaxis
between gametes of the fern can be
demonstrated using simple kits designed
for high school students. It has recently
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Fig. 4 Calcium signaling and sperm chemotaxis. Calcium ion concentrations can be detected
inside cells by using fluorescent dyes whose intensity depends on calcium concentration;
sperm head is marked with an asterisk. Sperm have low resting calcium concentrations (left).
When the chemotactic peptide speract is added, calcium concentration increases in the tail
(arrow); this alters swimming behavior.

been found that human sperm possess
receptors equivalent to those found in
the olfactory epithelium and that ap-
propriate odorants can induce changes
in swimming behavior consistent with
chemotaxis.

2.2
The Acrosome Reaction

The naked surface of the egg or oocyte is
always well protected, sometimes by thick
proteoglycan coats and often in addition
with a cloud of accessory cells embedded
in this extracellular matrix. Sperm must
traverse these barriers in order to reach the
plasma membrane and enter the egg and
to do so they must dissolve the extracellular
matrix. The release of the contents of the
acrosomal vesicle is a process akin to the re-
lease of neurotransmitters and circulating
hormones: a large increase in intracellu-
lar calcium concentration triggers fusion
of the acrosomal vesicle with the sperm
plasma membrane. The acrosomal vesi-
cle contains glycanases and proteases in

many cases, capable of hydrolyzing the
extracellular matrix.

Fittingly, the release of acrosomal con-
tents is triggered by the proximity of the
extracellular coats themselves. In echin-
oderms, the acrosome reaction can be
experimentally triggered by a component
of egg jelly in the complete absence of
the egg itself. In mammalian sperm, the
trigger to the acrosome reaction is a gly-
coprotein component of the extracellular
matrix immediately surrounding the egg,
the zona pellucida.

In abalone, the contents of the acrosomal
vesicle consist of a protein, lysin, which
acts not as an enzyme, but stoichiometri-
cally as a structurally specific chaotropic
agent (chaperone) that dissolves the egg
vitelline envelope.

One consequence of the acrosome
reaction in many species is the formation
of the acrosomal process, a fine protrusion
at the tip of the sperm head that is
the locus of interaction with the egg
membrane. This fact is exemplified by the
behavior of Thyone sperm: they undergo
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an acrosome reaction at the very periphery
of the egg jelly, sending a 100-µm process
through the jelly coat to reach the egg
plasma membrane. In Thyone, as in other
species, the process grows due to actin
polymerization. The growing plus end of
the actin filaments is at the tip of the
acrosomal process while the reservoir of
monomeric actin lies at the base of the
filament; the rate of growth decreases
exponentially, limited by the increasing
diffusion time for actin monomers along
the length of the growing process. Actin
polymerization is triggered by the increase
in pH that accompanies the calcium rise
that triggers the acrosome reaction.

2.3
Sperm–Egg Interaction and Speciation

Reproductive isolation is the major mecha-
nism driving the formation of new species.
This often occurs as a result of geographic
isolation of a population, but can also occur
sympatrically. Closely related sympatric
species may remain speciated by separa-
tion of habitat or by asynchronous spawn-
ing, but reproductive isolation is very often
due to rapid evolution of the molecules that
are the gatekeepers for syngamy.

A striking example is the abalone lysin
released during the acrosome reaction.
There are five species of abalone living
sympatrically on the Pacific coast of North
America. Their reproductive isolation is
due in large part to the species specificity of
the lysin reaction: lysins from other related
abalone species are much less potent at dis-
solving the vitelline envelope. Lysins show
very little polymorphism within species.
Nonconservative substitutions within the
protein are very high relative both to house-
keeping proteins and to lysin introns,
implying very strong positive selection.
Lysin interacts with a protein designated

VERL in the vitelline envelope. VERL is a
very large (>1 m kDa) protein that consists
of well conserved ∼100 amino acid repeats.
Analysis indicates that it is not under
strong positive selection. The hypothesis
put forward is that VERL undergoes a pro-
cess of concerted evolution that puts very
strong evolutionary pressure on lysin that
can lead to speciation. Concerted evolu-
tion is a phenomenon found in proteins
with multiple repeats. A mutation in one
repeat can propagate through all repeats
as a result of preferential recombination
events. The finding that lysin shows a very
low polymorphism within a population in-
dicates that positive selection produced an
optimal lysin in response to concerted evo-
lution in VERL that then swept through a
population, creating a new species.

Lysin/VERL is the only known exam-
ple of how sperm/egg receptor interaction
may govern speciation. Very little is known
about other sperm/egg receptors. It has
been suggested that an 18-kDa protein that
coats the acrosomal process in abalone
(a close relative of lysin, but with little
sequence similarity) may be the sperm
receptor for the egg plasma membrane.
Similarly, the very hydrophobic protein
bindin, which coats the echinoderm acro-
somal process, may interact with a re-
ceptor on the egg plasma membrane. In
mammalian eggs, it has been suggested
that integrin/disintegrin ligand receptor
pairs that are known to be involved in
cell–matrix interaction and signaling may
be the sperm/egg ligand/receptor at fertil-
ization, but the evidence is contradictory.

2.4
Sperm–Egg Fusion and Sperm
Incorporation

Once the sperm and egg plasma mem-
branes are in close proximity, they fuse
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to establish continuity of egg and sperm
cytoplasm. Cell–cell fusion in general is
not well understood and gamete fusion is
no exception. The protein bindin that coats
the acrosomal process in echinoderms is
very hydrophobic, as are the cores of lipid
bilayers: it is thought that bindin may pro-
mote membrane fusion, not least because
it has been found to promote fusion of
lipid vesicles in vitro. The 18-kDa protein
of abalone has been ascribed a similar
function. In mammalian fertilization, the
integrin/disintegrin interaction may be fu-
sogenic, but there is no sound evidence
for this.

It is humbling that we do not yet
understand the mechanism of sperm–egg
fusion: it represents the moment of
fertilization. A variety of observations
isolate the event of sperm–egg fusion as
the key event at fertilization:

• In echinoderms, sperm–egg fusion
causes depolarization of the egg, the first
response observed at fertilization that,

significantly, much reduces the proba-
bility of other sperm fusing with the egg
(an electrical block to polyspermy).

• In echinoderms, under certain condi-
tions, sperm–egg fusion is reversible;
when it is reversed, eggs may or may
not undergo activation and the longer
the sperm cytoplasm is in continuity
with the egg, the greater the chances of
egg activation.

• Sperm–egg fusion is the earliest de-
tectable event at fertilization, as mea-
sured by dye transfer between egg and
sperm.

• Mammalian sperm carry an enzyme in
their cytoplasm that can activate the egg
and is delivered to the egg when the
sperm fuses with it.

Once the sperm fuses with the egg, it
has fulfilled its purpose of finding the
egg and fusing with in local competition
with tens (mammals) or millions (external
spawners) of other sperm. Incorporation
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Fig. 5 Sperm–egg fusion in sea urchin and
mouse eggs. The eggs contain a fluorescent dye
sensitive to calcium concentration. When the
sperm fuses with the egg, dye enters the sperm.

Sperm–egg fusion triggers an increase of
calcium within the egg. The calcium increase
occurs many seconds after sperm–egg fusion.
Left: sea urchin. Right: mouse.
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of the sperm into the egg relies on the egg
itself (Fig. 5).

Immediately after sperm–egg fusion,
the connection between egg and sperm is
tenuous. In many species, fusion occurs at
the tip of an acrosomal process little more
than 100 nm in diameter. Even during
mammalian sperm–egg fusion where it is
the side of the sperm head that fuses with
the egg plasma membrane, the area of
contact is no more than 1 µm2. Movement
of the sperm head (and eventually sperm
tail) into the egg is due to actin-based
traction. Actin is a force generating protein
found in all cells whose acme is rapid and
coordinated force generation in skeletal
muscle. Actin filaments surround the
sperm head, forming an extrusion from
the egg surface known as a fertilization
cone.

Actin filaments drag the sperm nucleus
into the egg. Mitochondria also enter
the egg cytoplasm. These degenerate; it
is clear by observation and from the
genetics of mitochondrial inheritance that
all mitochondria in offspring are inherited
from the egg and so from the mother. The
sperm tail is incorporated. Its components
dissolve in the egg cytoplasm, save for
the centriole, an organelle that in the
sperm organizes the tail microtubules but
that, incorporated into the egg, takes over
the role of organizing the mitotic spindle
microtubules.

Once inside the egg, the behavior of
the sperm nucleus depends upon the cell
cycle stage of the egg that the sperm has
fertilized.

2.5
Syngamy

The blind aim of sexual reproduction
is to ensure that one sperm pronucleus
coalesces with one female pronucleus.

Coalescence of more than the comple-
mentary pair of pronuclei leads to genetic
chaos. The penetration of more than one
sperm nucleus into an egg is known as
polyspermy and its consequences are usu-
ally fatal to the embryo.

Mechanisms exist to exclude super-
numerary sperm. The electrical block
to polyspermy (depolarization), found in
echinoderms and amphibians, has already
been mentioned: the fertilizing sperm de-
polarizes the egg, making it (for unknown
reasons) much harder for subsequently ar-
riving sperm to fuse with the egg. The
electrical block is very fast and can come
into play within 10 ms of sperm–egg
fusion. Other polyspermy blocks are effec-
tive, but slower, requiring tens of seconds
to take effect. A common mechanism com-
prises the secretion of the contents of
secretory vesicles from the egg after fer-
tilization. In many cases, this leads to the
elaboration of a shell (vitelline envelope)
around the fertilized egg that sperm can-
not penetrate. In mammalian eggs, the
secretions lead to inactivation of the glyco-
protein that triggers the acrosome reaction
in incoming sperm; sperm that have not
undergone the acrosome reaction cannot
fuse with the egg. In fish eggs, sperm must
enter in single file down a narrow canal in
the egg investments (the micropyle). Once
the egg is activated by the fertilizing sperm,
the secretions plug the canal, obstructing
the progress of further sperm.

Not all strategies to ensure one-to-one
fusion of the sperm and egg nucleus rely
on sperm exclusion. Bird eggs are usually
polyspermic. Once a lucky sperm nucleus
has fused with the egg nucleus, all the
other sperm nuclei present in the egg
degenerate. In ctenophores, more than
luck seems to be in play. The ctenophore
egg is naturally polyspermic. The egg
nucleus roams from one sperm nucleus
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to the next, eventually fusing with one of
them; the basis on which this choice is
made is unknown.

Once the sperm nucleus has entered the
egg it becomes surrounded by a nuclear
envelope membrane and is known as the
male pronucleus; its counterpart in the egg
is the female pronucleus.

As the male pronucleus forms, it swells.
The increase in pronuclear volume is due
to chromatin decondensation consequent
on the replacement of the polyamines sur-
rounding sperm DNA with egg histones.

Ultimately, male and female pronuclei
congress and fuse to realize syngamy. Con-
gression of the pronuclei occurs because
the male pronucleus is closely associated
with the sperm centrosome: it organizes a
microtubule array (the aster) that spreads
through the egg cytoplasm and captures
the female pronucleus, drawing it toward
the male pronucleus, while the growing
aster pushes against the egg cortex to move
both male and female pronucleus toward
the center of the egg.

3
Fertilization Calcium Signals

3.1
Calcium Ions are a Universal Egg Activator
at Fertilization

In the early part of the twentieth cen-
tury, Jacques Loeb experimented with
various ways of stimulating the egg to
undergo development in the absence of
sperm – parthenogenesis. Treatment of
echinoderm eggs with butyric acid fol-
lowed by hypertonic seawater was effective,
proving Loeb’s antivitalist point that life
was chemistry but offering no insight into
the underlying mechanisms that governed
the onset of development.

In the 1970s, a sharp tool became
available that enabled these mechanisms
to be defined: a calcium ionophore with the
designation A23187. Calcium ionophores
are small molecules that can carry calcium
ions across lipid membranes. It was shown
that treatment of unfertilized eggs of
both vertebrates and invertebrates with
A23187 led to many of the sequelae of
fertilization: secretion of cortical secretory
granules, DNA synthesis, and migration
of the female pronucleus. The eggs had
been activated, but did not divide. What
was missing? It turned out to be the
centrosomes that are required to form
the mitotic spindle and that are donated
to the egg by the sperm at fertilization.
When centrosomes were induced to form
in the echinoderm egg using hypertonic
seawater, full development ensued in
many cases and these parthenotes could
be raised to adulthood.

These investigations set calcium ions
center stage at fertilization.

3.2
Calcium Signaling

Calcium ions are the bearers of messages
delivered by universal signaling systems
found in all higher eukaryotes. Calcium
ion concentrations are very low in the cyto-
plasm of all cells and are below micromolar
concentrations at rest. It is postulated that
calcium ion concentrations must of neces-
sity be very low in the cytoplasm because
of the existence of high concentrations of
inorganic phosphate, itself a key compo-
nent of intermediary metabolism. High
concentrations of calcium and phosphate
cannot coexist because of the low solu-
bility product of calcium phosphate salt.
On the other hand, calcium concentra-
tions are in the millimolar range in the
seas and in the body fluids of metazoans,
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leading to very large gradients of calcium
concentration across cell membranes. The
existence of these gradients has two con-
sequences. One is that calcium ion pumps
driven by the cell’s metabolism must con-
stantly eject calcium from the cell since
no lipid membrane is completely imper-
meant to calcium. The second is that
relatively small calcium fluxes across the
plasma membrane can give rise to large
and rapid changes in the intracellular
calcium concentrations. The latter con-
sequence makes the cytoplasmic calcium
concentration very suitable as an energy-
efficient cell signal.

Calcium fluxes across plasma mem-
branes control neurotransmitter release
and are the basis of all neuronal activ-
ity. In skeletal muscle, calcium causes
contraction but is released into the cyto-
plasm not from the extracellular fluid but
from a pervasive network of reticular inter-
nal membranes that form a compartment
known as the sarcoplasmic reticulum. This
arrangement allows calcium ion concen-
trations to increase rapidly throughout the
cytoplasm without the diffusion delays that
arise when calcium enters through the
plasma membrane. The reticular network
is present in other cell types, where it is
known as endoplasmic reticulum (ER). It
exists not solely as a source of calcium
signals; in fact, its primary purpose is
to permit the folding and export of pro-
teins destined for the plasma membrane
either as integral membrane proteins or
as secreted products. The concentration of
calcium ions in ER is closer to the con-
centrations in extracellular fluid than to
that of the cytoplasm and is maintained
by a calcium pump. We know that folding
and export of ER proteins is compromised
when the calcium concentration in the ER
falls, so it is reasonable to suppose that

the compartment’s high calcium concen-
tration exists to provide an environment
for proteins comparable to that they will
experience once they leave the cell. But, as
with the plasma membrane calcium gra-
dient, the ER calcium gradient has been
exploited in evolution as a calcium signal-
ing system.

3.3
Fertilization Calcium Waves

When the calcium ionophore is used to
activate an unfertilized egg, it is causing
the release of calcium from the internal
calcium stores of the ER. This is easily
demonstrated by removal of all calcium
external to the egg: this has no effect on
egg activation. It is also possible, though
rather more complicated, to demonstrate
that calcium ion concentrations increase
at fertilization.

The first demonstrations of fertilization
calcium increases employed a protein (ae-
quorin) that emits light in response to
calcium in a graded way. The increase
in calcium at fertilization could be seen
as a ring of light travelling through the
peripheral cytoplasm of a large medaka
fish egg. This established the basic fea-
tures of the fertilization calcium signal as a
large increase in cytoplasmic calcium that
arises at the point of sperm–egg fusion
and traverses the egg as a constant veloc-
ity reaction-diffusion wave. Similar waves
were observed in frog, echinoderm, ne-
matode, and mammalian eggs using both
aequorin and more convenient fluorescent
calcium indicators developed by Dr Roger
Tsien (Fig. 6).

Fertilization calcium waves are the
largest and longest calcium signals mea-
sured. They rise to around 5–10 µM and
last for many minutes. Preparation for
these large explosive signals takes place
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Fig. 6 Fertilization calcium waves in sea urchin
and frog eggs. Calcium sensitive dyes are used
to detect calcium waves. Warm colors reflect
high calcium concentrations. The calcium wave
crosses the sea urchin egg in around 15 s with a
velocity of around 5 µm s−1. The wave has a
similar velocity in the frog egg, but here it takes

5 min to traverse the egg as it is over 1 mm in
diameter. Left: frog egg. Right: sea urchin egg. A
small early increase in calcium concentration can
be seen at the egg periphery, a consequence of a
calcium action potential that is triggered by
sperm–egg fusion.

during meiosis. As meiosis progresses,
the oocyte becomes competent to gener-
ate a large calcium wave; after fertilization,
this competence disappears. The calcium
ionophore experiments tell us that the
waves’ purpose is to initiate develop-
ment and it is reasonable to suppose
that their extent, magnitude, and dura-
tion are necessary to ensure that each part
of the egg cytoplasm receives the mes-
sage that fertilization has occurred. They
ensure that the small and local interac-
tion that occurs between egg and sperm
is amplified and transmitted throughout
the egg.

3.4
Repetitive Fertilization Calcium Transients

Both ascidian and mammalian oocytes
manifest multiple large calcium transients
at fertilization. In ascidian oocytes, the
locus of initiation of the calcium wave
migrates with the male pronucleus as it
moves toward the oocyte’s vegetal pole.
In mammalian oocytes, the first few cal-
cium transients originate at the point of
sperm – egg fusion, but thereafter, each
calcium transient appears to rise homoge-
neously within the oocyte cytoplasm. This
behavior can be explained by proposing
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that each transient is generated by a factor
associated with the sperm and male pronu-
cleus. In ascidian oocytes, it is supposed
that this factor remains closely associated
with the male pronucleus, while in mam-
malian oocytes, the factor slowly diffuses
away from the male pronucleus to become
uniformly distributed in the cytoplasm.
We shall consider the likely purpose of the
repetitive transients when we come to dis-
cuss the link between fertilization and the
cell division cycle.

3.5
Signal Transduction during the
Fertilization Calcium Wave

The question before us is how sperm–egg
fusion, an event that initially involves a
cytoplasmic bridge as little as 100 nm wide,
is able to trigger the large fertilization
calcium wave. An analogy is that the
fertilization calcium wave is an explosion
and that the sperm lights a fuse to set it
off. This leads to two further questions:

what gives the calcium wave its explosive
properties and how is the fuse lit? We shall
answer them in turn.

3.5.1 Reaction Diffusion Waves
Explosions occur because the products of
a chemical reaction further increase the
rate of the reaction itself in a process
of positive feedback. The fuel for the
calcium explosion at fertilization is the
calcium stored within the ER. Positive
feedback occurs because of the particular
properties of calcium channels that exist
in the ER membrane: the probability of
their opening increases when cytoplasmic
calcium increases. Once calcium rises at
a point within the cytoplasm, a wave of
calcium release will propagate from that
point (Fig. 7). There is good evidence for
this mechanism in heart cells made to
propagate artificial calcium waves.

The identity of the calcium channel
in the ER responsible for the fertiliza-
tion calcium wave was determined by

ER lumen

Ca Ca
InsP3 InsP3

Cytoplasm

PtdlnsP2PtdlnsP2

Fig. 7 Mechanism of propagation of the
fertilization calcium wave. The calcium wave
propagates via calcium-dependent production of
InsP3 and diffusion of calcium from one release

channel to the next. Both InsP3 and calcium are
required in the vicinity of the channel to trigger
channel opening and movement of calcium from
the ER into the cytoplasm.
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investigation of the phosphoinositide mes-
senger pathway, a ubiquitous signaling
pathway in cells of higher eukaryotes.
The substrate of this pathway is phos-
phatidylinositol bisphosphate (PtdInsP2).
A signaling event, for example, the bind-
ing of a hormone or neurotransmitter
to its receptor, leads to activation of a
specific phospholipase C that hydrolyzes
PtdInsP2 to produce two products, inositol
trisphosphate (InsP3) and diacylglycerol.
InsP3 is a small sugar that causes calcium
release from ER. It achieves this by bind-
ing to and allosterically activating an ER
calcium channel known as the InsP3 recep-
tor (InsP3R), causing it to open. Calcium
in the cytoplasm is a coactivator of the
InsP3R. The sequence in which InsP3 and
calcium are presented to the channel is cru-
cial: if calcium binds after InsP3, then the
channel is activated, but if it binds before,
InsP3 is unable to open the channel.

Calcium waves can be triggered in
eggs by injecting very small amounts
of InsP3 into unfertilized eggs and can
be blocked by agents that prevent InsP3

from interacting fruitfully with the InsP3R.
These observations demonstrate that the
InsP3R is the calcium channel responsible
for propagation of the fertilization calcium
wave, but they also suggest that the
mechanism by which the wave propagates
is more complex than that established for
calcium waves in heart cells.

The properties of the InsP3R are not
immediately consistent with the observa-
tion that very small quantities of InsP3

are sufficient to trigger a calcium wave
since once the locally injected InsP3 is di-
luted by diffusion into the large volume
of the egg, its concentration is insufficient
to activate the InsP3R which, as we have
seen, requires coactivation by both InsP3

and calcium. There is evidence, in fact, that

increases in calcium induce further hydrol-
ysis of PtdInsP2, generating InsP3 locally
as the wave propagates. The mechanism
of wave propagation thus relies on two
intertwined positive feedback pathways,
calcium-induced production of InsP3 and
coactivation of the InsP3R by InsP3 and
calcium (Fig. 7).

3.5.2 Initiation of the Calcium Wave by
the Sperm
The simplest idea is that the sperm
generates a small amount of InsP3, so
setting off the calcium wave in much
the same way as happens when InsP3 is
microinjected. This is almost certainly the
case, though there is no direct evidence for
an increase in InsP3 in the tiny volume
close to the point of sperm–egg fusion.

The evidence that an increase in InsP3
triggers the fertilization calcium wave is
more subtle. A significant amount of time
elapses after sperm–egg fusion before
the increase in cytoplasmic calcium that
marks the onset of the wave is seen.
In echinoderms, around 10–20 s elapses,
comparable to the time it then takes for the
wave to cross the egg; in mammalian eggs,
several minutes pass. What is found is that
an agent that interferes with the activation
of the InsP3R increases this latency.

InsP3 is generated by activation of
PtdInsP2-specific phospholipases. There
has been a debate about which of these
phospholipases is responsible for trig-
gering the calcium wave. It was initially
thought that an interaction of the sperm
with an egg receptor might activate the
β-form of phospholipase C (PLCβ); PLCβ

is known to be coupled to transmembrane
receptors in all cell types examined. How-
ever, as it became clearer that sperm–egg
fusion was the key activating event at fertil-
ization, attention shifted to another form
of phospholipase, PLCγ , that is activated
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by phosphorylation on tyrosine. Protein
fragments that were able to compete with
and block either PLCγ or tyrosine (Src
family) kinases were found to increase the
latency of the fertilization response and
at higher concentrations, to block it com-
pletely. Mammalian eggs were, however,
an exception, being completely insensitive
to these inhibitors. On the assumption
that the activating phospholipase would be
present in sperm, the mammalian testis
was screened for the existence of appropri-
ate phospholipases. A novel phospholipase
found only in testis (PLCζ ) was shown to
induce repetitive calcium transients when
expressed in unfertilized mouse eggs.

The picture we have of signal trans-
duction at fertilization is that a protein
(Src kinase, PLCγ , PLCζ , depending on
species) passes into the egg when sperm
and egg fuse. The presence of this protein
in the egg leads to the very local production
of InsP3. As the latent period progresses,
a concentration of InsP3 builds up suffi-
ciently to trigger the onset of the explosive
fertilization calcium wave (Fig. 7). Obser-
vation of the repetitive fertilization calcium
transients in ascidians and mammals sug-
gests that in these species, the activating
protein is bound to a component of the
sperm head. In ascidian oocytes, the as-
sociation persists as the male pronucleus
forms, while in mammalian eggs, the pro-
tein (PLCζ ) is thought to dissociate from
the male pronucleus (see Sects. 3.4 and
4.3.1).

4
Fertilization and the Cell Division Cycle

4.1
Fertilization Occurs at Different Stages of
the Cell Division Cycle in Different Species

It is striking given the ubiquity of calcium
signals at fertilization that there are signif-
icant differences between eggs of different
species in the cell cycle stage in meio-
sis at which fertilization occurs. Meiosis
comprises two cell divisions without an in-
tervening S-phase. Fertilization can occur
before the first meiotic division begins, at
metaphase of first meiosis, at metaphase
of second meiosis, and in interphase once
meiosis is complete (Fig. 8). With very few
exceptions, this is because at the time that
the egg is most receptive to sperm, its
cell cycle has arrested at one of the above
stages, a stage specific to the species in
question.

4.2
Maturation Promoting Factor Plays a Part
in Meiosis and in Meiotic Arrest

Classic experiments in the field of cell
cycle control showed that cytoplasm from
oocytes arrested and awaiting fertilization
in meiosis I or meiosis II would induce
the maturation of immature oocytes.
Similarly, classical experiments in the
genetics of yeast cell cycle control genes
determined that two key components of

Fig. 8 Cell cycle arrest before fertilization. Oocyte
of different species arrest before fertilization at
different points of the meiotic division cycle.
Some are fertilized as immature oocytes (i: clam),
some during first meiotic metaphase (ii: other
molluscs, ascidian), some during second meiotic
metaphase (iii: frog, starfish, mammals) and
some after meiosis at the start of the first mitotic
cell division cycle (iv: sea urchin).
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maturation promoting factor activity were
cdk1, a protein kinase, and its activating
partner, cyclin B.

Cdk1/cyclin B activation linked to accu-
mulation of cyclin B drives the cell into
meiosis or mitosis, causing condensation
of chromatin and formation of the mi-
totic or meiotic spindle. Oocytes (and other
cells) arrested at metaphase show high
levels of cdk1/cyclin B activity, but what
marks them out is the persistence of this
normally transient activity: the persistence
leads to cell cycle arrest.

Stabilization of cdk1/cyclin B activity
during metaphase cell cycle arrest is
due to what appear to be the two other
components of maturation promoting
factor, a protein termed mos and its target,
MAP kinase. Mos is a protein unique
to meiotic maturation. Its transcription
early during maturation leads to increasing
levels of MAP kinase activity. MAP kinase
activity remains high throughout meiosis
until fertilization occurs. It is responsible
for the persistence of cdk1/cyclin B
activity (Fig. 9) and, incidentally, for the
suppression of S-phase between meiosis I
and meiosis II.

Persistent activation of cdk1/cyclin B
accounts for the two metaphase cell cycle
arrest points during meiosis observed in
various species, but other explanations are
necessary to explain cell cycle arrest before
meiosis begins or after it is completed.

Cell cycle arrest before the onset of
meiosis is seen in most organisms. In most

species, premeiotic arrest is a distinct stage
preceding the prefertilization arrest that
occurs later in meiosis and that has already
been discussed earlier. Ovaries contain
many immature oocytes, a proportion
of which are recruited by hormonal
stimulation to begin maturation. It is
thought that hormonal stimulation leads
to a fall in the second messenger cyclic
adenosine monophosphate (cAMP). In
species whose oocytes are fertilized when
immature, it is the fertilization calcium
signal that triggers the onset of maturation
and reinitiation of meiosis (In some
molluscs fertilized at this stage, calcium
influx across the plasma membrane takes
the place of a calcium wave.).

Cell cycle arrest in interphase of the
first mitotic cell cycle occurs in some
echinoderms. This arrest can be explained
by the suppression of protein synthesis by
a relatively acidic cytoplasmic pH and the
maintenance of a redox state that lead to
low levels of the synthetic nicotine-adenine
dinucleotide phosphate (NADPH).

4.3
Calcium Signals and Cell Cycle
Progression at Fertilization

4.3.1 Metaphase Arrest
Persistent cdk1/cyclin B activity driven
by mos/MAP kinase is the cause of the
cell cycle arrest at metaphase in oocytes.
Inactivation of these kinases by removal
of both cyclin B and mos is how the

MAPK

p34cdc2

Fig. 9 MAP kinase and cdk1
during meiotic maturation.
MAP kinase activity remains
high throughout meiosis, while
cdk1 activity dips between
meiosis I and meiosis II.
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fertilization calcium signal causes meiosis
to resume.

Frog oocytes are arrested during meio-
sis II. The fertilization calcium wave
triggers cyclin proteolysis by the protea-
some through activating calmodulin and
so calmodulin-dependent protein kinase
II (CamKII). CamKII in turn activates an-
other molecular machine known as the
anaphase promoting complex (APC) that
targets cyclin for destruction by the pro-
teasome. A parallel mechanism, activation
of the calcium-dependent protease calpain,
leads to proteolysis of mos. In frog oocytes,
the proximal cause of anaphase onset is
the destruction of cyclin; destruction of
mos occurs later than cyclin destruction.
Mouse oocytes are also arrested at meiosis
II awaiting fertilization. In mammals, 10 to
12 h elapses between fertilization and for-
mation of the nuclear membrane around
male and female pronuclei, the lengthy
period coinciding with the process of im-
printing, found only in mammals. During
this period, calcium transients occur ev-
ery few minutes and cyclin B is slowly
degraded, the rate extent of cyclin degra-
dation determined by the frequency of
calcium signals. Formation of the pronu-
clear membranes marks the end of meiosis
and coincides with the final disappearance
of cyclin B. Mos, on the other hand, is
degraded within a few hours. Ascidian
oocytes are arrested before fertilization at
metaphase of meiosis I. A first set of cal-
cium transients occurs immediately after
fertilization, leading to degradation of cy-
clin B and exit from meiosis I. Mos/MAP
kinase activity is not affected by this first
set of transients (remember that a role of
mos/MAP kinase is to suppress S-phase
in the interval between the two meiotic
divisions). The repetitive transients begin
again as the oocyte enters meiosis II, again
leading to degradation of cyclin B and,

on this occasion, degradation of mos too.
The events described in this paragraph are
summarized in Fig. 10.

The reader will have noted a correla-
tion between the state of the nucleus and
the occurrence of repetitive calcium tran-
sients: the transients are present during
meiotic divisions when chromatin is con-
densed and the nuclear envelope is absent,
and are absent during interphase when
chromatin in decondensed and a nuclear
envelope surrounds the membrane. The
transients may indeed be triggered by a
factor that is sequestered in the nucleus
and released when the nuclear envelope
breaks down as the oocyte enters meiotic
division. The evidence for this is that nu-
clei isolated from first cell cycle interphase
in mouse embryos will break down under
the influence of cdk1/cyclin B when trans-
ferred to unfertilized mouse oocytes and
induce repetitive calcium transients. The
simplest explanation is that PLCζ , the egg
activator from the sperm, is sequestered
into the nucleus as the nuclear envelope
reforms. This conjecture is consistent with
observations that repetitive calcium tran-
sients continue indefinitely when import
of proteins into the nucleus though the
nuclear pores are blocked.

4.3.2 Interphase Arrest
Little more is known about how calcium
lifts the cell cycle blockade after fertiliza-
tion of immature oocytes than that calcium
signals are known to be capable of antago-
nizing signaling by cyclic AMP.

Sea urchin eggs are arrested after com-
pletion of meiosis, in interphase of the first
cell cycle. The fertilization calcium wave
stimulates a calcium-dependent NAD+ ki-
nase to generate NADP, which is rapidly
reduced in the cell to NADPH, provid-
ing fuel for protein synthesis. Activation
of phospholipase C is known to generate
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Fig. 10 Destruction of mos and cyclin B at fertilization. Two calcium-dependent pathways for
proteolysis at fertilization. One degrades mos by activating calpain. The other activates
CaMKinase II to stimulate the APC and cyclin degradation by the proteasome. Calcium
dependent proteolysis is rapid in ascidians; in mouse and other mammals mos is rapidly
degraded, but cyclin degradation takes several hours.

a diacylglycerol from PtdInsP2 in addi-
tion to InsP3 (Fig. 7). At fertilization in
the sea urchin egg, the diacylglycerol so
generated activates a protein kinase C (no
relation of phospholipase C) in the egg
plasma membrane in turn stimulating a
sodium–hydrogen antiporter that ejects
hydrogen ions from the egg, returning
the cytoplasm to its normal pH of 7.2. The
suppression of the protein synthetic ma-
chinery is lifted, cyclin synthesis begins,
and the cell cycle proceeds.

4.4
The Cell Cycle and Syngamy

The behavior of the male pronucleus once
inside the oocyte or egg after fertilization

depends on the point at which fertil-
ization occurs: during or after meiosis.
Oocytes fertilized during meiosis must
complete meiosis to generate a hap-
loid female pronucleus with which the
male pronucleus can undergo syngamy.
In this case, the male pronucleus re-
mains separate with its chromatin in a
condensed state. Once meiosis II is com-
pleted, cyclin B/cdk1 activity falls and
the male pronucleus develops a nuclear
envelope, as does the female pronu-
cleus. Syngamy comprises the mixing
of male and female genomes and oc-
curs through fusion of the pronuclei’s
nuclear envelopes. S-phase of the first
mitotic cell cycle often begins before syn-
gamy. In an extreme case, in mouse
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zygotes, S-phase is completed and the
nuclear envelope breaks down as the
zygote enters the first mitotic division be-
fore syngamy occurs. Syngamy occurs on
the metaphase plate as male and female
chromosomes are captured by spindle
microtubules.

5
Calcium and Cell Cycle Control

5.1
Cell Cycle Checkpoints

It is noteworthy that the same cytoplasmic
calcium signal, the wave generated by the
sperm, operates to trigger resumption of
the cell cycle at three distinct points in the
cell cycle in different organisms: G2/M,
metaphase of MI and MII (which are
formally equivalent) and G1. The question
arises as to whether these fertilization
mechanisms are specific examples of a
more general requirement for calcium
during cell cycle progression of all cell
types.

More general study of the regulation of
the cell cycle in yeast and in mammalian
somatic cells as well as in embryos has led
to the concept of cell cycle checkpoints.
The concept is straightforward: before a
cell makes a crucial step through the cell
cycle, a checkpoint mechanism is invoked
that is designed to ensure that everything
is correctly in place, a preflight checklist
as it were. Two examples of this are the
DNA damage checkpoint and the mitosis
exit checkpoint.

DNA replication is not a faultless
process. Errors are introduced during
copying of the DNA strands that are then
repaired during late S-phase. The point
here is that if mitosis were to occur before
repair had taken place, then one or both

daughter cells would inherit mutations
that resulted from errors introduced at
S-phase. The DNA damage checkpoint
mechanism is invoked by damaged DNA;
while it is active, the cell cannot proceed
into mitosis.

The mitosis exit checkpoint is invoked
during mitosis to ensure that all chro-
mosome pairs are captured and properly
aligned on the metaphase plate before
they are separated by the processes of
anaphase. A single misaligned chromo-
some will prevent mitosis. The checkpoint
machinery monitors attachment of two
sets of microtubules to the chromosome
and also verifies by measuring tension in
the microtubules that they are correctly
attached to the spindle poles. In this in-
stance, the checkpoint mechanism aims
to avoid an unequal distribution of chro-
mosomes into the daughter cells. This
condition known as aneuploidy leads to
cell death or on occasion to uncontrolled
cell proliferation. A third checkpoint ex-
ists at the beginning of the cell cycle in
G1. Here, a cell decides, on the basis of
signals from its environment, whether it
will differentiate, commit suicide (apop-
tosis), or progress into the cell cycle and
divide. The cell cycle stage at which oocytes
are found to arrest in the cell cycle cor-
respond to the stages at which these
checkpoints act.

Oocytes arrested in G2 are stopped
at the stage at which the DNA dam-
age checkpoint acts, those arrested at
metaphase are stopped at the mitosis exit
checkpoint stage, and those arrested in
G1 resemble those cells making choices
about whether to divide, die, or differ-
entiate. It is thus very likely that cell
cycle arrest before fertilization makes
use of underlying cell cycle checkpoint
mechanisms.
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5.2
The DNA Damage Checkpoint

The DNA damage checkpoint operates
by preventing activation of the mitotic
kinase cdk1/cyclin B. It does this by
preventing a phosphatase (cdc25) from
removing a phosphate group on cdk1
that inhibits kinase function. It has been
shown in mouse oocytes that activation
of cdc25 is necessary and sufficient
to bypass the G2/M block and trigger
resumption of meiosis. In most oocytes, as
mentioned earlier, resumption of meiosis
is triggered by a fall in cyclic AMP
(Fig. 11). In mouse oocytes, it has been
shown that cdc25 is downstream of the
reduction in cyclic AMP levels. The
calcium transient in oocytes fertilized at
G2/M may activate cdc25 via calmodulin-
dependent protein kinase II, as it has
been shown that progression through

the G2/M checkpoint in mammalian
somatic cells involves activation of this
kinase.

5.3
The Mitosis Exit Checkpoint

The mitosis exit checkpoint operates by
preventing activation of the APC that tar-
gets key proteins for destruction including
securin and cyclin B. Loss of securin
leads to loss of adhesion between paired
chromosomes on the metaphase plate, al-
lowing them to separate and spring to the
poles; loss of cyclin B leads to inactivation
of the cdk1/cyclin B kinase, permitting
decondensation of chromatin and refor-
mation of the nuclear envelope. These
events are triggered by the fertilization
calcium transient in oocytes arrested at
metaphase meiosis I and meiosis II before
fertilization.

cdc25

cdc25

cdc2
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mitotic kinase

cdc2cdc2
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Cyclin B
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Fig. 11 Activation of mitotic kinase by the cdc25 phosphatase. Cdk activating kinase (cak)
and wee1 kinase phosphorylate the cdk1/cyclin complex. Cak phosphorylation activates the
mitotic kinase and wee1 phosphorylation is inhibitory. Cdc25 phosphatase removes the
inhibitory phosphates. Cdc25 is controlled by cAMP and calcium.
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5.4
The Checkpoint at Cell Cycle Onset

There are analogies between fertilization
in species such as echinoderms that are
fertilized in G1 and the G1 decision point
in mammalian somatic cells. One striking
example is starfish oocytes: if they do not
sense a fertilization calcium transient, they
proceed to apoptosis. Other similarities are
the activation of an MAP kinase signal-
ing cascade, stimulation of the sodium-
hydrogen antiporter by protein kinase C,
and stimulation of the protein synthetic
machinery. Nonetheless, the comparison
is less precise at the molecular level.

5.5
Calcium and Cell Cycle Checkpoints

The existence of identical molecular mech-
anisms in arrested oocytes and in the
checkpoint mechanisms of somatic cells
strongly suggests that the arrest before fer-
tilization uses the checkpoint machinery
and raises a question: is calcium signaling
a component of general cell cycle regula-
tion or is control of the checkpoint ma-
chinery by calcium unique to fertilization?

That calcium is a cell cycle regulatory
signal is clear in some cases, and less
clear in others. In some embryos, calcium
signals can be identified at the times
at which the checkpoint mechanisms
operate; the amplitude of the signals is
small, less than one-tenth of the size
of the fertilization calcium signal and
signals are often local to the nucleus. The
calcium-calmodulin-calmodulin kinase II
pathway has been shown to control entry
into mitosis and calcium and calmodulin
control separation of the chromosomes at
mitosis. Embryos do not possess a G1
decision point mechanism.

In somatic cells, it has been shown,
for example, that calmodulin-dependent
protein kinase II must be activated at
mitosis entry and that it phosphorylates
cdc25, the activator of cdk1/cyclin B. It
has also been shown that rapidly raising
intracellular calcium can induce anaphase.
Checkpoint-associated calcium signals can
be detected, but they are not present in
all circumstances. The jury is out on the
universality of cell cycle calcium signaling,
but if the hypothesis turns out to be
true, then the calcium signals central to
fertilization will have pointed the way.

See also Calcium Biochemistry; Fe-
male Reproduction System, Molec-
ular Biology of; In vitro Fertiliza-
tion; Male Reproductive System:
Testis Development and Spermato-
genesis.
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Keywords

Activation
Stimulation of cells to undergo partial, selective, or complete synthesis and secretion of
mediators, or generation of other molecules or responses in response to a variety of
triggers; such processes may be associated with subtle morphologic changes
discernible only by appropriate ultrastructural studies.

Corticotropin-releasing Hormone
A peptide originally shown to be secreted from the hypothalamus in response to stress
and primarily stimulating the anterior pituitary cells to secrete ACTH. It has since been
shown to affect numerous systems including the immune system, and we proposed
that it be renamed ‘‘stress response hormone (SRH)’’ instead of CRH.

Degranulation
The release of the contents of secretory granules, from mast cells or other secretory
cells such as polymorphonuclear leukocytes, platelets, pituitary, or β-pancreatic cells in
response to specific receptor-mediated triggers through a process dependent on energy
and extracellular calcium ions.

Inflammation
An orchestrated, often excessive response of the organism, involving the immune,
endocrine, and neural systems against real or perceived triggers.

Protease-activated Receptors (PARs)
Unique receptors on cell surfaces, stimulation of which leads to widespread
inflammation.

Stress
The response of cells and tissues to real or perceived noxious stimuli with
anti-inflammatory effects through brain secretion of CRH, but proinflammatory effects
through peripheral secretion of CRH and related peptides.

Tryptase
One of many unique proteases secreted from mast cells that have multiple actions,
such as microvascular leakage, stimulation of protease-activated receptors (PARs) and
induction of inflammation, generation of active peptides, degradation of cytokines.
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� Inflammatory arthritis is a highly prevalent condition with substantial morbidity and
degree of disability. The pathogenesis is still poorly understood limiting effective
therapy. Increasing evidence has implicated synovial mast cells in the initiation
of inflammatory arthritis. Mast cells are commonly known for their involvement
in allergic reactions through degranulation and release of histamine. However,
these cells are capable of releasing over 50 potent vasoactive, proinflammatory
and neurosensitizing molecules in response to nonallergic triggers without
degranulation. Such selective release of cytokines, especially in response to stress
hormones, provides a unique explanation and possible therapeutic targets for
inflammatory arthritis.

1
Osteoarthritis Versus Rheumatoid Arthritis

A 2002 report from the US Center for
Disease Control (CDC) indicated that one-
third of all adults in the United States
(almost 70 million) suffer from arthritis
or chronic joint pain, up from one-fifth
in 1993, with an estimated annual cost
of $82 billion. The impact of arthritis is
comparable in Australia, Canada, Europe,
and the United Kingdom, with an esti-
mated total of another 60 million affected
individuals.

Osteoarthritis (OA) is a degenerative
joint disease and is characterized by the
breakdown of the joint’s cartilage and loss
of joint space especially in hands and
weight-bearing joints, such as knees, hips,
feet, and the back. Cartilage breakdown
allows bones to rub against each other,
causing inflammation, pain, and loss of
movement. Although age is a risk factor,
obesity, and joint injuries due to sports,
work-related activity, or accidents increase
the risk of developing OA.

Rheumatoid arthritis (RA) involves
chronic inflammation and destruction of
the joints. RA is a systemic disease that
affects the entire body and is characterized
by inflammation and reactive hyperplasia

of the synovium, which causes redness,
swelling, stiffness, and pain. RA typically
affects many different joints and is noted
for remissions and flares, often precipi-
tated or exacerbated by stress. Articular
damage in RA involves cartilage erosion,
inflammatory cell accumulation and fi-
nally to bone destruction and reactive bone
spur formation. The involved joints lose
their shape and alignment, resulting in
pain and loss of movement.

1.1
Specific Triggers Versus Lack of Inhibitory
Molecules

As in common practice in medicine, there
have been numerous investigations in the
potential trigger(s) implicated in the patho-
physiology of inflammatory and especially
of rheumatoid arthritis. In certain cases, as
in crystal (gout) arthritis or Lyme arthritis,
the etiologic agents are known. However,
such triggers are not known for RA. There
is some evidence from animal models
that inflammatory arthritis may involve
an inappropriate autoimmune response
against structural (colagen) or infection
(bacterial, viral) antigens. However, little
attention has been paid to the potential
lack of innate inhibitory molecules, such
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as a1-antitrypsin or a2-macroglobulin in
other tissues.

2
Mast Cells in the Joints

The inflammatory and subsequent lytic
processes in inflammatory arthritis are not
well understood, especially the initial trig-
gering events. Until recently, discussion
of the cellular elements involved did not
even mention mast cells, even though a
number of papers had reported the pres-
ence of mast cells in joints. Over the last
10 years, histochemical observations were
correlated to clinical findings. Increased
numbers of mast cells have been routinely
noted and their mediators could initiate
and promote inflammation while mast
cells constitute a small fraction of the cells
in a normal human synovium, they in-
crease to almost 10% in RA. Mast cells,
cytokines, and metalloproteinases were
colocalized in the RA lesion and activa-
tion of synovial mast cells was shown to
be autoregulated by their own mediators’
histamine and tryptase (Fig. 1).

It was recently convincingly argued that
mast cells may be involved in inflamma-
tory arthritis; however, this presentation
was still limited primarily to the role

of histamine and tumor necrosis factor,
TNF-α, and did not discuss potential trig-
gers such as C3a and C5a. One of the
reasons why mast cells have been ne-
glected comes from the persistence of
associating them only with allergies in
spite of mounting evidence to the con-
trary. Another reason is the fact that
mast cells are not commonly seen to de-
granulate in tissues such as joints that
do not get allergic reactions; they were,
therefore, considered an ‘‘innocent by-
stander’s’’ renewed evidence that mast
cells can release mediators selectively with-
out degranulation, especially in response
to nonallergic triggers (discussed in the
following) has expanded the potential im-
portance of mast cells.

2.1
Inflammatory Mediators

Mast cell-derived TNF-α mediates inflam-
mation and induces hypertrophy of drain-
ing lymph nodes during infection.

Mast cells are known to secrete
IL-6 and recent studies showed that
mast cell–deficient mice could not in-
crease their serum IL-6 in response
to acute stress. This is of interest
in view of the fact that IL-6 is ele-
vated, especially in juvenile RA. IL-6 is

20 µmV

V

Fig. 1 Tryptase-positive mast
cells (brown color) adjacent to
blood vessels (V) from the joint
of a patient with rheumatoid
arthritis (See color plate
p. xxxviii).
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also important in collagen-induced and
antigen-induced arthritis.

A number of chemokine receptors
have also been identified on mast cells,
especially CXCR3 protein, which was
preferentially expressed on mast cells in
the synovium of RA patients.

3
Chemoattractants

Tryptase can cause microvascular leakage
and stimulate protease-activated receptors
(PAR) leading to widespread inflamma-
tion, including autocrine stimulation of
mast cells. Protease also acts as a tis-
sue metalloproteinase, degrading matrix,
as well as gelatinase, thus contributing
to tissue remodeling. Tryptase also in-
duces hyperexcitability of submucosal neu-
rons, while histamine directly stimulates
SP and calcitonin gene-related peptide
(CGRP)-containing neurons of the trigem-
inal system.

Cells obtained from fluid aspirated from
joints of patients with arthrosynovitis
express RANTES and MCP-1, both of
which are potent mast cell chemoattrac-
tants. In addition, stem cell factor (SCF)
and nerve growth factor (NGF) are also
known to induce mast cell migration,
proliferation, and secretion. Other mast
cell chemoattractants include vascular en-
dothelial growth factor (VEGF), epidermal
growth factor (EGF), and platelet-derived
growth factor (PDGF).

3.1
Animal Models

In spite of the fact that TNF blockers are
used clinically with considerable success
in adult RA, increasing evidence indi-
cates that IL-6 may be equally or more

important. In fact, we recently showed
that experimental inflammatory arthritis
in mice was unaffected in TNF −/− mice.
Instead, the IL-6 −/− mice were resistant
to inflammatory arthritis, and humanized
antibody to human IL-6 receptor inhibited
collagen-induced arthritis. These findings
are of particular significance as we recently
showed that mast cells are the sole source
of serum IL-6 elevations induced by acute
stress in mice. Most recently, mast cell de-
ficient mice were shown to be resistant to
autoimmune and inflammatory arthritis.

In particular, inflammatory arthritis in-
duced by the injection of carrageenan in
the hind knee joints, increased the joint
size by 1.94 ± 0.41 mm in C57BL mice
in 4 days, by which time the mice were
obviously limping (Fig. 2). These effects
were inhibited in W/Wv mast cell defi-
cient and corticotropin-releasing hormone
(CRH) −/− mice, which were clinically
indistinguishable from mice injected with
normal saline (Fig. 2). These results are of
interest because CRH is increased in the
joints of RA patients and CRH receptors
(CRHR) are present on articular mast cells,
implying that CRH could trigger or regu-
late mast cell activation. In fact, we showed
that CRH could activate mast cells in the
skin and increase vascular permeability
in rodents. CRH was recently shown to
also induce mast cell–dependent vascular
permeability in humans. The pathophysi-
ological implication of such finding is that
CRH could be released locally under stress
and could exacerbate inflammatory dis-
eases (Fig. 3).

It is quite interesting that stress in-
creased serum IL-6 levels in care givers of
chronically ill patients, but it was decreased
in those who went to church regularly,
indicating that reduction of stress could
lead to decrease in a key proinflammatory
cytokine producer.
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Fig. 2 Lack of inflammatory arthritis in W/Wv mast cell deficient and CRH −/− mice.
W/Wv = mast cell deficient mice; k/o = knockout mice; S = normal saline; C = carrageenan.

The K/BxN mouse has been used as a
model for human inflammatory arthritis
and it was recently shown that the pres-
ence of autoantibodies against glucose-G
phosphate isomerase is dependent on
mast cells.

4
Pathophysiology of Mast Cells

Mast cells derive from a bone marrow pro-
genitor and mature in tissues depending
on microenvironmental conditions; they
are characterized by the surface expres-
sion of the stem cell factor (CSF) receptor
c-kit and the high affinity receptor for im-
munoglobulin E (FcεRI). Mast cells are im-
portant not only for allergic reactions but
also in inflammation, autoimmunity, and
inflammatory arthritis. However, though

mast cells do not always express their c-
kit receptor or FceRJ, they do so during
inflammation. They are ubiquitous in the
body, including the brain and joints that
are not known to develop allergic reactions.
Mature mast cells vary considerably in
their cytokine and proteolytic enzyme con-
tent. However, the phenotypic expression
of mast cells does not appear to be fixed.

In fact, mast cells cultured together with
pheochromocytoma cells were shown to
develop contacts with the latter and acquire
the ability to respond to neuropeptides.

4.1
Triggers

In addition to IgE and antigen, anaphy-
latoxins, C3a, C5a antibody light chains,
bacterial or viral superantigens aggregated
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CRHR-antagonists
inhibit

Activation of synovial
mast cells

Quercetin
inhibits

Release of vasoactive and
proinflammatory mediators

(histamine, hemokinin-1, IL-6,
kinins, NO, TNF, tryptase, VEGF, VIP)

Increased vascular
permeability

Stress

CRH/Ucn or related peptide
secretion from DRG

Tryptase, IL-6

Cartilage destruction,
inflammation, pain

Anaphylatoxins,
peptides, kinins

 hormones,
proteases Allergens, antibody light

chains, superantigens,
TLR triggers,

Inflammatory arthritis

Fig. 3 Schematic representation of the possible role of mast cells in inflammatory arthritis.
DRG = dorsal root ganglia; NO = nitric oxide; VIP = vasoactive intestinal peptide;
VEGF = vascular endothelial growth factor.

IgG cytokines, histamine-releasing factors,
hormones, and neuropeptides can trigger
mast cell secretion (Table 1). The latter in-
clude SP, somatostatin, neurotensin (NT),
parathyroid hormone, and NGF, which is
also released under stress.

Mast cells can also be activated by
endothelin, and blockade of the endothelin
receptor was recently shown to block in
vivo effects attributed to mast cells in
mice. Proteases released from mast cells
or other inflammatory cells can generate
biologically active peptides, like histamine-
releasing peptide (HRP) from plasma

albumin, and HRP is found in synovial
fluids obtained from patients with RA.
Adherent Escherichia coli can activate mast
cells that express Toll-like (Toll) receptors
2, activated by E. coli lipopolysaccharide
(LPS); such receptors are critical in innate
and acquired immunity.

4.2
Mediators

Mast cells synthesize and secrete over
50 biologically potent molecules that
include most of the known cytokines. They
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Tab. 1 Triggers of mast cell activation.

Antigens Hormones
Allergens/IgE
Aggregated IgE
Antibody light chains
Chemokine receptor ligands (CXCR3)
Superantigens (bacterial, viral)
Toll-like receptor (TLR 2, 4, 9) triggers

(LPS, PDG, dd DNA)

Anaphylatoxins
C3a, C5a

Cytokines
IL-1
TNF-α

Drugs
Contrast media
Curare
Morphine

Enzymes
Chymase
PARs
Tryptase

Growth Factors
NGF
SCF

ACTH
CRH
Estradiol
PTH
Urocortin

Peptides
Albumin-derived histamine-releasing

molecules
Bradykinin
CGRP
Endorphins
Endothelin
Histamine-releasing factor
NT
SRIF
SP
VIP

Neurotransmitters
Acetylcholine
Purines

Free Radicals
Oxygen
Hydroxy

Notes: dd: double stranded; LPS: lipopolysaccharides; PDG: peptidoglycan;
TLR: Toll-like receptor.

can, therefore, easily induce vasodilation,
vascular endothelial molecule expression,
and chemoattraction, which is necessary
for the initiation of inflammation.

These vasodilatory, angiogenic, proin-
flammatory, and neurosensitizing media-
tors (Table 2) include histamine, heparin,
kinins, neuropeptides such as vasoac-
tive intestinal peptide (VIP) and pro-
teases, such as chymase and tryptase
(preformed) as well as chemoattractants,
cytokines, growth factors, leukotrienes,
prostaglandins, nitric oxide (NO), SCF,
and VEGF (newly synthesized) (Table 2).

The most abundant mediators are pro-
teases that can cause microvascular leak-
age, activation of PAR receptors and
inflammation, as well as activation of
neuropeptide precursors and direct pro-
teolytic damage to synovium. Mast cells
are also particularly rich in TNF-α and
IL-6 both of which are implicated in
arthritis, as discussed earlier. Mast cells
are also the richest source of CRH
outside the brain and could help prop-
agate local inflammatory processes in
response to chemical, mechanical, or ox-
idative stress.
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Tab. 2 Mast cell mediators and their biologic effects.

Molecules Major actions

Prestored
Enzymes

Arylsulfatases Lipid/proteoglycan hydrolysis
Carboxypeptidase A Peptide processing
Cholinesterase Angiotensin II synthesis
Chymase Kinins synthesis vasodilation, pain
Kinogenases Arachidonic acid generation
Phospholipases Angiotensin I generation
Renin
Tryptase (7 such proteases)

Tissue damage, microvascular leakage, gelatin and
matrix degradation inflammation, pain

Biogenic Amines
Histamine Vasodilation, angiogenesis, mitogenesis, pain
5-HT (serotonin) Vasoconstriction, pain

Peptides
Bradykinin Vasodilation, pain
CRH Vasodilation, inflammation
Endorphins Analgesia
SP Anti-inflammatory (?)
SRIF Inflammation, pain
Ucn Vasodilation, inflammation
VIP Vasodilation

Proteoglycans
Chondroitin sulfate Cartilage synthesis, anti-inflammatory
Heparin Angiogenesis, NGF stabilization
Hyaluronic acid Cell surface recognition

De novo synthesized
LTB4 Leukocyte chemotaxis
LTC4 Vasoconstriction, pain
NO Vasodilation
PAF Platelet activation and serotonin release
PGD2 Vasodilation, pain

Chemokines
IL-8, MCP-1, MCP-3, MCP-4, RANTES Chemoattraction, leukocyte infiltration

Cytokines
IL-1,2,3,4,5,6,9,10,13,16 Inflammation, leukocyte migration, pain
INF-α; MIF; TNF-α Inflammation, leukocyte proliferation/activation

Growth Factors
CSF, GM-CSF, β-FGF, NGF, VEGF Endothelial, immune and neuronal cell growth

4.3
Selective Secretion

One of the reasons mast cells have
remained fairly obscure in inflammatory
arthritis has been the fact that they appear

‘‘intact,’’ giving the impression that they
are quiescent.

Unlike degranulation, where most of the
500 secretory granules, each 1000 nm in
diameter release their contents in an ex-
plosive manner, mast cells can undergo
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Fig. 4 Punctate release of contents of individual secretory granules from purified rat
peritoneal mast cells incubated with calcium containing liposomes. (a) Content of
individual granules (arrow) visualized by ruthenium red staining (with a complementary
filter to show black) using Nomarski optics; (b) individual granules in the process of
exocytosis from a mast cell visualized by ruthenium red staining.
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Fig. 5 Selective vesicular IL-6 release induced
by IL-1 from normal human cultured mast cells.
(a) IL-6 and tryptase release in response to either
IL-1 or anti-IgE (n = 8 ∗p < 0.05); (b) a vesicle

(arrow) budding from a mast cell observed by
cryo-immuno-ultrastructural microscopy
‘‘white’’ areas represent secretory granules.
Scale bar = 70 nm.

secretion of the content of individual gran-
ules (Fig. 4).

Mast cells also have the ability to re-
lease some mediators selectively without
degranulation. This unique phenomenon
has been shown for biogenic amines,
eicosanoids, and IL-6. In fact, IL-1 was
shown to induce selective release of IL-
6 without histamine or tryptase, through
a process that involves small vesicles
(50–70 nm each in diameter) (Fig. 5). Mast
cells in vivo also often have ultrastructural

alterations of their electron dense gran-
ular core indicative of secretion, but
without degranulation, a process termed
activation, or intragranular activation, or
piecemeal degranulation. This appearance
was prominent in brain mast cells of
nonhuman primates with experimental
allergic encephalomyelitis (EAE), and in
human inflammatory conditions such as
inflammatory bowel disease (IBD) or inter-
stitial cystitis (IC) of the urinary bladder.
Moreover, in certain diseases such as
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scleroderma and IC, mast cells appear
totally depleted of their granule content
and they could not be recognized by light
microscopy (phantom mast cells).

Unpublished evidence indicates that
synovial mast cells in RA undergo mostly
selective release of mediators that is not
obvious by routine histopathology.

5
Neurohormonal Stimulation of Mast Cells
and Inflammatory Disorders

Mast cells could also be activated by an-
tidromic nerve stimulation as shown for
trigeminal or cervical ganglion stimulation
that may result in neuropeptide secretion
of reactive fibers when localized close to
mast cells, release of SP from sensory affer-
ents could stimulate mast cell secretion in
vivo. NT also could be released from dorsal
root ganglia (DRG) alone or together with
CRH and further stimulate mast cells.

5.1
Anatomical Observations

Mast cells are located perivascularly in
close proximity to neurons. A functional
association between mast cells and neu-
rons has been reported in 1999, and the
potential pathophysiological role of brain
mast cells has been reviewed by Theo-
harides in 1996.

5.2
Stress and the HPA Axis

Chronic stress affects illness and sup-
presses the immune system. Acute
stress, however, can exacerbate inflam-
matory syndromes. In fact, there is ev-
idence that acute stress can stimulate
the immune system. Stress has been

shown to worsen arthritis and activate
mast cells.

Corticotropin-releasing hormone or
CRH is a 41-amino acid peptide that reg-
ulates the hypothalamic-pituitary adrenal
(HPA) axis and coordinates the stress
response through activation of the sympa-
thetic nervous system. CRH acts through
specific receptors, which include CRHR-
1 and CRHR-2. Both receptor types are
located on brain neurons, but CRHR-2
has also been identified on cerebral arte-
rioles that could be stimulated by CRH
and urocortin (Ucn) directly. CRHR-2 has
been further subdivided to CRHR-2α and
CRHR-2β, which are best activated by Ucn,
a peptide with about 50% structural sim-
ilarity to CRH; Ucn II and Ucn III have
also been identified and are potent CRHR-
2 agonists.

5.3
Proinflammatory Effects of Stress

Both CRH and CRH mRNA have been
demonstrated in rodent spleen and thy-
mus, while human peripheral blood leuko-
cytes and enterochromaffin cells express
mRNA for Ucn. CRH and CRHR mRNA
is expressed in rodent and human skin,
CRH-like immunoreactivity is present in
the dorsal horn of the spinal cord and
in DRG, as well as in sympathetic gan-
glia. We recently showed that acute stress
could increase the skin content of CRH,
most likely from DRG. We also showed
that human mast cells contain both CRH
and Ucn that could be released in response
to immunologic stimulation.

CRH can stimulate leukocytes to pro-
duce β-endorphin, adrenocorticotropic
hormone (ACTH), and α-melanocyte stim-
ulating hormone (α-MSH), as well as
monocytes to secrete interleukin-1 (IL-
1), and lymphocytes to produce IL-2.
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CRH also stimulated lymphocyte prolif-
eration, increased IL-2 receptor expres-
sion on T lymphocytes, was chemotactic
for mononuclear leukocytes and activated
CRHR-1 on spleen cells.

Relevant examples of possible proin-
flammatory actions of CRH include
carrageenan-induced aseptic inflamma-
tion and arthritis, where both CRH and
Ucn have been identified in the joints.
Moreover, inflammatory arthritis shown
to be absent in W/Wv mast cell defi-
cient mice, was blocked by the preferen-
tial CRHR-1 antagonist Antalarmin and
was greatly attenuated in CRH knockout
mice. In fact, mast cells in the joints
of RA patients were reported to express
CRH receptors.

5.4
CRH Effects on Mast Cells

Mast cells are localized close to CRH pos-
itive neurons in the rat median eminence.
CRH administration in humans causes pe-
ripheral vasodilation and flushing reminis-
cent of mast cell activation. Iontophoresis
of CRH increased human skin vasodi-
lation, detected by laser Doppler, which
was dependent on CRHR-1 and mast
cells. Intradermal CRH administration
leads to histamine-dependent swelling; in
rodents, intradermal CRH leads to ac-
tivation of mast cells and Evans blue
extravasation was also induced. Moreover,
CRHR-1 is involved in stress-induced ex-
acerbation of chronic contact dermatitis
in rats.

In addition to CRH stimulating mast
cells, mast cell mediators could influence
CRH release. For instance, human mast
cells synthesize and secrete large amounts
of CRH. Histamine can increase CRH
mRNA expression in the hypothalamus,
and mast cells could stimulate the HPA

axis. This could occur possibly through IL-
6 and IL-1, both of which are released from
mast cells; conversely, CRH stimulates IL-
6 release. Acute stress also increased BBB
permeability in rats and mice only in brain
areas containing mast cells.

CRH Ucn can directly activate mast
cells that express CRHRs; in fact, mast
cells were recently shown to express
five CRHR-1 isoforms that could have
different functions.

6
Therapy

Typical therapy for osteoarthritis in-
volves weight loss, exercise, and use
of nonsteroidal anti-inflammatory drugs
(NSAIDs). In RA, active articular in-
flammation often requires immunosup-
pressant and immune modifying drugs.
Severe RA requires multiple agents that
include steroids, methotrexate, penicil-
lamine, gold salts, and most recently
TNF blockers, such as etanercept or
infliximab. Unfortunately, recent evi-
dence that cyclooxygenase 2 (COX-2) in-
hibitors increase cardiovascular disease
has forced the withdrawal or limited use
of such drugs.

Except for glucocorticoids, there are no
clinically effective mast cell inhibitors.

6.1
Proteoglycans

Glucosamine sulfate presumably acts as
a building block for new cartilage, while
chondroitin sulfate acts as a ‘‘ready-
made’’ component.

D-Glucosamine, N-acetylglucosamine,
glucosamine sulfate, and chondroitin are
commonly used for arthritis. A meta anal-
ysis of clinical trials using glucosamine
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and/or chondroitin originally had indi-
cated potential usefulness in OA. The
validation of WOMAC, a self-administered
health status instrument for OA has helped
with the design of double-blind studies;
similarly the Cedars–Sinai Health Related
Quality of Life Instrument (CSHQ-RA)
can be used for RA research. One of
the first double-blind studies compared
500-mg glucosamine sulfate tid to 400-mg
ibuprofen tid for 4 weeks. From the second
week onwards, the clinical improvement
was the same (∼50%) in both groups,
but 35% of those on ibuprofen reported
adverse effects as compared to 6% on glu-
cosamine. At least two studies have shown
that 1500 mg of glucosamine per day for
3 years can delay progression of OA and
knee space reduction. In another random-
ized, double-blind placebo-controlled trial,
212 patients with OA of the knee were as-
signed either 1500 mg of oral glucosamine
sulfate or a placebo for 3 years. Patients on
active treatment had clinical improvement
of symptoms and no significant joint space
loss, compared to progressive narrowing
of those on placebo. In a subsequent
study, 202 patients with OA of the knee
were randomized to either 1500 mg of glu-
cosamine sulfate or placebo for 3 years;
symptoms on the active group improved
by about 25% and joint space narrowing
(>0.5 mm) occurred in 5% of those on
the active arm as compared to 15% on
the placebo. However, more recent studies
with glucosamine, especially when admin-
istered for shorter duration, have failed
to show consistent benefit. Moreover, use
of 1500 mg of glucosamine per day could
interfere with insulin sensitivity.

The proteoglycan chondroitin sulfate
has also been added to glucosamine, but
there are a number of problems with
such preparations. Very little oral chon-
droitin sulfate is absorbed in powder

form due to its high molecular weight
(150 000–1 000 000 Da) and degree of sul-
fation. In particular, less than 5% of chon-
droitin sulfate is absorbed intact when
administered orally. In another study, after
oral intravenous administration of chon-
droitin sulfate (16 000 Da), the absolute
bioavailability was 13%, but when chon-
droitin sulfate of about double the size
(26 000 Da) was used, less than 4% of the
oral dose administered in rats was intact
chondroitin sulfate in the blood. However,
the smaller size (16 000 Da) has almost no
protective value in laboratory experiments.
Other papers found no oral absorption
of chondroitin sulfate and concluded that
any protective effect in the joints after oral
administration was unfounded.

There are no good studies on the use
of proteoglycans in RA, presumably be-
cause the aim has traditionally been the
synovial inflammatory response. However,
chondroitin sulfate was shown to inhibit
activation of connective tissue mast cells.
There is also some evidence that bacterial
adhesion and invasion depends on sul-
fated surface polysaccharides and use of
chondroitin sulfate as ‘‘decoy’’ may pre-
vent bacteria from adhering to the cell
surface and causing infection. Aloe vera
has been reported to reduce mast cell se-
cretion and mast cell infiltration in an
inflamed synovial pouch model.

6.2
Flavonoids

Few clinically available drugs can effec-
tively inhibit human mast cell activation.
For instance, even though disodium cro-
moglycate (cromolyn) had been known to
inhibit activation of rodent mast cells, it
was unable to inhibit human mast cell
activation. The most well documented ev-
idence published to date on the inhibitory
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Fig. 6 Inhibitory effect of quercetin on normal human mast cell
proinflammatory mediator secretion. Mast cells were sensitized with
human-IgE and was pretreated for 15 min prior to stimulation with
anti-IgE (10 µg mL−1) for 30 min (histamine, n = 6–31; and
tryptase, n = 6–16) and for 6 h (IL-6, IL-8, and TNF-α, n = 4–7) at
37 ◦C. Quercetin significantly inhibited all these mediators when
compared to anti-IgE alone treated mast cells. ∗ = p < 0.05.

action of mast cells has focused on the nat-
urally occurring flavonoids. For instance,
quercetin can inhibit not only the pre-
stored mediators histamine and tryptase
from normal human mast cells but also
the synthesis of the cytokines IL-6, IL-8,
and TNF-α (Fig. 6).

Some flavonoids like morin have weak
inhibitory activity, even though it differs
from quercetin on the addition of one
hydroxyl group in the β-phenolic ring.

6.3
Synergistic Effects

However, chondroitin sulfate appears to
block mast cell activation and histamine
release; quercetin blocks mast cell secre-
tion and particularly cytokine secretion.
The two molecules together could have
synergistic actions. Patients do not have
an allergic reaction to glucosamine sulfate
or chondroitin sulfate if they are aller-
gic to sulfonamide antibiotics. Rutin, the

glycoside form of quercetin, also has an-
tiarthritis properties.

The possibility is rather unlikely, be-
cause there was absence of cross-reactivity
between sulfonamide antibiotics and sul-
fonamide nonantibiotics.

7
Perspectives

Evidence dating back over 20 years that
mast cells may participate in inflammation
through selective release of proinflamma-
tory molecules had been ignored until
recently (see Figure 7). It now appears that
mast cells are critical for the initiation of
inflammation, especially in arthritis. Un-
fortunately, the triggers of synovial mast
cell activation are not known and there are
no clinically available mast cell inhibitors.

A combination of proteoglycans and se-
lect flavonoids, such as quercetin (e.g.
ArthroSoft) together with low dose
buffered salicylates, (e.g. Trilisate) may
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Fig. 7 Diagrammatic representation of synovial mast cells interaction with other cells in the
initiation of synovial inflammation and arthritis.

be the best initial approach for RA.
The additional benefit of quercetin is its
unique ability to inhibit secretion of many
proinflammatory molecules, especially IL-
6 that has been increasingly implicated
in juvenile RA. Such molecules could be
combined with CRH receptor antagonists
when they become clinically available.
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Aminooxy Peptides
Analogs of β-, γ - or δ-peptides in which the β-, γ - or δ-carbon is replaced by an oxygen
atom.

Oligocarbamate
A compound containing repeating O−CO−NH units separated by two carbon atoms,
one of which may bear a side chain.

Oligourea
A compound containing repeating NH−CO−NH units separated by two carbon atoms,
one of which may bear a side chain.

β-,γ -, δ-, ε-Peptides
Peptide mimetics based on β-, γ -, δ- or ε-amino acids.

Peptide Mimetics (or Peptidomimetics)
Compounds imitating the structure of bioactive peptides, preserving overall
conformational features and retaining some of the chemical groups that interact with
biological targets, but incorporating nonamino acid units.

Peptoids
Peptide mimetics in which the amino acid side chains are shifted to the amide
nitrogen atoms.

� Very many peptides have the potential of being used as drugs. Nevertheless, they
usually suffer from serious limitations stemming from their metabolic lability and
unfavorable pharmacokinetics. A promising approach to circumvent these problems
is the use of conformationally similar molecules, able to interact with the same
biological targets, but less susceptible to metabolic degradation and with better
absorption and distribution properties. This may be achieved through the synthesis
of peptide mimetics where some or all of the amino acid residues have been
replaced by different chemical moieties. This article gives a brief overview of peptide
mimetic structures on which medicinal chemists have focused in the last few years,
together with the chemical approaches used for their synthesis and of the amino
acid replacements that serve as their building blocks. These methods range from
classical organic synthetic methods to quite sophisticated catalytic and solid-phase
protocols.

In many cases, the target compounds have been tested in biological systems with
varying degrees of success. These results should not be construed as an indication
of unreliability of the peptidomimetic approach, but rather as a reflection of the
limited sample examined to date. Because of the solid foundations on which this
therapeutic strategy is based, we think that a growing number of peptide mimetics
are likely to enter the clinic in the coming years.
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1
Introduction

The large number of endogenous pep-
tides that act as cytokines, hormones,
or neurotransmitters, in the regulation
of neural function and blood pressure,
and in inflammation, continues to in-
crease. Not only are primary gene products
important, but in many cases their break-
down also affords smaller peptides with
increased potency or with qualitatively
different properties. Nevertheless, the de-
velopment of clinical therapies based on
endogenous peptides has been rather in-
tuitive and not actually realized because of
pharmacokinetic as well as pharmacody-
namic issues, which seem to be difficult to
solve properly. In order to overcome these
drawbacks, the discovery by screening,
the design, synthesis, and pharmacologi-
cal testing of nonpeptide ligands of peptide
receptors – either as agonists or antag-
onists – has become a very active field,
particularly during the last decade.

Peptide mimics, peptide mimetics, or
peptidomimetics may be defined as com-
pounds that can substitute for peptides
in their interactions with receptors or
enzymes. Early examples such as mor-
phine – a mimic of opioid peptides – did
not result from any awareness of their
mechanism of action. More recently,
screening efforts have led to ‘‘hits’’ such
as the natural, moderately potent chole-
cystokinin receptor antagonist asperlicin,
described by Chang et al. in 1985, which
has been modified to afford a plethora of
synthetic analogs based on either the 1,4-
benzodiazepine or the quinazolidinone
moieties, reviewed by Herranz in 2003,
in both of which series peptide analog
portions may be discerned.

The design, synthesis, and evaluation
of peptide mimics dates back at least

to the late 1960s, but the vast major-
ity of papers in the field are less than
20 years old, and the number of pub-
lications in the last decade is close to
three-quarters of the total. The subject of
peptide mimics can be divided into three
major areas: modifications of the amino
acid side chains, modifications of the pep-
tide backbone, and dipeptide mimics with
constrained conformations. The first as-
pect has been addressed by Williams in
the previous edition of this encyclopedia
(1996), and will not be considered here.
Isosteric replacements of the peptide bond
(CONH) by groups such as thioamido
(CSNH), ester (COO), ketomethylene
(COCH2), methyleneoxy-, methylenethio-,
or methyleneamino (CH2O, CH2S, CH2

NH), retro-amido (NHCO), or trans C=C
double bonds (CH=CH, CF=CH) were re-
viewed by Goodman and Ro in 1995 in a
chapter of Burger’s Medicinal Chemistry
that is more concerned with conformation-
ally constrained dipeptide mimics. These
are a newer development that relies heavily
on a firm understanding of protein con-
formation, which has been reviewed by
Hruby and Balse in 2000. Another review
volume is that of Abell in 1999. An ex-
tensive, five-volume treatise on the subject
of peptide and peptidomimetic synthesis
was published by Goodman et al. in 2002,
and again, as a ‘‘workbench edition,’’ in
2004. We will consequently concentrate
on advances made in the last few years.

The synthesis of these compounds re-
lies in part on classical peptide chemistry,
but almost always incorporating specific
modifications to accommodate the differ-
ent building blocks required. An important
general methodology for the construction
of peptoids, for example, is the approach
of Zuckermann, described below, which
continues to be used in most cases.
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2
Azapeptides

Azapeptides are peptide mimics in which
one or more backbone α-carbon atoms
have been replaced by nitrogen. From
the structural standpoint, this means
introducing one or more urea moieties in
the peptide chain. Occasional syntheses of
monoazapeptides have been described at
least for the last 40 years and were reviewed
as far back as 1970. However, this type of
peptide mimic was not included in the
Goodman and Ro chapter published in
1995, although it has been reviewed in
2002 by Zega and Urleb, so we will discuss
them in some detail.

Azapeptide synthesis has generally been
achieved by a combination of hydrazine
chemistry and peptide chemistry. For
example, the reaction of a 1-alkyl-2-Boc-
protected hydrazine or an unprotected
monoalkylhydrazine with a carboxylic
acid ester α-isocyanate affords an N-
protected or unprotected monoazadipep-
tide derivative (Scheme 1). Even in unpro-
tected monoalkylhydrazines, reaction at
thesubstituted nitrogen atom is favored.
If deprotected, the resulting semicar-
bazide can be coupled to the carboxyl

group of an N-protected amino acid
or peptide using, for example, con-
ventional dicyclohexylcarbodiimide (DCC)
coupling, to provide the elongated product
(Scheme 2).

A stepwise example of this, requir-
ing purification at each step, but which
resulted in potent, selective cysteine
protease inhibitors, is that of Wiecz-
erzak et al. in 2002. In this case, pep-
tides were prepared in solution and
then an azaglycine residue was ap-
pended to the free amino group by
coupling t-butyl carbazate (Boc-hydrazine)
and an amino acid or peptide es-
ter or amide with carbonyldiimidazole,
where the key reaction is shown in
Scheme 3. Although experimental details
are lacking, the Boc-azapeptide could
presumably be deprotected and cou-
pled to a Boc-protected amino acid or
peptide using conventional methodol-
ogy (the use of 2-(1-benzotriazol-1-yl)-
1,1,3,3-tetramethyluronium tetrafluorobo-
rate – TBTU – or DCC, and 1-hydroxyben-
zotriazole – HOBt – are mentioned).

The synthesis of a series of Boc-protected
alkylhydrazines was described by Dutta
and Morley in 1975, and still constitutes
a generally useful approach. This is
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done by preparing the Boc-hydrazides of
suitable aldehydes or ketones and then
reducing them by catalytic hydrogenation
(Scheme 4).

In 2001, Hart and Beeson in a newer
example of compounds introduced im-
portant modifications allowing the use of
solid-phase Fmoc methodology on Rink
amide resin (Scheme 5).

A large series of compounds of this
class, based on the sequence of the
antigenic hen ovalbumin pentadecapep-
tide Gln-Ala-Val-His-Ala-Ala-His-Ala-Glu-
Ile-Asn-Glu-Ala-Gly-Arg by replacing one
amino acid at a time by azaglycine, aza-
alanine, or azaglutamic acid, bound de-
tectably to the major histocompatibility

complex. Some of them, for example, Gln-
Ala-Val-His-Ala-Ala-His-Ala-Glu-Ile-Glya-
Glu-Ala-Gly-Arg (where the superscripta

indicates an azaamino acid), were as po-
tent as activators of T cells as the native
peptide.

The azaalanine monomer was built start-
ing from methylhydrazine (Scheme 6).
Synthesis of the azaglutamic acid started
from tert-butyl acrylate (Scheme 7).

A recent patent describes an apparently
general method for the preparation of aza-
peptides or azatides that, like Hart and
Beeson’s procedure in 2001 but unlike
earlier methods, is amenable in theory to
automated synthesis by modification of ex-
isting protocols. An important advantage
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of this over earlier methods is that it uses
the same basic reaction sequence as the
Merrifield synthetic strategy. This involves
the reaction of an azaamino acid build-
ing block, protected with a group such
as p-nitrobenzyl, with a carbonyl-releasing
agent such as phosgene in the presence
of base to afford a protected, activated car-
bonyl azaamino acid. This crude product is

subsequently allowed to react with a resin-
bound amino acid, peptide, or amino acid
or peptide azaanalog (Scheme 8). Subse-
quent cleavage of the protecting group, for
example, with SnCl2, releases the freshly
synthesized, resin-bound azapeptide. This
methodology requires the synthesis of aza-
amino acid building blocks, which can usu-
ally be achieved in three steps by reaction
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Fig. 1 Two azapeptide analogs of Ac-Leu-Pro-Phe-Phe-AspNH2.

of t-butyl carbazate with p-nitrobenzyl
chloroformate, selective removal of the t-
butyloxycarbonyl group, and alkylation of
the primary amino group (Scheme 9).

A slightly different challenge is posed
by the azaproline moiety, which was
synthesized according to the sequence
shown in Scheme 10. In this particular
case, the t-butyloxycarbonyl derivative was
used directly in the chlorocarbonylation
and coupling steps. This methodology
was used to synthesize azapeptides such
as Ac-Leu-Pro-Phea-Phe-AspNH2 and Ac-
Leu-Proa-Phe-Phe-AspNH2 (Fig. 1).

3
β-, γ -, δ-, ε-, and Related Peptides

β-,γ -, δ- and ε-peptides are oligomers of β-,
γ -, δ- or ε-amino acids (Fig. 2). Depending

upon their backbone substitution, they
may be classified as β2-, β2,2-, β3-, and
so on (depicted are only β2-, γ 2-, δ2-
and ε2- peptides). Although sugar amino
acids are not covered in this chapter, they
may also be viewed as building blocks
for conformationally restricted β-, γ -, δ-,
and ε-peptides, for example, Fig. 3. These
compounds have been reviewed as recently
as 2002 by Gruner et al.

Another recent review, concentrating on
the structure of β-peptides, but also briefly
reviewing their biological properties, is
that of Cheng et al. in 2001. Another
review by Lelais and Seebach in 2004
with an update of the subject almost to
the present day would render any other
attempt repetitious at this time.

On several occasions, γ -peptides have
been reported to adopt hydrogen bond–
stabilized helical conformations, but in
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oligomers of γ -amino acid residues, a
sheet secondary structure is preferred.
Nowick and Brower in 2003 and Zhao
et al. in 2004 have constructed bulky Nα-
acylornithine-derived δ-peptides that adopt
well-defined folded conformations, unlike
earlier, presumably more flexible exam-
ples. The synthesis of these compounds
usually adheres to standard peptide syn-
thetic methodology.

4
Aminooxy Peptides

α-,β- and γ -aminooxypeptides are analogs
of β-, γ - or δ-peptides in which the β-,
γ - or δ-carbon is replaced by an oxygen
atom (Fig. 4). The unusual conformational
properties of peptides containing a sin-
gle α-aminooxy acid residue were first
predicted and observed by Yang et al. in

1996. A recent important development in
this field was the first solid-phase syn-
thesis of oligomeric α-aminooxy peptides.
This was based on the stepwise exten-
sion of a resin-bound α-phthalimidoxy
acid (Scheme 11). The same group has
introduced 2-oxanipecotic acid as a cyclic
α-aminooxy acid for conformational stud-
ies, for example, Fig. 5. The synthesis of
phthaloyl δ-aminooxy acids, the building
blocks of chiral δ-aminooxy peptides, has
been reviewed and improved upon by Shin
et al. in 2000.

Chiral β3-aminooxy peptides are a re-
cent development. They have been ob-
tained in a straightforward manner by
coupling of phthalimidoxy acids with the
free amino groups of their partners, under
similar conditions to those used previ-
ously by the same authors. The chiral
β3-aminooxy amino acid building blocks
were synthesized from chiral α-aminooxy
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Fig. 5 A 2-oxanipecotic acid
dimer moiety.

O
N

N

O

t-BuO O HN O

O

H
N

O
N

O

R1
O

O

H2N
O

H
N

O

R1

O

O
N

Rn
O

O

n

Scheme 11

PgNH
O

O
R

O
CO2Et

PgNH
O

R

O
N2

PgNH
O

R

NHR′

O

O

PgN

O

R

Scheme 12

Fig. 6 A γ 4-
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acids by Arndt-Eistert homologation (Pg =
protecting group) (Scheme 12) or, prefer-
ably, by enantioselective reduction of β-
keto esters using either baker’s yeast
or chiral Ru(II) complexes, followed
by reduction of the ester group and
amination of the secondary alcohol
(Scheme 13).

γ 4-Aminooxy peptides have also been
synthesized very recently and have been
shown to adopt unique helical con-
formations, different from those of
homochiral oligomers of α- and β-
aminooxy acids (Fig. 6). Experimental de-
tails of their syntheses have not yet been
published.
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5
Oligocarbamate and Oligourea
Peptidomimetics

Oligocarbamate peptide mimetics were
first synthesized as a library by Cho et al. in
1993, using methodology described for the
preparation of peptide libraries. Their gen-
eral structure may be depicted as shown in
Fig. 7. The first successful attempts to pre-
pare oligourea peptidomimetics (Fig. 8)
using solid-phase technology were pub-
lished in detail by Burgess et al. in 1997
and Kim et al. in 1996. The carbamate or
urea amino acid analogs are generally rep-
resented by the usual three- or one-letter
amino acid notations with the superscripts
c or u, respectively.

The earlier methods were based on
phthalimido-protected isocyanates and
azido 4-nitrophenyl carbamates as building

blocks, which diverge considerably from
the standard methodologies using, for
example, Fmoc-protected amino acids
or amino acid analogs, such as de-
scribed by Chan and White in 2000.
More recent detailed protocols for the
solid-phase synthesis of oligourea pep-
tidomimetics and their building blocks
using Fmoc protection under condi-
tions mimicking those used in auto-
mated peptide synthesis are given in
Boeijen et al. (2001). The general pro-
cedure is based on the extension of a
Rink amide resin-linked starter by succes-
sive addition of Fmoc and p-nitrophenyl-
protected urea monomers with inter-
mediate capping and deprotection steps
(Scheme 14). Most of the monomers
were synthesized from Fmoc-protected
amino acids by successive conversion
to the corresponding alcohols, azides,
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H
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O N
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O R2
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O NH2

O
Fig. 7 An oligocarbamate
peptide mimetic.
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Fig. 8 An oligourea peptide
mimetic.
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and amines, which were finally deriva-
tized to the p-nitrophenyl carbamates
(Scheme 15). The Fmoc-protected glycine
urea monomer, however, was prepared
from Boc-ethylenediamine. This method-
ology was used to synthesize Ac-Glyu-
Glyu-Pheu-Leuu-NH2 and a couple of neu-
rotensin analogs.

6
Peptoids

Peptoids are N-alkylglycine oligomers, that
is, peptide mimetics in which side chains
are bound to the amide nitrogen atom
rather than to the α-carbon atom (Fig. 9).
Peptoid synthesis based on commercially
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Fig. 10 A resin-bound peptoid
residue.

available primary amines is eminently
amenable to the preparation of very large
libraries using combinatorial approaches.
Earlier work in this direction, pioneered by
Zuckermann’s group has been reviewed
by Figliozzi et al. in 1996. A limitation of
such processes has been the long reaction
time (of up to several hours) required for
the coupling of each residue. However,
it has been shown in 2002, by Olivos
et al. that the solid-phase synthesis of
peptoids can be successfully accelerated
under microwave irradiation, achieving
reaction times of less than one minute. The
basic strategy is the approach described
by Simon et al. in 1992), which uses
standard solid-phase synthesis techniques.
The monomers are prepared by different

methods from appropriate primary amines
(Scheme 16).

Shankaramma et al. in 2003 synthesized
tetradecapeptide-peptoid macrocycles con-
taining a single N-substituted glycine
residue, allowing a β-hairpin conforma-
tion induced by two successive proline
residues to be maintained, stabilized here
by the array of intramolecular hydrogen
bonds between carbonyl and NH groups.
The synthesis of the linear precursor
was carried out on 2-chlorotrityl chloride-
polystyrene resin using Fmoc chemistry,
initially binding bromoacetic acid to the
resin and then replacing the bromine with
a 4-Boc-aminobutylamino group to create
the single peptoid residue as a starting
point (Fig. 10). This precursor was then
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released from the resin, cyclized and de-
protected to afford the final product.

7
Variations on the Peptoid Theme

Several new variations on the peptoid
theme have been synthesized. One of
the earliest is the ureapeptoid structure
built by Kruijtzer et al. in 1997 and by
Wilson and Nowick in 1998 (Fig. 11).
Ureapeptoids can be prepared from
Boc-protected N-1-substituted ethylene-
diamines, by conversion to the corre-
sponding isocyanates and condensation
of the latter with sarcosine methyl ester
(Scheme 17). Subsequent removal of the

Boc protective group and condensation
with an appropriate p-nitrophenyl carba-
mate allowed extension of the chain to a
ureapeptoid trimer.

A more efficient method starts from
Boc-ethylenediamine or oligomers con-
taining this moiety, by chain exten-
sion with N-(2-nitrobenzenesulfonyl)-2-
imidazolidinone containing the Ns pro-
tective group of Fukuyama et al., 1995
followed by N-alkylation and deprotection
(Scheme 18).

Retropeptoids, for example, Fig. 12, are
peptidomimetics in which the substituted
nitrogen atom of the peptoid N-substituted
glycine is moved up one position to re-
place the α-carbon atom as described

Fig. 11 A ureapeptoid moiety.
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by Kruijtzer et al. in 1998. β-Peptoids
(Fig. 13) are N-substituted oligomers of
β-aminopropionic acid. This type of
oligomer had been prepared previously by
coupling of N-substituted β-amino acids as
explained by Seebach et al. in 1996 using
standard peptide methodology, and shown
to be stable toward pepsin. The Seebach
approach suffers from the limitation that
it requires a collection of β-amino acid
monomers as building blocks. Hamper
et al. in 1998 devised a solid-phase strategy,
based on the Michael addition of primary
amines to an acrylic acid residue bound
to Wang resin by treatment with acry-
loyl chloride (Scheme 19). Successive cou-
plings with acryloyl chloride followed by
the addition of primary amines and finally
cleavage from the resin led to the synthesis

of several di-β-peptoids, as well as trimeric
N-benzyl-β-aminopropionic acid, the latter
in 67% overall yield.

Poly-β-peptoids are oligomers of a sin-
gle N-substituted β-aminopropionic acid
residue. Approaches to these structures by
copolymerization of CO and imines were
explored initially by Kacker et al. in 1998
and by Dghaym et al. also in 1998, and
have been developed into a successful cat-
alytic method by the group of Jia in 2002
and Darensbourg in 2004. This involves
the alternating copolymerization of carbon
monoxide and an N-alkylaziridine using a
cobalt carbonyl catalyst (Scheme 20).

Hydrazinoazapeptoids are based on the
hydrazinopeptide concept (Fig. 14). The
synthesis of hydrazinoazapeptoids (as hy-
brids with a hydrazinopeptide moiety)
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has been carried out in solution, using
the submonomer approach, which implies
alkylation of one of the nitrogen atoms
of a monosubstituted alkyl or arylalkyl-
hydrazine with a bromoacetyl residue on
the growing oligomer, requiring the use
of protected hydrazine derivatives to in-
sure alkylation at the desired position
(Scheme 21).

Aza-β3-peptides are oligomers of Nα-
substituted hydrazinoacetic acid, and may
also be regarded as aza analogs of β3-
amino acids (Scheme 22). The monomers

can be synthesized as Nβ -Boc-protected
benzyl or methyl esters, and monomers,
dimers, and oligomers all coupled very ef-
ficiently under DCC/DMAP (dicyclohexyl-
carbodiimide/dimethylaminopyridine) ac-
tivation, followed by deprotection and
elongation steps as required (Scheme 23).

Aminooxypeptoids, based on the
aminooxypeptide concept, can be envi-
sioned as N-alkyl- or arylalkylhydroxy-
lamine derivatives (Fig. 15). The synthesis
of aminooxypeptoids has also been accom-
plished using the submonomer approach
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(Ns represents o-nitrobenzenesulfonyl),
but unacceptably low yields were obtained
(Scheme 24). Stepwise assembly of the
N-alkylated monomers in either the N to C
or the C to N direction proved to be more
satisfactory, although yields were still low
when bulky side chains were present at
the terminal positions of the deprotected
monomers.

8
Proline Substitutes

The cyclic structure of proline and the
similar stabilities of cis- and trans-peptide
bonds involving its secondary amine nitro-
gen, separated by a relatively low potential
energy barrier, are features that explain the
unique roles of this amino acid. As similar
properties are found in other Nα−Cα-
cyclized amino acids, a number of proline
mimics with different ring sizes have been
synthesized and incorporated into pep-
tides. These modifications are discussed
in the Goodman and Ro review (1995),
as well as others in which an additional
heteroatom and/or a conformationally sta-
bilizing feature such as a double bond, a
bicyclic system, or a gem-dimethyl substi-
tution is included in the proline ring. A
number of proline substitutes have been
biologically characterized (see Sect. 9).

9
Biological Activity and Therapeutic Hints

Although theoretically considered as
promising fields to develop innovative

therapies for a number of relevant human
diseases, the biological characterization of
most of the peptide mimetics described
here has not been the subject of too
much research, as compared with the
abundant literature regarding synthetic
aspects. Regarding endogenous peptides,
these were used rather intuitively.
Some classical examples are insulin,
human growth hormone, interferons,
or erythropoietin. Peptidase inhibition,
as illustrated by angiotensin-converting
enzyme (ACE) inhibitors, also offers
enormous therapeutic opportunities, and
the many successful ACE inhibitors
currently available may be viewed broadly
as mimics of the peptide substrate.
Moreover, peptide processing is a crucial
step in viral replication, and protease
inhibition has become a fundamental
aspect of HIV antiretroviral therapy.
Increasing knowledge of the roles of
peptidases is continually suggesting novel
approaches to the treatment of disease.
Therefore, the design and synthesis of
substrate or transition state analogs to
inhibit these enzymes is another fertile
field of research.

While these molecules have found some
clinical use, the drug potential of many
others remains unrealized. One reason for
this is that peptides are not bioavailable
orally, their transport through biological
membranes is usually unsatisfactory, and
they are rapidly metabolized. Another is
that the inherent conformational flexibility
of peptides signifies an entropic penalty for
them to be able to adopt appropriate con-
formations to interact with their targets.
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Azapeptides such as Ac-Leu-Pro-Phea-
Phe-AspNH2 and Ac-Leu-Proa-Phe-Phe-
AspNH2 are effective, proteolytically stable
inhibitors of the cytotoxicity of β-amyloid
peptide, and are therefore of interest as
β-sheet breaking compounds of poten-
tial utility in the treatment of diseases
such as Alzheimer’s, chronic progressive
traumatic encephalopathy, and vascular
dementia with amyloid angiopathy.

Pure or all-azaaminoacid oligomers or
‘‘azatides’’ are azapeptides in which all
the α-carbon atoms have been replaced by
nitrogen. Although early attempts to syn-
thesize this kind of analog date back as far
as the history of (mono)azapeptides, the
first successful azatide synthesis appears
to be a report by Gante et al. in 1995 on
the preparation of an analog of a peptidic
renin inhibitor, which, however, does not
seem to have been tested. A year later,
Han and Janda described the develop-
ment of general solution-phase procedures
for the coupling of Boc-protected aza-
amino acid monomers and the synthesis
of these building blocks. This methodol-
ogy was exemplified by synthesizing the
azatide mimic of Leu-enkephalin. Unfor-
tunately, this product did not compete
with Leu-enkephalin for an antibody raised
against β-endorphin, the only assay car-
ried out as a test of biological activity.
This disappointing result, together with
the subsequent discovery that newer aza-
peptide analogs of the original compound,
but with one or more natural amino acid
residues, also lacked this activity, may ex-
plain why this avenue of research does

not seem to have been followed more
extensively.

On the basis of the sequence of the
RNA-binding domain of HIV-1 Tat pro-
tein, 48Gly-Arg-Lys-Lys-Arg-Arg-Gln-Arg-
Arg-Arg57, Tamilarasu et al. in 2001 syn-
thesized an oligocarbamate (Phe-Glyc-
Argc-Lysc-Lysc-Argc-Argc-Glnc-Argc-Argc-
Argc) and an oligourea (Glyu-Argu-Lysu-
Lysu-Argu-Argu-Glnu-Argu-Argu-Argu-
Tyr) analog, which inhibited transcrip-
tional activation by Tat protein in human
cells with IC50 values of 1 and 0.5 µM,
respectively.

The pharmacological activity of pep-
toids designed as analogs of peptides with
recognized bioactivity has often been dis-
appointing. Nevertheless, some peptoid
structures lacking any obvious fit to a tar-
get exhibit interesting activities. Thus, a
combinatorial library of peptoid trimers
yielded several new compounds (with a
large, lipophilic, nonpeptidomimetic, also
antibacterial dehydroabietylamine moiety
and unnatural amino acid–like residues)
exhibiting activity against both gram-
negative and gram-positive bacteria, in-
cluding some resistant strains to all known
antibiotics. The MIC (minimal inhibitory
concentration) values were as low as 5 µM
in some cases. One of the analogs fully pro-
tected Staphylococcus aureus-infected mice
at 10 and 30 mg kg−1 (Fig. 16).

It should be pointed out that dehydroa-
bietylamine itself is no more than an order
of magnitude less potent in vitro than the
most effective peptoid hybrid of this series.
Nevertheless, it is inactive in the infection

Fig. 16 A dehydroabietyl-
aminopeptoid.
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model, suggesting that the pharmacoki-
netics for some peptoids is more favorable.
The authors suggest that, because of their
broad spectrum of antibacterial activity,
their lack of structural specificity, and
β-galactosidase and propidium iodide leak-
age, these substances act on the bacterial
cell membrane. Although the more thor-
oughly studied compound depicted above
had some hemolytic activity, this appeared
at concentrations greater than the MIC
for staphylococci. The screen that led to
these compounds showed that dehydroa-
bietylamine, at any of the three positions,
although preferably at the N-terminal loca-
tion, was a frequent (but neither necessary
nor sufficient) component of the active
analogs. The extension of the antibacte-
rial spectrum to gram-positive organisms
seems to be related to the presence of
a basic residue (such as the aminoethyl
group mentioned earlier) at the intermedi-
ate position.

Quite recently, a conjugate of ethylene-
diaminetetraacetic acid (EDTA) with two
5-aminosalicylic acid (5-ASA) methyl es-
ter moieties (EBAME), was described
(Fig. 17). This compound can be viewed as
a peptoid in which two glycine conjugates

are joined through their α-amino acid
nitrogen atoms, combining the anti-
inflammatory activities of 5-ASA, with the
redox-active metal chelating activity of acid
(EDTA), suppressing the gastric irritation
mediated by 5-ASA, removing potentially
harmful transition metal ions and mim-
icking superoxide dismutase (SOD) when
complexed with Cu2+ ions. EBAME was
shown to bind to Cu2+ in a 1 : 1 ratio, but
the superoxide-destroying activity of this
complex was rather low. With Mn2+, how-
ever, a very satisfactory SOD-like activity
was demonstrated. The authors claim that
EBAME has potential as a dual-function
anti-inflammatory agent with reduced gas-
tric irritant potential.

A couple of macrocyclic peptide–peptoid
hybrids, mentioned in Sect. 6, has also
quite recently been shown to have
antibiotic activity against gram-positive
and – negative bacteria, with low hemolytic
activity against erythrocytes, one of the ma-
jor drawbacks of earlier members of this
class (Fig. 18). The replacement of an argi-
nine group N-substituted glycine residue
present in a previously synthesized purely
peptidic prototype by an N-4-aminobutyl-
substituted glycine residue led to a slightly
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Fig. 17
Ethylenediaminetetraaceptic
acid bis-(5-aminosalicylic acid
methyl ester) (EBAME).
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improved antibiotic potency (MIC between
4 and 64 µg mL−1) and reduced hemolytic
activity (0.5% at 100 µg mL−1), while pre-
serving the β-hairpin conformation be-
lieved to be important for this biological
activity.

When α-chiral, bulky side chains are
repeated along a peptoid backbone, sta-
ble helical structures arise in spite of the
lack of potentially hydrogen-bonding NH
groups. The same structural concept has
been applied to the design and synthesis of

a mimic of lung surfactant protein C, con-
taining 22 N-substituted glycine residues.
This product successfully reproduces sev-
eral desirable characteristics such as the
ability to adsorb rapidly to an air–water
interface, to reduce and control surface
tension and to respread quickly upon sur-
face expansion (Fig. 19).

Several helical, cationic, amphipathic
peptoids designed as mimics of the
natural magainins have also shown
antibacterial activity, for example, Fig. 20.
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Fig. 19 A peptoid mimic of lung surfactant protein C.
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mimic.

These oligomers were prepared from
peptoid polyamines, synthesized sequen-
tially on Rink amide resin, which were
then guanidinylated using pyrazole 1-
carboxamidine (Scheme 25).

The retropeptide Leu-enkephalin amide
mimic depicted earlier (Fig. 12) appears
not to have been subjected to biological
testing. The more complex substance P
peptoid and retropeptoid analogs, how-
ever, are reported to be in vitro ago-
nists in the above-mentioned article, al-
though this observation does not seem
to have been followed up by a more
thorough pharmacological study. Rather

surprisingly, the high resistance of the
peptoid analog to degradation by pepsin is
mentioned as evidence that the retropep-
toid is similarly stable.

Some hydrazinoazapeptoids designed
as possible proteasome inhibitors, based
on the Ac-Leu-Leu-Norleucinal template,
exhibit antiproliferative activity in L1210
cells, for example, Fig. 21, but their
potency is weak compared to that of the
structurally unrelated, proven proteasome
inhibitor bortemozib.

A recent successful example is the syn-
thesis of a potent (Ki = 1.5 nM), specific
human proline endopeptidase inhibitor
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that was viewed as a probe of the pos-
sible role of this enzyme in the produc-
tion of β-amyloid peptide, a hallmark of
Alzheimer’s disease (Fig. 22).

A newer development is the replacement
of a proline residue by a cyclopent-2-
ene-1,2-dicarboxylic acid moiety. Applying
this concept, these authors synthesized
and evaluated a series of thrombin in-
hibitors related to inogatran and melaga-
tran (in which the pyrrolidine ring of a
proline residue is replaced by a piperi-
dine or an azetidine ring, respectively),
some of them with submicromolar IC50

values, which, however, are still some-
what unsatisfactory when compared with
the 22.4 and 4.7 nM IC50 values of the
reference compounds. Their most po-
tent example (IC50 = 0.87 µM) is shown
in Fig. 23. For the sake of compari-
son, the analog lacking the N-ethoxy
group has IC50 = 1.51 µM. Although the
(2R)-cyclopent-2-ene-1,2-dicarboxylic acid
moiety generally afforded more potent

compounds, its replacement by trans-
(1S,2S)-cyclopentane-1,2-dicarboxylic acid
in the latter example results in slightly
enhanced activity (IC50 = 1.32 µM). This
structural modification has been incor-
porated much more successfully into
inhibitors of prolyl oligopeptidase, a
serine peptidase that preferentially cat-
alyzes the hydrolysis of peptide bonds
at the carboxyl side of proline residues.
Thus, the following analog has a 0.3 nM
IC50, while the corresponding value for
the reference compound with a proline
residue in the central position is 0.2 nM
(Fig. 24).

Recents efforts in this direction are
those of Han et al. in 1999, Avenoza
et al. in 2002, and Jenkins et al. in
2004. The former authors used 7-
azabicyclo[2.2.1]heptane-1-carboxylic acid
as a proline replacement in a boroarginine
thrombin inhibitor, and as an inducer of a
β-turn in the dipeptides Ser-Pro and Pro-
Ser for conformational studies (Fig. 25).
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This substance, synthesized from 7-Boc-1-
carboxy-7-azabicyclo[2.2.1]heptane t-butyl
ester, inhibited thrombin with Ki =
2.9 nM, which compares reasonably well
with the parent proline compound (Ki =
0.10 nM) suggesting that this replacement
mimics the active conformation in Han
et al. in 1999.

The more recent paper analyzed the
implications of this replacement, with
electronegative (HO or F) substituents at
C-4, for the conformation of collagen.
Jenkins et al. in 2004 concluded that
the bridge abolishes the effect of the
electronegative substituents on the proline
ring on the trans/cis ratio of the peptide
bonds, previously observed by the same
group with unbridged, electronegatively
substituted proline residues.

The unique features of peptide-inspired
derivatives pose many synthetic challenges
that must still be met. Certain structural
aspects, such as the tendency of different
peptidomimetic scaffolds to adopt stable
conformations in solution, are currently
a very active field of research that is also
a stimulus for the development of novel

synthetic methodologies. In view of the
extremely varied therapeutic potential of
peptide mimetics, the development of reli-
able therapies based on these compounds
will require further expansion of the broad
spectrum of synthetic methods available
in order to overcome the current practical
limitations of these very versatile moieties,
without altering their essential chemical
nature. This frontier in the field of peptide
mimetics will foreseeably be a major area
of research in the coming years.
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Amino Acids
The building blocks of peptides (as well as polypeptides and proteins) are amino acids.
Chemically, an amino acid consists of a central carbon (termed α-carbon or C-α) to
which are attached an amino (NH2) group, a carboxyl (CO2H) group, a side chain
(generically referred to as an R group), and a hydrogen (H) atom. Amino acids differ in
terms of their R group, and the three-dimensional chemical structure (or
configuration) of amino acids also may be differentiated at the central α-carbon, except
where R is hydrogen. With the exception of glycine, the configuration of the 20
naturally occurring amino acids is designated as L (unless specified otherwise).
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First and Second Messengers
Peptide hormones are considered to be first messengers because they initiate a
cellular/tissue response by interacting with cell surface receptors (ligand-specific
binding molecules). Peptide (exemplifying a class of ligand) binding then leads to an
amplified cascade of signal transduction events that increase or decrease production of
specific intracellular (second) messengers. Second messengers include cyclic
3′,5′-adenosine monophosphate (cAMP), cyclic 3′,5′-guanosine monophosphate
(cGMP), diacylglycerol (DAG), inositol triphosphate (IP3), and calcium ion (Ca2+).
Receptor-coupled effector enzymes or transport proteins (e.g. adenylate or guanylate
cyclase, phospholipase, calcium channels) regulate intracellular levels of such
second messengers.

Peptidomimetics and Nonpeptides
More complete synthetic tailoring of a peptide to yield analogs having essentially no
naturally occurring amino acids or dipeptide substructure became popularized during
the past two decades on the basis of the premise that such compounds might be better
suited for drug development, being low in molecular mass, metabolically stable, and
bioavailable by oral administration. Such radically modified peptides are generically
referred to as peptidomimetics (including peptoids and pseudopeptides), and such
compounds vary significantly in terms of the nature of the chemical template and
design strategy used. ‘‘Nonpeptide’’ is used here to generically refer to molecules
originally derived from screening of natural product sources or chemical files that
competitively displace the natural peptide (or synthetic peptide analog) from the native
receptor/enzyme target. In contrast to peptidomimetics, which are designed on the
basis of chemical information of a peptide lead or its target receptor/enzyme active site,
the discovery of nonpeptides from screening strategies may yield compounds that have
no obvious chemical similarity to the native peptide (or synthetic peptide analog).

Primary Structure
The primary structure of a peptide is defined as the linear ordered linkage of
constituent amino acids from the N terminus to the C terminus. ‘‘Primary sequence,’’
although often used, represents incorrect terminology.

Recombinant Peptides
These include naturally occurring peptides as well as analogs containing naturally
occurring amino acids. Such peptides may be prepared by biosynthetic methods based
on overexpression of a cloned gene to yield high levels of the desired peptide (or
precursor) in a host organism or cell line from which the peptide can subsequently be
processed and/or purified to homogeneity.

Secondary Structure (Conformation)
The three-dimensional properties of peptides (as well as polypeptides and proteins) are
determined by the individual compound’s amino acid sequence, the spatial orientation
of both its backbone and side chains, and its characteristic specific intramolecular
hydrogen-bonding interactions. Peptide conformations include α-helix, β-sheet, and
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β- and γ -turns. Secondary structures may be experimentally determined by
spectroscopic and/or crystallographic techniques.

Synthetic Peptides
These peptides, prepared by total chemical synthesis or, in some cases, semisynthesis,
provide the opportunity for sophisticated structural modification by incorporation of
unusual amino acids, dipeptide replacements or surrogates, and cyclization (involving
backbone and/or side-chain linkage), among other types of chemical modifications.
Synthetic peptide analogs may be chemically modified in a modest or radical manner
with respect to backbone and/or side-chain functionalization. Synthetic alterations of a
peptide are exemplified by amide substitution with alkylamide, aminomethylene,
ketomethylene, or other nonhydrolyzable isosteres. With the exception of the
alkylamide modification, such partial transformation of the backbone amide
substructure of a peptide results in analogs generally referred to as pseudopeptides.
Other typical chemical modifications of synthetic peptides are alterations of the
backbone hydrocarbon (CH) substructure by alkylation or stereoinversion.

� Peptides are molecules composed of amino acids that are chemically bonded
in a specific manner by backbone amide linkage (peptide bond) and, in several
instances, by side-chain linkage (e.g. disulfide bond). The discovery and chemical
determination of biologically active peptides have become well established over the
past few decades. Such work originally needed to overcome two particular challenges:
(1) peptides generally exist in very low concentrations, making isolation extremely
difficult for early scientists who lacked sophisticated technologies for purification
and/or characterization of such molecules as have been more recently developed; and
(2) since peptides often consist of a complex molecular framework, early scientists
faced major difficulty in accurately determining the structure as well as in proving
it by independent chemical synthesis (the latter work, especially, requires highly
specific and reversible masking of chemically reactive amine, carboxylate, and other
side-chain functionalities of each constituent amino acid).

The rapid development of basic and biomedical research on peptides over the
past half-century has been predicated on the premise that peptides are promising
molecules for the discovery of new drugs that mimic or block their biological
properties. Peptides play key roles in the physiology of all living organisms,
as exemplified in humans, where peptides regulate growth, metabolism and
development, reproduction, cardiovascular homeostasis, central nervous system
(CNS) function, gastrointestinal (GI) function, immune system function, and a
plethora of other biological activities.

Over recent years, worldwide attention on peptide chemistry and biological re-
search has been the general theme of international scientific conferences (e.g.
biennial symposia of the American, Australian, Chinese, European, and Japanese
peptide societies; the Peptide Gordon Conference) and scientific journals dedicated



94 Synthetic Peptides: Chemistry, Biology, and Drug Design

to such research (e.g. Journal of Peptide Research, Journal of Peptide Science, Peptide
Science (Biopolymers), Peptides, Regulatory Peptides, Neuropeptides, and Letters in
Peptide Science). The relative importance of peptide research is evident by the
number of Nobel prizes awarded to investigators for their contributions to the
science, technology, and/or medicine of these important biomolecules.

Some peptide hormones (e.g. insulin, growth hormone, growth hor-
mone–releasing factor) are being produced on a large scale by recombinant biosyn-
thesis technology to treat specific human afflictions. Human diseases or disorders for
which peptide-based drug therapy exists include osteoporosis (calcitonin), diabetes
(insulin), prostate cancer and endometriosis (gonadotropin-releasing hormone),
acromegaly and ulcers (somatostatin), diuresis and hypertension (vasopressin),
hypoglycemia (glucagon), and hypothyroidism (thyrotropin-releasing hormone).

On the basis of the development of the aforementioned naturally occurring
or synthetically modified peptide hormones, which are currently marketed as
prescription medications, there is hope that such chemically altered peptides
(hereinafter referred to as pseudopeptides, peptidomimetics, or peptoids, according to the
type of chemical modification) may also prove useful in therapeutic intervention for
still other life-threatening or disabling afflictions, such as immunological dysfunction
(e.g. AIDS), cancer, neural dysfunction (e.g. Alzheimer’s disease), and cardiovascular
dysfunction (e.g. hypertension). Furthermore, the past success of peptide sweeteners
(e.g. the dipeptide aspartame) may provide impetus to research and development
strategies aimed at the discovery of new applications of peptides.

1
Peptide Chemistry

1.1
Peptide Structure and Three-dimensional
Properties

Peptides are composed of two or more
amino acids linked together by a peptide
bond (Fig. 1). The number of amino acids
determine whether the peptide is referred
to as a dipeptide, tripeptide, tetrapeptide, and
so forth. Of the 20 or so genetically coded
amino acids, naturally occurring peptides
are generally composed of L-stereoisomers
(except for Gly). Peptides, polypeptides, or
proteins may be structurally differentiated
on the basis of the number of constitutive
amino acids (see Table 1). For example, the

term ‘‘peptide’’ is frequently used to cate-
gorize such compounds ranging from 2 to
20 amino acids. Similarly, ‘‘polypeptides’’
often designate compounds ranging from
20 to 50 amino acids, and ‘‘proteins’’ is
used for such molecules of more than 50
amino acids (see Table 2). Although a more
precise definition may take into consider-
ation other factors (e.g. three-dimensional
chemical complexity or biological func-
tion), there still exist a substantial amount
of personal preference among experts in
this field of research. In this article, the
generic term ‘‘peptide’’ is used to designate
all such chemical agents or messengers.

The precise linear arrangement, amino
→ carboxy (N → C) directionality, of
amino acids in a peptide is referred to as
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Fig. 1 Chemical structures of dipeptides composed of 20 genetically coded amino acids and some
synthetically modified analogs.

its primary structure (Table 3). The three-
dimensional folding of the peptide onto
itself through covalent (e.g. S−S, disul-
fide) or noncovalent (e.g. hydrogen and/or
ionic) bonding determines the secondary
structure of the peptide. Furthermore, the
covalent linkage between two or more cys-
teine residues through disulfide bond for-
mation dictates the transformation of lin-
ear peptides to cyclic (or multicyclic) pep-
tides. Such chemically defined restriction
of the molecular flexibility of linear pep-
tides does frequently lead toward higher
ordered three-dimensional structural com-
plexity and defined spatial arrangement of

constitutive amino acid side chains (i.e.
tertiary structure). For example, the sec-
ondary structure of neuropeptide-Y has
been proposed to include a poly-Pro-type
helix at the N terminus and an α-helix
within its central fragment sequence and
a conformationally flexible C terminus.
Contributing to such a secondary struc-
ture is the tendency of peptides to adopt
spatial orientations of both the backbone
and side-chain functionalities to bring hy-
drophobic amino acids (e.g. Trp, Tyr, Phe,
Leu, Ile, Val, Met) into proximity to form
a hydrophobic surface. Similarly, residues
of hydrophilic amino acids (e.g. Lys, Arg,



96 Synthetic Peptides: Chemistry, Biology, and Drug Design

Tab. 1 Structure determinations of the first 100 peptide hormone, neurotransmitters, growth
factors, and cytokines.

Year Peptide

1951 Oxytocin
1953 Insulin
1954 Adrenocorticotropin, vasopressin
1956 β-Melanotropin, angiotensin
1957 α-Melanotropin, glucagon
1960 Bradykinin
1962 Eledoisin
1964 Gastrin, physalaemin
1965 β-Lipotropin
1966 Secretin, somatotropin
1968 Calcitonin, cholecystokinin, C-peptide
1969 Thyrotropin-releasing hormone, nerve growth factor, prolactin
1971 Chorionic gonadotropin, vasoactive intestinal peptide, gastric inhibitory peptide,

lutropin, lutropin-releasing hormone, substance P, bombesin, neurophysin
1972 Follitropin, epidermal growth factor
1973 Motilin, neurotensin, somatostatin, tuftsin
1975 Enkephalin, pancreatic polypeptide, thymopoietin
1976 Delta sleep-inducing peptide, β-endorphin, insulin-like growth factor
1977 Relaxin, granuloliberin
1978 Fibroblast growth factor
1979 Gastrin-releasing peptide, glicentin, α/β-neoendorphin, kyotorphin, thymosin
1980 Interferon-α/β
1981 Corticotropin-releasing factor, dynorphin, oxytomodulin, peptide-HI,

calcitonin-gene-related peptide, erythropoietin, sauvagine
1982 Growth hormone-releasing factor, neuropeptide-Y, peptide YY, rimorphin,

katacalcin, urotensin, interferon-γ
1983 Neuromedin B, neuromedin K, galanin, melanin-concentrating hormone,

atriopeptide, platelet-derived growth factor, transforming growth factor-α/β,
interleukin 2

1984 Tumor necrosis factor-α/β, cerebellin, interleukin-3
1985 Valosin, granulocyte/macrophage colony-stimulating factor, interleukin-1α/β,

neuropeptide K, neutrophil peptide
1986 Cyclinopeptin, leukopyrokinin, leucokinin, leukomyosuppressin, pancreastatin,

galanin-associated peptide, interleukin-6
1987 Follicular gonadotropin-releasing peptide, cardioactive peptide, interleukin-4,

interleukin-5, interleukin-8
1988 Corticostatin, interleukin 7, neuropeptide-Y, γ -endothelin

Source: Adapted from Eberle, A.N. (1991) Chimia 45, 145.

Glu, Asp, Thr, Ser, Gln, Asn, His) may be
distributed within such three-dimensional
structures to form a hydrophilic surface
that may provide a high degree of solvation
by water. In the case of peptides such as
growth hormone–releasing factor (GRF)

and glucagon, an α-helical-type secondary
structure gives rise to amphiphilicity (one
side-chain surface being hydrophobic and
the other hydrophilic). Furthermore, pep-
tides may be composed of two amino acid
chains, or subunits, forming a so-called
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dimeric structure composed of either ho-
mologous or heterologous subunits. The
individual subunits may be either cova-
lently (e.g. disulfide) or noncovalently (e.g.
ionic or hydrophobic) bonded together.
Both interchain and intrachain disulfide
bonds may be present within a peptide
(e.g. insulin, Table 3). In some cases, such
a complex chemical species may be re-
quired to establish the biologically active
form of a peptide (e.g. nerve growth fac-
tor dimer).

The three-dimensional substructure of
peptides may be further described in terms
of the torsion angles between the backbone
amine nitrogen (N-α), backbone carbonyl
carbon (C′), backbone hydrocarbon (C-α),
and side-chain hydrocarbon functionaliza-
tion (e.g. C-β, C-γ , C-δ, C-ε of Lys) as
depending on the amino acid sequence
(Fig. 2). The torsion angle nomenclature
is exemplified by the following cases: �,
N-α−C-α−C′−N-α; ω, C-α−C′−N-α−C-
α; �, C′−N-α−C-α−C′; χ1 N-α−C-α−C-
β−X (where X is not hydrogen); χ2,
C-α−C-β−C-γ−X. A Ramachandran plot
of � versus � for peptides possessing
intrinsic secondary structure has further
indicated that particular combinations of
torsion angles for a helical, reverse-turn,
or extended conformation do exist in a pre-
dominant fashion. For amide bond torsion
angle (ω) the trans geometry is preferred
for most dipeptide substructures; when
Pro is the C-terminal partner, however,
the cis geometry is possible. It is noted that
the three-dimensional structural flexibility
is directly related to covalent and/or non-
covalent bonding interactions within the
amino acid sequence of a particular pep-
tide, and synthetic modifications such as
N-α alkylation and C-α or C-β alkylation ef-
fect significant conformational constraints
locally as related to backbone and/or side-
chain torsion angles (e.g. conformationally

modified Phe analogs, Fig. 2). Finally, it is
noted that backbone amide replacements
may be defined in terms of a nomen-
clature system, in which the functional
group substitution of the dipeptide sub-
structure is identified as a �[surrogate]
(e.g. substitution of the aminomethylene
surrogate in Leu-Val would be described
as Leu�[CH2NH]Val).

1.2
Peptide Chemical Synthesis and Molecular
Diversity

The chemical synthesis of peptides and
peptide libraries has advanced tremen-
dously over the past century relative
to the pioneering efforts of many sci-
entists (including, in some cases, No-
bel laureates) such as George Barany,
Max Bergmann, Miklos Bodanszky, Louis
Carpino, Theodor Curtius, Emil Fis-
cher, Murray Goodman, Mario Gey-
sen, Richard Houghten, Victor Hruby,
Stephen Kent, R. Bruce Merrifield, Stan-
ford Moore, Shumpei Sakakibara, William
Stein, James Tam, Claudio Toniolo, Vin-
cent du Vigneaud, and Theodor Wieland.
In retrospect, the field of peptide chemistry
is enriched with a phenomenal record of
achievements involving the solution- and
solid-phase synthesis of complex peptides,
purification and analytical characterization
of peptides, and more recently, the devel-
opment and implementation of specialized
technologies that expedite peptide-based
drug discovery in diverse areas of re-
search (e.g. immunology; cardiovascular
and neurological physiology). The scope of
peptide synthesis pervades both naturally
occurring peptides and their analogs, as
exemplified by a variety of possible side-
chain and/or backbone substitutions that
have been developed to exploit conforma-
tional modeling hypotheses (local or global
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three-dimensional structural constraints),
molecular recognition and mechanistic
properties at biological targets (recep-
tors, enzymes, antibodies, nucleic acids),
and/or metabolism by processing or de-
grading peptidases. The chemical syn-
thesis of peptides has become a rapidly
developed scientific art owing to such fac-
tors as automated solid-phase methods,
orthogonal protection–cleavage strategies,
and a sophisticated database of literature
that details possible reagents and potential
side reactions to further optimize the task
of preparing simple and/or complex pep-
tides. The synthesis of large-sized and/or
multicyclic peptides such as interleukin-
3, conotoxin, endothelin, transforming
growth factor, corticotropin-releasing fac-
tor, and calcitonin has been achieved in
many research laboratories, and contem-
porary peptide chemistry methods have
been successfully applied to the synthe-
sis of yet more complex macromolecular
targets (e.g. HIV protease dimer). Most
notably, the chemical synthesis of pep-
tides has expanded to the preparation of
combinatorial peptide libraries for which
high volume target screening (e.g. re-
ceptor binding or enzyme inhibition) is
performed to identify compound(s) that
possess biological activity. This generally
requires the interface of two specialized
technologies, namely, synthesis of combi-
natorial peptide libraries, and their target
screening. As opposed to focused analy-
sis of the native peptide with respect to
biological activity, such techniques pro-
vide tremendous molecular diversity of
potential peptide lead compounds to study
molecular recognition and mechanistic as-
pects of peptide interaction with protein
(receptors, enzymes), nucleic acid, or car-
bohydrate targets. Similarly, phage-based
peptide libraries have been developed for
such applications. The principal advantage

of the synthetic peptide or peptidomimetic
libraries is the extraordinary molecular
diversity of amino acid building blocks
that may include unnatural amino acids,
pseudodipeptides, and nonpeptide tem-
plate intermediates.

2
Peptide Biology

2.1
Peptide Biosynthesis and Metabolism

Peptides are biosynthesized on ribosomes,
where their specific amino acid sequence
is determined (translated) by a spe-
cific messenger RNA sequence (codon
triplet codes for an amino acid). The
nucleotide sequences of the RNA are
dictated (transcribed) from specific chro-
mosomal deoxyribonucleotide sequences
(DNA genes). Cellular biosynthesis of
peptides is believed to proceed very specif-
ically, with error rates of less than 1 in
104 amino acids at a rate of 20 amino
acids/ second. The nascent peptides are
subsequently released and transported
into the cisternae of the rough endo-
plasmic reticulum and then to the Golgi
elements, where they may be posttrans-
lationally modified (e.g. sulfated, glyco-
sylated). Vesicles containing the peptide
are pinched off the terminal cisternae of
the Golgi apparatus, and then they are
targeted to intracellular organelles, the
plasma membrane, or are secreted into
the extracellular space. In some peptides,
the tyrosine residues may be posttrans-
lationally sulfated (Tyr[SO3H], Fig. 1) as
exemplified by the GI peptide hormones
cholecystokinin-8 and gastrin. If glutamic
acid is present, it may be cyclized into a py-
roglutamic acid derivative (<Glu, Fig. 1)
as exemplified by thyrotropin-releasing
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factor, a hypothalamic peptide. Peptides
vary with regard to whether their C termi-
nus is a free carboxylic acid (i.e. −CO2H)
or carboxamidated (i.e. −CONH2) and
whether the N terminus is a free amine
(H2N−), acetylated (CH3CONH−), formy-
lated (HCONH−), or bearing some other
modified amine group (Fig. 1). Some pep-
tides are glycosylated; that is, they are
conjugated to one or more carbohydrate
groups (e.g. sialic acid). These various
examples of posttranslational functional-
ization are often directly linked to the
biological activities of the parent peptides
as related to the ‘‘bioactive’’ conformation
and/or ‘‘message’’ sequence of the peptide.
Such posttranslational ‘‘tag’’ı̂ also serve as
biomolecular zip codes to target the pep-
tide to a particular cellular compartment.
Finally, it is important to note that the
amino acid sequence itself may differ to
varying degrees among species. This in-
formation is useful in determining the
evolutionary relatedness between species.
Two or more isoforms of a peptide may
also exist within an individual species of
animal. These isoforms, although chemi-
cally similar, may differ either in primary
structure length (e.g. cholecystokinin fam-
ily of CCK-51, CCK-39, CCK-33, CCK-12,

and CCK-8 peptides), or in other chem-
ical aspects (e.g. site-specific amino acid
substitutions and/or side-chain modifica-
tion by glycosylation, sulfation, etc.). Gene
duplication followed by single or multi-
ple nucleic acid mutations most likely
account for such variations in peptide
chemical structure and subsequent evo-
lution of various families of peptides (e.g.
the neurohypophyseal hormones such as
oxytocin and vasopressin).

Some peptides (e.g. oxytocin, vaso-
pressin) require extensive posttransla-
tional processing because they are not
coded directly by DNA. Frequently, N-
and/or C-terminally extended amino acid
sequences are initially biosynthesized.
These propeptides may then be pack-
aged within secretory vesicles along with
proteolytic enzymes. Both endopeptidases
and exopeptidases (Table 4) can contribute
to appropriate processing of the inac-
tive precursor peptide to yield the ac-
tive peptide. Therefore, peptides may be
derived indirectly by way of a propep-
tide, which itself may be derived from
a prepropeptide. For example, proopi-
omelanocortin is a large inactive pep-
tide (MW 28 500) that is cleaved by
specific peptidases into several active
peptides, including adrenocorticotropin

Tab. 4 Some examples of endopeptidases and exopeptidases.

Aspartyl class Cysteinyl class Metallo class Serinyl class

Pepsin Cathepsin B Peptidyl dipeptidase A Thrombin
Renin Cathepsin H Collagenase Trypsin
Cathepsin D Cathepsin L Endopeptidase 24.11 Chymotrypsin A
Cathepsin E Cathepsin S Aminopeptidase M Elastase
HIV protease Cathepsin M Carboxypeptidase A Kallikrein

Cathepsin N Stromolysin Cathepsin A
Cathepsin T Gelatinase A Cathepsin G
Calpains Gelatinase B Cathepsin R
Papain
Proline endopeptidase

Tissue plasminogen
activator (TPA)
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(ACTH), β-endorphin, α-melanotropin,
and β-melanotropin. Some large plasma
proteins also serve as propeptides for
peptide production. Renin, an enzyme re-
leased from the juxtaglomerular cells of
the kidneys, acts on a liver-borne substrate
protein (angiotensinogen) to convert it to
the decapeptide angiotensin I, which is
then processed by another enzyme to yield
the active peptide hormone angiotensin
II. Other precursor plasma proteins, the
kininogens, are similarly converted by
specific serine proteases (kallikreins) to
kinins, such as bradykinin, which is an
important peptide hormone in regulat-
ing blood flow in certain vascular beds.
Bradykinin and angiotensin II are ex-
amples of peptide hormones that are
released from liver cells as larger propep-
tides to be converted into active hormonal
peptides within the blood. In contrast, pep-
tidases may also inactivate peptides by
splitting the molecules at specific inter-
nal peptide bonds. Exopeptidases, both
carboxypeptidases and aminopeptidases,
cleave off the C-terminal or N-terminal
amino acids, respectively. Some peptides
may be inactivated by simple deamida-
tion at the C-terminal (if amidated) end
of the molecule. Endopeptidase cleavage is
generally quite specific, and both exopep-
tidases and endopeptidases (Table 4) are
well characterized in terms of mechanistic
properties and substrate specificity. Most
importantly, it is well known that the clin-
ical use of some peptides has been limited
significantly by their short plasma half-life,
which may in part be related to their la-
bility to peptidases. Therefore, knowledge
of biodegradation mechanisms has been
considered to be an important research ob-
jective to facilitate the design of synthetic
peptide analogs that may exhibit sustained
biological activities (see Sect. 3.2). Some
peptides may also undergo inactivation by

other chemical transformations such as
that exemplified by insulin, in which its
cystine-bridged heterodimeric structure is
liable to cleavage by means of reduction of
the interchain disulfide bonds by the en-
zyme insulinase. Considerable effort has
been devoted to the objective of designing
synthetic peptide analogs (including pseu-
dopeptides) and peptidomimetics, which
are structurally altered to compromise or
eliminate biological cleavage–inactivation
by peptidases. Alternatively, there has also
been considerable effort devoted to directly
inhibiting either processing (cleavage acti-
vation) or degrading peptidases to modify
the generation or the lifetime of a particu-
lar endogenous (or exogenous) peptide,
respectively. In particular, the histori-
cally important discoveries of peptide and,
subsequently, peptidomimetic inhibitors
of angiotensin-converting enzyme (ACE)
(i.e. teprotide and captopril: see Sect. 3.2,
Fig. 4) deserve particular mention because
they provided tremendous incentive to ra-
tional drug design and natural product
lead-finding technologies. Such peptidase
targets exemplify processing enzymes,
which are required for the generation of
endogenous peptides, and inhibition of
such peptidases compromises the agonist
activity of a particular peptide.

2.2
Peptide Biological Functions and
Mechanisms of Action

Peptides serve diverse physiological roles,
and their biological functions and mech-
anisms of action have been the subject
of intensive molecular and cell biology,
biochemistry and pharmacology research,
as exemplified by the pioneering efforts
of many scientists (including, in some
cases, Nobel laureates) such as Frederick
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Banting, Stanley Cohen, Pedro Cuatre-
casas, Charles Deber, Lila Gierasch, Alfred
Gilman, Roger Guillemin, Mac Hadley,
Rita Levi-Montalcini, Frank Porreca, Jean
Rivier, Martin Rodbell, Alan Saltiel, An-
drew Schally, Solomon Snyder, Donald
Steiner, Wylie Vale, and Henry Yama-
mura. Glutathione is a tripeptide that
serves as a cofactor for one or more
enzyme systems as related to its oxida-
tion–reduction chemical properties. Ion-
binding peptides also constitute a category
of transporting molecules (ionophores)
as exemplified by valinomycin (Table 3).
Ion channel–binding peptides have been
identified from natural sources such as
venoms, and such peptides may selectively
regulate sodium (Na+), potassium (K+),
or calcium ion (Ca2+) transport. Further-
more, the relationship between calcium
ion and peptides extends to the finding that
some peptide hormones (α-melanotropin
and adrenocorticotropin) apparently re-
quire this divalent metal ion to bind
and/or effect receptor-mediated signal
transduction. Antibiotic peptides include
gramicidin (Table 3), actinomycin D, bac-
itracin, penicillin, and defensins. Peptide
toxins include agatoxin, α-bungarotoxin,
and ricin. Finally, it is well recognized
that a vast number of peptide chemical
messengers exist, which manifest their
biological activities as regulatory peptide
hormones, neurotransmitters, growth fac-
tors, and cytokines.

Hormones, which include peptides,
steroids, catecholamines, prostaglandins,
and related naturally occurring com-
pounds, are chemical messengers released
by one cell to act on one or more other cell
types to elicit a physiological response. The
largest category of hormones consists of
peptides, and the biological properties of
such peptide hormones is extensive, with

well-established examples related to en-
docrine, cardiovascular, neural, immune,
and gastrointestinal system regulation. In
terms of functional properties, peptide
hormones regulate differentiation, growth,
reproduction, blood pressure, glucose
homeostasis, and behavior, in addition to
performing many other regulatory activi-
ties. Peptide hormones normally exist at
very low concentrations (10−12 –10−9 M)
in bodily fluids or tissues, in which
they persist for short periods of time
(1–30 min), since they are rapidly inac-
tivated by peptidases and/or excreted (i.e.
cleared) from the body. The transitory ac-
tions of peptide hormones are well suited
for continuous regulation (i.e. homeo-
statis) of various physiological systems.

Some of the examples of peptide hor-
mones and their particular regulatory func-
tions summarized earlier (Table 2) are am-
plified briefly here. Thyroid-stimulating
hormone (TSH), which acts on the thyroid
gland, is a glycoprotein, as are lutropin
and follitropin, which act on the go-
nads (testes and ovaries). Somatotropin
(growth hormone, GH) is necessary for
normal growth, and defective or exces-
sive secretion can lead to dwarfism or
acromegaly, respectively. Prolactin also
possesses growth-promoting activity, most
specifically, mammary growth and milk
production. All the pituitary peptide hor-
mones are individually controlled by pep-
tide factors (hormones) of hypothalamic
origin. These hypophysiotropic peptides
either stimulate or inhibit pituitary hor-
mone secretion. The peptide hormones
glucagon and insulin, both of pancreatic
origin, are responsible for elevating or
depressing glucose levels through their
actions on the liver and other organs.
Glucose homeostasis is therefore very
tightly regulated by these two counter-
regulatory peptides. Similarly, parathyroid
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hormone (PTH) and calcitonin, derived
from the parathyroid and thyroid glands
respectively, act in a counterregulatory
manner to maintain serum Ca2+ levels.
Specifically, PTH elevates and calcitonin
lowers blood Ca2+ levels. The GI pep-
tide hormones regulate the movement,
metabolism, digestion, and intestinal ab-
sorption of metabolic substrates that are
essential for life. Peptide hormones reg-
ulate GI smooth muscle motility (and
therefore substrate transport) and the pan-
creatic enzyme secretions that degrade
metabolic substrates into absorptive sub-
strates. Gastrin, cholecystokinin (CCK),
and vasoactive intestinal peptide (VIP) are
examples of a dozen or so recognized pep-
tide hormones that regulate GI, pancreatic,
and other processes. A large number of
peptide growth factors have been discov-
ered, which play a role in normal as well
as neoplastic (cancerous) growth. Factors
such as epidermal growth factor (EGF),
nerve growth factor (NGF), transforming
growth factors, somatomedins, and ery-
thropoietin each affect certain cell types
to regulate their normal growth and pro-
liferation. Excess secretion of certain of
these peptide growth factors may corre-
late to neoplastic transformation, tumor
growth, and/or metastasis. A most impor-
tant discovery was that peptides produced
by the brain exhibit analgesic activity, as
do the opiate drugs (e.g. morphine). This
observation led to the discovery of opiate
receptors and the demonstration that en-
dogenous morphine-like substances (e.g.
Met-enkephalin, β-endorphin, dynorphin)
interact with the same receptors to af-
fect analgesia.

Peptide hormones, probably without ex-
ception, mediate their initial actions at
the level of the cell plasma membrane
(phospholipid bilayer). Peptide hormones
(‘‘first messengers’’) interact at the cell

surface with protein (or glycoprotein)
macromolecular receptors, which bind to
the peptide ligand in a very specific man-
ner. This results in activation (signal
transduction) of proximally located en-
zymes or transport proteins, which may
be modified in a positive or negative
manner to produce within the cell, a
‘‘second messenger’’ (e.g. cAMP, cGMP,
IP3, DAG, Ca2+/K+; Table 5). Alterna-
tively, the peptide–receptor complex may
result in kinase-like activities to phos-
phorylate other cellular signaling proteins
such as those exemplified by growth
factor receptor kinases. Many peptide
hormones and neurotransmitters effect
receptor-mediated stimulation or inhibi-
tion of adenylate cyclase via intermediary
signaling heterotrimeric proteins known
as G proteins. Recognition domains of such
G protein–coupled peptide receptors (typ-
ically, a seven transmembrane–spanning
helical protein superfamily) exist for both
the peptide ligand and the specific G
protein. Three-dimensional models are be-
ing developed to provide further insight
into the structure–activity relationships
of these G protein–coupled receptors as
related to protein-coupled receptors as re-
lated to probing the molecular basis of
peptidergic receptor-mediated biological
signaling by site-directed mutagenesis. In
cases of oncogene activation, the uncon-
trolled production or mutation of cellular
proteins can mimic, for example, a sig-
naling pathway mediated by a growth
factor peptide–receptor complex, which
can lead to a pathophysiological (malig-
nant carcinogenic) transformation of that
particular cell. Examples of oncogenes
that can lead to disregulated signal trans-
duction pathways include peptide growth
factors (e.g. sis), receptors (e.g. erb B),
transduction proteins (e.g. ras), and tran-
scription factors (e.g. fos, myc). Binding



Synthetic Peptides: Chemistry, Biology, and Drug Design 109

Tab. 5 Peptidergic receptor subtypes and signal transduction pathways.

Peptide Receptor
subtype

Signal
transduction

second
messenger

Peptide//Peptidomimetic/Nonpeptide
(Agonists or antagonists)

Angiotensin II AT1 ↓cAMP, ↑IP3/DAG DuP753 (nonpeptide antagonist)
AT2 Not determined PD123177 (nonpeptide antagonist)

Bradykinin B1 Not determined BK1–8 (peptide agonist)
[Leu8]BK1–8 (peptide antagonist)

B2 ↑IP3/DAG [Phe8(CH2NH)Arg9]BK (pseudopeptide
agonist)

d-Arg[Hyp3, Thi5, D-Tic7, Oic8]BK
(peptide antagonist)

Cholecystokinin CCKA ↑IP3/DAG A-71623 (peptide agonist)
Devazepide (nonpeptide antagonist)

CCKB Not determined Gastrin (peptide agonist)
CI-988 (peptidomimetic antagonist)

Endothelin ETA ↑IP3/DAG ET-1 (peptide agonist; nonselective)
BQ-123 (peptide antagonist)

ETB ↑IP3/DAG Sarafotoxin S6c (peptide agonist)

Neuropeptide-Y Y1 ↓cAMP [Leu31, Pro34]NPY (peptide agonist)
Y2 Not determined NPY13–36 (peptide agonist)

Met-enkephalin δ-Opioid ↓cAMP, ↑K+ channel DAMGO (peptide agonist)
CTOP (peptide antagonist)

β-Endorphin µ-Opioid ↓cAMP, ↑K+ channel DPDPE (peptide agonist)
ICI-174864 (peptide antagonist)

Dynorphin κ-Opioid ↓Ca2+ channel U-69593 (nonpeptide agonist)
Norbinaltorphimine (nonpeptide

antagonist)

Substance P NK1 ↑IP3/DAG [Pro9]SP (peptide agonist)
CP-96345 (nonpeptide antagonist)

Substance K (NKA) NK2 ↑IP3/DAG [Lys5, MeLeu9, Nle10]NKA (peptide
agonist)

L-659877 (peptide antagonist)

Neurokinin-B (NKB) NK3 ↑IP3/DAG Senktide (peptide agonist)
[Trp7, β-Ala8]NKB4–10 (peptide

antagonist)

Vasopressin V1A ↑IP3/DAG d(CH2)5[Tyr(Me)2]AVP (peptide
antagonist)

V1B ↑IP3/DAG –
V2 ↑cAMP Desamino[D-Arg8]AVP (peptide agonist)

d(CH2)5[D-Ile2, Ile4]AVP (peptide
antagonist)

Source: Adapted from Watson and Abbott, Trends in Pharmacological Sciences (TiPS Receptor
Nomenclature Supplement – January 1992).
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of a peptide to a receptor (or enzyme)
results from a multiplicity of noncova-
lent intermolecular interactions, and these
events are fundamentally related to struc-
ture–activity studies focused on a plethora
of biologically active peptides. Binding is
considered to precede transformation of
the receptor (or enzyme) from its inactive
to active state by molecular mechanisms
often not understood. In many cases, it
has been determined which substructural
features of a peptide are required for bind-
ing (i.e. the ‘‘address’’ sequence) versus
signaling/activation (i.e. the ‘‘message’’
sequence). In the case of adrenocorti-
cotropin, for example, the central 5–24
amino acid sequence of the native pep-
tide (Table 3) is capable of effecting full
steroidogenic agonism, whereas further
N-terminal truncation (i.e. ACTH8–24 or
ACTH11–24) gives rise to partial agonism
or antagonism. Similarly, corticotropin-
releasing factor (CRF) appears to require
a significant portion of its C-terminal se-
quence for binding (i.e. residues 12–41),
whereas biological activity requires N-
terminal extension (i.e. residues 6–41).
The three-dimensional structural features
of a peptide that provide the essential
functional group ensemble for molecular
recognition (binding) at a target receptor
or enzyme may be composed of backbone
and/or side-chain components, and such
a three-dimensional substructure of the
peptide has been referred to as the phar-
macophore. Development of both intuitive
peptide pharmacophore models and mod-
els derived experimentally (biophysical
and computational chemistry) is providing
an opportunity to explore the molecular
recognition and mechanistic properties of
peptide interactions with macromolecular
targets. Such studies are of particular sig-
nificance to peptidomimetic drug design.

3
Peptide Drug Design

A large number of pharmaceutical compa-
nies and biotechnology firms have success-
fully advanced the discovery and develop-
ment of synthetic or recombinant peptides
as well as synthetic peptidomimetic or
nonpeptide drugs for numerous medical
applications. Relative to synthetic peptide,
peptidomimetic, and nonpeptide drug dis-
covery, the integration of drug design
using NMR spectroscopy, X-ray crystal-
lography, computational chemistry, and
other biophysical and in silico methods has
been critical to provide insight to the inti-
mate structure–activity relationships and
related biological properties necessary to
create potent, selective, metabolically sta-
ble, safe-acting and, in many cases, orally
effective molecules. Of course, knowledge
of the pathophysiology of biologically ac-
tive peptides and their therapeutic target
(e.g. receptor, peptidase or signal trans-
duction protein) is essential to identify
opportunities for peptide (synthetic or
recombinant), peptidomimetic and non-
peptide drug discovery.

3.1
Peptide Pathophysiology and Therapeutic
Targets

The pathophysiology related to biologically
active peptides may be due to defects in
the biosynthesis of the peptide or its target
receptor (or enzyme), among a number
of other factors. Table 6 lists a variety of
endocrine disorders that result from exces-
sive or deficient peptide hormone levels.
Amino acid mutations of regulatory pep-
tides are known to exist and to provide
the molecular basis for pathophysiological
conditions requiring replacement therapy.
Causative factors in some cases of diabetes
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Tab. 6 Pathophysiological states of known relationship to peptides.

Disease (symptom) Relationship to peptide

Addison’s disease (abnormal carbohydrate metabolism) Deficiency in adrenocorticotropin
Cushing’s disease (increased protein catabolism) Excess adrenocorticotropin
Secondary hypogonadism Deficiency in gonadotropin
Secondary hypergonadism Excess gonadotropin
Hyperglycemia and glucosuria (diabetes mellitus or

insulin-dependent diabetes, if resulting from cytotoxic
autoantibodies to β-cells)

Deficiency in insulin

Abnormal blood Ca2 (increased), hyperparathyroidism Excess parathyroid hormone
Abnormal growth (decreased), Laron-type dwarfism Deficiency in somatomedin
Abnormal growth (decreased), hypopituitary dwarfism Deficiency in somatotropin
Abnormal growth (increased) in children, giantism Excess somatotropin
Abnormal growth (increased) in adults, acromegaly Excess somatotropin
Abnormal metabolism (increased), Graves’ disease antibodies Excess thyrotropin-mimicking,

anti-TSH receptor
Hypovolemia–dehydration (increased), pituitary-type diabetes

insipidus
Deficiency in vasopressin

Source: Adapted from Hadley, M.E. (2000) Endocrinology, 5th ed., Prentice Hall, Englewood Cliffs, NJ.

mellitus are defects in the primary struc-
ture of insulin, either in the active site of
the peptide or at sites of cleavage, where the
insulin chains are proteolytically cleaved
from the prohormone structure. Some, al-
beit rare, types of diabetes are also due
to defects in the amino acid sequence
of the insulin receptor that compromise
binding of the peptide hormone to the
receptor or receptor-mediated signal trans-
duction. In one form of familial (genetic)
hypothyroidism, a mutation in one codon
of the gene that transcribes for the β-
subunit of the hormone thyrotropin (TSH)
results in a single amino acid substitu-
tion to yield a conformationally abnormal
β-subunit that cannot associate with the
α-subunit to form a functionally active
heterodimeric peptide hormone. Further-
more, since this particular defect in pro-
ducing endogenous active TSH is familial,
and therefore present at birth (congenital),
the consequences (e.g. cretinism) are dev-
astating. Within the scope of mimicking

or blocking regulatory peptide effects at
the level of target receptors, there exists a
tremendous research effort in identifying
peptidomimetic or nonpeptide derivatives
(agonists or antagonists), and such studies
have enabled both pharmacological anal-
ysis and, in some cases, the discovery of
therapeutic agents of synthetic or recom-
binant origin (see Sect. 3.2). Furthermore,
the design of peptide receptor-targeted
agonists or antagonists that may be radio-
labeled or conjugated to anticancer drugs
has made it possible to use such agents in
the diagnosis, localization, or chemother-
apy of tumors. For example, radioactive
indium attached to a somatostatin ana-
log has been developed to localize certain
tumors by external scintography.

Enzyme targets that have been deter-
mined to be of particular clinical impor-
tance as related to the pathophysiology
of regulatory peptides include a num-
ber of peptidases (Table 4). Representative
peptidase targets may be classified as
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follows: serine peptidases, such as throm-
bin, tissue plasminogen activator (TPA),
and elastase; metallopeptidases, such as
ACE, collagenase, and enkephalinase; as-
partic peptidases, such as renin, cathepsin
D, and HIV protease; and cysteine pepti-
dases, such as cathepsin B, and calpains.
As described earlier, peptidases may func-
tion primarily as processing or degrading
enzymes of regulatory peptides. Within
the scope of blood pressure regulation,
inhibitors of either ACE or renin may
serve to reversibly terminate the step-
wise processing of the α2-macroglobulin
angiotensinogen to give rise to the vaso-
constrictor angiotensin II (AII). In the
case of ACE inhibitors, the clinical efficacy
of such drugs as antihypertensives has
been well established. In the latter case,
the discovery of potent peptidomimetic in-
hibitors of renin has not readily translated
into the development of orally active ther-
apeutic candidates to date. However, such
research has catalyzed the identification
and design of peptidomimetics that inhibit
HIV protease, an aspartyl peptidase having
structural and mechanistic resemblance
to renin, and such potential drugs may
enable a novel chemotherapeutic interven-
tion strategy for the threatening spread
and fatal pathogenesis related to AIDS. As
a separate case, but still related to pro-
cessing peptidase targets, peptidomimetic
inhibitors of thrombin are being de-
signed in the hope that they might be
used to prevent thrombus (clot) forma-
tion following surgery. Within the realm
of degrading peptidases, the discovery of
peptidomimetic inhibitors of neutral en-
dopeptidase (NEP) has been a strategy
of interest to advance novel analgesic
agents that function via inhibiting the
cleavage inactivation of endogenous opioid
peptides (e.g. enkephalins). Similarly, pep-
tidomimetic inhibitors of collagenase, a

collagen-degrading peptidase, are thought
to be of potential utility in the discovery of
therapeutic agents effective in pathological
conditions such as rheumatoid arthritis.

3.2
Peptide, Peptidomimetic, and Nonpeptide
Drug Discovery

Peptide, peptidomimetic, and nonpeptide
drug discovery is an intriguing area of
research efforts in numerous pharmaceu-
tical and biotechnology companies, and
interdisciplinary strategies have emerged
over the past two decades that have pro-
vided the framework to advance lead
compounds and, in some cases, drugs
(Fig. 3). Noteworthy to such peptide, pep-
tidomimetic, and nonpeptide drug dis-
covery has been the pioneering work
of many scientists from both academia
and industry, including Richard DiMarchi,
Roger Friedinger, Ralph Hirschmann, Vic-
tor Hruby, Isabella Karle, Horst Kessler,
Garland Marshall, Henry Mosberg, John
Nestor, Daniel Rich, Joseph Rudinger,
Tomi Sawyer, Peter Schiller, Robert
Schwyzer, and Daniel Veber.

The first recombinant peptide drug com-
mercialized was insulin in 1982. Currently,
a number of peptide drugs (or preclin-
ical leads) have been advanced using
genetic engineering technologies. Exam-
ples are somatotropin, tumor necrosis
factor, EGF, erythropoietin, hepatitis B vac-
cine, interferons, various cytokines, and
TPA (Table 7). On the basis of the suc-
cess of insulin replacement therapy for
the treatment of some types of diabetes
mellitus, the potential for therapeutic ap-
plication of other structurally complex
peptides has been advanced by sophis-
ticated molecular biology methodologies,
which permit biosynthesis of peptides not
readily obtained by chemical synthesis.
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Drug design Chemistry Drug design

Agonist/antagonist
Lead compound

Substrate/inhibitor
Lead compound

Biology (in vitro/in vivo)

Receptor
Therapeutic target

Enzyme
Therapeutic target

Peptide ligand
(native/foreign)

Peptide ligand
(native/foreign)

Metabolic stability
Bioavailability

Toxicity

Specificity/selectivity
Potency/efficacy
Duration of action

Peptide, peptidomimetic, or nonpeptide drug

Fig. 3 Interdisciplinary strategies in peptide, peptidomimetic, and nonpeptide drug
discovery.

The known chemical diversity of pep-
tide, pseudopeptide, peptidomimetic, and
nonpeptide structures that have been ad-
vanced as lead compounds or marketed
drugs is extensive. Synthetic peptides in-
clude native molecules and analogs that
incorporate side-chain and/or backbone
modifications. In many cases, the re-
sultant synthetic derivatives are more
potent, target tissue (receptor) selective,
and/or stable to peptidases relative to the
native peptide. Such examples include
Sandostatin (SRIF analog), Desmopressin
(vasopressin analog), Goserelin (GnRH
analog), Tetracosactide (corticotropin ana-
log), and Melanotan-I (MSH analog).
The discovery of ‘‘first-generation’’ pep-
tide antagonists has, in a majority of
cases, been based on chemically mod-
ified analogs. Peptide-based competitive
antagonists of bradykinin, oxytocin, PTH,
enkephalin, vasopressin, glucagon, CCK,

gastrin, angiotensin II, GnRH, substance
P, and CRF have been reported during the
past decade, and such compounds have
typically incorporated unusual amino acids
(e.g. D-amino acids, cyclic amino acids,
α,β-unsaturated amino acids; Fig. 2) and
backbone CONH replacements.

The chemical transformation or re-
placement of peptide agonists or antag-
onists by simpler (molecular weight-wise),
metabolically stable, and orally bioavail-
able ‘‘second-generation’’ peptidomimet-
ics or nonpeptides has been accomplished
(Table 7). For example, research focused
on peptide receptor targets has led to the
identification of effective antagonists. To
some extent, molecular recognition prop-
erties required to mimic the agonist prop-
erties of peptides may be more complex
and, perhaps, uncompromising relative to
those effecting antagonist properties. In
fact, the identification of many nonpeptide



114 Synthetic Peptides: Chemistry, Biology, and Drug Design

Ta
b.

7
Ex

am
pl

es
of

pe
pt

id
e,

pe
pt

id
om

im
et

ic
or

no
np

ep
tid

e
dr

ug
s,

cl
in

ic
al

ca
nd

id
at

es
or

pr
ec

lin
ic

al
le

ad
co

m
po

un
ds

.

R
ec

om
bi

na
nt

pe
pt

id
es

Pr
op

os
ed

/K
no

w
n

th
er

ap
eu

ti
c

ap
pl

ic
at

io
n

A
tr

ia
ln

at
ri

ur
et

ic
fa

ct
or

Po
te

nt
ia

lu
se

in
pr

op
hy

la
xi

s
an

d/
or

tr
ea

tm
en

to
fa

cu
te

re
na

lf
ai

lu
re

Ep
id

er
m

al
gr

ow
th

fa
ct

or
Po

te
nt

ia
lu

se
in

sk
in

gr
af

tin
g,

ey
e

su
rg

er
y,

an
d/

or
tr

ea
tm

en
to

fb
ur

ns
or

ul
ce

rs
So

m
at

ot
ro

pi
n

Tr
ea

tm
en

to
fg

ro
w

th
de

fe
ct

s
In

su
lin

Tr
ea

tm
en

to
ft

yp
e-

Id
ia

be
te

s
G

lu
ca

go
n-

lik
e

in
su

lin
ot

ro
pi

c
pe

pt
id

e
Po

te
nt

ia
lt

re
at

m
en

to
fi

ns
ul

in
-in

se
ns

iti
ve

di
ab

et
es

Te
ri

pa
ra

tid
e

Tr
ea

tm
en

to
fo

st
eo

po
ro

si
s

Tr
an

sf
or

m
in

g
gr

ow
th

fa
ct

or
Po

te
nt

ia
lt

re
at

m
en

to
fw

ou
nd

he
al

in
g

an
d

bu
rn

s
N

er
ve

gr
ow

th
fa

ct
or

Po
te

nt
ia

lt
re

at
m

en
to

fn
eu

ra
lp

la
st

ic
ity

de
fe

ct
s

as
po

ss
ib

ly
re

la
te

d
to

A
lz

he
im

er
’s

di
se

as
e

In
te

rl
eu

ki
n-

1α
/β

Po
te

nt
ia

lu
se

in
ca

nc
er

th
er

ap
y

an
d

in
fla

m
m

at
io

n
H

ir
ud

in
Po

te
nt

ia
lu

se
in

pr
ev

en
tio

n
or

tr
ea

tm
en

to
fv

en
ou

s
bl

oo
d

cl
ot

s
Ti

ss
ue

pl
as

m
in

og
en

ac
tiv

at
or

Po
te

nt
ia

lu
se

as
an

an
tic

oa
gu

la
nt

in
he

ar
ta

tt
ac

ks
Fa

ct
or

V
II

Po
te

nt
ia

lu
se

as
a

bl
oo

d
cl

ot
tin

g
fa

ct
or

in
m

aj
or

fo
rm

s
of

he
m

op
hi

lia
cs

Er
yt

hr
op

oi
et

in
Po

te
nt

ia
lu

se
s

in
tr

ea
tm

en
to

fa
ne

m
ia

in
ki

dn
ey

di
al

ys
is

pa
tie

nt
s,

A
ID

S,
an

d
ca

nc
er

Pl
at

el
et

-d
er

iv
ed

gr
ow

th
fa

ct
or

Po
te

nt
ia

lu
se

s
in

pr
om

ot
in

g
gr

ow
th

of
fib

ro
bl

as
ts

,k
er

at
in

oc
yt

es
,a

nd
fo

rm
at

io
n

of
ne

w
bl

oo
d

ve
ss

el
s

In
te

rf
er

on
-α

Po
te

nt
ia

lu
se

as
an

im
m

un
e

st
im

ul
an

tf
or

ca
nc

er
th

er
ap

y
In

te
rf

er
on

-β
Po

te
nt

ia
lu

se
as

an
im

m
un

e
st

im
ul

an
tf

or
tr

ea
tm

en
to

fv
ir

al
di

se
as

es
an

d
m

ul
tip

le
sc

le
ro

si
s

In
te

rf
er

on
-γ

Po
te

nt
ia

lu
se

as
an

im
m

un
e

st
im

ul
an

tf
or

tr
ea

tm
en

to
fi

nf
ec

tio
us

di
se

as
es

,c
an

ce
r,

an
d

rh
eu

m
at

oi
d

ar
th

ri
tis

Sy
nt

he
ti

c
pe

pt
id

es
(r

el
at

io
ns

hi
p

to
na

ti
ve

pe
pt

id
e)

Pr
op

os
ed

/k
no

w
n

th
er

ap
eu

ti
c

ap
pl

ic
at

io
ns

A
sp

ar
ta

m
e

(d
ip

ep
tid

e
m

im
ic

of
gl

uc
os

e)
A

rt
ifi

ci
al

sw
ee

te
ne

r
C

yc
lo

sp
or

in
A

(p
ep

tid
e

na
tu

ra
lp

ro
du

ct
)

Im
m

un
os

up
pr

es
si

ve
dr

ug



Synthetic Peptides: Chemistry, Biology, and Drug Design 115

Sa
nd

os
ta

tin


(h
ex

ap
ep

tid
e

ag
on

is
ta

na
lo

g
of

SR
IF

)
Sy

m
pt

om
at

ic
tr

ea
tm

en
to

fa
cr

om
eg

al
y

an
d

ca
rc

in
oi

d
sy

nd
ro

m
e

Te
ch

tid
e

P8
29

(r
ad

io
la

be
le

d
SR

IF
an

al
og

)
D

et
ec

tio
n

of
tu

m
or

s
D

es
m

op
re

ss
in

(n
on

ap
ep

tid
e

ag
on

is
ta

na
lo

g
of

va
so

pr
es

si
n)

Tr
ea

tm
en

to
fs

ev
er

e
di

ab
et

es
in

si
pi

du
s

B
us

er
el

in
(n

on
ap

ep
tid

e
ag

on
is

ta
na

lo
g

of
G

nR
H

)
Tr

ea
tm

en
to

fp
ro

st
at

e
ca

nc
er

G
os

er
el

in
(G

nR
H

ag
on

is
t)

Tr
ea

tm
en

to
fc

an
ce

r
an

d
ho

rm
on

al
m

en
st

ru
at

io
n

di
so

rd
er

H
O

E-
14

0
(d

ec
ap

ep
tid

e
an

ta
go

ni
st

an
al

og
of

B
K

)
Po

te
nt

ia
lt

re
at

m
en

to
fp

ai
n,

in
fla

m
m

at
io

n,
rh

in
iti

s,
an

d/
or

as
th

m
a

M
el

an
ot

an
-I

(t
ri

de
ca

pe
pt

id
e

ag
on

is
ta

na
lo

g
of

M
SH

)
Po

te
nt

ia
lu

se
as

a
st

im
ul

an
to

fs
ki

n
pi

gm
en

ta
tio

n
Te

tr
ac

os
ac

tid
e

(p
ep

tid
e

ag
on

is
ta

na
lo

g
of

A
C

TH
)

D
ia

gn
os

tic
ag

en
to

fa
dr

en
al

fu
nc

tio
n

B
Q

-1
23

(c
yc

lic
pe

nt
ap

ep
tid

e,
na

tu
ra

lp
ro

du
ct

an
ta

go
ni

st
of

en
do

th
el

in
)

Po
te

nt
ia

lt
re

at
m

en
to

fh
yp

er
te

ns
io

n,
re

st
en

os
is

,a
nd

re
la

te
d

di
so

rd
er

s

C
al

ci
to

ni
n

(i
de

nt
ic

al
to

na
tiv

e
pe

pt
id

e)
Tr

ea
tm

en
to

fh
yp

er
ca

lc
em

ia
,P

ag
et

’s
di

se
as

e,
os

te
op

or
os

is
,a

nd
pa

in
af

fil
ia

te
d

w
ith

bo
ne

ca
nc

er
Eb

ir
at

id
e

(h
ex

ap
ep

tid
e

ag
on

is
ta

na
lo

g
of

A
C

TH
)

Po
te

nt
ia

la
pp

lic
at

io
n

fo
r

C
N

S
di

so
rd

er
s;

co
gn

iti
on

tr
ea

tm
en

t
Pe

nt
ig

et
id

e
(p

en
ta

pe
pt

id
e

an
ta

go
ni

st
an

al
og

of
Ig

E)
Po

te
nt

ia
la

nt
ia

lle
rg

ic
ag

en
t

M
D

L2
80

50
(d

ec
ap

ep
tid

e
an

ta
go

ni
st

an
al

og
of

H
ir

ud
in

)
Po

te
nt

ia
lu

se
as

th
ro

m
bi

n
in

hi
bi

to
r

ba
se

d,
an

tic
oa

gu
la

nt
ag

en
t

Ep
tifi

ba
tid

e
(c

yc
lic

he
pt

ap
ep

tid
e)

Po
te

nt
ia

la
nt

ith
ro

m
bo

tic
dr

ug
L3

65
20

9
(p

se
ud

oh
ex

ap
ep

tid
e,

na
tu

ra
lp

ro
du

ct
an

ta
go

ni
st

of
ox

yt
oc

in
)

Po
te

nt
ia

lu
se

as
ut

er
in

e
re

la
xa

nt
fo

r
pr

ev
en

tio
n

of
pr

em
at

ur
e

la
bo

r

A
to

si
ba

n
(o

xy
to

ci
n

an
ta

go
ni

st
)

Po
te

nt
ia

lu
se

fo
r

pr
et

er
m

la
bo

r
D

PD
PE

(p
en

ta
pe

pt
id

e
ag

on
is

ta
na

lo
g

of
en

ke
ph

al
in

)
Po

te
nt

ia
la

na
lg

es
ic

le
ad

;δ
-s

el
ec

tiv
e

op
io

id
ag

on
is

t
G

H
R

P-
6

(h
ex

ap
ep

tid
e

ag
on

is
ta

tg
he

re
lin

re
ce

pt
or

)
Po

te
nt

ia
lG

H
se

cr
et

ag
og

ue
le

ad
G

ro
lib

er
in

(g
ro

w
th

ho
rm

on
e-

re
le

as
in

g
fa

ct
or

an
al

og
)

Po
te

nt
ia

lu
se

fo
r

tr
ea

tm
en

to
fg

ro
w

th
ho

rm
on

e
de

fic
ie

nc
y

En
fu

vi
rt

id
e

(i
nh

ib
ito

r
of

vi
ra

lf
us

io
n)

Po
te

nt
ia

la
nt

iv
ir

al
an

d
an

ti-
H

IV
dr

ug

(c
on

tin
ue

d
ov

er
le

af
)



116 Synthetic Peptides: Chemistry, Biology, and Drug Design
Ta

b.
7

(C
on

tin
ue

d)

Pe
pt

id
om

im
et

ic
s

or
no

np
ep

ti
de

s
(r

el
at

io
ns

hi
p

to
na

ti
ve

pe
pt

id
e)

Pr
op

os
ed

/k
no

w
n

th
er

ap
eu

ti
c

ap
pl

ic
at

io
ns

M
or

ph
in

e
(p

ep
tid

ol
ig

an
d

na
tu

ra
lp

ro
du

ct
ag

on
is

ta
tµ

-t
yp

e
en

ke
ph

al
in

re
ce

pt
or

)
A

na
lg

es
ic

dr
ug

C
ap

to
pr

il,
En

al
ap

ri
l(

pe
pt

id
om

im
et

ic
in

hi
bi

to
rs

of
A

C
E)

A
nt

ih
yp

er
te

ns
iv

e
dr

ug
s

D
uP

-7
53

(n
on

pe
pt

id
e

an
ta

go
ni

st
at

A
T 1

-t
yp

e
A

II
re

ce
pt

or
)

Po
te

nt
ia

la
nt

ih
yp

er
te

ns
iv

e
dr

ug
A

-7
25

17
(p

ep
tid

om
im

et
ic

in
hi

bi
to

r
of

re
ni

n)
Po

te
nt

ia
la

nt
ih

yp
er

te
ns

iv
e

dr
ug

R
o-

31
85

39
,A

-7
59

25
(p

ep
tid

om
im

et
ic

in
hi

bi
to

rs
of

H
IV

pr
ot

ea
se

)
Po

te
nt

ia
la

nt
i-H

IV
/A

ID
S

dr
ug

C
P-

96
34

5
(n

on
pe

pt
id

e
an

ta
go

ni
st

at
N

K
1

re
ce

pt
or

)
Po

te
nt

ia
lu

se
as

an
an

tia
lle

rg
ic

or
an

al
ge

si
c

dr
ug

SC
-4

76
43

(p
ep

tid
om

im
et

ic
an

ta
go

ni
st

at
fib

ri
no

ge
n

re
ce

pt
or

)
Po

te
nt

ia
lu

se
fo

r
pr

ev
en

tio
n

of
th

ro
m

bu
s

fo
rm

at
io

n
In

te
gr

ili
n

(p
ep

tid
om

im
et

ic
an

ta
go

ni
st

at
fib

ri
no

ge
n

re
ce

pt
or

s)
Po

te
nt

ia
lu

se
fo

r
m

yo
ca

rd
ia

li
nf

ar
ct

io
n

O
PC

-2
12

68
(n

on
pe

pt
id

e
an

ta
go

ni
st

at
V

1
va

so
pr

es
si

n
re

ce
pt

or
)

Po
te

nt
ia

lu
se

as
a

di
ur

et
ic

ag
en

t

R
o-

24
99

75
(p

ep
tid

om
im

et
ic

ag
on

is
ta

tT
R

H
re

ce
pt

or
)

Po
te

nt
ia

lu
se

as
co

gn
iti

ve
en

ha
nc

er
ag

en
t

C
I-

98
8

(p
ep

tid
om

im
et

ic
an

ta
go

ni
st

at
C

C
K

B
re

ce
pt

or
)

Po
te

nt
ia

la
nx

io
ly

tic
dr

ug
M

K
-3

29
Po

te
nt

ia
lu

se
fo

r
tr

ea
tm

en
to

fp
an

cr
ea

ti
tis

(n
on

pe
pt

id
e

an
ta

go
ni

st
at

C
C

K
A

re
ce

pt
or

)
L-

69
24

29
(n

on
pe

pt
id

e
ag

on
is

ta
tg

he
re

lin
re

ce
pt

or
)

Po
te

nt
ia

lu
se

as
a

G
H

se
cr

et
ag

og
ue

SC
H

-3
48

26
(p

ep
tid

om
im

et
ic

in
hi

bi
to

r
of

m
et

al
lo

-e
nd

op
ep

tid
as

e
EC

3.
4.

24
.1

1)
Po

te
nt

ia
la

nt
ih

yp
er

te
ns

iv
e

dr
ug

;i
nh

ib
ito

r
of

at
ri

al
na

tu
re

tic
pe

pt
id

e
(A

N
P)

de
gr

ad
at

io
n

C
T-

05
43

(p
ep

tid
om

im
et

ic
in

hi
bi

to
r

of
ge

la
tin

as
e)

Po
te

nt
ia

la
nt

im
et

as
ta

tic
ag

en
t

M
D

-8
05

(p
ep

tid
om

im
et

ic
in

hi
bi

to
r

of
th

ro
m

bi
n)

Po
te

nt
ia

la
nt

ith
ro

m
bo

ly
tic

dr
ug

B
iv

al
ir

ud
in

(t
hr

om
bi

n
in

hi
bi

to
r)

Po
te

nt
ia

la
nt

ic
oa

gu
la

nt
an

d
an

tia
ng

in
al

dr
ug

A
m

pi
ci

lli
n,

am
ox

yc
ill

in
(n

on
pe

pt
id

e
in

hi
bi

to
rs

of
ba

ct
er

ia
lc

el
l

w
al

lp
ep

tid
og

ly
ca

n
sy

nt
he

si
s)

A
nt

ib
ac

te
ri

al
pe

ni
ci

lli
n-

re
la

te
d

dr
ug

s

N
ot

e:
Se

e
Ta

bl
e

3
an

d
Fi

g.
4

fo
r

so
m

e
ch

em
ic

al
st

ru
ct

ur
es

.
So

ur
ce

:A
da

pt
ed

fr
om

Sa
w

ye
r,

T.
K

.(
19

95
)

in
:A

m
id

on
,G

.,
Ta

yl
or

,M
.(

Ed
s.

),
Pe

pt
id

e-
B

as
ed

D
ru

g
D

es
ig

n:
C

on
tr

ol
lin

g
Tr

an
sp

or
t

an
d

M
et

ab
ol

is
m

,A
C

S
B

oo
ks

,
W

as
hi

ng
to

n,
D

C
.



Synthetic Peptides: Chemistry, Biology, and Drug Design 117

antagonists at peptide receptors has been
significantly advanced by mass screening
assays using chemical collections as well as
various natural product sources, thereby il-
lustrating the fact that the peptide ligand is
not exclusive toward providing the molecu-
lar framework for peptide antagonist drug
discovery. Interestingly, the recent devel-
opment of peptide library technologies
(including emerging pseudopeptide and
peptidomimetic libraries) has accelerated
opportunities to identify novel leads as
well as the ability to evaluate analogs in
a structure–activity sense to expedite the
overall process of drug candidate selection.
The application of biophysical chemistry
(e.g. NMR spectroscopy and X-ray crys-
tallography) and computational chemistry
methods have collectively established pow-
erful drug design technologies for the
synthetic transformation of native pep-
tides to chemically modified pseudopep-
tides or peptidomimetics. In the case of
cyclic, conformationally constrained pep-
tides, the synergism of NMR spectroscopy
and computational chemistry-based anal-
ysis of three-dimensional structural prop-
erties and model building points to an
extremely promising approach to advanc-
ing peptide-based drug design in a rational
manner. In the case of X-ray crystal-
lography and computational chemistry,
the study of peptide or peptidomimetic
interaction with proteins (peptidases, ki-
nases, Src homology proteins, antibod-
ies) exploits high-resolution (1.8–3.0 Å)
molecular maps of the complex to pro-
vide insight into further design strategies.
In this regard, recent work on HIV pro-
tease, an aspartyl peptidase, is particu-
larly outstanding in that more than 120
inhibitor–enzyme complexes have been
determined by X-ray crystallography. Fur-
thermore, this work provides an excellent
example of peptide and peptidomimetic

drug design and development strategies
that integrate molecular biology, biochem-
istry, synthetic chemistry, biophysical and
computational chemistry, pharmacology,
and drug delivery research (Fig. 4).

Among the major challenges of devel-
oping peptide drugs has been the mode
of administration of the particular com-
pound. Peptide drug delivery exists in
many forms, including parenteral (intra-
venous or intramuscular injection), inter-
stitial (subcutaneous implant), oral, nasal,
and percutaneous (transdermal) admin-
istration. Perhaps, the most well-known
injectable peptide is that of insulin, and
with respect to implants the recent success
of the gonadotropin-releasing hormone
analog Zoladex deserves mention. In the
case of oral administration, one of the key
reasons for pursuing the chemical trans-
formation of peptides into peptidomimetic
derivatives has been to identify prototypic
lead compounds that may exhibit oral
bioavailability. Such efforts have shown
success as exemplified by the develop-
ment of orally effective ACE inhibitors,
renin inhibitors, HIV protease inhibitors,
thyrotropin-releasing hormone (TRH) ago-
nists, fibrinogen antagonists, and so forth.
Nevertheless, the possibility of alternative
modes of administration of peptide (or
peptidomimetic) drugs remain an intrigu-
ing area of research, and some success
has been achieved with respect to nasal
(oxytocin, desmopressin, buserelin, and
calcitonin), pulmonary, buccal, rectal, and
transdermal routes of peptide drug ad-
ministration. Of particular impact on the
oral delivery of peptide drugs is the lim-
itation on passive or active transport of
molecules of high molecular weight (typ-
ically including tetrapeptides and larger
peptides) posed by the intestinal ep-
ithelia. Similarly, stability toward gastric
acid and degradative enzymes, including
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peptidases associated with the epithelial
membrane (luminal side) or within such
cells, provides another challenge a peptide-
based drug candidate must surpass to
eventually access systemic circulation after
oral administration.

The apparent medical potential for pep-
tide, peptidomimetic, or nonpeptide drugs
is already tremendous, and future op-
portunities will continue to make this
area of pharmaceutical research extremely
competitive. There are approximately 100
synthetic and recombinant peptides that
are marketed worldwide, and an estimated
200 molecules that are in clinical testing.
Nine marketed peptides are responsible
for annual sales surpassing the $4 billion
mark. Some past and current examples of
peptide, peptidomimetic, and nonpeptide
preclinical lead compounds, clinical candi-
dates, and marketed drugs are exemplified
above in Table 7. Most recently, synthetic
and recombinant peptides that have been
approved by the FDA include Teriparatide
(PTH agonist analog for osteoporosis),
Goserelin (GnRH agonist analog for can-
cer and hormonal menstruation disorder),
Integrilin (integrin gpIIb/IIIa antagonist
for myocardial infarction) Enfuvirtide (in-
hibitor of viral fusion to effect antiviral
and anti-HIV activity), Eptifibatide (car-
diovascular, neuroprotective), Bivalirudin
(thrombin inhibitor for anticoagulant and
antianginal), Atosiban (oxytocin antago-
nist for preterm labor), Techtide P829
(radiolabeled somatostatin analog for tu-
mor detection), and Groliberin (GRF ana-
log for treatment of growth hormone
deficiency). Past and still existing major
peptide and peptidomimetic drugs include
insulin (for treatment of diabetes) and
dipeptide sweeteners such as aspartame.
Without question, the field of peptide,
peptidomimetic, and nonpeptide drug dis-
covery has emerged as a superclass of

molecules for a plethora of disease as ex-
emplified by the therapeutic scope and
molecular diversity as described in this
chapter. Future research and drug devel-
opment holds further promise to combat
many existing diseases and to deal with
many unmet needs throughout the world.

See also Biotransformations of
Drugs and Chemicals; Design
and Application of Synthetic Pep-
tides; HPLC of Peptides and Pro-
teins; Medicinal Chemistry; Pep-
tide and Non-Peptide Combinato-
rial Libraries; Protein Expression by
Expansion of the Genetic Code; Re-
ceptor Targets in Drug Discovery;
Targeting and Intracellular Deliv-
ery of Drugs.
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Keywords

System
A set of interacting parts functioning as a whole and distinguishable from its
surroundings by identifiable boundaries.

Systems Theory
Systems theory denotes the cross-disciplinary investigation of the abstract organization
of systems, irrespective of their substance, type, or spatiotemporal scale of existence.
The goal is the study of emerging properties that arise from the interconnectedness of
the individual parts making up the system.

Robustness
Robustness of biological systems denote the maintenance of specific system
functionalities in the presence of fluctuations or change in environmental parameters.

Control
Control is defined as the response action taken by a system to counteract parameter
changes to maintain system functions at a certain, predefined level.

Modularity
A design concept of complex systems to integrate simpler, self-contained functional
building blocks into the framework of one larger system.

Model
The concept of representing causal relationships from real systems in the language of
mathematics.

� Systems biology is a new field of biology, which puts the theoretical foundations of
system-level analysis of living matter into the context of modern high-throughput
quantitative experimental data, mathematics, and in silico simulations. It aims at
analyzing the organization and gaining engineering-control of metabolic and genetic
pathways. The ultimate goal will be to gain a ‘holistic’ view on the complex workings
of life. This article reviews the need for a system-level understanding of biology,
comments on the current scientific progress in this field, and points out future
directions of experimental design strategies and theoretical approaches.



Systems Biology 125

1
Introduction

Systems biology is a newly established field
in life sciences that aims at promoting a
global system-level understanding of living
matter through the integration of various
scientific domains.

The considerate attention Systems biol-
ogy receives nowadays is due to the fact
that it will most likely cause a paradig-
matic shift in biological research. Modern
molecular cell biology so far has been a de-
scriptive science, devoting insight mainly
to isolated small compartments of a system
as a whole, for example, by investigating
the influence of individual molecules types
within the whole cell cycle. The study of
the interconnected nature of cellular pro-
cesses has long been avoided in favor of
a reductionist approach. This is on one
hand due to the sheer amount of new
challenges that come about when tackling
complex systems. On the other hand, it has
been the common leitmotif in other natu-
ral sciences, such as physics, to shed light
mostly on well-controlled systems that are
either small and isolated, or large and ho-
mogeneous so that they can be tackled
with the laws of statistics. It is dawning on
us only now that the true challenge lies in
the description of dynamical, mesoscopic,
open, spatiotemporally extended, nonlin-
ear systems that operate in the absence
of thermodynamic equilibrium, and these
systems are the most important to under-
stand as they are the ones that support
life

Although the reductionist approach has
been successful in identifying key factors
for many fundamentally important biolog-
ical processes, contemporary science has
to recognize the importance of wholeness,
which is defined as problems of organiza-
tion instead. Emergent phenomena arise

from the interaction of various units or
modules, which are neither resolvable nor
understandable through the study of local
events or the respective parts in isolation.
Hence, traditional reductionist models and
methods of cell and molecular biology are
not very well suited and can be incomplete,
misleading, or even completely wrong.

Historically, Jan Christiaan Smuts was
among the first to formulate a theory
of the whole that was hoped to fill
the gap between science and philosophy.
In his book ‘‘Holism and Evolution,’’
published in 1926, Smuts argued that
nature consisted of discrete objects, or
‘wholes,’ that are not entirely resolvable
into their respective parts. The wholes
and parts mutually depend on each other
in their functionality, thus forming one
organic, unified web of relations, which
comprises matter, life, and mind that
cannot be accounted for by a reductionistic
analysis. Smuts saw his idea confirmed in
evolution, regarding Holism as the active
driving force toward more perfect wholes
or species.

The theoretical foundations of systems
engineering have already been laid 50 years
ago. The concept of systems theory in biol-
ogy (cf. Sec. 2) was proposed in the 1940s
by the biologist Ludwig von Bertalanffy
and further developed in the 1950s by Ross
Ashby as a countermovement against re-
ductionism in science. In the sense of
holism, von Bertalanffy emphasized the
need for a study of the informational orga-
nization within real, open systems. The
assembly of such interrelated elements
then comprise a unified whole, which in
turn can show new emergent properties.

In 1948, the mathematician Norbert
Wiener established the field of cybernet-
ics as the science of communication and
control of systems in regard to their en-
vironment. Cybernetics is closely related
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to systems theory, using the same con-
cepts of information, control, or feedback.
However, the former focuses on systems
function for providing regular and repro-
ducible behavior, whereas the latter deals
more with system structure. Even so, both
terms are often used in conjunction, for
both structure and function cannot be un-
derstood as separate entities.

Although the mathematical tools re-
quired for Systems biology had already
been refined decades ago, the approach of
systems theory in biology has gained mo-
mentum only now in the era of genomics
and proteomics as a consequence of high-
throughput measurements, which provide
the necessary amount of quantitative data
for the establishment of appropriate holis-
tic models of cellular processes.

Today, biology embarks on systems
thinking in two different ways. One way
is to regard Systems biology as a new way
toward integrating information from dif-
ferent organizational levels, starting from
DNA to proteins via metabolic pathways to
functional modules, into the context of a
holistic organizational view. The primary
goal of the second view on Systems biol-
ogy is to establish a conceptual framework
and working methodologies for the aug-
mentation of knowledge on the workings
of biological phenomena, thus combin-
ing systems theory and molecular biology:
‘‘Systems biology is not a collection of
facts but a way of thinking’’. This view
has already been shared by Mesarović in
the late 1960s. He predicted that Systems
biology would be an established field of sci-
ence as soon as ‘‘biologist start asking the
right questions’’. Put differently, biologists
need not recast facts already known from
molecular biology in a different language,
but they need to ask questions based on
system-theoretic concepts.

Both ways share the extensive need for
high-quality, quantitative biological data
through extensive experimental endeavors
and new mathematical analysis tools as a
basis of developing detailed models that
are essential for the study of systemic
properties and behavior. Currently, it
is the hope in the postgenomic era
that new breakthroughs in experimental
techniques lay the foundation for the
integration of mathematics, engineering,
physics, and computer science into biology
to understand the range of complex
biological regulatory systems at multiple
hierarchical and spatiotemporal levels of
cellular organization.

Section 2 defines the concept of system-
level understanding in detail. The need for
Systems biology will become clear from the
discussion on the outstanding properties
of biological systems, such as complexity,
modularity, stochasticity, and hierarchical
organization in Sect. 3. These insights lead
to guidelines and strategies for the design
of experiments and models with the need
of a unified computational infrastructure
as explained in Sect. 4. The last section
(Sect. 5) concludes with an outlook on the
future prospects of Systems biology and
the hope for the initiation of a Systeome
Project.

2
What is System-level Understanding?

The word ‘‘system’’ derives from the Greek
and is composed of the prefix syn, meaning
together, and the root of histanai, mean-
ing ‘‘cause to stand.’’ A system is defined
as the assembly or set of interrelated ele-
ments comprising of a unified whole that
is distinct from its environment. It can be
hierarchically organized and made up of
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other subsystems or modules, which al-
lows for constructing a complex entity out
of simpler units. For example, organelles
like mitochondria constitute distinct sub-
systems within the organization of a cell.
The subdivision of natural entities into
systems is an abstract construct. Systems
per se do not really exist in reality. They
are rather defined as a set of elements
interacting over time.

Systems theory denotes the transdisci-
plinary investigation of the abstract or-
ganization of phenomena, independent
of their substance, type, or spatiotem-
poral scale of existence. Its goal is to
study emerging properties arising from
the interconnectedness and complexity of
relationships between parts. It argues that
however complex or diverse a system is,
there are always different types of organi-
zational structures present, which can be
represented as a network of information
flow. Because these concepts and prin-
ciples remain the same across different
scientific disciplines like biology, physics
or engineering, systems theory provides
a basis for their unification. The systems
ansatz distinguishes itself from the more
traditional analytic approach by empha-
sizing concepts of system-environment
boundaries, signal input–output relation-
ships, signal and information processing,
system states, and hierarchies. Albeit sys-
tems theory is valid for all system types,
it usually focuses on complex, adaptive,
self-regulating systems that are called cy-
bernetic.

Elegant, simple, and globally valid mod-
els are rare in biology as compared to other
fields of science. Few examples exist where
some function can be attributed to the
workings of a single small molecule or pro-
tein, as is the case with hemoglobin during
gas transport in the blood stream. In most
cases, several genes are coexpressed and a

multitude of proteins is involved for each
cellular signaling pathway. Nevertheless,
modern biology so far mostly followed
a reductionist approach, typically tack-
ling small isolated parts of an organism,
trying to deduce biological phenomena
from molecular behavior, which often-
times results in a simplistic ‘‘one gene for
one function’’-approach. However, genetic
analysis has shown that the genotype of dif-
ferent species is mostly identical. It must
be thus the signal processing stages on the
way from the genome to the phenotype,
in other words, an ever more elaborate
regulation of gene expression that amplify
the subtle particularities in the respective
genetic codes.

Therefore, it becomes clear that fu-
ture explanations of biological phenomena
ought to be explained in the vocabulary
of system theory, such as amplification,
control, adaptation, sensitivity, autoregula-
tion and error correction, taking a holistic
view of the system under consideration.
In short, Systems biology is needed to
uncover the laws of the whole that can-
not be deduced by delving deeper into the
details.

Accordingly, system-level investigation
of biological matter comprises the under-
standing of system structure and function
in the sense of systems theory and cyber-
netics, respectively.

System structure: This denotes the iden-
tification of the static connection
topology and regulatory relation-
ships within the network of genes,
proteins, and other small molecules
that constitute the signal transduc-
tion and metabolic pathways as
well as the physical structure of
organisms or cells. Some of the
experimental techniques currently
available to deduce the cells’ global
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system structure are DNA microar-
ray or protein complex identification
using TAP tagging and mass spec-
trometry analysis.

System dynamics: This refers to the
qualitative and quantitative evolu-
tion of the above network over time.
Dynamics include the temporal vari-
ation of the metabolites’ concentra-
tions as well as the structure of
the network itself. Different meth-
ods are applicable for the proper
establishment of the model, such
as metabolic, sensitivity, or dynamic
analysis.
The system dynamics of gene regu-
lation can be determined to a certain
degree by quantitative Westernblots
and RT-PCR. Spatiotemporal dy-
namics of individual molecules has
become available with the help of
fluorescent marker proteins. In par-
ticular FRAP (fluorescence recovery
after photobleaching), FRET (fluo-
rescence resonance energy transfer
and FCS (fluorescence correlation
spectroscopy) allow the determina-
tion of molecular diffusion con-
stants, molecular interaction, and
the localization of individual pro-
teins or protein complexes in time
and space.

Once the structure and its spatiotem-
poral dynamics have been (partly) un-
derstood, it is a future vision to develop
methods controlling the state of the re-
spective biological systems. The control
schemes could be utilized to minimize
malfunctions or treatment against disease
within the particular system. The ultimate
goal will be to design new multitarget
methods for cellular control schemes as
well as the forward engineering of liv-
ing matter from scratch on the basis of

the knowledge from model predictions
and understanding. The area of systems
control and design in biology is usually re-
ferred to as Synthetic biology (See Sec. 5.1).

3
What Makes Biological Systems so
Special?

While biological systems still need to be
based on laws of (quantum-)mechanics,
chemistry, and thermodynamics, biology
additionally incorporates the notion of or-
ganismal function, which represents the
need for survival and reproduction, as well
as the possibility to evolve in and adapt
to changing environments. This inherent
purpose differentiates biology significantly
from all other natural sciences. Moreover,
there is no distinct separation of infor-
mation storage and regulatory units. Both
genes and proteins are used for long- and
short-term storage of interaction rules as
well as being active regulatory elements.
Genes, for example, can regulate their own
expression. Classical physics views the
emergence of every effect to be determined
by a cause residing in the past. Biological
systems on the contrary are teleonomic,
that is, they are oriented toward a state in
the future. It was the insight of Cybernet-
ics that purposeful activity can be described
through the use of circular mechanisms,
where the effect equals the cause. The
simplest example of a circular logic is a
feedback loop, where the output of the sys-
tem is fed into its input again (See Sec. 3.2).

Having these prerequisites in mind, the
concepts of systems theory and cybernet-
ics should be utilized, if one wants to
establish successful formal mathematical
models in biology. The introduction of
circular causalities has far reaching conse-
quences on the general design and global
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properties of biological systems, such as
robustness, complexity and control, which
are discussed in detail in this section.

3.1
Biological Complexity

In order to comprehend the challenges
in Systems biology, it is important to
understand the origin of the complexity
encountered in nature. First, it is impor-
tant to note that complexity within a system
does not necessarily come about as a con-
sequence of the number of component
parts. In physics, the macroscopic state or
the dynamics of objects are oftentimes well
described by a few parameters or simple
mathematical equations. For example, the
temperature of an object comes about due
to the thermal agitation of its individual
atoms. However, their average energy can
be ascribed to a single, macroscopically
measurable quantity.

A complex system is one in which the
laws that describe its behavior are qual-
itatively different from those that govern
its units, such that new features emerge
as one moves from one temporal, spatial,
or organizational scale to another. The sci-
ence of complexity is about revealing the
principles that govern the ways in which
these new properties appear. Thus, it is
rather the organization of the system into
irreducible, heterogeneous parts that are
highly structured and hierarchically orga-
nized on various spatiotemporal scales,
which makes a system to become complex,
or in other words, ‘‘complicated.’’

The notion of complexity is not well
defined amongst the various science disci-
plines. Information theory usually char-
acterizes complexity as the amount of
information needed to optimally predict
the behavior (or state) of the system on the
basis of entropy measures. However, this

definition refers to sequence complexity
and is thus unsuitable for biology, where,
for example, the sequential makeup of
proteins is largely uncorrelated with their
respective function. One viable approach
toward defining the complexity of biolog-
ical systems may be the identification of
the topological structure at a higher level
of large-scale organization in terms of hi-
erarchically organized networks.

Complex systems in physics are usually
defined to consist of many individual, yet
simple, and identical or similar elements,
whose complex dynamics arise from
the interaction of its elements alone.
Physicists try to deduce simple and few
interaction laws, which are then sufficient
to describe the complexity emerging at the
macroscopic scale of a system, for example,
by a power-law behavior with respect to the
size of events and their probability to occur.

Different approaches toward describing
this type of complex systems exist. One is
the so-called ‘‘slaving-principle’’. It makes
use of the fact that under certain conditions
the global, macroscopic behavior of a
system is governed by a few, slowly
evolving state variables, which ‘‘slave’’ all
other dynamics. This way, the relevant
degrees of freedom of such a complex
system are largely reduced, allowing the
system to find its own structure, that is,
to self-organize. One use of the slaving
principle is the analytical description
of lasers, explaining the spontaneous,
synchronous light emission by the atoms
in the lasing medium.

Another popular framework from statis-
tical physics for the explanation of emer-
gent phenomena in multibody systems
is the notion of self-organized criticality
(SOC), which was acclaimed to explain the
frequent occurrence of long-tail distribu-
tions in many natural phenomena. SOC
denotes the ability of open and dissipative
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systems to display critical, that is, scale-
invariant, behavior even in the absence
of external pressures. Unfortunately, this
theory did not live up to its promise of
being universally applicable, but it has its
applications in, for example, earthquake,
forest fire, or avalanche models.

The limited applicability of SOC or the
slaving principle on biological phenom-
ena is mainly due to the fact that biological
systems need a redefinition of complex-
ity that is quite different from that in
physics. Biological systems are hetero-
geneous, modular, highly structured on
multiple irreducible spatiotemporal scales,
and self-dissimilar with each entity usually
having several functional and regulatory
properties. Nevertheless, the individual
components ‘‘interact selectively and non-
linearly to produce coherent rather than
complex behavior.’’

Carlson and Doyle therefore introduced
the theory of highly optimized tolerance
(HOT). It accounts for the intrinsic design
of biological and engineered systems.
Their theory reflects the behavior of such
high-throughput, high-density systems,
which are faced with limited resources.
These systems show a high tolerance,
that is, robustness, against environmental
parameter fluctuations. This robustness
is achieved at the cost of a high degree
of complexity through the addition of
control units to the system. Resource
constraints then call for an optimized
tradeoff between fault tolerance toward
frequently experienced perturbations and
fragility to rare, yet possible events.
Thus, there exists a ‘‘conservation law of
robustness.’’

The complex design of even the sim-
plest eukaryotic cells is often compared to
the makeup of computers or today’s com-
mercial aircraft. Indeed, those man-made
machines have a bewildering complexity

such that no man alone understands all
the parts and their interplay in complete
detail. Many of the strongly interacting and
irreducible complex functions are there
to automate, control, or backup opera-
tions. This elucidates the main difference
between systems describable by SOC or
HOT. The former theory relates to scale-
invariant and self-similar features, while
the latter deals with self-dissimilar struc-
tures and sensitivities (dis-)appearing on
each scale of observation such that the
degrees of freedom in these systems are
irreducibly many.

3.2
Global Properties of Biological Systems

Systems thinking provides universal prop-
erties of biological systems that link the
emergence of complexity to other gen-
eral design features. These can be used
as a guideline for abstract mathemati-
cal modeling, looking for principles that
are commonly shared between diverse
species. Moreover, these properties show
how biology and engineering converge on
a systems level view.

3.2.1 Robustness of Biological Systems
Fault tolerance or robustness of biologi-
cal systems denotes the maintenance of
specific system functionalities even in
the presence of fluctuations or a change
in environmental parameters. In biology,
it refers to the concept of homeostasis
and the stability of developmental control.
Robustness is achieved through the incor-
poration of regulatory control loops into
a system, thus shielding or buffering the
desired system functionality from environ-
mental influence. Hence, it is important
to note that robustness is a relative system
property. For the maintenance of a certain
equilibrium, other properties must evolve
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and adapt. It is therefore required to define
which cellular functions change and which
resist as a reaction toward a disturbance.

Most of the ‘‘complicatedness’’ encoun-
tered in biological systems is a direct
consequence of the implementation of
control schemes rather than the core func-
tion itself. In particular, if robustness is
to be achieved for a wide range of distur-
bances, the control must have an equally
increasing variety as stated in the ‘‘Law
of Requisite Variety.’’ Consequently, com-
plexity serves simplicity in the sense that
the complicated control schemes are hid-
den underneath the simple, yet reliable
output.

Robustness in biological systems is usu-
ally achieved by redundant or functionally
overlapping regulatory pathways, signal
control with the help of feedback loops
and certain checkpoints within the cell, all
of which add to the total number of com-
ponents regulating the cell, while keeping
the number of distinct phenotypic charac-
teristics low. Cellular checkpoints play an
important role, for example, in mitosis, the
cell cycle, and in the early stages of em-
bryo development. Bacterial chemotaxis is
an intensively studied example of a robust
behavior due to multiple feedback control.
An example for the use of genetic buffer-
ing for robustness is shown by the fact that
only about 20% of genes in budding yeast
are essential for viability.

Most biological systems employ com-
plexity to buffer against environmental
changes or genetic defects. For example,
the simplest bacteria such as Mycoplasma
with a couple of hundred genes survive
only within a narrow band of environmen-
tal parameters. Escherichia coli on the other
hand, possessing about 3000 genes, sur-
vive in various environmental conditions.
Hence, most of the additional control

schemes are inactive under normal labora-
tory conditions and are possibly activated
under severe environmental conditions
only, which usually hides the complexity
of regulation.

Another interesting consequence of
robustness comes from the assumption
that dynamical behavior in biological
systems is coupled less to parameters
themselves, but more to the overall system
structure itself. Von Dassow showed that
robustness was the simplifying criterion
for the determination of the correct
topology of the segment polarity network,
producing highly robust patterning over a
large range of parameter variation.

Robustness in complex systems comes
at the price of some fragility due to tiny,
yet rare events. Indeed, a small rearrange-
ment of some cellular signal pathways can
oftentimes lead to a spectacular failure,
that is, impaired cell death. For example,
cancer can be caused through the accu-
mulation of tiny mutations in the genetic
code over the human life span. Neverthe-
less, the outbreak of cancer during the
reproductive years of a human are rather
rare and nature seems to cope well with
this tradeoff for the benefit of robust and
reliable ‘‘normal’’ functioning.

3.2.2 System Adaptation and Control
Adaptation is the ability of a system to
accommodate for varying external input
stimuli or disturbances to gain and
maintain the correct and optimized output.
This is usually achieved with the help
of feedback control. Popular examples of
adaptation using integral feedback control
is chemotaxis, in which bacteria adapt their
movement not to the absolute level of
pheromones but to the chemical gradient
only, or the activation of the heat shock
protein in E. coli under temperature stress.
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Control is a recurrent design encoun-
tered in natural systems, which effectively
increases robustness with the goal to keep
certain values within predefined physio-
logical limits. One distinguishes between
feedforward and feedback system control.
The former is an open-loop sequence
of predefined actions triggered by a cer-
tain stimulus, working reliably only within
strict ranges of input stimuli, yet simple
in design. The latter employs a closed-
loop design, which feeds part of the output
signal back into the system input. Depend-
ing on the sign of the feedback, positive
feedback (or autocatalysis) will amplify the
output signal, thus enhancing reliable sen-
sitivity toward cellular decision derived
from noisy input signals. Negative feed-
back, homeostasis, stabilizes the output
around some desired value by opposing
any changes caused by disturbances.

Although both types of control are suc-
cessfully employed in intracellular signal-
ing, both bear fragility as well. Autocataly-
sis can lead to self-sustained, unrestricted
signal amplification, as observed in un-
controlled tumor growth, while ultrastable
homeostasis regulation can cause large,
possibly disturbing, transient signals in
response to external fluctuations.

Most often, biological systems use com-
binations of open and closed-loop designs,
basing their control action upon the ab-
solute, accumulative, or differential value
of the input stimulus, thus balancing both
sensitivity and stability.

3.2.3 Modules and Protocols
Modules are characterized by being mostly
self-contained, having fixed interfaces for
external communication and are evolu-
tionarily detached, possessing their own
identity, having many internal, but only
few external links through which infor-
mation and matter is exchanged. Systems

are then thought of as assemblies of mod-
ules, like entire living organisms or an
individual.

Modular design is a commonly found
principle in modern engineering. It en-
ables the independent development and
testing of units before integration into
a common system. Further benefits are
the savings in developmental and main-
tenance cost and the prospect of graceful
degradation instead of catastrophic failure,
as errors are usually restricted to a single
module.

Similarly, modularity seems to be an
important concept in biology, probably
stemming from the evolutionary pressure
for optimal flexibility and the low chance of
damage spread. Spatially distinct entities,
like organelles in the cell or metabolic
units seem to be a recurrent scheme found
throughout various organisms. Genomic
research on the gene regulatory network
of yeast led to the discovery of a set of
regulatory motifs, which can be seen as
conceptual modular entities. Such motifs
have also been discovered in E. coli and are
not unique to cellular regulation, emerging
in food webs, the Internet and neural
networks as well.

If modular design of biological systems
is a governing principle, it opens up new
possibilities for simplification of in vivo
and in silico experiments. Modules would
provide fixed levels of detail and size, which
are easily abstracted once their functions
are known. With the help of these core
modules, it would be possible to build ever
more complex models without the need
for segmentation of every level of detail.

Modules communicate using protocols.
Protocols are fixed, commonly agreed
on rules that standardize communication
with their respective surroundings. They
ensure error correction, cellular coordina-
tion, as well as evolvability through the
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possibility of adding new functions to
a particular module. It has been shown
that protocols are an efficient means for
the hierarchical organization of complex
systems through their integration of dif-
ferent layers, thus reducing the costs of
information transmission. For example,
negative feedback is a powerful mod-
ule for the establishment of homeostasis.
Similarly, gene regulation, membrane po-
tentials, or signal transduction pathways
can all be regarded as protocols being
utilized by the different biological mod-
ules, such as the DNA, ion channels
or kinases, and phosphatases. Elaborate
feedback control protocols are robustly
established for the spatiotemporal devel-
opment of various species. An extensive
genome-wide analysis of prokaryotic cell-
cycle progression revealed a hierarchical
control structure with three to four master
regulatory proteins acting in a coordinated
fashion.

Interestingly, the use of protocols on
the cellular level has striking similarities
with modern communication of comput-
ers via the Internet. The Internet employs
many protocols for persistent communica-
tion, which can be ordered into a general
hierarchy starting from the data link via
the network and transport to the appli-
cation layer. Popular examples of each
hierarchy are the reverse address resolu-
tion protocol (RARP) for the IP lookup
and search of the communication partner,
IP for routing for the appropriate subnet
of the data, TCP for the secure, error-free
data exchange, and finally the application
layer like HTTP or FTP for retrieving a
Web page or downloading files. The fact
that these protocols have been used for
decades, irrespective of the fast and on-
going evolution of computer hard- and
software, highlights their importance. The
Internet moved into the focus of intensive

research, beginning to have a rich theory.
Its close resemblance with other complex
systems, while at the same time having
available enormous data sets, make it an
attractive example to compare with biolog-
ical networks.

4
Systems Biology Modeling

The word model derives from the Latin
language ‘‘modus,’’ that is, ‘‘manner, mea-
sure,’’ and refers to the concept of rep-
resenting causal relationships from real
systems in the language of mathematics.
This mapping oftentimes involves simpli-
fications of the original systems with the
hope to gain predictive powers on exper-
imental results and to explain functional
design principles.

Modeling and simulation have become
indispensable tools for gaining insights
into natural systems. In biology, they help
to bridge the gap between theory and ex-
periment. Oftentimes, the biologists are
faced with the dilemma that experiments
do not provide sufficient data for theoreti-
cal interpretation, while at the same time,
clues for new experiments are missing as
a consequence of lacking hypotheses.

Experimental results need proper math-
ematical interpretation and model hy-
potheses require experimental proofs.
Thus, the process of knowledge genera-
tion is an iterative process consisting of two
feedback loops (Fig. 1). The experimental
part employs experimental techniques to
obtain quantitative data of the system dy-
namics. These are then compared with
predictions by the mathematical model. In
the case of failure, that is, in the case of
diverging results from model and exper-
iment, this process must be repeated by
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Fig. 1 Schematic to the experiment-modeling loop for knowledge generation in Systems
biology.

adjusting the old hypothesis and thus rec-
onciling the model with the new results
from the experiment. As an example of
this cycle of model building, experiment,
and model refinement, Ideker et al. re-
cently developed an integrated approach
to construct, test, confirm, and refine the
simulation of the yeast galactose utilization
network through the combined numerical
simulation and analysis of networks with
systematic experimental perturbation and
global measurements.

The major guideline for optimal mod-
eling should be the concept of Occam’s
razor, which states that models should be
void of any redundant information. In the
times of modern biology, this paradigm
also needs to be viewed from the other
side, that is, that models must not be over-
simplified, and thus missing the essential
clues of functionality of real-life systems.
In particular, it is important to note that
modeling in biology must establish differ-
ent concepts than those in physics. The
paradigm of nonlinear science is that even
simple systems can lead to dynamically
rich behavior. Despite the beauty of the
simplicity of this idea, one must realize,

however, that living systems regulate their
dynamics differently, that is, through a
complex makeup of interconnected regula-
tory functions, a fact that is often neglected
or ignored.

Models in biology are usually heuris-
tic. They arise embedded in the process
of biological experiments and are cou-
pled tightly to them. Information is,
for example, deduced from perturbation
analysis of the experimental system and
thus contains assumptions about the
causality and the passage of time. The
construction of a valid working model
of a biological system from experimen-
tal data can be approached from two
sides.

The bottom-up modeling of cellular
functions is based on the integration of
established biological knowledge on the
dynamics of the relevant biological compo-
nents of the system or regulatory network
under consideration. This attempt is use-
ful, when most of the reaction partners
are known and their interaction dynam-
ics are understood. The research goal is
the establishment of an accurate computer
simulation that allows for (1) the analysis
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of the system dynamics (2) the scan of
parameter ranges that are unattainable in
experiments (3) the prediction of unknown
functionality or interactions. Attempts of a
bottom-up modeling are, for example, the
λ-phage decision circuit or the data-driven
simulation of a cancer cell.

The top-down modeling ansatz tries
to apply statistical analysis to data from
high-throughput experiments coming, for
example, from DNA microarrays. Data
mining techniques search for clusters of
coexpressed genes as a consequence of an
external perturbation, like the knockout
or overexpression of certain genes. The
working assumption for these methods
is that coexpressed genes also share
common relationships with respect to
other biological processes, for example,
metabolic pathways. The result of a
cluster analysis is the construction of an
interaction network of genes or proteins,
whose topology can hint at biologically
reasonable organization principles.

The knowledge-based bottom-up ap-
proaches toward modeling possess a cer-
tain appeal to biologists. However, success-
ful modeling needs to overcome the gaps
in understanding. Most of protein–protein
interactions are still unknown and the un-
derlying physics of interacting molecules
needs better attention. The influence of
high molecule concentration in subcom-
partments of a cell environment on reac-
tion rates is as yet widely unknown. The
spatial distribution of reactants and molec-
ular crowding may well affect reactions
and their rates, for example, explaining
the symmetry breaking process of mitosis.
A particular challenge arises from identi-
fying the relevant components, which is
most difficult due to the vast number of
combinations of active molecules. These
obstacles presently impair mathematical
modeling in biology.

Besides the ever growing need for more
experimental biological data, the success
of quantitative modeling will especially
depend on the quality and diversity of
such data. Experimental data needs to
be comprehensive with respect to four
aspects:

Factor: the need to capture the behavior
of all important target factors, such
as the genes and proteins that play
decisive roles in the experimental
system under consideration.

Item: this refers to the simultaneous
measuring of necessary sets of
variables, such as transcription level,
molecule concentration or spatial
information that are required for
reliable hypothesis building from
experiments.

Time and space: this refers to the need
for a sufficiently high spatiotemporal
sampling rate of the experimental
data to obtain a reasonable resolution
of the spatiotemporal dynamics.

Repetition: experiments need to be
repeated in a reliable fashion to
obtain a statistically reliable estimate
for the biological variability of the
system and other sources of error
induced by the experimental setup.

In particular, the last aspect is often
neglected in biology both in terms of
the necessary number of experiment
repetitions, as well as the false integration
of data from inconsistent samples. This
can lead, for example, to many false-
positive or false-negative results in public
genomic databases.

Regardless of the approach, one needs
to define the level of model abstraction,
complexity, and spatiotemporal scale of the
system under investigation. The level of
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abstraction leads to certain dynamics being
modeled and simulated in detail, while for
other parts, the details can be neglected,
for example, due to low sensitivity toward
specific parameter values, or considered
as black boxes characterized by their
input/output behavior.

The major goal of theory and model
simulations is reverse engineering of bio-
logical systems, which is ‘‘the process of
analyzing a system to identify its com-
ponents and their interrelationships and
create representations of the system in
another form or at a higher level of abstrac-
tion.’’ However, biological systems pose
a major challenge toward reverse engi-
neering due to the hidden complexities,
inherent robustness, and possibly subop-
timal design of functional units. Circular
causality makes it hard to distinguish be-
tween cause and effect from biological
data. All of this imposes ambiguities so
as to deduce the correct biological ‘‘wiring
diagram’’ from the experimental data. It is
the hope that systems thinking in biology
with its concepts of robustness, hierarchy
and modularity, and protocols will provide
detailed bottom-up models with testable
hypotheses for model discrimination.

Different tools are available for the
translation of experimental data into the
language of mathematics, whose use de-
pends on the degree of model abstraction
and the spatiotemporal resolution of the
system under consideration. In the follow-
ing, we will focus on the motivation of
network biology, as an example of system-
level dissection of biological systems from
an organizational point of view.

4.1
Network Biology

Network biology attempts to deduce the in-
ternal organization of a biological system

from its organizational network topology
that can be understood easily with rela-
tively few and simple mathematical rules.
It is hoped that fundamental relationships
will emerge from essentially statistical
analyses of large genomic and proteomics
databases through this system-level ap-
proach.

Graph theoretic concepts have long
since been used by biologists to visualize
the interactions of genes, proteins, and
metabolites. Such graphs consist of a set
of nodes forming an interaction network.
Usually, the nodes stand for the state
variables of the system, like molecule
concentrations, while the connections
define the dynamics, that is, the type
of interaction between them. Emergent
phenomena then arise from the interplay
of local and global dynamics due to the
nodes and connections, respectively.

Networks are characterized by the con-
nectivity, path length, and clustering dis-
tributions. Connectivity tells how many
neighbors each node has on average. The
path length denotes the average separa-
tion between arbitrarily chosen nodes, and
the clustering coefficient is a measure
of the grouping tendency of the nodes.
Apart from these network measures, it is
important to investigate the network archi-
tecture. Depending on the way the various
nodes organize themselves into a network,
different final network topologies appear.

Random networks appear by randomly
connecting pairs out of a fixed set of nodes.
It can be shown that the connectivity
distribution follows a Poisson statistic,
while the mean path length increases
proportional to log N, where N is the
number of nodes. This type of network
shows a small-world effect: any two nodes
can be connected with just a few links.

Scale-free networks possess few highly
connected nodes, called hubs, while many
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nodes share only few connections. Hence,
the connectivity distribution follows a
power-law, that is, P(k) ∝ k−γ , where k
and P(k) denote the connectivity and
distribution, respectively, and γ is the
connectivity exponent. Such networks
appear, if new nodes have a preferential
attachment to already highly connected
hubs. They possess ultrashort path lengths
proportional to log log N.

Scale-free hierarchical networks are con-
structed out of a growth process, which
iteratively replicates and loosely connects
clusters or highly connected nodes, while
also establishing links to clusters of pre-
vious grow steps. These rules assure a
hierarchical structure of ever-smaller clus-
ters down to an original seeding cluster.

High-throughput data collection has
empowered the biological community to
draw ever more detailed interaction webs
of protein–protein, metabolite and gene
transcription networks. Network biology
relates to the field that attempts to
discover universal design and organization
principles, which govern the functioning
and evolution of inner- and intracell
networks. It has been discovered recently
that all biological networks share certain
topologies best described by scale-free
networks, usually having exponents of 2 <

γ < 3. Interestingly, this type of complex
network also emerges in other aspects
of life and society, such as the World
Wide Web and social interaction webs.
Moreover, metabolic networks in the cell
seem to share the property of ultrasmall
world effects.

First experimental results on yeast and
E. coli seem to support the view that
metabolic as well as genomic regulatory
networks show a hierarchical organiza-
tion with few recurrent subnetworks called
motifs that hint at the existence of elemen-
tary regulatory units. While modules are

discrete functional units that are semi-
detached from the whole system, motifs
comprise a set of genes or metabolites
that form recurring, significant patterns
of interconnections, inseparable from the
rest of the system. Ravasz et al. showed
that the metabolic networks of 43 distinct
organisms have a modular organization
interconnected in a hierarchical man-
ner – a system-level cellular organization
that might be generic in nature.

The true reason for the preferred oc-
currence of scale-free networks in nature
still remains elusive. Yet, there are a few
possible explanations. Scale-free networks
come about due to growth with preferred
attachment. Considering the evolution-
ary history of metabolic networks, they
might have grown through the addition of
ever more metabolites to highly connected
nodes already present in the system. Scale-
free networks are also preferable with
respect to functional robustness. Ran-
domly deleting nodes from the network
will most likely hit a loosely connected
node, while there is a low probability that
one deletes a hub.

The need to investigate the inter-
connections of genes–proteins and pro-
teins–proteins stems from the fact that
the genome of various species is quite
similar, whereas it has been argued that
the evolution of ever more complex species
is correlated with an increased functional
connectivity between a constant number
of genes. Motifs might provide a way
to increase interconnectivity of existing
proteins, this way creating new functional-
ities. ‘‘This is likely one of several reasons
that the apparent complexity of organisms
can increase so markedly without a cor-
responding increase in gene number. An
attribute of proteins encoded by the human
genome is that they have a richer assem-
bly of domains than do their counterparts
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in invertebrates or yeast, and indeed the
assortment of domains into novel combi-
nations is likely an important aspect of
genome divergence.’’

Usually, only an incomplete knowledge
about the system under investigation is
available. In these cases, Bayesian net-
works can ameliorate the insufficient
knowledge by modeling the known and
unknown interactions in a directed, prob-
abilistic cause–effect graph. The Bayes’
rules then allow the researcher to com-
bine new hypotheses with the existing
knowledge from experiment. Likewise, the
Bayesian networks allow to induce those
network structures that best match the
known expression data of a given regula-
tory network.

From the success of network biology,
Oltvai and Barabasi propose to view the
organization of cellular function in terms
of a complexity pyramid. Accordingly, cel-
lular functions are separated into groups
of heterogeneous components and func-
tion, all interacting within large networks.
Each higher functional cellular level, start-
ing from molecular components like DNA
to metabolic pathways, functional modules
to large-scale network organization, is ever
more universally applicable to a multitude
of species. This way, network biology pro-
vides a new view on the organizational
structure, behavior, and function of the
cell. It similarly bestows new approaches
of bottom-up and top-down modeling, that
is, moving from molecules to motifs and
modules, or starting from the other end
with the construction of scale-free, hi-
erarchical networks and then including
organism-specific modules and motifs. Al-
together, this global organization seems
to be a hint for an evolutionary family
of circuits with recurring dynamic orga-
nizational principles, which opens up the

possibility of establishing ‘‘a periodic table
for functional regulatory circuits.’’

4.1.1 Dynamic Network Models
Despite the intuitive appeal of network
biology toward the structure identification
of biological systems, it is limited in the
sense that it does not include the temporal
dynamics of the system. Boolean networks
are an abstract, yet viable, approach toward
the inclusion of a temporal evolution of
large-scale networks, while at the same
time being easy to handle both analytically
and numerically. Each node can assume
an ON/OFF value. Then, the state of
each node at the next time step (t + 1) is
deduced deterministically from a logical
Boolean function, that is, AND, OR,
NAND. . ., based on its current state and
external input. While Boolean networks
have been successfully used for the
analysis of gene regulatory networks, they
completely neglect the continuous nature
of concentration gradients or stochastic
effects. The inclusion of these into model
simulations is the topic of the following
sections.

4.2
Reaction-diffusion Models

Differential equations provide a mathe-
matical description of system dynamics
with continuous system states in time and
space. They are the most widespread for-
malism to model systems throughout the
various scientific domains, having a long
history of more than 300 years. In biology,
they are widely used to describe the time
and space course of molecular concen-
trations with the interaction between the
various reactants being modeled through
functional and differential relations. There
is a vast literature available on modeling
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biochemical reactions based on differen-
tial equations, especially in the context of
metabolic processes.

In general, one distinguishes between
purely time-dependent ordinary differen-
tial equations (ODE), and more general
partial differential equations (PDE), which
additionally include spatial dimensions. A
PDE describing the spatiotemporal evolu-
tion of a system has the general form

∂ψi(r, t)

∂t
= f [ψi(r, t)]

︸ ︷︷ ︸
temporal evolution

+ ∇Di(r, t)∇ψi(r, t)
︸ ︷︷ ︸

spatial Diffusion

, (1)

where ψi(r, t) denotes the respective sys-
tem state variables of the various molecules
labeled by the subscript i. The above equa-
tion reduces to an ODE in the absence
of spatial diffusion, which is D(r, t) = 0.
The term f [ψi(r, t)] denotes the respec-
tive synthesis rates, depending on the
various concentrations of ψi(r, t) and pos-
sibly external signals. It is often com-
posed of the various, mostly nonlinear,
interaction functions between the system
metabolites based on the ‘‘law of mass ac-
tion’’ of metabolic processes, for example,
Michaelis–Menten-like enzymatic degra-
dation, inhibition of the Hill type.

The spatial aspect of the equation enters
the description due to the inclusion of a
diffusion term, where the diffusion term
Di(r, t) depends on space and time in
general. Alan Turing was the first to point
out such reaction-diffusion systems as a
possible explanation for morphogenesis in
natural systems. He showed theoretically
that a system of reacting and diffusing
chemicals can evolve spontaneously to a
spatially heterogeneous state as a response
to an infinitesimally small forcing. This
pioneering work led to a new branch
of research and many so-called Turing

systems have been proposed (however, not
finally been proven) to account for pattern
formation in developmental biology, for
example, explaining the pattern formation
on snail houses, modeling Drosophila
embryogenesis, or explaining the coating
patterns of animals.

The importance of spatiotemporal inho-
mogeneities in molecular concentrations
and molecular crowding in signal trans-
duction pathways has recently been ac-
knowledged. As a consequence, cellular
functions also employ on active transport
mechanisms to sustain reliable cellular
processes.

Owing to the nonlinear interaction
terms f [ψi(r, t)], an analytical solution of
the differential equation is possible in rare
cases, only. However, a stability analysis
is always feasible and gives a good insight
into the qualitative behavior of the local
stability of the steady state solutions and
the occurrence of periodic solutions in
space and time.

In these cases, a quantitative insight into
the respective equations can be obtained
from numerical simulations. A variety of
numerical integration algorithms can be
found in standard literature; moreover,
several computer software packages have
been developed specifically for the simula-
tion and bifurcation analysis of nonlinear
systems, such as GEPASI or DBSolve.

4.3
Intracellular Noise Models

The above approach of differential equa-
tions for the mechanistic description of
biological phenomena implicitly relies on
the ‘‘law of mass action.’’ This law relates
the molecular component concentrations
to reaction rates. It is valid in homoge-
neous, well-mixed environment, assuming
the underlying reactions to be continuous
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and deterministic. Under these prereq-
uisites, the complete time-course of the
reactions is determined by the initial
conditions.

Deducing effective reaction rates from
molecular interactions fails in the case
of low particle numbers. There, the dis-
crete and random nature of the individual,
elementary reactions between molecules
inevitably comes forth, showing its im-
pact on a macroscopic scale as fluctuations
in the molecule concentration over time.
In molecular biology, this intrinsic noise
becomes most significant in the regula-
tion of gene expression, as it is usually
accompanied with low copy numbers of
mRNA transcripts and the genes them-
selves. Stochastic effects are attributed to
be the cause of phenotypic diversity in iso-
genetic populations of cells. They play a
major role in the lysis-lysogeny decision
circle of the λ-phage and are shown to be a
decisive element in the threshold behavior
of CD95-induced apoptosis.

Nature both exploits and copes with
noise. Regulatory determinism of gene
expression and thus reduction of noise
is achieved by redundant gene configu-
rations, highly improving the regulation
reliability. Another strategy is the embed-
ding of the respective gene function into
a pool of many ‘‘background’’ reaction
partners.

At the same time, there exists a ‘‘pos-
itive’’ effect of noise in biological sys-
tems. Noise-induced phenotypic diversity
increases the likelihood of species survival
within a wider range of environmental
parameters and allows for a more rapid
evolutionary adaptation to environmental
pressure. The constructive and ordering
role of noise in terms of information
transfer is long since known from the phe-
nomenon of Stochastic Resonance (SR).

Experiments have shown that neurons in-
crease their sensitivity toward weak input
signal through the addition of ambient
noise. Likewise, Paulsson et al. theoret-
ically deduced an effect called stochastic
focusing. Cellular mechanisms might show
an increased sensitivity toward input sig-
nals as a result of additional noise-induced
degrees of freedom.

The analytical treatment of stochasticity
in chemical reactions starts from defining
a joint probability distribution p(X, t) of the
system, where X = [X1, . . . , Xn] denotes a
discrete number of n different molecule
types at time t. The temporal evolution of p
is described by a master equation, which is
a gain–loss equation for the probabilities
of the separate states X

∂p(X, t)

∂t
=

m∑

j=1

(
βj − αjp(X, t)

)
, (2)

where m different elementary reactions are
considered with αj�t and βj�t denoting
the loss and gain terms, respectively. The
former are the probabilities that some
reaction j occurs within the time interval
[t, t + �t], while the latter is the gain due
to transitions from other states to p(X, t).
Albeit the intuitive simplicity of the master
equation approach, its analytical solution is
mostly impossible and even its numerical
manageability is limited.

An alternative to the evaluation of the
master equation is the stochastic sim-
ulation algorithm (SSA), which is the
numerical approximation to the micro-
scopic behavior of reacting chemicals in a
‘‘well-mixed’’ environment. The algorithm
randomly chooses the reaction type and
the integration step size on the basis of
the current rate constants and population
size of the chemical reactants. The relative
probabilities for each elementary reaction
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are derived from the respective propen-
sity functions, which relate the reaction
probability to the possible molecule combi-
nations and their effective reaction speeds.
One simulation run then consists of iter-
atively calculating the probability density
according to the propensity functions, up-
dating the integration time and chemical
populations with respect to the randomly
chosen step size and reaction stoichiom-
etry, respectively. It can be shown that
the SSA leads to the correct master equa-
tion representation, such that the average
of many SSA realizations converge to the
correct probability density p(X, t).

No matter how useful the SSA algorithm
is, it has a main limitation stemming from
the need for detailed knowledge about ev-
ery single reaction mechanism as well as
the requirement for only one reaction to
take place within a given time interval,
which can be very small indeed. Further-
more, several simulation runs need to be
performed in order to obtain valid averages
of the probability density p(X, t). These
conditions render the algorithm computa-
tionally demanding, especially in the case
of large numbers of molecule species.
Therefore, various refinements have been
proposed for the above algorithm that
either aim at reducing the number of
calculations at each integration step or in-
creasing the time step size by allowing
several reactions to take place at once.

Stochastic modeling converges to the
‘‘Law of Mass Action’’ in the case of large
molecule numbers, where the fluctuation
reaction probabilities can be replaced by
effective kinetic parameters. In between,
there exists an intermediate range, how-
ever, in which the discrete structure of
reaction events becomes insignificant, yet
the stochastic effects still prevail on the
macroscopic scale. Then, the dynamics
become quasi time-continuous and can

be described by a stochastic differential
equation (SDE), called chemical Langevin
equation, that is, an ordinary differential
equation with an additional noise term.
While the numerical simulation of SDEs
is mathematically well established, un-
certainties persist concerning the validity
range of this approximation as well as sta-
tistical representation of the ad hoc noise
term added to the equations.

To reduce the computational complexity
of stochastic simulation, hybrid simulation
systems have been proposed recently.
Noting the fact that molecule numbers in
the cell can vary substantially over time,
it is possible to simply apply efficient
ODEs or SDEs for system integration at
times of large and intermediate molecule
numbers, while switching to discrete
stochastic simulation, for molecules with
a number below a certain threshold. This
way, the crucial effects of stochasticity at
low particle numbers are conserved while
maintaining acceptable losses in accuracy.

4.4
Modeling Resources

The development of a standardized com-
puter infrastructure is of utmost impor-
tance to manage the increasing amount
of knowledge on biological systems. This
helps the effective utilization of resources
and the exchange of models, ideas, and
data. An integrative software tool for
Systems biology should comprise the fol-
lowing features for proper systems under-
standing. From a mathematical point of
view, such tools need support for different
simulation algorithms, such as determin-
istic and stochastic ordinary and partial
differential equation solver and should
include analysis algorithms for parame-
ter estimation and model discrimination.
From an experimental point of view, it
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should have support for a standardized
modeling language. In terms of software,
the simulation package should run inde-
pendently from the computer platform and
preferably on a computer grid or cluster
environment.

A number of simulation packages are
currently under active development, most
of them freely available. As a consequence
of the complexity encountered in biological
systems, there is no integrative software
package, capable of handling all phe-
nomena in signal transduction, metabolic
pathways, or spatiotemporal simulations.
Some of the currently most versatile
packages among many are ECell, Virtual
Cell, or Cellware. Simulation packages for
truly spatiotemporal simulation of biolog-
ical systems are currently under active
development.

Model building is a complex enterprise
and is usually accomplished in collabora-
tion with scientists from different research
institutions. Serving the need for seamless
information exchange of computer-based
models, common standard markup lan-
guages based on the XML format are
currently developed. The most popular
ones are CellML, BioPAX, and SBML. The
Systems biology workbench extends the
above approach by providing a standard-
ized application interface for researchers to
not only exchange model data and results
but also the simulation tools themselves.

Another great challenge lies in the inher-
ent modeling of stochasticity of inner cell
processes. The SSA algorithm from Gille-
spie is computationally infeasible with an
increasing number of molecules, and the
computational power for exact stochastic
simulations will be immense. Therefore,
different algorithms have been developed,
like reducing the number of random vari-
ables for simulation or allowing to take

larger integration time steps at a jus-
tifiable error in the respective reaction
probabilities. Several program packages
for the simulation of stochastic molecular
dynamics exist, for example, StochSim or
Stocks. Programs like SmartCell tackle the
simulation of spatially extended stochastic
systems.

Regardless of the modeling approach
of biological systems there is always the
need for parameter estimates of at least a
few constituents of the model. Because of
the sheer amount of parameters required
for successful modeling on one hand
and the huge number of experiments
already performed, the need to organize
experimental data has brought about
several publicly available databases of
molecular properties, interactions, and
pathways. They provide an invaluable
infrastructure for future modeling efforts,
enabling the modeler to start simulations
from a certain degree of abstraction.

Spatiotemporal modeling will addition-
ally require information about the physical
structure of its model constituents as ob-
tained from microscopy. For these needs,
the development of an Open Microscope
Environment, which is currently being
built as a joint effort amongst various
research institutions, will provide a uni-
fied data format and database environment
for consistently annotating, storing, and
retrieving five dimensional microscope
images (four dimensions in space and
time with additional color information)
and exchanging them between research
institutions.

5
Future Prospects of Systems Biology

The systematic synthesis of experimental
data into model descriptions nourishes the
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hope that biology will one day become a
branch of science close to engineering.
Once the biologists have learned the
‘‘language of the genes,’’ that is, their
syntax and their semantics, they will have
the theoretical background knowledge
and the experimental expertise to draft
and create synthetic model cells or even
organisms from scratch, on which new
drugs and cures can be tested in silico
before a possible assembly in vivo.

The impact of Systems biology will
change medical practice. With the advent
of functional understanding of living sys-
tems, it will be possible to devise new
anticancer therapies that first identify the
particularities of heterogeneous tumor cell
populations and then try to predict and
control cell activity to detect and use spe-
cific fragile points of each tumor cell type.
The current problem with chemotherapy
is the multidrug resistance of most tumor
cells as well as the drugs’ mutagenic prop-
erty. They kill part of the cancer population,
while fostering the diversification of other
cancer cell strains. Thus, viewing cancer
from a systemic level as a robust system
instead might provide physicians with a
framework for future anticancer strategies.

5.1
Synthetic Cell Biology

Currently, genetic engineering of organ-
isms is mostly done by inserting genes
into the DNA of plants and animals, yet
the ultimate goal will be the design of liv-
ing matter from scratch. Arkin claims that
molecular biology has entered a stage of
maturity that requires its transformation
into an engineering discipline. Synthetic
biology is a future vision for coming
decades based on the current progress in
cellular, molecular biology as well as ge-
netics and associated fields of engineering

and computer science. With synthetic bi-
ology being the technological counterpart
of Systems biology, it is the hope that
their combined knowledge will enable the
creation of essentially artificial systems us-
ing biological design principles with new
combinations of building modules from
existing (sub)cellular systems.

Synthetic biology departs from a
component-based approach. It views
a living system as being composed
of interacting modules, each having
particular functions that exchange their
information via protocols. Current
research suggests that these modules are
limited in number, albeit their specific
tasks being diverse. Synthetic biology
implies a scientific agenda on a higher
level of abstraction toward identifying and
categorizing the various module types
within the cell and across organisms,
investigating their interactions on the basis
of the module, rather than molecule-
interaction. From an engineering point of
view, this means that modules can be taken
out of their current evolutionary context
and assembled differently in the sense of
versatile building blocks.

As a first step, there are efforts to char-
acterize the workings of switches, bi-stable
systems or stabilizing control loops from
simple chemical reaction schemes, in a
systematic way. Different authors describe
the fundamental principles of building
logical circuits in the language of gene reg-
ulatory networks. Tyson et al. present a sys-
tematic overview of designs for biological
control systems such as switches, sniffers,
or buzzers, and combine the mathemati-
cal description with experimental findings.
Hasty et al. review the possibilities for
constructing gene circuits serving various
functions such as autoregulation, repres-
sion or logical gates. In a first de novo
design study of a gene regulatory network,
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Guet et al. systematically analyzed the phe-
notypic behavior of different parameter
and topology combinations in a genetic
regulatory network. They constructed vari-
ous logical gates, such as NAND, NOR, and
NOT IF, through the combination of three
nodes together with five promoters. As an
important result, they found that both pa-
rameter values as well as network topology
are important to unambiguously deter-
mine the systems’ computational function.

A Biological Information System (BIS) is
to be established in the long run, extend-
ing genomic databases with quantitative
mechanistic knowledge. Using all data in
an integrated form, it will be possible
to build refined theories by checking on
key molecules, replacing complex path-
ways with effective reaction parameters,
and thus defining biologically meaningful
reaction subsets from the large amount of
possible reactions.

Kitano calls for the establishment of an
international Systeome project (alluding
to the joint efforts of the Human Genome
Project), which aims at promoting Systems
biology by creating such a comprehen-
sive data resource of biological systems
features. He defines this grand challenge
as ‘‘the assembly of system profiles for
all generic variations and environmental
stimuli responses.’’ Several model organ-
isms, like yeast, Caenorhabditis elegans,
Drosophila C., the mouse and finally the
human shall serve as the ‘‘rosetta stones’’
for the establishment of a working in silico
simulation model of life, whose estab-
lishment is hoped to be finished by the
year 2030.

One further important aspect of Syn-
thetic biology is the possible risk analysis
of current and future artificial genetic mu-
tations in plants and animals. At this point,
nobody can assess the long-term risks of
releasing new artificial gene pools into the

wild. Erwin Chargaff, who pioneered our
understanding of the DNA, took a rather
pessimistic view on the disproportionate
ratio between technological possibilities of
genetic engineering and the knowledge
about its implications:

‘‘Bacteria and Viruses have always formed a
most effective biological underground. The
Guerilla warfare through which they act on
higher forms of life is only imperfectly un-
derstood. By adding to this arsenal freakish
forms of life – procaryotes propagating eu-
karyotic genes – we shall be throwing a veil
of uncertainties over the life of coming gen-
erations. Have we the right to counteract,
irreversibly, the evolutionary wisdom of mil-
lions of years, in order to satisfy the ambition
and curiosity of a few scientists? [. . .] My gen-
eration, or perhaps the one preceding mine,
has been the first to engage, under the lead-
ership of the exact sciences, in a destructive
colonial warfare against nature. The future
will curse us for it.’’

Albeit the above quote dates from 1976,
it is still relevant, for example, with respect
to the ongoing debate on the commercial
use of genetically mutated crop. Chargaff’s
pessimism is not without foundation. Ge-
netics has established the techniques for al-
tering systematically the genetic makeup;
however, a deeper understanding on the
effects of manipulating so intricate a de-
sign as the cell cycle is still lacking. A
Systeome project is thus the logical and
necessary sequitur of the era of genomics.
It will help clarify the consequences of
gene transfer and inheritance in order to
avoid potentially dangerous mutations.

5.2
Conclusions – Where are We?

The headline question of this section is eas-
ily answered: we are at the very beginning
of a new branch of science. The road ahead
is clearly marked and commonly agreed on
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by many people. Yet, the trouble in all pro-
cesses lies with the detail of things. The
authors are not saying that the goals of Sys-
tems biology cannot be achieved, though
its requirements are so outstanding that
they call for drastic measures. This starts
with the need for the scientists of different
disciplines to learn a common scientific
language as well as to have a definition of
common goals.

To date, most experimental biosciences
are method-driven, paying a lot of attention
to details and produce, in extreme cases,
loads of data out of context. Theoretical
sciences on the other hand are principle-
driven, neglecting important details, and
thus coming up with theorems and models
out of this world. As a consequence, all
researchers will have to learn to focus
on the important parts of their respective
systems that are under investigation, yet
varying which part to measure in detail
and which part to neglect.

The biologists must adopt abstract think-
ing, trusting in the language of mathe-
matics and necessary simplification. The
physicists must learn to abolish oversim-
plified thinking and to get used to the
analysis of strongly interacting systems
with many degrees of freedom. Engineers
must gain a deeper understanding of their
systems under investigation beyond nu-
merical solutions, for example, in terms of
process optimization. The necessary uni-
fication of the various branches of science
for the sake of the advancement of Systems
biology will make communication skills
among scientists ever more important.
Years of ‘‘isolated’’ research have diversi-
fied the scientific vocabulary and methods,
making it sometimes hard to mediate and
discuss interdisciplinary goals and meth-
ods. Furthermore, scientists must learn
to put their own research into the bigger

frame of interdisciplinary research and re-
search teams.

Despite this increased complexity of sys-
tems, there is still the need for an intuitive
understanding of the relevant elements of
the system under study. Complex com-
puter models of biological systems lacking
intuitive understanding can be regarded
as an isomorphic mapping from one un-
known system in vivo to another unknown
system in silico. Unfortunately, despite a
certain reliability factor in the agreement
of experiment and simulation, it is impos-
sible to finally prove the validity of such
a model. For as long as there is a lack
of complete understanding, there is al-
ways the possibility of new insights, which
might render the current concept false. Vi-
lar et al. even argue, using the example of
the lac operon that ‘‘even in the ‘postge-
nomic era’ [modeling] will still rely more
on good intuition and skills of quantita-
tive biologists than on the sheer power of
computers.’’

It is the strong belief that Systems biol-
ogy will promote a unification of sciences,
if the community is working ‘‘holistically’’
in a joint effort of biology, mathematics,
physics, and engineering. Then, a new
generation of scientists with an inter-
disciplinary training will emerge, whose
everyday business will comprise working
in the lab as well as performing data anal-
ysis and model simulations, exchanging
data and results freely through publicly
available databases. With the establish-
ment of new experimental techniques and
mathematical tools, asking the right ques-
tions, we can be sure that the systems
approach to biology will be a great suc-
cess. It will not only change modern life
sciences but it will also change the view
on life itself and finally we could prove the
late Cassandra, Mr. Chargaff, wrong.
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See also Genetics, Molecular Ba-
sis of; Informatics (Computa-
tional Biology); Metabonomics and
Metabolomics; Molecular System-
atics and Evolution; Nucleic Acid
and Protein Sequence Analysis and
Bioinformatics; Pragmatic Compu-
tational Biology: Sequence Analysis
and Biological Systems Descrip-
tion; Protein Repertoire, Evolution
of.
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Keywords

Biomarker
A characteristic that is objectively measured and evaluated as an indicator or prognostic
of normal biological processes, pathogenic processes, or pharmacologic responses to a
therapeutic intervention.

Functional Informatics
Experimental paradigm based on the convergence and integration of bioinformatics
and broad-based automation.

Targeted Therapy
Treatments directed toward inhibition or modulation of specific signaling pathways,
receptors, or enzymatic cascades.

� The concept of Targeted Therapy was developed over the past 10 years and it relies on
inhibition of specific signaling pathways, as opposed to nonspecific chemotherapy.
Consequently, if targeted pathways are differentially activated between normal
and malignant cells, significantly fewer side effects would be expected in clinical
settings. Translocations and other genomic changes that occur in malignancies lead
to activation of specific signaling pathways and/or enzymatic cascades, which can be
specifically and selectively addressed with therapeutic agents.

1
Principals of Targeted Therapy

1.1
Molecular Basis

Genetic instability is the hallmark of can-
cer as a disease. Gene alterations range
from amplification, insertions, deletions,
chromosomal translocations, or point mu-
tations in the tumor cell’s DNA. These
genetic modifications lead to changes
in tumor cell physiology, which can be
specifically and selectively targeted by ther-
apeutic agents. Inhibitors of cell cycle,
growth factor signaling cascades, protein
folding, angiogenesis, and apoptosis are
among the main areas of focus for targeted

therapy in oncology. The Cancer Genome
Anatomy Project (CGAP) was created to
provide a database of these genetic alter-
ations in cancer genomes and is currently
the most comprehensive freely accessible
database to date (http://cgap.nci.nih.gov).
Further, analysis that link these genetic
changes with poorer prognosis afford the
opportunity to create molecular road maps
that may lead to a greater understanding
of the processes that lead to uncontrolled
cell growth.

1.2
Chromosomal Translocation

Oncogenes (genes that cause cellular trans-
formation) can be activated as a result
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of chromosomal translocation. The fusion
protein, Bcr-Abl, occurs as a result of a
chromosomal translocation between chro-
mosome 9 and 22 (referred to as the
Philadelphia chromosome) in white blood
cells of about 95% of patients with chronic
myelogenous leukemia (CML). The FDA
approved Gleevec/Glivec (imatinib mesy-
late), an inhibitor of the Bcr-Abl tyrosine
protein kinase, in 2001, as first-line treat-
ment for newly diagnosed CML patients.
A side-by-side comparison of Gleevec with
interferon-α plus cytarabine revealed re-
markable complete cytogenetic response
rates of 76% in the group treated with
Gleevec as compared to 15% in the
group treated with interferon-α plus cy-
tarabine. Whereas resistance to Gleevec
therapy is rare (5–10%) in newly diag-
nosed patients in the early chronic phase
of CML, it can occur in up to 60 to
70% of patients in the late blast phase,
a stage at which the number of imma-
ture abnormal white blood cells in the
marrow and blood are extremely high.
This resistance, in part, occurs as a re-
sult of acquired mutations in Bcr-Abl
that make inhibitor binding less effec-
tive. Such mutations that can occur over
treatment time and the acquisition of
other genetic changes support the con-
tinual development of therapeutics for this
disease including less mutation-sensitive
inhibitors of Bcr-Abl. Gleevec also in-
hibits other related kinases, such as the
platelet derived growth factor receptor
(PDGFR) and c-kit. As a result of posi-
tive clinical outcome in patients with c-kit
positive gastrointestinal stromal tumors,
it was also approved for this indication
in 2002. Gleevec is currently being tested
in over 40 clinical trials in combination
with a wide variety of agents including
other targeted therapies as well as standard
chemotherapy.

1.3
Gene Amplification

Gene amplification resulting in the over-
expression of proteins that are critical in
growth factor stimulated signaling path-
ways are also targets of potential ther-
apy. Examples of this are inhibitors that
block the epidermal growth factor re-
ceptor (EGFR). EGFR is overexpressed
and associated with poor prognosis in
a wide variety of tumors such as lung,
gastrointestinal, pancreatic, and colorec-
tal. There are currently three approved
therapies that directly inhibit EGFR: Iressa
(Gefitnib) for the treatment of non-small
cell lung carcinoma (NSCLC), Erbitux
(Cetuximab) for treating colorectal can-
cer and Tarceva (Irlotinib) for NSCLC.
Clinical trials with Iressa revealed a rel-
atively low 10% response rate and the
response did not appear to correlate
with EGFR overexpression. Retrospective
analysis of responders revealed that the
response was selective for a patient pop-
ulation with activating mutations in the
receptor. These results underscore the
need to understand how the targets are
driving tumor growth and highlight the
need for prescreening patients to iden-
tify those patient populations who are
most likely to respond to the therapy.
Another member of the tyrosine kinase
EGFR family, HER2 or EGFR2, is overex-
pressed in breast tumors and is the target
of an antibody therapeutic called Her-
ceptin (Trastuzumab) that was approved
in 1998 for the treatment of metastatic
breast cancer.

1.4
Tumor-specific Receptor Expression

Arguably, the first targeted therapy ap-
proved by the FDA occurred over 20 years
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ago and acts as a weakly binding estrogen
mimetic that competes with endogenous
estrogen and effectively blocks the activity
of the estrogen receptor found on breast
tumors. Nolvadex (Tamoxifen) was first ap-
proved for use in the treatment of estrogen
receptor positive breast cancer. In 1998,
Nolvadex gained a new indication when
it was demonstrated in a National Can-
cer Institute funded study, that it reduced
the incidence of developing breast can-
cer by 44% in women considered at high
risk for developing the disease. However,
a small risk factor of endometrial cancer
has been associated with long-term use
of Nolvadex in postmenopausal women.
This risk factor potentially may be circum-
vented by a novel antiestrogen, Faslodex
(Fulvestrant), that is a more potent es-
trogen receptor antagonist than Nolvadex
and has been shown to be devoid of
agonist effects on the endometrium in
cell culture studies. Faslodex has been
approved for second-line treatment in
breast cancer patients and is currently in
clinical trials for first-line therapy. Post-
menopausal breast cancer patients who
have completed antiestrogen therapy but
have a recurrence now have another op-
tion. Aromatase is an enzyme involved in
the production of estrogen. Recently, Fe-
mara (Letrozole), an aromatase inhibitor,
which was previously approved for treat-
ing breast metastasis patients, has won
FDA approval for treating postmenopausal
women who have taken Nolvadex for five
years, after which Nolvadex’s efficacy de-
clines. In a clinical study of over 5100
patients randomly assigned to take Fe-
mara or a placebo after Nolvadex therapy,
it was found that Femara cut the risk
of death by 39% for certain breast can-
cer patients.

1.5
Targeting Enzymatic Cascades

Beyond targeting specific proteins in
growth factor signaling cascades, another
targeted approach relies on inhibition
of enzymatic cascades involved in pro-
tein degradation. Velcade (Bortezomib)
blocks a key process that regulates protein
turnover by inhibiting the activity of the
26S proteasome complex. The proteasome
complex rids the cell of short-lived and reg-
ulatory proteins important in basic cellular
processes such as regulation of cell cycle
and modulation of growth factor receptors.
Proteins are identified for destruction by
an enzymatic cascade that tags the protein
with multiple small molecules of ubiq-
uitin. The polyubiquitinated proteins are
directed to the 26S proteasome complex
where they are shredded by protease ac-
tivity. Velcade has been approved for the
treatment of multiple myeloma and is cur-
rently being tested in multiple Phase II
clinical trials including NSCLC, colorectal,
and non-Hodgkin lymphoma.

2
Therapeutic Agents Used in Targeted
Approaches

2.1
Small Molecules

Small molecules (usually possessing mole-
cular weights of less then 500 Da) are
attractive therapeutics for a number of rea-
sons: if cell permeability is not limiting,
then these molecules have the greatest po-
tential for reaching an intracellular target;
greater choices in delivery methods includ-
ing the ease of oral administration; and
offer more options for chemical modifica-
tion than other approaches like antibody
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or gene therapies. The major targets of
small molecule inhibitors in current clin-
ical oncology trials affect growth factor
receptor signaling pathways. Several ex-
amples of small molecule inhibitors that
are showing early promise in current clin-
ical trials include: Zarnestra (tipifarnib),
a protein farnesylation inhibitor in Phase
II for acute myelogenous leukemia; Mi-
dostaurin (PKC-412) and MLN-518, Flt-3
inhibitors in Phase II for acute myeloge-
nous leukemia; ZD6474, an inhibitor of
the (vascular endothelial growth factor re-
ceptor) VEGFR/EGFR family in Phase II
for NSCLC and multiple myeloma; BAY43-
9006, a raf/PDGFR/VEGFR inhibitor in
Phase III for renal cell carcinoma; and
CCI-779, an analog of rapamycin and an
inhibitor of mTor in Phase III for renal
cell carcinoma.

2.2
Antibody-based Therapeutics

Therapeutic antibodies have proven an
effective strategy for oncology. Early at-
tempts at antibody therapy were met with
limited success. Naked rodent antibod-
ies lacked overall potency and induced
a human anti-rodent antibody response
preventing the use of repetitive dosing.
Further, poor tumor cell penetrance and

poor selection of early targets added to lack
of efficacious antibody therapeutics. In
the early 1980s, human/mouse chimeric
antibodies were engineered through re-
combinant technology and reduced the
generation of human anti-therapeutic an-
tibody responses, but did not eliminate
them. Advances in molecular immunol-
ogy have resulted in fully human anti-
bodies as therapeutics that may further
reduce antigenicity. Toxicity with this
approach is usually attributed to cross
reactivity with normal tissue, for ex-
ample, heart muscle damage associated
with the use of Herceptin. Early suc-
cesses with antibody therapeutics were
directed to cell surface antigens in the
myeloid lineage that when bound medi-
ated cytolysis by activating complement
and antibody-dependent cellular toxicity.
Another application of these high speci-
ficity and high affinity binding antibodies
was to conjugate them to radioisotopes
or cytotoxins. Moreover, with the advent
of better target selection, antibodies, such
as Avastin (bevacizumab) and Erbitux (ce-
tuximab), are having noteworthy effects
in solid tumors. There are eight antibody
therapeutics that are currently approved
by the FDA for the treatment of cancer
(Table 1).

Tab. 1 FDA approved antibody-based therapeutics.

Antibody Target FDA approval for use
[year]

Rituxan CD20 Non-Hodgkin’s lymphoma (1997)
Herceptin HER2/EGFR2 Breast cancer (1998)
Mylotarg CD33/cali-cheamicin Acute myeloid leukemia (2000)
Campath CD52 Chronic lymphocytic leukemia (2001)
Zevalin CD20/90Y Non-Hodgkin’s lymphoma (2002)
Bexxar CD20 Non-Hodgkin’s lymphoma (2003)
Erbitux EGFR Colorectal cancer (2004)
Avastin VEGFR Colorectal cancer (2004)



156 Targeted Therapy: Genomic Approaches

2.3
Emerging Therapeutic Agents

Advances in molecular technologies have
opened up new areas for unique ther-
apeutic approaches based on functional
genomics tools. Therapeutic approaches
that are in development stages at various
academic and commercial institutions in-
clude vaccines, antisense oligonucleotides,
and recombinant vaccines. For example,
G3139, antisense oligonucleotide against
Bcl2, a pro-survival mitochondrial pro-
tein, is in preregistration for melanoma.
Agents based on functional genomics
tools, such as antisense, ribozymes, and
RNAi may potentially become stand-alone
therapies. They also play an additional role
by enabling functional profiling to iden-
tify targets and biomarkers. For example,
RNAi technology enables any protein tar-
get to be inhibited by sequence-specific,
double-stranded RNA molecules. siRNA-
based approaches are effective and allow
for functional characterization of new po-
tential targets in preclinical studies. Other
functional genomics tools, such as anti-
sense ribozymes may also prove useful
in the clinic as they already have in the
research environment.

3
Technological Approaches

3.1
Integrated Clinical Strategies for
Diagnosis, Treatment, and Prognosis

Investigation of tumor-specific changes
that differentiate cancer cells from other
cells in the body is important for iden-
tification of novel receptors and path-
ways, which may be targeted. Greater
understanding of cancer biology is also

important for discovery and validation of
biomarkers. Targeted therapies and pre-
dictive biomarkers can potentially guide
physicians to eventually treat each patient
individually with medication that is per-
sonalized and potentially more effective.
With the advent of the sequencing of
the human genome and high-throughput
functional genomics, the identification of
possible targets has increased exponen-
tially. Of the 30 000 to 40 000 human genes
that have been identified, preliminary anal-
ysis indicates that about 60% of these are
of known function: 21% are involved in
signal transduction, 10% are transcrip-
tion factors, 5% are protooncogenes and
3% are cell adhesion molecules. This in-
formation along with functional analysis
of the remaining genes should lead to
the identification of new targets in cancer
therapeutics.

3.2
High-throughput Genomics Approaches

Expressional analysis is greatly enhanced
by the recent advances in high-throughput
technologies and in related bioinformat-
ics tools to analyze, interpret, and manage
increasing amount of genomic data. Mi-
croarray analysis significantly expanded
the throughput of genomic studies. For
example, hierarchical clustering of ex-
pression data revealed distinct groups of
epithelial ovarian malignancies. On the
basis of microarray data, tumors could be
further subdivided into major groupings
that correlated both to histological and clin-
ical observations. Microarray-based com-
parison of gene expression profiles of
paired diagnosis-relapse samples from pa-
tients with precursor-B acute lymphoblas-
tic leukemia showed that only six genes dif-
fered significantly in expression. Microar-
ray technology enables high-throughput



Targeted Therapy: Genomic Approaches 157

testing of expression and SNP genotyp-
ing. Microarrays could be manufactured
by direct synthesis of DNA on the chip
surface (for example, Affymetrix chips
(http://www.affymetrix.com, and Nimble-
Gen (http://www.nimblegen.com/). Mi-
croarray could also be produced by spotting
materials on the chip surface.

Spotted microarrays may incorporate
cDNA, oligonucleotides, and also pro-
teins and functional genomics tools,
such as siRNA. Minimum Informa-
tion about Microarray Experiment (MI-
AME) is a set of rules aimed at mak-
ing the microarray results reproduci-
ble (http://www.mged.org/Workgroups/
MIAME/miame.html.) Microarray data
undergoes statistical analysis to identify
genes of interest. Statistical microarray
analysis (SMA) package is available at
http://stat-www.berkeley.edu/users/terry/
zarray/Software/smacode.html. SMA is
running in an R statistical environment;
R (www.r-project.org) is a widely used
open-source object-oriented statistical soft-
ware package. Fixed content arrays (which
are mass-produced) can provide many data
points; however, sequences of interest may
be missing. Microarray experiments could
also miss changes in the expression of
low-level abundance genes. A significant
opportunity exists when combining the
throughput of a microarray with the sen-
sitivity of PCR. For example, OpenArray

Transcript Analysis (BioTrove) uses par-
allel quantitative PCR to determine tran-
script copy numbers in samples of interest.
OpenArray Transcript Analysis platform
consumes nanoliter-scale quantities of
reagents and samples. Microscope slide-
sized OpenArray plates contain over
3000 through-holes, which accept 33-nL
reactions. By harnessing surface energy,
Thru-Hole technology creates a precise

dispensing action that does not require
complex equipment.

3.3
Integrative Approaches

Microarray analyses could be used to iden-
tify genes that are induced or suppressed
in certain types of tumors and these can be
studied as potential targets and biomark-
ers. Functional characterization of these
novel factors is a rate-limiting step. Func-
tional genomics approaches coupled with
bioinformatics have the potential to accel-
erate target and biomarker identification
and validation and subsequent develop-
ment of novel therapeutic approaches
and strategies. siRNA technology could
be used to selectively probe involvement
of genes in the control of proliferation
and other cellular processes. Additional
studies have demonstrated that siRNA
transfection and subsequent processing
and analysis could be automated. Auto-
mated application of gene specific siRNA
produces modified cell populations, which
can be examined via batteries of functional
tests. Genes with impact on biological
processes of interest are selected and inves-
tigated as potential targets and biomarkers.
Bio-pharmaceutical discovery and develop-
ment create a demand for conducting a
significant number of assays for target val-
idation, lead discovery, and optimization,
biomarker support, and other relevant
assessments. For example, individual pa-
tient’s tumor cells may be tested against
a panel of siRNA reagents to identify
pathways driving tumor growth and pro-
gression. This information may lead to
formulation of personalized strategies of
treatment. To minimize cost, automation
becomes very important. Robotics may be
used at different stages of the discovery and
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development process. A fairly complex ex-
periment could be split into a series of rela-
tively simple steps, similar to Henry Ford’s
approach to used automobile production.
Robots may be positioned to accommodate
a very complex experimental workflow,
creating an assembly line approach to
molecular biology. This experimental ap-
proach is termed Functional Informatics.
(Healthtech Institute Bioinformatics Glos-
sary: http://www.genomicglossaries.com/
content/Bioinformatics gloss.asp).

To make this transformational change
happen, several elements are of critical
importance: (1) assays have to be refor-
mulated to automation-friendly formats,
(2) data acquisition and data analysis have
to be automated, and (3) each test sys-
tem has to be independently validated.
Automation drives increases in data vol-
umes, and this in turn necessitates au-
tomated data processing and reporting.
As data are generated on the same plat-
form, significant efficiency is achieved
via consistent data processing, data inte-
gration, data storage, and data reporting.
As data generation and analysis become
integrated on the same platform, an au-
tomated analysis via artificial intelligence
allows the automated hypothesis genera-
tion and testing.

4
Concluding Remarks

Targeted Therapy relies on inhibition
of specific signaling pathways and re-
sults in significantly fewer adverse effects
in clinical settings. Genomic technolo-
gies and integrative paradigms such as
Functional Informatics have significant
potential to accelerate drug discovery and
optimize the development of novel tar-
geted therapies.

See also Antitumor Agents: Taxol
and Taxanes – Production by Yew
Cell Culture; Antitumor Steroids;
Epigenetic Mechanisms in Tumori-
genesis; Genetics, Molecular Basis
of; Growth Factors and Oncogenes
in Gastrointestinal Cancers; In-
formatics (Computational Biology);
Oligonucleotides; Oncogenes; On-
cology, Molecular; Targeting and
Intracellular Delivery of Drugs.
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Keywords

Angiogenesis
The process by which small new blood vessels are formed by budding from existing
vessels in both normal and diseased (e.g. tumor) tissue.

Biomimetic Polymer
A polymer whose structure is designed to mimic the properties of a natural
macromolecule, for example, a synthetic multivalent ligand designed for receptor
interaction.

Controlled Release
Controlled release dosage forms maintain a constant plasma concentration of drug
over a prolonged period of time.

Drug Targeting
Guidance of a drug to a diseased cell, or an intracellular compartment within that cell,
where it can exert its therapeutic effect. Guidance of drug away from sites of potential
toxicity is also a benefit.

Dendrimer
A macromolecule containing symmetrically arranged branches arising from a
multifunctional core. Repeated reaction sequences add a precise number of terminal
groups at each step or generation.

Endocytosis
Internalization of the cell’s plasma membrane to form vesicles that capture
macromolecules and particles present in the extracellular fluid and/or bound to
membrane-associated receptors. These vesicles then undergo a complex series of
fusion events directing the internalized material to an appropriate intracellular
compartment.

Endosomotropic
Delivery of molecules to the cell via the endosomal compartment of the cell. Term
applied to polymer constructs designed as viral mimetics that can permeabilize the
endosomal membrane and thus deliver proteins and oligonucleotides into the
cytoplasm of the cell.

Immunoconjugate
An antibody-based conjugate usually containing a covalently bound drug.

Liposome
Lipid-based vesicle used to entrap a drug payload and promote disease-specific
targeting.
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Lysosomotropic
Delivery of molecules to the cell via the lysosomal compartment of the cell. A term
applied to polymer-drug constructs taken into the cell by endocytosis, which contains a
linker that is cleaved by lysosomal hydrolases to liberate the drug molecule that
diffuses across the lysosomal membrane into the cell.

Micelle
A colloidal aggregate (usually of spherical dimensions) formed in aqueous solution
forms molecules that have both hydrophilic (water-loving) and hydrophobic domains
(water-hating). They form when the concentration reaches the critical micelle
concentration. Both surfactant and block copolymer micelles are being used as drug
delivery systems.

Nanomedicines
The umbrella term used to describe nanosized (1–1000 nm) drugs and drug delivery
systems used as medicines. This can include molecular medicines (e.g. proteins,
antibodies, recombinant fusion proteins and hybrid polymer-protein constructs), but is
more generally used to describe multicomponent drug delivery systems such as
liposomes (which may also be polymer coated and contain antibody targeting
elements), nanoparticles, and polymer therapeutics including polyplexes.

Nanoparticle
Tiny particles, usually of dimension 20 to 500 nm and formed from natural or
synthetic polymers that are used to entrap drug for improved drug targeting and
controlled release.

Nanomedicine, the Discipline
The newly emerging discipline called nanomedicine describes the application of
nanotechnology (usually viewed as 1–1000 nm) to the design of systems and devices
that can be (1) used to facilitate better understanding of disease pathophysiology and
thus enables new target identification for therapeutic intervention; (2) nanoimaging at
the cellular and patient level; and (3) design of nanomedicines and nanodiagnostics.
Underpinning fields are nanorelated materials, nanorelated engineering and
nanorelated toxicology.

Polymer Therapeutics
This is an umbrella term used to describe polymeric drugs, polymer–drug conjugates,
polymer–protein conjugates, polymeric micelles to which drug is covalently bound,
and multicomponent polyplexes being developed as nonviral vectors. From the
industrial standpoint, these nanosized medicines are more like new chemical entities
than conventional ‘‘drug delivery systems or formulations’’ which simply entrap,
solubilize, or control drug release without resorting to chemical conjugation.
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Polyplex
The term is usually used to describe the complex formed by a polycation and an anionic
oligonucleotide or plasmid. The term interpolyelectrolyte complex (IPEC) is also used.

� Effective targeting of drugs (particularly macromolecular therapeutics such as
proteins, peptides, and oligonucleotides) to diseased cells, and moreover to the
precise intracellular compartment where they are required has proved difficult
to achieve. While the last decade has seen a number of drug delivery systems
incorporating low molecular weight drugs and proteins enter routine clinical use,
inadequate delivery is the single most important factor limiting our ability to
utilize molecular medicines to their full potential. The body has evolved a number
of very efficient biological barriers to protect itself from the harmful effects of
pathogens (bacteria, viruses) and foreign materials such as proteins. These include
environmental interfaces such as the gastrointestinal tract and the skin, internal
cellular barriers such as the endothelial lining of blood vessels (particularly the tight
blood–brain barrier), immune surveillance, and not least the cell membrane and
inherent compartmentation of intracellular organelles. The current challenge is to
design innovative devices and technologies (including nanomedicines) that will help
guide the therapeutic to its correct location of action (drug targeting) and ensure that
pharmacological activity is maintained for an adequate duration (controlled release).

1
Introduction

Two distinct approaches are customar-
ily taken in the search for improved
medicines. The first area is the iden-
tification of a distinctive structure that
will make a perfect fit with a unique
target in the diseased cell. Theoretically,
this should generate the ‘‘perfect’’ drug
molecule with exquisite therapeutic ac-
tivity and no side effects. In reality, it
is usually difficult to find or synthesize
such ‘‘perfect’’ drugs. Efforts continue;
these include screening of natural prod-
uct molecules to identify candidates with
pharmacological activity, preparation of
synthetic low molecular weight drugs
via traditional medicinal or combinatorial

chemistry, and identification of natural
macromolecules, including antibodies,
proteins, and oligonucleotides that have
inherent biological activity.

The second, and complementary ap-
proach is to create a drug delivery system
that will act as a vehicle to carry and
guide more precisely the above-mentioned
agents to their desired site of action.
For the last three decades, pharmaceuti-
cal scientists, with expertise in cell and
molecular biology, chemistry, pharma-
ceutical technology, and medicine have
been working in multidisciplinary teams
to better understand the biological ratio-
nale for design of effective drug delivery
systems. Once gained, this knowledge
is used in combination with sophisti-
cated synthetic chemistry, recombinant
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molecular biology, and sometimes also
materials science and engineering, to
construct the delivery system appropri-
ate to the particular drug payload. This
article provides an introduction to the
field of targeting and intracellular de-
livery (biological barriers and technolo-
gies used for targeting), describes the
first-generation technologies carrying low
molecular weight drugs and proteins
that have already entered routine clini-
cal use over the last decade (i.e. the first
‘‘nanomedicines’’), and also reflects upon
the challenges that still must be overcome
if we are to efficiently deliver macro-
molecular medicines such as antibodies,
proteins, and oligonucleotides into specific
intracellular compartments.

The principal challenge remains the
identification of safe and effective delivery
systems able to localize macromolecular
therapeutics to the diseased cells or tis-
sues and once there, to promote their
efficient delivery to the required intra-
cellular compartment (drug targeting) and
ensure that they are made available for
the appropriate duration of time (controlled
release).

1.1
Challenges for Targeting and Intracellular
Delivery

Why is this field so important? Advances
in the understanding of the molecular ba-
sis of diseases has brought expectations
that novel medicines, able to dramati-
cally improve treatment of life-threatening,
and chronic debilitating diseases, are just
around the corner. Despite progress in
genomics and proteomics research, it
has proved much more difficult – than
originally envisaged – to realize effective
and practical therapies based on protein-,

peptide-, and oligonucleotide-based thera-
peutics into routine clinical practice. Con-
version of such innovative macromolecu-
lar therapeutics into medicines has been
delayed by the lack of parallel, equivalent
investment in enabling ‘‘drug delivery’’
technologies. For example, from 1989 to
January 2004, there have been more than
900 trials mostly focusing on cancer as
a target. There is still no gene therapy
medicine approved for routine clinical use.
Similarly, while the biotechnology revolu-
tion is bringing increasingly widespread
use of protein- (particularly antibody) and
peptide-based therapeutics, these macro-
molecular drugs are still administered
to the patient parenterally, for example,
by injection. There is a pressing need
for more convenient to use medicines,
perhaps manufactured as a tablet, cap-
sule, transdermal (across the skin) delivery
system, or inhalation device, as these for-
mulations are much more convenient for
the patient to use at home. Most im-
portantly, there is a pressing need to
discover improved therapies (new drugs
or drug delivery systems) that can cure
life-threatening diseases (e.g. cancer and
drug-resistant infectious diseases) and pal-
liate the effects of chronic debilitating
diseases (e.g. arthritis, multiple sclerosis,
and senile dementia).

1.2
Principles of Drug Targeting
and Controlled Release

Since the pioneering work of Paul Ehrlich
at the beginning of the last century,
the potential benefits of disease-specific
targeting, using both chemotherapy and
immunotherapy, have been well appreci-
ated. Although progress in recent decades
has been remarkable, these concepts have
never been fully realized to practice.
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Ehrlich coined the phrase ‘‘magic bullet’’
to describe targeted therapy. In the mod-
ern era, phrases such as ‘‘guided missiles’’
or ‘‘stealth delivery systems’’ are also often
used. Most low molecular weight pharma-
ceuticals distribute randomly throughout
the body after administration and few
are perfectly selective in terms of action.
Therefore, the desire to identify strate-
gies for better drug targeting has been
growing exponentially. Increasingly so-
phisticated systems are being explored,
including engineered devices, technolo-
gies of nanoscale size (1–1000 nm) and
recombinant or synthetic hybrid molecu-
lar conjugates.

When trying to design an ideal ‘‘drug
delivery system,’’ it is often necessary to
consider two distinct factors. These work
in concert to achieve maximum therapeu-
tic benefit. The first is the aforementioned
need to deliver the drug to its target site
of action that is, drug targeting. The second
is the need to deliver pharmacologically
active drug at an appropriate rate, giving
a therapeutic concentration and for an ap-
propriate period of time, the exact duration
of which depends on the mechanism of ac-
tion of the particular compound (Fig. 1a).
Minimum toxicity can be achieved by en-
suring that drug concentration does not
rise above the maximum tolerated con-
centration. Over the last three decades,
many innovative drug delivery systems
have been designed to sustain drug lev-
els over a prolonged period; this can be
over a day, a month, or even a year. These
delivery systems are called controlled re-
lease systems, and they can have various
forms including drug-containing tablets
and capsules, polymer-based depots or
devices.

Most modern drug delivery systems ad-
ministered parenterally incorporate both
the features of drug targeting and controlled

release. They aim at targeting the drug
to the diseased cell, and once there, are
programmed to release the drug at an ap-
propriate rate (geared to its mechanism of
action) for a suitable duration of time.

It is important to note that drug
delivery systems designed for drug targeting
accomplish this goal at three different
levels (Fig. 1b). Many diseases are resident
in a single organ; therefore, drug delivery
systems can be devised to localize high
concentrations of drug locally within
that particular organ. This phenomenon
has been called 1st order targeting. Lung
targeting is used as an example in
Fig. 1b. In this case, the drug may
be delivered from the exterior using
an inhaler to distribute drug-containing
particles onto the lung surface, that is,
topically, or alternatively by intravenous
administration of a delivery system able
to localize to the lung as a result of
lung vasculature-specific targeting. While
bringing the benefit of elevated local
drug concentrations, 1st order targeting
has the disadvantage that it is does
not focus the agent specifically into
diseased cells.

If cell-specific targeting can be achieved,
for example, targeting to cancer cells
within the lung, the process is referred
to as 2nd order targeting.

The ultimate challenge is often to lo-
calize the drug (especially if it is a
macromolecular therapeutic) to a specific
intracellular compartment within the tar-
get cell. This might be an intracellular
vacuole if the target is a pathogen (e.g.
leishmania, mycobacteria), the cytosol in
the case of an antisense oligonucleotide or,
for gene therapy, it may be necessary for a
plasmid to be delivered to the nucleus. The
ability of a drug delivery system to localize
to a compartment at the subcellular level
has been defined as 3rd order targeting.
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Time

Maximum tolerated concentration

Minimum therapeutic concentration

Therapeutic
window

Single bolus
dose

Controlled release drug delivery system
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1st order targeting
to the malfunctioning

organ, e.g. lung

2st order targeting
to the diseased cells,

e.g. lung cancer

3rd order targeting
to the correct subcellular

location, e.g. nucleus

(a)

(b)

Fig. 1 Rationale for design of targeted drug delivery systems. Panel (a) illustrates the
need to release drug at the desired concentration (active but not toxic) over the required
period of time. Panel (b) different levels of lung targeting as an illustration of the
concepts of first order (to the organ), second order (to the diseased cell within the
organ), and third order targeting (to a subcellular compartment within the diseased cell).
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1.3
Biological Barriers

1.3.1 Whole Organism Level
Even getting drugs into the body can be
a formidable challenge. The body is well
protected via the epithelial cell barriers
that act as a coat of armor. For exam-
ple, a layer of columnar epithelial cells
lines the gastrointestinal tract, nose, and
lung, and the differentiated squamous ep-
ithelium that forms skin covers external
body surfaces. Depending on their physic-
ochemical nature, low molecular weight
drugs will often pass across the gastroin-
testinal tract, skin, or the pulmonary, nasal,
vaginal mucosa. Even so, there are still a
number of physicochemical and biological
barriers to circumvent to ensure adequate
bioavailability. Particular hazards include
premature metabolism, for example, by
the cytochrome P450 enzymes, and/or
ejection of drugs from the very cells they
are trying to cross by membrane-localized
efflux pumps such as P-glycoprotein. The
cytochrome P450 enzyme CYP3A4 is ex-
pressed at high levels in the intestinal
mucosa and it is known to recognize as
substrates more than 50% of drugs admin-
istered orally to humans. The complexity
of each barrier depends on the particular
route of administration and further details
can be found in more specialized texts.
Table 1 lists the principal routes used for
drug (and delivery system) administration.
Many specialized in vitro models of biologi-
cal barriers have been established to enable
the study of transport processes and to fa-
cilitate drug delivery system optimization.

Small, relatively lipophilic molecules
have the advantage that they can usu-
ally traverse biomembranes. Macromolec-
ular drugs (including proteins, peptides,
oligonucleotides) and the newly emerg-
ing drug delivery technologies including

protein carriers, liposomes, nanoparticles,
immunoconjugates, and polymer thera-
peutics (see below) in general cannot. To
gain access to the body, and subsequently
travel to those tissues within which the tar-
get cells lie, they must either pass across
the cells (transcellular passage) that com-
prise the epithelial barrier by hijacking
physiological transport processes such as
transcytosis or alternatively pass between
these cells (intercellular passage) as shown
schematically in Fig. 2. In the latter case,
they must be small enough to pass through
the intercellular junction complex or be
able to transiently open the tight junc-
tions. Intercellular junctions can be of
three types: a tight junction, a gap junction,
and a desmosome. Passage of molecules
is limited by their size. Whereas the gap
junction has a diameter of 2 to 3 nm, the
tight junction can be as small as 0.8 to
2.0 nm, so transport across is usually re-
stricted to molecules of <200 to 500 Da
molecular weight. It should be noted that
microparticles and nanoparticles are taken
up and transported across the gastroin-
testinal tract by the immunosurveillance
cells called M cells. This physiological
pathway has been explored as a route for
delivery of vaccines and drugs.

1.3.2 In the Circulation
To bypass these external barriers, many
drug delivery systems are injected par-
enterally (e.g. by intravenous, intraperi-
toneal, subcutaneous administration etc.).
However, irrespective of the route of
administration, travel through the blood-
stream is usually required to reach the
target cells. This presents an additional
series of biological hurdles. The reticu-
loendothelial system (RES), that is, the
macrophages in the liver and spleen, is
primed to eliminate circulating ‘‘foreign’’
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particulate matter and ‘‘foreign’’ macro-
molecules, and can accomplish this task
within minutes. The tendency of antibod-
ies and blood proteins to adhere to circu-
lating drug delivery systems (opsonization)
potentiates RES-mediated clearance. Even
if a drug delivery system is designed to
target directly accessible cells (e.g. blood
cells, the vascular endothelium, or liver
cells), efficient targeting can take time and
thus can be compromised by rapid RES
clearance. The aim is often targeted de-
livery to cells in the extravascular space.
To accomplish this goal, RES-avoiding,
long-circulating, delivery systems are used.
In this case, the vasculature itself may
present a daunting physical barrier due to
the simple squamous epithelium (made
up of the endothelial cells) that lines the
vessels. Depending on overall size and
physicochemical properties, exit of the
drug delivery system from the bloodstream
(extravasation) can be difficult. These fea-
tures also control subsequent, diffusion-
mediated, penetration into a target tissue.
The tight endothelial barrier in the brain,
the so-called ‘‘blood–brain barrier’’ (BBB),
is particularly difficult to penetrate.

The blood vessel endothelial cell wall
is specifically designed to retain cir-
culating proteins and cells. Smaller
macromolecular-based drug carriers, and
nanoparticles, usually 5 to 20 nm in size,
can escape into extravascular compart-
ments using the routes taken by proteins
and antibodies that constantly circulate via
more permeable, fenestrated blood ves-
sels, into the lymphatic system and back
into the circulation. For instance, they
can escape more easily through vessels
in the peripheral capillary beds, the peri-
toneal cavity, liver, and in the alveoli of
the lung. In some cases, these smaller
carriers also have the ability to utilize

transcytosis pathways that facilitate trans-
port of natural macromolecules across the
endothelial wall. Once in the interstitial
space the extracellular matrix can be an ad-
ditional barrier. Charged or hydrophobic
carriers can bind to it or become entan-
gled there. Moreover, deeper penetration
of antibody-targeted systems into a tissue
can be compromised by efficient bind-
ing to antigen near the blood vessels; the
so-called ‘‘antigen-binding barrier’’. Pre-
mature binding of an antibody to antigen
shed into the bloodstream or extracellular
fluid also neutralizes targeting potential.

Larger carriers and complexes, such as
liposomes and polymer/DNA complexes
(polyplexes) usually have a diameter of
30 to 150 nm and consequently they have
greater difficulty in escaping normal blood
vessels and subsequently penetrating far
into complex tissues. Nonetheless, all long-
circulating carriers share the ability to
selectively extravasate into sites of en-
hanced vascular permeability, by a process
known as passive targeting (see below). In
disease, enhanced permeability typically
arises at sites of local inflammation (e.g.
during infection, arthritis) and at sites of
new blood vessel formation, for example,
the angiogenesis that occurs to sustain
tumor development. Even liposomes of di-
ameter up to 800 nm have been found to
escape angiogenic vessels.

While small size is advantageous in
terms of extravasation and avoidance of the
RES surveillance, if the carrier is too small
(e.g. a protein of <60 000 Da or a poly-
mer/particle <40 000 Da or <∼5–6 nm
in diameter) there is a high probabil-
ity of rapid renal elimination via the
pores in the kidney glomerulus. This is
disadvantageous if a delivery system is
removed prematurely before it can ac-
cess the desired target. However, the
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kidney receives ∼25% of the cardiac out-
put, so conversely renal filtration has
potential for exploitation as a route for
drug targeting to renal tubule cells. These
cells are physiologically programmed to
reabsorb certain small molecules (e.g. fo-
late, saccharides, and amino acids) and
some low molecular weight charged or
hydrophobic macromolecules. Strategies
under investigation have used low molec-
ular weight proteins or synthetic poly-
mers as renal tubule-targeted drug carriers
(e.g. lysozyme-naproxen and lysozyme-
captopril). The renal tubule cell tropism of
antisense oligonucleotides has also been
explored as a means to localize their phar-
macological activity.

In addition to the above-mentioned
physical barriers, in transit, the drug de-
livery system and its payload encounter a
large number of biochemical barriers. Pre-
mature metabolism of drug or carrier can
occur at every step. Proteases and nucle-
ases are a particular hazard when trying to
deliver proteins and oligonucleotides.

1.3.3 Cellular Level
Once a drug delivery system arrives safely
at the target cell, yet another series of
biological barriers present themselves.
These include the physical barrier of the
plasma and intracellular vesicle mem-
branes, problems of intracellular organelle
compartmentation (e.g. penetration into
the nucleus), and a series of biochemical
and metabolic barriers; for example, en-
docytic vesicle pH, the catabolic/metabolic
enzymes present lysosomes, cytosol, and
other intracellular organelles.

Low molecular weight, lipophilic drugs
often readily traverse the membrane by
diffusion, facilitated-, or active trans-
port. However, they still have to by-
pass membrane-localized efflux pumps,

which are a particular problem in drug-
resistant tumor cells. Generally, natu-
ral macromolecules, macromolecular drug
delivery systems, liposomes, nanoparti-
cles, and polymer–DNA complexes (poly-
plexes) cannot easily traverse the plasma
membrane. Their cellular uptake is al-
most exclusively limited to the endocytic
route. Figure 3 shows the main intracel-
lular trafficking pathways and illustrates
the dynamics of the transport processes,
the rapid rates of transfer between com-
partments, and the local pH encountered.
Escaping the endocytic vesicular compart-
ments presents a major challenge for a
drug delivery system. This hostile, intrav-
esicle environment can inactivate many
low molecular weight drugs, and all pro-
teins, peptides, and oligonucleotides that
arrive there unless they rapidly escape into
the cytosol or can be protected in transit by
the drug delivery vehicle. The membrane-
localized ATP driven H+ pump is respon-
sible for vesicle acidification and pH values
of 4.5 to 6.5 are typically seen. This may
change in disease. Additionally the lyso-
somal compartment contains a battery of
hydrolytic enzymes (including peptidases
and proteases, nucleases, lipases, and gly-
cosidases) well able to degrade all natural
macromolecules that arrive there.

As the endocytic pathway is the prin-
cipal route of entry for targeted delivery
systems, its mechanism(s) are of funda-
mental importance. Endocytosis involves
the internalization of plasma membrane
in the form of membrane-bounded vesi-
cles. This is a constitutive process in all
eukaryotic cell types, although each cell
type may have a specialized endocytic
machinery to allow it to fulfill particular
physiological functions. Endocytosis ful-
fills a multitude of functions including
removal of aging proteins from the extra-
cellular fluids leading to their catabolism;
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Sorting endosome
pH 5.9–6.0

Late endosome
pH 5.0–6.0

Plasma
membrane

Trans-Golgi
network

T1/2 = 2 min

T1/2 = 2 min

T1/2 = 8 min

T1/2   = 12 min

T1/2 = 45 min 

Internalization
coated pit or another
mechanism

Endocytic
recycling

compartment
pH 6.4–6.5

Receptor-mediated uptake
Exocytosis

Recycling

Cytosolic entry

Cytosolic entry

Recycling

Lysosome
pH 4.5–5.5
+ enzymes

Recycling

Fluid-phase uptake

Nucleus

Fig. 3 Schematic diagram showing the main
pathways for endocytic uptake and intracellular
trafficking of macromolecular and particulate
drug carriers. Of particular relevance is the
decreasing pH encountered within intracellular
vesicles and the potentially rapid exchange
between one compartment and another. Uptake
can occur simply due to the presence of the
delivery system as a solute or colloidal

suspension in the extracellular fluid (fluid-phase
endocytosis) or as a result of receptor-mediated
uptake. The cargo can potentially be directed
into endosomal and lysosomal compartments,
may be rapidly recycled and eliminated from the
cell by exocytosis, or might potentially escape the
endosomal vesicular network and localize to
other intracellular organelles such as
the nucleus.

internalization of nutrients required by
the cell for anabolic synthesis (cholesterol,
amino acids (via protein degradation), iron
etc.), and regulation of plasma membrane

receptor number and consequently signal-
ing pathways.

It is noteworthy that there are many
potential doorways for entry, and the
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mechanisms of vesicle formation are
ligand- and cell-type dependent. In-
ternalization can occur via phagocyto-
sis (uptake of larger particles usually
by macrophages), clathrin-coated pits
(receptor-mediated endocytosis), caveolae
(cholesterol enriched domains particularly
implicated in endothelial cell transcytosis),
and clathrin-independent vesicles (those
responsible for micropinocytosis). Uptake
of natural molecules is usually triggered
by ligand–receptor interaction, and assem-
bly of membrane-associated, multiprotein
complexes with signaling cytosolic do-
mains carefully regulating the process of
internalization. The membrane composi-
tion of vesicles and tubules (lipids and
proteins) that comprise the endocytic net-
work is constantly changing. Transfer of
the contained cargo is regulated by vesi-
cle–vesicle fusion events controlled by the
drop in pH, vesicle membrane curvature,
multiprotein complexes on the cytoplas-
mic face of the vesicle, and also the
membrane lipid and protein composition
of each compartment. Specific receptors
are sorted into pathways that direct them
to (1) the lysosomes (e.g. the asialoglyco-
protein receptor of liver hepatocytes which
traffics to the lysosome); (2) recycle them
back to the plasma membrane (e.g. the
transferrin/transferrin receptor complex;
or (3) the Golgi network (e.g. protein toxins
such as ricin).

With the biological rationale for de-
sign very much to the fore, current ef-
forts are trying to achieve biomimetic,
bioresponsive, macromolecular, and nano-
sized particulate delivery systems that are
able to mimic natural transport vectors
such as proteins (including protein tox-
ins) or viruses. The overall goals are
(1) design of constructs able to escape the
immunosurveillance and metabolic path-
ways that lead to premature elimination;

(2) cell-specific targeting; and (3) cellular
entry by translocation across the plasma
membrane or, using specific endocytic
transport pathways, compartment-specific
trafficking.

1.4
Opportunities for Targeting

1.4.1 Passive Targeting to Diseased
Tissue
The physicochemical features of many
drug delivery systems disadvantage them
in terms of targeting disseminated pe-
ripheral diseases (e.g. metastatic cancer).
However, sometimes these inherent prop-
erties can be usefully harnessed in the
context of the phenomenon called pas-
sive targeting. The fact that the RES
and/or liver rapidly accumulate >80%
of the dose (within 5–10 min) after ad-
ministration of many nanoparticles, lipo-
somes, and charged (+ve or −ve charge)
and/or hydrophobic macromolecular car-
riers can provide an opportunity for
1st order passive targeting to the liver
cells or spleen. In the form of the li-
posomally entrapped (or lipid-associated)
antifungal/ anti-Leishmaniasis drug am-
photericin B, cell-specific passive targeting
to macrophages harboring pathogens or
parasites has been exploited effectively
clinically. Another example of passive tar-
geting is the propensity of circulating
microparticles (or aggregates formed by in-
teraction of the drug delivery system with
plasma proteins or blood cells) of diameter
>7 µM to become rapidly trapped in the
narrow capillary beds of the lung, again
>80% dose within minutes. This also pro-
vides an option for 1st order lung-specific
passive targeting. However, the approach
requires caution due to the risk of pul-
monary embolism.
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If the carrier can evade RES capture
and displays prolonged plasma half-life, it
is termed long circulating. In this case, it
can exhibit passive targeting via the ‘‘en-
hanced permeability and retention effect’’
(EPR effect). First described by Matsumura
and Maeda in 1986, EPR-mediated tar-
geting of tumors has been attributed to
two principal factors (Fig. 4). First, the
disorganized pathology of angiogenic tu-
mor vasculature with its discontinuous
endothelium leads to hyperpermeability
toward circulating macromolecules and
colloidal carriers. Second, the absence
of lymphatic drainage in the tumor en-
courages subsequent tumor retention and
progressive accumulation (Fig. 4). The
EPR effect is being exploited by a num-
ber of drug carriers (including polymer-
coated liposomes, polymeric micelles, and
polymer–drug conjugates) to promote tu-
mor targeting.

It is now well established that long-
circulating macromolecules including al-
bumin, protein-, and polymer–conjugates,
polymeric micelles and liposomes accu-
mulate passively in solid tumor tissue
by the EPR effect. Intravenously admin-
istered polymer–drug conjugates can in-
crease tumor concentration of antitumor
drugs up to 70-fold and tumor biopsy fol-
lowing administration of the liposomal
anthracyclines Doxil and DaunoXome

confirmed EPR-mediated tumor targeting
in the clinical setting. The magnitude of
targeting achieved by the EPR effect can be
surprisingly high, up to ∼20% dose/g tu-
mor in murine models, and interestingly
the extent of targeting seen (expressed
as % dose/g tumor) is often highest in
smaller tumors probably because they are
more actively involved in angiogenesis.
These values are as high as reported for
tumor-specific antibodies in rodent tu-
mor models.

1.4.2 Active Targeting to Diseased Cells
Most urgently required are drug deliv-
ery systems that do not show inherent
liver, spleen, or lung tropism. If the car-
rier is long circulating, it can be decorated
with ligands to promote receptor-mediated
uptake, that is, exhibit active targeting. At-
tempts to promote cell-specific delivery
have explored a vast array of targeting
ligands (see Table 2 for examples), partic-
ularly in an endeavor to realize tumor-
specific delivery. Most widely explored
have been saccharides, peptides, proteins,
and antibodies and their fragments. Ide-
ally, the target antigen or receptor must
be present at a high density on the cells
of interest. It should exhibit homogeneity
of expression (preferably with no or min-
imal expression on normal cells), and the
receptor should neither be shed into the
bloodstream nor be downregulated upon
ligand binding. In addition, receptor fate
(whether it is internalized or not) must
match the needs of the particular tar-
geted therapeutic being delivered. Some
delivery systems are active at the level
of the plasma membrane; others have a
requirement for internalization. Endoge-
nous ligands present in extracellular fluids
(e.g. transferrin or folate) may compete
with targeted delivery systems so ideally
their concentrations should be low.

The development of monoclonal anti-
body technology by Kohler and Milstein
in the 1970s gave hope that the exquisite
specificity of antibody–antigen interaction
would provide perfect cell-specific tar-
geting. However, antibody-targeted drug
delivery systems have been relatively slow
to come into practice. Challenges have in-
cluded problems in identifying disease-cell
specific antigenic determinants; antibody
immunogenicity, nonspecific capture of
antibodies by cells of the RES due to



Targeting and Intracellular Delivery of Drugs 179

tu
m

ou
r 

tis
su

e

N
or

m
al

 ti
ss

ue

R
an

do
m

 d
is

tr
ib

ut
io

n 
of

 lo
w

 m
ol

ec
ul

ar
w

ei
gh

t d
ru

gs
-n

o 
se

le
ct

iv
ity

In
tr

av
en

ou
s 

in
je

ct
io

n 
of

 lo
w

m
ol

ec
ul

ar
 w

ei
gh

t l
ip

op
hi

lic
 d

ru
g

tu
m

ou
r 

tis
su

e

N
or

m
al

 v
es

se
ls

ha
ve

 a
 ti

gh
t

en
do

th
el

iu
m

A
ng

io
ge

ni
c 

tu
m

or
ve

ss
el

s 
ar

e 
di

so
rg

an
iz

ed
an

d 
le

ak
y

T
um

or
 ta

rg
et

in
g 

of
 c

irc
ul

at
in

g 
pa

rt
ic

le
s,

lip
os

om
es

 o
r 

po
ly

m
er

–d
ru

g 
co

nj
ug

at
es

 (
sh

ow
n)

by
 th

e 
E

P
R

 e
ffe

ct In
tr

av
en

ou
s 

in
je

ct
io

n 
of

 a
po

ly
m

er
–d

ru
g 

co
nj

ug
at

e

M
in

im
al

ex
tr

av
as

at
io

n
in

to
 n

or
m

al
tis

su
e

la
ck

 o
f

ly
m

ph
at

ic
dr

ai
na

ge
T

um
or

 ti
ss

ue
T

um
ou

r 
tis

su
e

N
or

m
al

 ti
ss

ue

R
ap

id
 e

xt
ra

va
sa

tio
n

in
to

 a
ll 

no
rm

al
 ti

ss
ue

s

La
ck

 o
f

ly
m

ph
at

ic
dr

ai
na

ge
La

ck
 o

f
ly

m
ph

at
ic

dr
ai

na
ge

Ly
m

ph
at

ic
dr

ai
na

ge
Ly

m
ph

at
ic

dr
ai

na
ge

(b
)

(a
)

Fi
g.

4
Tu

m
or

ta
rg

et
in

g
by

th
e

en
ha

nc
ed

pe
rm

ea
bi

lit
y

an
d

re
te

nt
io

n
(E

PR
)

ef
fe

ct
.P

an
el

(a
)

sh
ow

s
th

e
ra

nd
om

di
st

ri
bu

tio
n

of
lo

w
m

ol
ec

ul
ar

w
ei

gh
t

ch
em

ot
he

ra
py

af
te

r
in

tr
av

en
ou

s
in

je
ct

io
n.

Pa
ne

l(
b)

sh
ow

s
th

e
va

sc
ul

ar
re

te
nt

io
n

of
a

m
ac

ro
m

ol
ec

ul
ar

dr
ug

co
nj

ug
at

e
(t

he
sa

m
e

w
ou

ld
be

tr
ue

fo
r

a
co

llo
id

al
ca

rr
ie

r)
w

hi
ch

le
ad

s
to

en
ha

nc
ed

ex
tr

av
as

at
io

n
in

to
tu

m
or

tis
su

e
(v

ia
hy

pe
rp

er
m

ea
bl

e
bl

oo
d

ve
ss

el
s)

an
d

th
e

dr
ug

de
liv

er
y

sy
st

em
pr

og
re

ss
iv

el
y

ac
cu

m
ul

at
es

th
er

e
du

e
to

th
e

ab
se

nc
e

of
ly

m
ph

at
ic

dr
ai

na
ge

.



180 Targeting and Intracellular Delivery of Drugs

Ta
b.

2
Li

ga
nd

s
us

ed
to

pr
om

ot
e

ce
ll-

sp
ec

ifi
c

ta
rg

et
in

g.

Li
ga

nd
Ta

rg
et

ce
ll

R
ec

ep
to

r/
A

nt
ig

en
C

ar
ri

er
s

Sa
cc

ha
rid

es
G

al
ac

to
se

H
ep

at
oc

yt
es

A
si

al
og

ly
co

pr
ot

ei
n

re
ce

pt
or

Po
ly

m
er

an
d

pr
ot

ei
n

co
nj

ug
at

es
M

an
no

se
M

ac
ro

ph
ag

es
M

an
no

se
re

ce
pt

or
Po

ly
m

er
an

d
pr

ot
ei

n
co

nj
ug

at
es

Si
al

yl
Le

w
is

-X
En

do
th

el
ia

lc
el

ls
E-

se
le

ct
in

Li
po

so
m

es
,p

ol
ym

er
s

Pe
pt

id
es

an
d

pr
ot

ei
ns

M
SH

M
el

an
om

a
M

SH
re

ce
pt

or
Po

ly
m

er
s

EB
V

pe
pt

id
e

Ly
m

ph
oc

yt
es

C
D

21
Po

ly
m

er
s

R
D

G
pe

pt
id

es
En

do
th

el
ia

lc
el

ls
In

te
gr

in
s

α
vβ

3
Po

ly
m

er
s,

pe
pt

id
e-

D
N

A
co

m
pl

ex
es

,l
ip

op
le

xe
s

Tr
an

sf
er

ri
n

V
ar

io
us

tu
m

or
s

Tr
an

sf
er

ri
n

re
ce

pt
or

Po
ly

m
er

s,
lip

os
om

es
FG

F
V

ar
io

us
tu

m
or

s
FG

F
re

ce
pt

or
Po

ly
m

er
s

LD
L

V
ar

io
us

tu
m

or
s

LD
L

re
ce

pt
or

s
Pr

ot
ei

n
co

nj
ug

at
es

M
od

ifi
ed

al
bu

m
in

Pr
ot

ei
n

co
nj

ug
at

es

A
nt

ib
od

ie
s

or
fr

ag
m

en
ts

A
nt

i-T
hy

1.
2

T
ly

m
ph

oc
yt

es
Th

y
1.

2
an

tig
en

Po
ly

m
er

s
A

nt
i-C

D
19

M
ul

tip
le

m
ye

lo
m

a
C

D
19

Li
po

so
m

es
A

nt
itr

an
sf

er
ri

n
re

ce
pt

or
m

A
b

V
ar

io
us

tu
m

or
s

C
D

71
Po

ly
m

er
s,

lip
os

om
es

,i
m

m
un

oc
on

ju
ga

te
s

B
1m

A
b

Le
uk

em
ia

an
d

ly
m

ph
om

a
B

C
L1

Po
ly

m
er

s
O

V
-T

L
O

va
ri

an
ca

rc
in

om
a

Po
ly

m
er

s
A

nt
i-E

LA
M

-1
,V

C
A

M
-1

an
d

IC
A

M
-1

m
A

bs
V

as
cu

la
r

en
do

th
el

ia
lc

el
ls

EL
A

M
-1

,V
C

A
M

-1
or

IC
A

M
-1

Li
po

so
m

es
,i

m
m

un
oc

on
ju

ga
te

s

A
nt

i-H
ER

2-
Fa

b’
B

re
as

tc
an

ce
r

H
ER

2
Li

po
so

m
es

A
nt

i-V
EG

F
re

ce
pt

or
m

A
b

V
as

cu
la

tu
re

of
so

lid
tu

m
or

s
V

EG
F

re
ce

pt
or

Li
po

so
m

es
A

nt
i-C

D
20

m
A

b
B

-c
el

ll
ym

ph
om

a
C

D
20

Im
m

un
oc

on
ju

ga
te

,l
ip

os
om

es
A

nt
i-T

A
G

72
m

A
b

C
ol

or
ec

ta
la

nd
ot

he
r

so
lid

tu
m

or
s

TA
G

72
Im

m
un

oc
on

ju
ga

te
,l

ip
os

om
es

A
nt

i-E
G

FR
G

lio
m

a
EG

FR
R

ec
om

bi
na

nt
im

m
un

ot
ox

in
co

nt
ai

ni
ng

Ps
eu

do
m

on
as

ex
ot

ox
in

O
th

er
Fo

la
te

V
ar

io
us

tu
m

or
s,

pa
rt

ic
ul

ar
ly

ov
ar

ia
n

Fo
la

te
re

ce
pt

or
Po

ly
m

er
co

nj
ug

at
es

an
d

lip
os

om
es

H
ya

lu
ro

ni
c

ac
id

M
ur

in
e

m
el

an
om

a
C

D
44

Li
po

so
m

es

N
ot

es
:M

SH
:m

el
an

oc
yt

e
st

im
ul

at
in

g
ho

rm
on

e;
FG

F:
fib

ro
bl

as
tg

ro
w

th
fa

ct
or

;E
B

V
pe

pt
id

e:
ED

PG
FF

N
V

E,
an

Ep
st

ei
n

–
B

ar
r

vi
ru

s
ep

ito
pe

;L
D

L:
lo

w
-d

en
si

ty
lip

op
ro

te
in

.



Targeting and Intracellular Delivery of Drugs 181

antibody Fc recognition; generation of an-
tiideotypic antibodies that inactivate the
antibody specificity or lead to the for-
mation of immunocomplexes that are
rapidly cleared. Immunoconjugates can
have large size (Mw (weight average molec-
ular weight) >150 000 Da) and this fact,
together with the antigen-binding bar-
rier, can lead to poor tissue penetration.
However, exciting progress in the field of
therapeutic antibodies (e.g. the breast can-
cer therapy Herceptin, the recently ap-
proved antiangiogenic antibody Avastin,
and commercialization of the first an-
tibody–drug conjugate Mylotarg) has
revitalized the field of antibody-targeted
drug delivery systems. Recombinant tech-
niques are being used to humanize an-
tibodies and the versatility of chemical
conjugation is being used to create an-
tibody–(or Fab’ fragments) polymer con-
jugates, and nanoparticle- and liposome-
targeted systems.

Other ligands have been widely used to
promote active targeting, and a list of ex-
amples are given in Table 2. Carbohydrates
have been widely explored. For example,
mannose can be used to target polymeric
and protein drug carriers to macrophages.
Galactose promotes targeted delivery to
the asialoglycoprotein receptor present on
normal hepatocytes and hepatocellular car-
cinoma. Using polymer–drug conjugates,
galactose targeting has been explored clini-
cally with the hope of improving treatment
of primary and secondary liver cancer.
Liver targeting was verified clinically us-
ing clinical gamma camera imaging. It
is noteworthy that galactose targeting lo-
calizes drug within normal hepatocytes
as well as hepatoma, so this approach
relies on diffusion of the overall high lo-
cal drug concentration into neighboring
cells to create, what has been termed, a
bystander effect. Phage display techniques

have become popular as a means to identify
peptide-mediated disease-specific target-
ing opportunities. For example, peptide
hormones such as melanocyte stimulat-
ing hormone (MSH) and somatostatin
have been employed as tumor target-
ing ligands, and RDG-containing peptides
have been widely used to localize to β-
integrins present on endothelial cells. In
this case, RGD-containing cyclic peptides
having a disulphide bond between two cys-
teine residues to constrain structure into
a preferable motif have the highest re-
ceptor affinity. The fact that some cells,
including some tumor cells, have elevated
levels of LDL receptors, growth factor re-
ceptors (e.g. FGFR and EGFR), and folate
receptors has encouraged their exploration
as potential targets. For example, folate-
targeted liposomes have been used to
improve delivery of oligonucleotides and
anticancer agents.

1.4.3 How to Realize Intracellular
Targeting?
Even on arrival at the target cell, direction
of macromolecular medicines and nano-
sized drug delivery systems to the desired
intracellular target remains a significant
challenge. If the agent can act at the level
of the plasma membrane, the journey is
over. If the target lies within the endo-
some, lysosome, or Golgi, internalization
and delivery via the endocytic traffick-
ing pathways is relatively simple. For
example, many transferrin-bearing drug
delivery systems (including liposomes,
nanoparticles, polymer–drug conjugates,
and polyplexes) and antitransferrin recep-
tor antibody–drug conjugates have been
described. Receptor-mediated internaliza-
tion leads to rapid and efficient uptake and
this has been used, for example, to enhance
gene delivery by nonviral vectors. Transfer
of internalized macromolecular drugs (e.g.
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proteins, oligonucleotides) and drug de-
livery systems (liposomes, nanoparticles,
antibody, and polymer conjugates) to the
lysosomal compartment is often unavoid-
able. Addition of ligands such as galactose,
and LDL to various drug delivery systems
is used to ensure lysosomotropic delivery.
In this context, many polymer-, protein-,
or antibody–drug conjugates have been
successfully designed to use decreasing
pH or lysosomal enzymes as the trigger
to liberate low molecular weight con-
jugates drug. For example, pH-sensitive
cis-aconityl and hydrazone linkers liberate
drugs in acidic environments. In addition,
the lysosomal thiol-dependent proteases
(such as cathepsin B) have been widely
used to activate polymer–drug conjugates
synthesized to contain peptidyl polymer-
drug linkers that are enzyme substrates,
or designed using a polymeric carrier (e.g.
polyglutamic acid) whose backbone is de-
graded by these enzymes.

The main challenges that remain are
targeted delivery to other intracellular com-
partments and transfer of macromolecular
medicines into the cytosol and/or the
nucleus, and the barriers to gene deliv-
ery have been well documented. Several
strategies are being explored to facili-
tate cytosolic delivery (Fig. 5). These in-
clude (1) improved transfer across the
plasma membrane using fusogenic lipo-
somes, membrane translocating peptides,
pore-forming proteins, and membrane-
active peptides; (2) following endocytic
uptake, transfer out of the endosomal
compartment into the cytosol with the
aid of pH-sensitive endosomolytic poly-
mers or peptides, pH-sensitive fusogenic
liposomes and recombinant proteins; and
(3) tailoring bioresponsive linkers (usually
pH-sensitive or protease sensitive) to lib-
erate a drug payload from polymeric and

protein carriers when exposed to the appro-
priate trigger in the endosomal pathway.

Membrane translocation is a key step.
It is becoming increasingly evident that
many proteins and receptors can bypass
the classical endocytic pathways to enter
the cell, as they are equipped with signal
peptide motifs that promote translocation
across the plasma membrane (Table 3).
Similarly, viruses and toxins have peptide
sequences that change conformation on
entry into the acidic endosome and perme-
abilize the endosomal membrane facilitat-
ing entry. As these peptide motifs become
characterized, they are increasingly in-
corporated into drug delivery systems to
facilitate cytosolic access, either using hy-
brid, recombinant proteins or with the aid
of synthetic chemistry to incorporate them
into a polymeric, liposomal, or nanopartic-
ulate carriers.

As well as the peptidyl membrane
translocating sequences, peptides that are
membrane active at pH 7.4, such as the
bee venom toxin melittin, are also being
explored as components of drug target-
ing systems. However, in most cases, the
pH gradient between extracellular fluid
and the endosomal/lysosomal compart-
ments is the important biotrigger used
to promote delivery. As an alternative
to peptides, a growing number of pH-
responsive endosomolytic polymers have
been synthesized as vectors for plasmid
and protein delivery. Potentially, their re-
duced or lack of immunogenicity provides
greater suitability for in vivo administra-
tion. Polymers used include polycations
such as polyethyleneimine and polylysine,
polyanions such as polypropylacrylic acid
derivatives, amphoteric polymers such as
linear polyamidoamines, and the hyper-
branched polyamidoamine dendrimers.
Their exact mechanism of endosomal
permeabilization is the subject of some
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Transport across the plasma membrane
Endocytic uptake

(i) liposome, (ii) nanoparticle
 (iii) endosomolytic polymer or (iv)a hybrid

delivery system bearing a membrane active
agent on its surface

Nucleus

Endosomal escape
(i) fusogenic liposome 

Organelle-specific targeting
E.g. mitochondria

Transport to the nucleus
via nulclear pores

(iii) membrane-active
      peptides

(ii) endosomolytic
     polymer

(i) Fusogenic (ii)membrane
translocating or pore-
ong peptide

liposome

Fig. 5 Vectors used to promote cytosolic access and intracellular targeting. Three main
approaches are used; vectors designed to fuse with the plasma membrane; vectors that can
pass across the plasma membrane passage, and vectors that promote cytosolic access
and/or organelle-specific targeting following endocytic uptake and entry into the endosomal
compartments.

debate. It has been suggested that proto-
nation of polycations results in swelling,
and this, together with the influx of Cl−
ions and consequent osmotic effects, cause
membrane destabilization. This is called
the proton sponge hypothesis. However, it
is clear that not all polycations act in
this way. Linear polyamidoamines and
polyamidoamine dendrimers seem to in-
teract directly with the membrane to cause
perturbation and perhaps pore forma-
tion. In the context of liposomal delivery,
cationic helper lipids, for example, di-
oleoylphosphatidylethanolamine (DOPE),

have been used to promote fusion in acidic
pH environments.

Efficient delivery into the cytosol can be
sufficient to ensure pharmacological activ-
ity of many macromolecular medicines, for
example, antisense oligonucleotides and
protein toxins. However, many oligonu-
cleotides, plasmids, and protein drugs
must subsequently traffic to the nucleus
to achieve the desired effect. Stability of
vector (and payload) in the cytosol and an
appropriate rate of dissociation to deliver
the payload can be problematic. Move-
ment in the cytosol by diffusion can
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be haphazard and slow, although it has
been suggested that some polyplexes are
more rapidly translocated to the perin-
uclear region of the cell in association
with microtubules. Incorporation of pep-
tidyl nuclear localization sequences (NLS)
that have clusters of four or more cationic
amino acids have become popular to pro-
mote nuclear trafficking and entry. Even
so, nuclear entry of larger macromolecular
and particulate carriers can be difficult if
the cells are not dividing. Physiologically,
macromolecules are imported through the
nuclear pores, and there are approximately
3000 to 4000 pores per nucleus. However,
in the closed state they will only allow
passage of molecules <9 nm in diame-
ter and even when open their diameter is
only 26 nm.

With the realization that many diseases
can be pinpointed to dysfunction of a spe-
cific intracellular compartment (or protein
localized therein), many are now trying to
design drug targeting systems aimed at
specific intracellular organelles. For exam-
ple, mitochondria dysfunction contributes
to a wide number of diseases includ-
ing, obesity, neurodegenerative diseases,
ischemia-reperfusion injury, and cancer.
Additionally, there are some 40 differ-
ent lysosomal storage diseases that have
a genetic basis, and it is known that lyso-
somal/endosomal malfunction can lead to
accumulation of products such as lipofus-
cin, which is implicated in the progression
of age-related neurodegeneration, for ex-
ample, in Alzheimer’s disease. A number
of strategies are being explored as a
means of targeting mitochondria. Inter-
esting concepts at the early stage of de-
velopment include ‘‘mitochondriotropic’’
vesicles prepared from dequalinium (di-
ameter 70–700 nm) and use of mitochon-
drial signal peptides (MLS-peptide), both
of which seem to promote mitochondrial

targeting. Peptide localization signals are
also being explored as tools for reaching
other intracellular compartments, for ex-
ample, to carry peptides and fluorophores
to peroxisomes and for noninvasive cytoso-
lic delivery of peptides and proteins.

1.5
Devices, Technologies,
and Nanomedicines

Given the complex journey required to
circumvent all these biological barriers,
the ideal targeted delivery system will
inevitably be multicomponent. It must
be able to gain access to the body,
and subsequently move through the body
without recognition as ‘‘foreign’’ by the
immunosurveillance systems. It must be
biomimetic in the sense that it will be
able to utilize natural transport pathways
(such as transcytosis, endocytosis) and nat-
ural receptor-mediated targeting strategies
at both the cellular and subcellular level
to achieve the end goal. Ever more so-
phisticated devices are increasingly used
to gain access to the body. These de-
vices can be as simple as the syringe,
or as complex as pulmonary inhalers and
transdermal devices (including micronee-
dle injectors, and the gene gun which is
used to transiently physically damage the
skin and thus allow particulate access). So-
phisticated multicomponent oral delivery
systems have also been designed for local
and/or timed release. A detailed descrip-
tion of these devices is beyond the scope
of this article.

While natural and synthetic polymers
have traditionally found use as pharmaceu-
tical excipients and biomedical polymers, it
is important to note their expanding role as
components of a wide variety of drug deliv-
ery systems. They are utilized to fabricate
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devices, rate-controlling coatings, hydro-
gels for topical and parenteral controlled
release, and as biodegradable polymeric
implanted matrices for local controlled re-
lease of drugs, peptides, and proteins. Not
least, the field of polymer therapeutics is
now becoming well established and poly-
mers are often components of other types
of delivery vectors (see below).

At one time, antibody conjugates, lipo-
somes, nanoparticles, and polymer con-
jugates were viewed as competing ap-
proaches. Naively it was thought that one
technology would emerge as a universal
platform for all targeting applications. It
soon became evident that each has its
individual advantages and disadvantages.
Antibodies have potential for selective tar-
geting, but even as humanized proteins
they can be immunogenic, their phar-
macokinetics is governed by molecular
weight, and they have a limited drug carry-
ing capacity. Liposomes have a high drug
carrying capacity, but stability can be an
issue (either releasing drug too quickly
or entrapping drug too strongly) and they
are prone to RES capture. Similarly, it has
proven difficult to steer nanoparticles away
from the RES and they can have relatively
lower (than liposomes) drug carrying ca-
pacity. The versatility of synthetic polymer
chemistry provides a unique opportunity
to tailor synthetic, biomimetic, molecules
having specific molecular weight and par-
ticular architecture. For linear polymers,
this can provide multivalency needed for
receptor recognition, and using dendrimer
chemistry controlled 3D architecture can
be achieved. In all cases, the polymer-drug
linker can be tailored to facilitate site-
specific drug release. However, the drug
carrying capacity of polymer–drug conju-
gates is relatively low, conjugate structure
can be complex and heterogeneous pre-
senting challenges for characterization.

Particular care must be taken to ensure that
potential toxicity and/or immunogenic-
ity of parenterally administered synthetic
macromolecules is carefully addressed,
particularly if the polymer is not biodegrad-
able. There has been growing concern that
polymeric nanoparticles, which have a par-
ticularly high surface area to volume ratio,
could be exceptionally dangerous. How-
ever, even in this case any toxicity observed
will clearly depend on route of administra-
tion, frequency of administration and the
polymer (and chemistry) used to prepare
the nanoparticle.

With the realization that an ideal plat-
form for drug delivery would marry the
benefits of these approaches, over the last
decade families of hybrid, nanosized tech-
nologies have emerged. In general, they
have multiple components optimized for
each specific application considering loca-
tion of the target site and nature of the drug
payload to be delivered. There has been ex-
ponential growth in the transfer of such
technologies into clinical development,
and the number of Regulatory Author-
ity approved products is growing year on
year (see below). These factors underline
the importance of these technologies as
the first generation of ‘‘nanomedicines’’
(Fig. 6).

2
Vectors: Design, Applications, and Clinical
Status

The literature relating to potential drug
targeting systems increases year on year.
Many claim design and/or synthesis of
new drug delivery technologies. Where
supporting biological data are provided,
the vast majority of experiments are con-
ducted in vitro. While these studies provide
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Fig. 6 Vectors that can be described as the first ‘‘nanomedicines.’’

the opportunity to quantitate receptor-
mediated uptake by the target cells, we get
an early impression of pharmacological
potential, and it helps define intracellu-
lar localization; experience has shown that
such in vitro assays rarely have value in pre-
dicting in vivo targeting potential. Nearly
all technologies tested in vivo fail due to
(1) inability to reach the target cell (often
due to RES clearance); (2) inability to reach
the correct intracellular compartment on
arrival at the target cell; (3) inability to re-
lease/deliver drug at the appropriate rate
on arrival at the target cell; and (4) not
least the fact that many vectors display un-
acceptable toxicity and/or immunogenicity
prohibiting safe human use.

In this section, only those vectors having
well established in vivo and clinical target-
ing ability are described. In most cases,
new technologies have been first explored
in the context of cancer therapy. Globally
over 6 million people die of cancers each

year. Cure is only possible in ∼35% of
cases diagnosed, and commonly used cyto-
toxic chemotherapy is relatively ineffective
due to lack of drug selectivity, nonspecific
damage to healthy tissue, and multiple
mechanisms of drug resistance (<5% of
cures). The pressing medical need makes
it ethically justifiable to administer novel
drug delivery systems to cancer patients
where the potential benefits far outweigh
any risks associated with these new tech-
nologies. Once therapeutic benefit, and
clinical safety of other vectors is estab-
lished in cancer patients, exploitation in
therapeutic indications has followed.

2.1
Liposomes

Liposomes were discovered in 1965 by
Bangham and at that time used as model
membranes. Since the pioneering work
of Gregoriadis and Ryman in the 1970s,
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liposomes have become widely used for
targeted delivery of drugs, proteins, vac-
cines, and oligonucleotides. Several lipo-
somal products have been approved as
novel anticancer therapies, and for deliv-
ery of amphotericin B to treat opportunistic
infections (Table 4). These vesicular carri-
ers are prepared from phospholipids and
cholesterol to form lipid bilayer-bounded
vesicles. A single bilayer (unilamellar) or
multiple bilayers (multilamellar) are used
to entrap an aqueous interior (Fig. 7).
Typically, those liposomes used clini-
cally have a diameter of 80 to 150 nm.
Hydrophilic drugs, including proteins,
are entrapped in the aqueous interior
and hydrophobic drugs carried within
the lipid bilayer. Amphiphilic drugs that
are weak bases or weak acids can be
loaded into the liposomal interior using
remote loading methods such as am-
monium sulfate for doxorubicin and a
pH-gradient method for vincristine to
give high intravesicle concentrations. Al-
teration of their lipid composition (some-
times using cationic or anionic lipids)
and/or the cholesterol:lipid ratio has been
used to modulate properties. For exam-
ple, cationic liposomes have been used
to complex DNA and oligonucleotides on
their surface.

The first liposomal formulations had
major disadvantages including poor
plasma stability, rapid blood clearance
by the RES, and difficulty of manufac-
ture on a commercial scale. However,
these issues have been largely overcome
using second-generation liposomes con-
taining cholesterol to improve stability and
also a hydrophilic polymer coating (par-
ticularly using polyethyleneglycol (PEG),
so-called PEGylation) to minimize RES up-
take and thus prolong plasma circulation.
The PEGylated or ‘‘Stealth’’ liposomes are
also able to capitalize on the EPR ef-
fect to promote passive tumor targeting.
Although liposomes can be internalized
by endocytosis, it is thought that de-
livery of entrapped antitumor agents is
largely due to diffusion of drug out of
the liposomes and into tumor cells. To
promote receptor-mediated targeting of
liposomes (active targeting) and cellular
internalization, the field of ligand-targeted
liposomes (LTLs) has been growing. For
example, liposomes have been prepared
with antibodies (or their fragments) on
their surface. For example, anti-HER2 to
target HER2-overexpressing breast cancer;
anti-β –integrin Fab to target nonsmall cell
lung cancer; antihuman E-selectin to local-
ize to activated endothelial cells; folate and

Tab. 4 Examples of liposomal formulations in clinical use and clinical development.

Product Status Payload Indication

DaunoXome Market Daunorubicin Cancer
Doxil/Caelyx Market Doxorubicin Cancer
Myocet Market Doxorubicin Cancer
Ambisome Market Amphotericin B Fungal infections
Amphotech Market Amphotericin B Fungal infections
Liposomal-MTO Phase I Mitoxantrone (MTO) Cancer
Aroplatin Phase I/II Platinate Cancer
ATRA-IV Phase I/II Retinoic acid Cancer
NX211 Phase I/II A camptothecin Cancer
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Unilamellar
liposome

Fig. 7 Colloidal carriers used for drug targeting.
A variety of liposomal (panel a) and nanoparticle
(panel b) drug delivery systems have been
developed for targeted drug delivery. The
liposomal carriers can be unilamellar or
multilamellar, drug can be entrapped in the
aqueous core or within the lipid bilayer
depending on its physicochemical nature.

Nanoparticles can be made as a polymer matrix
with drug entrapped in the polymer matrix, or as
a nanosphere entrapping drug in the core. In
both cases, ligands can be added to the surface
to promote receptor-mediated targeting and a
polymer coating applied to the surface to prolong
plasma circulation times (usually PEGylation).

hyaluronic acid to target melanoma. PEG-
coated liposomes containing cationic lipid
have been shown to target chondroitin sul-
fate proteoglycans overexpressed on the
surface of highly metastatic tumor cells.
In addition, other experiments have re-
ported neovascular targeting properties of
cationic liposomes labeled with the fluo-
rescent dye rhodamine in samples derived
from patients with transitional cell cancer
of the urinary bladder.

Clinical success of the anthracycline-
containing liposomal formulations Dauno-
Xome, Myocet, and Doxil (called
Caelyx in Europe), both as single agents,
and more recently as components of com-
bination chemotherapy, really established
liposomes as important drug carriers.
The DaunoXome aqueous formulation

is composed of distearoylphosphatidyl-
choline (DSPC), cholesterol, and daunoru-
bicin in a weight ratio of 18 : 7 : 1; that
is, it has a daunorubicin concentration
of 2 mg mL−1. The liposomes are unil-
amellar vesicles of diameter ∼45 nm. In
contrast, Doxil was the first polymer-
coated liposome to come on the mar-
ket. In this case, the vesicles are com-
posed of hydrogenated soy phosphatidyl-
choline (HSPC); cholesterol; and di-
phosphatidylethanolamine (DSPE) conju-
gated to PEG in the ratio 56 : 38 : 5. The
formulation consists of unilamellar vesi-
cles of diameter ∼80 to 90 nm and they
contain doxorubicin (2 mg mL−1). Doxil

was first approved as a treatment for AIDS-
related Kaposi’s sarcoma in patients with
disease resistant to other chemotherapy or
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in patients who are intolerant to such ther-
apy, but now it is also used as a treatment
for metastatic ovarian carcinoma (when
disease is refractory to both paclitaxel-
and platinum-based chemotherapy regi-
mens) and breast cancer. Proof of concept
that liposomes could increase anticancer
agent activity and reduce toxicity has led
to their further development as carriers
of other anticancer agents including plati-
nates, camptothecins, mitoxantrone, and
vincristine.

Use of liposomal formulations is
not limited to tumor targeting. Other
uses include delivery of amphotericin
B (AmBisome) to treat various fungal
infections and visceral leishmaniasis, an-
tibiotics (Mikasome), and for targeting
radiotherapy. They are also currently un-
der intensive development as vectors for
vaccine delivery, antisense delivery, and
for use as gene delivery vectors.

2.2
Antibodies, Proteins, and Fusion Proteins

Antibodies and proteins have long been
considered as therapeutic agents in their
own right and as components of targetable
drug carriers. It is only through the last
decade, however, that they have really be-
gun to realize this potential. In the context
of drug targeting, conjugates can be pre-
pared either by chemical conjugation of
drug or, in the case of protein therapeutics,
often the conjugate is prepared by recom-
binant technology. Not only are antibodies
themselves used as vehicles for targeted
delivery, as mentioned above, they (or an-
tibody fragments) are often used as the
site-directing components of other deliv-
ery systems including liposomes, polymer
conjugates, and nanoparticles.

Early murine antibodies were beset
with problems of poor specificity and

immunogenicity. However, the ability to
humanize, and most recently prepare
chimeric antibodies is rapidly generating a
successful pipeline of novel targeted phar-
maceuticals (Table 5). Seventeen therapeu-
tic antibodies have entered the market, and
there is an enormous pipeline of antibody-
based products (>350) coming through
clinical development.

Therapeutic antibodies can be divided
into several categories according to their
mechanism of action.

1. They can block the action of another
molecule (i.e. act as an antagonist)
and examples in this class include
antibodies that bind to soluble ligands
such as antivascular endothelial growth
factor (VEGF), and antitumor necrosis
factor (TNF) antibodies.

2. They can stimulate a biological re-
sponse (i.e. act as an agonist).

3. They kill target cells through immune-
mediated mechanisms, for example,
the antitumor antibodies Rituxan and
Herceptin.

4. They can be used to direct radiotherapy,
toxins or other drug carrier systems
(liposomes, nanoparticles, and polymer
conjugates) to a target tissue.

Ideally, target antigens will have 1000-
fold greater expression on the target cell
than seen on normal tissues and the mon-
oclonal antibody derived against the target
should have high affinity. Often in the
complex in vivo environment, this de-
gree of selectivity has been difficult to
achieve. With the aim of minimizing the
biological barriers to be encountered, the
most successful early products were de-
signed to localize to cells circulating in
the bloodstream. For example, the anti-
CD20 antibody Rituxan developed as a
treatment for relapsed or refractory non-
Hodgkin’s lymphoma (NHL). Similarly,
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Tab. 5 Monoclonal antibody-based products.

Antibody Target Payload Use

Therapeutic antibodies
Rituxan: CD20 Inherent activity CD20 +ve non-Hodgkin’s

lymphoma – mediates
antibody-dependent cytolysis

Herceptin HER2 Inherent activity HER2 +ve breast cancer – mediates
antibody-dependent cytolysis

Antibody-drug conjugates
Mylotarg CD33 Calicheamicin Acute myeloid leukemia – taken into

the cell by endocytosis

Radioimmunotherapeutics
Tositumomab CD20 [131I]iodide Non-Hodgkin’s lymphoma-targeted

radiotherapy
Zevalin CD20 90Yttrium Non-Hodgkin’s lymphoma-targeted

radiotherapy

Immunotoxins
Anti-B4-blocked ricin CD19 Blocked ricin Targeted immunotoxin

non-Hodgkin’s lymphoma
Anti-Tac(Fv)-PE38 (LMB2) CD25 Pseudomonas exotoxin

fusion protein
Hematological malignancies

the first immunoconjugate to enter rou-
tine clinical use was an anti-CD33 antibody
conjugated to the natural product anti-
cancer agent calicheamicin (Mylotarg). In
this case, it is used as a treatment for acute
myeloid leukemia (AML). Antibodies have
not only been used to carry chemotherapy,
but they also offer a unique opportunity
to target radiotherapy and highly potent
protein toxins (e.g. ricin, diphtheria toxin,
and pseudomonas exotoxin) to tumor cells.
Two radioimmunoconjugates have been
approved for clinical use (Zevalin and
Bexxar) and both utilize an anti-CD20 an-
tibody linked to a chelating agent carrying
a radionuclide as treatments for refractory
NHL patients.

This year the recombinant humanized
monoclonal antibody Avastin was ap-
proved as the first anticancer agent that
works by preventing the formation of new
blood vessels (angiogenesis). Avastin acts

by binding vascular endothelial growth fac-
tor (VEGF) preventing its interaction with
VEGF receptors (Flt-1 and KDR) on the
surface of endothelial cells. The endothe-
lial cell is also a relatively easily accessible
target to circulating antibody. In this case,
the mechanism of action is inhibition of
new blood vessel formation (angiogene-
sis) and when administered intravenously
together with a combination of anticancer
drugs (including ironotecan, 5-fluorouracil
(5FU), and leucovorin), Avastin extends
colon cancer patient survival time.

In the future it will be essential to
identify a library of antibodies (acting by
themselves as therapeutics in their own
right or as components of drug delivery
systems) that will effectively target those
common solid tumors that are the major
cause of mortality (e.g. breast, prostate,
lung, and gastrointestinal cancers). These
tumors are inherently more difficult to
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access using macromolecular and vesicu-
lar/particulate drug carriers due to rela-
tively poor tumor vascularization and the
difficulty of deep penetration into the tu-
mor tissue following extravasation. The
recent commercialization of Herceptin,
a new treatment for breast cancer, has
been an important step forward. This
monoclonal antibody recognizes the HER2
receptor on breast cancer cells and acts by
slowing or stopping cell growth. It is only
effective in treating those 15 to 25% of
breast cancer patients who are receptor
+ve and is given to patients in combina-
tion with chemotherapy to treat advanced
metastatic disease.

Use of proteins (other than antibodies)
and peptides to promote targeted drug
delivery has also been widely explored,
but mostly in preclinical studies. Early
studies focused on natural carrier pro-
teins such as albumin, modified albumin,
and low-density lipoprotein (LDL). Many
peptides have been explored as potential
tumor targeting ligands. In this case, an
111indium-labeled analog of the peptide
somatostin (Octreoscan) is used as a diag-
nostic imaging agent. The ligand localizes
to primary and metastatic neuroendocrine
tumors bearing somatostatin receptors,
and clinical studies are also ongoing to
see whether similar analogs can also target
therapeutic levels of radioactivity.

2.3
Nanoparticles

Although nanotechnology is becoming
very fashionable, Speiser and colleagues
had already described the first nanoparti-
cles for drug delivery in the 1970s. Since
then there have been numerous studies ex-
amining their potential as targetable drug
carriers in the context of parenteral ad-
ministration, in particular for targeting

anticancer agents, for oral administra-
tion, and most recently for promoting
transport across the blood–brain barrier.
Nanoparticles have been defined as col-
loidal carriers of diameter 1 to 1000 nm.
They are usually made from natural or syn-
thetic polymers, but recent technology has
been exploring the possibility of making
nanoparticles from the active drug sub-
stance itself. The polymers used can be pre-
formed, for example, poly(lactic acid), and
manufacture achieved by emulsion evapo-
ration, precipitation, or salting out proce-
dures. Alternatively, they are prepared by
polymerization of monomers, for exam-
ple, poly(alkylcyanoacrylate) nanoparticles.
In some cases, for example, albumin
nanoparticles, manufacture is achieved by
addition of crosslinking agents. Structures
are prepared as nanoparticles composed
of a polymer matrix, or nanocapsules
with a polymer shell surrounding an
open or filled core (Fig. 7). The latter can
be achieved by interfacial polymerization.
Nanoparticles administered intravenously
are particularly prone to opsonization and
rapid elimination by RES clearance, so
surface modification by addition of poly-
mers (e.g. poloxamers and PEG) has
become popular as an attempt to overcome
this problem.

The technology is so versatile that
nanoparticles can be prepared to contain
low molecular weight chemotherapy, pep-
tides, and proteins, and oligonucleotides.
However, despite the vast number of
preclinical studies, so far it has proved
relatively difficult to transfer nanopartic-
ulate drug carriers into clinical practice.
Certain types of nanoparticles have shown
the ability to reverse multidrug resistance
(MDR), which is a major problem in
cancer chemotherapy. Nanoparticles are
being explored for the selective delivery of
oligonucleotides to tumor cells.
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An early problem was identification
of long-circulating nanoparticles made
from biodegradable, biocompatible poly-
mers that would be safely eliminated after
achieving the targeting objective. Although
progress has been made, the most ad-
vanced systems at present are the albumin
nanoparticles used as diagnostics and tar-
getable carriers for the anticancer agent pa-
clitaxel. In fact, albumin nanoparticles con-
taining paclitaxel (Abraxane) that have
recently been undergoing extensive clini-
cal studies in breast cancer patients with
metastatic disease have shown promising
early results. A nanoparticle-based MRI
contrast agent, Endorem, is already on
the market, and this superparamagnetic,

ferumoxide nanoparticle stabilized on the
surface using dextran is used to diagnose
liver lesions, particularly cancer metas-
tases in the liver.

2.4
Polymer conjugates

The term polymer therapeutics has been
used as an umbrella term to describe
rationally designed polymeric drugs, poly-
mer–drug and polymer–protein conju-
gates, polymeric micelles containing co-
valently bound drug and polyplexes for nu-
cleic acid delivery (Fig. 8). Successful clin-
ical application of polymer–protein con-
jugates (Table 6) and promising clinical

Polymeric drug
or sequestrant

Polymer–protein
conjugate

Polymeric micelle

Hydrophilic block

Hydrophilic block

Drug

Polyplex

DNA

Cationic block

Hydrophilic block

40–60 nm

60–100 nm

Polymer-drug
conjugates

Linker

Drug

Targeting residue

5–15 nm

Protein

 ~10–20nm

Fig. 8 A schematic diagram showing the range of polymer-based drugs and delivery systems
that fall under the umbrella term polymer therapeutics.
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results arising from trials with poly-
mer–anticancer drug conjugates bodes
well for future design and development of
the ever more sophisticated bionanotech-
nologies needed to realize the full potential
of the postgenomics age. Everyone uses
water-soluble polymers, as an inert func-
tional part of a multifaceted construct for
improved drug, protein, or gene delivery.

Conceptually, polymer therapeutics
share many features with other macro-
molecular drugs (proteins, antibodies,
oligonucleotides) and macromolecular
prodrugs including immunoconjugates. A
bonus, however, is the versatility of syn-
thetic chemistry, which allows tailoring of
molecular weight, addition of biomimetic
features to the man-made construct, and
even the possibility to include biorespon-
sive elements.

2.4.1 Polymer–protein Conjugates
Recombinant DNA and monoclonal an-
tibody technology has created a biotech
revolution providing a growing number
of peptide, protein, and antibody-based
drugs. However, their limitations often
include a short plasma half-life, poor sta-
bility and, for proteins, immunogenicity.
Therefore, there has been a continuing
search for improved protein-derived alter-
natives. In the 1970s, pioneering research
of Davis, Abuchowski, and colleagues fore-
saw the potential of PEG conjugation
to proteins. This technique is now well
established and is called PEGylation. PE-
Gylation is designed to increase protein
solubility and stability, and reduce protein
immunogenicity. Moreover, by preventing
rapid renal clearance of small proteins
and receptor-mediated protein uptake by
cells of the RES, PEGylation can be used
to prolong plasma half-life. The resul-
tant need for less frequent dosing is of

great benefit to the patient and encour-
ages compliance.

PEG is a particularly attractive polymer
for conjugation. It is widely used as a
pharmaceutical excipient and the flexible
highly water-soluble polymer chain ex-
tends to give a hydrodynamic radius that
is some 5 to 10 times greater than that of
a globular protein of equivalent molecular
weight. There are three requirements for
optimized synthesis of a polymer–protein
conjugate: (1) a semitelechelic polymer,
that is, with a single reactive group at one
terminal end to avoid protein crosslink-
ing during conjugation; (2) the ability to
introduce a linker that will not itself gen-
erate toxic or immunogenic by-products
and that will provide appropriate stability
characteristics (dependent on the protein
being bound); (3) and an approach that will
provide reproducible site-specific protein
modification. Linear and branched PEGs
of Mw 5000 to 40 000 Da have been used
to create protein conjugates, sometimes
with multiple PEGs attached per protein,
or alternatively a 1 : 1 ratio.

First-generation protein conjugates used
linear monomethoxyPEGs (mPEG) and
a variety of conjugation chemistries, but
these early strategies had significant dis-
advantages including protein crosslinking
(due to contaminating PEG-diol), modi-
fication of protein charge due to con-
sumption of protein −NH2 or −COOH
groups during conjugation, unstable PEG-
protein linkages, and sometimes the need
for reaction conditions that led to protein
denaturation. More recently, improved
conjugation techniques have been devel-
oped including site-specific modification
following protein mutagenesis, the use of
the enzyme transglutaminase to PEGylate
site-specifically in the protein, and addi-
tionally, design of degradable PEG-protein
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linkages to maximize return of protein
bioactivity.

The clinical value of PEGylation is
now well established (Table 6). PEG-
L-asparaginase (ONCASPAR) is used
as treatment for acute lymphoblastic
leukemia (ALL). Compared to the na-
tive enzyme, PEG-L-asparaginase brings
advantages of reduced hypersensitivity,
longer plasma half-life, and a slower total
clearance. Consequently, it can be ad-
ministered every two weeks instead of
two to three times per week as required
for the native enzyme. Most importantly,
PEGylation of L-asparaginase decreases
hypersensitivity reactions (only seen in
≤8% patients after conjugate administra-
tion). PEGylated-recombinant methionyl
human granulocyte colony stimulating fac-
tor (G-CSF) is used to prevent severe
cancer chemotherapy-induced neutrope-
nia. Again, the PEG-GCSF (Neulasta) has
the benefit of less frequent administration
being given by a single subcutaneous in-
jection on day 2 of each chemotherapy
cycle. The native G-CSF must be given
daily for two weeks to achieve the same
protection. Two PEG-interferon-α (IFNα)

(2a or 2b) conjugates, PEGASYS and
PEG-INTRON, have been approved as
treatments for hepatitis C. Whereas IFNα-
2a and IFNα-2b display similar biological
activity and only differ in respect of a
single amino acid, the molecular weight
of PEG used for conjugation and the
linker employed is very different in each
product. PEGASYS has a higher specific
activity in vitro and a longer plasma half-
life than PEG-INTRON. Both conjugates
have shown clinically superior antiviral ac-
tivity compared to IFNα. PEG-IFNα is also
under clinical evaluation for treatment of
other diseases including, cancer, multiple
sclerosis, and HIV/AIDS.

2.4.2 Polymer–drug Conjugates
In the 1970s, Ringsdorf first described the
concept of targetable polymer–drug con-
jugates. These drug carriers have a tripar-
tite structure comprising a water-soluble
(hydrophilic) polymer backbone chosen
to aid drug solubilization, a biodegrad-
able polymer-drug linker designed to
ensure stability in the circulation and
subsequently facilitate drug release at
the target site and, thirdly the inclu-
sion of a targeting ligand to promote
cell-specific delivery. A wide variety of
natural, synthetic, and pseudosynthetic
polymers have been explored as the plat-
form, but so far those conjugates used
clinically have only been based on N-(2-
hydroxypropyl)methacrylamide (HPMA)
copolymers, polyglutamatic acid (PGA),
polyethyleneglycol (PEG) and polysaccha-
rides derived from dextran (Table 6).

When selecting a polymeric carrier, a
number of polymer features must be con-
sidered to ensure suitability for human
use. The polymer should be nontoxic and
nonimmunogenic. Preferably, the poly-
mer backbone should be biodegradable,
and if not (e.g. HPMA copolymers and
PEG), the polymer molecular weight must
be limited to <40 000 Da to ensure even-
tual renal elimination. To guarantee effi-
cacy, the conjugate must have sufficient
carrying capacity in relation to the potency
of the anticancer drug to be carried. The
first clinically tested polymer–drug conju-
gates all contained commonly used, and
relatively potent, antitumour agents. The
fundamental aim of polymer–drug conju-
gation is to modify pharmacokinetics at the
cellular level and thus promote increased
tumor targeting of drug while minimizing
exposure of sensitive normal tissues. The
polymer–drug linker must be stable in the
circulation. At the cellular level, once in-
ternalized the conjugate is trafficked via
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the endosomal compartments (acid pH
6.5–5.5) to lysosomes where it is exposed
to both acid pH (∼pH 5.0) and an array of
lysosomal hydrolases.

The first polymer–drug conjugate to en-
ter clinical trial did so in 1994; it was
the HPMA copolymer-Gly-Phe-Leu-Gly-
doxorubicin conjugate (PK1, FCE28068).
It has an Mw ∼30 000 Da and doxoru-
bicin content of ∼8.5 wt%. The peptidyl
linker was designed to be cleared follow-
ing lysosomotropic delivery by lysosomal
cathepsin B. In Phase I trials, PK1 was
administered as a short infusion every
three weeks and the maximum toler-
ated dose was 320 mg m−2 (doxorubicin-
equivalent). This is a ∼fourfold increase
compared to the normal safe dose of free
drug and a higher dose than can be safely
given in liposomal form. The dose-limiting
toxicities seen were typical of the anthracy-
clines, including febrile neutropenia and
mucositis. Despite cumulative doses up
to 1680 mg m−2 (doxorubicin-equivalent),
no cardiotoxicity, typical of anthracyclines,
was observed. Antitumor activity seen
in patients considered chemotherapy re-
sistant/refractory and at lower doxoru-
bicin doses (80–180 mg m−2) was consis-
tent with EPR-mediated targeting. Sub-
sequently HPMA copolymer conjugates
of paclitaxel, camptothecin, and plati-
nates have also progressed into clinical
trial. Despite a large number of studies
exploring ligand-targeted polymer conju-
gates, an HPMA copolymer-Gly-Phe-Leu-
Gly-doxorubicin containing additionally
galactosamine (PK2, FCE28069) is still
the only targeted conjugate to be tested
clinically. It was designed to target the
hepatocyte asialoglycoprotein receptor for
treatment of liver cancer. Phase I/II tri-
als were conducted in patients with pri-
mary hepatocellular carcinoma and the
maximum tolerated dose was 160 mg m−2

Dox-equivalent. Although most of the
conjugate localized in normal liver hepato-
cytes, it was estimated that the doxorubicin
concentration in hepatoma tissue would
still be 12 to 50-fold higher than could be
achieved by administration of free drug.

Currently, a polyglutamic acid-paclitaxel
conjugate (CT-2103, XYOTAX) is show-
ing considerable promise. This conjugate
contains 37 wt% paclitaxel linked through
the 2′ position of the ester bond to the γ -
carboxylic acid of PGA (Mw ∼40 000 Da).
This is the first biodegradable polymer to
be used for conjugate synthesis, and the
polymer backbone is cleaved by cathep-
sin B to liberate diglutamyl-paclitaxel.
When administered as a single agent in-
travenously over 30 min every 3 weeks, the
maximum tolerated dose of CT-2103 was
266 mg m−2 paclitaxel equivalent. In these
early trials, a significant number of pa-
tients have displayed partial responses or
stable disease (mesothelioma, renal cell
carcinoma, nonsmall cell lung cancer and a
paclitaxel-resistant ovarian cancer patient)
and the extensive Phase II and Phase III
program now also includes combinations
of CT-2103 with cisplatin and carboplatin.

2.5
Polymeric Micelles

Self-assembling block copolymer micelles
provide an alternative targetable drug de-
livery vehicle. The most advanced example
is the pluronic block copolymer micelle de-
signed by Kataoka and colleagues incorpo-
rating doxorubicin (both covalently bound
and noncovalently entrapped) that is able
to circumvent P-glycoprotein-mediated re-
sistance is currently in early clinical eval-
uation. The micelle is composed of PEG
(Mw ∼5000 Da)-poly(aspartic acid) block
copolymers and has a diameter of 42 nm.
Preferential accumulation in tumor tissue
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by the EPR effect leads to a three- to four-
fold improvement in drug targeting. In
this case, the covalently bound drug is in-
active, and it is the free drug that slowly
escapes over 8 to 24 h that is responsible
for tumor cell destruction.

2.6
Viral and Nonviral Vectors

The challenges of gene therapy are de-
scribed in full elsewhere in this volume.
However, as the natural (retroviral and
adenoviral vectors are the favored tools
for gene therapy) and synthetic nonviral
vectors are being used as the new gener-
ation of targetable drug carriers, they are
worthy of brief mention here. Viral vec-
tors undeniably can circumvent all of the
biological barriers to promote highly effi-
cient gene delivery, and in certain cases
show tissue tropism. However, viral vec-
tors also have recognized disadvantages, in
particular, their mixed safety record. The
death of an 18-year-old patient in 1999 due
to an acute inflammatory reaction after
gene therapy, and the more recent obser-
vation that 2 of 10 children treated with
gene therapy to correct severe combined
immunodeficiency disease (SCID) devel-
oped a type of leukemia that was clearly
caused by the viral vector, has led many to
question the risk/benefit of this approach.
While it is widely acknowledged that non-
viral vectors offer potential advantages
in terms of safety and ease of manu-
facture (and the lipidic-DNA complexes
(lipoplexes) have been used in clinical tri-
als), both lipoplexes and polymer-based
delivery systems (polyplexes) are still far
from ideal and there are many barriers
to delivery. Their transfection efficiency is
often extremely low and the most popular
lipidic and polymeric vectors used are very
toxic. Even with more than a decade of

systematic study, so far all have failed to
identify the ‘‘ideal’’ polymer construct that
is able to promote efficient intracytosolic
delivery of proteins and genes after re-
peated intravenous administration in vivo.
Nonetheless, improving design of pH-
responsive endosomolytic polymers gives
hope that a synthetic viral mimetic will
eventually become reality.

3
To the Future – The Importance
of ‘‘Nanomedicines’’?

The challenges and opportunities of drug
targeting have long been appreciated, and
now, the first applications are at last
coming to fruition, principally, but not
exclusively, in the context of tumor tar-
geting. This has spurred on the search
for other targeting systems to localize
drugs to sites of inflammation, to in-
fectious diseases, to the brain, and to
atherosclerotic plaques. There is increas-
ing anticipation that nanotechnology, as
applied to medicine, will bring still further
advances in the diagnosis and treatment
of disease. Within the confines of the
nanoscale size range (1–1000 nm), the
discipline of ‘‘nanomedicine’’ can be best
defined as the science and technology of di-
agnosing, treating, and preventing disease
and traumatic injury, of relieving pain,
and of preserving and improving human
health, using molecular tools and molec-
ular knowledge of human body. It has
five distinct, but overlapping subthemes.
They include (1) analytical techniques and
diagnostic tools; (2) nanoimaging and ma-
nipulations; (3) nanomaterials and nan-
odevices; (4) the nanomedicines designed
either as biologically active therapeutics or
drug delivery systems; and (5) all issues
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Fig. 9 The versatility of
polymer chemistry can produce
a range of polymer architectures
now being used to develop
second-generation drug
targeting vectors.

Graft polymer

Star polymer
Multivalent

polymer

Dendrimer
Dendronized

polymer

relating to their pharmaceutical develop-
ment; and clinical use with particular
regard to potential toxicity.

The search for safe and effective targeted
therapy continues in the postgenomics era,
and as we understand more of the mech-
anisms of the disease progression and
aging, ever more sophisticated diagnostics
and therapeutics will undoubtedly emerge.
In the long term, it is predicted that these
activities will be combined, and the word
‘‘theragnostic’’ has been used to describe a
system that is able to diagnose a problem
and then deliver the therapy. Device minia-
turization, with parallel efforts to bring
together Mother Nature’s molecules (as
therapeutics and targeting ligands) and
synthetic chemistry gives many exciting
possibilities for designing novel therapeu-
tics and targeting systems.

In the short term, research efforts
are focusing on three main areas:
(1) identification of new targets; (2) two-
step approaches and combination ther-
apy to increase specificity and efficacy;
and (3) new vectors for improved target-
ing. Water-soluble synthetic polymers and
polymer-based materials are playing an in-
creasing role in drug delivery systems and
biomaterial design. The search is on for
new, safe, biodegradable polymers that are
better suited to repeated parenteral admin-
istration, and also toward more elaborate

3D, bioresponsive architecture that bring
the capacity to mimic the tertiary structure
of proteins. A variety of architectures can
now be synthesized and these are being
used to create nanosized molecules with
multifunctionality (Fig. 9).

Dendrimers and dendronized polymers
are particularly interesting as they provide
the multivalency needed for immobiliza-
tion of drugs, imaging agents, peptidyl epi-
topes, and so on; they seem to offer unique
opportunities for exploiting intracellular
and transcellular trafficking pathways. En-
gineering shape memory into polymers
has recently been described for polymer
materials, and transfer of these concepts
into water-soluble polymer architecture,
perhaps using molecular imprinting tech-
niques, remains an exciting challenge for
the future.

See also Biotransformations of
Drugs and Chemicals; Medicinal
Chemistry; Oligonucleotides; Phar-
macokinetics and Pharmacody-
namics of Biotech Drugs; Recep-
tor Targets in Drug Discovery;
Targeted Therapy: Genomic Ap-
proaches; Therapeutic Compounds



200 Targeting and Intracellular Delivery of Drugs

in Nature as Leads for New Phar-
maceuticals; Vector System: Plas-
mid DNA; Vector Targeting in
Gene Therapy.
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Keywords

dNTP
Deoxyribonucleoside triphosphate.

rNTP
Ribonucleoside triphosphate.

RT–PCR
Reverse transcription–polymerase chain reaction.

Telomerase
The ribonucleoprotein enzyme that synthesizes telomeric DNA.

Telomeres
Essential genetic elements at the termini of linear chromosomes.

Telomerase Primer
An oligonucleotide, typically a telomeric DNA sequence, capable of being extended
by telomerase.

TERT
Telomerase catalytic protein.

TR
Telomerase RNA subunit.

� Immortal cells transmit essentially a complete genome from one division to the
next. To ensure the full replication of their DNA, most immortal eukaryotic cells
possess a unique enzyme, telomerase, which apparently evolved with the ends
of linear chromosomes, specifically for the de novo synthesis of telomeric DNA.
Telomere maintenance is the only known biochemical function of telomerase, and
in the absence of telomerase, telomeric DNA is gradually lost with each round of
cell division. Normal human somatic cells are considered mortal since they have
a finite capacity for division. The observation that normal cells lack telomerase,
while most tumor cell populations express telomerase, suggests an important
biological function for this enzyme in controlling a key difference between mortal
and immortal cells.
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1
Telomerase and Telomere Maintenance

Telomeres are DNA-protein structures that
cap the ends of eukaryotic chromosomes
and have a distinctive chromatin organi-
zation. Telomeric DNA is noncoding and
consists of tandem reiterations of simple
G-rich repeats oriented 5′ to 3′ toward the
chromosome termini and overhanging the
C-rich strand (Fig. 1). The second compo-
nent of telomeres are proteins that bind
to telomeric DNA in a sequence-specific
manner or through protein–protein in-
teractions. In some species, the DNA
terminus is folded back into a loop
structure (t-loop) stabilized by telomeric
proteins. Both DNA and protein compo-
nents are required for telomere function.
Telomeres are essential for chromosome
stability and function because they pre-
vent nucleolytic degradation and fusion of
chromosome ends, contribute to chromo-
some movement and localization within
the nucleus through their attachment to
the nuclear matrix, and can affect gene
expression through position effects. More-
over, telomeric DNA contributes to the
complete replication of the chromosome.
Since eukaryotic DNA polymerases cat-
alyze synthesis only in the 5′ to 3′ direction
and utilize an RNA primer for initiation,
linear DNA molecules cannot be replicated

in their entirety (Fig. 2). Telomeric DNA
shoulders the loss of terminal sequences
masked by the 5′-most primer, thus acting
as a buffer against loss of internal and es-
sential genes. In addition, being subject to
elongation by telomerase, telomeric DNA
provides a means for compensating for the
loss of sequences stemming from the end
replication problem.

Telomere length is extremely variable
among species, possibly as a result of dif-
ferences in minimal functional sizes that
may reflect the number of telomeric pro-
teins or protein-binding sites. In addition,
there is marked heterogeneity in telomere
length among chromosomes of individual
cells, probably due to unequal loss and/or
synthesis of telomeric DNA.

2
Telomerase Biochemistry

2.1
Telomerase: A Novel RNA-dependent
DNA Polymerase

Telomerase activity was first discovered
in the ciliate Tetrahymena thermophila on
the basis of its novel property of extend-
ing a telomere-like oligonucleotide with de
novo synthesized telomeric DNA. The en-
zyme is a ribonucleoprotein comprising a
structural RNA molecule and a catalytic

Non-TTAGGG repeats

TTAGGG repeats

Restriction site

3′

Fig. 1 Structure of terminal restriction fragments: digestion of genomic
DNA with restriction enzymes releases terminal restriction fragments
(TRFs) comprising a telomeric region of perfect TTAGGG repeats, and a
subtelomeric region containing degenerate TTAGGG repeats, possibly
interspersed with perfect repeats and unrelated simple sequences.
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5′
3′

5′
3′

5′
3′

5′
3′

3′

5′
3′

5′
3′

5′
3′

5′
3′

Leading and
lagging
strand synthesis

RNA primer removal
Okazaki fragment ligation

+

+Incompletely
replicated

DNA

Incompletely
replicated

DNA

Fig. 2 The end replication problem: DNA polymerases synthesize DNA
in the 5′ to 3′ direction and require an RNA primer (open boxes) for
initiation of synthesis. Synthesis of the lagging strand is discontinuous
and generates Okazaki fragments that are ligated to one another following
removal of primers and new DNA synthesis. Removal of the 5′-most
primer results in an irreparable gap at the 5′ end of the molecule. Thus,
the daughter strand is shorter than the parental strand at this point. The
extent of sequence loss reflects the size and position of the 5′-most
primer; since the latter may vary, daughter molecules of different length
may be generated.

protein. In yeast and human, the enzyme
is a dimer of the two core components. A
short region of the RNA subunit, called
the template domain, is complementary
to the species-specific telomere sequence
and directs the synthesis of the proper
telomeric DNA (Fig. 3). Thus, telomerase
functionally is a reverse transcriptase: an
RNA-dependent DNA polymerase. How-
ever, unlike viral reverse transcriptases
that can fully copy varied ‘‘exogenous’’
RNAs, telomerase utilizes only a small
template domain of its specific integral
RNA. Most telomerases are processive and
capable of reiteratively copying the tem-
plate region without dissociating from the
extended DNA chain. Thus, after binding

to a DNA primer (typically a telomere
sequence), telomerase cycles between an
elongation phase in which deoxyribonu-
cleotides (dNTPs) are sequentially added
to the 3′ end of the DNA, and a ‘‘transloca-
tion’’ event, in which telomerase advances
one repeat relative to the telomere (Fig. 3).
The reiterative copying of the template
domain accounts for the simple repeated
structure of telomeric DNA at chromo-
some ends of most eukaryotic species.

2.2
Functional Sites and Catalytic Activity

The template region of the integral
RNA component of telomerase typically
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Telomeric
DNA

Anchor site
Catalytic

site

Telomerase
proteins

Telomerase
RNA

3′ 5′

5′
GGTTAGGGTT

TTA G
AG G G

AAGAGUCAAUCCCAAUCUGUUUUUU

Alignment
domain

Template
domainTemplate region

Fig. 3 The template region and primer-binding site of human telomerase: the
presumed primer template configuration at the catalytic site of human
telomerase is schematically illustrated, along with functional sites within the
protein components (shaded ovals) and the RNA template region. This picture
captures the relative position of telomeric DNA and the template region just
after a translocation event: the 3′ end of the DNA is positioned opposite the
alignment domain of the RNA template region, with the catalytic site ready to
add dNTPs according to the sequence dictated by the template domain.

contains more than one repeat of the
complementary telomeric sequence. The
additional bases at the 3′ side of the tem-
plate domain are utilized in part as an
‘‘alignment domain’’ to facilitate the bind-
ing of DNA to telomerase. This binding
and alignment is especially important fol-
lowing the translocation event when the 3′
end of the DNA slips back such that it is en-
tirely outside the template domain (Fig. 4).
However, RNA:DNA hybridization is not
sufficient to account for binding of the
DNA primer to telomerase. An ‘‘anchor
site’’ involving protein–DNA interactions
also functions in initial primer binding
as well as in maintaining the correct
position of the DNA during the elonga-
tion/translocation events.

The anchor site of telomerase is some-
what promiscuous in that it is capable
of utilizing various DNA sequences as
primers for telomere extension. Telom-
erase can also utilize an RNA primer
under certain circumstances and even
incorporate ribonucleoside triphosphates
(rNTPs) when they are present at high

concentrations in the absence of the
correct deoxyribonucleoside triphosphates
(dNTPs). However, only dNTPs comple-
mentary to the template bases are effi-
ciently added to the growing DNA primer.
Nontelomeric primers that function in a
telomerase assay are generally relatively
G-rich single-stranded DNAs and typically
have a 3′ end with some similarity to the
natural telomere sequence. This suggests
that the anchor site has some affinity for
exposed guanine bases and that hybridiza-
tion of the 3′ end of the DNA primer to the
alignment region is important in forming
a proper primer:template configuration.
With the 3′-OH of the primer positioned
in the catalytic site of the enzyme, forma-
tion of the phosphodiester bond catalyzed
by all nucleic acid polymerases can occur
between the terminal 3′-OH and the α-
phosphate of the incoming dNTP, which
is selected on the basis of its complemen-
tarity to the template ribonucleotide in the
catalytic site at that time. No additional
high-energy bond cleavage other than that
of the dNTPs appears to be necessary for
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Elongate
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Translocate

Fig. 4 Telomerase mechanism of action: the spatial relationships
between telomerase protein subunits (shaded ovals), telomerase
RNA (curved strand showing the human template region,
CAAUCCCAAUC), and the end of a human chromosome during
the cyclical process of elongation and translocation.

elongation and translocation. It is pos-
sible that translocation is facilitated by
two additional properties of telomerase: a
helicase-like activity that maintains a small
number of base pairs between the grow-
ing DNA chain and the template, and a
potential strain, which builds during the
elongation steps when the relative posi-
tion of the RNA and the catalytic site of the
proteins must gradually change.

2.3
Telomerase Components

2.3.1 Telomerase RNA Component
The RNA subunit of telomerase (TR)
has been characterized in numerous or-
ganisms including humans (Table 1). All
TRs contain a region comprising the
alignment and template domains whose
functional role has been demonstrated by
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Tab. 1 Some known telomerase RNAs.

Speciesa Telomere repeat RNA size
(nucleotide)

Template region
(3′ to 5′)b

Human GGTTAG ∼450 CAAUCCCAAUC
Mouse GGTTAG ∼450 AUCCCAAUC
T. thermophila GGGTTG 159 AACCCCAAC
O. nova GGGTTTTG 190 CCAAAACCCCAAAAC
E. crassus GGGTTTTG 189 CCAAAACCCCAAAAC
S. cerevisiae (TG)1–3 TG2–3 ∼1300 CACCACACCCACACAC

aComplete cDNAs for the RNA components have been published for human, mouse,
Tetrahymena thermophila, Oxytricha nova, Euplotes crassus, Saccharomyces cerevisiae, and
a number of other ciliates and yeast species.
bThe putative template domain of the template region is underlined. The degenerate
telomere sequence of S. cerevisiae can be explained by variable alignment of the
telomeric DNA 3′ end on the template region and/or variable sites of termination
during elongation.

site-directed mutagenesis. However, TRs
from different species are highly diver-
gent both in size (150–1300 nucleotides)
and primary sequence. In addition, there
are significant differences in their bio-
genesis: ciliate TRs have a polyU, are
transcribed by DNA polymerase III, and
matured through pathways specific for
polIII transcripts, whereas vertebrate and
yeast TRs are transcribed by DNA poly-
merase II and have a TMG cap. Mam-
malian TRs belong to the family of
small Cajal bodies RNA (scaRNAs) and
may be matured and/or assembled into
these structures.

On the other hand, eukaryote TRs
show a high degree of similarity in
the secondary structure with a core
that includes the template region and a
pseudoknot motif (Fig. 5). The latter is
important for the interaction of TR with the
catalytic protein TERT, for the assembly
of an active telomerase in vivo and for
enzyme processivity and dimerization. An
additional structural element upstream
of the template in all TRs is the 5′
template boundary, which is important to

prevent telomerase from copying beyond
the template sequences. The mechanism
that defines the template boundary varies
among different species being based on a
specific sequence in ciliates, a helix (helix
1) in yeast, or a helix (P1b) or sequence
in vertebrates. The boundary element in
most TRs represents also a site of high
affinity interaction with the telomerase
catalytic subunit.

Outside the template/pseudoknot core
element, the secondary structure of TRs
is less conserved. In ciliate TRs, a stem-
loop element, called helix IV, binds TERT,
is important for telomerase processivity,
and for the formation of the pseudo-
knot. Vertebrate TRs contain a highly
conserved region, CR4/CR5, which is cru-
cial for telomerase function. Within this
region are the P6.1 stem, which has been
implicated in hTR binding to hTERT,
and the P6.1 loop, which is important
for catalytic activity. The main distinc-
tive characteristic of vertebrate TRs is
the catalytic subunit binding site, which
includes two elements, the pseudoknot
and the P6.1 stem, which are far away
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Fig. 5 Secondary structures of ciliate, vertebrate, and yeast (Saccharomyces) telomerase
RNAs. The structures that are present in some but not all species within a group are
represented by dashed lines. Conserved regions that bind to TERT are in green; structures
defining the template region are in red, and those defining the template boundary are in
blue. Reprinted from Chen, J.-L., Greider, C.W. (2004a) An emerging consensus for
telomerase RNA structure, Proc. Natl. Acad. Sci. U.S.A. 101, 14683–14684. With permission.
(See color plate p. xxiii.)

from each other in the primary se-
quence, whereas ciliate and yeast TRs
bind the catalytic subunit through the
pseudoknot and the immediately adjacent
stem-loop element.

The most divergent region among TRs
is the 3′ region, which is essential for TR
maturation and stability. Yeast TR con-
tains a structural element that acts as
a binding site for Sm proteins, which
are involved in the maturation of snRNA
and are required for efficient TR biogen-
esis. In vertebrate TRs, the 3′ portion
contains two elements that are essential
for stability and maturation, the H/ACA

box and the CR7 domain. The H/ACA
motif is usually found in small nucleolar
RNAs (snoRNAs) involved in the posttran-
scriptional modification of rRNA. Among
the proteins that bind to this motif is
dyskerin/Cbf5p (see the following). The
CR7 motif is a telomerase-specific stem-
loop motif, which contains a localization
signal specific for Cajal bodies (CAB mo-
tif), intranuclear structures where snRNAs
and snoRNAs are matured and modified.
Yeast TRs contain two additional structural
elements not conserved in other TRs: the
Ku-interacting stem-loop and the Est1p-
interacting motif.
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2.3.2 Telomerase Protein Component
The telomerase protein (TERT) is the
rate-limiting determinant of enzymatic
activity. The protein has at least three
functions: binding the template RNA,
binding DNA, and catalyzing the elon-
gation/translocation events. Telomerases
from ciliates, yeast, and humans have
also a cleavage activity capable of remov-
ing the terminal nucleotide of the DNA
extension product at the pause site (i.e.
when the extension product is at the 5′
end of the template domain). The TERT
gene has been cloned from several species
from ciliates to mammals, including hu-
mans (Table 2). In essentially all cases
there is a single gene encoding a protein
of 100–130 kDa that is phylogenetically
conserved. The TERT proteins belong to
the family of reverse transcriptase with
which they share a set of motifs (RT). In

addition, all TERTs contain a unique T
motif (T) and ciliate TERTs also contain a
unique CP motif (Fig. 6). Mutational anal-
ysis has mapped the catalytic core of the
enzyme within the RT domain; mutations
of the T motif also abolish or reduce ac-
tivity. In addition, amino acid residues at
the N and C terminus are important for
TR binding, nuclear or nucleolar localiza-
tion, multimerization and activity. Among
the latter there are residues that dissociate
catalytic activity, as assayed in vitro, from
telomere maintenance in vivo.

Regulation of telomerase has been
extensively characterized in humans. The
hTERT gene maps on the short arm
of chromosome 5, is over 40 kb in
size and comprises 16 exons and 15
introns (Fig. 7). The gene is alternatively
spliced and several different transcripts are
differentially expressed during embryonic

Tab. 2 Some cloned TERTs.

Species Gene Protein
# introns

Size [kDa] PI

Human 15 127 11.3
Mouse >11 127 10.3
Tetrahymena thermophila 18 133 10.0
Schizosaccharomyces pombe 15 116 10.8
Caenorhabditis elegans 10 66 10.0
Oxytricha trifallax Unspliced 134 10.3
Euplotes aediculatus Unspliced 123 10.1
Saccharomyces cerevisiae Unspliced 103 10.0

Telomerase reverse transcriptase

CP T A B′1 2 C D E

Telomerase activity

Telomere maintenance

Telomerase activity

Telomere maintenance

hTR binding
Multimerization

Multimerization

Nucleolar localization
Nuclear localization

Specific to
telomerase

Reverse transcriptase

Processivity

100–130 kDa. pl > 101

Fig. 6 Schematic structure of the telomerase reverse transcriptase. Reprinted from Harrington, L.
(2003) Biochemical aspects of telomerase function, Cancer Lett. 194, 139–154. With permission.
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development and are present in somatic
cells. Spliced transcripts are not associated
with enzymatic activity, but the product
of the α splice variant has been reported
to inhibit the enzyme when exogenously
expressed in cells. It is, however, unclear
whether alternative splicing contributes to
regulation of hTERT expression.

Telomerase activity and expression of
hTERT full-length mRNA disappears dur-
ing embryonic development and remains
absent in most adult somatic tissues. Tran-
scriptional regulation appears to be the
process primarily responsible for this phe-
nomenon. The hTERT promoter has been
cloned and characterized. It has no TATA
or CAAT boxes but contains a large CpG
island around the ATG. Promoter methyla-
tion, however, does not appear to play a ma-
jor role in the control of hTERT expression.
The minimal promoter, as determined by
deletion analysis, spans 330 bp upstream
of the ATG but regulatory sequences that
may be essential in vivo extend further
upstream for up to at least 7 kb. The
hTERT promoter contains binding sites
for many transcription factors several of
which have been shown capable of acti-
vating (e.g. c-Myc, Sp1) or repressing (e.g.
Mad1, p53) hTERT gene expression. The
abundance of these sites has suggested
that regulation of hTERT expression may
operate at multiple levels and/or involve
different factors in different tissues. This
hypothesis is supported by the obser-
vation that transcriptional repressors of
telomerase, mapping on different human
chromosomes, are differentially active in
different cell contexts. Activation of telom-
erase can also been induced by steroid
hormones and the HPV16 E6 protein,
while pRB, E2F, and the Wilms’ tumor
1 tumor suppressor can repress hTERT
transcription. Regulation of telomerase ex-
pression may also involve modification of

the local chromatin structure through the
recruitment by transcription factors of hi-
stone acetyltransferases or deacetylases on
the hTERT promoter.

Posttranslational modifications, primar-
ily phosphorylation, of the hTERT protein
may represent an additional level of control
for expression of the enzyme. Phosphory-
lation by PKC-α and ζ and by Akt has
been reported to enhance enzyme activ-
ity, while phosphorylation by the tyrosine
kinase c-Abl represses it. In addition, phos-
phorylation has been implicated in the
translocation of hTERT from the cyto-
plasm to the nucleus where it can catalyze
telomere elongation.

Lastly, in tumors cells, which are usually
telomerase positive (see the following),
supernumerary hTERT genes due to
chromosome 5 polysomy may contribute
to the upregulation of hTERT expression.

2.3.3 Telomerase-associated Proteins
The telomerase complex is larger than
the sum of the two core components,
TR and TERT, and varies in size in
different organisms. Several proteins have
been identified as components of the
telomerase holoenzyme, and many have
been implicated in regulating the function
and/or the assembly of the complex. For
some, however, the biological function has
not been identified.

In the ciliate T. thermophila two pro-
teins, p80 and p95, copurify with telom-
erase activity. Although not essential for
catalysis, they act as negative regula-
tors of telomere length. Two additional
telomerase-associated proteins, p45 and
p65, have been characterized in Tetrahy-
mena. Both proteins appear involved in
telomere length regulation since their ab-
sence results in telomere shortening. p65
interacts with TR and shares a La motif
with the Euplotes aediculatus protein p43
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and the mammalian La antigen, which
are also associated with telomerase and
are likely to be involved in telomere
length regulation.

In Saccharomyces cerevisiae, two proteins,
Est1p and Est3p, are important for telom-
erase activity in vivo: deletion of either
of them causes telomere shortening with-
out affecting catalytic activity in vitro. The
specific role of these proteins is still un-
der investigation, but the available data
are consistent with a role of Est1p in the
recruitment of telomerase to the telom-
ere through its interaction with TR and
the complex Cdc13p/Ten1/Stn1, which
binds to the single-stranded telomeric end.
Some data also suggest that Est1p may
participate in the activation of the telom-
erase complex at the telomeres. Est3p is
known to associate with the telomerase
subunits, but its function is still unknown.
The telomerase complex in yeast also in-
cludes the heterodimer yKu70/80, which
binds TR. Ku, a major component of
the nonhomologous end joining (NHEJ)
pathway activated in response to double-
strand DNA breaks, binds chromosome
ends and contributes to telomere length
regulation and end protection. In addition,
Ku, together with other telomere-binding
factors, such as Cdc13p, plays a role in
facilitating telomerase action at telomeres,
suggesting that its functions in telomere
biology are complex.

Cdc13p, a single-strand DNA binding
protein with high specificity for the telom-
eric repeats, plays a major role in telomere
maintenance in yeast. Its function is reg-
ulated by two binding partners, Stn1p and
Ten1p. The complex Cdc13/Ten1/Stn1 is
required for telomere end protection, as
well as for telomere replication through
the recruitment of telomerase. Data from
several laboratories support a dual role
for Cdc13p: (1) recruitment of telomerase

to the telomeres, through Est1p, thereby
allowing elongation of chromosome ends,
and (2) involvement in C-strand synthe-
sis together with Stn1p, thereby limiting
further elongation.

The vertebrate protein TEP1 (telomerase
associated protein 1), is the homolog of
Tetrahymena p80. The N terminus of TEP1
interacts with TR; in addition, the protein
contains a C-terminal protein–protein
interaction motif (WD40 repeats) that may
mediate its association with TERT. The
function of TEP1 is still unclear: removal
of the protein from the telomerase complex
in mice has no effect on telomerase activity
or telomere length.

The organization of the telomerase com-
plex in vertebrates shares some similarities
with that of yeast, although not all proteins
are common to the two organisms. Among
hTERT-interacting proteins are the molec-
ular chaperones p23 and hsp90, essential
for assembly and activity in vivo, and the
SMN (survival of motor neuron) protein,
which may be involved in localization of
telomerase to nucleoli and/or Cajal bodies.
Nuclear retention of telomerase appears to
require the 14-3-3 protein to which hTERT
binds through its C terminus. More recent
data have shown that an RNA chaper-
one, nucleolin, interacts with telomerase
and regulates its subcellular localization,
although it is not clear whether the pro-
tein participates in telomerase assembly
or acts as a reservoir of active enzyme
in the cell. Two other proteins interacting
with hTERT in vitro and in vivo are EST1A
and EST1B, putative human homologs of
yeast Est1p. For EST1A, there is exper-
imental evidence for its involvement in
telomere capping and telomere length reg-
ulation. Both hTERT and hTR interact in
vitro with PINX1, a TRF1 binding protein,
which acts as a negative regulator of the
activity. In vivo the interaction of PINX1
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with telomerase depends on hTERT and
involves the hTR-binding domain of this
subunit. Among proteins that interact with
hTR, dyskerin and its family members
Nhp2, Nop10, and Gar1 are important
for hTR accumulation, stability, and mat-
uration; hStau and L22 are involved in
telomerase localization, and the La anti-
gen plays a yet undefined role in telomere
length determination. Lastly, hnRNP pro-
teins A1, C1/C2, and UP1 have been
implicated in the regulation of telomerase
access to telomeres through their interac-
tion with both hTR and telomeric DNA.

In human cells, a similar role to that
of Cdc13p has been proposed for POT1
(protection of telomeres 1). Like Cdc13p,
POT1 is a single-strand DNA binding pro-
tein with high affinity for telomeric DNA
and belongs to the family of DNA binding
proteins containing an OB fold (oligonu-
cleotide binding) DNA binding domain.
In human cells, POT1 is recruited to the
telomeres through the TRF1 complex and
has been involved in telomere length reg-
ulation. Moreover, the data available so
far suggests a possible involvement of
POT1 in end protection and in regulating
telomerase recruitment and/or activation
at the telomeres. Access of telomerase to
its telomeric DNA substrate is also depen-
dent on telomeric proteins (e.g. TRF1 and
TRF2 in mammals) that stabilize the t-loop
structure of telomeres.

3
Telomerase Assays

3.1
Biochemical Assays

3.1.1 The Standard Assay
The standard telomerase reaction uses
a telomeric oligonucleotide, such as

d(TTAGGG)3 for the human enzyme, as
the primer for extension by telomerase
in a cell-free extract mixed with appro-
priate buffers and deoxyribonucleotides.
Most of the telomerase activity from
mammalian cells resides in the super-
natant (i.e. ‘‘cytoplasmic fraction’’) from
a 100 000 xg centrifugation (the ‘‘S100’’
fraction) of either mechanically ruptured
or detergent-treated human cells. Since
telomeres reside in the nucleus of a cell,
it is assumed that most telomerase in vivo
would be found in the nucleus and that the
enzyme may leak from this compartment
during preparation of the extract.

The products of the telomerase reac-
tion in a cell-free extract can be labeled by
the incorporation of [α32P] dGTP during
elongation of the primer and then de-
tected by autoradiography after resolution
of the products on a polyacrylamide gel.
In the case of human telomerase, which is
processive and reiteratively copies the six-
nucleotide template in a cyclical fashion,
the products of the many simultaneous ex-
tension reactions occurring in the test tube
generate a ‘‘ladder’’ of bands spaced at a
six-nucleotide distance (Fig. 8). Moreover,
the generation of this characteristic ladder
is sensitive to pretreatment of the extract
with RNase, since telomerase utilizes its
integral RNA as the template for telom-
ere synthesis. Thus, a ‘‘+RNase’’ reaction
is often included as a negative control in
telomerase assays.

3.1.2 TRAP: Telomere Repeat
Amplification Protocol
A highly sensitive and reproducible assay
for telomerase utilizes a polymerase chain
reaction (PCR) step to amplify the telom-
erase products prior to detection. Modifi-
cations to the reaction conditions for the
telomerase portion of this ‘‘telomere repeat
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Fig. 8 A standard telomerase ‘‘ladder’’: gel electrophoresis of
telomerase products resolves the DNA oligonucleotides
according to size. Since the translocation event is slow relative
to elongation, there is a greater frequency of partial products at
six-nucleotide intervals corresponding to the extension
products that reach the 5’ end of the template domain. In
telomerase-positive tissues such as testes, tumor cells in
culture, or tumor biopsies, a distinct ladder of products is
seen. This pattern is not seen when the extract is pretreated
with RNase, since RNase destroys telomerase activity.

amplification protocol,’’ or TRAP, stream-
line the overall assay and reduce the chance
of PCR artifacts. A critical modification
is the use of a non-TTAGGG oligonu-
cleotide (TS), which acts as a good primer
for telomerase but reduces the probability
of primer/dimer artifacts during the PCR
amplification step. The C-rich complemen-
tary primer for the PCR reaction is also
changed from the perfect CCCTAA repeat
to reduce the possibility of false-positive
products in the PCR phase of the assay,
which may be generated by primer/dimer
formation. TRAP is more reliable and
sensitive than the standard assay and is
capable of detecting telomerase activity in

as few as 10–100 telomerase-positive cells
among 105 –106 telomerase-negative cells.
Thus, very small tissue samples can be
analyzed for the presence of positive cells.
Detection systems can use either radioac-
tivity or stains incorporated or intercalated
into the double-stranded DNA created
by the PCR reaction. Fresh or frozen
biopsy, autopsy, and surgical specimens,
including frozen histological sections, can
be analyzed for telomerase activity with
TRAP. TRAP, however, is an activity assay
and thus cannot be used on fixed material
or on poorly stored or necrotic material in
which enzyme activity is compromised. To
avoid false negatives, tissues should also
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be tested for the presence of inhibitors of
telomerase or Taq polymerase by mixing
or titration experiments.

3.2
Expression Assays

Unlike the RNA component, which is
expressed ubiquitously, the telomerase
catalytic protein is rate limiting for en-
zymatic activity and is expressed only in
telomerase-positive cells. Detection of the
enzyme, therefore, can be achieved by
reverse transcription–polymerase chain
reaction (RT–PCR) with primers specific
for the telomerase mRNA, or by immune
reactions using antibodies against the pro-
tein component.

4
Telomeres, Telomerase, and Cell Life Span

In multicellular eukaryotes, reproductive
cells have unlimited proliferative potential
(immortality), whereas somatic cells are
capable of only a limited number of
divisions. The finite replicative capacity
of normal somatic cells has been termed
cellular senescence and is believed to play a
significant role in age-related disease.

It has been proposed that the prolifer-
ative capacity of somatic cells is at least
partly controlled by the status of their
telomeres and telomerase (Fig. 9). In the
absence of the enzyme or of any mecha-
nism for telomere maintenance, the loss
of telomeric DNA that occurs with each
round of replication is thought to act as a
‘‘mitotic clock’’ that registers the number
of times a cell has divided and signals
cessation of division (senescence), pre-
sumably when one or more telomeres have
attained a functionally suboptimal size or
structure. Somatic telomere length, there-
fore, may be both an indicator of the cell

proliferative history and a predictor of its
replicative potential. In accord with this
model, sperm and ova express telomerase
activity and maintain telomere length from
one generation to the next. At least in
humans, somatic cells have little or no
telomerase activity and contain telomeres
that are progressively shorter with donor
age or cell division in culture. This pattern
of telomerase expression is consistent with
somatic repression of the enzyme. Telom-
erase repression in humans appears to be
part of an early developmental program,
since activity has been detected in certain
fetal tissues, whereas, no or little activity
is detectable in the corresponding tissue
from young postnatal or adult donors.
The stringency of telomerase repression
is greater in humans than in rodents since
telomerase can be easily detected in several
adult mouse tissues.

5
Telomerase and Human Disease

5.1
Cancer

Escape from cell senescence and ulti-
mately the immortalization of somatic
cells are believed to be important aspects of
tumorigenesis. Thus, repression of telom-
erase and cell senescence can be viewed as
tumor suppressor mechanisms. The dif-
ference in telomerase regulation between
humans and rodents may in part account
for the much higher frequency of sponta-
neous cell immortalization and cancer in
rodents compared to humans.

The role of telomerase in human cancer
is supported by numerous data indicat-
ing that telomerase is reactivated upon
cell immortalization in vitro (Fig. 9) and
is present in the vast majority of tumor-
derived cell lines and of tumor tissues
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Fig. 9 The telomere hypothesis: reproductive cells, and perhaps stem cells,
express telomerase activity and maintain stable telomeres. During
development, telomerase is repressed in most somatic cells and, as a
consequence, telomeres shorten with cell division. Shortening of telomeres is
thought to monitor the proliferative history of somatic cells and to signal
growth arrest (senescence) when telomeres have reached a functionally
suboptimal size. Transformation extends the proliferative capacity of cells but
does not reactivate telomerase, and transformed cells continue to lose
telomeric DNA till the end of their extended life span (crisis). At crisis,
telomeres on average are extremely short and some may be absent, and
chromosomes become unstable. The loss of cell viability occurring at this
stage may be due to nonfunctional telomeres and/or lethal chromosome
aberrations resulting from terminal fusion of unprotected chromosomes. The
rare cells that reacquire telomerase activity have stable telomeres and
are immortal.

(Table 3). Indeed, telomerase rates as the
most prevalent tumor marker described
to date, and it is assumed that enzy-
matic activity signifies the existence of at
least a subset of immortal cells in the
malignant tissues. The apparent lack of
telomerase in most somatic tissues and
its widespread presence in malignant tis-
sues has raised the hope that inhibition
of enzymatic activity may be exploited in
the management of cancer. Such inhibi-
tion should lead to loss of cell viability
through resumption of telomere shorten-
ing. In vitro experimental data from lower
eukaryotes and from human cells support

this expectation: deleting the telomerase
gene or inhibiting telomerase biogenesis
by the antisense transcript of the tem-
plate RNA or of the TERT mRNA can
restore a mortal phenotype to otherwise
immortal cells by causing telomere loss,
and ultimately senescence or crisis of the
cell population (Fig. 9). There are, how-
ever, several issues to be addressed before
it may be possible to validate this approach
for clinical treatment. Reagents that in-
hibit telomerase efficiently and specifically
are not yet available. In addition, the bi-
ological outcome of telomerase inhibition
on normal and malignant tissues in vivo
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Tab. 3 Telomerase activity in human tumors.

Organ/Tissue Cancer a Telomeraseb

[% positive]

Bone marrow/blood ALL 4/5 (80)
AML 47/64 (73)
APL 1/1 (100)
CLL

Early 2/14 (14)
Late 4/7 (57)

CML
Chronic 30/42 (71)
Blast 21/21 (100)

MDS 4/6 (67)
Myeloma 1/1 (100)

Bladder Carcinoma 172/185 (92)
Breast Carcinoma in situ 9/12 (75)

Ductal and lobular 300/339 (88)
Cervix Carcinoma 16/16 (100)
Colon/rectum Carcinoma 123/138 (89)
Head/Neck Squamous cell carcinoma 112/130 (86)
Kidney Carcinoma 95/115 (83)

Wilms’ tumor 6/6 (100)
Liver Carcinoma 149/173 (86)
Lung NSCLC 98/125 (78)

SCLC 15/15 (100)
Lymph nodes Lymphoma

Low grade 12/14 (86)
High grade 16/16 (100)

Muscle Leiomyosarcoma 5/5 (100)
Neural Anaplastic astrocytoma 2/20 (10)

Ganglioneuroma 0/4 (0)
Glioblastoma multiforme 45/60 (75)
Meningioma

Ordinary 5/30 (17)
Atypical 12/13 (92)
Malignant 9/9 (100)

Neuroblastoma 99/105 (94)
Oligodendroglioma 19/19 (100)
Retinoblastoma 17/34 (59)

Ovary Carcinoma 21/23 (91)
Pancreas Carcinoma 41/43 (95)
Prostate High grade PIN 3/5 (60)

Carcinoma 52/58 (90)

(continued overleaf )
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Tab. 3 (Continued)

Organ/Tissue Cancer a Telomeraseb

[% positive]

Skin Basal cell carcinoma 73/77 (95)
Squamous cell carcinoma 15/18 (83)
Melanoma 6/7 (86)

Stomach Adenocarcinoma 56/66 (85)
Testis Carcinoma 3/3 (100)

aALL: acute myelocytic leukemia; AML: acute myeloid leukemia;
APL: acute promyelocytic leukemia; CLL: chronic lymphocytic
leukemia; CML: chronic myelocytic leukemia; MDS:
myelodysplastic syndrome; NSCLC: non–small cell lung cancer;
SCLC: small-cell lung cancer; PIN: prostate
intraepithelial neoplasia.
bNumber of telomerase-positive specimens over total tested.

has yet to be investigated. Relevant to this
issue is the existence of alternative mech-
anisms of telomere maintenance that may
become active in transformed cells upon
telomerase inhibition.

Last, the nearly ubiquitous presence of
telomerase in tumors suggests that the
enzyme should also serve as a diagnostic
or prognostic marker for cancer. Telom-
erase activation in cancer does not appear
to be associated directly with deregulation
of growth or metastatic capacity. Thus,
in the multihit process of tumorigene-
sis, there should be no direct selective
advantage for telomerase activation until
the tumor cells have reached crisis with
critically short telomeres. The early events
in tumorigenesis likely involve activation
of proto-oncogenes and inactivation of tu-
mor suppressor genes that confer various
forms of growth advantage during suc-
cessive rounds of clonal expansion and
selection in the tumor population. Telom-
erase activation is, therefore, expected to
be a late event in most cancers and would
correlate with relatively aggressive forms
of the disease.

5.2
Age-related Diseases

Genetic ablation of the TR gene in mice,
which retain telomerase expression in
adult somatic tissues, leads to age-related
pathologies. Conversely, exogenous ex-
pression of hTERT in telomerase-negative
normal human cells in culture extends
their life span without acquisition of a
transformed phenotype. Reactivation of
the enzyme in a transient or regulated
manner could theoretically be used to ex-
tend the replicative life span of somatic
cells, particularly in the case of premature
aging syndromes or in aging tissues of
otherwise healthy individuals. There are a
number of tissues in which replicative cell
senescence may play a role in the pathology
of age-related diseases. Examples include
senescence of dermal fibroblasts in skin
aging (decreased wound repair and suscep-
tibility to ulcers), senescence of endothelial
cells in vascular aging (cardiovascular dis-
eases), senescence of osteoblasts in bones
(osteoporosis), and senescence of lympho-
cytes in peripheral blood (susceptibility
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to infection). An alternative to telom-
erase reactivation for increasing cell life
span is intervention through any mech-
anism that slows the rate of telomere
loss in telomerase-negative tissues, for ex-
ample, mechanisms that counteract the
enhanced rate of loss caused by oxida-
tive stress.

5.3
Dyskeratosis Congenita

In addition to cancer, a human genetic
disease, Dyskeratosis congenita (DC), has
been linked to telomerase. DC is a rare in-
herited multisystem disease that targets
highly regenerative tissues and results
in bone marrow failure. The autosomal
dominant form of DC is characterized by
mutations in hTR, suggesting that defects
in telomerase function may influence the
DC phenotype. Indeed, in affected fam-
ilies the disease shows anticipation and
correlates with the presence of shorter
telomeres. Most mutations found in pa-
tients affected by autosomal dominant DC
occur in regions of hTR that are impor-
tant for either catalytic activity or RNA
stability. Recent data both in vitro and
in vivo suggests that the clinical manifes-
tations of autosomal dominant DC may
be caused by telomere shortening due
to lack of activity or haploinsufficiency
of telomerase.

See also Aging and Sex, DNA Re-
pair in; Epigenetic Mechanisms in
Tumorigenesis; Oncogenes; Oncol-
ogy, Molecular; Protein and Nucleic
Acid Enzymes.
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Chromatin Immunoprecipitation (ChIP)
Living cells are fixed with formaldehyde, and cell extracts are prepared. Specific
protein–DNA complexes are precipitated by immunoprecipitation and the associated
DNA is purified and amplified by PCR (polymerase chain reaction) with
specific primers.

Fission Yeast Telomere and Telomeric G-rich Overhang
Telomere DNA comprises specific G-rich tandem repeat sequences. The consensus
sequence of fission yeast telomeric repeat is TTACAGG. The average length of fission
yeast telomeric repeats is 300 bp. Although telomeric repeat sequence and telomere
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length vary, the structure of the very end of the telomere is conserved among species.
The G-rich strand protrudes as a 3′ single-strand overhang.

Life Cycle of Fission Yeast
The fission yeast, Schizosaccharomyces pombe, basically grows in the haploid state.
When the medium is deprived of nitrogen, the h+ and h− cells mate, undergo meiosis
and sporulation.

Telomerase
Telomerase is a reverse transcriptase containing the RNA template for telomeric
repeats. It compensates for the reduction of telomere length caused by the end
replication problem of linear DNA. Fission yeast telomerase is encoded by the
trt1+ gene.

Telomere Shortening in the Absence of Telomerase
In humans, although telomerase activity is relatively high in germ cells, it is
significantly low in most somatic cells, resulting in the gradual reduction of telomere
length. Fission yeast telomerase (Trt1) is active in both the mitotic cell cycle and the
meiotic cell cycle, thereby maintaining telomere length. In the absence of Trt1,
however, the telomere length is gradually decreased, leading to cell growth arrest.

� The telomere is a specialized heterochromatin localized at the end of the linear
chromosome, and is essential for the multiple aspects of genome integrity. Telomere
functions are performed mostly by telomere-binding proteins. Although many of
the telomere-binding proteins are conserved among species, some variations exist.
Recent studies of the fission yeast telomere-binding proteins have revealed that the
components of the fission yeast telomere are more similar to those of humans than
to those of budding yeast, indicating that fission yeast is evolutionarily more closely
related to humans than to budding yeast in terms of the telomere.

1
Telomere-specific Complex

1.1
Taz1

In budding yeast, the Rap1 (scRap1, re-
pressor/activator protein1) protein binds
to the telomeric repeats as well as to
the mating-type silencer elements and the
UAS (upstream activation sequence) of

the genes for ribosomal proteins, trans-
lational components, and glycolytic en-
zymes. scRap1 regulates telomere length
and telomere position effect by recruiting
two groups of proteins (see below). Thus,
scRap1 is the most fundamental protein
that performs telomere functions.

The fission yeast has three chromo-
somes, and each chromosome end has
approximately 300 bp of telomeric repeats.
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Cooper and coworkers attempted to iden-
tify a protein that directly binds to the
telomeric repeats in fission yeast by a
one-hybrid screen. The Taz1 protein was
identified as a protein that specifically
binds to the fission yeast telomeric re-
peats. The amino acid sequence of Taz1
is highly homologous with that of hTRF1
and hTRF2 in humans, and these pro-
teins constitute the TTAGGG repeat factor
(TRF) family (see Fig. 1). There is, how-
ever, no TRF homolog in budding yeast.
They contain a TRFH (TRF homology)
domain and a single Myb domain in
common. Their carboxyl terminal Myb do-
mains form the helix-turn-helix structure.
hTRF1 and hTRF2 also directly bind to the
human telomeric repeat DNA. It has been
shown that the TRF family proteins form
a homodimer via their TRFH domains to
bind to the duplex telomeric repeats by
means of their Myb domains, because a
single Myb domain is not sufficient for
association with DNA.

The localization of Taz1 is not limited
to the telomeric repeats alone; Taz1 is
also localized at the subtelomeric TAS
(telomere-associated sequence) spanning
approximately 10 kb adjacent to the telom-
eric repeats. Furthermore, Taz1 can be
newly recruited to the TAS in the ab-
sence of the telomeric repeats, indicating

that Taz1 recognizes not only the telom-
eric repeats, but also some elements (the
DNA sequence or the associating proteins)
in the TAS. In budding yeast, scRap1
is also localized at the subtelomeric re-
gion, suggesting that there is a common
mechanism that induces the spreading of
telomeric repeat-binding proteins into the
subtelomeric region.

The disruption of the taz1+ gene causes
severe defects in telomere functions. First,
telomeres are markedly elongated to ∼2.5
to 4.5 kb in the taz1 mutant. Taz1 is
surmised to act as a negative regulator
of telomerase, limiting the accessibility
of telomerase to telomere DNA. Second,
telomere silencing is alleviated in the taz1
mutant. Genes that are transcriptionally
active at the original locus are silenced
when they are located near the telomeric
repeats. This telomere silencing is caused
by the specific chromatin structure. The
deletion of taz1+ probably results in a
dramatic change of the higher-order chro-
matin structure at the telomeric repeats.
Third, the deletion of taz1+ causes a defect
in telomere clustering toward the spindle
pole body (SPB) in meiotic prophase. In
vegetative cells, all the centromeres as-
sociate near the SPB, whereas telomeres
cluster partially at the nuclear periphery
apart from the SPB and the centromeres.

Taz1

hTRF1

hTRF2

TRFH

TRFH

TRFH

Myb

Myb

Myb

663 aa

439 aa

500 aa

Acidic

Basic

Fig. 1 Taz1 belongs to the TRF family. ‘‘TRFH’’ indicates a TRF homology domain, which
mediates formation of a homodimer. ‘‘Myb’’ indicates a DNA-binding domain.
Amino-terminal region of hTRF1 is very acidic, whereas that of hTRF2 is very basic.
Amino-terminal region of Taz1 does not have either of the features.
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Upon the induction of mating by nitro-
gen starvation, all the telomeres cluster
toward the SPB, and the centromeres are
displaced from the SPB. Then, the chro-
mosomes (nucleus) move extensively in
the cell with the SPB as the leading edge.
In this horsetail stage, homologous chro-
mosomes are aligned, inducing efficient
homologous recombination. Thus, Taz1 is
required for the stable association of the
telomeres with the SPB during meiotic
prophase and for the efficient meiotic re-
combination. Furthermore, taz1 mutant
cells produce abnormal spores, indicating
that the precise telomere-SPB association
is required for the completion of meio-
sis. Fourth, the taz1 mutant exhibits lethal
telomere fusions in the G1 phase after
nitrogen starvation. This telomere fusion
does not occur in the absence of pKu70 or
Lig4, which mediates Ku-dependent non-
homologous end joining (NHEJ). There-
fore, Taz1 protects chromosome ends from
the DNA repair mediated by the Ku-
dependent NHEJ. Fifth, the taz1 mutant
is defective in growth at 20 ◦C, although
it grows normally at higher temperatures.
At 20 ◦C, the taz1 mutant shows DNA
double-strand breaks (DSBs), G2/M cell
cycle delay caused by DNA damage check-
point, and chromosome missegregation.
In addition, the mutant is hypersensitive to
treatments that induce DSBs. Thus, Taz1
is required for preventing DSBs and for
DNA repair throughout the genome.

1.2
Rap1 and Rif1

It is thought that scRap1 binds to the DNA
as a monomer because scRap1 apparently
has two Myb domains that are sufficient
for the DNA-binding activity. The deletion
of scRap1 is lethal, whereas some rap1
mutants are viable. The rap1-17 mutant

has a strikingly elongated telomere DNA,
suggesting that scRap1 is a negative reg-
ulator of telomerase, similar to the fission
yeast Taz1. scRap1 recruits the two groups
of proteins to the telomeres by interacting
with its carboxyl terminal (RCT: Rap1 C
terminus) domain. The proteins of the first
group are scRif1 (Rap1-interacting factor1)
and scRif2, which are mainly involved in
telomere length control. The deletion of
either protein causes moderate elongation
of the telomere DNA, and the deletion of
both proteins results in dramatic telom-
ere elongation, similar to the phenotype
of the rap1-17 mutant. Proteins of the
second group include Sir3 (silent infor-
mation regulator 3) and Sir4, which are
mainly involved in the formation of hete-
rochromatin. Sir3 and Sir4 form a complex
with Sir2, a histone deacetylase, and spread
into the neighboring subtelomeric region
from the telomeric repeats, resulting in a
higher-order heterochromatin structure.

Fission yeast Rap1 (spRap1) was identi-
fied by a BLAST search in the genome
database and by screening for nuclear
proteins from the GFP-fusion genomic
DNA library. spRap1, scRap1, and hu-
man Rap1 (hRap1) share homology in
the BRCT (BRCA1 or breast cancer gene
1 C-terminal) domain and the Myb do-
main (see Fig. 2). spRap1 has an additional
Myb-like domain that is similar to the sec-
ond Myb domain of scRap1, although its
physiological significance is not known. In
contrast to spRap1, scRap1 and hRap1 have
an RCT domain at their carboxyl termini.
This suggests that protein–protein inter-
action is mediated in a different manner
in fission yeast. Fission yeast Rif1 (spRif1)
was identified as a homolog of scRif1 in
the genome database. The amino acid se-
quence of spRif1 is homologous with that
of scRif1 throughout the entire sequence.
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spRap1
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Fig. 2 Structures of the Rap1 family proteins. ‘‘BRCT’’ indicates BRCA1 C terminus. ‘‘Myb’’
indicates an Myb-related helix-turn-helix motif. ‘‘RCT’’ indicates Rap1 C terminus, which
mediates interaction with the scRif proteins and with the Sir proteins in budding yeast. ‘‘TA’’
indicates a transactivation domain.

However, it is not known whether there is
a Rif2 homolog in fission yeast.

Taz1 does not require spRap1 or spRif1
for telomere binding. On the other hand,
both spRap1 and spRif1 interact with Taz1
and are localized at the telomeres in a
Taz1-dependent manner. Thus, different
from the case of scRap1, fission yeast
Rap1 does not directly bind to the telom-
ere DNA at least in mitotically growing
cells. hRap1 also does not bind directly to
the telomere DNA, and is localized at the
telomeres via interaction with TRF2. It is
speculated that the structure of the Rap1
protein was changed during the course of
evolution. One possibility is that budding
yeast scRap1 has gained two Myb domains
for direct binding to the telomere DNA
as a monomer. The second possibility is
that fission yeast and human Rap1 proteins
have lost one Myb domain and gained TRF
proteins instead.

Both spRap1 and spRif1 are involved in
telomere length control (see Fig. 3). The
deletion of spRap1 causes a marked elon-
gation of the telomere DNA to the extent
similar to that of the taz1 mutant. The rif1
mutant has telomere DNA that is approxi-
mately 200 bp longer than that of the wild
type. The taz1rap1 and taz1rif1 mutants
have telomere lengths similar to that of the
taz1 mutant, indicating that spRap1 and

spRif1 regulate telomere length in a Taz1-
dependent manner, which is consistent
with the fact that spRap1 and spRif1 are
recruited to the telomeres by interacting
with Taz1. The rap1 mutant has additional
telomere phenotypes. First, telomere si-
lencing is strikingly alleviated. Second, it is
defective in telomere clustering toward the
SPB in meiotic prophase, resulting in the
production of abnormal spores (see Fig. 4).
Collectively, three telomere functions,
namely, telomere length control, telomere
silencing, and telomere clustering toward
the SPB in the meiotic prophase, are im-
paired in the rap1 mutant cells, in which
Taz1 is still localized at the telomeres.
Therefore, Taz1 itself cannot fulfill those
telomere functions, and its primary role
is to recruit such telomere regulators as
spRap1 and spRif1 to the telomeres. How-
ever, not only does Taz1 recruit spRap1 and
spRif1, but it is also required for the stabil-
ity of the whole genome, whereas spRap1
and spRif1 are not. There may also be other
regulators that associate with Taz1.

Indirect immunofluorescence micro-
scopy has shown that spRap1 is sometimes
colocalized with the telomeres and the
SPB in the taz1 mutant at the horse-
tail stage. This suggests two possibilities.
The first is that spRap1 has an intrinsic
tendency to be localized near the SPB.
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Wild type

∆taz 1

∆rap1

∆rif1

Subtelomere

Taz1 spRap1 spRif1

Telomere repeats

Fig. 3 Telomere-binding proteins regulate telomere length. In the wild-type strain, both
spRap1 and spRif1 are associated with Taz1 at the telomeres. In the taz1 mutant, none of
them are localized at the markedly elongated telomeres (exception: spRap1 in meiotic
prophase). In the rap1 mutant, Taz1 and spRif1 are localized at the telomeres, but telomere
DNA is markedly elongated. In the rif1 mutant, Taz1 and spRap1 are localized at the
telomeres, and telomere DNA is moderately elongated.

The protein complex that specifically func-
tions for telomere clustering toward the
SPB may recruit spRap1 to the SPB in
a Taz1-independent manner. The second
possibility is that spRap1 has an activity
to bind to telomere DNA inefficiently. In
fact, spRap1 contains an additional Myb-
like domain besides a Myb domain that
is conserved in yeasts and humans (de-
scribed above). These two Myb domains,
although incomplete, may serve as DNA-
binding domains for spRap1 in the meiotic
prophase. Localization of spRif1 is differ-
ent from that of Taz1 and spRap1. spRif1 is
localized at the telomeres, although mainly
in the nucleolus in the wild-type cells. This
suggests that spRif1 has functions that are
not related to the telomere maintenance.

hRap1 is also involved in telomere
length control. The overexpression of
hRap1 results in telomere elongation.
On the other hand, the primary func-
tion of hRif1 seems to be different from

those of spRif1 and scRif1. hRif1 is
localized at the DSBs, not at the func-
tional telomeres. hRif1 is regulated by
ataxia telangiectasia-mutated (ATM) and
53BP1 and functions in the S-phase
checkpoint pathway. It is possible that
the yeast Rif1 proteins also have similar
functions.

1.3
End-binding Proteins

The Ku complex functions as a het-
erodimer consisting of Ku70 and Ku80,
and basically binds to the DSBs to medi-
ate DNA repair by NHEJ. Fission yeast
Ku70 (pKu70) and Ku80 (pKu80) were
identified by a BLAST search. pKu is lo-
calized near the chromosome ends in a
Taz1-independent manner. The deletion of
pKu70/pKu80 results in stable but shorter
telomeric repeats, elongation of G-rich
overhang, and TAS rearrangement. The
rearrangement of TAS in the pku mutant
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SPB

Centromere

Telomere

Mitotic cell cycle

Mating and karyogamy

Horsetail movement

h+ h−

Nitrogen starvation

Meiosis and sporulation 

∆taz1 or ∆rap1 

Fig. 4 The Taz1–spRap1 complex is required for normal meiosis. In vegetative cells,
all the centromeres cluster near the SPB, whereas the telomeres cluster partially near
the nuclear periphery (a single chromosome is shown in this figure). Upon nitrogen
starvation, the h+ and h− cells mate and start karyogamy. At the same time, the
telomeres cluster toward the SPB, whereas the centromeres are displaced from the
SPB. After karyogamy, the nucleus moves extensively in the cell with the SPB as the
leading edge (the horsetail movement). After meiosis is completed, four spores
(shown as the gray circles) are produced in a zygote. In the taz1 or rap1 mutant,
telomere clustering at the meiotic prophase is defective, and spores of abnormal
number and size are produced.

is Rhp51 (fission yeast Rad51 homolog)-
dependent, and Rhp51 is localized at the
telomere especially in the absence of pKu,
indicating that pKu sequesters Rhp51 from
the telomere ends to inhibit homologous

recombination. Furthermore, pKu pro-
tects the telomere end, and the lack of
pKu leads to the acceleration of senescence
in the absence of telomerase. Although
the primary function of the pKu is to
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mediate NHEJ, pKu at the telomeres is
regulated not to fuse chromosome ends.
Taz1 directly or indirectly prevents pKu
from treating the telomeres as DSBs. In
budding yeast, yKu70/yKu80 is involved in
the telomere silencing and in the telom-
ere localization to the nuclear periphery,
as well as in the telomere length control.
However, pKu is not involved in the telom-
ere silencing, indicating that pKu and yKu
function in differently at the telomeres.

Fission yeast Pot1 protein was identified
by a BLAST search for a protein contain-
ing limited homology to the α-subunits of
ciliate telomere proteins. The Pot1 protein
specifically binds to the telomeric G-rich
single-strand DNA. The pot1 mutant loses
the telomere DNA very quickly after ger-
mination, and most of the cells become
elongated after ∼10 generations. Most
of the elongated cells show chromosome

missegregation (see Fig. 5). However,
some survivors emerge after ∼75 gener-
ations, and all the three chromosomes are
circularized in most of those cells. Thus,
Pot1 directly protects the telomere at the
end. Human Pot1 also specifically binds to
the telomeric G-rich single-strand DNA,
indicating that the function of Pot1 is
conserved in fission yeast and humans.
On the other hand, there is no appar-
ent ortholog in budding yeast. However,
the budding yeast Cdc13 protein binds to
the telomeric G-rich single-strand DNA
and regulates the accessibility of telom-
erase to the telomeres via interaction with
the Est1 (ever shorter telomeres1) protein,
which is associated with telomerase. In hu-
mans, hPot1 is recruited to the telomeres
by interacting with PTOP/PIP1, which in-
teracts with the TIN2-TRF1 complex at
the telomeres. Thus, it is speculated that

Wild type

∆pku

∆pot1

∆est1

Subtelomere Telomeric repeats

∆trt1

Rapid shortening

Gradual shortening

Gradual shortening

Die

Survive with
circular chromosomes 

Survive with
amplified telomeres 

Fig. 5 Telomere length regulation by the telomere end–binding proteins. In the pku
mutant, length of the telomeric repeats is slightly reduced, but telomere-proximal
region of the TAS is amplified (gray boxes). In the pot1, est1, and trt1 mutants,
telomeres are shortened until cells die or survivors with circular chromosomes
emerge. A very small population of the survivors has chromosomes with amplified
telomere DNA.



Telomere-binding Proteins in Fission Yeast 237

the localization of hPot1 at the G-rich
overhang is regulated by TRF1, which con-
trols the accessibility of telomerase and
the telomere length. The regulatory mech-
anism of fission yeast Pot1 is not known.

In budding yeast, scEst1 recruits or ac-
tivates telomerase at the end of telomeres.
In fission yeast, spEst1 was identified by
a BLAST search as a protein that con-
tains significant homology only at a small
region near its amino terminus. Similar
to scEst1, spEst1 physically interacts with
telomerase, although it is not required for
the catalytic activity of telomerase. The
phenotype of the spest1 mutant is very
similar to that of the trt1 mutant, that is,
the telomere DNA is gradually shortened
after germination (slower than the pot1
mutant), and some survivors with circu-
lar chromosomes emerge. Thus, spEst1
may be required for the recruitment of
telomerase to the telomere ends. Budding
yeast Cdc13 associates with scEst1, so fis-
sion yeast Pot1 may interact with spEst1 to
recruit telomerase.

2
Telomere Heterochromatin

2.1
Gene Silencing

Telomeres are specialized heterochro-
matin. Telomere silencing is alleviated in
the mutants of many proteins. The first
group contains Taz1 and spRap1, which
are telomere-specific proteins. The sec-
ond group contains Swi6, Clr4, and Rik1,
which are required for heterochromatin
formation at all the heterochromatin loci.
Swi6 is the homolog of HP1s (heterochro-
matin protein1) in humans and fly. Clr4
is a methyltransferase specific for Lys9 of
histone H3. The methylation of histone

H3 at Lys9 is required for the binding of
Swi6 to the histones. Rik1 interacts with
Clr4 to act in concert to methylate his-
tone H3 at Lys9 at the heterochromatin
loci. Mutations in these swi6, clr4, and
rik1 genes do not cause any defects in
telomere length.

2.2
Swi6

Indirect immunofluorescence microscopy
and chromatin immunoprecipitation
(ChIP) analyses have shown that Swi6
is localized at the heterochromatin loci,
such as the centromeres, the telomeres,
and the silent mating-type locus. Swi6
recruits cohesin molecules to the hete-
rochromatin regions. Enriched cohesins
at the pericentric region of the centromere
are required for the precise chromosome
segregation at mitosis. In fact, the swi6 mu-
tant shows the lagging chromosomes at a
high frequency. At the silent mating-type
locus, Swi6 is localized at the K-region,
a ∼15 kb chromosomal domain including
the mat2 and mat3 loci. Swi6 heterochro-
matin is required for the maintenance of
the silent epigenetic state of the K-region.
Collectively, it seems that Swi6 has local
functions at the heterochromatin regions.
However, the function of Swi6 at the telom-
eres is not known. In budding yeast, Sir3, a
component of the silencing complex, is lo-
calized at the telomeres and represses the
expression of the stress-responsive genes
of the PAU family located at the subtelom-
eres. When cells are in a stress condition,
the Sir3 proteins are hyper-phosphorylated
by the Mpk1 kinase and are removed from
the telomeres, resulting in the derepres-
sion of the PAU family genes. No such
stress-responsive genes at the fission yeast
subtelomeres have been reported so far.
However, there is an open reading frame
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(ORF) of a putative RecQ helicase ho-
molog at least on the four chromosome
ends (Chr. I and II). The expression of the
ORF is induced when the telomere DNA
is shortened by the deletion of telomerase.
The overexpression of the RecQ helicase
homolog in the telomerase-deficient cells
results in the earlier recovery from the
senescence. Although the overexpression
of the RecQ helicase homolog itself is ap-
parently not toxic to the cells, Swi6 at the
telomeres may be required for the repres-
sion of the RecQ helicase homolog.

2.3
RNAi and RITS

The pericentric outer (otr) region of
the centromere consists of two types of

repeat sequences, the dg and dh repeats.
There exists a DNA sequence called cenH
(centromere-homologous repeat) in the K-
region at the silent mating-type locus. The
cenH DNA sequence is highly homologous
with those of the partial dg and dh
repeats. Interestingly, the components of
the fission yeast RNAi machinery, such
as Argonaut (Ago1), Dicer (Dcr1), and
RNA-dependent RNA polymerase (Rdp1),
are involved in the establishment of Swi6
heterochromatin at the centromeres and
at the silent mating-type locus. siRNAs
are produced by Rdp1 and Dcr1 using
the dg and/or dh repeats as a template,
and then an RNAi effector complex RNAi-
induced initiation of transcriptional gene
silencing (RITS) containing Chp1, Tas3
and Ago1, which is associated with the

3′

Fig. 6 Telomere-binding proteins in fission
yeast. spRap1 and spRif1 are recruited to the
telomeres by interacting with Taz1. spRap1 is
involved in telomere length control,
maintenance of the telomere heterochromatin
and telomere clustering toward the SPB in
meiotic prophase. spRif1 is involved in telomere
length control. Taz1 prevents the Ku-dependent
chromosome end fusion and DSBs throughout
the genome. On the other hand, the
pKu70/pKu80 heterodimer is involved in
telomere length control and in the stability of

TASs. Pot1 associates with the G-rich overhang
and protects chromosome ends. Pot1 regulates
the accessibility of telomerase possibly by
recruiting spEst1 that associates with telomerase
to the telomere ends. Swi6 (a HP1 homolog) and
the RITS complex are localized at the telomeres
in a methylation of histone H3 at Lys9-
dependent manner. The RITS complex is
possibly involved in the establishment of Swi6
heterochromatin at the telomeres and may be
required for the telomere clustering.
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siRNA, is recruited to the original target
DNA sequence. It is thought that Clr4 is
also recruited to the target sequence with
the RITS complex to methylate histone
H3, and then Swi6 is recruited to the
methylated histone H3. Similar to Swi6,
the RITS complex is also stably localized
at the heterochromatin loci including the
telomeres in a Clr4-dependent manner.
Although how the RITS is recruited to
the telomeres remains unknown, it is
possibly recruited to the telomeres via the
RNAi pathway. The RNAi mutant shows a
defect in the telomere clustering both in
the mitotic cell cycle and at the meiotic
prophase, resulting in abnormal meiosis.
Furthermore, the clr4 and rik1 mutant, in
which the RITS complex is not localized
at the heterochromatin loci, also show the
defect in telomere clustering at the meiotic
prophase. Therefore, some components of
the RITS complex may be required for
sticking the telomeres together and the
telomere dynamics in the nucleus (see
Fig. 6).

See also DNA Repair in Yeast;
Heterochromatin and Eurochro-
matin – Organization, Packaging,
and Gene Regulation; Telomerase.
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Keywords

Abaxial
Dorsal, that is, facing away from the axis of an organ or organism; the lower side of a
leaf is termed abaxial.

Accession
Plant genotype of a species collected at a specific location.

Acetylation
Introduction of an acetyl group (CH3CO) into a compound.

Adaxial
Ventral, that is, nearest to or facing toward the axis of an organ or organism; the upper
side of a leaf is termed adaxial.

ADP-ribosylation
Transfer of adenosine diphosphate ribose to proteins.

Angiosperms
Plants having seeds in a closed ovary.

Apomict
A plant that reproduces asexually through seed.

Bacterial Artificial Chromosomes (BACs)
A DNA-cloning vector capable of incorporating fragments of 100 to 300 kb (average of
150 kb) in Escherichia coli cells.

Centromere
The region of a chromosome required for chromosome segregation, usually repetitive
sequences, to which the spindle attaches during mitosis and meiosis.
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Cleaved Amplified Polymorphic Sequences (CAPS)
Sequences that show polymorphism between individuals when a particular locus is
amplified, and the product digested with restriction enzymes, resulting in different
sized restriction fragments.

Colinearity
Conservation of gene order in chromosomes over distantly related species.

Dicots
Short for dicotyledonae-an angiosperm with two embryonic leaves (cotyledons).

Dioecious Plants
Having male and female reproductive organs on separate plants.

Diploid
Containing paired chromosomes (2 × the haploid number).

DNA Polymorphism
A difference in the DNA sequence at a particular locus between individuals.

Ectopic Expression
Overexpression or expression in addition to endogenous gene expression.

Epigenetics
The study of heritable changes in gene expression that occur without a change in
DNA sequence.

Euchromatin
Uncondensed, transcriptionally active chromatin.

Exon
Protein coding part of a gene.

Expressed Sequenced Tags
A sequence, derived from a cDNA library, that has been expressed at some stage of
development, and that is used to identify the gene locus.

Forward Genetics
A classical genetic approach, where a gene is defined by a mutant phenotype.

Gametophyte
The gamete-producing organism or phase in the life cycle of a plant: the
megagametophyte is the female gametophyte (embryo sac), containing the female
gametes (egg and central cell); the microgametophyte is the male gametophyte
(pollen), containing two sperm cells.
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Genetic Map
The linear positioning of genetic markers (providing a visible phenotype) within a
chromosome, or genome, as determined by their recombination frequency.

Haploid
Containing one set of unpaired chromosomes.

Hermaphroditic Plants
Having both male and female reproductive organs in the same flower.

Heterochromatin
Condensed, transcriptionally inactive, chromatin.

Hexaploid
Containing six sets of paired chromosomes.

Histone
Main protein of chromatin.

Homeotic Genes
A class of genes that when mutated lead to homeotic transformations. Homeotic genes
play a central role in animals and plants in pattern formation and the specification of
organ identity.

Intron
Nonprotein coding part of a gene.

Linkage Groups
Genes that tend to be transmitted together.

Locus
The position of a gene on the chromosome.

Methylation
Addition of a methyl group (CH3) to a substrate.

Monocots
Short for monocotyledonae-an angiosperm with one embryonic leaf (cotyledon).

Monoecious Plants
Having separate male and female flowers on the same plant.

Morphological
Concerned with the visible structure of an organism.
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Nucleosome
A unit made up of a histone (H) protein complex, wrapped in two turns of DNA.

Orthologous Genes
Genes that have diverged after a speciation event.

ParalogousGenes
Genes that have diverged after a duplication event.

Pericentromeric
Pertaining to the region of repetitive DNA at the periphery of the centromere.

Phosphorylation
The addition of a phosphate (PO4) group to a protein.

Phylogenetic Relationship
The relationship of species or a taxonomic group of organisms, as derived from the
comparison of characteristics such as DNA sequence or other characters.

Physical Map
The linear positioning of physical markers, or identifiable landmarks on DNA, such as
restriction enzyme cleavage sites within a chromosome or genome, as determined by
their recombination frequency. (The highest resolution physical map is the nucleotide
sequence of the genome.)

Polyploid
A nucleus having more than one set of paired chromosomes.

Rapid Amplified Polymorphic DNA
Variation in the size of DNA fragments that arise from the amplification of DNA, from
different individuals, using short nucleotide primers. This variation arises from DNA
sequence polymorphisms that affect the efficiency with which the primer binds to the
DNA sites.

Recombination
Combining genes or characters from parents so that the progeny contains a
combination that is not the same as in either parent.

Retroelements
Genetic elements that transpose replicatively, leaving a copy of itself at the launch site
and reinserting a new copy in the genome.

Reverse Genetics
A strategy that is used to identify the function of a gene, the sequence of which has
been identified, by screening for mutations in that gene (using gene targeting, or the
recovery of EMS, or insertional mutants).
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Satellite Repeat
Highly repetitive eukaryotic DNA, often located around centromeres.

Simple Sequence Length Polymorphisms (SSLP)
Simple nucleotide repeat sequences that are highly variable in length between
individuals.

Sumoylation
A protein modification, biochemically analogous to, but functionally distinct from,
ubiquitination. Sumoylation involves the covalent attachment of a SUMO (small
ubiquitin-related modifier) to substrate proteins.

Synteny
Colinearity between species of wide evolutionary distance.

Telomeres
Highly repetitive DNA, capped by specific proteins, that protect the ends of
chromosomes.

Tiling Path
A minimum set of overlapping clones, usually BACs or YACs containing genomic
DNA that make a contiguous sequence of genomic DNA that is anchored to the
combined physical and genetic map.

Transformation
A permanent heritable modification of a cell by the uptake and incorporation of
exogenous DNA.

Transposons
Sequences of DNA that can move, or transpose, around the genome.

Ubiquitination
The modification of a protein by addition of a ubiquitin molecule to lysine residues that
targets the protein for destruction. Ubiquitination of histones leads to a conformational
change in chromatin structure.

Vernalization
Prolonged cold treatment of plants that induces flowering.

Yeast Artificial Chromosomes (YACs)
A DNA cloning vector based on a bacterial plasmid that contains a yeast centromeric
region (CEN), a yeast origin of replication (ARS), and a telomere region at the end of
each arm. YACs are capable of containing more than 1 megabases of cloned DNA.



Thale Cress (Arabidopsis thaliana) Genome 251

� The genome of the Thale Cress, Arabidopsis thaliana, was the first plant genome to be
fully sequenced, providing a tool for the rapid characterization of biological processes.
This versatile model organism has had a major impact on our understanding of
the physiology, growth, and development of flowering plants, and their response
to environmental stress. An in-depth understanding of model organisms, coupled
with knowledge of crop systems, will provide rapid advancements in technology,
including genetic engineering, that are required to overcome future predicted global
climate changes and short falls in food production.

1
Introduction

The importance and impact of plants on
our planet is irrefutable, they are essential
for its well-being. Our planet’s biomass is
mostly made up of plants, a characteristic
illustrated by images of earth from space.

Plants are highly adaptive organisms,
surviving in diverse and often severe en-
vironments, from deserts to marshlands.
They combat disease and predation. They
adjust their behavior to seasonal and diur-
nal changes, moving to avoid shade, or in
anticipation of the rising sun. Some can
even count; the Venus flytrap ignores a sin-
gle stimulus, but snaps shut in response
to a second one. Plants have evolved a wide
variety of reproductive strategies. They
reproduce sexually as hermaphroditic, mo-
noecious, or dioecious species, or asexually
by apomixis or through tubers or stolons.
They include some of the largest and old-
est living organisms on the planet. These
features alone provide compelling reasons
for plant study; however, coupled with our
dependence on these organisms for food,
medicines, clothing, and building materi-
als, a deeper understanding of how these
organisms function is essential to our fu-
ture well-being.

The wide variety of exploited plant prod-
ucts has largely been dependent on the

existence of a large reservoir of diverse
plant species. This diversity has, in many
ways, hampered progress in the func-
tional analysis of plants, since many plant
species of economic importance are also
diverse. In animals, it has long been
accepted that model organisms would
provide acceptable alternatives to human
experimentation. In plants, however, no
widely accepted model plant species re-
ceived early adoption. Historically, owing
to plant diversity, it was felt that no single
plant organism could provide universally
applicable information of use to other plant
species. This led to a preference for studies
in economically important and frequently
diverse plant species, which resulted in
slow progress. Major drawbacks of many of
the economically important crop species,
which have made genetic and molecular
studies difficult, are the large size and
highly repetitive nature of their polyploid
genomes. Bread wheat, for example, is a
hexaploid with a genome of 1.6 × 1010 bp,
80% of which consists of repetitive DNA
sequences. Although repetitive DNA is
also a feature of animal genomes, in-
cluding the human genome, polyploidy
is rarely seen in animals; it was thought to
occur only in a few insects, amphibians,
and reptiles until 1999, when it was dis-
covered in one mammal; a desert rodent
in Argentina.
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1.1
Model Organisms

Model diploid organisms in animal stud-
ies revealed that, despite the divergence of
invertebrates and vertebrates more than
600 million years ago, many genes, in-
cluding the HOX homeotic gene family,
are functionally interchangeable between
diverse organisms, for example, flies and
vertebrates. This has allowed remarkable
parallels to be drawn between the fruit
fly model and human genetics. Since an-
giosperms are thought to have evolved
from a common ancestor within the last
150 million years, genes identified in a
model angiosperm could be expected, with

confidence, to functionally replace an or-
thologous gene in many of the 250 000
angiosperm species.

In 1943, before these discoveries,
Friedrich Laibach, realizing the benefit of
adopting a model plant species, suggested
the Thale Cress, Arabidopsis thaliana, as
a model plant system (Fig. 1). He recog-
nized that Arabidopsis had many features
that would make it an ideal model organ-
ism for plant studies. It has a short life
cycle, of between 6 to 8 weeks, it is phys-
ically small (20–30 cm tall at maturity),
it can be self-fertilized and outcrossed,
producing large quantities of seed (up to
6000 seeds per plant), and it is a geneti-
cally tractable diploid. Despite these many

K.Bomblies

Fig. 1 A drawing of a mature
flowering wild-type Arabidopsis
thaliana plant (courtesy of
Kirsten Bomblies, University of
Wisconsin, Madison).
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advantages for classical genetic studies, it
was not until the 1960s that enthusiasm
for Arabidopsis really developed. In addi-
tion to these earlier identified features,
it was soon discovered that Arabidopsis
could be mutated easily, and contained a
small number of chromosomes (a haploid
number of five chromosomes), as revealed
by microscopic observations, and later by
linkage analysis. In fact, it is this low num-
ber of chromosomes that has allowed the
efficient identification of linkage groups in
Arabidopsis.

2
Genome Structure

When confronted with an uncharacterized
genome, isolates or accessions with differ-
ent morphological traits can be used in
classical genetic studies to determine the
physical relationship (linkage) of the genes
responsible for these traits.

2.1
Linkage Groups

Linkage analysis is dependent on recom-
bination between different loci. These
different loci (morphological or classical
markers) are generated most easily by mu-
tagenesis, and their position with respect
to one another in the genome can be iden-
tified by their frequency of recombination.
This type of analysis led to the produc-
tion of an extensive genetic map. The
interest in Arabidopsis as a model organ-
ism really accelerated when, in the early
1980s, the small size and simple structure
of the genome was determined and high-
efficiency transformation protocols were
established.

Together with classical morphological
markers, linkage analysis was performed

with molecular markers, taking advantage
of another important feature of Arabidop-
sis: the high degree of polymorphism at
the DNA level between accessions. Re-
striction fragment length polymorphisms
(RFLPs) and later, to a lesser extent, PCR-
based markers, such as rapid amplified
polymorphic DNAs (RAPDs), have been
used to construct linkage maps in Ara-
bidopsis. This type of analysis led to the
production of a physical map, which was
later integrated with the genetic map.
These markers, together with the de-
velopment of more reliable PCR-based
markers, CAPS (cleaved amplified poly-
morphic sequences) and SSLP (simple
sequence length polymorphisms), were
used to construct a high-resolution com-
bined physical and genetic map. The small
size of the genome and this extensive
map made Arabidopsis an attractive propo-
sition for whole genome sequencing. The
sequencing program began with a collab-
orative international initiative in 1996. To
facilitate this sequencing effort, a minimal
tiling path of large-insert yeast artificial
chromosomes (YACs) and bacterial artifi-
cial chromosomes (BACs) was assembled,
spanning the entire genome. These BAC
and YAC contigs, anchored to the com-
bined physical and genetic map, provided
a framework that allowed the Arabidopsis
genome to be sequenced. As a conse-
quence of this enormous international
effort, the Arabidopsis genome was the first
reference plant genome to be sequenced.

2.2
Genome Sequence

The original analysis of the sequence
revealed 25 498 genes in about 125 Mb of
DNA (a figure, which is slowly increasing
as methods of gene prediction improve,
currently >28 000). In Arabidopsis, the
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average gene length is around 2000 bp
with an average exon length of 250 bp
(∼5 per gene) and an average intron
of 180 bp in length. This means that
Arabidopsis genes are mainly exonic. The
rice genome is larger, containing 430 Mb
of DNA packaged into 12 chromosomes.
The rice genome sequence analysis has
revealed a total of approximately 50 000
genes. These genes are similar in length
to Arabidopsis genes at around 2350 bp,
with an average exon length of 260 bp (∼4
per gene) and an average intron length
of 330 bp. Here, the genes are nearly
equally exonic and intronic. This is in stark
contrast to the human genome, which has
a similar number of genes as found in
Arabidopsis (Celera suggests 26 383 genes),
but, here, the genes are mainly intronic
and are contained in some 3000 Mb of
DNA. (The average length of a human gene
is 27 000 bp [ranging between 20 – 50 kb],
the average exon length is 236 bp [∼5 per
gene], and the average intron is 5500 bp.)

2.3
Chromsome Organization

The Arabidopsis genome sequence pro-
vides information on chromosomal or-
ganization, including telomeres, cen-
tromeres, and nucleolar organizers that
maintain genome stability even during
evolutionary changes in genome structure.

2.3.1 Telomeres
Arabidopsis chromosomes, like all eu-
karyotic chromosomes, are capped by
complex nucleoprotein structures known
as telomeres, which stabilize the genome
(Fig. 2b). The length of telomeres varies
among eukaryotes, for example, in to-
bacco, telomeres are 150 kb, while in
humans, telomeres are less than 20 kb.
Arabidopsis telomeres were the first higher

eukaryote telomeric DNA sequences to be
determined. They are composed of TT-
TAGGG repeats, averaging 2 to 3 kb in
length with G-overhangs of 20 to 30 nu-
cleotides. Telomeric DNA is usually main-
tained by telomerase enzymes. Mutations
in telomerase cause telomere shortening
and ultimately cell death. Telomerase-
deficient Arabidopsis plants show a remark-
able tolerance to genome stress, showing
no visible abnormalities even after five
generations of inbreeding. After further
inbreeding, telomerase-deficient mutants,
however, show end-to-end chromosome
fusions, which result from uncapped
chromosome ends being recognized as
damaged DNA. Varying degrees of devel-
opmental abnormalities follow, ultimately
resulting in lethality by the 10th genera-
tion. Other mutations in Arabidopsis also
produce dysfunctional telomeres; how-
ever, the slow onset of lethality makes
Arabidopsis an excellent model for telomere
study. Interestingly, although telomeres
play a role in genome stability, the Ara-
bidopsis genome sequence has revealed an
unexpected degree of large segmental du-
plications and rearrangements. More than
60% of this small genome consists of dupli-
cated DNA, suggesting that plant genomes
are in a constant state of flux.

2.3.2 Centromeres
One of the most important domains of
eukaryotic chromosomal DNA is the cen-
tromere (Fig. 2b). The centromeric regions
are required for normal chromosome
segregation during meiosis and mitosis.
They usually consist of highly repetitive
DNA that mediates the attachment of
the spindle to the chromosomes during
cell division. Despite their common func-
tion, centromeric DNA sequences are not
conserved between organisms. Arabidop-
sis centromeres contain repetitive DNA
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Fig. 2 (a) DAPI-stained metaphase
chromosomes of Arabidopsis thaliana
Landsberg erecta, showing green
fluorescein signals from the 5S rDNA
and red Cy-3 signals from the
18S-5.8S-25S rDNA. Chromosomes
were identified by the FISH pattern and
numbered according to the linkage
group. Bar = 2 µm. (b) A karyotype
showing the location of the 5S
rDNA18S-5.8S-25S rDNA, centromeric
180 bp repeats and the telomeric
repeats (Murata, M., Heslop-Harrison,
J.S., Motoyoshi, F. (1997) Physical
mapping of the 5S ribosomal RNA genes
in Arabidopsis thaliana by multi-color
fluorescence in situ hybridization with
cosmid clones, Plant J. 12, 31–37.) This
figure is copyrighted by Blackwell
Publishing and is reprinted with
permission. (See color plate p. xxiv.)
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elements, including telomere-like repeats,
transposons, and retroelements; however,
the most abundant sequence (several
megabases) is a 180-bp satellite repeat,
which forms long tandem arrays. The Ara-
bidopsis genome contains five centromere
domains, one for each chromosome. The
sequence data corresponding to these re-
gions are incomplete because of the inher-
ent difficulties in sequencing large regions
of repetitive DNA. It is apparent, however,
that in Arabidopsis, as in maize and rice,
the centromeric satellite repeat is a key
functional element of centromere DNA.
These satellite sequences associate with

centromere-specific histone H3 variants
(CenH3s). CenH3s are rapidly evolving
proteins, suggesting that they respond to
changes in rapidly evolving centromeric
repeat sequences.

2.3.3 Nucleolar Organizers (NORs)
Like all organisms, Arabidopsis contains
ribosomal DNA (rDNA), encoding clus-
tered arrays of the 18S, 5.8S, and 25S
ribosomal RNA (rRNA) genes, which, in
concert with 5S RNA, form the structural
core of cytoplasmic ribosomes (the sites
of protein manufacture). These clusters of
active rRNA genes are known as nucleolar
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organizers (NORs) since, during inter-
phase, the nucleolus forms at the site
of rRNA transcription and ribosome as-
sembly. In Arabidopsis, these NORs are
roughly 3.6 to 3.7 Mbp, comprising 360
to 370 rRNA genes, and are situated ad-
jacent to the telomeres on the short arm
of chromosomes 2 and 4 (Fig. 2a and b).
In contrast, the 5S rRNA genes are local-
ized in clusters on chromosomes 3, 4, and
5, toward the centromeres (Fig. 2a and b).
Coding regions of rRNA genes are highly
conserved, which allows the phylogeny of
diverse organisms to be established by
comparative DNA sequence analysis. The
intergenic spacer regions containing con-
trol elements, however, are more variable.
The variants differ in the number of repet-
itive sequences located in the intergenic
spacer region, suggesting that the rRNA
genes evolve together as a group (con-
certed evolution). Comparing intergenic
space sequences allows the phylogeny of
very closely related species, or even isolates
of the same species, to be established.

A powerful approach to look at the
structure of chromosomes is to use fluo-
rescence in situ hybridization (FISH) with
chromosome-specific DNA probes. Us-
ing this chromosome painting technique,
the physical position of the 5S riboso-
mal RNA genes, described earlier, was
identified (Fig. 2a and b). Using a set of
FISH probes, inter- and intrachromoso-
mal rearrangements of mitotic or meiotic
chromosomes could be determined, allow-
ing the identification of break points that
result in natural or mutagen-induced rear-
rangements. This approach has been used
in large-scale physical mapping to com-
pare homologous loci in Arabidopsis and
Brassica rapa (Cabbage and Mustard), a
close relative, providing evolutionary data
on genome structure.

2.4
Synteny

One of the incentives for the genome
sequencing initiative was an expectation
of significant colinearity between Ara-
bidopsis and more economically important
genomes. The hope was that important
genes, such as those encoding disease re-
sistance, found in the model organism,
would help locate similar genes in crops.
Many studies have shown, however, that
genome structure is constantly changing,
causing differing degrees of complexity,
limiting the usefulness of Arabidopsis as
a reference organism for gene order. The
ancestral lineages of Arabidopsis and Bras-
sica diverged 12.2 to 19.2 million years ago
and typically show more than 85% nu-
cleotide conservation in coding regions.
Despite these similarities, there is exten-
sive divergence between the structures of
these genomes, making it difficult to iden-
tify even the most closely related segments
of the Brassica oleracea and Arabidopsis
thaliana genomes. This is, in part, because
of extensive amplifications and rearrange-
ments in plant genomes. Despite these
rearrangements, 34 significant regions of
colinearity have been identified between
B. oleracea and A. thaliana, which repre-
sent well over a quarter of the B. oleracea
genome. Comparisons made between the
sequence of the rice genome and Ara-
bidopsis have revealed very low levels of
colinearity. These lineages diverged ap-
proximately 200 million years ago. This
low level of synteny suggests that further
reference plants should be sequenced so
that evolutionary intermediates can be an-
alyzed. This, however, presents a dilemma.
Should phylogenetically important species
be sequenced, or should efforts be fo-
cused directly on economically important
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species? Although synteny is limited be-
tween rice and Arabidopsis, comparisons
between rice and other cereals show high
degrees of synteny at the genetic map
level. This has allowed the integration of
their respective genetic maps, aiding fine
mapping and candidate gene identifica-
tion. Marker colinearity of rice and barley
(Hordeum vulgare) chromosomes, for ex-
ample, has provided a candidate gene
for the uzu mutant that causes semid-
warfism in barley. The position of uzu
corresponds to a rice gene, D61, which is
similar to the Arabidopsis brassinosteroid-
insensitive1 (BRI1) gene (mutations in
BRI1 cause dwarfism in Arabidopsis). A
comparison of the HvBRI1 sequences in
uzu and normal barley identified a sin-
gle nucleotide substitution in the mutant
gene, demonstrating the usefulness of this
type of analysis. Comparative analysis can,
however, be frustrated by the surprising
number of rearrangements and deletions
that have occurred at the microlevel be-
tween rice and closely related species such
as sorghum and maize. Reduced levels of
microcolinearity between these species, in
particular, have frustrated the use of rice as
an intergenomic cloning vehicle to isolate
disease resistance genes.

2.5
Gene Families

Analysis of the complete Arabidopsis
genome sequence has made it possible
to identify the genomic position of en-
tire gene families and to reconstruct their
evolution. For example, putative disease
resistance genes are unevenly distributed
across the 5 chromosomes of Arabidop-
sis. There are 50 on chromosome 1; 7 on
chromosome 2; 17 on chromosome 3; 32
on chromosome 4; and 60 on chromo-
some 5. The genes are arranged as single

gene loci, clusters, and superclusters. The
large number of genes in this family
resulted from an ancient duplication of
the genome and subsequent rearrange-
ments. (This is likely to be the case for all
large gene families in Arabidopsis.) Subse-
quently, a few ancestral genes underwent
local amplifications, leading to tandem
gene pairs, some of which were broken
up by mechanisms such as chromosomal
translocations, while others produced clus-
ters or superclusters as a result of further
amplifications. Understanding the evolu-
tion of gene families helps account for
the low levels of colinearity observed be-
tween plant lineages such as Arabidopsis
and rice. Despite these differences, how-
ever, it is interesting to note that the
rice genome contains putative orthologs
of nearly all genes known to control dis-
ease resistance responses in Arabidopsis.
This suggests that, despite high levels of
genomic rearrangement since their diver-
gence some 200 million years ago, there
remains extensive conservation of disease
resistance signaling between the dicots
and monocots.

2.6
Genome Plasticity

Comparative genome studies have demon-
strated that plant genomes are highly
dynamic. Amplifications, such as those
described for disease resistance gene clus-
ters, are thought to result from intra-
and intergenic recombination and gene
conversion. Chromosomal duplications,
deletions, inversions, and translocations
also occur frequently, and transposons
may be major mediators of genome ex-
pansion and contraction. For instance, a
large inversion of about 700 kb relocated
pericentromeric regions to an interstitial
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position on the short arm of chromosome
4, where it forms a heterochromatic knob.

In addition to rearrangements within
the nuclear genome, lateral gene transfer
from endosymbionts has played a signif-
icant role in the architecture of the plant
nuclear genome. It has been estimated that
as much as 18% of the Arabidopsis genome
is derived from cyanobacteria, and that
even recent integrations of chloroplast (de-
rived from cyanobacteria) and mitochon-
drial DNA (derived from α-proteobacteria)
have occurred. The Arabidopsis genome
revealed 17 different transfer RNA- and
intron-containing insertions of chloroplast
DNA as well as a complete copy of the
367-kb mitochondrial genome near the
centromere of chromosome 2. Evidence
of these events have also been observed
in rice and humans with 59 fragments
of mitochondrial DNA >2 kb inserted in
the human genome. In plants, these lat-
eral gene transfers have recently been
demonstrated in the laboratory, suggest-
ing that this type of phenomenon occurs
relatively frequently. It is interesting to
note that chloroplast genomes encode only
50 to 200 proteins, while cyanobacterial
genomes, from which the chloroplast orig-
inated, encode several thousand proteins.
This reduction has been made possible
by the nuclear acquisition of genes from
the organelle. Subsequent evolution has
provided the necessary targeting signals to
allow these nuclear-encoded proteins to be
synthesized on cytoplasmic ribosomes and
reimported into the organelles.

3
Genome Function

Although the Arabidopsis genome has
not demonstrated a high level of syn-
teny with other plant genomes, it has

been remarkably successful as a tool
for identifying gene function. Despite
the potential for functional redundancy,
Arabidopsis has provided (and will con-
tinue to provide) an excellent refer-
ence organism for functional genomics.
The function of 69% of genes can be
classified according to sequences simi-
lar to proteins of known function in
other organisms. However, the function
of only 9% of genes has been deter-
mined experimentally (The Arabidopsis
Genome Initiative).

The current challenge is to assign a func-
tion to the approximately 8000 genes with
completely unknown function, and to ver-
ify the true functions of the more than
15 000 genes that have been assigned func-
tions by analogy with other organisms.
Even the approximately 2000 genes, whose
functions have been identified experimen-
tally, may have additional, for example,
stage-specific, functions of which we are
unaware. The challenge is to discover novel
methods by which to unravel the secret life
of plants.

3.1
Loss-of-function

Classically, genetic pathways have been
dissected using screens for loss-of-function
mutations that disrupt a single gene,
thus revealing its function. This type
of analysis is collectively known as for-
ward genetics. Loss-of-function mutations
can be created in a number of ways,
including chemical mutagens, physical
mutagens, or biological mutagens, such
as T-DNA (transfer DNA) or transpos-
able elements. The role of genes, for
example, in disease resistance, devel-
opment, signal transduction, membrane
transport, and light perception has all
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been inferred from the analysis of mu-
tant phenotypes.

3.2
Classical Mutants

Classical loss-of-function mutations are
frequently induced by chemical (most
commonly ethyl methanesulfonate [EMS])
or physical mutagens such as radiation (X
ray, γ ray, or fast neutron). EMS mutants
often produce G to A transitions, while fast
neutrons usually produce small deletions.
Mutagenesis using EMS is the most com-
monly used method since it is efficient and
generates a wide range of mutant pheno-
types. These phenotypes identify varying
degrees of disrupted gene function, pro-
viding complete loss of function, weak,
dominant, or conditional alleles. These
mutant alleles can be used in a variety
of ways to further characterize the func-
tion of a gene, for example, weak alleles
of mutant genes can be used to iden-
tify second site modifiers, which either
enhance or suppress the primary pheno-
type. The disadvantage of EMS, however,
is that it generates many mutations within
the genome and extraneous mutations
must be removed by repeated backcross-
ing to wild type. Additionally, genes that
act redundantly cannot be identified in
loss-of-function screens. Furthermore, the
only way to isolate the mutant gene is by
the tiresome task of positional cloning.
Positional cloning, however, is no longer
the technically demanding task it was in
the 1990s. As a result of the complete
genome sequence and the extensive num-
ber of molecular markers that are available,
the procedure is now routine. Ultimately,
a mutant gene is identified by the comple-
mentation of the mutant phenotype with
the wild-type gene, or the molecular analy-
sis of several independent mutant alleles.

Fast neutron mutagenesis often results in
small deletions, which make positional
cloning even easier, since DNA blot hy-
bridization, rather than DNA sequencing,
can be used to identify the mutated gene.

3.3
Insertional Mutants

In contrast to EMS or fast neutron
mutagens, insertional mutagens, such as
defined T-DNAs or transposable elements
can be used as a tag to identify the
Arabidopsis genomic DNA that flanks them
(gene tagging).

3.3.1 T-DNA
The T-DNA of Agrobacterium-mediated
plant transformation vectors is used as
a powerful insertional mutagen. T-DNA
insertions occur randomly in the Ara-
bidopsis genome, usually generating loss-
of-function mutations. The relationship
between the mutation and the T-DNA in-
sertion can be verified simply by screening
for co-segregation of the mutant pheno-
type with the marker gene on the T-DNA.
As many mutants generated by this strat-
egy are not tagged, the disrupted gene
must be used to complement the mu-
tant phenotype to confirm its function.
The disadvantage of T-DNA insertions is
that the number of mutations induced
in each plant line is low (1 or 2), as
compared to EMS (where 100 or more
lesions are induced per genome). Thus,
a much larger T-DNA-mutagenized pop-
ulation must be screened to reach levels
of saturation similar to those obtained us-
ing EMS. High-efficiency transformation
procedures have allowed the generation of
large populations of T-DNA insertion lines
over recent years.
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3.3.2 Transposons
Transposons are an alternative to T-DNAs
for the production of insertional muta-
tions. Here, a tagged mutation can be
verified by the remobilization of the trans-
posable element, which restores the mu-
tant phenotype to wild type, thus avoiding
the need for complementation. Trans-
poson insertion screens can make use
of endogenous or heterologous transpos-
able elements.

The most popular endogenous transpos-
able element, Tag1, was first identified
as an insertion in the nitrate transporter
gene CHL1 of Arabidopsis. This element
was found in Landsberg erecta, but not in
the Columbia or Wassilewskija accessions.
Tag1 is an autonomous element capable
of independent excision. Its activity is re-
stricted to developing male and female
gametophytes, which means that exci-
sion events are predominantly germinal.
Germinal excision is important for gene
tagging since this determines the number
of potentially useful heritable mutagenic
events. Endogenous elements also account
for at least 10% of the Arabidopsis genome
(one-fifth of the intergenic DNA), but these
are generally silenced (The Arabidopsis
genome initiative, 2000). Heterochromatic
regions are rich in transposable elements
and evidence is accumulating that het-
erochromatin was derived from euchro-
matin by the insertion of transposable
elements. Heterochromatic regions con-
tain methylated DNA and other forms of
chromatin modification that are thought
to regulate the mobility of transposons.
Although transposons are frequently si-
lenced by methylation, active transposons
have also been found in plants, most fa-
mously in maize.

When transposon tagging was under
development in Arabidopsis, very few

endogenous elements had been charac-
terized, and this led to the introduc-
tion of heterologous transposable ele-
ments from other species. Maize ele-
ments, Activator/Dissociation (Ac/Ds), and
Enhancer/Inhibitor (En/I), also known as
Suppressor-mutator (Spm), are among the
most popular of these heterologous ele-
ments. Ac/Ds has been widely used to great
effect in a number of plant species, includ-
ing tomato, tobacco, and Arabidopsis. In
Arabidopsis, effective levels of transposition
of Ds (a nonautonomous element) were
achieved using a stabilized Ac-expressing
transposase under the 35S promoter. Us-
ing this system, the Ds element is trans-
posed when, by crossing plants, the Ac
transposase is supplied in trans. Studies
have shown that somatic excision, as a
result of the constitutive expression of the
35S Ac transposase, occurs frequently, and
that Ds transposition is often linked to the
donor site (68% of transpositions). This
linked transposition provides a clear ad-
vantage over T-DNA insertions in targeted
strategies; it allows the transposition of Ds
from launch sites close to the target locus.
To prevent excision of the Ds element af-
ter transposition, Ac is usually segregated
away, thereby generating stable insertions.
Nevertheless, some insertional mutants
may lose their Ds tag prior to stabiliza-
tion. The Ac/Ds system has been used on
many occasions to identify gene function
in Arabidopsis, as has the En/Spm system.

3.3.3 Enhancer Detection and Gene
Trapping
The spatial and temporal control of
gene expression is mediated by cis-acting
elements and trans-acting transcriptional
regulators that bind in a sequence-specific
manner. Such elements were first revealed
through analyses in which promoter
fragments were fused to a reporter gene.
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Enhancer detection is a method that was
first developed in Drosophila, allowing
the identification of such cis-regulatory
elements (enhancers) in the genome. The
method, which relies on a mobile genetic
element carrying a reporter gene under
a weak promoter that can be influenced
by nearby regulatory sequences, allows
the identification of genes based on their
pattern of expression. A modification
of this approach, gene trapping, which
relies on the generation of transcriptional
fusions between the endogenous gene
and the introduce reporter gene, was
then quickly developed for mice. Both
approaches were adapted to Arabidopsis,
either using T-DNA or Ds elements that
contain a reporter gene, encoding either
beta-glucuronidase (GUS) or the green
fluorescent protein (GFP). The expression
of the reporter gene depends on the
flanking cis-acting signal sequences. These
produce cell- and tissue-type specific
expression patterns that can be used not
only as molecular markers but also to
provide clues as to the function of the
associated gene.

3.4
Targeted Gene Disruptions

A number of multicellular model organ-
isms have benefited from routine methods
of targeted gene disruption (TGD), for ex-
ample, mouse, the moss Physcomitrella
patens, and Drosophila. Despite much ef-
fort, TGD approaches in Arabidopsis have
proved inefficient. Even the targeted dis-
ruption of transgenes has been difficult.
However, a method for assessing the effi-
ciency of TGD in endogenous Arabidopsis
genes has recently been developed. Re-
sults have shown that, while the frequency
of disruption is indeed low, the actual
number of events is sufficient for the

isolation of a targeted mutant from the
large number of transgenic seeds that can
be obtained. Unfortunately, these meth-
ods are not yet routine, so the best
current options are either to screen for
local insertions into the gene of interest
by a nearby transposable element or to
take advantage of the expanding num-
ber of insertion mutants now available
(http://enhancertraps.bio.upenn.edu/;
http://genetrap.cshl.org/; http://www.bio
tech.wisc.edu/Arabidopsis/; http://www.
mpiz-koeln.mpg.de/GABI-Kat/; http:
//flagdb-genoplante-info.infobiogen.fr/
projects/fst/DocsIntro/introCollection.
html; http://ukcrop.net/agr/insert.html;
or http://nasc.nott.ac.uk/info/slat info1.
html). These approaches, together with
genome sequence data, have provided an
invaluable resource for reverse genetics.
Insertional mutants can be screened by
PCR, or by BLAST-searching a gene of
interest against the DNA sequences that
are identified adjacent to the insertion site.
Several collections of insertion lines can
be screened for known insertions in a
gene of interest. Knowing the complete
sequence of the genome has made an al-
ternative reverse genetics approach very
powerful. This approach, known as TILL-
ING (Targeted Induced Local Lesions IN
Genomes), combines high-density point
mutations, provided by traditional chem-
ical mutagenesis, with sensitive detection
methods. This allows mutations in a par-
ticular gene of interest to be identified, so
that genes of unknown function can be
targeted. The real advantage here is that a
series of mutant alleles can be produced,
including weak or possibly conditional alle-
les; whereas insertional mutants tend to be
knockouts. This means that the function
of essential genes can be studied as a result
of identifying nonlethal mutant alleles.
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3.5
Microarrays

A powerful experimental approach to help
elucidate the function of the large num-
bers of genes that have been identified
from the genome sequence is to use gene
chips or microarrays. These tools allow
the systemic analysis of expression pro-
files of large numbers of genes, including
stress-induced, tissue-specific, or develop-
mentally regulated genes. DNA microar-
rays are constructed either from cDNA
expressed sequenced tags (ESTs), gene se-
quences, or gene-specific oligonucleotides.
These systemic experimental approaches
have generated large data sets that can be
used to identify genes that have similar
expression profiles under specific condi-
tions or identify genes that are expressed
at similar developmental stages. They can
even be used to identify the expression of
genes that are restricted to a small sub-
set of cells. The advantage of this type of
analysis is that candidate genes with par-
allel regulation to known genes that are
involved in specific responses or develop-
mental processes can be identified. These
candidate genes must be further analyzed
to determine their specific role in the plant
function of interest. This type of analysis
can also be used to identify common cis-
acting regulatory elements in genes that
are regulated in parallel. For example, 450
circadian-regulated genes were identified
in Arabidopsis using microarrays. Compar-
ative promoter sequence analysis of these
genes revealed a nine-nucleotide ‘‘evening
element’’, which was shown to be required
for circadian control of gene expression.
Similarly, genes may be identified that are
involved in several responses, for example,
in the stress responses to drought, cold,
and high-salinity, highlighting cross talk
between regulatory networks.

The combination of chip analysis with
mutational analysis to identify down-
stream target genes of regulatory com-
plexes is another powerful approach. Us-
ing this technology, differences in the
expression profiles of the mutants mea,
fie (components of the MEA/FIE Polycomb
Group [PcG] complex) and wild-type plants
were identified during early embryogene-
sis, revealing that two genes, PHERES1
and MEIDOS, were significantly dereg-
ulated in these mutants. One of these
candidate genes, PHERES1, was analyzed
further, and, using chromatin immuno-
precipitation, it was shown that its pro-
moter region was bound directly by the
MEA/FIE PcG complex.

3.6
Gain-of-function Mutations

Identifying the function of genes in large
gene families often presents problems, es-
pecially if these genes act redundantly.
Loss-of-function mutations in redundantly
acting genes are frequently overlooked.
For instance, the kanadi1 (kan1) and
kanadi2 (kan2) single mutants show no
visible phenotype in Arabidopsis, but to-
gether lead to loss of polarity in lateral
organs. In the double mutants, abax-
ial cell types are replaced by adaxial
cells in most lateral organs, most strik-
ingly in reproductive tissue, leading to
radial development of ovules (Fig. 3). Sim-
ilarly, a triple mutant of the TGA family
of transcription factors, tga6, tga2 tga5,
blocks salicylic acid-induced pathogen-
related gene expression and disease re-
sistance, but not single or double mutant
combinations.

Another way to identify the function of
redundantly acting genes is to express
them ectopically. In this way, a mutant
phenotype can be produced if the ectopic
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(a) (b)

Fig. 3 kanadi loss-of-function phenotypes.
(a) In the wild-type Arabidopsis gynoecium,
ovules are restricted to the internal (adaxial)
side. (b) In kan1 kan2 plants polarity is lost so
that the placenta develops externally and ovules
develop radially around the entire abaxial

circumference of the ovary and on its distal end.
(Eshed, Y., Baum, S.F., Perea, J.V., Bowman, J.L.
(2001) Establishment of polarity in lateral organs
of plants, Curr. Biol. 11, 1251–1260.)
Reproduced with permission from Elsevier.

expression of a gene deregulates a genetic
pathway. Again, with the KANADI genes,
single gene knockouts show no phenotype;
however, the ectopic expression of either
KAN1 or KAN2, throughout leaf primor-
dia, results in the dramatic transformation
of adaxial to abaxial cell types. Several
strategies to achieve a gain-of-function
phenotype in plants have been devised.

3.6.1 Constitutive Ectopic Expression
The simplest approach is to place a
gene under the transcriptional control

of a constitutive promoter such as the
CaMV 35S promoter. This type of anal-
ysis has been the basis of many gene
function studies. For instance, overex-
pression of the floral homeotic gene
APETELA3 (AP3), under the control of
the 35S promoter, showed the positive
regulatory interaction between AP3 and
PISTILLATA (PI) in floral development
(Fig. 4).

The ectopic expression of genes in one
species can result in a phenotype rem-
iniscent of another species, leading to
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(a) (b)

Fig. 4 Phenotype of Arabidopsis thaliana flowers. (a) Wild type, showing sepals
(whorl 1), petals (whorl 2), stamen (whorl 3), carpels (whorl 4).
(b) Overexpression of AP3 (35S::AP3) showing sepals (whorl 1), petals (whorl 2),
stamen (whorl 3), stamen (whorl 4). PI is expressed in whorls 2, 3, and 4, early in
floral development, but not in whorl 1. Ectopic expression of AP3 in all whorls
causes additional PI expression to be maintained in whorl 4, showing a positive
regulatory reaction between AP3 and PI in floral development. In wild-type
flowers, AP3 is only expressed in whorls 2 and 3, so that PI expression in late
floral development is maintained only in whorls 2 and 3. (Jack, T., Fox, G.L.,
Meyerowitz, E.M. (1994) Arabidopsis homeotic gene APETALA3 ectopic
expression: transcriptional and post-transcriptional regulation determine floral
organ identity, Cell 76, 703–716.) Reproduced with permission from Elsevier.

the identification of genes that play a
role in the evolution of developmental
pathways. Ubiquitous overexpression of
the Knotted-class homeobox gene KNAT1
(usually restricted to the shoot meris-
tem), resulted in highly abnormal leaf
morphology that included severely lobed
leaves. The morphology of leaves is a
prominent characteristic of different plant
species. In plants with simple leaves, the
KNOTTED1-like genes are expressed in
the shoot apical meristem (SAM) and are
downregulated in leaves. In many plants
with complex leaves, it was found that
KNOTTED-like genes are expressed late in
leaf development. The gene in Arabidopsis
responsible for downregulating Knotted-
class genes is ASYMMETRIC LEAVES1
(AS1), encoding a MYB-domain protein

closely related to PHANTASTICA in Antir-
rhinum and ROUGH SHEATH2 in maize.
Downregulation of the PHANTASTICA-
like MYB transcription factor in leaves
seems to have been an important factor
in the evolution of different leaf forms
in plants. These discoveries have demon-
strated that altered gene expression pat-
terns contribute to the diversity of plant
morphology. Another well-documented
example is found in flowers. Here, the
expression domains of the MADS-box pro-
teins have contributed to the diversity of
floral morphology found among the an-
giosperms. The mis-expression of genes is,
therefore, a powerful tool for determining
gene function and can identify candidate
genes that may be responsible for the de-
velopment of diverse morphologies over
evolutionary time.
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Several alternative approaches to mis-
express genes have been developed that
allow the activation of randomly tagged
genes. These include specialized trans-
posable elements that place a constitutive
promoter upstream of genes as a result of
random integration of transposons. This
type of gain-of-function approach was pi-
oneered by Coupland and colleagues. The
technique allows ubiquitous ectopic ex-
pression of activation-tagged genes. Using
this technique, however, genes essential
for regulating early embryonic and ga-
metophytic pathways may be lost, since
the ubiquitous ectopic expression of these
genes may produce a lethal effect. In ad-
dition, the ubiquitous ectopic expression
may mask any tissue-specific effects that
may be identified when deregulated gene
expression is restricted to certain cell types.
An alternative T-DNA-based system that
contains multimerized transcriptional en-
hancers from the CaMV 35S gene has
been developed. Using this approach, it
appears that the expression pattern of en-
dogenous genes is maintained; however,
the level of expression is enhanced. This
approach has not only been useful in iden-
tifying the function of genes but has also
helped identify mechanisms that regulate
the accumulation of specific mRNAs that
are required for normal development. Mi-
croRNAs downregulate their target genes
either by cleaving the mRNA or by blocking
their translation. Using this activation-
tagging technique, specific expression of
microRNA from the JAW locus was en-
hanced, revealing its role in targeting the
mRNAs of a family of transcription factors
for cleavage. These mRNAs encode the
TCP domain transcription factors involved
in leaf development, providing tangible
evidence that microRNAs provide an en-
dogenous mechanism of gene silencing

that specifically regulates aspects of plant
morphogenesis.

3.6.2 Inducible Ectopic Expression
The generation of mutants in critically im-
portant genes inevitably results in lethality.
To overcome early lethality problems, in-
ducible tagging systems have been devised.
These rely on heat shock or chemical
induction, so that ectopic gene expres-
sion can be controlled temporally. Using
a chemically inducible activation-tagging
system, the WUSCHEL gene, a home-
odomain transcription factor normally re-
stricted to the central zone of the SAM
and nucellus tissue of the developing
ovule primordium, was misexpressed, al-
lowing ectopic embryo development in
roots (Fig. 5). Here, the effect of gene
expression is tissue-specific and demon-
strates the importance of gene regulation
to restrict expression to a particular sub-
set of cells. An example demonstrating the
value of restricted ectopic gene expression
to very small regions of tissue (fractions of
a meristem) is the induced ectopic expres-
sion of expansin in the meristem, leading
to the formation of leaves. This will be
of particular importance when attempting
to deregulate gene expression in studies
on the evolutionary development of re-
productive strategies in plants. Arabidopsis
reproduces sexually; however, it is gener-
ally accepted that apomictic reproduction
(clonal reproduction through seed) results
from the deregulation of sexual processes,
since apomicts are derived from sexual
ancestors. These rapid alterations in gene
expression are thought to result from epi-
genetic effects, frequently produced by
ploidy changes that result from interspe-
cific hybridization. Further development
of tissue-specific inducible gene activation
may reveal candidate genes, whose al-
tered gene expression patterns can account
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Fig. 5 Misexpression of a gene that
controls stem cell identity (WUSCHEL)
can be used to redirect root cells of an
intact plant to any of the other major
sporophytic developmental pathways,
depending on additional cues, for
example, leaf development (without
additional cues), floral development
(together with LEAFY), or
embryogenesis (in response to
increased auxin) (Gallois, J.L., Nora,
F.R., Mizukami, Y., Sablowski, R.
(2004) WUSCHEL induces shoot stem
cell activity and developmental plasticity
in the root meristem, Genes Dev. 18,
375–380.) Image from Curtis and
Grossniklaus, 2003, is copyrighted by
the American Society of Plant Biologists
and is reprinted with permission.

for changes in the reproductive pathway
of plants.

4
Gene Regulation

The regulated expression of genes allows
an organism to respond to environmental
cues, to develop, and to reproduce. These
mechanisms of gene regulation involve
more than 12% of Arabidopsis genes. Gene
expression is controlled, both spatially
and temporally, through specific interac-
tions of transcription factors with their
DNA recognition sequences, and through
the dynamic restructuring of chromatin,
which alters the accessibility of the DNA
to these factors.

4.1
Transcription Factors

There are more than 1500 transcription
factors encoded by the Arabidopsis genome,
which account for about 6% of the pre-
dicted total number of genes. The Ara-
bidopsis genome encodes diverse families

of transcription factors, many of which are
unique to plants, for example, the WRKY,
NAC, and AP2/EREBP families. Others
factors are present in families that are
common to plants, fungi, and animals.
However, in plants, these families have
grown to include large numbers of genes.
Two such super families are those of the
MYB and MADS transcription factors. The
MYB factors comprise one of the largest
families with approx. 190 MYB and MYB-
related genes identified in Arabidopsis. A
similar number, 156, have been identi-
fied in rice. In contrast, the corresponding
family in yeast has only 10 members,
Drosophila has 6, and Caenorhabditis ele-
gans only 3. A similar pattern emerges for
the MADS-box genes; Arabidopsis has 107,
rice has 71, yeast has 4, and Drosophila
and C. elegans have only 2 each. This type
of comparative genome analysis, between
Arabidopsis, rice, yeast, C. elegans, and
Drosophila, has identified differences in the
relative size of many other gene families,
revealing that plants and animals have de-
veloped different regulatory mechanisms
since their divergence to achieve similar
processes. In both animals and plants,
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Fig. 6 The ABC model was proposed after the
analysis of phenotypes of homeotic floral
mutants. Floral organ identity is hypothesized to
result from the combined activity of 3 classes of
homeotic gene products. A function (AP1 and
AP2) = sepals, A + B (AP3 and PI)
function = petals. B + C (AGAMOUS) =
stamens, and C function alone = carpels.
Loss-of-function alleles of these genes result in
homeotic transformations; for example, in ap2
mutants, carpels develop in the position of sepals
and stamen in the position of petals. In ag
mutants, petals develop in the position occupied
by stamen, and another flower meristem replaces
the carpels. In ap3 mutants, sepals replace petals
and carpels replace stamen. In triple mutants, the
floral organs form leaf-like structures; however,
leaves are not converted to floral organs unless a
SEP gene is expressed in addition. Other factors
restrict the spatial activity of the A, B, and C
class genes. The spatial activity of the A, B, and C
class genes are controlled so that AP2 and
LEUNIG restrict the activity of AG to whorls 3 and
4. AG restricts the activity of AP1 to whorls 1 and
2. SUPERMAN (not shown) prevents the activity
of B class genes in whorl 4 and a microRNA,
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miR172, prevents the translation of AP2 mRNA in whorls 3 and 4. The ap2 SEM reproduced from
Bowman et al. (1991) with permission from Development and the company of Biologists; the ag SEM
reproduced from Bowman and Meyerowitz (1991) with permission from the company of Biologists;
and the ap3 SEM reproduced from Bowman, Smyth and Meyerowitz (1989) (Plant Cell 1, 37–52, with
permission from the American Society of Plant Biologists).

for example, the position and specification
of organs is an essential prerequisite for
normal development. In animals, this pat-
terning is achieved by the localized activity
of members of the homeobox gene family,
which determines the spatial arrangement
and proper positioning of organs, such
as limbs. In plants, however, the spec-
ification of floral organ positioning and
identity (sepals, petals, stamens, carpels)
is reliant on the domain-specific expres-
sion of members of the MADS-box family
(Fig. 6). Although both plants and animals
follow the same basic concept (combinato-
rial gene regulation) to specify and position
organs, they use distinct families of tran-
scription factors, despite the fact that they
both have homeo- and MADS-box genes.

This divergence is further emphasized
by the absence of certain transcription
factor families from various lineages, as
described earlier.

4.2
Epigenetics

Frequently, the development of technology
to identify gene function has led to new
discoveries in gene regulation. Inactivation
of gene expression was an unexpected
result of the insertion of multiple copies
of transgenes for ectopic expression.
This led to the first investigations into
gene silencing in multicellular organisms
using sense or antisense transgenes that
were shown to downregulate target gene
expression. Manipulations with antisense
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genes have served as tools to determine
the mechanisms of gene function in many
aspects of the plant life cycle, including
floral development and disease resistance.
Although gene silencing has served as an
alternative means by which to phenocopy
the effect of mutants, it has also allowed the
genetic analysis of silencing mechanisms.

Using plant lines with silent transgenes,
it has been possible to show that spe-
cific gene inactivation can occur, either
at the transcriptional level (transcriptional
gene silencing, TGS), or posttranscription-
ally (posttranscriptional gene silencing,
PTGS), as a result of specific mRNA
degradation. Mutant screens that identi-
fied plant lines with reactivated transgene
expression produced lesions in genes that
are involved in silencing. Using this type of
approach, it was discovered that mutations
in ddm1 (decrease in DNA methylation)
cause the activation of silenced transgenes.
The DDM1 gene encodes a SW12/SNF2
chromatin-remodeling factor. When this
gene is mutated, cytosine methylation of
DNA is reduced by 70%, with most im-
mediate effects in repeated sequences,
and also affecting dispersed sites upon
inbreeding, causing progressive heritable
developmental abnormalities. Reductions
in the methylation of repetitive sequences
lead to the reactivation of transcriptionally
silent transposable elements and silenced
endogenous genes.

Cytosine methylation at symmetric CG
nucleotides is an evolutionarily conserved
DNA modification that has been found in
vertebrates, plants, and some fungi. In ad-
dition, plants have significant levels of cy-
tosine methylation at non CG-sequences,
including symmetrical CNG and asym-
metrical CNN sequences. DNA methyla-
tion is established and maintained by a
variety of DNA methyltransferase genes
(at least 10 encoded by the Arabidopsis

genome). In animals, the methylation sig-
nal is recognized by methyl-CpG-binding
domain (MBD) proteins (there are at least
12 putative MBD proteins in Arabidopsis).
In animals, these proteins recruit a va-
riety of histone deacetylase-(HDAC) and
chromatin-remodeling complexes, which
lead to heterochromatin formation and
transcriptional silencing. In the Arabidop-
sis mutant flowering locus d (fld), the
expression of the repressor FLOWERING
LOCUS C (FLC) (a MADS-box transcrip-
tion factor that blocks the transition from
vegetative to reproductive development) is
elevated, resulting in late flowering. FLD
is a plant homolog of the human protein
KIAA0601, a component of the human
histone deacetaylase 1,2 (HDAC1/2) core-
pressor complex. In the fld mutant, the FLC
locus contains nucleosomes in which his-
tone H4 is hyperacetylated. FLD therefore
regulates flowering time in Arabidopsis by
altering chromatin architecture; deacetyla-
tion of histone H4 causes condensation
of chromatin to produce transcriptionally
inactive heterochromatin. The N-terminal
tails of histones can be subjected to
a variety of posttranslational modifica-
tions, including phosphorylation, ADP-
ribosylation, sumoylation, methylation, as
well as acetylation. Interestingly, the FLC
gene also undergoes dimethylation at ly-
sine 9 and lysine 27 on histone H3 during
vernalization (an extended period of cold
treatment required for floral induction).
These methylation marks are applied by
a Polycomb complex that has histone
methyltransferase activity toward histone
H3. Methylated H3 histones at the FLC
locus cause stable repression of FLC after
vernalization, thus allowing the induction
of flowering. It is known that mainte-
nance DNA-methyltransferases perpetu-
ate existing DNA methylation in CpG
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sequences after DNA replication by methy-
lating hemimethylated sites. Less is known
about the way in which unmethylated DNA
loci are initially targeted for methylation
and gene silencing. This type of gene si-
lencing is required by plants to defend
against invading viruses and transpos-
able elements, and is directed at repetitive
sequences, suggesting a homology-based
trigger for DNA methylation. In plants,
the first clues that this phenomenon
may be caused by RNA came from the
observation that RNA viroids cause de
novo cytosine methylation of homolo-
gous genomic DNA sequences. Among
the candidate methyltransferase genes en-
coded by Arabidopsis for de novo DNA
methylation are the domain rearranged
methyltransferases (DRMs), which share
homology with the mammalian Dnmt3
genes, which encode de novo methyltrans-
ferases. Recently, DRMs have been shown
to be involved in RNA-directed DNA
methylation (RdDM). Significantly, muta-
tions in dicer-like3 (dcl3), RNA-dependent-
RNA-polymerase2 (rdr2), silencing defective4
(sde4), and argonaute4 (ago4) have been
shown to affect DRM-dependent de novo
methylation of a FWA transgene and en-
dogenous FWA locus. Interestingly, DCL3,
RDR2, and AGO4 are homologs of pro-
teins involved in RNA silencing. RNA
silencing uses 21- to 25-nucleotide small
interfering RNAs (siRNA) to direct mRNA
cleavage or induce transcriptional gene si-
lencing. This type of RNA-induced gene
silencing has been exploited in plants to
silence target genes. Single-stranded hair-
pin RNAs (hpRNAs), or dsRNAs, are used
in an approach known as RNAi (RNA
interference). Vectors producing dsRNA
are introduced into a plant, where an
RNase III–like helicase (Dicer) specifi-
cally cleaves the dsRNA into siRNA. The

siRNAs are incorporated into a nuclease-
containing complex called RISC (RNAi
silencing complex – ARGONAUTE is a
component of RISC), which degrades
any mRNA that is complementary to
the single-strand siRNA associated with
the complex. The siRNA also targets ho-
mologous DNA sequences for de novo
methylation by DRM1 and DRM2.

RNAi constructs designed to silence
endogenous genes can be made sim-
ply, using a variety of vectors, and can
be stably expressed in plants following
Agrobacterium-mediated transformation or
transiently expressed following bombard-
ment. The advantage of a homology-based
system of gene silencing is that, using
this technique, gene families can be si-
lenced so that a mutant phenotype can
be obtained, even when genes act re-
dundantly. Interestingly, PTGS or RNAi
silencing in plants can propagate, after
the initiation of local silencing, from cell
to cell through plasmodesmata (contin-
uous cytoplasmic bridges between cells)
and over long distances through the vas-
cular system, causing sequence-specific
degradation of transcripts systemically
(Fig. 7). Thus, RNAi is an extremely pow-
erful method for analyzing gene function.
However, because of its systemic nature,
tissue-specific knockdown of genes tend
to be unsuccessful. A further disadvan-
tage of gene knockdowns using RNAi
is the potential instability of the RNAi
effect. This is most likely caused by
transcriptional silencing of the RNAi con-
struct itself.

4.3
Cellular Communication

The function of many genes in plants
is to communicate between cells. Cell
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Fig. 7 Posttranslational gene silencing of a GFP transgene,
induced by infiltration with Agrobacterium tumefaciens.
Schematic representation of the experiment (a). Transgenic
Nicotiana benthamiana, containing a T-DNA (b), and
expressing GFP, was infiltrated with a hypervirulent strain of A.
tumefaciens carrying the same T-DNA. Prior to infiltration, the
plants show high levels of GFP expression under UV
illumination (c). Ten days after infiltration complete GFP
silencing was achieved (d). Plants appear uniformly red as a
result of chlorophyll fluorescence under UV illumination.
(Brigneti, G., Voinnet, O., Li, W.-X., Ji, L.-H., Ding, S.-W.,
Baulcombe, D.C. (1998) Viral pathogenicity determinants are
suppressors of transgene silencing in Nicotiana benthamiana,
EMBO J. 17, 6739–6746.) Reproduced with permission from
Nature Publishing Group. (See color plate p. xxv.)

communication can involve short- or long-
range signals that usually operate via
ligand–receptor interactions that initiate
intracellular signal transduction cascades,
much as they occur in animal systems.
There is, however, an intercellular cell-
to-cell signaling system unique to plants

that is based on plasmodesmata, which are
thought to be involved in the trafficking of
endogenous proteins, such as transcrip-
tion factors, and are used by viruses for
cell-to-cell spread. KNOTTED in maize, for
example, has been shown to move to cells
in which its RNA is not present. Mosaic
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analysis is frequently used to determine
whether the function of a protein is cell
autonomous, or whether it has a role in
cells where it is not expressed (noncell
autonomous). This can be achieved in
a number of ways using methods that
rely either on transposons or on recom-
binases. The induced excision of a Ds
element by Ac, or an intervening sequence
by recombinases, can restore the wild-type
function of a gene in a few cells of a plant.
Therefore, the plant will be a chimera,
containing cells of different genotypes. Us-
ing these techniques, it has been shown
that APETALA3 (AP3) can regulate cell
fate autonomously, while acting nonau-
tonomously to control organ shape and
size. Similarly, LEAFY (LFY) can move
to adjacent cells, activating target genes,
while APETALA1 activates early target
genes cell autonomously. These powerful
tools can be used to determine a gene’s
mode of action, which would not be pos-
sible by simply examining the genomic
sequence. It may be possible to make pre-
dictions as to whether a protein encoded
by a gene is involved in cell–cell commu-
nication, but the precise mechanism or
functional significance can be determined
only through experimentation.

5
Conclusions and Future Prospects

Plants are a key element of sustainable
environments, they provide the oxygen
we breathe and are the producers at
the source of the food chain. They have
played this important role for millions
of years and have a tremendous influ-
ence on our weather and climate. Plant
resources, and the way in which they
are managed, have enormous implications
for our future well-being. Careful crop

management can provide a solution to
famine and disease, but must also play
a role in averting the current global warm-
ing crisis. In the next few decades, we
must reverse our dependency on fossil
fuels and grow plants for the sustain-
able production of oils and plastics. Plant
biotechnology involves the modification of
plant performance. In relation to crops,
this includes increasing yield, enhanc-
ing tolerance to stress, and increasing
disease resistance. Breeding high-yield,
dwarf, disease-resistant wheat and rice va-
rieties has significantly increased world
grain production. However, these yields
must continue to climb if food production
is to keep pace with increases in world
population. One way in which yields can
be increased to keep pace with rising pop-
ulations is to identify and manipulate the
activity of genes that affect economically
important traits. These modifications may
be achieved by increasing or decreasing
the activity of genes that are naturally
present in an organism. The genes, and
the techniques by which these genes can be
alternately regulated, are frequently iden-
tified in model organisms like Arabidopsis
and then transferred to crop species. A
major advantage of genetically modifying
organisms is that plants can be exploited,
not only as sources of food but also as
sources of industrial raw materials, such as
oils, starches, and biodegradable plastics.
They can even be engineered as biore-
actors for the production of vaccines and
therapeutic antibodies, or as tools for biore-
mediation and mopping up pollutants
such as heavy metals from contaminated
soils. In order to achieve these aims, a thor-
ough and broad understanding of plant
biology, in all its fields, is indispensable.
This understanding will be most efficiently
achieved through the continued use of
model organisms.
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The Thale Cress Arabidopsis thaliana
has proved an excellent model organism
for the study of many aspects of plant
biology. Its small genome, and the abun-
dance of polymorphisms between the two
most commonly used accessions has made
it ideal for positionally cloning mutant
genes. Arabidopsis was initially selected as
a model organism because of its small
size, its ease of growth, short life cycle,
and fecundity. Over the last few decades,
it has emerged as an invaluable and
versatile tool for the plant biologist. It
possesses many features that could not
have been predicted by its early propo-
nents, including its small genome and the
ease with which it can be transformed.
Today Arabidopsis is proving an excel-
lent model for telomere and centromere
studies, and has played a prominent role
in unraveling the mechanisms of epige-
netic gene regulation. Arabidopsis is not
only the model organism at the forefront
of plant biology but it also contributes
to our wider understanding of the ge-
nomic structures and mechanisms in
eukaryotic organisms as a whole. Even
before the discovery of the structure of
DNA, Laibach championed a model or-
ganism that has inspired a generation
of scientists and has changed the face
of biology.
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Keywords

Angiogenesis
The formation of new blood vessels.

Arteriogenesis
The growth of arterioles (preformed collaterals) into mature arteries.

Ischemia
A reduction in the blood supply to a bodily organ, tissue, or part; usually caused by
constriction or obstruction of the blood vessels.

Myocardial Infarction
Destruction of heart tissue resulting from obstruction of the blood supply to the
heart muscle.

Peripheral Vascular Disease (PVD)
A disease of the large blood vessels of the extremities. PVD may occur when major
blood vessels in these areas are blocked and do not receive enough blood.

Reperfusion
The restoration of blood flow to an organ or tissue that has had its blood supply cut off,
as after a heart attack.

Revascularization
A broad term that is usually used to describe surgical and catheter procedures that are
used to restore blood flow to the heart or another ischemic organ. In the context of
therapeutic angiogenesis, this term also encompasses the use of drugs, gene therapy,
and stem cells.

Therapeutic Angiogenesis
The use of drugs or other therapeutic modalities to stimulate the revascularization of
ischemic tissue.
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Vasculogenesis
The de novo formation of blood vessels from angiopoeitic precursor cells.

� Therapeutic angiogenesis refers to the use of drugs or other therapeutic modalities to
stimulate the revascularization of ischemic tissue. The concept was first introduced
by the German gynecologist Michael Höckel in 1989 as a therapeutic approach to
improve regional tissue perfusion and viability following surgery. In the intervening
two decades, there has been a virtual explosion of information relating to the growth
factors and receptors involved, the molecular mechanisms of new vessel formation,
the development of numerous animal models, and a number of clinical trials. The
two major clinical indications are the coronary artery (ischemic heart disease) and
peripheral vascular disease, but therapeutic angiogenesis could also be applied to
wound healing.

Ischemic heart disease is the leading cause of death and the major contributor
to morbidity in the Western world. This problem will continue to grow as the
population ages and will be even more severe if the ‘‘epidemics’’ of obesity, metabolic
syndrome, and diabetes continue to develop unchecked. In the United States alone
in 1999 there were 1.1 million percutaneous coronary revascularizing interventions,
355 000 coronary bypass surgeries, and 131 000 endarterectomies. Annually, about
1.2 million Americans will have a first or recurrent coronary attack and roughly
502 000 of these people will die −340 000 of them in an ER or before they reach
a hospital. It is estimated that 7.8 million Americans aged 20 years and older have
survived a heart attack and about 6.8 million Americans have angina pectoris (chest
pain or discomfort due to reduced blood supply to the heart). Moreover, within six
years of a recognized heart attack, 18% of men and 35% of women will have a second
heart attack. A significant number of these patients will die or be disabled with heart
failure or the aftermath of a stroke. In the United States, coronary heart disease
is the number one cause of premature permanent disability (19% of total) in the
labor force (American Heart Association Heart Disease and Stroke Statistics – 2004
Update). Peripheral ischemic vascular disease is also a significant cause of major
morbidity, affecting up to 14 to 18 million patients in the United States. In these
patients, intermittent claudication (pain while walking that abates during rest) is
the most common symptom. Other symptoms include numbness or weakness in
the legs, aching pain in the feet or toes while at rest, nonhealing ulcers on the
leg or foot, cold legs or feet, and skin color changes of the legs or feet. However,
less than 20% of the patients with peripheral vascular disease have been diagnosed,
and of those that are, many are often undertreated. Of these patients, more than
70% experience no change or any improvement in symptoms after 5 to 10 years
of conservative management. However, 20 to 30% of patients develop more severe
symptoms that require intervention, and a small fraction (less than 10%) will require
amputation. Moreover, the 5 and 10-year rates of mortality can reach 30 and 50%
respectively.
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1
Revascularization

There are several interrelated processes
that contribute to revascularization
(Table 1). Angiogenesis refers to the
development of new vessels; in the
context of ‘‘therapeutic angiogenesis,’’
angiogenesis would be used to describe
the proliferation of new capillaries in
ischemic vascular beds. The primary driver
of this angiogenesis is thought to be tissue
hypoxia, which occurs as a consequence of
poor tissue perfusion. The hypoxia sensor
is believed to be a complex containing the
oxygen-sensitive hypoxia inducible factor-
1α (HIF-1α) subunit, which is rapidly
destroyed in the presence of oxygen.
In a reaction requiring oxygen and
iron, a proline hydroxylase hydroxylates
HIF-1α and makes it susceptible to
ubiquitination by the von Hippel–Lindau
protein and to subsequent degradation in
the proteasome (Fig. 1). Genes of relevance
to angiogenesis regulated by HIF-1α

include vascular endothelial growth factor
(VEGF), the VEGF receptor flt-1 (fms
like tyrosine kinase-1; VEGFR-1), and
angiopoietin-2 (Ang2). The products of
these genes predominantly activate VEGF-
dependent endothelial cell proliferation;
interestingly the signals by other growth
factors (e.g. fibroblast growth factors
(FGFs), platelet-derived growth factors
(PDGFs)) that are required for smooth
muscle cell stimulation (necessary for
support and stabilization of larger vessels)
are not driven by hypoxia. However,
the local growth of capillaries cannot
compensate for ischemia because of the
proximal occlusion of a major arterial
vessel by an atheroma. Moreover, it
is unclear whether tissue ischemia is
really the primary driver of spontaneous
revascularization.

Vasculogenesis is defined as the de novo
formation of blood vessels from an-
giopoeitic precursor cells. This process is
better known in embryonic development,
where it describes the de novo formation

Tab. 1 Processes involved in new vessel formation and remodeling.

Vasculogenesis Arteriogenesis Angiogenesis

Cell types involved Endothelial precursor
cells

Endothelial cells,
smooth muscle cells,
pericytes, monocytes

Endothelial cells
pericytes

Primary stimulus Developmental
process; in adult not
known

Inflammation shear
stress

Inflammation ischemia

Product Fully formed vessels (in
embryo)

Arterioles/conduit
arteries

Capillaries

Occurs in adult
tissue

Minimal; unclear how
important

Yes Yes

Contribution to
effective
perfusion

Not clear; may
contribute

Major contributor Minor; important for
local perfusion

Growth factors
involved

VEGF, Ang-1, Ang-2,
SDF1

PDGF, Ang-1, Ang-2,
FGFs, MCP1

FGF1, FGF2, FGF4,
FGF5, VEGF1,
VEGF2, VEGF3,
HGF, TGFβ
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Proline
hydroxylase

HIF-1a

HIF-1a

HIF-1b

HIF-1a

HIF-1b

Ubiquination by von
Hippel-Lindau protein

Degradation

VEGF

Glut1
VEGF-R1

Upregulation of hypoxia
sensitive genes

OH

Fig. 1 The hypoxia sensor. The α-subunit of the transcription factor
hypoxia-inducible factor 1 (HIF-1α) is hydroxylated by proline hydroxylase in the
presence of oxygen and iron. It then undergoes ubiquitination by the von
Hippel–Lindau protein and is then degraded by the proteasome. In contrast, under
conditions of hypoxia, HIF-1α-levels increase and can interact with HIF-1β. The HIF-1
heterodimer can then bind to specific response elements on hypoxia-regulatable
genes (e.g. VEGF, VEGFR-1, Glut1), leading to the upregulation expression.

of the vascular system from mesenchy-
mal stem cells that form blood islands.
However, there are a number of recent
studies that suggest that bone marrow-
derived cells could contribute to new vessel
formation in the context of therapeutic an-
giogenesis.

Arteriogenesis by definition describes the
growth of arterioles (preformed collaterals)
into mature arteries. It may also be more
broadly interpreted as the growth of new,
larger vessels. Interestingly, the history of
the study of collaterals and their functional
importance predates early studies of angio-
genesis and vasculogenesis by two to three
centuries! Collaterals were first described
by the English physician Richard Lower
who pioneered transfusions from dog to
dog and from lamb to man. He described

coronary artery anastomoses on the ba-
sis of the observation that fluid injected
into one artery flows into the other and
concluded that ‘‘there is a need of vital
heat and nourishment, so deficiency of
these is very fully guarded against by such
anastomoses’’.

2
The Principal Players

2.1
Cells of the Vessel Wall

Newly formed vessels as well as those
that remodel are comprised of several ba-
sic cell types, each of which has specific
roles and functions in the development of
the vasculature. Endothelial cells, which
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line the inner surface of all blood ves-
sels, have received the most attention
with respect to their role in angiogenesis.
These cells, which are normally quies-
cent and nondividing, can undergo a rapid
phenotypic switch in response to growth
factors and inflammatory stimuli. When
activated, the endothelial cells upregu-
late adhesion molecules for inflammatory
cells, secrete chemokines that recruit in-
flammatory cells and possibly stem cells
to sites of activation, and secrete metallo-
proteinases and other proteases that play
a role in the breakdown of the extracel-
lular matrix and liberation of additional
growth factors either bound to the matrix
or present in latent forms. Following the
degradation of the basement membrane,
endothelial cells then develop sprouts from
preexisting microvessels, invade the extra-
cellular matrix, form tubes, and connect
the tips of these tubes to create loops capa-
ble of handling blood.

Periendothelial cells are required for
the final stages of vessel maturation. At
the level of the capillary, this role is
filled by pericytes, a perivascular cell with
multifunctional activities. The pericytes ex-
tend long cytoplasmic processes over the
surface of the endothelial cells. Endothe-
lial cells and pericytes make interdigitat-
ing contacts and can also communicate
through the formation of gap junctions.
There are differences in pericyte mor-
phology and the degree of coverage in
different vascular beds. However, the per-
icytes appear to play an important role
in protecting new endothelium-lined ves-
sels against rupture or regression. In the
developing retinal vasculature, for exam-
ple, vessels regress more easily as long
as they are not covered by pericytes, and
in diabetes, the loss of pericytes around
the retinal vasculature is associated with
aneurysms, vasodilatation, and bleeding.

Vascular smooth muscle cells are highly
specialized cells, which in mature arteries
have the principal function of contraction
and regulation of the blood vessel tone.
Normally, these cells proliferate at a very
low rate and exhibit a low synthetic activity.
These cells express unique contractile pro-
teins and ion channels. Highly specific sig-
naling molecules coordinate the contrac-
tile functions of these cells. As new vessels
form, vascular smooth muscle cells play a
key role in the overall morphology. During
this process, or when vessels remodel, vas-
cular smooth muscle cells exhibit a high
rate of proliferation and synthesize extra-
cellular matrix molecules such as collagen,
elastin, and proteoglycans.

The formation of larger vessels can occur
by the enlargement of preexisting collater-
als (discussed below), or possibly through
the de novo growth of collateral vessels.
There is some argument that so-called ‘‘de
novo’’ collaterals may be an artifact of the
resolution limits of angiography. Collat-
eral vessels on angiograms are thought to
be new vessels simply because they were
not visible previously. However, there may
not have been enough flow through col-
lateral vessels for them to be filled with
the contrast reagent, and thus the abun-
dance of preexisting collateral vessels has
likely been seriously underestimated. It
is possible that newly formed capillaries
could remodel into arterioles by recruiting
smooth muscle cells. The most convinc-
ing evidence for the formation of de novo
collateral vessels comes from observations
in pigs and dogs where relatively large,
angiographically visible collateral vessels
develop in the connective tissue that forms
around ameroid occluders (although these
could still be enlarged vasa vasorum or
small blood vessels ramifying on the out-
side of a major artery or vein).
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2.2
Growth Factors and Their Receptors

2.2.1 VEGF Family
Vascular endothelial growth factor (VEGF;
also called VEGF-A to distinguish it from
other VEGF family members) is probably
the best characterized and certainly the
most ‘‘popular’’ (in terms of number
of publications on the subject!) of the
angiogenic growth factors.

The VEGF family members and their
receptors are depicted in Fig. 2. There
are three VEGF receptors (VEGFR-1 to
VEGFR-3), which interact with the VEGF
family members (VEGF-A through -E, as
well as the related placental growth factor,
PlGF). Each of the VEGFs has a character-
istic receptor-binding pattern (Fig. 2).

Placental growth factor was originally
discovered, as its name implies, in the pla-
centa. However, PlGF is found in many
tissues and is produced by many cell types
including vascular smooth muscle cells,
inflammatory cells, bone marrow cells,
neurons, and tumor cells. Although qui-
escent endothelial cells release minimal
amounts of PlGF, activation by angio-
genic stimuli such as VEGF or HGF
markedly upregulates PlGF. PlGF can be
alternatively spliced, and to date, four dif-
ferent isoforms have been described which
differ in size and their binding proper-
ties (PlGF-1 (PlGF131), PlGF-2 (PlGF153),
PlGF-3 (PlGF203), and PlGF-4 (PlGF224)).
PlGF-2 and -4 both contain an insertion of
21 amino acids at the carboxy terminus,

PIGF VEGF-B VEGF-C VEGF-D VEGF-EVEGF-A

VEGFR-1 VEGFR-2 VEGFR-3

Neuropilins

SS

Fig. 2 Binding of the various VEGF family members to the VEGF tyrosine kinase receptors
(VEGFR-1, VEGFR-2, and VEGFR-3) and the neuropilins.
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which confers the ability to bind polyan-
ionic substances such as heparan sulfate
proteoglycans (HSPG) and also to the core-
ceptors neuropilin 1 and 2. PlGF-1 shares
53% amino acid identity with the PDGF-
like region in VEGF, and an overall identity
of 42%. However, the recent elucidation
of the crystal structure of PlGF showed
that the overall structure of human PlGF-
1 is remarkably similar to VEGF-A. The
physiological roles of PlGF are still un-
clear, but it may synergize with VEGF-A
by forming heterodimers or by potenti-
ating VEGF signaling. PlGF likely elicits
responses in cells and tissues that express
VEGF-R1 (e.g. smooth muscle cells, mono-
cytes, possibly vascular, and hematopoietic
stem cells/progenitors from the bone mar-
row). PlGF null mice appear to have
normal embryonic development but aber-
rant responses in models of pathological
angiogenesis.

VEGF-B shares about 43% amino acid
sequence identity with VEGF164. VEGF-B
binds VEGFR-1 and neuropilins. VEGF-B
is also alternatively spliced (VEGF-B167
and VEGF-B186) resulting in a frame shift
and two nonhomologous C-termini. In
contrast to other VEGF family members,
VEGF-B does not contain any N-linked
carbohydrates. The shorter isoform of
VEGF-B, VEGF-B167, is not glycosylated at
all whereas the longer form, VEGF-B186,
is O-glycosylated. The function of VEGF-
B is really not well characterized. Mice
deficient in VEGF-B have a mild cardiac
phenotype (defects in atrial conduction,
smaller hearts, dysfunctional coronary vas-
culature, and impaired recovery from car-
diac ischemia). VEGF-B has a wide tissue
distribution abundant in heart, skeletal
muscle, and brown fat. The predominant
isoform seems to be VEGF-B167.

VEGF-C and VEGF-D have less homol-
ogy to VEGF-A, but are mitogenic for

vascular endothelial cells in vitro (although
less potent) and stimulate angiogenesis in
vivo. VEGF-C and VEGF-D bind VEGFR-2
and VEGFR-3 as well as neuropilins. In-
terestingly, the expression of VEGFR-3
becomes highly restricted to lymphatic
endothelial cells during embryogenesis.
VEGF-C and VEGF-D specifically stim-
ulate the proliferation of lymphatic en-
dothelial cells, whereas VEGF-A does not
induce any changes in the lymphatic vas-
culature. Mice deficient in VEGFR-3 die at
E9.5 of cardiovascular failure as a result
of an impairment in the remodeling and
maturation of large vessels. VEGF-C and
VEGF-D have long N- and C-terminal ex-
tensions that flank the VEGF-homology
domain. VEGF-C is synthesized as a
precursor protein that undergoes prote-
olytic processing. The C-terminal domain
is cleaved upon secretion, but remains
associated with the N-terminal domain
by disulfide bonds, thus giving rise to
a disulfide-linked tetramer composed of
29-kDa and 31-kDa polypeptides. Upon
processing of the N-terminal propeptide,
the ‘‘mature’’ form is released, which con-
sists of two 21-kDa polypeptide chains.
These polypeptide chains correspond to
the VEGF homology domain. Incomplete
or additional proteolytic processing can
also lead to two other fragments that mi-
grate on reducing SDS-PAGE gels with
apparent MW of 15 and 43 kDa. The full-
length and so-called ‘‘mature’’ form of
VEGF-C will bind to VEGFR-3 with high
affinity but high-affinity interactions with
VEGFR-2 require proteolytic processing.

The functions of VEGF-A have been
extensively characterized and new roles
continue to be unveiled. VEGF-A binds to
VEGFR-1 and VEGFR-2, as well as to neu-
ropilins 1 and 2. It appears that VEGFR-2
mediates the biological effects of VEGF-A
on endothelial cells, whereas VEGFR-1
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probably functions as a decoy receptor (dis-
cussed below). VEGF-A has the distinction
of being one of the few molecules where
even the deletion of one allele (e.g. VEGF-A
−/+ mice) is embryonically lethal, un-
derscoring the critical importance of this
growth factor to vascular development. The
biological activities of VEGF-A are primar-
ily restricted to the vascular endothelium,
which selectively expresses VEGFR-2. Bi-
ological effects of VEGF-A on endothelial
cells include stimulation of proliferation,
migration, increased vascular permeabil-
ity, and promotion of survival. However,
VEGF-A also can elicit responses in
VEGFR-1, expressing cells such as mono-
cytes, smooth muscle cells, dendritic cells,
and osteoclasts.

VEGF-A is differentially spliced from
eight exons, resulting in a number

of different isoforms that are named
by their amino acid number: VEGF206,
VEGF189, VEGF183, VEGF165, VEGF145,
and VEGF121 (Fig. 3). These isoforms vary
in their patterns of expression and their
binding properties for heparan sulfate pro-
teoglycans, and the coreceptors, neuropilin
1 and 2. For example, VEGF121 binds nei-
ther HSPG nor the neuropilins unlike
VEGF145 and VEGF165. It is thought that
the differences in the interactions with
neuropilins and heparan sulfate proteo-
glycans contribute to the differences in
potency of the different isoforms.

Recently, a new series of VEGF iso-
forms that contain an alternative COOH
terminus has been described. In these
alternative isoforms, instead of the first
18 nucleotides of exon 8, a more distal
splice site is used, resulting in a novel

ATG
Signal
sequence

Dimenization
sites

VEGF-R2
binding site

VEGF-R1
binding site

Heparin
binding site

Neuropilinbinding
site

ECM
bound

Soluble

Inhibitory

5′UTR 3′UTREx1 Ex2 Ex3 Ex4 Ex5 Ex6a Ex7a Ex7b Ex8b

Ex8a

Ex6b

VEGF206

VEGF189

VEGF183

VEGF165

VEGF148

VEGF145

VEGF121

VEGF165b

Fig. 3 Alternative splice variants of VEGF-A generating different VEGF-A isoforms.
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COOH terminus. These new splice vari-
ants have a number of interesting features.
Since they contain normal exons 1–5, the
isoforms are likely to bind receptors, be
secreted and dimerize. However, Keyt and
coworkers demonstrated that it was the
COOH-terminal of VEGF that conferred
biological activity. Thus far, the alterna-
tive (so-called ‘‘b’’) isoforms of VEGF have
none of the inherent biological activities
of VEGF-A (e.g. proliferation, migration)
and, moreover, appear to have potent
inhibitory actions on VEGF-A mediated
activities, presumably by either competing
with the receptors or by forming inac-
tive heterodimers. Since the commercial
antibodies, cDNA probes, and RT-PCR
reagents available against VEGF-A do not
differentiate the active from the ‘‘b’’ iso-
forms, it raises some interesting issues
with regard to the apparent levels of VEGF-
A in normal and pathological specimens.

The VEGFR are glycosylated, type-I in-
tegral membrane proteins with seven
immunoglobulin-like domains forming
the extracellular portion and a split ty-
rosine kinase domain forming the interior
portion. The VEGFR are closely related to
the PDGF receptors (see below). VEGFR-1
(also known as flt-1) has the highest affin-
ity for VEGF, but as discussed above, in
endothelial cells at least, appears to func-
tion as a decoy receptor. VEGFR-2 (also
known as kdr) is selectively expressed on
endothelial and hematopoietic precursor
cells, and mediates all of the known activi-
ties of VEGF-A on vascular endothelium.

The neuropilins (NRP) were first de-
scribed as neuronal receptors for axon
guidance factors for members of the
semaphorin family. It was later found,
however, that the neuropilins were ex-
pressed on endothelial cells and were also
able to function as receptors for some
forms of VEGF-A (VEGF165 binds both

NRP1 and NRP2; VEGF145 binds NRP2
but not NRP1; VEGF121 does not bind ei-
ther). Other VEGF family members such
as PlGF2 and VEGF-B bind to NRP1 and
PlGF-2 and VEGF-C bind to NRP2. The
neuropilins have short intracellular do-
mains that apparently do not transduce
signals subsequent to either semaphorin
or VEGF binding. It is thought that
the neuropilins form complexes with the
VEGFR, facilitating signal transduction.

Potential beneficial effects of VEGF-
A in therapeutic angiogenesis were first
suggested by experiments in which sup-
plemental VEGF, administered either as
a recombinant protein or as naked DNA,
augmented collateral blood flow in a num-
ber of species with experimentally induced
hind limb or myocardial ischemia. A re-
cent study by Rissanen and coworkers
compared the activities of different VEGF
family members in a rabbit hind-limb
model. In these studies, the effects of ad-
ministering adenoviral vectors expressing
VEGF-A, VEGF-B, VEGF-C, and VEGF-
D, as well as a VEGFR-3 specific mutant
(VEGF-C156S) were compared. The authors
also explored the effects of adenoviruses
expressing either full-length or proteolyti-
cally processed VEGF-D (VEGF-D�N�C).
They found that VEGF-A and VEGF-
D�N�C induced the strongest angiogenic
and vascular permeability effects. Full-
length VEGF-C and VEGF-D induced pre-
dominantly lymphangiogenesis and the
VEGFR-3 specific ligand VEGF-C156S ex-
clusively promoted lymphangiogenesis.
Interestingly, VEGF-B did not promote ei-
ther angiogenesis or lymphangiogenesis.
The lack of effect of VEGF-B suggested
that VEGFR-1 signaling alone might not
be capable of initiating angiogenesis. How-
ever, collateral formation/arteriogenesis is
impaired in PlGF−/− mice and this phe-
notype is rescued when the PlGF−/−
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mice are treated with a local adminis-
tration of PlGF. PlGF and VEGFR-1 are
upregulated in postischemic collateral ves-
sels. Moreover, local infusion of PlGF in
the rabbit hind-limb model of arteriogen-
esis potently induces collateral growth, an
effect that is abolished by monocyte de-
pletion. It is currently thought that the
role of PlGF/VEGFR-1 may be to recruit
monocytes (which express VEGFR-1). The
apparent discrepancies between the effects
of PlGF and VEGF-B remain confusing, al-
though they might result from differences
in the methodology as well as species.

2.2.2 FGF Family
The FGFs comprise a large family of 23
related peptide growth factors (FGF-1 to
FGF-23), although four of them (FGF-
11–14) are probably not canonical FGFs.
FGFs modulate the proliferation and
differentiation of many different cell types
of both mesenchymal and neuroectoderm
origins. Increased FGF signaling, due to
mutations in either the FGFs or their
receptors, leads to a variety of human
skeletal disorders, including dwarfism and
craniosynostosis syndromes. Most of the
FGFs (FGF-3–8, -10, -15, -17–19 and -
21–23) have N-terminal signal peptides
and are readily secreted. In spite of the
lack of an obvious signal sequence, FGFs-
9, -16, and -20 are also secreted. FGF-1
and FGF-2 also lack a signal sequence and
are apparently not secreted, but can be
found on the cell surface and deposited
within the extracellular matrix. FGF-9 has
a noncleaved amino-terminal hydrophobic
sequence that is required for secretion;
a third set of the FGFs (FGF-11-14)
lack signal sequences and are believed to
remain inside the cell. In the adult, FGFs
are thought to be involved in the processes
of both physiological (e.g. in response to
exercise, wound healing) and pathological

(e.g. tumors, retinopathies) angiogenesis.
With respect to therapeutic angiogenesis,
the role/effects of two of the FGF family
members (FGF-2 and FGF-4) have been
evaluated.

FGF-1 and FGF-2 were the first FGF
family members to be isolated and were
originally named acidic and basic FGF
respectively on the basis of their isoelectric
points. However, FGF-1 and FGF-2 differ
from most other FGFs in several important
ways. FGF-1 is unique among FGFs in
that it binds with high affinity to all of the
known receptor isoforms. Both FGF-1 and
FGF-2 are found in the cytosol and lack
a signal peptide at their 5′ ends. Despite
the lack of a signal peptide, both factors
seem to be released from cells through a
nonclassical secretory pathway. Both FGF-
1 and FGF-2 have also been found in
the cell nucleus and a putative nuclear
localization signal has been identified at
the 5′ end of the FGF-1 protein. There
are also higher molecular weight forms
of FGF-2, which derive from alternative
translation initiation sites in the 5′ region
of the FGF2 gene. These isoforms localize
to the nucleus. The precise function(s) of
these nuclear forms of FGF-1 and FGF-2
remains unclear.

FGF-2 is a potent regulator of many
cellular functions and phenomena, in-
cluding cell proliferation, differentiation,
survival, adhesion, migration, motility and
apoptosis, and processes such as limb for-
mation, wound healing, tumorigenesis,
angiogenesis, vasculogenesis, and blood
vessel remodeling. FGF-2 is a potent mito-
gen and chemotactic factor for endothelial
cells and also stimulates smooth muscle
cells and pericytes to proliferate. Other
processes relevant to angiogenesis that are
regulated by FGF include stimulation of
plasminogen activator production and ma-
trix metalloproteinase (MMPs) expression.
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The latter two responses play an important
role in vessel destabilization and break-
down of the extracellular matrix, a process
required for endothelial cell sprouting and
invasion. However, despite these activities,
the deletion of the FGF-2 gene resulted in
a phenotype with only mild cardiovascular,
skeletal, and neuronal abnormalities.

FGF-4 has the distinction of being one
of the minorities of the FGF family mem-
bers whose deletion results in embryonic
lethality (FGF-8, -9, -10, -15, and -18 are
also embryonic lethal or lethal at P0).
FGF-4 is absolutely required for preim-
plantation mouse development apparently
due to a requirement for FGF-4 to maintain
trophoectoderm and primitive endoderm
identity at embryonic day 4.5. With re-
spect to angiogenesis, it is not really
clear whether FGF-4 plays a role in en-
dogenous angiogenic responses. In vitro
studies suggest that it acts in a man-
ner similar to FGF-2, although somewhat
weaker in terms of endothelial cell pro-
liferation. Nonetheless, adenoviral gene
delivery studies have now shown that de-
livery of FGF-4 by this means promotes
neovascularization in animal models and
has promising effects in the clinic.

A family of four receptor tyrosine ki-
nases mediates the diverse effects of the
FGFs. These receptors are characterized by
an extracellular ligand-binding region con-
sisting of three immunoglobulin-like (Ig)
domains (D1 to D3), a single transmem-
brane helix, and a cytoplasmic portion
with the protein tyrosine kinase activity.
Alternative mRNA splicing leads to ad-
ditional isoforms of these receptors and
thereby alters ligand binding. One such
splicing event results in the skipping of
exons encoding D1, resulting in a shorter,
two Ig-like domain form of the receptor.
Binding specificity for the different FGF
family members resides in the D2 and D3

Ig domains as well as a short linker be-
tween D2 and D3. It has been suggested
that the short form of the receptor may
have a higher affinity for some FGFs than
the long form. Another alternative splicing
site specifies the sequence of the carboxy-
terminal half of D3, resulting in either
the 3b (IIIb) or 3c (IIIc) isoform of the
FGF-R. These splicing events are thought
to be regulated in a tissue-specific man-
ner, with exon IIIB more prevalent in cells
of epithelial lineage, and IIIc in cells of
mesenchymal origin.

As is the case for many of the receptor
tyrosine kinases, receptor dimerization is
required for FGF signaling. FGF signaling
also requires heparin or HSPG. Interaction
with HSPG or heparin stabilizes FGFs
to thermal denaturation and proteolysis
and, moreover, can restrict the diffusion
distance from the site of FGF production.

There are now many published studies
with different animal models that support
the concept that administration of FGF-2
as protein, naked DNA, or as an adenoviral
gene-therapy vector can promote angio-
genesis, improve myocardial perfusion,
improve endothelial vasodilatory function,
and promote the development of collateral
vessels. Gene therapy using adenovirus
serotype 5, in which the E1A and E1B
genes have been replaced by the human
FGF-4 gene driven by a constitutive cy-
tomegalovirus promoter (Ad5FGF-4), was
effective in stimulating collateral vessels in
a porcine model of stress-induced myocar-
dial ischemia and in a rabbit hind-limb
ischemia model.

2.2.3 PDGF Family
The platelet-derived growth factor family is
comprised of four polypeptides, PDGFA,
B, C, and D, which occur in the form
of homodimers (PDGF-AA, PDGF-BB,
PDGF-CC, PDGF-DD) or heterodimers
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(PDGF-AB). To date, there are two known
PDGF receptors, an α-receptor (PDGFR-α)
and a β-receptor (PDGFR-β). The PDGFR-
α receptor will bind all forms of PDGFs
except PDGF-DD, while the PDGFR-β
receptor binds all forms of PDGFs except
PDGF-AA. When a dimerized PDGF
molecule binds one of the above receptor
molecules, receptor dimerization occurs,
followed by activation of the receptor
tyrosine kinase activity, leading to the
autophosphorylation of the cytoplasmic
domain of the receptor.

PDGF was originally purified from
platelets (as implied by its name), but it
was subsequently found to be made by
many other cell types including fibrob-
lasts, keratinocytes, myoblasts, epithelial
cells, and macrophages. Endothelial cells
derived from the microvasculature express
PDGFR-β and the addition of PDGF-BB to
microvascular endothelial cells stimulates
DNA synthesis and tube formation in in
vitro assays. Importantly, PDGF also stim-
ulates the proliferation of smooth muscle
cells and pericytes. The critical role for
PDGF in the maturation of new blood ves-
sels was demonstrated in genetic mouse
models. Mice deficient in either PDGF-B
or PDGFR-β develop grossly normal blood
vessels, but die in utero from hemorrhage
and edema. The cerebral microvascula-
ture of these mice was the major site
of hemorrhage and leakiness; in these
vessels pericytes were absent and the ves-
sel lumens were dilated. In other organs,
pericytes may have been present (it is diffi-
cult to distinguish pericytes from smooth
muscles because of a paucity of specific
markers) but dysfunctional. It is thought
that PDGF therefore plays a role in the
recruitment and the maturation of peri-
cytes and thus plays an important role in
the stabilization of newly formed blood
vessels.

Cao and coworkers studied the an-
giogenic synergy, vascular stability, and
improvement of hind-limb ischemia using
combinations of PDGF-BB, VEGF-A, and
FGF-2. In this study, the authors employed
in vivo angiogenesis assays (mouse corneal
micropocket assay and mouse matrigel
assay). PDGF-AB and PDGF-BB induced
robust angiogenesis in the cornea, whereas
the vessel areas induced by PDGF-AA were
significantly smaller. To test the possibil-
ity that PDGF-BB might modulate FGF-2
or VEGF-A-induced angiogenesis, these
growth factors were implanted alone or
in combination into mouse corneas. FGF-2
and VEGF-A alone induced intense corneal
neovascularization and marked synergy
was observed in corneas coimplanted with
PDGF-BB and FGF-2. The vessel areas
were significantly greater and the newly
formed blood vessels appeared better orga-
nized than those elicited by FGF-2 alone.
In contrast, PDGF-BB did not improve
the quality of the VEGF-induced vascular
networks. Similar results were observed
in the matrigel model. To evaluate ves-
sel stability, these authors monitored the
mouse corneal networks for more than 210
days. The newly formed vessels in corneas
treated with PDGF-BB alone regressed
after 24 days. FGF-2-induced vessels re-
mained stable for up to 40 days, but had
almost all regressed by 70 days. In contrast,
corneas implanted with the combination
of PDGF-BB and FGF-2 developed vas-
cular networks that remained stable for
over 210 days. PDGF-BB did not improve
the longevity of VEGF-A induced ves-
sels, which were barely detectable after
∼70 days. The combination of VEGF-A
and FGF-2 produced an additive effect
on vascular network development and the
vessels developed also remained for a
somewhat longer period (∼100 days). To
evaluate the possible role of mural cells in
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the longevity of vessels induced by PDGF-
BB and FGF-2, the authors performed a
histological analysis of the vessels, staining
for endothelial markers (CD31) and per-
icyte/smooth muscle markers (desmin).
The vessels induced by the combination of
PDGF-BB and FGF-2 had a significantly
greater smooth muscle/pericyte coating
than the FGF-2 alone group. These authors
also examined the synergistic interac-
tions of FGF-2 and PDGF-BB in the rat
hind-limb ischemia model. Angiographic
analysis was performed 23 days after lig-
ation of the femoral artery. In agreement
with earlier studies, FGF-2 alone increased
the number of collateral vessels. Delivery
of PDGF-BB alone was only moderately
effective in improving collateral vessel for-
mation. The combination of FGF-2 and
PDGF-BB potently stimulated collateral
growth with a higher density of collateral
vessels. The high numbers of collaterals
induced by the combination of PDGF-BB
and FGF-2 were maintained for more than
60 days without regression. The effects on
collaterals also correlated well with hind-
limb perfusion scores. These observations
clearly suggest that the combination of
FGF-2 and PDGF-BB can interact synergis-
tically to induce angiogenesis, arteriogen-
esis, and long-lasting functional vessels.
Recent studies by Hao and coworkers also
suggest that the combination of FGF-2
and PDGF-BB (administered by dual gene
transfer) also resulted in an increased
number of capillaries and arterioles and
more stable vessels in a rat model of my-
ocardial infarction.

2.2.4 TGF-β Family
Transforming growth factor-βs are actu-
ally a superfamily of more than 35 mem-
bers, including the TGF-βs, BMPs (bone
morphogenic proteins), GDFs (growth

differentiation factors), activins, inhib-
ins, MIS (Müllerian inhibiting substance),
nodal, and leftys. The best-known member
is TGF-β1. TGF-β1 is secreted as a latent
form where the activity of the mature do-
main is masked by the propeptide LAP
(latency associated peptide). This biologi-
cally inactive precursor must be activated
by proteases such as plasmin or cathep-
sin D. It can also be activated by low pH,
chaotropic agents such as urea, and by
heating. Many different cells, both normal
and transformed, express TGF-β1 and like
FGF2, TGF-β1 binds to and is found in
the extracellular matrix of many tissues.
Endothelial cells, pericytes, and smooth
muscle cells all express TGF-β receptors,
and thus TGF-β can exert many effects
on the vasculature. TGF-β significantly in-
hibits the proliferation and migration of
endothelial cells (although low doses may
stimulate growth), and also may stimu-
late (low dose) or inhibit (higher doses)
endothelial tube formation. The effects of
TGF-β on tube formation may be mediated
by the ability of TGF-β to modulate uroki-
nase and plasminogen activator inhibitor
levels and to stimulate the production
of protease inhibitors such as tissue in-
hibitor of metalloproteinase. TGF-β is also
a potent stimulant of extracellular matrix
production.

The ligands of the TGF-β superfamily
signal through a family of transmem-
brane serine/threonine receptor kinases.
There are two subfamilies of TGF-β re-
ceptors known as the Type I and Type II
receptors. Upon ligand binding, these re-
ceptors interact. The type I receptors have
a somewhat confusing nomenclature due
to their simultaneous discovery by differ-
ent groups. However, a common name
applied to many of them is ALK recep-
tors (activin receptor-like kinases). TGF-β1
binds directly to the type II receptors, then
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recruits type I receptors, and once an ac-
tive ligand-type I/type II receptor complex
is formed, the type II receptors activate
type I receptors by phosphorylation. The
type I receptors subsequently phospho-
rylate downstream SMAD proteins that
propagate the signal from the cytoplasm to
the nucleus.

A third distinct type of cellular receptors
for the TGF-β ligands are the type III
receptors, exemplified by betaglycan and
endoglin. Endoglin is expressed at high
levels in endothelial cells, and at lower
levels in monocytes, erythroid precursors,
and other cell types.

TGF-β1 can stimulate angiogenesis in
vivo, an activity that may result from the
proinflammatory effects of the protein
TGF-β1, which is chemotactic for mono-
cytes and fibroblasts.

Genetic studies have strongly suggested
important roles for TGF-β1 in the devel-
opment of the vasculature. Mice lacking
TGF-β1 exhibit two phenotypes. About
50% of the mice die in utero as a result
of defects in the yolk sac vasculature and
hematopoietic system. The other embryos
survive (possibly through maternal trans-
fer of TGF-β1), but die at 3 to 4 weeks of
age as a result of severe multifocal inflam-
mation. Mice deficient in TGF-β receptor
1 (also known as ALK-5 or TβRI) also
die midgestation as a result of severe de-
fects in the vascular development of the
yolk sac and placenta and an absence of
circulating red cells. In the vascular sys-
tem, there is an additional type I receptor
for TGF-β1, ALK-1. ALK-1 deficient mice
die around midgestation, also exhibiting
severe vascular abnormalities. Targeted
disruption of the murine endoglin (Eng)
gene is also embryonically lethal at E11.5
due to defects in vascular development.
Eng-null mutants exhibit both poor vascu-
lar smooth muscle cell development and

arrested endothelial remodeling. Endoglin
thus appears to be essential for the differ-
ential growth and sprouting of endothelial
tubes and the recruitment and differenti-
ation of mesenchymal cells into vascular
smooth muscle cells and pericytes.

Van Royen and coworkers evaluated
the activity of exogenous application of
TGF-β1 in a model of arteriogenesis in the
rabbit hind limb. TGF-β1 was delivered
locally (0.48 µg kg−1 d−1) into the collat-
eral circulation via an osmotic minipump.
Compared to Phosphate Buffered Saline
(PBS)-treated controls, TGF-β1-treated an-
imals had an increased number of visible
collateral arteries as well as the conduc-
tance of the collateral circulation. The
authors attributed at least part of the arte-
riogenic response to monocyte activation
by TGF-β1. Isolated human monocytes
treated with TGF-β1 exhibit an upregu-
lation of the MAC-1 receptor as well as
increased monocyte adhesion and trans-
migration across endothelial monolayers.

2.2.5 HGF
Hepatocyte growth factor (HGF; also
known as scatter factor) is a mesenchyme-
derived factor with multiple activities
including the regulation of cell growth,
motility, and morphogenesis of various cell
types including epithelial and endothelial
cells. HGF is a large, multidomain protein
that is structurally similar to plasminogen.
HGF has six domains – an amino-terminal
domain, four Kringle domains, and a
serine proteinase homology domain. The
serine proteinase homology domain lacks
enzymatic activity. HGF is synthesized as a
large, single-chain inactive precursor (pro-
HGF), which is converted proteolytically
into a two-chain, active heterodimer. HGF
also binds to heparan sulfate proteoglycans
with high affinity, although HSPG binding
is not essential for receptor activation. The
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receptor for HGF was identified as c-met,
a proto-oncogene.

Met is a disulfide-linked heterodimer,
consisting of an extracellular α-chain and
a longer β-chain. The β-chain consists
of an ectodomain, the transmembrane
helix, and the cytoplasmic portion, which
contains kinase domains. Met has a
unique bidentate docking site, which
comprises two tyrosine residues (Y1349
and Y1356) and the surrounding amino
acid residues. When phosphorylated, this
docking site binds substrates such as
Gab1, Grb2, and phosphatidylinositol 3-
kinase. Although deletion of HGF or
met (both of which were embryonically
lethal) demonstrated an essential role of
this signaling system in development, the
phenotype was not overtly vascular. The
livers of both the HGF−/− and met−/−
mice were considerably reduced in size
because of the decreased proliferation and
increased apoptosis of the hepatocytes. The
mice also demonstrated a placental defect
and a reduced survival of sensory neurons
and a complete absence of all muscle
groups, which derive from migrating
precursor cells.

In the adult, HGF and met are broadly
expressed and have been implicated in
responses to injury, liver regeneration,
tumor growth and metastasis, and an-
giogenesis. HGF is a potent endothelial
mitogen, motogen, and morphogen. More-
over, several in vivo studies have shown
that this growth factor is a potent inducer
of angiogenesis.

The role of HGF in arteriogenesis has
not been extensively studied. However,
HGF is induced in the skeletal muscle of
both rats and mice following ischemic in-
jury. HGF has also been implicated in the
regeneration of capillary endothelial cells
in ischemically injured myocardium. Van
Belle and coworkers examined the effects

of VEGF-A and HGF, alone and in com-
bination, on endothelial proliferation and
migration in vitro. They also compared the
effects of VEGF-A and HGF on capillary
density and collateral development in the
rabbit hind-limb ischemia model. These
authors found that the combination of
VEGF-A and HGF synergistically induced
endothelial proliferation and migration in
vitro. In the rabbit hind-limb ischemia
model, HGF appeared to produce a supe-
rior response in terms of capillary density
and collateral formation compared to ei-
ther VEGF or vehicle. The combination
of HGF and VEGF also acts synergisti-
cally in in vitro assays of endothelial tube
formation, and a recent gene expression
profiling study demonstrated that these
two growth factors elicit different profiles
of gene expression and when combined,
exhibit considerable synergy in both the
magnitude and numbers of new genes up-
regulated. Several additional studies have
provided substantial evidence that HGF,
administered as a recombinant protein or
as naked DNA or as an adenoviral vec-
tor, is a potent inducer of arteriogenesis.
However, combination studies of the HGF
with VEGF, TGF-β1, or PDGF-BB in arte-
riogenesis models have not been reported
to date.

2.2.6 Angiopoietins
The angiopoietins (Ang) are a family of
secreted proteins, four of which have been
identified to date, that bind to Tie family
receptor tyrosine kinases. Two Tie recep-
tors have been identified thus far, Tie1 and
Tie2 (Tek); interestingly the distribution of
these receptors appears to be selective for
the vascular endothelium and some cells
of the hematopoietic cell lineage. An im-
portant role for these molecules was first
revealed by gene knock-out studies. Ang1
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and Tie2 deficient mice have similar em-
bryonic lethal phenotypes, characterized
by severe defects in vascular remodeling,
reduced numbers of endothelial cells, in-
sufficient vessel stabilization, and deferred
vessel maturation. Application of the Ang1
protein or expression in transgenic mice
can also counteract some of the side ef-
fects of VEGF such as increased vessel
leakiness, while having an additive effect
on the angiogenic effects of VEGF. Tie1-
deficient mice develop extensive edema
and hemorrhage and die either perinatally
or at embryonic day 14.5. A ligand for Tie1
has not been identified. Ang-2 was first
characterized as a related protein to Ang1
that could bind Tie2 and antagonize Ang1.
Overexpression of Ang2 during develop-
ment leads to phenotypes very similar to
those observed in Ang1-deficient animals.
It is thought that Ang2 may induce ves-
sel destabilization and allow angiogenic
sprouts to form and respond to other
growth factors. Ang1 mRNA is predom-
inantly expressed in cells surrounding the
endothelium such as the smooth muscle
cells, whereas in the adult, Ang2 is selec-
tively expressed in endothelial cells at sites
of vascular remodeling (e.g. ovary, uterus,
placenta). Ang2 expression also appears to
be regulated by hypoxia.

Siddiqui and coworkers examined the
effects of Ang1 and VEGF-A165 gene
therapy (alone and in combination) in a
mouse model of myocardial ischemia. In
the ischemic myocardium, administration
of either plasmid resulted in an increase
in the ratio of arterioles to capillaries;
dual administration seemed to further
increase the number of arterioles. These
observations suggest that evaluation of the
combinations of Ang1 with VEGF or other
growth factors might be a fruitful area for
further investigation.

2.3
Inflammation

Inflammation promotes angiogenesis in
several different ways. Sites of inflam-
mation are often also hypoxic, and
as discussed above, hypoxia upregu-
lates VEGF-A and Ang1. The plasma
proteins that extravasate at sites of
inflammation contain fibrinogen prod-
ucts and other protein fragments that
can stimulate new vessel formation.
Importantly, many of the cells re-
cruited to the site of inflammation
(macrophages, lymphocytes, mast cells,
platelets, neutrophils) release angiogenic
factors and enzymes that can further
amplify an angiogenic response. These
angiogenic factors include growth fac-
tors, cytokines, and proteinases like
metalloproteinases.

There is increasing evidence that recruit-
ment of monocytes may be a function-
ally important aspect of arteriogenesis.
Monocytes have been identified on the
endothelial lining of growing canine coro-
nary collaterals; these cells are probably
attracted by the endothelial expression of
MCP-1, a monocyte chemoattractant. Lo-
cal infusion of MCP-1 has been shown to
improve collateral vessel formation in sev-
eral studies. Fluid shear stress is a potent
inducer of MCP-1 as well as of ICAM-1,
an adhesion molecule to which the Mac-
1 receptor of monocytes binds. Targeted
disruption of the MCP1 receptor (CCR-2)
in mice decreases collateral growth after
femoral artery occlusion. Additionally, the
weak arteriogenic effects of VEGF infusion
may be due to the monocyte chemoattrac-
tant activity of VEGF for monocytes, which
express VEGFR-1. This may also account
for the reduced collateral artery growth ob-
served in PlGF−/− mice (PlGF is selective
for VEGFR-1).
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An overlooked cell type in arteriogenesis
may be the mast cell. Mast cells aggregate
in the adventitia of growing collaterals and
remain there for up to six weeks. Since
these cells can secrete bFGF, VEGF, other
vasoactive autocoids, platelet activating
factors, and a variety of other cytokines,
they may well play a paracrine role
in the development or remodeling of
collateral vessels.

2.4
Circulating Endothelial Precursors/Bone
Marrow-derived Cells

Bone marrow provides a rich reservoir of
stem and progenitor cells. Recently, a rare
population of cells called ‘‘endothelial pro-
genitor cells’’ (EPCs) has been described.
The ‘‘EPCs’’ can be mobilized to the cir-
culation, and are thought to contribute to
the formation of new vessels. There is
also a population of circulating endothe-
lial precursors (CEPs). CEPs are thought
to originate from EPCs in the bone mar-
row, and may also be recruited from the
parenchyma of the systemic vasculature.

These cells are defined by a number of
phenotypic markers (see Table 2).

Angiogenic factors and chemokines are
thought to recruit subsets of proangio-
genic hematopoietic cells, which along
with EPCs and CEPs may contribute to
new blood vessel formation. There are nu-
merous studies which now suggest that
bone marrow-derived cells are recruited to
areas of neoangiogenesis following wound
healing, limb ischemia, post myocardial
infarction, endothelialization of vascular
grafts, retinal and lymphoid organ neovas-
cularization, and angiogenesis associated
with neonatal development and tumor
growth. Vigorous exercise has also been
shown to increase the number of CEPs in
peripheral blood.

Several studies have shown that trans-
plantation of a bone marrow-derived stem
or EPCs seems to improve recovery of per-
fusion and function in animal models of
myocardial and peripheral ischemia. The
relative contribution of these transplanted
cells to the endothelium of growing vessels
varies considerably from one study to an-
other, ranging from 0% to ≥50%, although

Tab. 2 Markers for endothelial precursor cells (EPCs), circulating endothelial precursors (CEPs),
and circulating endothelial cells (CECs).

Cell type Origin Specific phenotypic markers

EPCs Bone marrow, vascular
parenchyma, umbilical
cord blood

CD133(AC133)+, VE-cadherin,
VEGFR-2+, CD34+, CD31+,
VEGFR-1+, CD146+, CXCR4+,
Di-Ac-LDL uptake, vWF+, E-selectin,
Ulex europeas binding

CEPs Peripheral blood CD133+, VEGFR2+, VE-cadherin,
CD34+, CD31+, VEGFR-1+, CD146+,
CXCR4+, Di-Ac-LDL uptake, vWF+,
E-selectin, Ulex europeas binding

CECs Endothelial lining of vessel
wall

CD133NEG, VEGFR-2+, CD146+,
VE-cadherin+, CD34+, CD31+,
Di-Ac-LDL uptake, vWF+, E-selectin,
Ulex europeas binding
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in most studies this figure denotes that
50% or more of the capillaries examined
have at least one single transplanted cell.
It is important to emphasize the results
of recent studies employing laser confo-
cal image analysis, which suggest that the
so-called EPCs do not really incorporate
into the vessel wall per se, but are closely
associated with the vessel wall. The bone
marrow-derived stem cells may thus play
an important paracrine role, releasing cy-
tokines or other growth factors.

2.5
Mechanical Factors

At present, relatively little is known about
the endogenous signals for collateral artery
growth. However, many investigators be-
lieve that the mechanical effects of in-
creased blood flow play an important role.
Prior to the occlusion of an artery or the
formation of a hemodynamically signifi-
cant stenosis, there is likely to be little
flow across preexisting collateral arterial
connections. However, with the narrowing
or occlusion of a major artery, the distal
arterial pressure falls, increasing the pres-
sure gradient along preexisting collaterals,
resulting in the establishment of unidirec-
tional blood flow and an increase in flow in
the midsection of the collateral vessels. In
contrast to the distal site (which may be hy-
poxic), the region of the collateral artery is
exposed to fully oxygenated blood. Physiol-
ogists have studied the effects of blood flow
on arterial diameters using models of arte-
riovenous fistulas. Normally, blood flows
from arteries into capillaries and then into
the veins. When an arteriovenous fistula is
present, blood flows directly from an artery
into a vein, bypassing the capillaries. The
increased flow in the artery results in arte-
rial expansion. Wall shear stress (τ ) can be

calculated using the equation:

τ = 4ηQ

πa3 (1)

where η = viscosity, Q = flow rate, and
a = internal radius of the vessel. There-
fore, an increase in flow will directly
translate into an increase in shear stress
and the expansion of the internal diame-
ter (either mechanically, by relaxation of
the vessel, or by active remodeling of the
vessel) subsequently antagonizes this ef-
fect. There are other stresses on the vessel
wall that may also be triggers for arterial
remodeling, including the intraluminal
pressure, which in turn creates circum-
ferential, longitudinal, and radial stresses
on the wall.

The vascular endothelium plays a critical
role in the responses of the vessel wall to
biomechanical stresses. Changes in wall
shear stress can induce the expression
of adhesion molecules such as ICAM-1
and VCAM-1, as well as the expression of
chemokines (MCP-1) and matrix metallo-
proteinases. Mechanical strain may also in-
duce MMP expression by vascular smooth
muscle cells and monocyte/macrophages.

2.6
Hypoxia

It is important to emphasize that with
regard to oxygen tension, arteriogenesis
and angiogenesis differ fundamentally.
Angiogenesis occurs in regions of hypoxia,
which are usually quite distant from the
site of collaterals that form to bridge a
major arterial occlusion. Arteriogenesis,
on the other hand, may occur in a
normoxic environment. In the heart, this
distinction may not be as clear; the distance
from ischemic tissue and collateral vessel
growth is small. As discussed above,
hypoxia upregulates the expression of the
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transcription factor, HIF-1α, which in turn
regulates the expression of VEGF, Ang1,
and VEGFR-1.

2.7
Vascular Remodeling

Following the acute phase of arteriogenesis
that is dominated by inflammatory events,
a second phase ensues, which is the
slow remodeling of the arterial structure
after the final diameters are attained.
This requires the formation of a new
elastic lamina by smooth muscle cells, the
rebuilding of the media, and formation of
an intima. Associated with these events
is the down-regulation of tissue inhibitor
of matrix metalloproteinases (TIMPs and
MMPs) and upregulation and expression
of new MMPs that remodel the matrix.
Some of the smooth muscle cells of the
old media appear to undergo apoptosis,
and are replaced by new smooth muscle
cells with a more synthetic embryonic-
like phenotype. With the thickening of the
vessel wall, the intercellular connections
and communications between the cells
change, an event paralleled by an increase
in the expression of connexin 37 (an early
marker of arteriogenesis) in the smooth
muscle cells. The final stages of collateral
remodeling are often accompanied by an
increase in vessel length and thereby
vessel-tortuosity.

3
Animal Models of Therapeutic
Angiogenesis

A number of different species have been
used to study arteriogenesis, the most
common being the dog, pig, rabbit, rat,
and mouse. These species vary signif-
icantly in their vascular anatomy, and

these differences should be considered in
evaluating the data. Hind-limb ischemia
models usually involve ligation or resec-
tion of a femoral artery. It should be
noted that in some species, for example,
rats, this surgery may cause little or no
ischemia (probably because of the pres-
ence of collaterals which provide sufficient
blood flow). In rabbits, after femoral artery
ligation, no increase in the expression of
VEGF or hypoxia-inducible genes (HIF-
1α, lactate dehydrogenase A) was found.
For the heart, a common model is to lig-
ate a major coronary artery or to place an
ameroid constrictor around a major artery
(which slowly constricts, allowing devel-
opment of collaterals without necessarily
causing a myocardial infarction). In recent
years, mice have become very attractive
models owing to the availability of differ-
ent strains and genetically modified (e.g.
transgenic and knock-out) animals.

Investigators use a variety of techniques
to evaluate vascular structures in these
models, and each method has its advan-
tages and disadvantages. Histology, a com-
monly used method to analyze capillary
and arteriole density and dimensions, is of-
ten a relatively subjective two-dimensional
approach to a three-dimensional problem.
Moreover, the sections examined may or
may not provide an accurate represen-
tation of vascularity through the entire
sample. Laser Doppler perfusion imag-
ing is widely used to assess hind-limb
perfusion in mice and rats; however,
this method provides no anatomic in-
formation and only measures superficial
perfusion. Other methods include the
injection of fluorescent or radiolabeled
microspheres, which offers the ability to
study, in a longitudinal manner, perfusion
to tissues. However, in a small animal
such as a mouse, the injection of mi-
crospheres into the left ventricle can be
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challenging because of their small size.
Estimates of vascular surface area can be
obtained using a radiolabeled endothelial
specific antibody technique. Other recent
imaging approaches include magnetic res-
onance angiography, positron emission
tomography (PET), and micro-computed
tomography (micro-CT). Recent studies
with micro-CT suggest that this method
may provide the required resolution and
sensitivity for accurate assessment of
mouse models.

Evidence for differences in blood flow
recovery (as measured by Laser Doppler
imaging) and hemoglobin oxygen satura-
tion (as assessed by noninvasive tissue
oximetry) in the distal hind limbs after
femoral artery occlusion in different in-
bred strains of mice has been reported,
with C57BL/6 mice recovering faster and
more completely than BALB/c mice. At
least, part of this difference may be due
to the presence of more or larger pre-
existent collaterals in C57BL/6 than in
BALB/c mice. Murine, rabbit, rat, and
porcine models have been used to evaluate
the potential roles of growth factors, gene
therapy, stem cells, and other treatment
modalities for therapeutic ‘‘angiogenesis.’’
An important caveat for many of these
studies is that they are generally per-
formed in young, healthy animals. The
clinical situation is much more compli-
cated with the additional issues of age,
obesity, atherosclerosis, and diabetes. Sev-
eral studies have now shown that arteri-
ogenesis/angiogenesis is often impaired
in aged, atherosclerotic, hyperlipidemic,
or diabetic animals and humans. How-
ever, relatively few studies have evaluated
the efficacy of different protein, plasmid,
or gene-based therapies in these models,
which may more closely reflect the clini-
cal situation.

4
Clinical Trials

As discussed above, there are now nu-
merous preclinical studies in mice, rats,
rabbits, dogs, and pigs that have shown
the potential of various angiogenic growth
factors to restore blood flow and func-
tion to ischemic tissues. Quite reasonably,
therefore, a number of these approaches
have been evaluated clinically. To date,
however, the translation of this experience
into clinical success has been disappoint-
ing and it is clear that this approach is
‘‘not ready for prescription’’ just yet. Early,
open-label uncontrolled studies seemed to
predict spectacular success, but the later,
well-controlled studies were less encourag-
ing. There have been several recent reviews
of the clinical data from these studies.

4.1
Protein-based Trials

One of the first trials to test a recombi-
nant protein employed a combination of
intracoronary and intravenous infusions
of VEGF-A165 (the VEGF in Ischemia
for Vascular Angiogenesis (VIVA) trial)
(see Table 3). The clinical endpoints were
exercise tolerance, myocardial perfusion,
angina symptoms, or functional class. Al-
though there was no significant benefit at
60 days, there was a trend towards a bene-
fit in the high-dose VEGF165 group at 120
days.

The FIRST trial (FGF Initiating Re-
vascularization Trial) evaluated a single
intracoronary FGF2 infusion. In this study,
there were significant improvements in
functional status and angina symptoms in
the FGF2 group; however, there was no
benefit compared with placebo in terms of
exercise capacity or myocardial perfusion
at 90 days. A more promising result was
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obtained in a very small (n = 24), but ran-
domized trial of a slow release formulation
of FGF2 implanted (at the time of coronary
artery bypass surgery) into unrevascular-
ized myocardium. In these patients, there
was significant improvement in perfusion
and symptom status after 90 days in the
high FGF2 group that was still seen at the
3-year follow-up.

The (Therapeutic angiogenesis with
recombinant fibroblast growth factor-2
for intermittent claudication) TRAFFIC
trial was the first randomized trial in
patients with peripheral vascular disease.
Patients in the treatment arm of this
trial received two (30 days apart) intra-
arterial infusions of FGF2. Interestingly, at
90 days, the FGF2 patients had improved
peak walking times, but this difference was
not maintained after six months.

4.2
Gene Therapy-based Clinical Trials

Gene therapy has several potential advan-
tages over protein-based therapy. Prob-
ably the most important is that gene
transfer can allow prolonged, local ex-
posure. This advantage may be offset
if there is low efficiency of gene ex-
pression and also if there is an im-
mune response to the protein or vi-
rally infected cells. Uncontrolled reg-
ulation of gene expression may also
pose risks; for example, several animal
model studies suggest that overexpres-
sion of VEGF can lead to the formation
of hemangioma-like structures and se-
vere edema.

Studies exploring the efficacy and safety
of gene therapy for therapeutic arteriogen-
esis are appearing with greater frequency
in the literature. Some of these approaches
have entered clinical trials, and this infor-
mation is summarized in Table 4. While

these early studies look promising, the
majority of studies have been open-label
without placebo controls, and past expe-
rience with the protein-based trials has
clearly shown that there is a significant
placebo effect.

The angiogenic gene-therapy (AGENT)
studies were the first randomized, double-
blind, placebo-controlled trials of thera-
peutic angiogenesis by gene transfer for
myocardial ischemia. In the AGENT1 trial,
Ad5-FGF4 enrolled 79 patients between
1998 and 2000. The principal objectives of
the trial were safety evaluation and dose
identification for larger clinical trails. Ef-
ficacy was assessed by determining the
change in total exercise time and the
time of onset of angina from baseline
to follow-up (at 4 and 12 weeks) using
a symptom-limited exercise treadmill test.
Ad5-FGF4 was administered via a cardiac
catheter. Overall, the FGF-4 therapy using
the adenoviral vector was well tolerated
without significant safety concerns. Im-
portantly, there was no detectable FGF4
protein outside of the heart, and the cal-
culated first pass extraction across the
coronary circulation was 87% of the in-
jected dose. The exercise treadmill testing
suggested a trend towards improvement in
the FGF-4 treated group, although it was
not statistically significant.

The AGENT-2 trial was a randomized,
double-blind placebo-controlled trial. This
study showed that Ad5-FGF4 was more
effective than the placebo in reducing
the reversible perfusion defect size in pa-
tients with stable angina. The Ad5-FGF4
group also had a higher percentage of
symptom-free patients at 8 weeks. How-
ever, the pivotal AGENT-3/-4 trials were
stopped early because an interim anal-
ysis showed that the efficacy endpoints
were unlikely to be met. The reasons
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Tab. 4 Clinical trials in angiogenesis: gene-based therapies.

Title Phase Reagent Method of delivery and [n]

VEGF2 Phase I/II VEGF2 plasmid Intramyocardial
injection(19)

KAT Phase II VEGF165 protein,
plasmid or
adenovirus

Injection with PTCA or
stenting(103)

Euroinject one Phase II Plasmid-VEGFA165 Percutaneous intracardiac
injection(74)

REVASC Phase II Adenovirus
VEGFA121(CAD)

Intracardiac injection via
thoracotomy67

VEGF-POAD Phase II Adenovirus-
VEGFA165(PAD)

54

RAVE Phase II Adenovirus-
VEGFA121

105

AGENT-1 Phase I Adenovirus
FGF4(CAD)

79 (19 placebo, 60
receiving AdFGF4)

AGENT-2 Phase II Adenovirus
FGF4(CAD)

52 A = 35, P = 17

AGENT-3 Phase III
(US)

Adenovirus
FGF4(CAD)

Single intracoronary
administration
450 A = 300 P = 150

AGENT-4 Phase III
(Multinational)

AdFGF4(CAD) Single intracoronary
administration
450 A = 300 P = 150

AMG0001 Phase II HGF plasmid(PAD)
Del 1 PhaseI/II Del-1 (PAD) Intramuscular injection
NV1FGF Phase II FGF1 plasmid

(PAD)
Biobypass Phase II CAD and PAD
HIF-1a Phase I CAD and PAD

for the failure are unclear since the re-
sults of the trial have not been published
to date. Overall, however, the results
from these and other gene-based ther-
apy trials have demonstrated that these
approaches, if well designed, are safe
and may still hold the promise of fu-
ture success.

At this juncture, scientists and clinicians
need to reevaluate the critical issues
revealed by these studies in order to
progress. Clearly, there is a need to better
understand the biology of compensatory
vascular growth before rushing into the
next clinical trial.

5
Going Forward

Going forward, there are several basic
issues that need to be addressed.

5.1
Appropriate Animal Model with Accurate
Readout of Arteriogenesis

Preclinical models that rely on young
healthy animals may represent an en-
tirely different biology than that of
older human patients with advanced
atherosclerosis. Therapeutic modalities
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should therefore be evaluated in older,
atherosclerotic animals.

The methodology used to assess revascu-
larization should accurately assess collat-
eral development, tissue blood flow, and
muscle function. The more commonly
used methods of histology and Doppler
flow are not sufficiently sensitive or accu-
rate. Newer methods using micro-CT and
MRI imaging show considerable promise
and should become more widely used.
Currently, most methods to assess mus-
cle function in animal models following
revascularization are quite crude, relying
on so-called semiquantitative ‘‘ambulatory
scores’’ (e.g. an assessment of toe and foot
flexing, dragging, inability to use limb) and
ischemic sores (e.g. discoloration, necro-
sis, amputation). Some reports have used
muscle stimulation studies; whether these
accurately reflect recovery of muscle func-
tion still need further study.

The duration of the animal model should
be more representative of the clinical
situation. Typically, an animal model
is conducted over a 3 to 4 week time
frame; in contrast, the clinical trials assess
revascularization at 90 and 180 days.

5.2
The Right Growth Factor

The focus, to date, has primarily been on
growth factors that stimulate angiogenesis,
not arteriogenesis. Thus, although a factor
may successfully elicit the local growth
of capillaries (which is certainly useful
in wound healing), it is unlikely to
compensate for the ischemia resulting
from a proximal occlusion of a major
arterial trunk.

Is VEGF the right growth factor? Are
combinations of different growth factors
required? As discussed above, there have

been promising results from animal stud-
ies using combinations of growth factors
(e.g. FGF-2 and PDGF-BB, Ang-1 and
VEGF, VEGF and HGF). Alternatively, is
there an arteriogenesis specific growth fac-
tor or stimulus (e.g. a master switch gene)?
For a single growth factor to be effective,
it would have to initiate a self-propagating
cascade of the appropriate proliferative,
migratory, and inflammatory responses
and orchestrate the responses of several
different types of cells involved in the re-
sponse. Some investigators are evaluating
the possible utility of gene therapy using
the hypoxia ‘‘master switch’’ gene, HIF-
1α. However, since arteriogenesis is not
triggered by hypoxia, it is unclear whether
this strategy will be successful.

Alternative candidates might be found
by a more intensive evaluation of the
role of monocytes in arteriogenesis. That
these cells play a crucial role is under-
scored by the observations of depressed
arteriogenic responses in animals follow-
ing monocyte depletion, as well as in the
CCR-2 null mice (which lack the receptor
for the monocyte specific chemotactic fac-
tor, MCP-1). Macrophages are known to
produce a variety of growth factors and cy-
tokines including bFGF, TGF-α, GM-CSF,
M-CSF, VEGF, IL-8, substance P, IGF-1,
and PDGF. Nerve growth factor (NGF) has
also been described to be proangiogenic
and to improve collateral development in
animal models of ischemia. Del-1, an inte-
grin receptor ligand, has also been reported
to be proangiogenic in animal models.

5.3
The Role/Utility of Bone Marrow-derived
Cells

Vasculogenesis was a term that originally
referred to a process restricted to embry-
onic development; however, more recently
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it has been used to describe the formation
of a primary vasculature from precursor
cells in the adult. The contribution of
such a process to ongoing angiogenesis
and arteriogenesis is quite controversial.
The controversies arise from a number
of issues, (1) difficulties in defining what
precisely is an endothelial precursor cell;
(2) the possible role of cell fusion, in which
the nuclear contents of two cells can fuse
to form a cell with a twofold increase
in chromosome content (for some rea-
son circulating bone marrow cells seem
to be particularly susceptible to this phe-
nomenon); and (3) sampling or technical
issues arising from the assessment of EPC
contribution to new vessels. For example,
two recent high-power laser confocal stud-
ies clearly demonstrated that cells which
previously would have been considered as
incorporated into newly forming vascu-
lature were actually incorrectly identified
because of the overlap of different fluores-
cent signals from adjacent cells. However,
whether bone marrow-derived precursor
cells are incorporated into collaterals or
contribute to collateral development by
some paracrine mechanism, data from sev-
eral groups now clearly demonstrate that
these cells are recruited to regions of col-
lateral development. Thus, the role and
importance of these cells to the process is
an area in need of intensive investigation.

5.4
Drug Delivery

Translation of ‘‘therapeutic angiogenesis’’
from the lab bench to the clinic requires
an assessment of what are truly clinically
viable delivery strategies. With respect to
coronary revascularization, prolonged or
frequent repetitive intracoronary infusions
are probably not acceptable. Moreover, in-
travascular delivery is presented with the

problems of the endothelial barrier and the
rapid washout of the drug. Local perivas-
cular delivery may be more feasible if
it could be accomplished noninvasively
(e.g. thoracoscopically). Another approach
is to instill a growth factor intrapericar-
dially, which can be accomplished with
a catheter and it obviates the need for
open-chest surgery. However, the patient
population that this would be applicable
to is limited, since many have had prior
coronary artery bypass graft surgery and
no longer have a pericardial cavity suitable
for such local delivery. Another approach
might be intramyocardial delivery. While
this has the appeal of delivering the drug
to the site where required, it is an inva-
sive approach requiring highly specialized
equipment and a highly skilled operator.
Sustained release formulations, where the
growth factor of interest is incorporated
into a polymer or gel, can allow prolonged,
local release.

While the use of gene therapy has been
touted as a means to get around the prob-
lems of protein delivery, gene transfer
has its own problems. For example, the
efficiency of gene transfer seems to be re-
duced in ischemic tissues. Aging myocytes
demonstrate a decreased efficiency of ade-
noviral mediated gene expression. The
proteins, whether administered directly or
produced via gene therapy may also have
a reduced half-life in ischemic tissue due
to ongoing processes of tissue resorption
or repair. A general problem with aden-
oviral vectors is their immunoreactivity.
Expression is lost in most tissues within
the first few weeks after gene transfer, al-
though some of the more recent ‘‘second
generation’’ viral vectors have been re-
ported to last as long as 20 weeks. Further
modifications in these vectors may lead to
improvements in adenoviral gene transfer.
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Improvements in the delivery strategy
require an accurate assessment of the
amount and residence time of the drug
(or other therapeutic agent) delivered to
the site. This may be improved by the
use of sustained release formulations
(for proteins or small molecules) and is
clearly necessary when using gene therapy
or stem cell therapy. Coadministration
of agents such as sodium nitroprusside,
serotonin, or acetylcholine should also be
considered since these agents appear to
increase the efficiency of transfection.

5.5
New Approaches

The use of bone marrow-derived stem
cells for therapeutic applications has
now been extended to a number of
small clinical trials, and the initial data
are promising. For example, Miyamoto
and coworkers implanted bone mar-
row–mononuclear cells plus platelets in
12 patients with peripheral arterial disease.
The initial results suggested improved
blood flow, reduction in pain, and an im-
provement in walking time. A group in
Korea recently published their findings
from the Myoblast Autologous Graft in
Ischemic Cardiomyopathy (MAGIC) cell-
randomized clinical trial. Twenty-seven
patients with myocardial infarction who
underwent coronary stenting received pe-
ripheral blood stem cell infusion (n = 10),
G-CSF alone (n = 10), or control (7).
At follow-up, the patients who had re-
ceived cell infusion improved significantly
(indices monitored included exercise ca-
pacity, myocardial perfusion, and systolic
function) compared to controls. The pa-
tients treated with G-CSF also showed an
improved cardiac function but had an un-
expectedly high rate of in-stent restenosis.

Cell-based gene therapy is a relatively
new approach that utilizes autologous
cells as vectors following in vitro trans-
fection with the transgene of interest.
This approach has the advantages of cir-
cumventing the inflammatory response
through the use of autologous cells. Ad-
ditionally, stable transfection of the cells
helps to achieve a more prolonged expres-
sion of the transgene. This approach is
also amenable to the use of more complex
constructs that could allow a stable, regu-
latable expression, and also the possibility
of expressing more than one transgene. To
date, the major approaches for ischemic
tissues have used gene transfer by trans-
fected skeletal myoblasts, smooth muscle
cells, and angioblasts.

5.6
Patient Selection

The majority of the clinical trials of ther-
apeutic angiogenesis have selected those
patients that have undergone multiple
failed revascularization attempts includ-
ing coronary artery bypass graft (CABG)
surgery and percutaneous coronary in-
terventions. Is this the population most
likely to respond? One might disagree that
this may represent a population that is
particularly resistant to a new collateral
formation or may have utilized (and oc-
cluded) preexisting collaterals. Moreover,
the time period (probably 2–3 weeks) after
the initial therapy that may be required to
revascularize may not be applicable to a pa-
tient with a life-threatening occlusion of a
proximal vessel. A recent consensus panel
of experts agreed that the following patient
groups may represent better candidates for
induction of therapeutic angiogenesis :

1. Patients with single, long-standing oc-
clusion(s) of proximal coronary arteries
subtending viable myocardium
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2. Patients with multivessel, diffuse dis-
ease with evidence of inducible is-
chemia and myocardial viability

3. Presence of adequate feeder vessels
4. Presence of adequate distal runoff

Therapeutic angiogenesis may also be
a preferred therapy in patients with a
coronary anatomy that is not suited to
angioplasty or surgery. Additionally, there
may be genetic factors, as yet not defined,
that might play a role in the response to an-
giogenic stimulation. Clinical studies are
always complicated by the complexity of
the patients, and one of the background is-
sues in these studies is the possibility that
some common medications, such as cap-
topril, aspirin, cyclooxygenase-2 inhibitors,
lovastatin, isosorbide dinitrate, and antibi-
otics might have antiangiogenic effects. A
potential risk with proangiogenesis ther-
apy is the possibility that stimulation of
new blood vessel growth might also result
in undesirable outcomes such as in-plaque
angiogenesis, acceleration of proliferative
retinopathy or age-related macular degen-
eration, or cancer. Smokers are commonly
known to have a diminished wound heal-
ing response, which may make them poor
candidates for a therapeutic angiogene-
sis therapy. The effect of smoking on
arteriogenesis has not been studied. All
of the clinical studies conducted to date
have demonstrated a high variability in
response among patients, indicating that
there may be some as yet to be determined
biological factor(s), which might predict
responders. Are there differences, for ex-
ample, in the local or circulating inhibitors
of angiogenesis (e.g. endostatin, angio-
statin, platelet factor 4, tumistatin, throm-
bospondins, VEGF165b)? The search for
biomarkers and their validation as predic-
tions of therapeutic response is one of the
major issues that need to be addressed to
design successful clinical trials.

5.7
Clinical Endpoints

The time-honored endpoint for many car-
diovascular trials is ‘‘major adverse car-
diovascular events,’’ which is a composite
endpoint that includes indices including
death, myocardial infarctions, recurrent is-
chemia, and the necessity for intervention.
Unfortunately, the complexity of the pa-
tient population is such that extremely
large and expensive clinical trials would
be required to achieve statistical signif-
icance. Consequently, clinical endpoints
to date have relied on measurements of
myocardial ischemia (during exercise test-
ing) and other noninvasive measures of
ischemia. These measurements revealed
a confounding, potent placebo effect. Po-
tential reasons for a genuine biological
improvement in the placebo groups could
be due to improved patient care or to the
effects of promoting physical activity and
exercise (a well-known physiological stim-
ulus for ‘‘therapeutic’’ angiogenesis). The
development of a surrogate marker that
would identify drug effects is a clear chal-
lenge. Most clinical investigators believe
that a method to image newly formed
vessels or developing collaterals directly
would provide such a surrogate. Emerging
technologies for the noninvasive assess-
ment of vascularity and perfusion, in-
cluding magnetic resonance imaging, and
positron-emission tomography may pro-
vide some of these necessary new tools.

6
Conclusion

Therapeutic arteriogenesis thus remains
an unproven clinical treatment for both
coronary artery disease and peripheral vas-
cular disease. However, there is certainly
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a reason to be optimistic. As with any
new therapy, scientists and clinicians must
learn from the failures and incorporate the
lessons learned into new approaches. The
questions have now been asked, and only
the future will provide the answer.

See also Gene Therapy and Car-
diovascular Diseases; Growth Fac-
tors; Vascular Development and
Angiogenesis.
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Keywords

Antibiotics
Chemical substances that inhibit the growth of microorganisms such as bacteria and
fungi.

Drug Discovery
The process of identifying molecules that may be used to treat diseases and ailments.

Natural Products
Chemical substances produced by living organisms

Pharmaceuticals
Drugs that are used to treat human diseases or substances having medicinal properties.

Screening
Testing substances for biological activity and their potential use as pharmaceuticals.
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Secondary Metabolites
Chemical compounds (natural products) that are not essential for normal growth,
development or reproduction of the producing organism.

� For most of Nature’s flora and fauna, the struggle for survival is often waged at the
molecular level. Over time this intense, unending competition has resulted in an
armamentarium of small organic molecules with a structural diversity and biological
potency often unrivalled by the best efforts and imaginations of scientists. Many
of these natural products have proved invaluable in providing templates for the
construction of novel drugs with applications in a wide range of therapeutic areas.
In fact, the pharmaceuticals derived from microbial and plant secondary metabolites
have been directly responsible for doubling life expectancy in the 20th century and
more than half of approved drugs are either natural products or related to them.
They have revolutionised clinical practice and are still one of the most important
sources of anticancer, antiinfective and immunosuppressant agents.

1
Introduction

Of the 520 new pharmaceuticals ap-
proved between 1983 and 1994, 39% were
derived from natural products, the pro-
portion of antibacterials and anticancer
agents of which was over 60%. Between
1998 and 2004, a total of 21 drugs de-
rived from natural products were launched
on the market by major pharmaceu-
tical and biotech companies (Table 1),
including caspofungin, daptomycin, er-
tapenem, orlistat, pimecrolimus, rosuvas-
tatin, sirolimus, and telithromycin. In
2000, one-half of the top-selling phar-
maceuticals were derived from natural
products, having combined sales of more
than US $40 billion. These included the
biggest selling anticancer drug paclitaxel,
the ‘‘statin’’ family of hypolipidemics,
and the immunosuppressant cyclosporin.
Despite the evident success in drug dis-
covery, the popularity of natural products

waned significantly from the early 1990s.
An increasing number of pharmaceutical
companies cut back or terminated their
natural product drug discovery programs
in favor of screening very large libraries of
synthetic compounds generated by combi-
natorial methodologies. However, quality
lead molecules for many drug targets
have remained elusive and more recently,
much greater emphasis has been placed
on accessing smaller numbers of chemical
compounds (focused libraries), but which
possess predetermined, druglike physic-
ochemical properties. It remains to be
seen whether the unique features of com-
pounds that are themselves derived from
living organisms will once again feature
prominently in industrial drug discovery
programs.

The abundance of microbial and plant-
derived natural products and their value
in medicine are undisputed, but the rea-
son why these complex chemical sub-
stances, known as secondary metabolites,
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Tab. 1 Drugs derived from natural products (1998–2004).

Year Generic name (trade name) Disease area

1998 Orlistat (Xenical) Antiobesity
1998 Cefoselis (Wincef) Antibacterial
1999 Dalfopristin and quinupristin (Synercid) Antibacterial
1999 Valrubicin (Valstar) Oncology
1999 Colforsin daropate (Adele, Adehl) Cardiotonic
2000 Arteether (Artemotil) Antimalarial
2001 Ertapenem (Invanz) Antibacterial
2001 Caspofungin (Cancidas) Antifungal
2001 Telithromycin (Ketek) Antibacterial
2001 Pimecrolimus (Elidel) Atopic dermatitis
2002 Galantamine (Reminyl) Alzheimer’s disease
2002 Micafungin (Funguard) Antifungal
2002 Amrubicin hydrochloride (Calsed) Oncology
2002 Biapenem (Omegacin) Antibacterial
2002 Nitisinone (Orfadin) Antityrosinaemia
2003 Miglustat (Zavesca) Type 1 Gaucher disease
2003 Mycophenolate sodium (Myfortic) Immunosuppression
2003 Rosuvastatin (Crestor) Dyslipidemia
2003 Pitavastatin (Livalo) Dyslipidemia
2003 Daptomycin (Cubicin) Antibacterial
2004 Everolimus (Certican) Immunosuppression

are produced has been subject to much
debate. One popular view is that these
compounds have a specific role in protect-
ing the otherwise defenseless producing
organisms from attack by predators. Tak-
ing morphine as an example of a secondary
metabolite whose value to the producing
plant is not entirely obvious, 14 steps are
required from available amino acids, in-
cluding at least one step that is highly
substrate specific. The presence of mor-
phine in the tissues of Papaver somniferum
must therefore, confer a selectional ad-
vantage on the plant: genetic code is
required for each of the enzymes in-
volved in the biosynthesis, valuable amino
acids are utilized in forming the en-
zymes, and a relatively scarce nutrient
(nitrogen) is locked up in the compounds
produced. If morphine did not continue to
have value for the plant, mutants would

have arisen with the advantage of not
having a drain on their metabolic re-
sources.

We can only guess at the ecological
functions of morphine. Perhaps a mam-
malian herbivore that consumed too many
poppies would become drowsy and it-
self fall prey to a carnivore. It may be
significant that the cannabinoids (CB),
produced in greatest abundance in the
nutritious growing tips of the plant, also
induce mental effects that would com-
promise a herbivore’s ability to escape a
predator. Whatever their natural protec-
tive functions, natural products are a rich
source of biologically active compounds
that have arisen as the result of natural
selection, over perhaps 300 million years.
The challenge to the medicinal chemist
is to exploit this unique chemical di-
versity. The following account illustrates
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how natural products have been used as
what are called lead compounds, or tem-
plates for the development of important
medicines.

2
Drugs Affecting the Central Nervous
System

2.1
Morphine Alkaloids

The history of the opium alkaloids is too
well known to warrant repetition here,
but the analgesics based on morphine
(1) are too important to be left out
of an account of natural products as
leads. Thus, we shall summarize the
clinically more important developments
that have occurred since the isolation of
morphine in 1803. Codeine (2) continues
to be used widely for the treatment of
moderate pain and, although present in
the opium poppy (P. somniferum), it is
normally synthesized in higher yield from
morphine.

Other than codeine, the earliest signifi-
cant semisynthetic derivative of morphine
was the diacetate heroin (3), which is still
used in terminal cancer where its addic-
tiveness is irrelevant. Acetylation masks
the polar hydroxy groups, so that pene-
tration into the central nervous system
(CNS) is enhanced; hydrolysis then occurs
to liberate the phenolic hydroxyl, giving an
active analgesic and ultimately regenerates
morphine. Heroin was thus one of the first
prodrugs.

Modifications to the C-ring of mor-
phine are legion, but none of the
derivatives is free from addictive liabil-
ity, though many have been used clin-
ically. N-Demethylation and realkylation
yield more interesting analogs, notably

N

R1O O OR2

(1) Morphine R1 = R2 = H

(2) Codeine R1 = CH3, R2 = H

(3) Heroin R1 = R2 = COCH3

N-allylnormorphine and nalorphine (4),
which is a morphine antagonist. Further
modification leads to naloxone (5), which
unlike nalorphine has very little agonist
activity and has retained a place in therapy
for treatment of opiate-induced respiratory
depression. Naloxone will also precipitate
withdrawal symptoms in opiate addicts,
thereby facilitating diagnosis.

N

HO O OH

(4) Nalorphine

N

HO

HO O O

(5) Naloxone



328 Therapeutic Compounds in Nature as Leads for New Pharmaceuticals

Total synthesis of morphine is difficult,
but analogs lacking the dihydrofuran ring
are accessible from 1-benzylisoquinolines,
in analogy with the biosynthesis of mor-
phine, to give the morphinans (6). The
system may be simplified even further
to give the benzomorphans (7), although
neither these nor the morphinans have
provided the long-sought analgesic with-
out addictive properties.

HO

N

(6) Morphinan

HO
H

H
N

(7) Benzomorphan

A semisynthetic route to morphine
analogs was found from thebaine (8)
using Diels–Alder reactions in the C-ring.
Adducts such as etorphine (9) have
the distinction of very high potency,
sufficient to immobilize rhinoceroses at
moderate dose levels! Unfortunately, the
addictive liability runs parallel to the
increase in analgesic potency, a tendency
that was partly overcome in the analog
buprenorphine (10).

All this work was carried out in ig-
norance of the nature of the natural
transmitter(s) which subsequently, proved
to be the peptides known as endorphins

N

OH3CO OCH3

(8) Thebaine

N

H

OH
OH3CO OCH3

(9) Etorphine

N

H

OH
OH3CO OCH3

(10) Buprenorphine

and their pentapeptide fragments, as the
enkephalins. It is perhaps significant that
vastly improved understanding of the bio-
chemical basis for analgesia and the char-
acterization of a family of related receptors,
known as δ, κ , and µ, have so far failed to
yield any better drugs for the treatment of
pain.

A series of analgesics that were dis-
covered initially in an attempt to ob-
tain smooth muscle relaxants based on
another natural product, atropine (11),
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N

O

O

OH

(11) Atropine

N

(12) Pethidine

COOCH2CH3

started with the observation that meperi-
dine (pethidine) (12) unexpectedly pro-
duced a reaction in mice known as Straub
tail, normally characteristic of the mor-
phine series. Meperidine itself is still
used widely in childbirth in the belief
that there is a lower incidence of respi-
ratory depression in the fetus. The re-
alization that 4-phenylpiperidines, which
are not obvious structural analogs of mor-
phine, could give rise to useful analgesic
effects, led to the synthesis of many
thousands of derivatives, several with far
greater potency than that of meperidine.
Unfortunately, as potency increases so
does addiction liability, and respiratory
depression.

2.2
Conotoxins

Elan Pharmaceuticals has developed the
peptide SNX-111 (Ziconotide), the syn-
thetic equivalent of ω-Conopeptide-
MVIIA, found in the venom of the

predatory marine snail Conus magus, for
the treatment of severe pain and is-
chemia. Marketing approval in the United
States and Europe has recently been
granted for SNX-111 as an intrathe-
cal infusion in the treatment of severe,
chronic pain. The peptide has the struc-
ture H-1Cys-Lys-Gly-Lys-Gly-Ala-Lys-8Cys-
Ser-Arg-Leu-Met-Try-Asp-15Cys-16Cys-
Thr-Gly-Ser-20Cys-Arg-Ser-Gly-Lys-25Cys-
NH2 cyclic(1–16), (8–20), (15–25)-tris
(disulfide), which does not make it an
easy target for synthesis and gives it poor
distribution properties in vivo.

SNX-111 blocks N-type calcium chan-
nels, which are located throughout the
CNS on neuronal somata, dendrites, den-
dritic spines, and axon terminals, where
they play a major role in the regulation of
the neurotransmitters associated with pain
transmission and stroke. The drive is to
discover an orally active, selective, small-
molecule modulator of N-type calcium
channels to overcome the disadvantages
of administration of SNX-111.

High-throughput screening campaigns
have resulted in a number of leads be-
ing identified; whereas others have chosen
to modify known drugs shown to block
N-type channels. Workers at Parke-Davis,
however, employed a ligand-based ap-
proach using the three-dimensional solu-
tion structure of the peptide. Compounds
such as conotoxin analog (13) were de-
signed where key binding motifs are
attached to an alkylphenyl ether scaffold.
The compound had an IC50 value of
3.3 µM in a human N-type channel assay,
but showed no selectivity over the L-type
channel. Structure-activity work on the
conotoxins has shown that other regions
of the peptide, absent in these synthetic
ligands, are responsible for channel family
selectivity.
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O O

O

OH

N
H

NH2

HN

(13) Conotoxin analog

2.3
Cannabinoids

The plant Cannabis sativa has been used
by humans for thousands of years, both
for the effects when ingested and for
making rope from the fibers in the stem.
The major constituent of pharmacological
interest is �9-tetrahydrocannabinol (14)
(THC), which has a multiplicity of actions.
In animals, the effects include sedation
and apparent hallucinations, which are
similar to the major effects in the CNS
in humans. There are also cardiovascular
effects, notably tachycardia and postural
hypotension, which can be separated from
the CNS action, as in the synthetic analog
�6a,10a-dimethylheptyl-THC (15), which
has minimal CNS activity.

OH

O

(14) THC

(CH2)4CH3

Given the widespread illicit use of C.
sativa, it was perhaps inevitable that even-
tually one or two cancer patients receiving

O

OH

(CH2)5CH3

(15)

chemotherapy would dose themselves with
their own sedative in the form of mari-
juana. An unexpected blessing from this
uncontrolled combination was a reduc-
tion in the nausea experienced during
chemotherapy. A variety of anticancer
agents cause severe nausea and vom-
iting, including nitrogen mustard, adri-
amycin, 5-azacytidine, cyclophosphamide,
and methotrexate: a unique situation arose
in which the remedy was discovered by
the patients themselves. Although smok-
ing reefers gives rapid absorption and close
control of the effects, smoking cannot be
recommended and thus, when the physi-
cians in charge were made aware of their
patients’ discovery, they devised a con-
trolled clinical trial in which measured
doses of THC were dissolved in sesame
oil and administered in gelatin capsules.
A placebo was similarly prepared for use
in a randomized, double-blind, cross-over
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experiment. The results left no doubt that
a majority of patients benefited from THC
pretreatment, even those who had pre-
viously been refractory to the effects of
the standard antiemetics such as prochlor-
perazine. There remained the problem
of tachycardia associated with THC treat-
ment. The multiplicity of effects of THC
has led to the synthesis of large numbers
of analogs, particularly in the hope of find-
ing nonmorphine-like analgesics without
addictiveness and without the other CNS
effects of THC. The analog nabilone (16)
had been shown to exert less effect than
that of THC on the cardiovascular sys-
tem, while retaining the mixture of CNS
actions, including analgesic, antianxiety,
and antipsychotic properties. When tested
as an antiemetic, nabilone proved to be
superior to THC and has been used for
this purpose for more than 30 years.

O

O

OH

(CH2)5CH3

(16) Nabilone

After the demonstration of THC binding
sites in the CNS, a search for an en-
dogenous ligand produced the long-chain
ethanolamine derivative (17) of arachi-
donic acid, known as anandamide. Sub-
sequently, the glycerol ester of arachidonic
acid (18), known as 2-AG, was shown to be
a more abundant endogenous ligand in the
brain than anandamide. Further develop-
ment has tended to concentrate on analogs
of the natural ligands, notably the methyl
derivative of anandamide (19), which is

resistant to the amide hydrolase that ter-
minates the action of anandamide itself
and the dimethylheptyl analog (20) that
is traceable to the earlier modifications to
THC. Such analogs tend to have activity
similar to that of THC.

O

NH
OH

(17) Anandamide

O

O
OH

OH

(18) 2-AG

O

NH
OH

(19) R-methanandamide

O

NH
OH

(20)

An interesting twist in the tail is provided
by the observation that anandamide is also
a ligand for the so-called enigmatic vanilloid
receptors, previously characterized through
their interactions with two other natural
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(21) Capsaicin

O

N
H

OCH3

OH

products, capsaicin (21) and resinifera-
toxin (22) responsible for the ‘‘hot’’ sensa-
tion caused by compounds in, for example,
chillies. A functional vanilloid receptor was
cloned in 1997 and is activated by heat
and acid as well as the chemical ligands.
A combination of the anandamide struc-
ture with a vanilloid motif, as in AM404
(23), enhances the anandamide transport
inhibitory properties. The situation is com-
plex from the viewpoint of drug design, not
least because there are two cannabinoid re-
ceptors, plus a hydrolase and a transport
protein, interference with any or all of
which might provide new drugs.

O HO
O

O

O

O
O

OH

OCH3

(22) Resiniferatoxin

O

NH

OH

(23) AM404

The cannabinoid acids, which are devoid
of psychotropic activity, are promising

anti-inflammatory agents and it is possible
that the next useful therapeutic agent will
come from this direction, rather than the
sought-after analgesic.

2.4
Asperlicin

Cholecystokinin (CCK) is a peptide hor-
mone, present in the gut and CNS; it is
one of the most abundant peptides in the
brain. The whole peptide is composed of
33 amino acids, but the C-terminal oc-
tapeptide H-Asp-Tyr(SO3H)-Met-Gly-Trp-
Met-Asp-Phe-NH2 possesses the full range
of activities, sufficient for it to be classed
as a neurotransmitter. Specific, high-affinity
binding sites have been found on mam-
malian CNS cell membranes and in other
organs such as pancreas, gall bladder,
and colon. The latter have been classed
as CCK-A receptors, but the majority of
CNS receptors were classed as CCK-B, on
the basis of affinity differences for various
agonists and antagonists. To confuse the
issue slightly, the gastrin receptor in the
stomach is closely related to the CCK-B
(now known as the CCK2) receptor and is
stimulated by the C-terminal tetrapeptide
of CCK: in the periphery, gastrin receptors
are the same as CCK2 receptors.

The effects of CCK on intestinal smooth
muscle and pancreas are easy to demon-
strate pharmacologically, unlike the role in
the CNS, which is a matter for conjecture.
It was assumed that the CNS activity must
be significant, given the abundance of the
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peptide in the brain and that the discov-
ery of antagonists might lead to new drug
treatments, as yet unspecified.

Fishing in microbial broths, using
radioreceptors as bait, produced asperlicin
(24), the first potent, competitive, and
selective CCK-A (CCK1) antagonist, from
a culture of Aspergillus alliaceus.

NH

N
NO

O

N

HO

HN
H O

(24) Asperlicin

Asperlicin is moderately potent, poorly
soluble in water, and not bioavailable by
the oral route. When discovered it was
also, with morphine, one of the very few
nonpeptides with affinity for a peptide
receptor (peptoids are discounted in this
assessment). It was an interesting target
for synthetic modification, particularly
viewed as a benzodiazepine derivative with
potential CNS activity.

On the basis of the benzodiazepine
nucleus and an overt mimic of diazepam,
one of the first successful synthetic
analogs was L-364,286 (25), which had
potency on CCK-A receptors similar to
that of asperlicin. Better receptor affinity
was achieved with 3-amide–substituted
benzazepines: the 2-indolyl derivative L-
364,718, also known as MK-329 (26), is
5 orders of magnitude more potent than
asperlicin at CCK-A receptors and is a
valuable pharmacological tool.

Modification of the 3-amide to give
a urea linkage as in (27) led to a re-
duction in CCK-A receptor affinity. Im-
portantly, discrimination between CCK-A

H

H

N

N

(25)

Cl

O

NH

N

N

N
H

NH

(26)

O
O

and CCK-B receptors by (27) is gov-
erned by the stereochemistry at C3, the
(S)-enantiomer showing greater affinity
for CCK-A receptors. The (R)-enantiomer,
known as L-365,260, prefers CCK-B re-
ceptors, antagonizes gastrin-stimulated
acid secretion in animal models and,
among other CNS effects, induces anal-
gesia in primates and displays anxiolytic
properties.

O

O

N

N

(27)

N
H

N
H

H

Further development in this series has
substantially improved receptor affinity:
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O

O

O

(28) YM-022

N
HN

N

N

H

H

YM-022 (28) has IC50 0.05 nM kg−1. Clin-
ical trials of compounds in this series
have been disappointing because of poor
bioavailability, but the general concept
of finding a therapeutic agent through
antagonism of CCK2 receptors is still
viable.

3
Neuromuscular Blocking Drugs

3.1
Curare, Decamethonium, and Atracurium

The development and use of muscle relax-
ants, to allow a reduction in the level of
anesthesia during surgery, follows entirely
from studies of South American arrow
poisons and particularly from the isolation
of pure D-tubocurarine (29) in the 1930s
from tube curare. Another of the South
American blowpipe poisons, calabash cu-
rare, was used for similar purposes and
developed to give alcuronium (30) from
the alkaloid C-toxiferine 1 (31). Both types
of curare paralyze skeletal muscle by a
similar mechanism, antagonizing the ef-
fect of acetylcholine at the neuromuscular
junction.

O

O

OR

OR

R

CH3

OCH3

+

+

(29) Tubocurarine R = H
(32) Metocurine R = CH3

N

N

H3CO

H3C

H3C

H

H

OH

R
N

R

N

N

N
HO

(31) C-toxiferine 1 R = CH3

(30) Alcuronium R = CH2CH CH2

+

+

The muscle-paralyzing curare alkaloids
are quaternary salts that are not absorbed
when taken orally. For surgical procedures,
they must be administered by intravenous
injection, which results in onset of paral-
ysis in at most a few minutes: anesthesia
is normally induced before administration
of the muscle relaxant, which is followed
by artificial respiration. Although the neu-
romuscular blocking agents are potentially
lethal when administered alone, in the en-
vironment of an operating theater they
are truly lifesaving drugs that have made
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a major impact on survival rates during
surgery.

In the 1930s, there were no spectro-
scopic aids to structure elucidation and
it is not surprising that an error was
made assigning two quaternary nitrogens
to the structure of d-tubocurarine, a mis-
take that was not corrected until 1970. The
methylation product of d-tubocurarine,
known as metocurine (32), is a more po-
tent muscle relaxant. It was known for
a long time as dimethyltubocurarine be-
cause of the erroneous structure allocated
to compound (29). The error, in assigning
a bisquaternary structure to a molecule
with one quaternary and one protonated
tertiary nitrogen, led to a large number
of highly active synthetic bisquaternaries.
The simplest of these was decametho-
nium (33), which was nothing more than
two trimethylammonium end groups con-
nected with a decamethylene chain. As one
of a series with different chain lengths, de-
camethonium became the prototype for
many more complex structures with 10
atoms between the quaternary centers,
which appeared to be optimal for bind-
ing to the acetylcholine receptor at the
neuromuscular junction.

N N
++

(CH2)10

(33) Decamethonium

Unlike tubocurarine, decamethonium
depolarizes the muscle endplate, render-
ing the membrane insensitive to acetyl-
choline. The action of tubocurarine is
competitive and can be overcome with
increased concentrations of acetylcholine,
brought about by administration of an
anticholinesterase: the latter is thus, an
antidote to tubocurarine, but not to de-
camethonium. Despite the lack of an
antidote, decamethonium was used very
widely for over two decades. One of its
disadvantages is an overlong duration
of action, during which time the pa-
tient has to be maintained on artificial
respiration, because the muscle of the
diaphragm is also susceptible to the ac-
tions of the drug. An early and highly
successful attempt to shorten the action
of decamethonium gave suxamethonium
(34), a diester formed between succinic
acid and two molecules of choline, which
hydrolyzes rapidly in the presence of pseu-
docholinesterase.

Tubocurarine causes cardiovascular side
effects induced by direct interactions with
ganglionic acetylcholine receptors and
from stimulation of histamine release, so
analogs have been well worth pursuing.
The macrocyclic structure of tubocurarine
is a difficult synthetic target, but for-
tunately, ring-opened analogs, such as
laudexium (35), have high potency and rel-
atively few side effects. The main problem
with (35) is the duration of action, which

(H3C)3NCH2CH2OCO

(H3C)3NCH2CH2OCO HOCH2CH2N(CH3)3

Decomposition of suxamethonium (34)

COOH

Pseudocholinesterase

+

+
+

+

COOCH2CH2N(CH3)3
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OCH3

OCH3

OCH3

OCH3

(35) Laudexium

N N

H3CO

H3CO

H3CO
H3CO

H3C

at about 40 min is too long for many oper-
ations. Two approaches have been used
to shorten the duration of action. The
concept of pH-controlled Hofmann elim-
ination was employed successfully in the
design of atracurium (36), which in clin-
ical use has the advantage that the drug
disappears at a constant rate, irrespective

of liver or kidney function. Some ester
hydrolysis contributes to the degradation
of atracurium in vivo, as might be expected.
A slightly later development centered on an
empirical search for structures that would
undergo ester hydrolysis more rapidly, re-
sulting in mivacurium (37), which has a
slightly shorter duration of action than that

+

+ +

CH3

(CH2)2COO(CH2)5OCO(CH2)2

CH3

CHCOO(CH2)5OCO(CH2)2CH2 OCH3

OCH3
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(36) Atracurium
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pH 7.4
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(37) Mivacurium
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+

H3CO
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H3CO OCH3
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of atracurium, the latter being about 15 to
20 min.

4
Anticancer Drugs

4.1
Catharanthus (Vinca) Alkaloids

In 1949, Canadian researchers at the
University of Western Ontario began in-
vestigating the medicinal properties of the
rosy periwinkle (Catharanthus roseus), a
plant that had been used for many years
to treat diabetes mellitus in the West
Indies. Despite finding that the plant ex-
tract when given orally had no effect on
blood sugar levels in rats or rabbits, the
researchers noted that when given intra-
venously, the extract caused the animals
to succumb to bacterial infection and die.
This curious observation prompted fur-
ther studies, which showed that the plant
extract reduced levels of white blood cells,
causing granulocytopenia and bone mar-
row damage, toxic effects that are encoun-
tered with many antitumor drugs. These
findings led the Canadian group to isolate
an alkaloid fraction with potent cytotoxic
activity. The active principle was eventually
purified and became known as vinblas-
tine (38), a dimeric indole-dihydroindole
alkaloid.

Concurrently, researchers at the Lilly Re-
search Laboratories had been investigating
extracts of C. roseus and they too had de-
tected cytotoxic activity, specifically against
acute lymphocytic leukemia. The US
group isolated several alkaloids, including
vinblastine and another closely related al-
kaloid, vincristine (39).

Although many other alkaloids have
been isolated from C. roseus, only vinblas-
tine and vincristine have been developed
for clinical use. The antiproliferative ac-
tivity of the two compounds is related
to their specific interaction with tubulin,
thus preventing assembly of tubulin into
microtubules and arresting cell division.
However, despite this apparent identical
mechanism of action and their clear chem-
ical similarities, vinblastine and vincristine
display very different clinical effects. Vin-
blastine, for example, is used to treat
Hodgkin’s disease and metastatic testic-
ular tumors, whereas vincristine is used
mainly in combination with other anti-
cancer drugs for the treatment of acute
lymphocytic leukemia in children. Tox-
icity profiles are also different, in that
vinblastine causes bone marrow depres-
sion, whereas peripheral neuropathy often
proves to be dose limiting in vincristine
therapy.

Lilly introduced vinblastine and vin-
cristine into the clinic in 1960 and 1963
respectively, but this did not preclude
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the search for improved derivatives. A
chemical modification program aimed at
improving antitumor activity and reduc-
ing toxicity was initiated in 1972. Concern
about the neurotoxicity displayed by vin-
cristine, its chemical instability, and low
natural abundance (0.03 g kg−1 dried plant
material) led to vinblastine being chosen
as a template for semisynthetic modifica-
tion. Selective ammonolysis of the ester
function at C-3 and hydrolysis of the ad-
jacent acetyl group yielded the desacetyl
vinblastine amide, vindesine (40). Better
yields of vindesine were obtained from

the hydrazide (41) on treatment with
nitrous acid and then reacting the re-
sultant azide (42) with ammonia. The
azide (42) proved to be a useful inter-
mediate for the preparation of a range
of substituted amides, although vindesine
proved to be the derivative of choice, with
significant differences in the spectrum
of antitumor activity and toxicity com-
pared to that of the naturally occurring
alkaloids. Phase I clinical trials com-
menced in 1977 and vindesine has been
used for the treatment of non–small cell
lung cancer, lymphoblastic leukemia, and
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non-Hodgkin’s lymphomas. In combina-
tion with cisplatin, vindesine ranks among
the foremost treatments for non–small
cell lung cancer with respect to response
rate and survival. Back in the 1950s, the US
researchers could not have guessed that
30 years on, the demand for Catharanthus
alkaloids would necessitate the processing
of around 8000 kg of plant material per
year!

4.2
Camptothecin

Camptothecin (43) was first isolated by
Monroe Wall and Mansukh Wani in
1966, after ethanolic extracts of Camp-
totheca acuminata, a tree native to China,
showing unusual and potent antitumor
activity. Starting with 19 kg of dried wood
and bark, Wall and Wani painstakingly
purified the principal active component
with a combination of hot solvent ex-
traction, an 11-stage Craig countercurrent
partition process, silica gel chromatogra-
phy, and crystallization. Camptothecin was
characterized as a novel pentacyclic alka-
loid, present as just 0.01% w/w of the
stem bark of C. acuminata. Of partic-
ular note was the unusual activity that
camptothecin displayed in L1210 and
P388 mouse leukemia life-prolongation as-
says. The compound also inhibited the
growth of solid tumors in vivo and the
water-soluble sodium salt was progressed
to phase II clinical trials before be-
ing withdrawn because of severe bladder
toxicity.

Interest in camptothecin gained new im-
petus in 1985, when it was discovered
that the compound exerts its antitumor
activity through a novel mechanism of
action. Camptothecin binds to the cova-
lent complex formed by topoisomerase I

and DNA, which initiates DNA replica-
tion and thus, stabilizes the enzyme–DNA
complex and prevents cell proliferation.
The elucidation of the mechanism of
action provided a means of evaluating
camptothecin analogs as topoisomerase
inhibitors in vitro and efforts then focused
on synthesizing water-soluble analogs with
broad-spectrum antitumor activities. The
α-hydroxy lactone (ring E) and, in par-
ticular, the 20 (S)-form proved essen-
tial for maintaining biological activity,
but the 10-hydroxy analog (44) showed
greater activity than that of (43). Wall
and Wani successfully deployed the Fried-
lander reaction between substituted 2-
aminobenzaldehydes and the tricyclic in-
termediate (45), to synthesize a variety of
ring-A–substituted analogs. These studies
may have prompted SmithKline Beecham
(now GlaxoSmithKline) to synthesize
the water-soluble 10-hydroxycamptothecin
analog topotecan (46) that was first ap-
proved in 1996 for the treatment of
recurrent ovarian cancer and, two years
later, for small cell lung cancer. Irinote-
can (47), developed by Daiichi and Yakult
Honsha in Japan and marketed by Phar-
macia, was also approved in 1996 for the
treatment of advanced colorectal cancer.
Irinotecan is inactive as a topoisomerase
I inhibitor, but acts as a prodrug of
the active 7-ethyl-10-hydroxycamptothecin
(48).
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4.3
Paclitaxel and Docetaxel

Regarded as the tree of death by the Greeks
and used to prepare arrow poison by the
Celts, the yew tree has been associated
with death and poisoning for centuries.
The English yew, Taxus baccata, was used
to make funeral wreaths and it was believed
that one could die by merely standing
beneath the boughs of the tree.

Yew certainly contains highly toxic
metabolites and their potency and fast
duration of action has often made extracts
of yew the poison of choice for numerous
murders and suicide attempts. It is thus,
ironic that extracts from the Pacific yew,
Taxus brevifolia, after being tested in
the National Cancer Institute’s (NCI)
screening program during the 1960s,
yielded one of the most exciting anticancer
compounds discovered in recent years;
that is, paclitaxel (49) (originally given the
name taxol by Wall and Wani).

The initial isolation and characterization
of paclitaxel proved particularly difficult be-
cause of (1) its very low natural abundance

C6H5
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ONHCOC6H5
CH3OCO

H3C
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CH3

CH3

CH3OCO

OCOC6H5

OH

OH

HO H

(49)

in T . brevifolia bark (although this was
the best-known source, the isolated yield
was only 0.02% w/w, equivalent to 650 mg
per tree); (2) the poor analytical data ob-
tained from the purified compound; and
(3) the failure of paclitaxel to give crys-
tals that were suitable for X-ray analysis.
The structure of paclitaxel was published
in 1971, but further biological testing
continued to be troubled by difficulties.
The compound showed only modest in
vivo activity in various leukemia assays,
which was no better than that displayed
by a number of other new compounds at
the time. In addition to the limited sup-
plies of paclitaxel (the complexity of the
molecule precluded chemical synthesis),
the compound was very poorly soluble
in water, which made formulation diffi-
cult. However, various new assays were
developed in the 1970s, including the
murine B16 melanoma model, in which
paclitaxel showed very good activity and
another boost came when Horwitz et al.
discovered that the compound prevented
cell division by a unique mode of action.
In contrast to the antimitotic vinblastine
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and podophyllotoxin analogs (qv), which
prevent microtubule assembly, paclitaxel
inhibits cell division by promoting assem-
bly of stable microtubule bundles, which
leads to cell death.

Phase I clinical trials were initiated
in 1983, but these were to proceed at
a slow and tortuous pace and proved
all but disastrous when the high levels
of oil-based adjuvant used to formulate
paclitaxel caused severe allergic reactions
in many volunteers. Undaunted by the
formulation problem and spurred on by
paclitaxel’s novel mechanism of action,
clinicians were eventually able to minimize
the allergic events and demonstrate useful
activity. Phase II clinical trials began in
1985 despite continuing supply problems
and 4 years later the program received
a significant boost when good responses
were reported from patients suffering from
refractory ovarian cancer, a disease that
kills some 12 500 women a year in the
United States alone.

In many ways, the development of pa-
clitaxel mirrored that of the camptothecin
analogs, both being dogged for many years
by supply issues, poor pharmacokinetics,
and toxicity, but the subsequent uncover-
ing of novel mechanisms of action fueled
renewed efforts to develop these leads into
important new anticancer agents.

In 1991, Bristol-Myers Squibb in con-
junction with the NCI agreed to manage
the supplies of paclitaxel and they were
granted a licence to further develop the
compound. The following year the US
Federal Drug Administration approved pa-
clitaxel for the treatment of ovarian cancer
in patients unresponsive to standard treat-
ments and in December 1993 approval was
given for the treatment of metastatic breast
cancer.

The sourcing of paclitaxel from T. brevi-
folia was a major problem because to treat

the groups of patients suffering ovarian
cancer in the United States alone would
require about 25 kg of compound per year,
necessitating the felling of some 38 000
trees! Although the Pacific yew is not a
rare tree, it is extremely slow growing and
such harvesting could not be sustained in-
definitely. It has been estimated that there
were enough trees available to maintain a
supply of paclitaxel for only 2 to 7 years.
The isolation of paclitaxel from other Taxus
species has been investigated at length and
reasonable quantities have been obtained
from the needles of several species in-
cluding T . baccata. Using the needles has
alleviated the supply problem because they
can be harvested without damaging the
tree. However, the needles contain much
higher quantities of several biosynthetic
precursors of paclitaxel and two of these,
baccatin III (50) and 10-desacetylbaccatin
III (51) have been used to prepare pa-
clitaxel semisynthetically. One approach,
developed by Potier et al., involved acyla-
tion of the sterically hindered C-13 position
of baccatin III with cinnamic acid and
subsequent double-bond functionalization
through hydroxyamination, to give pa-
clitaxel together with various regio- and
stereoisomers. A better approach involved
protection of 10-desacetylbaccatin III as
the triethylsilyl ether, followed by direct
acylation with the phenylisoserine deriva-
tive (52), giving paclitaxel in 38% overall
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yield. Further improvements were made
using less sterically demanding acylating
reagents; for example, acylation with the
β-lactam (53) gave paclitaxel in up to 90%
yield and this may be the preferred method
for commercial production.

EtO O Ph

COPh
N

(53)

These semisynthetic approaches also
provide access to analogs with potential
advantages over paclitaxel itself. Structure-
activity studies have shown that, although
the oxetane ring appears to be essen-
tial for activity, wide variation in the
nature and stereochemistry of the C-13
ester side chain can be tolerated. Thus,
the N-t-(butoxycarbonyl) derivative, doc-
etaxel (54), which appears to be more

potent than paclitaxel and has better sol-
ubility characteristics, has been developed
and launched by Sanofi-Aventis for the
treatment of ovarian, breast, and lung
cancers.
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Various ‘‘protaxols,’’ designed to release
paclitaxel in situ under physiological con-
ditions, have been prepared by acylating
the C-2′ hydroxyl group. Nicolaou et al. re-
ported the synthesis of the sulfone (55),
which is soluble and stable in aqueous



Therapeutic Compounds in Nature as Leads for New Pharmaceuticals 343

C6H5

O

O

O O

O

O

NHCOC6H5 CH3OCO

H3C CH3

OCH3

CH3

CH3

CH3OCO
OCOC6H5

OH

OR
HO

H

 R =
SO2

(55) 

media, but is able to release paclitaxel
rapidly in human blood plasma.

Plant tissue culture, microbial fermen-
tation, and total synthesis provide other
possibilities for the production of pacli-
taxel and its derivatives, although it is far
from certain whether any of them will be
commercially viable.

4.4
Epothilones

Epothilones A (56) and B (57), 16-
membered macrocyclic polyketide lac-
tones, were first isolated from the
cellulose-degrading myxobacterium So-
rangium cellulosum by Hoefle, Reichen-
bach, and coworkers as narrow-spectrum
antifungal and cytotoxic metabolites. The
compounds were then tested by the Na-
tional Cancer Institute in the United States
and found to be highly active against
breast and colon cancer cell lines. Sub-
sequently, Bollag et al. at the Merck Re-
search Laboratories discovered that the
epothilones stabilize microtubule assem-
bly and thus, inhibit cell division by
the same mechanism as that of pacli-
taxel (mentioned earlier). This observation,
together with their less complex chemi-
cal structure, increased water solubility,

more rapid action in vitro, and effective-
ness against multidrug-resistant tumor
cell lines, has prompted significant in-
terest and a number of epothilones are
currently undergoing clinical trials as an-
ticancer agents.
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(56) Epothilone A: X = O, R = H
(57) Epothilone B: X = O, R = CH3
(59) BMS-247550: X = NH, R = CH3

On learning the absolute stereochem-
istry of (56) and (57), three academic
research groups embarked on the to-
tal synthesis of the epothilones. Nico-
laou, Danishefsky, and Schinzer inde-
pendently adopted successful, elegant
synthetic approaches involving olefin
metathesis, macrolactonization, Suzuki
coupling, or ester–enolate–aldehyde con-
densation. Within 3 years of the disclosure
of their absolute stereochemistry, 17 differ-
ent total syntheses of the natural products
were reported. These syntheses paved the
way for the generation of a large number
of epothilone analogs for biological eval-
uation, including the use of solid-phase
combinatorial approaches.

The academic groups focused on mod-
ifications around the core macrocyclic
lactone, establishing important struc-
ture–activity relationships, but not im-
proving on the in vitro biological activity of
the most active natural product, epothilone
B (57). In vivo biological data were com-
paratively scarce and, although one group
reported that epothilones B (57) and D (58)
showed activity in murine tumor models,
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researchers at Bristol-Myers Squibb re-
ported that epothilones D (58) lacks in vivo
activity as a result of rapid metabolic inac-
tivation. It was postulated that esterase-
mediated hydrolysis of the macrocyclic
lactone formed an inactive ring-opened
species and, therefore, efforts were focused
on replacing the lactone with a more stable
macrocyclic lactam moiety. Several macro-
cyclic lactam derivatives were synthesized
from (57) and (58). Of note was the prepa-
ration of BMS-247550 (59) in a three-step
synthesis from epothilone B (57), utiliz-
ing a novel Pd(0)-catalyzed ring-opening
reaction followed by reduction and macro-
lactamization. BMS-247550 (59), which is
in phase III clinical trials, retains its ac-
tivity against human cancer cells that are
naturally insensitive to paclitaxel or that
have developed resistance to paclitaxel,
both in vitro and in vivo.
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4.5
Podophyllotoxin, Etoposide, and
Teniposide

The development of the natural con-
stituents of podophyllum resin into effec-
tive semisynthetic and, ultimately, totally
synthetic compounds for the treatment of
various kinds of cancer provides one of the
most sustained and intriguing stories of
drug discovery. The story has all the classic
ingredients, starting with observation and
reasoning, extending through chance into
new areas and characterized throughout

by persistence and determination, partic-
ularly when biological activity had to be
traced to very minor constituents in the
crude plant extract.

Podophyllum peltatum (Mayapple, or
American mandrake) and Podophyllum
emodi are, respectively, American and
Himalayan plants, widely separated ge-
ographically, but used in both places
as cathartics in folk medicine. An alco-
holic extract of the rhizome known as
podophyllin was included in many phar-
macopoeias for its gastrointestinal effects;
it was included in the U.S.P., for exam-
ple, from 1820 to 1942. At about this time
the beneficial effect of podophyllin, ap-
plied topically to benign tumors known as
condylomata acuminata, was demonstrated
clinically. This usage was not inspirational,
given that there are records of topical ap-
plication in the treatment of cancer by the
Penobscot Indians of Maine and, subse-
quently, by various medical practitioners
in the United States from the nineteenth
century. The crude resinous podophyllin
is an irritant and unpleasant mixture un-
suited to systemic administration.

The first chemical constituent was
isolated from podophyllin in 1880 and
named podophyllotoxin. A structure was
proposed in 1932 and after some fine-
tuning, was shown to be the lignan
(60). As might be expected, the crude
resin contains a variety of chemical
types, including the flavonols, quercetin,
and kaempferol. Although these other
constituents undoubtedly have biological
activity, it is the lignans that have received
most attention and to which we shall
devote the remainder of this section.

Chemists at Sandoz in the early 1950s
reasoned that crude podophyllin might
contain lignan glycosides with anticancer
activity, which might be more water sol-
uble and less toxic than podophyllotoxin.
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The reasoning for the latter is not entirely
clear, but in the event, they proved to be
correct in both respects. Careful isolation
gave podophyllotoxin β-D-glucopyranoside
(61) its 4′-desmethyl analog (62), and some
less important lignans lacking the B-ring
hydroxy group. Unfortunately, the sugar
derivatives were less active as inhibitors
of cell proliferation than were the agly-
cones, as well as less toxic; however, as
expected, they were much more water solu-
ble. While continuing work to isolate more
natural lignans, a substantial program of
structural modification of the known com-
pounds was undertaken with a view to
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protect the glucosides from hydrolytic en-
zymes and also to improve cellular uptake.
Most of these changes were ineffective:
the per-acylated derivatives, for example,
were insoluble in water and had inferior
cytostatic effects.

Condensation of the glucosides with
a variety of aldehydes was more use-
ful, in that not all the hydroxy groups
were blocked. Despite this, water solubil-
ity was a problem with the podophyllotoxin
derivatives (63). Gastrointestinal absorp-
tion was greatly improved, however, as was
chemical stability and positive effects were
observed in a few cancer patients with the
benzylidene derivative (64). It was at this
point that luck played a hand, backed up
by a good deal of determination. A crude
podophyllin fraction that was simpler and
cheaper to prepare than pure podophyllin
glucoside, was also treated with benzalde-
hyde to give a mixture of benzylidene
derivatives, about 80% of which was com-
pound (64). The crude product was found
to be more potent than compound (64)
alone and subsequently, to possess a dif-
ferent mode of action from that of the lead
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compounds: rather than arresting cells
in metaphase, cells were prevented from
entering mitosis altogether. The crude
mixture was marketed for cancer treat-
ment as Proresid.

Improved biological assay methods in-
dicated the presence of an unknown,
highly active constituent of Proresid. For
example, Proresid prolonged the life of
mice inoculated with L1210 leukemia
cells, an effect that was not observed
with the known major constituent. In the
early 1960s, chromatographic and spec-
troscopic techniques were not as highly
developed as they are now and more
than 2 years of work was required to
isolate and identify the unknown compo-
nent of the mixture, which proved to be
the 4′-desmethoxy-1-epi analog (65) of the
podophyllotoxin glucoside adduct. Present
only in very small amounts in the deriva-
tized extract, it was necessary to devise
a synthesis from readily available mate-
rials. It was fortunate that the desired 1β

configuration was readily secured from 1α-
hydroxy-4′-desmethylpodophyllotoxin, it-
self obtained by selective demethylation
of podophyllotoxin: the remainder of
the synthesis would now be considered
routine.

Given a large supply of the key inter-
mediate (66), it was straightforward to
prepare a number of aldehyde deriva-
tives, resulting in analogs with up to
a 1000-fold increase in potency. The
selected adducts were those prepared
from thiophen-2-aldehyde, giving tenipo-
side (67) and from acetaldehyde, giving
etoposide (68). Both drugs are of value,
etoposide in the treatment of small cell
lung cancer and testicular cancer, teni-
poside in the treatment of lymphomas
and leukemias. The thiophene derivative
is also of use in the treatment of brain
tumors.
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The natural products, podophyllotoxin
and its congeners, are ‘‘spindle poisons’’
that inhibit cell proliferation by binding
to tubulin and preventing formation of
microtubules. Presumably, this effect is
sufficient to account for the success of
podophyllin in the treatment of condy-
lomata acuminata, although the crude
extract contains many other candidates for
contribution to the biological activity. As
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has been described, a very minor compo-
nent of the natural mixture, missing the
4′-hydroxy group, having the 1β- instead
of the 1α-hydroxy configuration and with
this hydroxy group conjugated with β-D-
glucose, must be treated with an aldehyde
to produce the highly active and most im-
portant derivatives. These derivatives do
not bind to tubulin, but have been shown
to be inhibitors of topoisomerase II, which
may account for most of the observed
biological effects, including DNA strand
breaks that lead to anticancer activity.

4.6
Marine Sources

Cytosine arabinoside (69), a synthetic ana-
log of the C-nucleosides spongouridine
(70) and spongothymidine (71) from the
sea sponge Cryptotheca cripta, was the first
and, so far, the only marine-derived com-
pound used routinely as an anticancer
agent. However, a number of chemi-
cally diverse natural products from marine
sources have been progressed to clinical
trials. Some of the most advanced com-
pounds include trabectedin (ecteinascidin-
743) (72), a tetrahydroisoquinoline alka-
loid isolated from the mangrove ascidian
Ecteinascidia turbinata, bryostatin-1 (73),
a macrolide isolated from the bryozoan
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(69) Cytosine arabinoside

Bugula neritina, and dolastatin-10 (74), a
linear peptide from the sea mollusk Dola-
bella auricularia. Trabectedin (72) was first
isolated by Rinehart’s group at the Uni-
versity of Illinois and has been progressed
recently to phase III clinical trials by Phar-
maMar (Zeltia) for the treatment of ovarian
cancer.
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Yields of marine-derived natural prod-
ucts are invariably low and supply prob-
lems have delayed their development as
useful pharmaceutical agents. For ex-
ample, over 3000 kg of the sea squirt
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E. turbinata is required to produce 3 g of
trabectedin (72), which is sufficient for just
one cycle of treatment and 1000 kg of B.
neritina yields 1.5 g of bryostatin-1 (73).
Fortunately, supplies of trabectedin (72)
have been met by semisynthesis and viable
synthetic routes are now also available for
bryostatin-1 (73) and dolastatin-10 (74).

5
Antibiotics

5.1
β-Lactams

In 1929, Alexander Fleming published the
results of his chance finding that a penicil-
lium mold caused lysis of staphylococcal
colonies on an agar plate. He also showed
that the culture filtrate, named peni-
cillin, possessed activity against important

pathogens including gram-positive bacte-
ria and gram-negative cocci. However, it
was not until 1940 that the true thera-
peutic efficacy of penicillin was revealed,
when Chain et al. successfully tested the
material in mice that had been previously
infected with a lethal dose of streptococci.
Several years later, the precise chemical
structure of the main active component,
benzylpenicillin (75), was determined and
efforts to synthesize the compound were
initiated. Benzylpenicillin proved to be
an elusive target because of the instabil-
ity of the β-lactam ring: it was unstable
under acid conditions and was deacti-
vated by β-lactamase enzymes produced by
various gram-positive and gram-negative
bacteria.

The discovery that the fused β-lactam
nucleus, 6-aminopenicillanic acid (6-APA)
(76), could be obtained from cultures
of Penicillium chrysogenum led to the
preparation of new, semisynthetic deriva-
tives with improved stability to gastric
acid and β-lactamases and with activ-
ity against a wider range of pathogenic
organisms. Sheehan showed that com-
pound (76) would react readily with acid
chlorides to form new penicillin deriva-
tives with novel substituents at the 6-
position. Methicillin (77), with a sterically
demanding 2,6-dimethoxybenzamide side
chain, was the first semisynthetic peni-
cillin to show resistance to staphylococcal
β-lactamases, although the compound was
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still acid labile. Ampicillin (78) has an α-
aminophenylacetamido side chain and dis-
plays good activity against gram-negative
organisms, it is stable to acid and thus can
be administered orally, although it is sus-
ceptible to degradation by β-lactamases.
Amoxycillin (79) differs from ampicillin
by the addition of a single hydroxy group,
but the compound is better absorbed by
the gastrointestinal tract.

RHN
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(75) R = COCH2Ph
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(78) R = COCHPh

(79) R = COCH
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Clavulanic acid (80), isolated from Strep-
tomyces clavuligerus, is similar in structure
to the penicillins, except that oxygen re-
places sulfur in the five-membered ring.
Clavulanic acid has weak antibacterial
activity, but is a potent inhibitor of β-
lactamases. A mixture of clavulanic acid
and the β-lactamase–sensitive amoxycillin

was introduced in 1981 as Augmentin
and has proved to be an effective combi-
nation to combat β-lactamase–producing
bacteria. In 2001, 20 years after its launch,
Augmentin was the best-selling antibacte-
rial worldwide.

The clinical introduction of the peni-
cillin group of antibiotics prompted an
intensive search for novel antibiotic-
producing organisms and Selman Waks-
man demonstrated the value of actino-
mycetes in this role, discovering the
aminoglycoside streptomycin (81) from
Streptomyces griseus in 1943. Pharma-
ceutical companies also embarked on
large programs of screening soil sam-
ples for antibiotic-producing microorgan-
isms. Chloramphenicol (82) was isolated
from Streptomyces venezuelae in 1948 and
other clinically important antibiotics fol-
lowed: chlortetracycline (83), neomycin
(84), oxytetracyclin (85), erythromycin (86),
oleandomycin (87), kanamycin (88), and
rifamycin (89).
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In 1948, Giuseppe Brotzu isolated the
fungus Cephalosporium acremonium from
a water sample collected off the coast of
Sardinia. The culture showed significant
antimicrobial activity, but Brotzu could
not interest the Italian authorities in his
discovery. He then turned to a friend
in England for help, who arranged for
Howard Florey at Oxford to receive a sam-
ple of the producing culture. Eventually,
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an antibacterial substance was isolated
and named cephalosporin C (90). The com-
pound, which had a structure similar to
that of the penicillins, except that it had
a dihydrothiazine ring fused to the β-
lactam core, showed good resistance to
β-lactamases and was less toxic than ben-
zylpenicillin. However, plans to market the
compound were terminated with the intro-
duction of methicillin (mentioned earlier).

The discovery that the basic structural
building block of cephalosporin C, that
is, 7-aminocephalosporanic acid (7-ACA)
(91), could be synthesized leading to the
preparation of numerous cephalosporin
derivatives in a similar way to the synthesis
of penicillins from 6-aminopenicillanic
acid. Modification of the substituent at
the 7-position, while retaining the 3-
acetoxymethyl group gave cephalothin
(92), cephacetrile (93), and cephapirin (94),
so-called first-generation cephalosporins
with good activity against gram-positive
bacteria, although the acetyl ester was
susceptible to degradation by esterases
and thus, limited the duration of action.
Replacement of the acetoxy group by other
substituents rendered the products less
prone to esterase attack. For example, the
pyridinium derivative, cephaloridine (95),

CH2OCOCH3

(90) R = COCH2CH2CH2CHNH2

(92) R = COCH2

(93) R = COCH2CN

(94) R = COCH2S

(91) R = H

COOH

COOH

O

S

S

N

N

RHN

has a longer duration of action than that of
cephalothin.

The first orally active cephalosporin
was cephaloglycin (96), which possessed
a phenylglycine substituent in the C-7 side
chain, although the labile 3-acetoxymethyl
group was retained. Replacing the acetoxy
group with a proton or chlorine, for exam-
ple, cephalexin (97), cefadroxil (98), cephra-
dine (99), and cefaclor (100), extended the
duration of action of these orally active
products. Cefaclor has been classified as a
second-generation cephalosporin because
it has a wider spectrum of activity, which
includes gram-negative bacteria such as
Haemophilus influenzae. Cephamandole
(101) and cefuroxime (102) are parenterally
administered cephalosporins with simi-
lar activities against clinically important
gram-negative bacteria and are also resis-
tant to many types of β-lactamases.

The newer third-generation cephalospo-
rins, including ceftazidime (103), cefti-
zoxime (104), and ceftriaxone (105), which
all contain an α-aminothiazolyl group in
the C-7 side chain, have been developed for
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treating specific pathogens such as Pseu-
domonas aeruginosa. Thienamycin (106),
isolated from Streptomyces cattleya in 1976,
represented a new class of β-lactam

antibiotics produced by bacteria where
the sulfur of the penicillin nucleus was
replaced by a methylene group. An N-
formylimidoyl derivative, imipenem (107),

CH3

R2 = CH2OCONH2
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was the first example from this new class
of carbapenem antibiotics to become avail-
able for clinical use. Imipenem has a very
broad spectrum of activity against most
gram-positive and gram-negative aerobic
and anaerobic bacteria.
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Screening bacteria such as Pseudomonas
acidophila and Chromobacterium violacium

for production of β-lactam antibiotics re-
sulted in the discovery of naturally occur-
ring monobactams, which had moderate
antimicrobial activity. Side-chain varia-
tions, as developed for the penicillins
and cephalosporins, led to compounds
with improved activity against both gram-
positive and gram-negative bacteria. A
derivative containing the α-aminothiazolyl
group, a side-chain component common
to the third-generation cephalosporins
(mentioned earlier), showed specific activ-
ity against gram-negative aerobic bacteria,
including Pseudomonas spp. and was stable
to most types of β-lactamases. The com-
pound aztreonam (108) became the first
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commercially available monobactam and
showed a mode of action similar to that of
the other β-lactam antibiotics by blocking
bacterial cell wall synthesis.

5.2
Erythromycin Macrolides

Erythromycin (109) was isolated, in 1952,
from a strain of Saccharopolyspora ery-
thraea (formerly Streptomyces erythreus). As
a broad-spectrum antibiotic, erythromycin
has proved invaluable for the treatment
of bacterial infections in patients with
β-lactam hypersensitivity and is also the
drug of choice in the treatment of infec-
tions caused by species of Legionella, My-
coplasma, Campylobacter, and Bordetella.
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HO N(CH3)2

OH

(109) Erythromycin A, R = H
(114) Clarithromycin, R = CH3

OCH3

Although safe and effective, erythro-
mycin is not a perfect antibacterial. The
presence of hydroxy groups suitably dis-
posed with respect to the keto function at
C-9 leads to the formation of a tautomeric
mixture of hemiketals. The 6,9-hemiketal
(110) may be dehydrated in stomach acid
to give the inactive δ8 analog (111), which

can undergo further ring closure to give
the 9,12-tetrahydrofuran (112) that is also
inactive. The δ8 derivative (111) may be
responsible for some gastrointestinal dis-
turbance. To avoid these problems by
increasing the stability to acid, the 2′-
stearate, estolate, and ethylsuccinate esters
have been prepared, but even when the
tablets are enteric-coated the bioavailabil-
ity is erratic and relatively frequent dosing
is required.

An understanding of the acid-catalyzed
decomposition of erythromycin has led to
a variety of semisynthetic derivatives with
improved oral bioavailability. Reductive
amination of the 9-keto function gives
erythromycylamine, which reacts with
(2-methoxyethoxy) acetaldehyde to give
dithromycin. Beckmann rearrangement
of the 9-oxime followed by reduction
and methylation gives azithromycin (113),
which shows good activity against gram-
negative bacteria, including H. influenzae.
An alternative for prevention of cyclization
between the 9-keto and 6-hydroxy is to
mask the 6-hydroxy group. If the 6-hydroxy
is methylated, the result is clarithromycin
(114), which like (113), has an improved
pharmacokinetic profile compared with
that of the parent molecule.

Both azithromycin and clarithromycin
have been used for various bacterial
infections for a number of years. Within
the last decade, resistance has emerged
to a range of antibacterials, including the
macrolides, arising from methylation of an
adenine in the 23S ribosomal RNA target
site, which prevents binding. However, the
ketolides (e.g. telithromycin (115)) over-
come MLSB resistance because they lack
the L-cladinose moiety at position 3: the ex-
posed hydroxyl is also oxidized to a ketone.
The loss of potency, which would ensue,
is compensated by two further modifica-
tions that improve binding; formation of
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a carbamate at positions 11/12 and ex-
tension with a heterocycle-substituted side
chain. In ABT 773 a similar side chain
is placed at position 6 with comparable
results.

5.3
Streptogramins

The streptogramins are produced by Strep-
tomyces species and have been classified
into two groups: Group A are polyunsat-
urated macrocyclic lactones and Group B
are cyclic hexadepsipeptides. Both groups
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(115) Telithromycin

bind bacterial ribosomes, inhibit protein
synthesis at the elongation step, and
act synergistically against many gram-
positive microorganisms. However, the
naturally occurring streptogramins are
poorly soluble in water and this, until re-
cently, has limited their use for treating
bacterial infections. New, water-soluble
derivatives have been developed and the
semisynthetic dalfopristin (116) and quin-
upristin (117) mixture (Synercid) has been
approved for the treatment of gram-
positive infections, including multidrug-
resistant strains of Enterococcus faecium,
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(116) Dalfopristin

Staphylococcus aureus, and Streptococcus
pneumoniae.

5.4
Echinocandins

The fungal metabolite echinocandin B
(118) is one of the lipopeptides in
which a cyclic hexapeptide is combined
with a long-chain fatty acid. Echinocan-
din B inhibits β-1,3-glucan synthesis
and as a result has anti-Candida and
anti-Pneumocystis carinii activity. As a
group, the echinocandins are not orally
bioavailable, are hemolytic, and are not
very water soluble, despite the hydrogen-
bonding ability of the polyhydroxylated
hexapeptide.

Synthesis of the cyclic hexapeptide is
unattractive for the purpose of securing
analogs with improved biological activ-
ity because of the unusual nature of
the amino acids used and the com-
plex stereochemistry generated by the
high degree of hydroxylation. However,
echinocandin B can be produced efficiently
by fermentation of Aspergillus nidulans
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(118) Echinocandin B, R = linoleyl 

and then deacylated by fermentation with
Actinoplanes utahensis. The free amino
group thus exposed can be derivatized
with a number of active esters. Syn-
thesis of the amide from 4-octylbenzoic
acid gives cilofungin (119), which has
specifically high potency against Can-
dida albicans and some other Candida
species.

For systemic use, cilofungin had to be
given intravenously and unfortunately, ran

(119) Cilofungin, R = O(CH2)7CH3

into problems associated with the cosol-
vent polyethylene glycol. A better deriva-
tive, anidulafungin (LY-303366) (120) has
the major advantage of oral bioavailabil-
ity and has been progressed to phase
III clinical trials. Many other antifun-
gal peptides are under investigation and
two members of this series have now
been marketed, caspofungin (MK-991, L-
743,872) (121) and micafungin (FK463),
for the treatment of aspergillosis and
candidiasis.

6
Cardiovascular Drugs

6.1
Lovastatin, Simvastatin, and Pravastatin

One of the most significant natural
product discoveries in the last 30 years
has been a fungal secondary metabolite
called lovastatin (122). Heralded as a major
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breakthrough in the treatment of coronary
heart disease, lovastatin was introduced
onto the market by Merck in 1987 for
the treatment of hypercholesterolemia, a
condition marked by elevated levels of
cholesterol in the blood.

Lovastatin works by inhibiting 3-
hydroxy-3-methylglutaryl coenzyme A
(HMG-CoA) reductase, a key rate-limiting
enzyme in the cholesterol biosynthetic
pathway. However, the first specific

O

O

O

OHO

H

(122)

inhibitors of this enzyme were discovered
several years earlier by Endo et al. at
Sankyo. The compounds, which are
structurally related to lovastatin, were
isolated from Penicillium citrinum and
shown to block cholesterol synthesis in
rats and lower cholesterol levels in the
blood. Development of the most active
compound, designated ML-236B (123), is
believed to have been curtailed because of
toxicity problems.
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Brown et al. at Beechams also reported
the isolation of (123), but as a metabo-
lite from Penicillium brevicompactum. The
group, naming the compound compactin,
reported its antifungal activity but failed to
reveal its mode of action as an inhibitor
of HMG-CoA reductase. The search for
naturally occurring inhibitors of HMG-
CoA reductase gained pace and after
spending several years developing ap-
propriate screens, Merck found during
only the second week of testing, a cul-
ture of Aspergillus terreus that displayed
interesting inhibitory activity. In Febru-
ary 1979, the active component, lovastatin
(mevinolin), was isolated and character-
ized, and in November the following year
Merck was granted patent protection in
the United States. Although lovastatin
proved to be identical to monocolin K, a
metabolite isolated earlier from Monascus
ruber, the chemical structure of the lat-
ter compound had not been reported,
whereas Merck filed for patent protec-
tion giving complete structural details for
lovastatin.

The discovery of compactin and lovas-
tatin prompted efforts to develop deriva-
tives with improved biological properties.
Modification of the methylbutyryl side
chain of lovastatin led to a series of
new ester derivatives with varying po-
tency and, in particular, introduction of
an additional methyl group α to the car-
bonyl gave a compound with 2.5 times
the intrinsic enzyme activity of lovas-
tatin. The new derivative, named simvas-
tatin (124), was the second HMG-CoA
reductase inhibitor to be marketed by
Merck. Both lovastatin and simvastatin are
prodrugs and are hydrolyzed to their ac-
tive open-chain dihydroxy acid forms in
the liver. A third compound, pravastatin
(125), launched by Sankyo and Squibb in
1989, is the open hydroxyacid form of

compactin that was first identified as a
urinary metabolite in dogs. Pravastatin is
produced by microbial biotransformation
of compactin.
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The HMG-CoA reductase inhibitors de-
scribed earlier bind to two active sites
on the enzyme: the hydroxymethylglutaryl
binding domain and an adjacent hy-
drophobic pocket to which the decalin moi-
ety binds. The recognition that the ring-
opened hydroxy acids resemble mevalonic
acid and that the decalin moiety could
be replaced by 4-fluorophenyl–substituted
heterocycles led to the launch of sev-
eral new products including fluvastatin
(126), the ill-fated cerivastatin (127) and
the so-called turbostatin atorvastatin (128).
Although cerivastatin was withdrawn from
the market in 2001 because of fa-
tal adverse drug–drug interactions, the
‘‘statins’’ remain one of the fastest growing
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segments of the pharmaceutical indus-
try. One of the latest members of this
group of cholesterol-lowering drugs to be
marketed is AstraZeneca’s rosuvastatin
(129).
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6.2
Teprotide and Captopril

While studying the physiological effects
of snake poisoning, Ferreira discovered
that specific components in the venom
of the pit viper Bothrops jararaca inhib-
ited degradation of the peptide bradykinin
and potentiated its hypotensive action. The
‘‘potentiating factors’’ proved to be a family
of peptides that worked by inhibiting the
dipeptidyl carboxypeptidase, angiotensin-
converting enzyme (ACE). In addition to
catalyzing the degradation of bradykinin,
ACE also catalyzes the conversion of
human prohormone, angiotensin 1, to
the potent vasoconstrictor octapeptide, an-
giotensin II. However, the significance of
ACE in the pathogenesis of hypertension
was not fully appreciated until the 1970s af-
ter Ondetti et al. had first isolated and then
synthesized the naturally occurring non-
apeptide, teprotide (130). The compound
proved to be a specific potent inhibitor of
ACE and showed excellent antihyperten-
sive properties in clinical trials, although
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its use was limited by the lack of oral
activity.

Pyr Trp Pro Arg Pro Gln Ile Pro Pro

(130)

The discovery of teprotide led to a
search for new, specific, orally active
ACE inhibitors. Ondetti et al. proposed
a hypothetical model of the active site
of ACE, based on analogy with pan-
creatic carboxypeptidase A and used it
to predict and design compounds that
would occupy the carboxy-terminal bind-
ing site of the enzyme. Carboxyalkanoyl
and mercaptoalkanoyl derivatives of pro-
line were found to act as potent, spe-
cific inhibitors of ACE and 2-D-methyl-3-
mercaptopropanoyl-L-proline (131) (capto-
pril) was developed and launched in 1981
as an orally active treatment for patients
with severe or advanced hypertension.
Captopril, modeled on the biologically ac-
tive peptides found in the venom of the
pit viper, made an important contribution
to the understanding of hypertension and
paved the way for other ACE inhibitors,
such as enalapril (132) and lisinopril,
which have had a major impact on the
treatment of cardiovascular disease.
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6.3
Adrenaline, Propranolol, and Atenolol

The true clinical potential of β-adrenocep-
tor blocking agents for treating angina,
atrial fibrillation, and tachycardias was first
recognized by James Black and colleagues
at ICI. Black noted a report from Neil
Moran of Emory University in 1958,
showing that dichloroisoprenaline antag-
onized the effects of adrenaline on heart
rate and muscle tension. The first effec-
tive β-adrenoceptor blocker, pronethalol
(133), was synthesized 2 years later by
the ICI group and marketed for lim-
ited use in 1963. Toxicity problems soon
led pronethalol to be replaced by the 1-
naphthyl analog, propranolol (134), which
became the first β-adrenoceptor antag-
onist approved for general use, being
more potent and yet devoid of the par-
tial agonist or intrinsic sympathomimetic
activity shown by many other analogs.
Compounds with improved selectivity for
the β-adrenoceptor of cardiac muscle (β-
1-adrenoceptor blockers) were to follow,
including atenolol (135), which became the
most frequently prescribed beta-blocker
and one of the best-selling drugs of the
time.
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6.4
Dicoumarol and Warfarin

Sweet clover has a long history of medic-
inal use, often as an antiflammatory or
analgesic preparation in the form of oint-
ments and poultices. Melilotus officinalis
(yellow sweet clover, or ribbed melilot) was
reputed to have been a favorite herbal treat-
ment used by King Henry VIII of England
and the plant is still referred to as King’s
Clover in some publications.

The plant flourishes in poor soil and
was cultivated extensively in Europe for
cattle fodder and for soil improvement.
In the early 1920s, M. officinalis was
planted on the prairies of North Dakota
and Alberta, Canada, but with disas-
trous consequences. Soon cattle and sheep
throughout these regions began literally
bleeding to death. The mysterious hemor-
rhagic disease was traced to clover fodder
that had not been stored properly and
had become ‘‘spoiled,’’ or moldy. How-
ever, the insolubility of the anticoagulant
component and the difficulty of assaying
extracts for biological activity made the
task of isolating the active principal com-
ponent intractable. It took almost 20 years
before the compound was identified
as 3,3′-methylenebis(4-hydroxycoumarin)
(136), an oxidative degradation metabo-
lite of coumarin (137), itself a common
component of Melilotus sp. Soon after
the compound had been identified, tri-
als were initiated that confirmed the oral
anticoagulant activity in humans and in
1942, it was marketed under the name
dicoumarol. The compound had a slow,

erratic onset of action and efforts were ini-
tiated to prepare synthetic analogs that
acted faster and had longer duration
of action. A 4-hydroxycoumarin residue,
substituted at the 3-position, proved es-
sential for biological activity and in 1948,
after synthesizing over 150 compounds,
a 4-hydroxycoumarin derivative that was
longer acting and more potent than di-
coumarol was selected not for clinical use,
but as a rodenticide for development by
the Wisconsin Alumni Research Founda-
tion! The compound (138), named warfarin
(an acronym derived from the name of
the institute coupled with ‘‘arin’’ from
coumarin), became a household name for
rat poison. Concern over the use of oral
anticoagulants and the inherent risk of
hemorrhage inhibited the development of
warfarin as a therapeutic agent. However,
in 1951, a US Army cadet unsuccessfully
attempted to commit suicide by taking
massive doses of the compound. The in-
cident prompted further clinical trials that
resulted in warfarin being used as the
anticoagulant of choice for prevention of
thromboembolic disease.

OH OH

O O O O

(136)

OO

(137)

The mode of action of the coumarin
anticoagulants involves blocking the re-
generation of reduced vitamin K and
induces a state of functional vitamin K
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OH CH2COCH3

O O

(138)

deficiency, thus interfering with the blood-
clotting mechanism.

7
Antiasthma Drugs

7.1
Khellin and Sodium Cromoglycate

The toothpick plant, Ammi visnaga, had
been used for centuries in Egypt as an
antispasmodic agent to treat renal colic
and ureteral spasm. In 1879, one of the
plant’s main constituents was isolated,
crystallized, and named khellin (139). Sub-
sequently, the pure compound was shown
to relax smooth muscle and in 1938, the
chemical structure was characterized as a
chromone derivative. In 1945, a medical
technician took khellin to treat renal colic
and found instead that it acted as a po-
tent coronary vasodilator and relieved his
angina. This chance discovery, together
with earlier observations, led to khellin be-
ing used as a coronary artery vasodilator
and for treating bronchial asthma. How-
ever, its clinical use was severely limited
by some unpleasant gastrointestinal side
effects.

OCH3

CH3

OCH3

O

O

O

(139)

Five years later, a small British phar-
maceutical company, called Benger Labo-
ratories, initiated a program to synthesize
khellin analogs as potential bronchodila-
tors for treating asthma and had pre-
pared a series of compounds that relaxed
guinea pig bronchial smooth muscle and
protected the animals against allergen-
induced bronchospasm.

A clinical pharmacologist on Benger’s
staff, who suffered from chronic asthma,
questioned the validity of the animal
model and decided instead to test the
compounds on himself. He then pre-
pared a ‘‘soup’’ of guinea pig fur, in-
haled the vapors to induce a reproducible
asthma attack, and assessed the effects of
the synthesized khellin derivatives. Many
of the compounds first prepared were
insoluble in water and caused nausea
and other unpleasant side effects when
taken orally. This led to the test com-
pounds being formulated as aerosol sprays
and in 1958, an aerosol preparation of
a chromone-2-carboxylic acid derivative
(140) was found to exert a protectant ef-
fect, albeit short lived, against bronchial
allergen challenge without showing the
bronchodilator activity seen with other
compounds. The compound was com-
pletely inactive in the guinea pig asthma
model and afforded its protectant effect
in humans only when inhaled as an
aerosol.

CH3CH(OH)CH2O O

O COONa

(140)

About two new compounds were tested
each week and in 1965, after synthesizing
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NaOOC

O

O
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OCH2CH(OH)CH2
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O

(142)

(143)

(141)

EtO2C CO2Et
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O

some 670 analogs, a bischromone was pre-
pared that gave good protection, even when
inhaled up to 6 h before bronchial allergen
challenge. The compound sodium cromo-
glycate (141) was obtained by condens-
ing diethyl oxalate with the bis(hydroxy
acetophenone) (142) and cyclizing the
resultant bis(2,4-dioxobutyric acid) ester
(143) under acidic conditions. The essen-
tial chemical features required for activity
appeared to be the coplanarity of the
chromone nuclei, the flexible dioxyalkyl
link and the carboxyl groups in the 2-
positions. It is believed to act by stabilizing
tissue mast cells against degranulation,
thereby preventing release of inflamma-
tory mediators.

Sodium cromoglycate entered clinical
trials in 1967 and emerged to become

a first-line prophylactic treatment for
bronchial asthma.

The coronary dilator properties of
khellin have not been ignored and at
least one successful program was initi-
ated to prepare analogs for testing as
potential antiangina drugs. Benziodarone
(144) was the first useful compound to
emerge from the Labaz laboratories in
Belgium based on the benzofuran ring
system. However, the compound caused

O

O

OHC

CH2CH3

I

I

(144) Benziodarone
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OCH2CH2N(CH2CH3)2

(CH2)3CH3

O

C

O
I

I

(145) Amiodarone

hepatotoxicity in man and was soon su-
perseded by amiodarone (145), a more
potent coronary dilator for treating angina.
In 1970, the first report of antiarrhyth-
mic activity in the clinic was published
and amiodarone became established for
prophylactic control of supraventricular
and ventricular arrhythmias during the
1980s.

7.2
Ephedrine, Isoprenaline, and Salbutamol

The Chinese have been using a plant
extract known as ma huang to treat asthma
and hay fever for thousands of years. The
extract is prepared from several species
of Ephedra, a small leafless shrub found
in China. Following experiments at the
Peking Union Medical College and then at
the University of Pennsylvania and the
Mayo Clinic in the United States, the
active ingredient, ephedrine (146), was
introduced into Western medicine in 1926
as an orally active bronchodilator for the
treatment of acute asthma.

OH

CH3

NHCH3

(146)

Ephedrine is related to another natural
product that has been used to treat asthma,
that is, the adrenal hormone adrenaline

(147) (epinephrine). Adrenaline is a potent
agonist of both α- and β-adrenoceptors
and thus produces arterial hypertension as
an undesirable side effect. In 1951, a syn-
thetic alternative, isoprenaline (148), was

OH

NHCH3

HO

HO

(147)

HO

OH

HO

NHCH(CH3)2

(148)

introduced and for almost 20 years it was
considered the drug of choice for treat-
ing bronchospasm associated with acute
asthmatic attack. Isoprenaline is a spe-
cific β-adrenoceptor agonist and, although
it has no vasoconstrictor activity, the com-
pound does have marked cardiac stimulant
properties and a short duration of action.
Ahlquist’s concept of two types of adreno-
ceptor was developed further by Lands
et al., who established the existence of
β1- and β2-adrenoceptor subtypes. Clear
structure–activity relationships emerged
with the preparation of compounds related
to adrenaline and ephedrine; the basic
requirement for β-adrenoceptor agonist
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activity was an aromatic ring substituted by
an ethanolamine side chain. The branched
methyl substituent on the side chain was
associated with prolonged duration of ac-
tion (i.e. ephedrine), whereas aromatic
hydroxylation (in isoprenaline) prevented
penetration across the blood–brain bar-
rier and thus prevented stimulation of the
CNS. However, 1,2-dihydroxy substituents
were found to promote enzymic degra-
dation, and replacement of the 3-hydroxy
group by a hydroxymethyl substituent was
required to extend the duration of action.
In 1969, salbutamol (149) was launched
by Glaxo as a longer-lasting, selective β2-
adrenoceptor agonist for the treatment
of bronchial asthma and, subsequently,
a lipophilic ether analog, salmeterol (150),
was introduced with an even longer dura-
tion of action that has potential advantage
in the prevention of nocturnal asthma.

HOH2C

HO

OH

NHC(CH3)3

(149)

HOH2C

HO

OH
NH(CH2)6O(CH2)4Ph

(150)

Despite the many chemical alterations
that have been carried out on the
phenylethanolamine ‘‘template,’’ the key
chemical features associated with modern
β-agonists can be seen to have originated
from the naturally occurring compounds,
adrenaline and ephedrine.

7.3
Contignasterol

The use of inhaled corticosteroids such
as fluticasone propionate to treat asthma
and rhinitis has been well documented
and will not be repeated here. Less well
known is an unusual, highly oxygenated
marine-derived steroid isolated from the
sponge Petrosia contignata that possesses a
unique cyclic hemiacyl side chain (151).
The compound was isolated by Ander-
sen and coworkers at the University of
British Columbia and found to possess
anti-inflammatory properties in vivo. Con-
tignasterol was being developed by In-
flazyme, in collaboration with Aventis, for
the treatment of asthma and other inflam-
matory diseases and progressed to phase
II clinical trials.
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(151) Contignasterol

8
Antiparasitic Drugs

8.1
Artemisinin, Artemether, and Arteether

Artemisia annua (sweet wormwood, Qing
hao) has been used in Chinese medicine
for well over 1000 years. The earliest
recommendation is for the treatment of
hemorrhoids, but there is a written record
of use in fevers dated 340 A.D. Modern
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development dates from the isolation of
a highly active antimalarial, artemisinin
(qinghaosu), in 1972, and has been carried
out almost entirely in China. Much of
the original literature is therefore, in
Chinese.

Artemisinin (152) is a sesquiterpene lac-
tone with an unusual peroxide bridge. One
of the earliest modifications involved cat-
alytic reduction of the peroxide, resulting
in loss of one oxygen and total loss of
antimalarial activity in the adduct (153).
The role of the peroxide bridge in pro-
ducing antimalarial effects was not fully
understood, but it appeared essential for
activity, so much of the early work on
analogs conserved this structural feature
as an empirical finding. The mechanism
of action of artemisinin has since been
elucidated, although it is not without con-
troversy. The drug has a high affinity for
hemozoin, a storage form of hemin that is
retained by the parasite after digestion of
hemoglobin, leading to a highly selective
accumulation of the drug by the parasite.
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(152) Artemisinin
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Artemisinin then decomposes in the pres-
ence of iron, probably from the hemozoin
and releases free radicals, which kill the
parasite. The peroxide bridge is, therefore,
a crucial part of the drug molecule, as was
suspected from structure–activity studies.
Elucidation of the mechanism of action
has led to the synthesis of a range of
simple analogs capable of iron-catalyzed
decomposition, some of which have good
antimalarial activity.

In retrospect, it is not surprising that
the peroxide-bridged compound (154),
isolated from Artabotrys uncinatus, also has
antimalarial activity. Because peroxides of
this kind are likely to be formed from a
variety of precursors in dried plant material
(see the following), there may well be many
more antimalarials of this kind to be found.

O

O

OH

(154)

Artemisinin is an excellent antimalar-
ial, approximately equal in potency to
chloroquine, with a good therapeutic in-
dex except on the fetus. The preparation of
semisynthetic derivatives has been stim-
ulated primarily by a requirement for
improved solubility because artemisinin is
relatively insoluble in both water and oil.

Reduction of (152) with sodium boro-
hydride occurs at the lactone carbonyl,
leaving the peroxide intact. The result-
ing cyclic hemiacetal, dihydroartemisinin
(155), which is a more potent antimalarial
than the parent compound, shows typical
acetal reactivity. In the presence of acid,
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a highly reactive carbocation intermediate
allows SN1-type substitution with a variety
of nucleophiles. For example, boron tri-
fluoride catalyzes reactions with methanol
and ethanol to give artemether (156) and
arteether (157), respectively, two of the
most important derivatives. Both are more
potent than the parent compound and have
improved solubility in oil. Artemether has
been chosen for development under the
name Paluther.

H

H

H

H

O

O

O

O

OR

(155) R = H
(156) R = CH3 artemether
(157) R = CH2CH3 arteether
(158) R = COCH2CH2COONa sodium artesunate

Water solubility can be greatly improved
by the standard ploy of esterification with
succinic acid and conversion to the sodium
salt. Applied to compound (155), this
technique gives sodium artesunate (158),
a water-soluble prodrug that may be given
intravenously. It may be assumed that
hydrolysis occurs in vivo to give back (155)
as the active antimalarial because (156)
has been shown to be unstable in aqueous
solution and because analogous carboxylic
acids with a nonhydrolyzable ether link are
relatively inactive.

There are two reasons for the great in-
terest being shown in artemisinin and
its derivatives. First, there is little cross-
resistance with Plasmodium falciparum
between the members of this series
and the quinoline-based antimalarials like
chloroquine. On the contrary, significant

potentiation of effect is observed in com-
bination with chloroquine analogs such
as mefloquine. Second, the high lipid
solubility of, for example, artemether en-
sures rapid penetration into the CNS, so
these sesquiterpene lactones are first-line
drugs for the treatment of cerebral malaria
caused by P. falciparum, which is otherwise
fatal.

It seems likely that most of the
artemisinin found in dried plant material
is formed by autoxidation after the death
of the plant. From the medicinal chemist’s
point of view, this is unimportant, but
some plant biochemists might have doubts
about the description of artemisinin as a
‘‘natural product.’’ Air drying in sunlight
may be considered a natural, although not
a botanical, process. It is probable that
many other plant-derived peroxides are
formed in a similar way.

Whole plant extracts often show promis-
ing activity that may not be traceable to
single components. This is obviously not
true of A. annua extracts, but it is in-
teresting to note that other constituents,
notably methoxylated flavones, have poten-
tiating effects on the antimalarial activity
of artemisinin.

The reported effect of artemisinin on sys-
temic lupus erythematosus is intriguing,
given the history of use of quinine-type
antimalarials in this disease.

8.2
Quinine, Chloroquine, and Mefloquine

The use of cinchona bark (e.g. Cinchona
succirubra) by South American Indians
to treat fevers and the subsequent im-
portation of the bark into Europe by
Jesuit priests in the seventeenth century
is well known. At that time malaria was
widespread, even as far north as east-
ern Scotland and there was no effective
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treatment for ‘‘the ague.’’ Although qui-
nine (159) is not very potent or long
acting, a good sample of cinchona bark
contains about 5% of the alkaloid. This
high concentration permitted genuinely
therapeutic doses of bark to be given and
allowed the pure alkaloid to be isolated as
early as 1820. During the next 100 years,
quinine was the only effective treatment
for malaria known to Europeans. Without
quinine, life in the tropics was impossi-
ble for those without natural immunity
to malaria. Supplies of quinine to Europe
were threatened during World War I, stim-
ulating a major program of research into
synthetic analogs.

N

N

OCH3

H

H

OH

(159) Quinine

The chemical techniques available to
chemists in the period 1820–1920, al-
though improving rapidly, did not allow a
structure to be proposed for quinine with
any confidence: the first completely correct
proposal came in 1922 and was finally con-
firmed by total synthesis as late as 1945.
However, part structures were known,
such as the 6-methoxyquinoline moiety
and were sufficient to allow the synthesis
of mimics. The first clinically successful
mimics were the 8-aminoquinolines.

In the early years of the twentieth cen-
tury, synthetic organic chemistry was a
young discipline, largely governed by em-
pirical rules. Progress toward synthetic
analogs of complex natural structures was

governed as much by synthetic feasibil-
ity as by a desire for close mimicry.
The first quinine analogs were, there-
fore, a combination of the accessible
6-methoxyquinoline part of the quinine
structure, with elements of the first suc-
cessful antimicrobial agents, such as 9-
aminoacridine. Nitration followed by re-
duction could be used to generate a
number of new molecules from a vari-
ety of parent heterocycles. It is recorded
that 4-, 6-, and 8-aminoquinolines have
antimalarial properties and, quite extraor-
dinarily, two of these chemical classes are
still used today, have quite different uses
as antimalarials, and quite possibly have
different modes of action.

The first of the 8-aminoquinolines to be
introduced into medicine was pamaquine
(160), not long after World War I. Despite
greater toxicity than that of quinine,
this class of drugs was found to have
radical curative ability against the relapsing
malarias. Several hundred analogs were
tested during World War II and of these,
primaquine (161) survives to the present
day for short-term use as a radical curative.
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(160) Pamaquine
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Quinacrine (162) is an obvious embod-
iment of the principle outlined above;
as a derivative of both quinine and 9-
aminoacridine it combined a known anti-
malarial with a known antimicrobial. The
result was a useful, relatively nontoxic an-
timalarial, although it stained the skin and
eyeballs yellow. Despite this side effect
and a high incidence of gastrointestinal
disturbance, quinacrine was widely used
during World War II by European troops
in East Asia. The availability of the re-
sults of medicinal chemistry research to
both sides in wartime is a curious feature
of antimalarial development, highlighted
below.

N

N

Cl

CH3O

CH2CH3

CH2CH3
HN

(162) Quinacrine (mepacrine)

As has been explained, the major stim-
ulus for research into synthetic antimalar-
ials was not so much the therapeutic
inadequacy of quinine as the potential lack
of availability in times of social upheaval.
During World War II, the United States
encouraged the planting of cinchona in
Costa Rica, Peru, and Ecuador. The total
synthesis of quinine was too difficult in the
1940s and is unlikely to become econom-
ically viable even in the new millennium.
This problem was partly overcome with
quinacrine, which was used widely in
World War II, although quinacrine has
the defects described earlier. The concep-
tual derivation of chloroquine (163) from
quinacrine is obvious and apparently hap-
pened twice, in Germany and the United
States, the latter about 10 years after the

Germans had discarded the drug as being
too toxic! The story of the rediscovery of
chloroquine is fascinating, as an account
of human muddle and misjudgment, fi-
nally leading to an extraordinarily valuable
drug.

(163) Chloroquine
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Over decades of sublethal exposure, the
resistance of all types of malaria has in-
creased to a point where chloroquine no
longer offers certain protection. With the
partial exception of quinine and dihydro-
quinine, resistance to antimalarials had
reached the stage at the time of the
Vietnam War where more research was
required. The development of mefloquine
(164) was a continuation of the World War
II effort, with a gap of about 20 years. Resis-
tance to chloroquine had developed widely
during that period, but surprisingly less so
to quinine, given the obvious similarities
in structure. This observation stimulated
a reappraisal of quinolines, known as
quinoline methanols, which bear a hydroxy
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(164) Mefloquine
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group on the α-carbon of a substituent
attached to the 4-position. Up to 1944,
a total of 177 quinoline methanols had
been synthesized and tested, resulting in
one compound (165) with activity superior
to that of quinine. In human volunteers
there was a high incidence of phototoxi-
city associated with (165), so research on
quinoline methanols in 1944 had ceased
in favor of the 4-amino series, which in-
cluded chloroquine. Reappraisal of about
100 of the World War II compounds con-
firmed the high activity and phototoxicity
of (165) and also showed the high potency
of an analog (166), which had reduced
phototoxicity. These data, together with re-
sults from about 200 newer compounds,
fostered the belief that phototoxicity was
separable from antimalarial activity. Ex-
tensive evaluation of (166) in humans
with chloroquine-resistant P. falciparum
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infections showed promise, but with a
significant incidence of toxic reactions;
the dose required was also inconveniently
large.

Two hypotheses concerning the effect
of the 2-phenyl substituent were pro-
posed. One was that metabolic oxidation
was blocked at this position, so that du-
ration of action was prolonged, which
was considered desirable. Second, the UV
chromophore was enlarged, which would
increase the likelihood of drug-induced
photosensitivity. The phenyl substituent
was thus replaced by trifluoromethyl in the
2-position. Before the first such derivatives
were tested, further analogs were pre-
pared with an additional trifluoromethyl
group on the benzene ring. This was
serendipitous because the first series of
2-trifluoromethyl analogs had low potency
and were also photosensitizing. The se-
ries with two trifluoromethyl groups, one
at position 2 and another in the 6-, 7-, or
8-position were all potent and free from
phototoxicity. The most potent was meflo-
quine (164), a very successful drug, but one
that produces unacceptable CNS effects in
a small proportion of users; parasite re-
sistance has also been observed in parts
of Southeast Asia. There is now a serious
attempt by the World Health Organiza-
tion and groups such as the Medicines for
Malaria Venture Foundation to find new
antimalarials.

Physicians are pragmatic when choosing
therapy for patients whose suffering is not
alleviated by accepted methods. A drug
that has been shown to be toxicologically
safe may be utilized in a new area for the
flimsiest of reasons. Thus, Page described
his use of quinacrine in two cases of
lupus erythematosus as being based on
‘‘[a] chance observation. . .,’’ although he
did not describe the observation that led
to his decision. He did, however, record



372 Therapeutic Compounds in Nature as Leads for New Pharmaceuticals

that quinine had been tried previously
and ‘‘prevented extension of the lesions,’’
so this may have been the basis for his
rationale. In any event, the beneficial
effects of quinacrine were remarkable and
appeared to be related to the degree of
yellowing of the skin that, as described
earlier, is a common side effect of the use
of quinacrine in malaria.

Among Page’s group of patients with lu-
pus erythematosus were two with rheuma-
toid arthritis, whose symptoms also re-
sponded to treatment with quinacrine.
The following year, other physicians con-
ducted a trial of quinacrine on a larger
group of patients with rheumatoid arthri-
tis; the results encouraged Haydu to test
chloroquine on similar patients, again
with positive results. A year later, two
more physicians compared quinacrine
with chloroquine and found the latter to
be better tolerated, the majority of patients
gaining some benefit. Both quinacrine
and chloroquine caused gastrointestinal
disturbances, which led to a trial of hy-
droxychloroquine (167), an unsuccessful
antimalarial but with less effect on the
gut, thus allowing larger doses to be given.
Hydroxychloroquine has remained part of
the standard drug therapy for rheumatoid
arthritis ever since.

(167) Hydroxychloroquine

HN

ClN

N
CH2CH3

CH2CH2OH

So far, the choice of quinine-like drugs to
treat rheumatoid arthritis has been based
on preliminary selection as antimalarials.

Because the two types of action are
presumably unconnected, there might be
some value in a screening program aimed
directly at rheumatoid disease.

8.3
Avermectins and Milbemycins

There is no major distinction between the
avermectins and milbemycins, which are
based on the same complex polyketide
macrocycle (168): the avermectins are oxy-
genated at C-13 and bear a disaccharide
on this oxygen. They have been isolated
from cultures of a number of Strepto-
myces species, obtained from all over the
world.

The avermectins, particularly, have been
the subject of intense commercial inter-
est because they possess potent activity
against both nematode and arthropod
parasites of livestock. A full discussion
of structure–activity relationships would
be out of place here, not least be-
cause the data are voluminous, so we
shall concentrate on the development
of ivermectin, which has been a major
success.

Structural designation of avermectins is
quaintly based on three series: A, B; a, b;
and 1, 2. Greater activity resides in the B
series, with a free OH at position 5. There
is little difference in potency between
the a and b series. In the more potent
B series, there are important differences
between the 1 series and the 2 series;
B1 is the more active orally, whereas B2

is the more potent by injection. There
are also differences in their spectrum of
activity. The spectrum of activity was kept
as broad as possible by hydrogenation of
a mixture of avermectins B1a and B1b
to give ivermectin (169), which contains
at least 80% of 22,23-dihydroavermectin
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Avermectins R =

Milbemycins R = H

In the avermectins the series are designated as follows (Y = CH3):

In (169), V-W = CH2CH2, X = CH(CH3)CH2CH3 (major) or
CH(CH3)2 (minor), Y = CH3 and Z = H
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H
Z

Y

A, Z = CH3

B, Z = H
a, X = CH(CH3)CH2CH3

b, X = CH(CH3)2

1, V-W = CH CH
2, V-W = CH2CH(OH)

B1a and not more than 20% of 22,23-
dihydroavermectin B1b.

Ivermectin was developed for, and has
been highly successful in, the treatment
and control of parasites in cattle, horses,
sheep, pigs, and dogs. Following studies
in humans with river blindness (onchocer-
ciasis), the developers of ivermectin have
participated in a major program aimed at
eradication of the disease. The sufferers

inhabit some of the poorest parts of Africa
and cannot pay for their treatment, so the
drug has been donated by Merck and
Co. Since 1996, more than 20 million
treatments have been given. The drug
does not kill the adult worms that cause
onchocerciasis, but is useful in interrupt-
ing the life cycle. Ivermectin is also of
value in treatment of scabies. A great
deal of information on the biological
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(169) X = CH(CH3)CH2CH3 (major) or CH(CH3)2 (minor)

aspects of the use of ivermectin has been
published.

9
Immunosuppressant Drugs

9.1
Cyclosporin, Tacrolimus, and Sirolimus

The discovery that the cyclic polypeptide,
cyclosporin (170), acts as a T-cell selective

immunosuppressant by inhibiting cal-
cineurin has lead to a revolution in or-
gan transplantation and related clinical
practice. Cyclosporin is produced by
fermentation of the fungus Tolyplocla-
dium inflatum and was first approved in
1978 for prevention of kidney allograft
rejection. The drug is now also used
to prevent liver, heart, lung, and bone
marrow transplant rejection and for the
treatment of psoriasis, atopic dermatitis,
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rheumatoid arthritis, and nephrotic syn-
drome. A semisynthetic alkene analog
of cyclosporin, ISA-247 (171), is under-
going clinical trials for prevention of
kidney allograft rejection and for treating
psoriasis. Two other fermentation prod-
ucts have also played a pivotal role in
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(172)

transplant surgery, that is, the macrolides,
tacrolimus (FK506) (172) from Astellas
and more recently, sirolimus (rapamycin)
(173) from Wyeth. These drugs are pro-
duced by fermentation of Streptomyces
tsukubaenis and Streptomyces hygroscopi-
cus respectively. Various derivatives of
sirolimus (173), which blocks activation
of the lipid kinase mTOR (mammalian
target of rapamycin), are being evaluated
as anticancer agents.

9.2
Mycophenolic Acid and Mycophenolate
Mofetil

Finally, mycophenolic acid (174), first iso-
lated in 1896 from various cultures of
Penicillium was found to inhibit inosine
monophosphate dehydrogenase and, as
a result, selectively block DNA synthesis
in lymphocytes. A prodrug of mycophe-
nolic acid, mycophenolate mofetil (175),
shows improved bioavailability and is now
approved in many countries for use in
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combination with cyclosporin to prevent
kidney allograft rejection.
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(174) R = H

(175) R =

10
Conclusion

Natural product research has been the
single most successful strategy for dis-
covering new pharmaceuticals and has
contributed dramatically to extending hu-
man life and improving clinical practice.
As long as Nature continues to yield
novel, diverse chemical entities possess-
ing selective biological activities, natural
products will play an important role as
leads for new pharmaceuticals. An in-
teresting example is the alkaloid galan-
tamine (Nivalin, Reminyl) (176), originally
isolated from the bulbs of the Amarylli-
daceae family (snowdrops, daffodils, etc.),
which has found use in the symptomatic
treatment of Alzheimer’s disease. It is
a reversible and competitive inhibitor of
acetylcholinesterase that also interacts al-
losterically with nicotinic acetylcholine re-
ceptors to potentiate the action of agonists.
By acting to enhance the reduced cen-
tral cholinergic function associated with
this disease, significant improvements in
cognition and behavioral symptoms have
been observed in patients. In this case, it
is the alkaloid itself that is used as the
active compound and it will be interesting

to see whether development leads to bet-
ter drugs. There are as yet relatively few
publications in this area.

N

O

OH

O

(176)

Over 90% of bacterial, fungal, and plant
species are still waiting to be investigated.
High-throughput screening methods will
allow large numbers of samples to be
tested against more biological targets. An
alternative view is that the elucidation
of the biological effects of chosen com-
pounds, in some detail, will yield insight
into biological processes that may open
avenues for medicinal chemistry research
that is not based on pure chance. This view
is based on the recognition that secondary
metabolites have been produced and ruth-
lessly selected, by evolution, over a long
period of time. Either way, the medicinal
chemist has a wonderful opportunity to
continue utilizing the rich chemical diver-
sity offered by Nature.

The best approach for the identification
of natural product leads is a matter of
debate. Some very inventive techniques
have been used for sample mixtures (ex-
tracts) by the bioassay-guided method; for
example, by combining automated sample
injection/fraction collection with the use
of modern stationary phases for column
chromatography and appropriate biologi-
cal assays, active compounds can be readily
isolated from crude extracts in just a few
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days. An alternative is to use an eth-
nobotanical or ethnopharmacological tech-
nique, whereby the accumulated wisdom
of many generations of native plant users
may be harnessed in the search for better
medicines for all. These two techniques
may be combined, so that the native people
describe the uses to which they put the
plant and the researchers devise a bioassay
that is used to find the active components.
The problem with any bioassay-guided
technique, however, is that the inactive
constituents are not identified. This rep-
resents a potential waste, given that the
microbial strain or plant specimen has
had to be collected, preserved, and iden-
tified. An alternative approach is to use
high-performance liquid chromatography
coupled with modern detection technolo-
gies (UV, evaporative light scattering, mass
spectrometry) to first reduce a microbial
culture or plant extract to its secondary
metabolites, either as semipurified mix-
tures or single compounds: the products
are then able to be screened for biologi-
cal activity in a high-throughput manner
and the samples can be reevaluated when
new screens become available. One thing
is certain: the variety of natural product
structures, after perhaps 300 million years
of natural selection, far exceeds the bounds
of human imagination and continues to
offer exciting possibilities for novel drug
discovery.
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Keywords

Biomaterial
Any material from either natural or synthetic sources used for biological applications,
to replace or substitute for biological function of living cells or tissues.

Extracellular Matrix (ECM)
It is a meshwork of large fibrillar and globular glycoproteins and hydrophilic
proteoglycans, secreted by cells. ECM plays an important role in cell and tissue
structure and organ morphogenesis and function by providing biochemical and
mechanical signaling to cells and, in combination with interstitial fluids, provides
resistance to tensile and compressive stresses.

Hydrogel
It is a soft viscoelastic meshwork that consists of two or more components, one of
which is water.
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Mechanical Stress
Includes pressure (force acting perpendicular to a surface), shear (force acting parallel
to a surface), or stretch, all of which influence the development, remodeling, and
pathology of tissues.

Tissue Bioengineering
Formation of tissue de novo by promoting cell proliferation and differentiation in vivo
or ex vivo using a physiologically relevant microenvironment and primary cells or
appropriate cell lines.

� The basic principle of three-dimensional (3D) cell cultures is to place cells in
conditions that induce formation of multicellular, tissue-like structures developing
in X, Y, and Z planes. The 3D structures are characterized by establishment of
adhesion complexes and tissue polarity, and by changes in cytoskeletal structure
and cell volume that are significantly different from those found in cells cultured
as monolayers (2D). As a result, the phenotypes, function, and regulation of
signaling pathways under 2D and 3D conditions are fundamentally different. The
science, as well as the art, of 3D cultures center around the recapitulation of
physiological behaviors found in the organism, where reciprocal and dynamic
cell–cell and cell–ECM interactions affect intracellular biochemical and structural
signals, and hence influence gene expression and homeostasis. The 3D culture
systems provide unique opportunities to mimic many aspects of developmental and
pathological phenomena, to elucidate molecular mechanisms, and to produce tissues
for transplantation purposes. With apologies to many colleagues whose works are
not cited, this chapter relies heavily on the examples from the authors’ laboratories
using mammary epithelial cells. This is partly because we are most familiar with
this tissue and also, many of the details for mammary models have been worked out
in nearly three decades. As such, the experience with mammary acinus is used as a
possible road map for other tissues.

1
Three-dimensional (3-D) Cell Culture: Cell
Shape, Tissue Structure, and Biochemical
Signaling

1.1
The Discovery of Extracellular Matrix
(ECM) Signaling

The existence of extracellular matrix
(ECM) has been recognized since the

origin of microscopy. The term extracel-
lular matrix was proposed following the
discovery of cells within connective tis-
sues during the nineteenth century. It was
defined as the material outside the cells.
The importance of this structure for cell
behavior was first suspected when quanti-
tative changes in the density of the ECM
were seen to affect cell adhesion proper-
ties. This phenomenon was well described
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for the adhesion between lens rudiment
and the optic vesicle, a process critical
for lens cell spreading and during chronic
inflammatory changes in the lungs.

During the 1970s, major observations
established the importance of the ECM
in developmental processes, and cell
biologists showed that the different cell
types were capable of responding to
physical and biochemical influences of the
ECM and also secreting ECM components.

These discoveries suggested the exis-
tence of a reciprocal relationship between
the cells and their ECM (detailed in the
following sections) and led to the postu-
late of the model of dynamic reciprocity
between the ECM and the cell nucleus.
The model integrated both the physical
and biochemical connections between the
putative ‘‘ECM receptors,’’ the cytoskele-
ton, the nucleus, and chromatin. Thus, the
combined work of cell and developmental
biologists as well as biochemist in this area,
set the stage for an astonishing scientific
adventure aiming at deciphering the role
of ECM in development, tissue specificity,
and gene expression.

1.1.1 Plasticity of the ECM
The ECM represents a complex world
of intricate molecular interactions and
is characterized by an enormous diver-
sity in morphology and composition. It
is composed of fibrillar molecules such
as collagens and elastin and glycopro-
teins such as fibronectin, laminins, and
hydrophilic proteoglycans. In addition,
soluble molecules such as growth fac-
tors or cytokines can be attached to,
trapped, and released from the ECM.
The ECM acts as a hydrogel in which
fibrillar proteins interact within the hy-
drated network of the glycosaminogly-
can chains of proteoglycans. The com-
bination of the hydrogel properties with

the diversity of ECM composition is
critical for the function of each type
of tissue.

The existence of a different ECM compo-
sition depending on the tissue type and/or
the degree of tissue maturation was re-
ported almost half a century ago. One
of the striking examples of ECM plastic-
ity occurs during skeletogenesis. At early
stages, a hyaluronan-rich ECM is criti-
cal for mesenchymal cell migration and
proliferation. Then, cartilage differentia-
tion involves the removal of hyaluronan
and the production of type II collagen
and a specific chondroitin sulfate proteo-
glycan. Additionally, a more specialized
ECM organization is seen in the epiphy-
seal growth plate, and also at the site of
initiation of bone formation, which is char-
acterized by a switch of collagen synthesis
from type II to type I, and depletion of
proteoglycans.

The diversity of ECM composition was
soon linked to the fact that different
cell types (e.g. mesenchymal, endothe-
lial, and epithelial cells) within a tissue
are capable of producing a wide range of
ECM molecules. Smooth muscle cells were
shown to synthesize connective tissue
matrix components, including collagen,
elastin, and glycosaminoglycans in the
arterial system and other smooth muscle-
rich tissues (e.g. uterine myometrium),
indicating that the same cell type has the
capacity to elaborate soluble, as well as
insoluble, components of the ECM. Simi-
larly, endothelial and epithelial cells were
shown to synthesize the collagens and
glycoproteins of basement membranes
(BM, a specialized form of ECM) found
around vessels and at the interface be-
tween epithelial and connective tissues.
The demonstration that the different cell
types were capable of synthesizing ECM
proteins relied on the ability to culture cells
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ex vivo. The ECM components released
into the culture medium were found to be
similar to that of molecules observed in
human tissue, hence confirming that cells
were at the origin of ECM production. For
instance, fibronectin secreted by human
endothelial cells in culture was identical to
the fibronectin found in human plasma,
and fetal epithelioid cells in culture syn-
thesized type IV procollagen similar to that
of collagenous proteins extracted from the
tissue’s BM.

1.1.2 ECM Signaling Encompasses
Specific Cell Membrane Receptors
The observation of a meshwork of ECM
molecules on the cell surface suggested a
close interaction between cells and ECM
molecules. An early milestone in the study
of cell–ECM interactions came from work
largely pioneered by Hay and colleagues.
In an elegant series of experiments, they
demonstrated that contacts between cells
and the ECM were necessary to sustain the
stimulatory effect of ECM on corneal ep-
ithelial collagen synthesis. Notably using
filters of different pore sizes and thick-
ness, they showed a linear correlation
between the cell surface area in contact
with the ECM and production of collagen.
Many more reports followed describing
both the positive and negative regula-
tion of ECM components by cell–ECM
interactions. For example, chondrocytes
synthesize chondroitin sulfate in the pres-
ence of extracellular chondroitin sulfate,
whereas they stop synthesis in the pres-
ence of hyaluronan.

Early indications that the ECM was
influencing cell behavior came from obser-
vations that the morphology and biochem-
istry of normal parenchymal liver cells
and normal mammary epithelial cells from
prelactating mice were modified upon cul-
ture in the presence of collagen I gels

compared to tissue culture plastic. Sim-
ilarly the ECM was shown to influence
metabolic pathways and cell proliferation.
It was shown later that the ECM in general
and the BM, in particular, also controlled
cell survival.

Numerous specific ECM receptors have
now been identified including prominent
transmembrane proteins, the integrins.
It is well established that the binding
of ECM molecules to cell membrane
receptors triggers intracellular signaling,
which ultimately reaches the cell nucleus
and influences gene expression. Although
integrin signaling is quite complex, a
major principle of this signaling clearly
includes the existence of central signal
transducers (e.g. FAK) that can bind to,
and recruit other signaling molecules.
This network of signaling molecules is
connected to the cytoskeleton. Addition-
ally, it has been shown that integrins
and growth factor receptors cooperate
to control major cellular events such as
proliferation. This cooperation is critical
to transmit signals via specific signaling
cascades. Further transmission of ECM
signaling to the cell nucleus partly relies
on the nuclear translocation of signaling
molecules that are first activated in the cy-
toplasm. As described in other sections
of this chapter, ECM receptors partici-
pate also in mechanotransduction where
forces affect cytoskeletal organization and
signaling cascades, and ultimately influ-
ence the cell phenotype. Notably, the
interaction between the cytoskeleton and
signaling molecules is thought to be criti-
cal for changes in cell phenotype resulting
from mechanical influence. Thus, both
structural (e.g. via cytoskeletal rearrange-
ment) and biochemical aspects of ECM
signaling should be integrated to de-
velop a complete view of the control of
cell behavior.



388 Three Dimensional Cell Culture: The Importance of Microenvironment in Regulation of Function

1.1.3 ECM-response Elements
A direct connection between ECM signal-
ing and gene regulation was described sev-
eral years ago upon the discovery of ECM-
response elements in several gene pro-
moter sequences. The first ECM-response
element was identified and characterized
in the enhancer region of the β-casein
gene, which is turned on in mammary
epithelial cells upon contact between the
cells and laminin. It was shown later that
chromatin remodeling is involved in regu-
lation of the ECM-response element of the
β-casein gene. We identified also a neg-
ative ECM-response element and a few
other positive elements in the promot-
ers of the TGF-β1 (transforming growth
factor) gene and tumor viruses, although
these were not characterized in detail. An
ECM-response element was identified also
in the promoter of LpS1 genes in sea
urchin, indicating that ECM-specific sig-
naling to the genome may be a conserved
phenomenon. In the latter study, it is pro-
posed that ECM disruption triggers a signal
that induces a remodeling of binding fac-
tors in the ECM-response element and
turns off LpS1 gene activity. Thus, both
cell adhesion and release of binding to
ECM are capable of triggering local chro-
matin remodeling.

1.2
Geometry Matters

It was originally thought that the ECM had
a purely physical role by providing a scaf-
fold to maintain the shape of the organs.
However, upon identification of ECM re-
ceptors and evidence of ECM signaling, in-
tracellular biochemical pathways triggered
by cell adhesion to ECM molecules became
an important research focus. In addition,
the role of cell shape in ECM-induced
mechanical and biochemical signaling is

beginning to be accepted, and is an active
area of investigation.

1.2.1 The ECM Controls Cell Shape
The influence of the ECM on cell shape
was already reported in the early days of
ECM research. For instance, it was clear
that axon extension and orientation was
dependent on the contact with extracellular
fibrils. Early on, Bornstein and colleagues
suggested that the extracellular meshwork
of ECM molecules was interacting directly
or indirectly with the internal cytoskeleton,
hence mediating changes in cell shape.
Today, we can appreciate the importance
of this hypothesis since ECM-mediated
cell shape appears to play a critical
role in the control of gene expression
and cell phenotype, and the cytoskeleton
appears to be essential for transmission
of signals.

Using surfaces with dots of ECM reg-
ularly distributed and separated by non-
adhesive regions, Singhvi and colleagues
demonstrated that the number and dis-
tribution of available ECM binding sites
dictate cell shape, spreading, and migra-
tion. More recently, it was shown that
contacts with spacing between 5 and 25 µm
trigger cells to adapt their shape, while
the extent of cell spreading is correlated
with the total surface covered by the ECM.
Integrins were identified as critical recep-
tors for the mechanical effect of the ECM.
These transmembrane ECM receptors ap-
pear to act as anchor molecules that react
to the tension exerted by binding to the
ECM molecules. By resisting mechanical
loads that are applied to ECM receptors,
ECM molecules contribute not only to
changes in cell shape but most probably
also to the arrangement of cells into spe-
cific multicellular structures during tissue
morphogenesis.
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1.2.2 Cell Adhesion to the ECM Triggers
Intracellular Reorganization
Whereas it was relatively straightforward
to show the relation between the ECM
molecules and the cytoskeleton, how ECM
may influence structures beyond the cy-
toskeleton, such as the cell nucleus, has
remained unclear. It has been shown that
the mechanical effect induced by ECM on
integrins is also accompanied by the defor-
mation of the shape of the cell nucleus as
well as the redistribution of nucleoli along
the axis of the applied tension field, but
much less is known about the subsequent
alterations within the molecular organiza-
tion of the nucleus. Nevertheless, there are
reports suggesting an effect of cell shape
change on gene expression. The simple
fact is that certain cell types can adopt a
rounded shape when cultured in the pres-
ence of certain ECM components instead
of the flat shape seen in 2D cultures, and
this is sufficient to induce or suppress
the expression of certain genes. Such is
the case for the expression of the milk
protein, lactoferrin, which is turned on
upon laminin-rich ECM-induced roundup
of mammary epithelial cells. This effect
of ECM is essentially mechanical since
it can be reproduced without ECM when
cells simply are cultured on the nonad-
hesive substratum, polyhema, which has
been used for decades to show the effect
of cell shape on growth regulation.

We have shown that ECM signaling is
accompanied with the reorganization of
certain nuclear structural proteins such
as NuMA, and the cell proliferation
regulator, retinoblastoma protein as well
as changes in the expression and/or
distribution of chromatin components.
However, the role played by biochemical
signaling versus mechanical signaling in
nuclear organization is not clear yet. It
will be difficult to sort out a direct ECM

effect on nuclear components from an
indirect effect due to alterations in gene
expression. Indeed, changes in nuclear
organization may be a consequence of
alterations in gene expression that are
associated with changes in chromatin
structure and possibly modification of
the RNP (ribonucleoprotein) network that
has been proposed to connect structural
nuclear proteins.

1.3
Why 3D?

The art and science of cell culture started
more than a half century ago when Alexis
Carrel grew a small piece of chick em-
bryo on a fibrin clot, ex vivo. Since then,
almost all cells have been cultured on tis-
sue culture plastic. It is in fact remarkable
that so many cells can survive when cul-
tured in such extreme conditions, on a
plastic surface without their regular mi-
croenvironment and in the presence of
exogenous factors, which are often fluids
that the cells do not encounter directly in
vivo, as is the case of media containing
serum (serum is clotted blood and con-
tains excess growth factors and cytokines
released from lysed platelets and other
blood cells). Cells cultured on tissue cul-
ture plastic are referred to as monolayer
or two-dimensional (2D) cultures. This is
the standard method of culturing cells and
has permitted numerous discoveries, in-
cluding the identification of the different
components of the cell machinery and reg-
ulatory principles of fundamental cellular
events such as proliferation, adhesion, and
cell death. However, almost all cells change
function drastically in such cultures com-
pared to in vivo situation, and differentiated
normal cells essentially lose their ability to
express tissue-specific genes. While the
recognition for the need to ‘‘grow’’ cells
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in more physiological settings started in
the 1970s, it is only recently that this
concept has gained a more universal ap-
peal (Fig. 1). This is especially so because
it is now appreciated that important sig-
naling pathways are regulated differently
in 3D compared to 2D. Moreover, the
study of nuclear organization has revealed

significant differences between cells cul-
tured under 2D and 3D conditions; the
latter recapitulates the organization ob-
served in tissue sections.

‘‘Do not ask what a cell can do, ask
what it does do!’’ (Gloria Hepner, per-
sonal communication). What happens in
2-D cell culture is what a cell can do, so the

(b)

LamininSma and keratin

(1) (2)

Mammary organoid culture(a) Sections of mammary gland in vivo

(1) (2)

Fig. 1 (a) (1) Thick section through a midpregnant mammary gland shows the gross
structure of developing alveolar buds. A dual exposure in which cells are viewed by
Nomarski optics and the laminin visualized by rhodamine fluorescence. Bar 10 µm.
(From Streuli and Bissell, 1991.) (2) Transverse section of an alveolus from a lactating
mouse mammary gland (paraffin embedded, stained with hematoxylin and eosin). Bar,
5 µm (From Streuli and Bissell, 1991.) (b) Primary organoids from virgin mammary
gland retain myoepithelial cells and basement membrane (BM). (1) Detection of
keratin-positive and α-smooth muscle actin-positive cells in primary mammary
organoids at the time of preparation. Frozen sections of mammary organoids
embedded in OCT were immunostained simultaneously with mouse anti-α-smooth
muscle actin to detect myoepithelial cells (red) and rabbit antikeratin antibodies
(green). (2) Organoids were stained with rabbit antilaminin antibodies (green). Scale
bars: 30 µm. DAPI nuclear counterstain is in blue. (From Simlan et al., 2001.) The
Interplay of matrix metalloproteinases, morphogens and growth factors is necessary for
branching of mammary epithellal cells. Development 128: 3117–3131.) (c) (1) Top:
Transmission EM (TEM) of primary mammary epithelial cells cultured on plastic. Cells
on plastic form a monolayer with the apical surface toward the medium [X 9000].
Bottom: schematic drawing of cells cultured on tissue culture plastic. (2) Left:
Schematic drawing of cells cultured on floating collagen gels; right: TEM of primary
mammary epithelial cells cultured for 5 days on floating collagen gel. The epithelial cells
resemble the cells in the intact gland, and have microvilli and tight junctions at their
apical surface. A basal lamina separates the epithelium from the gel and the cells below.
The cytoplasm contains an extensive network of distended rough endoplasmic
reticulum, Golgi apparatus, secretory vesicles containing dense granular material and
fat droplets. Nuclei are central or basal [X 9000]. (3) Left: Transverse section of
mammary cells cultured on Matrigel. TEM of a section through a polar and secretory
cell structure (acinus) formed by aggregation of dissociated mammary cells from
midpregnant mice grown on Matrigel. Right: Schematic presentation of these structures
either on top of gel or inside the gel. (TEMs in (c) (1) and (c) (2) are from
Emerman, J.T., Pitelka, D.R. (1977) Maintenance and induction of morphological
differentiation in dissociated mammary epithelium on floating collagen membranes, In
Vitro 13, 316–328, with permission of the publisher; schemes are adapted from Streuli
and Bissell, 1991.) (See color plate p. xl.)
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Schematic of cultured cells
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Fig. 1 (Continued)

challenge is to find out how one studies
what the cell does do. Organ cultures are
one approach, but unfortunately, this type
of culture is usually short lived; the cen-
ter of the explants becomes necrotic while
fibrosis develops in the remaining live tis-
sue. In contrast, 3D cultures within a mal-
leable ECM permit the recapitulation of
aspects of cell behavior that are physiolog-
ically relevant in a simplified environment
as shown with mammary, liver, skin, pan-
creas, lung, prostate, salivary, thyroid, kid-
ney, endothelial, intestinal, and bone cells.

Not surprisingly, as ECM molecules
were being shown to signal to cells, al-
terations in cell–ECM interactions began
to be viewed also as key events in the de-
velopment of pathologies. Changes in the
relationship between cells and the ECM
include degradation of ECM molecules
via the action of proteases. A striking
example is that of the invasive pheno-
type of cancer cells. Alterations in the
secretion of ECM components associated
with pathologies were also described early
on. Specifically, biochemical defects due
to alterations in collagen synthesis were
reported in humans as early as 1972.

More recently, diseases that are emerging
as the twenty-first century’s new medi-
cal challenges have also been associated
with alterations in the interaction between
cells and their ECM. Indeed, the major
pathological trait of muscular dystrophies
is the inability to form correctly glycosy-
lated dystroglycans, hence resulting in the
lack of proper adhesion to laminin. Poten-
tial treatment strategies aim at promoting
the reestablishment of cell–ECM interac-
tions necessary to sustain muscle activity
by targeting certain glycosyl transferases
that stimulate dystroglycan glycosylation.
Defect in dystroglycan has been proposed
to play a role also in breast cancer.

3D cultures help greatly in unravel-
ing mechanisms involved in normal and
pathological developments because their
experimental setup is based on established
knowledge. We know that contact with ap-
propriate ECM is critical for cell behavior
and shape, and that specific soluble fac-
tors are required for the optimal function
of tissues. Placing cells in the correct mi-
croenvironment promotes the formation
of tissuelike 3D structures that develop in
the X, Y, and Z planes. Thus, 3D cultures
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provide a controlled microenvironment,
the complexity of which may be increased
to recapitulate additional features of the
natural cellular environment. However, it
is important to remember that ultimately
the art and science of 3D cultures rely on
the ability to test the system chosen for
compliance with tissue or organ physiol-
ogy in vivo. Thus, it is also crucial to know
the limits of a particular system that is
being used.

2
Setting up the Culture System

When thinking about setting up 3D cul-
tures, it is important to take into account
the physiological and histological studies
performed on the tissue of interest. The
culture system should allow the necessary
readout for a particular question being
asked without compromising the pheno-
type being studied. Once the necessary
environment has been established, quality
control has to be maintained throughout
the experiment, whether the goal is to in-
vestigate a particular signal transduction
pathway or to propagate cells for tissue
replacement.

As described in the preceding sections,
cell behavior is influenced by shape and
chemistry. The 3D culture system has
to address both of these aspects, but an
ECM-like scaffold is usually not sufficient
to provide the complete endocrine and
paracrine milieu. Therefore, specific sol-
uble factors, including growth factors and
hormones should also be provided.

To illustrate the different aspects of
3D cultures, examples described in the
following sections will be taken mainly
from the monoculture of rodent and
human mammary cells, a system we
helped develop and thus are particularly

familiar with. Nevertheless, the logic
associated with setting up the correct
3D culture systems can be applied to
any cell type. Cell coculture systems
that combine several cell types will be
discussed in Sect. 4.3 of this chapter.
Monoculture, or monotypic cell models,
refers to cell culture models involving one
cell type, whereas coculture, or heterotypic
cell models, refers to cell culture models
involving two or more cells types.

2.1
Choice of the Extracellular ‘‘Gel’’ and
Other Substrata

2.1.1 The ECM
Although most cell types studied so far
have been shown to synthesize ECM com-
ponents, setting up 3D cultures usually
requires the use of either natural or syn-
thetic exogenous ECM, in order to provide
the scaffold necessary for initial cell shape
change and to trigger the biochemical sig-
naling necessary for differentiation-linked
growth arrest and morphogenesis in non-
neoplastic cells. Almost all cells make their
own ECM environment and depending on
factors such as cell type and tissue polarity,
the ECM can be deposited as an organized
structure that envelopes the multicellu-
lar structures (e.g. the BM in polarized
epithelia) and is formed against the exoge-
nous substrata.

The choice of the exogenous ECM de-
pends on the tissue type; however, ECM
components should be provided as a hydro-
gel, and not as a solid substratum, in order
to comply with major physical characteris-
tics of natural ECM environments. Normal
epithelial and endothelial cells abut BM
components, while normal mesenchymal
cells are in contact with connective tis-
sue ECM. In contrast, even when they
originate from epithelial tissues, invasive
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tumor cells both make, and are in con-
tact with, connective ECM and often make
aberrant amounts of BM components. The
need for specific ECM components for
structural and functional differentiation of
mammary cells was demonstrated early
on. We showed that mouse mammary ep-
ithelial cells made milk proteins if they
were cultured on Matrigel or laminin-1,
but would not do so in response to colla-
gen I or fibronectin. Later, in collaboration
with the Petersen laboratory we showed
that the assay could be used also for distin-
guishing normal and malignant human
breast epithelial cells, and that nonneo-
plastic mammary epithelial cells would
not form polarized structures (acini) in
3D collagen I gels unless laminin-1 (but
not laminins-5 or 10/11) was present. The
characteristics that are used as a readout
for proper acinar differentiation of breast
luminal cells (Table 1) signify two impor-
tant features of 3D cultures: First, given
the appropriate milieu, the epithelial cells
create their own endogenously produced
ECM by secreting and organizing ECM
components into a BM (e.g. human ep-
ithelial cells make the BM component,
collagen IV, when cultured in the presence
of exogenous laminin-rich Matrigel from
murine origin). Second, vectorial secretion
into the lumen indicates that this 3D cul-
ture setting recapitulates the formation of

a polarized tissue structure signified by the
presence of a polarity axis defined by an
organized BM, lateral cell–cell junctions
and apical polarity markers (Fig. 2). The
formation of a polarity axis is character-
istic of all epithelia and is indispensable
for proper tissue function. Surprisingly,
a 3D culture system made of a malleable,
laminin-1 containing gel appears to be suf-
ficient to induce luminal cell lines to form
the structural and functional characteris-
tics of mammary acini (Fig. 2).

With the exception of collagen I, it is
difficult to use pure ECM components
because they do not gel easily and are
cost prohibitive. There are other alterna-
tives: Matrigel, an ECM mixture that is
rich in laminin-1 (about 80%) can trigger
the formation of both mouse and human
mammary acini. Although different prepa-
rations of Matrigel have slightly different
compositions (see Sect. 2.2.1), it is, nev-
ertheless, an acceptable choice as long as
Matrigel lots are tested for recapitulation
of the expected phenotype in the particular
cell type being cultured.

Since the first description of the
Matrigel use in mammary cells, our
laboratory has developed a number of vari-
ations outlined in Fig. 3. An earlier study
had indicated that addition of laminin to
a collagen gel would allow rodent mam-
mary cells to express milk proteins. More

Tab. 1 Evaluation of breast acinar differentiation using immunofluorescence for cellular and
extracellular components.

General characteristics Markers of baso-apical polarity

• One layer cells around the lumen as shown by
DAPI-staining of cell nuclei

• Basal location of basement membrane
components (e.g., laminin, collagen IV)

• Growth arrest as shown by absence of staining
for BrdU and Ki-67

• Cell-cell junction location of beta-catenin and
E-cadherin

• Cortical localization of F-actin in the cytoplasm • Apical location of tight junction protein ZO-1
• Apical location of Mucin-1



394 Three Dimensional Cell Culture: The Importance of Microenvironment in Regulation of Function

A
ci

nu
s

M
uc

in
-1

In vi
vo

Z
O

-1

H
em

id
es

m
os

om
es

L

Tu
m

or
 n

od
ul

e

B
M

T
ig

ht
 ju

nc
tio

ns

B
M B

M

Lu
m

en

M
uc

in
-1

D
uc

t

ap
ic

al
L

B
as

al

(a
)

Fi
g.

2
Sc

he
m

e
of

co
m

po
ne

nt
s

of
a

po
la

r
ac

in
us

an
d

al
te

ra
tio

ns
in

tu
m

or
s.

(a
)

Sc
he

m
at

ic
cr

os
s

se
ct

io
n

th
ro

ug
h

a
m

am
m

ar
y

ac
in

us
(a

ci
nu

s)
sh

ow
s

th
e

ty
pi

ca
lp

ol
ar

iz
ed

or
ga

ni
za

tio
n.

Fr
om

ba
sa

lt
o

ap
ic

al
po

le
s:

th
e

B
M

(r
ed

),
m

yo
ep

ith
el

ia
lc

el
ls

(m
yo

ep
s)

(g
re

en
),

lu
m

in
al

ce
lls

(e
ps

)
(y

el
lo

w
),

ap
ic

al
m

uc
in

-1
(b

lu
e)

,a
nd

th
e

lu
m

en
(L

).
C

el
l–

B
M

ju
nc

tio
ns

cr
iti

ca
lf

or
ba

sa
lp

ol
ar

ity
ar

e
re

pr
es

en
te

d
in

lig
ht

bl
ue

(h
em

id
es

m
os

om
es

)
an

d
ce

ll
–

ce
ll

ju
nc

tio
ns

cr
iti

ca
l

fo
r

ap
ic

al
po

la
ri

ty
ar

e
re

pr
es

en
te

d
in

pu
rp

le
(t

ig
ht

ju
nc

tio
ns

).
Th

e
lo

ca
liz

at
io

n
of

a
m

aj
or

or
ga

ni
ze

r
of

tig
ht

ju
nc

tio
ns

,Z
O

-1
,i

s
sh

ow
n

in
pi

nk
.S

im
ila

rl
y

th
e

po
la

ri
ty

ax
is

is
sh

ow
n

on
a

lo
ng

itu
di

na
ls

ec
tio

n
of

a
no

rm
al

tu
bu

la
r

st
ru

ct
ur

e
(d

uc
t)

.I
n

co
nt

ra
st

in
tu

m
or

s
(t

um
or

no
du

le
),

w
he

n
B

M
co

m
po

ne
nt

s
an

d
m

uc
in

-1
ar

e
ex

pr
es

se
d

an
d

se
cr

et
ed

,t
he

y
ar

e
fo

un
d

th
ro

ug
ho

ut
th

e
m

ul
tic

el
lu

la
r

st
ru

ct
ur

e
an

d
th

er
e

is
no

di
st

in
gu

is
ha

bl
e

ba
so

-a
pi

ca
lp

ol
ar

ity
ax

is
.C

el
l

nu
cl

ei
ar

e
sh

ow
n

in
bl

ac
k.

(b
)

In
3D

m
on

oc
el

lu
la

r
cu

ltu
re

,n
on

ne
op

la
st

ic
ep

ith
el

ia
lm

am
m

ar
y

ce
lls

ar
e

pl
at

ed
as

si
ng

le
ce

lls
in

M
at

ri
ge

la
nd

re
ca

pi
tu

la
te

th
e

fo
rm

at
io

n
of

ac
in

i-l
ik

e
st

ru
ct

ur
es

w
ith

a
po

la
ri

ty
ax

is
w

ith
in

a
fe

w
da

ys
,w

he
re

as
m

am
m

ar
y

tu
m

or
s

ce
lls

pl
at

ed
as

si
ng

le
ce

lls
fo

rm
tu

m
or

lik
e

no
du

le
s

in
w

hi
ch

m
uc

in
-1

an
d

ba
se

m
en

tm
em

br
an

e
co

m
po

ne
nt

s,
w

he
n

se
cr

et
ed

,a
re

ob
se

rv
ed

th
ro

ug
ho

ut
th

e
m

ul
tic

el
lu

la
r

st
ru

ct
ur

e
an

d
Z

O
-1

is
ei

th
er

ab
se

nt
or

ob
se

rv
ed

in
m

ul
tip

le
lo

ca
tio

ns
in

cl
ud

in
g

th
e

ce
ll

nu
cl

eu
s

an
d

th
e

cy
to

pl
as

m
(n

ot
dr

aw
n)

.C
el

ln
uc

le
ia

re
sh

ow
n

in
bl

ac
k.

(S
ch

em
e

fo
r

(b
)

is
sc

he
m

at
ic

dr
aw

in
g

of
re

su
lts

de
sc

ri
be

d
in

Pe
te

rs
en

,O
.W

.,
R

on
no

v-
Je

ss
en

,L
.,

H
ow

le
tt

,A
.R

.,
B

is
se

ll,
M

.J.
,1

99
2.

)
(S

ee
co

lo
r

pl
at

e
p.

xl
iii

.)



Three Dimensional Cell Culture: The Importance of Microenvironment in Regulation of Function 395

In
cu

ltu
re

H
em

id
es

m
os

om
es

Z
O

-1

“N
or

m
al

”
“T

um
or

”

S
in

gl
e 

ep
ith

el
ia

l c
el

ls

L

Lu
m

enB
M

B
M

(b
)

M
uc

in
-1

M
uc

in
-1

Fi
g.

2
(C

on
tin

ue
d)



396 Three Dimensional Cell Culture: The Importance of Microenvironment in Regulation of Function

4–10 days

10 days

Culture medium Culture medium

10 days
Culture medium Culture medium

Culture medium Culture medium

10 days

lr gel drip
on
plastic
ECM
molecules
deposited
on the cells

Culture medium Culture medium
For
mouse
cells only

Single cells
(day 1)

Multicellular structures
(day 4–10)

Thin
lr gel

Thick
laminin-rich (lr)
Gel (Matrigel or
laminin + col. I)

On top
lr gel
drip
ECM
molecules
deposited
on the cells

Fig. 3 Scheme of different types of 3D monocultures in the presence of Matrigel. Cells can be
cultured as single cells in three different ways, including thick gel, thin gel, culture on top of
thin Matrigel plus Matrigel drip, and culture on plastic surface with Matrigel drip (or Matrigel
overlay). For primary epithelial breast cells and HMT3522-S1, the formation of multicellular
structures that mimic acinar differentiation is observed by day 7, and is complete by day 10.
Some mammary cell lines such as MCF10A take longer. We have recently developed
techniques that allow formation of acini on top after 4 days (not shown). Although the three
techniques using Matrigel generally lead to acini formation with human mammary epithelial
cells, the Matrigel drip on tissue culture plastic gives rise to acini with certain cell lines only
(e.g. murine cell lines). Matrigel is represented in light gray. Cell nuclei are shown in black.

recently, it was shown that in 3D colla-
gen I gels, addition of laminin restores
polarity to MDCK cells, and that addi-
tion of 10% laminin-1 to collagen I gels
could mimic the formation of mammary
acini. This method is particularly interest-
ing because, in contrast to Matrigel, it
uses a controlled exogenous environment
consisting of a well-defined scaffold, col-
lagen I, and a relatively pure biochemical
inducer, laminin-1.

Interestingly, when comparing the abil-
ity of laminin-1, Matrigel, collagen IV,

and fibronectin to induce the formation
of acini using prostate epithelial cells,
again only laminin-1 and Matrigel were
efficient exogenous ECM environments
confirming the importance of using ap-
propriate BM components as initiators
of differentiation. Laminin-1 was shown
also to be critical for the formation of
polarized acini by human submandibu-
lar epithelial cells as well as polarization
of lung and kidney epithelial cells. Thus,
a relatively similar gelatinous ECM scaf-
fold may be used to initiate differentiation
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of different types of epithelial cells with
secretory functions.

2.1.2 The Other Components of the 3D
Culture Milieu
Tissue differentiation would not be possi-
ble if the exogenous ECM and plain culture
medium (i.e. medium lacking any addi-
tives) were the sole ingredients. Although
serum has been of great help for cultur-
ing cells by providing necessary nutrients
and proliferation and/or survival factors,
its composition is poorly understood even
now, and variations in its composition
most certainly affect the phenotype of cells.
It is imperative to culture cells in 3D using
a defined culture medium specific for the
cell type utilized. One of the earliest real-
izations of this was a demonstration using
fetal human liver cells. Although differ-
ent preparations of Matrigel have slightly
different compositions (see Sect. 2.2.1), it
is, nevertheless, an acceptable choice as
long as lots are tested for the particu-
lar type of cells to be cultured, and for
the recapitulation of the expected phe-
notype. As a rule of thumb, a defined
medium contains generic survival factors
as well as factors and hormones necessary
for the differentiation of a particular cell
type. For example, prolactin and insulin
are important for acinar differentiation of
mammary epithelial cells. Similarly, addi-
tion of testosterone is important for the
differentiation of prostate cells. Growth
factors are also chosen on the basis of
the cell type. For instance, the epidermal
growth factor (EGF) is critical for prolif-
eration and differentiation of mammary
epithelial cells. Thus, an understanding of
cellular physiology will be particularly im-
portant to determine the exact composition
of the medium.

The correct concentration of each fac-
tor will have to be determined in order to

optimize the recapitulation of a particular
phenotype. Once established, these con-
centrations should not be tampered with
unless there is a scientific reason for doing
so. For instance, addition of EGF to the
culture medium was critical for the devel-
opment of a nonneoplastic human cell line
from reduction mammoplasty, and its re-
moval led to selection and/or promotion of
a cell variant that became malignant. Abo-
lition of the EGF complement was based
on the knowledge that a vast majority of
breast tumor cells are EGF independent
for their proliferation. Thus, by manipu-
lating the defined culture medium, it was
possible to achieve what was usually only
achieved by introducing permanently acti-
vated oncogenes in cells.

2.2
The Multiple Facets of Setting Culture
Conditions

There are at least five different ways to pro-
duce the ECM environment necessary for
3D cell culture within the usual laboratory
settings: The ECM environment could be
(1) from natural origin (e.g. purified de-
natured BM from tissues), (2) made from
single ECM components such as hydrated
collagen gels with or without other defined
ECM components (can be purified from
rat tails), (3) composed of BM mixtures
such as Matrigel (purified from a mouse
sarcoma), (4) made of cellulose sponges
with mixtures of ECM components, or
(5) composed of engineered ECM-like gels,
which are becoming increasingly available
but with mixed success. In addition, some
of these exogenous ECMs can be used un-
der different conditions so that cells and
multicellular structures are either totally
embedded or simply maintained on the
surface of the exogenous ECM gels.
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2.2.1 Making the Gel
3D cell culture is essentially based on the
use of hydrated gels. Indeed culturing cells
on a coat of dried ECM may be helpful to
allow the expression of a few differentiated
functions, but does not generally lead
to full tissue-like differentiation. Most
commonly, cells are embedded within the
gel by mixing them in the exogenous ECM
used in a liquid form just before plating so
that the cells are equally distributed within
the depth of the ECM scaffold. After the
40 to 60 min necessary for gel formation
with most biologically derived ECMs, the
desired medium is added to maintain
hydration and to supply nutrients. This
technique allows cells to have a fairly
homogeneous gel environment and for
most epithelial cells it creates an optimum
condition for differentiation.

While so far the laminin-rich Matrigel

has been the workhorse of those who use
3D cultures, the use of collagen I as the
primary scaffold may confer additional
advantages. Indeed, since purified ECM
components can be mixed with collagen I
gel to provide additional ECM specificity,
the same basic system can be used to
compare the effect of different ECM com-
ponents on a given cell type. However,
for each cell type for which conditions
have been determined in Matrigel, strict
comparison with the Matrigel cultures
are necessary to make sure that appro-
priate markers are being expressed and
that the structures formed reflect the in
vivo situation.

Examples of gel preparation:

1. Collagen I gels: Techniques for attached
and floating collagen gels have been
described in detail.

2. Matrigel: Vials are thawed on ice
several hours before use. 2 × 105 mam-
mary epithelial cells are mixed with

0.3-mL chilled Matrigel per well of
a 24-well dish. Gel formation occurs
at 37 ◦C for about 40 min; then 1 mL
of defined medium is added. Medium
is changed according to the cell type
used. For mammary acinar differentia-
tion, medium is changed three times a
week with addition of fresh additives.

3. Variations on Matrigel technique: These
have been outlined in Fig. 3. Prepara-
tion of thinner 3D culture is possible
depending on the cell type. Techniques
for thin gel preparation are described in
Sect. 2.2.2.

4. Mixed gels: Optimal gel conditions for
mammary acinar differentiation are
typically 2 × 105 epithelial cells per
0.5 mL of collagen gel containing 10%
laminin or Matrigel per well of a
24-well dish. Gel formation occurs at
37 ◦C for a minimum of an hour,
with subsequent addition of 1 mL of
defined medium.

5. Other 3D techniques: There are a number
of variations on the above techniques
(e.g. the sponge technique described in
Sect. 2.3.1 below). While these are not
discussed in detail here, there is much
room for innovations. There are already
other advanced techniques described
for other tissues such as skin (discussed
later in section 4.3).

2.2.2 Biochemical and Imaging
Manipulations of 3D Cultures
Almost all analytical techniques can be
performed on structures produced on,
or in, 3D gels. Isolation of multicellular
structures requires treatments with ECM-
specific proteases (collagenase for collagen
I gels and dispase for Matrigel). Gel sol-
ubilization typically takes 30 min at 37 ◦C
with dispase grade II and 30 min at 37 ◦C
with collagenase D. It is critical to wash
out proteases: using three washes with
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regular additive-free culture medium and
a fourth wash in the buffer of choice
(e.g. phosphate buffered saline (PBS) with
protease and/or phosphatase inhibitors).
Each wash is followed by 5-min centrifu-
gations. Please note: it is important NOT
to separate cells from each other using
trypsin and/or ethylenediaminetetraacetic
acid (EDTA) since these treatments will
affect cell contacts, the internal cellular
organization and gene expression, and
consequently may alter the outcome of
the experiments. Following washes, the
pellet of multicellular structures can be
treated for cell fractionation using classical
protocols to investigate protein content in
the different cellular compartments. We
have obtained successful preparations of
different types of cell extracts from 3D
cultures including nuclear and cytoplas-
mic extracts, chromatin fractions, or crude
membrane extracts by simply applying
usual lysis and preparation buffers. The
separation of nucleus from cytoplasm is
achieved using a dounce homogenizer. We
recommend carefully monitoring the sep-
aration by examining an aliquot of the cell
sample under phase contrast microscope
after sets of defined number of strokes,
until separation is satisfactory. Indeed, de-
pending on the multicellular structures
used, separation may require a higher
number of strokes compared to the pro-
tocol followed with cells obtained from
2D cultures.

RNA can be directly extracted from
3D cultures. The technique described by
Gudjonsson and colleagues (2002a) is
particularly simple yet clean enough to
obtain RNA that can then be used for
microarray analysis. This technique uses
Trizol according to the manufacturer’s
instruction. If necessary more pipetting
or even vortexing may help solubilize the
gel following incubation with Trizol.

If immunostaining has to be performed,
cultures can be embedded in sucrose
and frozen in Tissue-Tek optimal cut-
ting temperature (OCT). Fluorescence or
horseradish peroxidase staining can be
utilized on cryosections according to clas-
sical immunostaining protocols used for
tissue biopsy.

Immunostaining may also be performed
directly on fresh intact cultures. This op-
tion is quite useful whenever there is a
risk that cryosectioning could damage the
multicellular organization, or when the
entire depth of the multicellular struc-
ture has to be imaged in order to get
a global idea of tissue organization, or
when freezing samples may interfere with
the subtle organization of the subcellu-
lar domains to be imaged. It is possible
to prepare thinner gels as long as the
parameters measured are not impaired
(i.e. the differentiation process should
be compared to that obtained with the
thick gels). For differentiation of mam-
mary epithelial cells in acini, we found
that 70 µL cm−2 of an efficient Matrigel

lot still produced well organized and func-
tional tissue-like structures, permitting a
reliable penetration of antibodies and the
use of laser scanning microscopy. The
thin gel method can also be used to in-
troduce function-blocking antibodies into
live cells. It is also possible to use a
drip method, in which mammary epithe-
lial cells are mixed with 4% of Matrigel

before being plated on top of a coat of
Matrigel (40 µL cm−2) or even on plas-
tic in case of mouse cells. In another
drip method we have developed, cells are
plated in half the usual volume of medium.
The other half of the medium is then
mixed with Matrigel to achieve 10% fi-
nal concentration of the gel and dripped
slowly over the entire culture surface. Oth-
ers have described this technique with
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slight variations. The Matrigel drip need
not be repeated again when medium is
changed. ECM molecules will rapidly bind
to the cells, a process that usually initiates
morphogenesis (Fig. 3). It is important
to note, however, that the type of sec-
ondary fluorochrome-conjugated antibody
and the Matrigel lots could influence
the amount of background staining in
the 3D cultures. Thus, immunostaining
is performed as usual, except that when
necessary, blocking should be performed
for 2 h at room temperature, and each
washing step should last for 20 min in or-
der to reduce nonspecific background in
the Matrigel. Confocal microscopy and
reconstruction of 3D images can be per-
formed easily with these cultures, which
are particularly appropriate for immunos-
taining done to visualize supramolecular
patterns of protein distribution in the
cell nucleus.

2.3
Biochemical, Structural, and Functional
Validations

3D cell cultures could mimic physiologi-
cally relevant processes and thus offer a
wide range of possible investigations into
molecular mechanisms of regulation, as
long as quality controls are applied fre-
quently and the desired phenotypes are
achieved reproducibly.

In this section, we will give a few
examples of the type of controls that
are important for determining how well
the 3D conditions recapitulate the in
vivo situation. Obviously, markers (quality
controls) would differ with the type of
cells and tissues used. This necessitates
a thorough knowledge of the physiology
and the anatomy of the tissue of interest,
and as such will have to take the limits of
the 3D culture systems into account.

Earlier we discussed conditions for
recapitulation of the mammary acinus
in 3D cultures. Whereas mammary acini
require laminin-1 (see also the following),
a tissue such as annulus would require a
different microenvironment.

2.3.1 Modeling Human Annulus in
Culture
In order to successfully mimic interver-
tebral disc formation, it is particularly
important to assess the level and the nature
of ECM molecules produced in vivo. These
tissues make copious amounts of type II
collagen, aggrecan, and chondroitin-6 sul-
fotransferase in vivo. In a series of tests
performed by Gruber and colleagues, col-
lagen sponge was determined to be the
best carrier not only because of the correct
profile of gene expression but also because
sponge induced high levels of correct ECM
molecules to be deposited compared to
other carriers such as collagen gels.

2.3.2 The Relation Between Functional
Integrity Accuracy and Structural in
Mammary Acini
Three-dimensional cell cultures are power-
ful for analysis of signaling and functional
regulation, and they also provide an in-
teresting challenge: The acini formed by
mammary epithelial cells in 3D culture,
for example, are traditionally constructed
with only one cell type: the luminal epithe-
lial cells. However, acini formed in vivo in
the mammary gland contain a dual ‘‘tube’’
consisting of luminal and myoepithelial
cells (see Fig. 2). Although the cultured
acini for all practical purposes resemble
the acini formed in vivo (even the sizes
are similar; see Fig. 1), the basal pole of
luminal cells is touching only the BM
whereas, it is in contact with the myoep-
ithelial cells in the normal gland. Thus, in
monoculture in 3D, basal polarity markers
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hemidesmosomes are formed between the
luminal cells and the BM, rather than be-
tween the myoepithelial cells and the BM
as is the case in vivo. Interestingly, how-
ever, the hemidesmosomes appear to be
normal and are made through connec-
tions with α6β4 integrins, which is the
correct integrin dimer. This means that
luminal cells in culture in the absence of
myoepithelial cells turn on the expression
of myoepithelial markers, hence becom-
ing a ‘‘hybrid’’ between the two cell types.
Thus, quality control includes not only the
assessment of the expression of differenti-
ation markers but also the assessment of
their localization within the luminal cells
to verify the formation of a baso-apical
polarity axis (see Fig. 2). Whereas the cul-
tured acini appear to perform many of the
functions of the acini in the gland (e.g.
milk production in the case of the mouse
mammary cells), it is unlikely that they
would be able to perform every function
the acini perform in vivo. Thus, it is de-
sirable to add the other cell types to the
mix to eventually make a complete gland.
Whether or not the acini formed by the
mixed cell population are equivalent to the
double-layered acini in vivo remains to be
determined. As described in Sect. 4.3 of
this chapter, it has recently been possible
to coculture mammary epithelial and my-
oepithelial cells, and induce the formation
of double-layered structures. A compari-
son of gene expression between the acini
in vivo and the epithelial versus epithe-
lial plus myoepithelial cell cultures should
determine the exact contribution of the
myoepithelial cells to the ability to form
acini; these experiments are in progress in
a number of laboratories including ours.

We have reported often on the many
differences in signaling that are observed
between 2D and 3D cultures. In general,
we find that the patterns of gene expression

and localization of markers within multi-
cellular structures obtained in 3D culture
closely resemble the patterns in vivo. How-
ever, formation of multicellular structures
in 3D takes only a few days and is in a
different context than what occurs in nat-
ural development of the gland. Thus, it is
possible that some of the mechanisms ob-
served during the formation of tissuelike
structures in 3D cell culture may not reflect
what happens in vivo. Whenever possible,
it is quite important to confirm the exis-
tence of novel genes or patterns of gene
expression and localization observed in 3D
cultures with sections of tissues in vivo.

3
Current Applications of 3D Cell Culture

The use of 3D cell culture has opened
new directions for both research purposes
and medical applications. In the next three
sections of this chapter, we will briefly
discuss some of the possible applications.

3.1
Biochemical and Architectural Signaling in
Physiologically Relevant Context

3.1.1 3-D Cell Culture Unravels Complex
Interactions Among Signal Transduction
Pathways
An increasing number of studies have
now revisited signal transduction in mul-
ticellular structures that recapitulate ei-
ther phenotypically normal or pathologi-
cal behaviors.

Both the epidermal growth factor recep-
tor (EGFR) and the β1-integrin signaling
pathways have been widely studied on
monolayer cultures, and were shown to
be involved in the control of prolifer-
ation and survival. Using 3D cultures
of neoplastic mammary epithelial cells
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Acinus Tumorlike
nodule

Multicellular
spheroid

Matrigel Matrigel
Matrigel

+ PI3 kinase blockage

Malignant cells (T4-2)Nonneoplastic cells (S1)
(1) (2)

Monolayer
culture

3-D culture

(b)

(a)

Fig. 4 Morphology of mammary cells in 2D and 3D. (a) Morphology of nonneoplastic S1
and malignant T4-2 HMT3522 cells cultured on plastic. (1) Phase contrast image of
nonmalignant breast epithelial cells (HMT3522-S1) cultured for 10 days. Cells form circular,
smooth colonies with the inner cells being somewhat compacted. (2) Phase contrast image
of tumorigenic T4-2 cells, derived from S1 cell, cultured for 5 days. The cells are larger than
S1 cells and do not compact in the center. The cells at the edges only rarely show any distinct
organization. Size bars = 25 µm. (b) Phase contrast micrographs of S1, T4-2, and revertant
T4-2 cell colonies following treatment with EGFR inhibitor (cells also revert using β-1 integrin
inhibitory antibody or PI-3 Kinase inhibitors (see text). When plated inside Matrigel, S1 cells
form growth-arrested multicellular structures resembling mammary acini within 10 days of
culture, whereas untreated T4-2 cells form disorganized multicellular structures in which cells
keep proliferating. (Size bar = 30 µm). (From Myers et al., in: Julio C. (Ed.) Cell Biology: A
Laboratory Handbook, 3rd edition, 2005, in press.)

that can be ‘‘reverted’’ using inhibitors
of either EGFR or β1-integrin pathways
(Fig. 4), it was demonstrated that these
two pathways were coupled, meaning that
downmodulation of one pathway led to
downmodulation of both signaling and the
level of the relevant receptor in the other
pathway. In contrast, no such coupling was
observed in cells cultured on 2D substrata.

Beyond its importance for better under-
standing the differentiation of mammary
epithelial cells, the discovery of coupling

between a number of signaling pathways
in 3D, demonstrated that there exists a
higher order control of tissue phenotype, a
process that is disrupted when cells are
on 2D monolayers. Interestingly, other
studies showed that uncoupling EGFR
and integrin regulation by overexpressing
EGFR in nonneoplastic mammary epithe-
lial cells resulted in the maintenance of
Erk activation and inhibition of apoptosis
associated with downregulation of Bim.
Another example of higher order signal
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transduction came from studies of ‘‘pre-
malignant’’ phenotypes: 3D cell cultures
of ErbB2-MCF10A mammary epithelial
cells were shown to recapitulate features
of breast ductal carcinoma in situ (DCIS), a
noninvasive stage of mammary neoplasia.
Using this model, it was recently shown
that cooperation between ErbB2 and TGF-
β is critical for triggering the invasive
behavior of ErB2-MCF10A cells, and that
sustained activation of Erk is critical for
ErbB2 and TGF-β cooperation.

3.1.2 3-D Cell Culture Can Lead to the
Discovery of Additional Functions for
Known Proteins
Overexpression of human carcinoembry-
onic antigen (CEA) and family member
(CEACAM6) was shown to prevent dif-
ferentiation of two colonic cell lines into
polarized glandular structures in 3D cul-
tures. Since the cell surface levels of these
CEA proteins inversely correlate with the
degree of cellular differentiation in freshly
excised colonocytes, the 3D assay provides
a plausible explanation for the differences
in levels of CEA observed in colon carci-
noma. In the long run, they also provide a
good rationale for testing CEA as a poten-
tial target to fight colon cancer. Another
example is how 3D cultures have enabled
us to study the concept of ‘‘architectural’’
signaling in physiologically relevant as-
sembly of cells. It is known that the internal
organization of cells is dependent on the
differentiation status. However, the use of
3D cell culture has permitted the discovery
that the reverse is also true: the structural
organization itself can regulate the degree
of differentiation. For instance, the nu-
clear organization of the structural protein
NuMA was significantly modified between
early and late stages of breast acinar
differentiation in 3D cultures. To demon-
strate that this distribution pattern was

physiologically relevant, we showed that
the characteristic distribution of NuMA
in full acinar differentiation in 3D cul-
ture was similar to that observed in tissue
sections of normal human breast epithe-
lium, but was not observed on monolayers
in 2D cultures, even when cells were
growth arrested. Conversely, we showed
that altering NuMA organization in aci-
nar cells impaired the proper formation
of the polarity axis, thus suggesting a
potentially important but unappreciated
role for NuMA in acinar differentiation.

3.2
Recapitulation of Stem Cell Growth,
Developmental Fate and Pathological
Conditions in 3D Cultures

3.2.1 Insights into Mechanisms that
Control Normal Tissue Formation
Formation of organs involves a combi-
nation of different cell types and tissues
according to a particular spatial organiza-
tion. Such complex structures are difficult
to recapitulate even in 3D cell culture.
However, while formation of complex or-
gan structures in 3D culture is still in its
infancy (see also Sect. 4.3), even mono-
typic 3D cultures have begun to enable us
to unravel potential molecular key players
for cell/tissue replacement therapies.

For example, myocardial repair is be-
ing actively investigated in 3D cultures. A
recent study reported that culturing embry-
onic cardiac myocytes on a tubular scaffold
engineered from aligned type I collagen ef-
ficiently induced a phenotype resembling
neonatal ventricular myocytes in vivo.

Stem cells research is bringing addi-
tional exciting applications for 3D cell
culture. Stem cells are attractive sources
for the production of engineered tis-
sues since identifying the conditions that
permit the recapitulation of a particular
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cell type will permit the replacement of
different types of damaged tissues start-
ing from very few progenitor cells. For
instance, human mesenchymal stem cells
have been induced to differentiate into
osteoblasts and adipocytes when cultured
on fibrous matrices. Their culture is asso-
ciated with the secretion of an extensive
ECM network composed of collagens I
and IV, fibronectin, and laminin that align
with fibrils of the exogenous artificial ma-
trix. Differentiation of enteric neuronal
precursor cells is being studied using en-
teric neurospheres in 3D culture in order
to better apprehend the development of the
enteric nervous system, and putative mam-
mary progenitor cells have been shown to
differentiate into terminal ductal lobulal
units (TDLU). Many more studies of this
kind are sure to follow.

3.2.2 3D Culture Systems that Mimic
Neoplasias
The recapitulation of ‘‘tumor growth’’ in
3D cultures, and the ability to gener-
ate new information on tumor reversion,
apoptosis, and resistance to chemother-
apy have attracted much attention in re-
cent years. Three-dimensional cell culture
models that mimic malignant phenotypes
should provide tools to better understand
the mechanisms of malignancy and help
develop novel anticancer strategies. Most
tumor cell lines have been obtained from
invasive tumors and they grow in both
collagen I and Matrigel, giving rise
to characteristically disorganized colonies
and masses. Moreover, tumor cell lines of-
ten produce copious amounts of cytokines,
growth factors, and aberrant ECM compo-
nents that allow them to be cultured in the
3D microenvironment (Fig. 4), despite the
fact that cultures of primary cells from tu-
mors are not often easy to grow – probably
because they require additional factors

from stromal cells; this means that ep-
ithelial cancer cell lines turn on stromal
components to compensate. Indeed, it
is now possible to recreate a reasonable
replica of breast tumors by including stro-
mal components in a collagen gel.

One of the most dramatic phenotypes of
tumor cells that has been successfully re-
capitulated in culture is invasion through
a thin coat of Matrigel deposited on a
porous filter. If cells are found on the
other side of the filter a few hours af-
ter plating, they are considered to possess
invasive capabilities (Fig. 4a). This is not
strictly a 3D culture technique because
cells are cultured for short periods of time
and do not form 3D structures. However,
invasion can be visualized also in 3D in
Matrigel after formation of tumorlike
nodules. In this case, invasive potential
can be visualized by the formation of
invasive expansions emanating from the
tumorlike nodules (Fig. 5). While the inva-
sive phenotype of malignant cells is fairly
easy to recapitulate, especially with cell
lines, behavior of benign or premalignant
cells has been a challenge to model. 3D
cell culture models of premalignant and
preinvasive lesions are particularly impor-
tant to develop because the mechanisms
that control formation and progression of
these lesions are poorly understood. The
HMT3522 progression series recapitulates
the formation of nonmalignant breast tis-
sue lesions where spontaneously derived
precursors to T4-2 cells form disorganized
masses in 3D culture but are not yet malig-
nant in nude mice. Other models also have
been developed by overexpression of vari-
ous oncogenes that alter cellular structure
but are not yet sufficient for malignancy.
One such induced ‘‘pre-malignant’’ model
was developed by activating the ErbB2
signaling pathway, using an inducible sys-
tem, in nonneoplastic mammary epithelial
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Matrigel
Filter
membrane with
micropores

Single-cell–based invasion test
(a)

Matrigel

Invasive tumor in thick
Matrigel 3-D culture(b)

Fig. 5 Assays to assess the invasive phenotype
of tumor cells. (a) Classical invasion test
performed within 6 to 18 h of culture. The thick
arrow shows the direction of invasion through
the pores. (b) Invasive phenotype observed in

thick Matrigel after 6 to 10 days of 3D culture.
Thick arrows show the invasive expansions
emanating from the tumorlike nodule. ECM
(Matrigel) is shown in light gray. Cell nuclei are
shown in black.

cells once they had formed acini. ErbB2
activation induced cell proliferation char-
acterized by filling of the lumina, while
the BM remained intact, hence mimick-
ing carcinoma in situ, a preinvasive lesion
that is associated with an increased risk of
developing breast cancer.

Three-dimensional cell cultures have
made it possible also to ‘‘revert’’ malignant
cells into phenotypically normal acinus-
like structures providing a venue to
investigate the molecular mechanisms of
this poorly studied area. The importance
of targeting the microenvironment as well
as the tumor itself for cancer therapy
is gaining acceptance and modeling this
process in 3D would allow increased
momentum.

Three-dimensional culture systems are
critical also for anticancer drug testing.
It was shown almost 15 years ago that
the sensitivity of tumor cells to drugs
used for cancer treatment is radically dif-
ferent in cells cultured in monolayers
compared to cells organized into mul-
ticellular spheroids. This has been dra-
matically illustrated further for drugs that
cause apoptosis and chemotherapeutic re-
sistance. Ideally therefore, drug testing
should be performed on human cancer
cells cultured in 3D and compared with
studies in rodents in vivo.

3.3
Large-scale Cell Culture and
Bioengineering

In the preceding sections, we have dis-
cussed techniques and experiments that
can be easily performed in basic labora-
tory settings. There is, however, a need for
high-throughput 3D cultures used for drug
testing and to produce tissue replacement
for medical use.

3.3.1 High-throughput Drug Testing
In order to standardize tumor spheroids
for drug testing, techniques such as
hanging drops have been suggested. This
technique is based on the principle
that most cells tend to attach to each
other without the need for artificial
scaffold. The use of this technique has
been recommended because it induces
the formation of homogeneously sized
spheroids that could be used for automated
drug screening. Although homogeneity is
an important factor for reproducible drug
testing, techniques that use an exogenous
ECM scaffold may recapitulate certain
alterations in phenotype and/or tumor
structure more accurately. The technique
we have developed referred to as ‘‘on
top + drip’’ (Fig. 3) allows a rapid, 4-day
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formation of structures that can be used
for high-throughput drug testing as well
as imaging.

3.3.2 Bioreactors: The Power of Rotation
and Hydrodynamics
This type of 3D culture requires specific
equipment, and often a complex exoge-
nous ECM scaffold. The use of bioreactors
for 3D culture is based on the idea that
these systems may allow feeding of a large
number of cells via a spatially homoge-
neous distribution of the fluid flow, and
hence permit the development of highly
complex and/or thick tissue structures.
The rationale for using microfluidics tech-
nology with 3D cell culture systems is
based on the hypothesis that it may fur-
ther help generate an environment similar
to the one that exists in vivo. Such complex
systems have been successfully used to
model microscale blood vessels using mi-
crofluidic channels. Bioreactors have been
used also to recapitulate the differentia-
tion of high-density tissues. For liver cell
culture, for example, bioreactors were de-
signed to provide a large surface area for
the attachment of a high number of cells,
and increased capacity for oxygen and nu-
trient supplies. One of the most recent
culture systems is composed of 10-stacked
layers of microfluidic channels made of
poly(dimethylsiloxane) (PDMS); the sys-
tem is linked also to an oxygen chamber.
PDMS has high gas permeability and pro-
vides high oxygen supply to cells. As in
small-scale 3D cultures, primary hepato-
cytes are plated as single-cell suspension
in bioreactors. Upon rapid formation of
spheroidal aggregates, differentiation pro-
ceeds as shown by the formation of tight
junctions, glycogen storage, and canaliculi.
3D microcarrier scaffolds with fluid flow
throughout the scaffold have been used
also in rotating systems to enhance the

elaboration of mineralized bone matrix by
osteoblast-like cells.

It is important to emphasize that 3D
cultures performed in bioreactors, as de-
scribed above, are quite different from
spinner flasks or rotary cell culture sys-
tems used to induce microgravity-like
conditions. Bioreactors aim at promoting
tissue-like differentiation on a large scale;
in contrast, spinner flasks and more re-
cently microgravity-inducing systems, are
mostly used to produce large cell aggre-
gates. These latter systems have been
popular in the field of cancer research.
However, we feel that these systems do
not accurately imitate physiologically rel-
evant conditions associated with tumor
formation. This is especially so with mi-
crogravity where changes in proliferation
properties, cytoskeleton, and nuclear orga-
nization have been recorded upon compar-
ison with gravity controlled cultures. Thus,
the use of purely microgravity-inducing
devices should be intended mainly for ex-
periments that investigate the effects of
microgravity.

3.3.3 Tissue Production in
Bioengineering
3D cultures have major applications in
tissue engineering. Typically, cells taken
from a donor are placed in 3D culture,
on different exogenous substrata, in order
to produce tissues that are readily trans-
plantable. A few types of bioengineered
tissues are already used for transplan-
tation. However, for most tissue types,
the use of 3D cultures is still at the ex-
ploratory stages.

Bioengineered tissue transplants have
been successfully produced for skin re-
placement therapies. An example of bio-
engineered graft is composed of a bovine
collagen lattice containing living human
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fibroblasts overlaid with a fully differenti-
ated layer of human keratinocytes. Studies
performed with nude mice have shown
that this system provides a normal healing
process, and that the implanted collagen
is progressively degraded and replaced
with new endogenously produced ECM
molecules, such as elastin, synthesized by
the living human cells contained within
the graft.

Engineering of bone tissue is being
actively pursued. The goal is to culture
osteoblasts or osteoprogenitor cells within
a 3D scaffold, under conditions that favor
tissue growth and mineralization. One of
the major technical problems is to provide
nutrients equally throughout the culture so
that cell viability is maintained in all parts
of the culture system. Passive nutrient dif-
fusion is not appropriate for such a culture
and different techniques of dynamic inter-
nal fluid perfusion are being tested. The
topography of the culture surface may also
be important for the optimal expression of
the osteoblastic phenotype. Indeed, it was
shown that micropore sizes of polycarbon-
ate membrane surfaces influence protein
synthesis and alkaline phosphatase activ-
ity. Notably, membranes with larger pore
sizes seem to favor differentiation and ma-
trix production.

For tissues with elastic properties such
as cartilage, the challenge is to obtain a
matrix architecture that has structural and
mechanical equivalence to elastic cartilage
in vivo. A solution to such a challenge
may be to use biomimetic hydrogel in a
mechanically stable biomimetic composite
matrix. Another challenge in bioengineer-
ing consists of inducing selective gene
expression, notably by triggering proper
cell shape. It has been shown that the type
of collagen scaffold plays a critical role in
determining an optimal cell shape for the
production of intervertebral disc tissue.

4
A Glimpse into the Future

In the last section, we presented areas
of research that will bring 3D culture to
the next level by permitting the recapit-
ulation of complex tissue structures (i.e.
tissues that contain several cell types, with
each cell type displaying a specific dif-
ferentiation status). To do so, research
efforts focus on designing highly mal-
leable and complex exogenous culture
scaffolds and acquiring a better knowl-
edge of the mechanical characteristics of
tissues.

4.1
The Continuing Search for New Biological
and Engineered Extracellular Matrices that
Resemble the Physiological Status In Vivo

Exogenous matrices used for 3D cultures
have to provide a malleable scaffold as
well as the necessary chemical properties
for the initiation of tissue differentiation.
Natural ECM molecules have inherent
properties that greatly influence cell adhe-
sion and shape. For instance, in contrast
to many other ECM proteins, tenascins
only permit weak adhesion and do not
promote cell spreading. Lack of tenascin
has been associated with abnormalities
in the nervous system, regenerative pro-
cesses, and skin properties. These obser-
vations suggest that, in addition to clas-
sical adhesion-promoting ECM proteins,
adhesion-modulating/repelling molecules
such as tenascin also should be included in
biomaterials used for the production of cer-
tain types of tissue. This simple example
of a particular and critical property of an
ECM molecule illustrates the challenges
faced by bioengineers. Indeed, for suc-
cessful tissue engineering, one needs to
design complex exogenous scaffolds that
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take into account the intricate relationship
between different ECM molecules.

4.1.1 Biological Matrices
One of the problems with current bio-
logical matrices such as Matrigel that
are abundantly used in the laboratory
is the lack of reliable composition from
one batch to another. The inconsistency
in the composition of Matrigel is in-
herent to the fact that this material is
produced from tumors induced in ro-
dents. Although Matrigel has been a
useful material for carefully monitored
laboratory experiments, other physiolog-
ical matrices obtained from normal tis-
sues may be required for bioengineering
purposes. These matrices have the advan-
tage of providing the complexity of the
ECM environment in a more reproducible
manner.

Porcine small intestinal submucosa
(SIS)-based ECM scaffolds come from
ECM produced naturally from normal
tissue and thus their composition is fairly
constant from one sample to another. SIS-
based ECM has been used for several years
in tissue bioengineering. Implantation of
SIS in vivo was shown to facilitate the
repair of long-bone defects in rats. SIS
has also been shown to be a promising
biodegradable scaffold for bladder tissue
regeneration in vivo. Physiological and
complex basal lamina have been used also
from living tissues attached to underlying
stroma. BM was obtained also following
separation from large preovulatory follicles
in chicken. The ultrastructure of the
isolated BM remains similar to that of the
BM observed in the intact ovarian follicle.
Although this BM has been successfully
used for culturing granulosa cells, it
has not been tested widely on other
cell types.

4.1.2 Future Directions in Engineered
Matrices
Biomaterials for tissue engineering are
used for different purposes including facil-
itation of tissue regeneration, production
of carriers to deliver cell transplants, or for-
mation of matrices used to induce tissue
morphogenesis in culture before tissue
transplantation. Clinical perspectives for
tissue engineering require the use of bio-
materials that recapitulate physical and
chemical properties of natural ECM, while
ensuring biocompatibility. It is particularly
important that synthetic scaffolds or matri-
ces mimic the hydrogel characteristics of
natural ECM in order to maintain tissue-
like viscoelastic properties, diffusion, and
interstitial flow.

The incorporation of biological charac-
teristics into classical synthetic polymer
hydrogels is particularly promising to im-
prove the ECM scaffold required for the
recapitulation of complex tissue struc-
tures. These gels form in situ in the
presence of cells, thus facilitating 3D
culture setup. Certain gels may even in-
clude enzymatic activity that favors cell
migration and tissue remodeling. Other
promising biomaterials consist of nanofib-
rillar components that mimic the fib-
rillar architecture of the ECM, and are
formed by self-assembling processes in
situ. Self-assembly occurs via noncovalent-
intermolecular interactions (e.g. assembly
of self-complementary amphiphilic pep-
tides in physiological medium). Some
of these novel scaffolds can form gels
containing more than 99% water and
have been shown to maintain and/or
promote differentiation of different cell
types including chondrocytes and liver
progenitor cells. Furthermore, biomolec-
ular signals can also be incorporated in
these self-assembling scaffolds by inclu-
sion of ECM-like peptides, for example,
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the laminin-based peptide IKVAV. An-
other interesting approach consists of
creating highly defined synthetic ECM
analogs, the distribution and concentra-
tion of which can be set up as desired
on a passive scaffold. These structures
may facilitate cell migration or be sensi-
tive to metalloproteinases. Other matrices
are designed to permit growth factor
concentration and cell-mediated release,
hence mimicking natural ECM growth
factor presentation and delivery. Finally,
certain types of hydrogels formed from
self-assembling artificial proteins can un-
dergo controlled gelation and dissolution.
These scaffolds are formed by gelation
of proteins with terminal leucine zipper
domains flanking a central water-soluble
polyelectrolyte segment. Formation of the
3D polymer networks is induced in near
neutral aqueous solutions. Temperature
or pH elevation induces dissolution of the
gel and a return to the viscous state. These
types of gels are particularly interesting for
tissue engineering as they may permit an
easy recovery of multicellular structures
for experimental analysis.

4.2
Multiple Elements: Force, Tension and
Compliance

The importance of mechanical forces in
the communication between cells and
their ECM is now well established.
Understanding how external directional
forces affect cell behavior and patterns
of gene expression will be of tremen-
dous help for the design of appropriate
3D microenvironments.

Mechanical stress is the pressure, shear,
or stretch that influences the development,
remodeling, and pathology of tissues. The
ECM transduces internal and external me-
chanical loads into changes in cellular

structure and function. Thus, the ECM
plays an important role in maintaining a
mechanical environment compliant with
proper tissue structure and function. The
modification of the mechanical environ-
ment may affect the maintenance of tissue
structure and differentiation by inducing
changes in the ECM. These changes can
include profound ECM remodeling, as
shown by the increase in collagen syn-
thesis and metalloproteinase activity in
the presence of higher mechanical load.
Mechanical stress is thought to regulate
the production of ECM components by
inducing the release of growth factors
or by directly triggering intracellular sig-
naling pathways. One important family
of ECM receptors, integrins, has been
shown to be critical for the transmission
of mechanical cues to the cells. MAPK
and NF-kB pathways are activated in re-
sponse to variations in mechanical stress.
In addition, tension within the cytoskele-
ton has been shown to be important for
mechanotransduction, since ‘‘relaxation’’
induced by inhibiting Rho-dependent ki-
nase prevents the induction of tenascin
C in stretched fibroblasts. Interestingly,
enhancer sequences that respond to static
stretch have been identified in the tenascin
and collagen XII promoters. Thus, in
addition to ECM-response elements, the
genome also possesses stretch-response
elements within the sequence of spe-
cific genes.

The interaction between the ECM and
cells plays a role in tissue homeostasis
by controlling tissue remodeling, the mi-
gration of cells within the tissue, as well
as the ECM integrity. An elegant design
using different alignments of fibroblasts
compared to the mechanical load (as de-
fined by guidance cues) showed that the
level of metalloproteinase expression re-
mained high under conflicting guidance
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cues, hence suggesting a potential mech-
anism for the control of ECM remodeling
during wound healing. Since cell–ECM
interactions are dependent on the me-
chanical load, the preparation of ECM
or ECM-like scaffolds for tissue bioengi-
neering will have to take into account
the type of tensional forces that these
scaffolds would create. Indeed, different
preparations of collagen I (e.g. varia-
tions in concentration and pH of the
polymerization reaction) were shown to
influence fibril density, length, and diame-
ter, and thus tensile mechanical properties
of the ECM.

4.3
The Need for Additional Complexity: 3D
Cocultures

This chapter has focused mainly on 3D cul-
ture settings that deal with ‘‘monotypic’’
cell models. However, tissues are made
of complex interactions, occurring either
by direct contact or via paracrine effects
between multiple cell types. The next chal-
lenge in 3D culture is to develop systems
that take into account an increasing num-
ber of tissue parameters. The knowledge
obtained from monoculture of cells in 3D
has been providing crucial information for
this endeavor.

The influence of coculturing differ-
ent cell types on phenotypes was ob-
served early on by mixing epithelial and
mesenchymal cells. The study of epithe-
lial–mesenchymal interactions has gained
increasing popularity for the understand-
ing of tumor behavior. Indeed, peritumoral
fibroblasts appear to promote epithelial tu-
mor progression. In breast, carcinomas are
typically associated with myofibroblasts. It
has been shown that these myofibroblasts
originate primarily from resident fibrob-
lasts, although there are other precursor

cells as well. Using a collagen matrix
and breast tumor epithelial cells, a num-
ber of years ago, we developed a ‘‘tumor
microenvironment’’ assay to recapitulate
critical aspects of breast carcinoma in 3D
cultures. These heterotypic cell culture
models are likely to provide clues with
regard to the influence of stromal cells
on epithelial tumor progression. In addi-
tion, state-of-the-art techniques, such as
microarray analysis, can be adapted for
this kind of coculture setting and allows
the identification of changes in gene ex-
pression profiles induced by heterotypic
cell–cell interactions.

Cocultures are also being used to mimic
normal tissue differentiation, and to main-
tain a specific cell population. Coculture of
hematopoietic cells and stromal cells on a
porous carrier has permitted a better ex-
pansion of hematopoietic progenitor cells,
without the need for exogenous cytokines,
compared to 2D coculture. A coculture
system including Schwann cells and dor-
sal root ganglion neurons in the presence
of laminin, is sufficient to provide a mi-
croenvironment that favors myelination.
In vivo, breast luminal epithelial cells
are surrounded by myoepithelial cells in
the acinar structures. Recently, the use
of separated luminal and myoepithelial
cells has allowed recapitulation of the
‘‘double-layered’’ tube of breast terminal
duct lobular units. The presence of my-
oepithelial cells was sufficient to induce
luminal cell polarity in acini formed in 3D
cultures in collagen I, whereas epithelial
cells did not show correct polarity when
cultured alone in collagen I (Fig. 6). Us-
ing this heterotypic cell culture model, it
was demonstrated that normal myoepithe-
lial cells dictate acini polarization through
their ability to synthesize laminin-1. Thus,
the development of new 3D coculture
systems that include different cell types
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Fig. 6 Coculture models for skin and breast: (a) An experimental model to analyze
differentiation of cultured keratinocytes in vitro. Keratinocytes have been cultured in
organotypic cultures for many years. This particular system results in skinlike ‘‘tissues’’
that in the future could be used as grafts in vivo. To achieve this, keratinocytes are cultured
on the top of a filter in the upper chamber, and the bottom chamber consists of collagen 1
gels mixed with mesenchymal cells. Medium is below the filter. (From Stark, H.J.,
Szabowski, A., Fusenig, N.E., Maas-Szabowski, N. (2004) Organotypic cocultures as skin
equivalents: a complex and sophisticated in vitro system, Biol. Proced. Online 6, 55–60 and
by permission of the authors.) (b) Formation of complete breast epithelial structures
(acini) in cocultures. Left panels: Matrigel culture of luminal epithelial cells alone (top) and
a mixture (1 : 1) of luminal epithelial and myoepithelial cells (bottom). In Matrigel, luminal,
and myoepithelial cells do not mix and each forms distinct colonies. Right panels: Collagen
I culture of luminal epithelial cells (top) and a mixture (1 : 1) of luminal epithelial and
myoepithelial cells (bottom). Mucin-1 (sialomucin) location is shown in light gray.
Coculture in collagen I promotes formation of some dual layered and correctly polarized
acinus. Symbols: BM = basement membrane; L = lumen; Myoep = myoepithelial cells.
Cell nuclei are shown in black. (Schematic drawings of results from Gudjonsson et al.,
2002a.)

found in normal and pathological tis-
sues helps uncover specific interaction
properties between cell types. Each new
discovery brought by 3D cell culture mod-
els will further our knowledge in basic
principles of tissue homeostasis and foster
the development of optimal settings for
tissue bioengineering.
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DNA Probe
DNA fragment carrying a suitable labeling marker that can hybridize with the
target DNA.

Hybridization
To form double-stranded DNA between respective complementary single-stranded
DNA and/or RNA by heating and cooling.

Polymerase Chain Reaction (PCR)
Amplification method of DNA with two primer sets by repeating denaturation,
annealing, and extension with a heat-stable polymerase.

Single Nucleotide Polymorphism (SNP)
One nucleotide variation located on a chromosomal DNA in individuals, which is
observed in the population at a frequency greater than 1%.

� The investigations concerned with downsizing and integration of chemical
experiments and processes on a chip attract great attention. These researches have not
only brought about integration or miniaturization of whole chemical processes to the
scale of a semiconductor integrated circuit but also provided several advantages such
as the reduction of chemicals, waste, reaction space, and reaction and measurement
time. These devices generally exploit micro size fluidic lines on the flat surface made
of glass or plastic. The device thus obtained is called a microfluidic device and the
system is called µTAS (Micro Total Analysis Systems) or Lab-on-a-Chip. Such devices
have been evolving in the biotechnology area, especially as a gel electrophoretic DNA
separation module for DNA sequencing. On the other hand, the research fields
connected with the integration of many different DNA sequences on a small space
also have been actively explored to provide a tool for high-throughput analysis of
events associated with genes. This system is called a DNA chip and helps to collect
genetic information closely associated with many genetic diseases. A DNA chip is
expected to provide a future gene diagnosis method, since this research combined
with the microfluidic system has been studied to develop a rapid pretreatment
method of the sample. An electrochemical detecting method is more suitable for
such a miniature system than the conventional fluorescent one currently in use.

1
Introduction

The Lab-on-a-Chip analysis technology
is based on an idea that allows one

to duplicate many of the experimental
procedures normally carried out in a flask
or beaker in the chemical laboratory on
a small substrate or chip. The advantage
of doing everything in a tiny space lies
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in the fact that the time and the quan-
tity of reagents required for analysis can
be reduced drastically. In addition, the
whole system may be automated easily
by integrating complicated analytical pro-
cedures in the form of a circuit. To date,
significant progress has been seen and
a practical Lab-on-a-Chip analysis tech-
nology is now available for biochemical
analysis and medical diagnosis. One of
the large tasks in biochemical research
is how to separate, identify, and quantify
biomacromolecules such as nucleic acids
and proteins efficiently. Analysis of their
interactions with each other and small
molecules simultaneously is another task
in the biochemical and medical areas. Mi-
crofluidic devices carrying microdrains or
microchannel on the chip made of silicon,
glass, or plastic have been developed for
the former purpose of the Lab-on-a-Chip.
The latter goal was attained by microflu-
idics and a unit was furnished in this
device; and biomolecules were detected by
this unit. The separation in this system is
commonly conducted by electrophoresis in
the microfluidic device. Many researches
concerned with electrophoretic separation
of DNA especially have been reported and
one of them is used for DNA sequencing
on the chip. The latter example is repre-
sented by a DNA chip or protein chip. This
system enables simultaneous analysis of
massive amounts of samples at a time or
high-throughput analysis of biomolecules,
where one can estimate the specific inter-
action of the target biomolecules through
their amount held on the reactants ar-
ranged as many matrix-patterned dots on a
small substrate. This technology has been
used not only in basic studies such as DNA
expression analysis but also in drug discov-
ery. Although this technology is useful and
important, it contains many manual pro-
cedures such as the introduction step of

the sample. DNA chips or protein chips
furnished with whole procedures are be-
coming more and more important in the
diagnostic area and an assembly of total
analysis of biochip has been tried. In the
Lab-on-a-Chip analysis technology, highly
sensitive detection is required because of
limited availability of biomolecules. Fluo-
rescence markers are often used to label
biomolecules directly or indirectly to ease
analysis. For the trial of a self-contained
DNA chip or protein chip, an electrochem-
ical detector was devised to integrate all
the components in these chip substrates.

Here, recent development of microflu-
idic devices and DNA chips are summa-
rized as a Lab-on-a-Chip analysis tech-
nology. The integration of PCR for DNA
amplification on the chip or the integration
of an electrochemical detector discusses
the former topic as realization of a self-
contained chip system. In the latter topic,
the basic principle of the DNA chip is
reviewed with an emphasis on recent de-
velopment in related areas. Combination
of microfluidic parts with a DNA chip
should enable pretreatment on the chip
resulting in a self-contained DNA analyz-
ing system.

2
Principle of the µ-TAS

Here, the principle of an electrophoretic
separation system of a microfluidic device
is described as a typical example and an
outline of the DNA chip is also described
chronologically.

2.1
Microfluidic Device System

Separation and analysis with a microflu-
idic device were achieved on a drain or
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fluidic channel of about 100 µm width on
the substrate made of silicon, glass, or
plastic. At first, silicon was mainly used
as an extension of the photolithographic
technique commonly used to prepare inte-
grated circuits in electronics. Since then,
glass or plastic have been used from a view-
point of the construction of an inexpensive
disposable system. Poly(dimethylsiloxane)
(PDMS) initially used in this system was
insufficient to dissipate the Joule heat and
acrylic polymers overcame this problem.
Figure 1 shows an example of a plastic
microfluidic device prepared by injection
molding. The drains or microchannels
are filled with gel and electrolyte and
DNA is separated according to its size
by electrophoresis like in capillary gel elec-
trophoresis. The linear polyacrylamide has
been used as the filling gel in this system

but nanosized particles in place of such a
polymer enable better separation. Figure 2
shows the cross-type microfluidic channels
carrying circular wells called a reservoir at
each terminus. A typical separation pro-
cedure is explained with this system. The
sieving material such as polyacrylamide
and electrolyte are filled over the mi-
crochannel. The locations of the circular
wells are shown in Fig. 2A(a–d). The DNA
sample is injected into the well as shown
in Fig. 2A and electrodes are dipped in (a)
and (b), and a high voltage is applied be-
tween (a) and (b) to transfer the sample to
the channel between (a) and (b) by an elec-
troosmotic and electrochemically driven
flow. When the sample reached and filled
the position of the cross-type channel on
the microfluidic device (Fig. 2B), the elec-
trodes are switched to wells (c) and (d),

(a)

(b) (c)
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Fig. 1 (a) Example of a microfluidic device made of polymethylmetacrylate (PMMA)
by injection molding (Enplas Laboratories, Inc., Saitama, Japan) 100 µm in width and
50 µm in depth (b) and separation of Hae III digestion fragments of. ϕX-174 DNA (c),
which was stained with ethidium bromide and monitored by its fluorescence intensity.
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Fig. 2 Separation principle of a gel-filled microfluidic device for gel electrophoretic DNA
separation.

and a high voltage is applied between (c)
and (d) (Fig. 2C). The sample occupying
the cross section is cut off and transferred
to the fluidics line between (c) and (d).
Continuous application of the voltage be-
tween (c) and (d) separates the sample in
the separation channel, and the separated
analyte is detected near site (d) usually
by the fluorescence signal of labeled ana-
lyte emitted upon excitation with a laser.
Such a type of microfluidic device allows
introduction of an extremely small vol-
ume (100 pl in the case of 100-µm width
and 20-µm depth) for each sample in the
cross section of the fluidics line with high
reproducibility. Theoretical investigation
revealed that the diffusion rate constant
of analytes in the microchannel increases
with an increase in the strength of electric
field but the separation efficiency is not
improved. Nevertheless, this microfluidic
device can effectively dissipate the heat (in

Joule), produced by applying a high volt-
age during electrophoresis, and shorten
the separation time without band broaden-
ing by the applied higher voltage from that
in the ordinary capillary gel electrophoretic
separation system. An optimized microflu-
idic system gave a 10 to 100 times shorter
separation time than the conventional slab
or capillary gel electrophoresis system.
The microfluidic device was also applied
to gene type testing and achieved ul-
trafast allelic profiling of short tandem
repeats (STRs). This typing was success-
fully achieved by a microchannel that was
2.6 cm in length in 30 s, as compared with
2 to 3 h of slab gel electrophoresis and
10 to 30 min of capillary gel electrophore-
sis. Recently, some companies launched
a microfluidic device for the separation of
biomolecules. For example, a glass type mi-
crofluidic device is commercially available
from Cariper Technologies Corporation



426 Total Analysis Systems, Micro

and Agilent Technologies, and a plastic
one from Aclare Biosciences Inc.

DNA sequencing is another application
of the microfluidic device. The advan-
tages of this system are effective cooling
of the Joule heat generated by applying
a high voltage in DNA sequencing be-
cause of a large surface area compared
with the inner solution of the channel and
integration of many channels on the de-
vice. A DNA sequencing system furnished
with 96 channels on a silicon wafer of
10 cm diameter was reported by Math-
ies’s group. A rotary confocal scanner
suitable for this device was also devel-
oped by the same group, which enabled
analysis of one sample within 90 s. A raw
DNA sequencing rate >150 kb h−1 per mi-
crochannel was achieved, which is much
faster than that attained with the conven-
tional DNA sequencing.

The electrophoretic separation in the mi-
crofluidic device was carried out by the
molecular sieve mechanism of polymer
molecules in the microchannel. This sep-
aration was tested by microfabrication of
many nanosize pillars in the microchan-
nel. Such a type of device was realized
by constructing many pillars of 30 nm
diameter 500 nm apart from each other
on the microchannel. When DNA goes
through the pillars in the microchannel,
the pillars serve as obstacles to retard
DNA migration. The retardation time de-
pends on its molecular size. Nanopillars
that were 2700 nm in length, 500 nm in
width, and 500 nm in spacing (with a high
aspect ratio of height/width = 5.4) in a
microchannel on quartz have been fab-
ricated by the electron beam lithography
technique and used for DNA separation.
DNA fragments carrying a range from 1
to 38 Kb were separated as clear bands at
the detection window of 1450 µm from
the entrance of the nanopillar channel

(25 µm in width and 2.7 µm in height)
in 170 s. The theoretical plate number of
the channels (380–1450 µm in length) is
as high as 1000 to 3000 µm (0.7–2.1 × 106

plates m−1).

2.2
DNA Chip

DNA chips have become an indispens-
able tool in genome exploration, disease
diagnosis, drug discovery, and toxicolog-
ical research. The DNA chip is a small
substrate carrying different kinds of single-
stranded DNA fragments immobilized on
its specified position as a probe. Where
DNA sequences complementary to the
probe are present in the sample, a double-
stranded DNA is formed on the substrate
surface by a process called hybridization.
The resulting hybrid DNA is detected
somehow, and to facilitate analysis sample,
DNA is labeled usually with a fluorescence
dye prior to hybridization. A typical ex-
periment using a DNA chip is shown
in Fig. 3. Many different kinds of DNA
fragments are immobilized in the speci-
fied position on the substrate as a capture
probe. After labeling sample DNA with
a fluorescence dye, it is allowed to hy-
bridize with the capture probe on the chip.
When target DNA exists in the sample, a
DNA duplex is formed on the spot car-
rying the complementary DNA sequence.
After washing the chip, the hybrid DNA
is visualized by surveying by confocal mi-
croscopy. The intensity of labeling dye on
the chip is proportional to the efficiency of
hybridization or the amount of the specific
DNA fragment. Comparative gene expres-
sion experiments are a typical example
of the application of the DNA chip, in
which two different kinds of cells, for ex-
ample, normal and diseased, are studied.
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Fig. 3 Comparative gene expression analysis as an example of typical DNA chip
experiments.

The purpose of this experiment is to quan-
tify mRNA in the specific cell. In the first
step, the extracted mRNAs are converted
to cDNA by reverse transcriptase. cDNAs
obtained from different cells are labeled
with different colored fluorescence dyes,
cyanine derivatives, Cy3 and Cy5, being
used most often. cDNAs prepared from
equal amounts of the cells are allowed
to hybridize on the DNA chip. After hy-
bridization and washing of the DNA chip,
fluorescence images are taken by scan-
ning. Information of gene expression in
the cell can be obtained from the posi-
tion and intensity of the fluorescence spot.
Since the concept of DNA chip technology
was conceived by Southern and coworkers
in the early 1990s, many technologies have
been devised with a focus on the immo-
bilization method of capture DNA probe
on the substrate. Two methods are mainly

adopted to attach a capture probe on the
substrate such as glass. The first approach
of DNA chip preparation is direct DNA
fragment (oligonucleotide) synthesis on
the substrate by the computer-generated
photolithographic mask, which defines
the exposure site of the surface. In this
approach, the light-directed synthesis of
oligonucleotides is carried out combina-
torially and all of the possible DNA se-
quences can be constructed on the surface
with a limited number of synthesis. For
example, the synthesis times of 4 × 7 give
47 kinds of DNA sequences. To reduce the
cost associated with the photolithographic
mask, in situ synthesis of oligonucleotides
on the surface has been developed with-
out relying on the photolithographic mask.
The second approach to array fabrication
is off-chip synthesis, which is more flexi-
ble and economical than the on-chip one.
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The synthesized or extracted DNA frag-
ment is spotted and covalently attached
on the surface. The DNA chip produced
by on-chip synthesis is commercially avail-
able from Affymetrix Inc. (Santa Clara,
CA). Although the DNA chip technology
is powerful, many manual procedures are
involved such as the preparation of capture
probes on the DNA chip surface and label-
ing of sample DNA with a fluorescent dye.
To improve the performance of the DNA
chip technology, especially for clinical dis-
ease diagnosis, it is important to upgrade
the DNA chip technology with respect to
cost, speed, and robustness, and also a to-
tally self-contained gene analysis system
needs to be assembled.

Recently, DNA chip technologies have
been extended to proteome analysis, for
example, in the form of a protein chip.
Protein chips developed to date are cat-
egorized by antibody chip, peptide chip,
protein chip, bead, or particle chip, which
can be used as labeled particles in solu-
tion and specialized surface chemistry to
perform combinatorial chemistry. The ad-
vantages conferred by its miniaturization
might even be greater than those of the
DNA chip systems.

3
Applications

3.1
Combination with Polymerase Chain
Reaction (PCR)

It is necessary to concentrate the DNA as
analyte on the microfluidic device to apply
for DNA diagnosis. Polymerase chain re-
action (PCR) is a useful technique suited
for this purpose. A microfluidic device
carrying a PCR unit has been developed
from this point of view. PCR is a gene

amplification reaction, where heat denat-
uration into the single-stranded form of
DNA and enzymatic extension reaction to
generate a double-stranded form are re-
peated several dozen times. A high-speed
temperature changing device is necessary
for PCR. Miniaturization of the reaction
cell can improve the thermal exchange
rate by increasing the ratio of the device
surface to the reaction solution volume.
When a heating and cooling system is
introduced in a reservoir as shown in
Fig. 2(a), the PCR product amplified there
can be separated by the separation sys-
tem on the microfluidic device described
in Fig. 2. Ultrashort thermal cycling times
of 17 s per cycle was achieved by infrared
(IR) radiation-mediated heating and com-
pressed air cooling of amplified DNA in
capillary or on-chip microchambers was
integrated onto microfluidic devices. Pre-
cise temperature control was achieved
by controlling the light intensity by a
system furnished with a tungsten lamp
as an IR radiation source, thermocouple
feedback computer interface coupled with
an airstream.

A PCR system based on a microchannel
was reported, where the microchannel
crosses three distinct temperature zones
of thermostatted copper blocks as shown
in Fig. 4. As the PCR cocktail is pumped
through the channel, it flows between
the regions of different temperatures
defined by three parts under the channel.
The melting, annealing, and extension
steps are executed by passing through
the different temperature zones. In this
system, the PCR cocktail is flowed to
the different temperature channel instead
of a temperature change in the same
position of the microreactor. The channel
incorporates 20 cycles giving a theoretical
amplification of 220. A flow rate that
provided a total cycling time of 10 min gave
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Fig. 4 PCR based on the microchannel.
Three well-defined zones are maintained
at 95, 77, and 60 ◦C by means of
thermostatted copper blocks. The PCR
cocktail is hydrostatically pumped
through a single channel etched into a
glass plate. The melting, extension, and
annealing steps are defined by the
channel passing through the three
temperature zones.

Melting
95°C

Extension
77°C

Annealing
60°C

70% of the yield of a fast commercial PCR
themocycler in which the equivalent cycles
took 50 min. A fivefold improvement
in time was seen with little product
degradation, free from the thermal inertia
effect. Furthermore, the device allows
multiple PCRs to run at a time on the
same device, for example, by introducing
a separate reaction loop.

3.2
Integration of an Electrochemical Detector
on the Device

Fluorometric methods are commonly used
for the detection of electrophoretically
separated biomolecules such as DNA frag-
ments on the microfluidic device. Follow-
ing labeling of a sample directly (through
a covalent bond) or indirectly (staining
with a fluorescence dye), the fluorescence
is detected by laser-induced fluorescence
spectroscopy. However, it is difficult to
incorporate a laser-induced fluorescence
detector into this system to obtain a self-
contained miniaturized and portable de-
vice. An electrochemical detection system
would be an alternative to this and en-
ables the development of a self-contained
miniaturized analysis system with high
sensitivity. Furthermore, both the detector
and instrument may be miniaturized and
the optical path can be omitted. In addi-
tion, even turbid sample solutions may
be amenable to analysis. In summary,

an inexpensive, low-power, and high-
compatibility device can be constructed
by advanced micromachining and mi-
crofabrication. To enable electrochemical
detection of electrophoretically separated
samples in the microfluidic device, the
electrodes for detection (working, counter,
and reference electrodes in the ordinary
case) need to be incorporated into the out-
let reservoir (Fig. 2A(d)). In this case, it is
critical to position the detection electrode
to avoid high potential at the separation mi-
crochannel (between c and d in Fig. 2A).
Mathies and coworkers first reported an
electrophoretic microfluidic device with an
integrated amperometric detector where
a dual-lead, platinum-working electrode
10 µm in width, is positioned just 30 µm
beyond the end of the separation channel
in the reservoir by the photolithographic
technique. This is important, as this
detection electrode finds itself just outside
the high electric field applied for separa-
tion, and is effectively shielded from this
field as a result. To place the working elec-
trode just outside the exit of the separation
channel, several types of electrochemical
detectors were proposed by different types
of arrangement between the microchannel
and working electrode and the position of
electrodes relative to flow direction. The
distance between the separation channel
outlet and working electrode affects the
band broadening. When the working elec-
trode is close to the separation channel, the
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electrochemical response may be observed
without band broadening, but may be less
well shielded from the separation voltage.
These detectors have mainly relied on mi-
crofabricated working electrodes as a thin
or thick film, with the reference and coun-
terelectrodes to complete the potentiostatic
circuit, placed in the detector reservoir.
Practical application of the electrophoretic
separation based on a microfluidic device
furnished with an electrochemical detec-
tor was reported not only for nucleic acids
but also for neurotransmitters such as
catecholamine, nitroaromatic explosives,
organophosphate pesticides, or endocrine-
disturbing chemicals such as chlorophenol
derivatives. A complete self-contained mi-
crofluidic device will be realized through
an on-device integration of the potentio-
static circuit and other functional elements
such as preconcentrator.

3.3
Electrochemical DNA Chip

Incorporation of an electrochemical de-
tector to the microfluidic device for the
laser-induced fluorescence detector should
yield a true Lab-on-a-Chip analysis device.
The current DNA chips require a large-
sized detecting system of a laser-based
fluorescence scanner. Therefore, when an
electrochemical detector is replaced for the
fluorescence detector of a DNA chip, this
also realizes a true DNA chip resulting
in a portable gene diagnosis chip. The re-
search along this line is still in its infancy.
Nanogen Inc. (San Diego, CA) constructed
a variety of microelectronic chips in-
cluding 25–10 000 addressable electrodes
and has developed an electronic DNA
chip preparation process. Since oligonu-
cleotides and DNA have negative charges
at the phosphate backbone, their move-
ment can be electrochemically controlled,

leading to the electrochemically acceler-
ated hybridization and electrochemical de-
naturation on the chip. Controlled electric
fields have been used for discriminating
oligonucleotide hybrids with varying bind-
ing strengths such as those between the
completely matched and single-base mis-
matched and for removing unhybridized
DNA. Such fine-tuned electronic strin-
gency selection obviates the need for exten-
sive washing. This approach is now suc-
cessful in the analysis of single nucleotide
polymorphisms (SNPs), STRs, insertions,
deletions, and other genetic mutations.
The electronically regulated sample prepa-
ration process was demonstrated for the
dielectrophoretic separation of Escherichia
coli from blood cells. After the isolation,
the bacteria are lysed by a series of high-
voltage pulses. Hybridization on this chip
is detected fluorometrically. Electrochem-
ical detection of DNA hybridization is a
long-sought goal, as it will enable label-
free detection of DNA or protein binding
as well as curtailing the amount of reagents
and processing costs, and amenability to
portability and miniaturization.

As an approach to electrochemical detec-
tion of DNA hybridization, Motorola Clini-
cal Micro Sensors Inc. (Pasadena, CA) and
TUM-gene Inc. (Chiba, Japan) did pioneer-
ing work. They aim at a point-of-care diag-
nostic chip with a small battery-operated
instrument. Motorola constructed a multi-
electrode chip and introduced a ferrocene-
labeled oligonucleotide as an electro-
chemically active DNA probe, instead of
the fluorescence-labeled one. Two DNA
probes carrying a complementary target
DNA sequence were prepared as a DNA
probe on the electrode and a ferrocene-
labeled DNA probe. Since sample DNA
is allowed to hybridize with these DNA
probes, the ferrocene is fixed on the elec-
trode only in the presence of target DNA
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in sample DNA in the sandwich assay.
The hybridized DNA is detected from
the electrochemical response due to the
ferrocene. TUM-gene has developed a si-
multaneous multiple mutation detection
(SMMD) method, which enables simul-
taneous discrimination of several genetic
mutations such as SNP, insertion, dele-
tion, translocation, and STR, using a multi-
electrode DNA chip and a double-stranded
nucleotide specific threading intercalator,
ferrocenylnaphthalene diamide (FND). In
this method, target genome is amplified
by the first PCR and then the second
asymmetric PCR with a specially designed
primer set. The second PCR products are
applied on two electrodes containing ei-
ther a wild-type (Wt) or a mutant type
(Mt) probe. After completion of the hy-
bridization and ligation reactions of the
PCR products with the probes, each elec-
trode is washed and immersed in an
electrolyte containing FND, and the elec-
tric current at specified potential for FND
is measured. Genotype (Wt/Wt, Wt/Mt,
Mt/Mt) were determined by calculating
the ratio of current signals from the Wt
probe and Mt probe. The validity of the
SMMD method was examined for lipopro-
tein lipase gene mutation by blind testing
50 patients’ samples including 2 Mt/Mt
homozygotes and 6 Wt/Mt heterozygotes.
As expected, all of samples of human
lipoprotein lipase (LPL) mutations, which
are connected with hypertriglyceridemia
or high neutral lipid concentration in the
blood, were identified by this method cor-
rectly, indicating that the SMMD method
can be used reliably for screening of the ge-
netic mutations for routine clinical patient
samples. Both techniques succeeded in
detecting hybridization electrochemically
with a DNA chip, which will eventually
turn to a self-contained, miniaturized, and
portable device. However, it is noted that

time-consuming manual procedures such
as extraction of DNA from the sample and
PCR are still involved.

3.4
Combination of a DNA Chip with a
Microfluidic Device

Microfluidic devices capable of carrying
out sample pretreatment, PCR, and de-
tection on a DNA chip are needed for
automated clinical diagnosis. Such a sys-
tem has not yet been completed, but
various attempts have been made. Fusion
of microfluidics and DNA chips will be
useful with the advantages for both sides.
Microfluidic channels can be utilized as
an autotransport system to deliver con-
trolled volumes of sample and reagents
in a DNA chip. Nanogen developed a way
to regulate hybridization electrochemically
as discussed earlier and DNA sample and
reagents are introduced to the DNA chip
through fluidic networks made by injec-
tion molding. The automatic, real-time
monitoring of hybridization of target DNA
with the capture DNA fixed on the DNA
chip will be achieved by the combination
of precise temperature and fluidic control.
This will in turn enable automatic selection
of assay parameters such as buffer species
and the precise volume and temperature.
Finally, this microfluidic device and DNA
chip fusion system will automatically se-
lect optimal parameters for hybridization
on the chip. Furthermore, this fusion sys-
tem will allow kinetic monitoring of the
hybridization reaction on the chip.

Affymetrix Inc. reported for the first time
a highly integrated monolithic device made
of polycarbonate for automated multistep
genetic assays. The detector of this device
is a DNA chip made by photolithography
and the overall device dimensions are less
than those of a credit card. The device
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can accommodate more than 10 reagents
for over 60 sequential operations and is
capable of extracting and concentrating
nucleic acids from milliliter aqueous sam-
ples and performing microliter chemical
amplification, serial enzymatic reactions,
melting, mixing, and nucleic acid hy-
bridization. The performance of the device
was tested for mutations in a 1.6-kb region
of the HIV genome from serum samples,
where starting concentrations were as few
as 500 copies of RNA. This device was
produced in plastic rather than glass or
silicon for economic reasons, since a dis-
posable device is required for these clinical
applications. Fluids were moved pneumat-
ically from one chamber to the next in
this chip.

Motorola groups have been developing
plastic microfluidic devices carrying an
electrochemical DNA chip and a microp-
ump. Hybridization kinetics was studied
using this chip and they tried to im-
prove the hybridization efficiency by os-
cillation of hybridization mixture using a
micropump. A self-contained, fully inte-
grated device was constructed consisting
of microfluidic mixers, valves, pumps,
channels, chambers, heater, and DNA
chip for sample preparation, PCR ampli-
fication, and DNA chip analysis. Instead
of incorporating a DNA chip into the
microfluidic device, a DNA array was
prepared in the microfluidic channel hot-
embossed in poly(methyl methacrylate) to
allow detection of low-abundant mutations
of K-ras in gene fragments that carry point
mutations of high diagnostic value for col-
orectal cancers.

The DNA probes carrying a complemen-
tary DNA sequence for both sides of the
point mutation were prepared: one has
a point mutation site and zip-code se-
quence for being caught on the capture
probe on the DNA array and the other

has a near IR-dye IRD-880 for highly sen-
sitive detection. When sample DNA has
target point mutation, two kinds of DNA
probes are joined together enzymatically
by a process called an allele-specific ligase
detection reaction (LDR). Near IR fluores-
cence imaging of the DNA microarray
on the microfluidic device could reveal
the existence of the linked DNA probe
on the corresponding zip-code sequence.
This system can reduce the hybridiza-
tion time from 3 h with the conventional
DNA chip to less than 1 min and detect
a point mutation in the K-ras oncogene
at a level of 1 mutant DNA in 10 000
wild-type sequences. A disposable polymer
microfluidic device holding a 1000-spot
DNA array has been manufactured by mi-
croinjection molding. This device provides
a powerful tool for highly parallel studies
of kinetics and thermodynamics of duplex
formation on the DNA microarray in the
microfluidic channel to show that the hy-
bridization in microfluidic hybridization
assays is diffusion-limited due to the small
diffusion coefficients of the DNA and RNA
molecules involved.

3.5
Application in Protein Analysis

Application of a microfluidic device in pro-
tein research is becoming more and more
important. At first, the device was used
for sodium dodecylsulfate-polyacrylamide
gel electrophoresis (SDS-PAGE) separa-
tion and detection of proteins after stain-
ing with a fluorescence dye. This novel
technology offers an important tool for im-
munoassay, clinical diagnostics, biomed-
ical science, and industry. Electrospray
mass spectroscopy (ESI-MS) coupled with
a microfluidic device especially is useful
in the analysis of protein and peptides ob-
tained by protease treatment. In proteome
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analysis, two-dimensional electrophoresis
is a powerful technology for separation
of protein. Samples are separated in one
dimension first by isoelectric focusing fol-
lowed by SDS-PAGE separation in the
second dimension. In this method, pro-
tein is first separated by the difference in
isoelectric points and is further separated
by the difference in molecular mass in
the second dimension. Up to 10 000 dif-
ferent proteins can be separated on a gel,
though a typical resolution is of the order
of 5000. However, two-dimensional SDS-
PAGE is a slow process taking up to two
days for complete separation. This prob-
lem may be alleviated by a microfluidic
system. The micellar electrokinetic chro-
matography (MEKC) with rapid channel
electrophoresis (RCE) was used for the
two-dimensional separation of peptides by
using the microfluidic device carrying spe-
cially ordered microchannel construction
as shown in Fig. 5(a). The peptides are
separated by MEKC while at the same
time the MEKC eluent is rapidly sampled
for separation by RCE in this device and de-
tected by laser-induced fluorescence. This
device allows rapid sampling and sep-
aration, which are not easily achieved
by conventional techniques. Figure 5(b)
shows a two-dimensional map of sepa-
rated protein, which can be constructed
from the chromatograms from individual
microfluidic separations.

Fig. 5 (a) Illustration of a microfluidic
device that enables 2-D electrophoretic
separation of labeled peptides by MEKC
and CE on a system. The 1-D separation
channel extends from the first cross
intersection to the second. The 2-D
separation channel extends from the
second cross to the point of detection.
(b) Schematic cartoon of a 2-D
separation map, which can be
constructed from chromatograms of
individual microfluidic separations.
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4
Perspectives

Microfluidic devices, DNA chips, and
the combination of both technologies
were described here, focusing mainly
on high-throughput analysis of genetic
information. In this sense, these tech-
nologies are not simple extensions of
the existing methods but a totally in-
novative analytical means suitable for
research in the postgenome era. Power-
ful as they are, the current technologies
suffer various weaknesses and they are
being improved steadily. The information
obtained by these technologies is useful
in various areas, in pharmacogenomics,
in particular, as it will help clarify the
mechanism and side effects of drugs and
boost molecular design of more effective
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drugs. Such a device is the right step
toward developing techniques that can
replace two-dimensional electrophoresis.
The application of a microfluidic device,
integrating a flow cytometry unit, to the
separation of cells was also reported. Like
a microfluidic device, miniaturization of
microplates has also been studied, which
will be useful for high-throughput screen-
ing in drug discovery. Thus, the utilization
of the microfluidic device has definitely
spread very wide.

See also Immuno-PCR; Microarray-
Based Technology: Basic Princi-
ples, Advantages and Limitations;
Peptide and Non-Peptide Combi-
natorial Libraries; Protein Microar-
rays; Real-Time Quantitative PCR:
Theory and Practice.
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Keywords

Apoptosis
An organized form of cell death.

Canonical Pathway
NF-κB activation mediated by IKKβ phosphorylation of IκB.

IκB
Inhibitor of NF-κB.

IKK
IκB kinase, which contains at least three subunits named α, β, γ .

NF-κB
Nuclear factor that binds to κB enhancers.

Rel
The protein family that includes NF-κB.

� NF-κB is a transcription factor found in most cells that plays a central role in
the inflammatory, immunologic, apoptotic, and stress responses. NF-κB is a dimer
composed of members of the Rel family of transcription factor subunits. It is
normally sequestered in the cytoplasm by its inhibitor, IκB. Nearly all NF-κB-
activating stimuli activate the IκB kinase, which phosphorylates IκB and thereby
targets it for degradation. Newly freed NF-κB then enters the nucleus and mediates
its various effects by activating its target genes. NF-κB activity is modulated by
numerous mechanisms, including combinatorial specificity of its subunits and
inhibitors, several forms of posttranslation modifications, and differences in signal
transduction. NF-κB is of great therapeutic interest and we highlight its role in
cancer and review modern drugs used to inhibit it. Finally, we discuss the role
of NF-κB in learning, a hint that NF-κB has functions beyond those traditionally
associated with it.

1
Introduction

In 1986, Sen and Baltimore isolated a small
nuclear factor (protein) able to bind to
the enhancer of and activate transcription

of the immunoglobulin κ light chain
gene in B cells, which they termed NF-
κB. Originally this transcription factor
was thought to be restricted to lymphoid
cells, but it quickly became clear that
NF-κB is present in most cell types
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and that it regulates much more than
immunoglobulins. Today, it is apparent
that not only is NF-κB a transcription
factor central to the regulation of the
immune system, but it is also important in
fundamental processes like apoptosis and
cellular response to stress. For this reason,
NF-κB is a topic of intense interest in a
wide variety of laboratories.

NF-κB is an inducible transcription
factor that responds to a bewildering ar-
ray of stimuli including inflammatory
molecules, viruses, bacteria, ‘‘stresses,’’
and medications. The list of the target
genes of NF-κB is equally extensive, and
includes immune cytokines and receptors,
antiapoptotic genes, and various stress re-
sponse genes. Given the pleiotropic nature
of the signals, functions, and targets of
NF-κB, one expects NF-κB to be sub-
jected to a great deal of regulation and
indeed this is the case. This review takes
a bottom-up approach to the many layers
of NF-κB regulation. First, we discuss the
nature of NF-κB’s targets, and examine
the NF-κB molecule itself to understand
how its structure influences its function
as a transcription factor. Then we consider
modes of direct regulation in the form of
posttranslational modifications and inter-
actions with its inhibitor IκB. We continue
to ‘‘zoom out’’ and consider the ma-
jor NF-κB-regulating signaling pathways
and finally end with discussion of the
broader implications of NF-κB in biology,
medicine, and disease progression.

By way of introduction, we briefly de-
scribe here the consensus ‘‘canonical
pathway’’ so that molecular details of NF-
κB in Sect. 1–3 can be placed in proper
context (see Fig. 4 and discussed further
in Sect. 4.1). In the absence of stimula-
tion, NF-κB is sequestered in the cyto-
plasm, bound to its inhibitor IκB. Nearly
all NF-κB-activating signals converge on

the activation of the IκB kinase (IKK).
IKK phosphorylates IκB and thus targets
this NF-κB inhibitor for degradation by
an ubiquitin-proteasome pathway. Newly
freed NF-κB then translocates to the nu-
cleus and activates transcription of its
target genes. Among these targets is the
α-isoform of IκB, and newly synthesized
IκBα enters the nucleus, binds to NF-κB
and exports it to the cytoplasm. This re-
turns the system to its original state and
thereby provides signal downregulation.

2
Target Genes

Originally NF-κB was isolated as a factor
that bound to the enhancer of the κ

immunoglobulin light chain, and it was
thought to be a transcriptional regulator
restricted to B cells. However, it soon
became clear that NF-κB was not only
found in nearly all cell types but that it
also regulated a wide variety of genes.
Comprehensive lists of bona fide NF-
κB targets indicate NF-κB regulates on
the order of 200 to 300 genes, plus
dozens more putative targets. A sample
of such targets is provided in Table 1.
The consensus NF-κB binding sequence
for these genes is 5′-GGGRNNYYCC-3′
(G = guanine, C = cytosine, R = adenine
or guanine, Y = thymine or cytosine, N =
any nucleotide).

Grouping the target genes into broad
families indicates why NF-κB is con-
sidered a central mediator of the im-
mune response. NF-κB induces expres-
sion of chemokines and cytokines that
modulate the immune response, many
immunologically important cell surface
molecules, cell adhesion molecules in-
volved in movement and spatial target-
ing of leukocytes, and components of
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Tab. 1 Selected target genes activated by NF-κB. See http://people.bu.edu/gilmore/nf-kb/target/
for a comprehensive list.

Class Example target genes

Cytokines IFNβ/γ , IL−1α/1β/2/6/8/9/10/11/12/13/15, LTα/β, TNFα/β, TRAIL,
RANTES

Immune-related B7.1, CCR5/7, CD23/40/48/83/137/154, IL2Rα, IgCγ 1/Cγ 4/ε/κ,
MHCI, β2m, TCR, TLR9, complement B/C4, CRP, LBP, β-defensin,
tissue factor-1

Cell adhesion ELAM-1, ICAM-1, P-Selectin, VCAM-1
Stress response Angiotensin, COX-2, iNOS, SOD, Ferritin-H, CYP2E1, CYP2C11
Apoptosis Bfl1, Bcl-xL, Bcl-2, c-FLIP, IAP, TRAF1, TRAF2, Fas, FasL
Growth factors BMP2, G-CSF, GM-CSF, M-CSF, EPO, PDGFβ, VEGF
Transcription factors c-Rel, RelB, p100, p105, IκBα, A20, c-myc, p53, junB, IRF-1/2/4/7,

Stat5a
Viruses Adenovirus, CMV, EBV, HBV, HIV-1, HSV, JCV, HPV16, SIV, SV40
Neuroreceptors µ-opioid receptor, NPY receptor, NMDA (putative)

the complement system, among others.
Interestingly, the expression of some vi-
ral proteins is also induced by NF-κB,
which may allow some viruses to pro-
liferate in immunostimulatory conditions
and thereby avoid elimination by the im-
mune system.

NF-κB target genes extend beyond the
immune system. Of special importance is
the fact that NF-κB upregulates various
antiapoptotic genes, such as IAPs, c-FLIP,
and Bcl-2, making it an important factor in
cell survival. Also, since NF-κB is activated
by reactive oxygen species, UV radiation,
heavy metals, and similar noxious agents,
and since NF-κB can upregulate antioxi-
dant enzymes and factors like angiotensin
II, iNOS, and COX-2, it has been proposed
that NF-κB is more generally a central me-
diator of the cell stress response. However,
‘‘stress’’ is admittedly an amorphous con-
cept, and the signaling pathways activated
by stress are poorly characterized and not
greatly specific to NF-κB activation as we
shall see in Sect. 5.5.

It seems unreasonable to expect that
any NF-κB-activating stimulus results in

transcription of all its target genes. Indeed,
there are several mechanisms by which
specificity might be maintained. This in-
cludes differences in NF-κB promoter
affinity, NF-κB/IκB/IKK composition and
modification, activity kinetics, and signal-
specific pathways. These forms of reg-
ulation are the subject of the next sev-
eral sections.

3
Protein Domains and Crystal Structure

NF-κB is a dimer composed of five pos-
sible subunits, p65 (RelA), c-Rel, RelB,
p50, and p52, (see Fig. 1) with the p65/p50
being the predominant heterodimer in
most cells. (In this review, unless oth-
erwise noted, we use NF-κB to denote
p65/p50.) Thirteen of the 15 possible
pairs of the 5 subunits can form in vivo,
with the notable exception of RelB/c-
Rel and RelB/RelB. These dimers not
only differ in DNA-binding specificity,
thereby contributing to specific gene ac-
tivation and specific dimer functions, but
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Fig. 1 Rel and IκB family members. p65, c-Rel, RelB, p105, and p100 share an N-terminal
Rel-homology region (RHR) composed of two domains and a nuclear localization signal (NLS,
see Fig. 2)). RelB also contains an N-terminal leucine zipper (LZ). p65, c-Rel, and RelB are
transcriptionally active and contain C-terminal transcriptional activation domains (TAD). p105
and p100 are processed to p50 and p52 respectively by C-terminal proteolysis to the indicated
point (arrow), which requires the glycine-rich region (GRR). p105, p100, IκBα, IκBβ, IκBε, and
Bcl-3 contain 5–7 ankyrin repeats that mediate binding to Rel family members. The figure is
based on ClustalW alignment of NCBI protein sequences NP 068810 (p65), NP 002899 (c-Rel),
NP 006500 (RelB), NP 003989 (p105), NP 002493 (p100), NP 065390 (IκBα), NP 002494
(IκBβ), NP 004547 (IκBε), and NP 005169 (Bcl-3).

also differ in stability and affinity with
the various IκB isoforms and therefore
can be differentially regulated. In fact,
stimulus-dependent alteration in dimer
composition provides a direct mechanism
by which NF-κB activity is modulated
over time.

All five NF-κB subunits are related
to v-rel, an oncogene encoded by the
avian reticuloendotheliosis retrovirus that
can induce acute leukemia in chickens.
More generally, the Rel family is a
group of evolutionarily conserved proteins
and includes, for example, the Drosophila
proteins Dorsal, Dif, and Relish, which
are not only homologous in protein
sequence but also have functions and
participate in signaling pathways similar
to that of NF-κB in humans. Interestingly,

NFAT (nuclear factor of activated T
cells) is a transcription factor that also
has significant homology to Rel family
members, but is primarily responsive to
calcium/calcineurin signals.

All five subunits contain a ∼300 amino
acid N-terminal Rel-homology region
(RHR), which is responsible for dimer-
ization, DNA binding, and nuclear lo-
calization. Crystal structures of the p65,
c-Rel, p50, and p52 homodimers as well
as the p65/p50 heterodimer reveal that
the RHR is composed of two domains
each with immunoglobulin-like β-strand
structure. When bound to DNA, NF-κB
dimers adopt a unique butterfly-like struc-
ture (see Fig. 2). One set of ‘‘wings’’ is
formed by the C-terminal domains of each
RHR, which dimerize via interdigitating
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terminal RHR

p50 C-
terminal RHR

p50 C-
terminal RHR

p65 N-
terminal RHR p50 N-
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p65 RHR
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Fig. 2 Crystal structures of NF-κB. p65/p50 heterodimer bound to IgκB DNA (a) and bound
to IκBα (b). p65 is shown in black, p50 in dark gray, IκBα in light gray (b), and IgκB in light
gray (a). Images were created from protein databank accession numbers 1VKX (Chen, F.E.,
et al., (1998)) and 1IKN (Huxford, T., et al., (1998)) using Molw PDB Viewer 4.0 (Molecular
Images) and Molmol 2.5.1.

hydrophobic side chains. These side chains
as well as nearby polar/ionic amino acid
interactions influence dimer stability. An-
other set of ‘‘wings’’ is formed by the
N-terminal domains that form extensive
contacts with the phosphate backbone of
the DNA. The C-terminal domain also
contributes to the dimer-DNA interface,
although specific base pair recognition
is mediated by the N-terminal domain.
About a half-dozen key residues in the
N-terminal domain mediate specific DNA
binding, and combined with relative ori-
entations of the subunits, largely accounts
for the different binding affinities of
the various NF-κB dimers to different
DNA sequences. Additionally, only the
major groove of DNA is bound by NF-
κB dimers, and in some of them, no
protein loops block the minor groove,
which is thus open for potential simul-
taneous binding by other proteins such
as HMG-I(Y). Finally, the C-terminal do-
main contains a nuclear localization signal
(NLS), which allows free NF-κB to translo-
cate to the nucleus.

Additionally, the p65, c-Rel, and RelB
subunits contain a C-terminal transcrip-
tional activation domain (TAD). How-
ever, p50 and p52 lack such a domain,
which makes them transcriptionally inac-
tive, with p50 and p52 homodimers serving
to repress NF-κB target genes. Instead of a
TAD, the C-terminus of p50 and p52 only
contains a short glycine-rich region (GRR),
a remnant of the C-terminus of their larger
precursors p105 (NF-κB1) and p100 (NF-
κB2). Interestingly, the C-terminal halves
of these precursors, which are degraded,
contain ankyrin repeats homologous to
those of the IκB family. Thus, p105 and
p100 can inhibit the other NF-κB subunits
or the processed versions of themselves, a
topic discussed in Sect. 4.2.

The NF-κB inhibitors, that is, the IκB
family of proteins, have in common a
series of 5–7 ankyrin repeats that mediate
binding to and sequestration of the NF-
κB proteins. In mammalian cells, the
IκB family is generally considered to be
limited to the three major isoforms IκBα,
IκBβ, IκBε, as well as the p105 and



Transcription Factor NF-κB: Function, Structure, Regulation, Pathways, and Applications 443

p100 NF-κB precursors, and the proto-
oncogene Bcl-3. Discussion of the different
functions of the IκB isoforms is postponed
to Sect. 4.1, but here we note that there are
also three lesser-studied members: IκBγ ,
which is identical to p105 C-terminus
and is produced by alternative splicing;
IκBζ , an apparently inducible IκB form;
and IκBR, possibly a p50/p50-specific
inhibitor. Additionally, Bcl-3 can also
promote NF-κB activity by transcriptional
derepression, that is, by inhibiting p50
homodimer binding to DNA, which has
no transcriptional activity.

Crystal structures of IκBα bound to
p65/p50 show that the ankyrin repeats of
IκBα stack upon each other to form a
slightly bent cylinder. Repeats 4–6 bind to
the C-terminal domains of the RHR of p65
and p50, either causing the formation of or
stabilizing the RHR N-terminal domains
in a ‘‘closed’’ conformation incapable of
DNA binding. Also, ankyrin repeats 1 and
2 interact with the NLS on p65, mask-
ing it from the nuclear import machinery.
Together, these interactions help explain
early observations that IκB not only se-
questers NF-κB in the cytoplasm but also
detaches NF-κB bound to DNA. IκBα

(and IκBβ) also contains an N-terminal
region that is phosphorylated in response
to various signals and a C-terminal region
that contains a PEST domain that regu-
lates constitutive degradation, but neither
of these regions were fully included in
the crystal structure. Overall, the crystal
structure of IκBβ bound to p65 homod-
imer is similar to the structure of the
IκBα–p65/p50 complex, with the major
differences relating to a longer loop be-
tween repeats 3 and 4 and an increased
distance between repeat 6/C-terminus of
IκBβ and NF-κB. It has been proposed but
not shown conclusively that these differ-
ences could account for, respectively, the

observations that IκBβ masks both NLSs
of NF-κB and that it does not prevent DNA
binding. In all, the reported crystal struc-
tures are immensely helpful in explaining
a large volume of data regarding interac-
tions between IκB, NF-κB, and DNA, and
also provide an easy test for the plausibility
of future proposed interactions.

4
Posttranslational Regulation of NF-κB

Posttranslational modifications provide an
avenue of direct influence on the behavior
of proteins and are a common mechanism
of transcription factor regulation. NF-κB
is no exception (see Fig. 3) and the major
forms of posttranslational modifications
known to affect its function are phospho-
rylation, acetylation, and ubiquitination.
(Proteolytic processing may also be con-
sidered a form of posttranslational modi-
fication, but its discussion is postponed to
Sect. 4.2, where it is considered in the con-
text of the alternative pathway.) However,
much of the work elucidating these mech-
anisms is relatively recent and, as a result,
many questions remain unanswered.

The p65 subunit was early on recognized
as a target for induced phosphorylation
and it is evident today that p65 can be
phosphorylated on numerous residues by
a variety of kinases activated by different
signals. The best-characterized phospho-
rylation site is serine 276. Initial evidence
of its importance came as early as 1993,
when it was discovered that mutation of
the analogous site in c-Rel (S275) ab-
rogated DNA binding. Phosphorylation
of S276 in p65 by PKA or MSK1 in-
creases the affinity of NF-κB for DNA
and also promotes binding of coactivators
like CBP/p300, which can then recruit the
general transcriptional machinery. Other
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Fig. 3 Various phosphorylation and acetylation sites on p65 are indicated along with the
corresponding enzymes. The sites are shown to scale and are explicitly identified. See text for
more details.

C-terminal serines have been implicated
as phosphorylation sites, including S311
phosphorylated by PKCζ , S529 phospho-
rylated by CKII, S535 phosphorylated
by IKK/Rsk1/Tbk1, and S535 phosphory-
lated by CaMKIV. Finally, PI3K/Akt and
GSK3β have been implicated in induc-
ing p65 phosphorylation at unknown sites.
Phosphorylation at any of these sites is as-
sociated with positive effects on NF-κB
activity, but additional experiments are
needed to establish the relative importance
and biological role of these phosphoryla-
tion sites.

In recent years, acetylation of NF-κB has
emerged as another important regulatory
posttranslational modification. NF-κB is
acetylated at several conserved lysines, al-
though unlike phosphorylation, this modi-
fication may be activating or inhibitory de-
pending on location. CBP/p300 can acety-
late p65 at lysines 218, 221, and 310, which
increases enhancer binding, decreases
affinity for IκBα, and increases overall

transcriptional activity. As CBP/p300 has
also been implicated as a coactivator that
binds to phosphorylated p65 (see above),
this raises the possibility that NF-κB is
brought to full transcriptional activity by
phosphorylation followed by acetylation.
NF-κB activity can then be downregu-
lated by further acetylation of p65 at
lysines 122 and 123 by p300 and PCAF
(CBP-associated factor), reducing affinity
of NF-κB for DNA. p50 also can be acti-
vated by acetylation at lysines 431, 440, and
441, hinting at a broad role of acetyltrans-
ferases in the regulation of different NF-κB
dimers. Histone deacetylases like HDAC3
play a role in reversing these modifica-
tions and provide a potential mechanism
whereby acetylation can reversibly regulate
NF-κB activity.

A recent development has implicated
ubiquitination in p65 regulation. The E3
ubiquitin ligase SOCS-1 mediates pro-
teolysis of p65, and the peptidyl–prolyl
isomerase Pin-1 protects p65 from this
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degradation, provided p65 is phosphory-
lated at threonine 254 by a yet unidentified
kinase. Pin-1 further promotes NF-κB ac-
tivity by inhibiting association between
p65 and IκBα. It is not clear whether
these effects are limited to the specific tis-
sues (breast epithelium and breast cancer
cells) in which they were discovered, but
this finding does demonstrate that there
remains much to understand about the
regulation of NF-κB at the level of the
molecule itself.

5
Canonical and Alternative Pathway: Roles
of IκB and IKK

5.1
Canonical pathway

Early experiments demonstrated that NF-
κB and its inhibitor IκBα were locked in a
negative feedback loop:

1. Nuclear and cytosolic protein extracts
show no κ enhancer binding activity,
but treatment of those fractions with
detergents reveals as much NF-κB as
found in the nucleus of stimulated cells,
implying the presence of an inhibitor
that keeps NF-κB inactive in the cytosol.
This inhibitor, termed IκBα, was soon
purified and later cloned.

2. Transient treatment by phorbol ester
or TNFα causes degradation of IκB
with concomitant NF-κB DNA-binding
activity, followed by upregulation of
IκBα mRNA, and replenishment of
IκB with concomitant loss of NF-κB
DNA-binding activity. This indicated
that NF-κB regulates its own inhibitor.

3. The IκBα promoter contains at least
one NF-κB binding site and failure
to activate NF-κB leads to failure of
IκBα transcription. Also, blockage of

protein synthesis leads to persistent
NF-κB activity and continued accumu-
lation of IκBα mRNA. This demon-
strated that NF-κB directly regulates its
own inhibitor.

These observations formed the basis of
the canonical pathway, which we discuss
in detail in this section (see Fig. 4).

The canonical pathway hinges on the
ability of NF-κB, IκBα, and their com-
plex to move between the cytoplasm and
nucleus, but attempts to understand the
details of this mechanism have uncovered
a more complex story. Nuclear import of
free NF-κB is made possible by an NLS
in the C-terminus of the RHR of p65, but
p50 may contain a nuclear export signal
(NES), which would antagonize NF-κB ac-
tivity. Movement of free IκB and export of
IκB–NF-κB complex is likewise believed
to be mediated by an NES and NLS on IκB,
but the exact sequences remain to be re-
solved. The consensus is that the ankyrin
repeats of IκBα control nuclear localiza-
tion, but it is unclear if this is due to
a Ran-independent NLS near the second
repeat, or if the ankyrin repeats recruit an-
other protein, which then allows nuclear
import via a Ran-dependent mechanism.
IκBα contains a putative C-terminal NES,
but multiple studies show that the true
NES is actually in its N-terminus and its
function is CRM-1 dependent. Nonethe-
less, it is clear that IκBα is capable of nu-
clear import and export on its own, which
leads to the possibility that IκBα–NF-κB
could move in and out of the nucleus in-
dependent of stimulus. Indeed, blocking
nuclear export by pharmacologic inhibi-
tion of CRM-1 by leptomycin B leads to
accumulation of IκBα and NF-κB in the
nucleus. This demonstrates that despite
the predominantly cytoplasmic localiza-
tion of IκBα and NF-κB, they constitutively
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Fig. 4 Canonical and alternative pathways. (a) most stimuli activate NF-κB
through the canonical pathway, which involves IKKβ-mediated degradation of IκB
and involves a negative feedback loop through IκBα. (b) Some stimuli activate
NF-κB through the alternative pathway, which involves IKKα-mediated processing
of p100 to p52.

shuttle between the cytoplasm and nu-
cleus. Consistent with this idea, shuttling
is also observed in IκBε, which contains
an NLS and NES similar to that proposed
for IκBα, but not observed in the case of
IκBβ, which has no identified NLS or NES.
Shuttling of IκBα–NF-κB complexes may
also be aided by the inability of IκBα to
fully mask the NLSs of NF-κB. A quanti-
tative model of shuttling suggests that it
functions to inhibit the small amount of
NF-κB not bound by IκB, due to a small
but finite dissociation rate, but this model

implies that the import and export rates
of IκBα depend on whether or not it is
bound to NF-κB, but how their interaction
alters translocation rate is unclear. Need-
less to say, the mechanism and biological
role of shuttling is still an open question.
So, while it is clear that IκB and NF-κB
are joined in a negative feedback loop, the
dynamics of their interaction remain to
be resolved.

More upstream in the canonical path-
way, after discovery of the autoregulatory
pathway, it soon became evident that a
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Fig. 4 (Continued)

multitude of NF-κB-activating signals all
resulted in phosphorylation of IκB at two
conserved C-terminal serines (S32 and
S36 in IκBα). Phosphorylation at these
sites allows IκBα to be recognized by
β-TrCP, the recognition subunit of an
SCF-type E3 ubiquitin ligase that polyu-
biquitinates IκBα at lysines 21 and 22.
This finally targets IκB for degradation by
the 26S proteasome. However, several au-
thors have noted that the primary form
of β-TrCP is localized in the nucleus,
which would imply that separation of NF-
κB from IκB in the cytoplasm is not a
prerequisite for accumulation of nuclear
NF-κB, which is directly at odds with the
canonical model. It is not currently clear
how to resolve this paradox, but it seems

likely that any explanation would have to
take into account the aforementioned shut-
tling property.

IκBα is essential for regulating NF-
κB, as evidenced by the observation that
IκBα−/− knockout mice die perinatally
due to multiorgan inflammation. How-
ever, the role of the two other major
isoforms IκBβ and IκBε is unclear. The
phenotype of IκBβ−/− knockout mice is
unpublished but reportedly mild. Also, de-
spite their clear differences in structure
and response kinetics, IκBβ can substitute
for IκBα with no obvious deleterious
effects. IκBε−/− mice likewise have no
discernible phenotype except a decrease in
a subpopulation of T cells. Additionally,
IκBε appears to interact primarily with
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p65/c-Rel or p65/p65 dimers. Two fea-
tures that IκBβ and IκBε have in common
that distinguish them from IκBα is that
they respond much slower to the same
stimuli and they are not transcriptionally
activated by NF-κB. Consequently, IκBβ

and IκBε might function to dampen oscil-
lations that arise out of the NF-κB–IκBα

negative feedback loop, thereby sustaining
a prolonged secondary response to persis-
tent stimuli.

Recognition of the need for IκB phos-
phorylation to initiate an NF-κB response
led to intense interest in identification
of the responsible kinase. The IκB ki-
nase complex was first isolated in 1997
and is now known to be composed of at
least three subunits termed IKKα, IKKβ,
and NEMO (also called IKKγ ). IKKα and
IKKβ are highly homologous catalytic sub-
units with kinase activity, with the former
chiefly involved in the alternative path-
way (see below) and the latter critical
to cytokine-mediated NF-κB activation.
NEMO is considered a regulatory sub-
unit with no enzymatic activity and genetic
studies also confirm it is a necessary com-
ponent for cytokine-mediated activity. A
fourth subunit, IKKε, was proposed as a
member of the IKK complex, however, its
requirement is limited to a subset of NF-
κB-activating stimuli. Likewise, the ELKS
protein was recently coimmunopurified
with the IKK complex and identified as
another regulatory subunit that appears
to recruit IκBα to the complex, but fur-
ther characterization of ELKS is needed
to understand its role. The IKK complex
has an apparent molecular mass of 700
to 900 kDa as determined by gel filtration,
although the individual components total
about 300 kDa. As a result, the exact stoi-
chiometric makeup is of some debate and
may not even be constant, although some
have proposed IKKα–IKKβ –NEMO3 and

(IKKα–IKKβ –NEMO)2. The mechanism
of IKK activation is even more unclear,
though the lack of conclusive evidence
of an IKK kinase has lead to the gen-
eral belief that autophosphorylation or
proximity-induced trans-phosphorylation
between IKKα and IKKβ leads to acti-
vation of IKK. More detailed structural
analysis of the components than currently
available is probably required to resolve
this question.

5.2
Alternative Pathway

Several studies revealed that aly/aly (alym-
phoplasia, which harbors a natural mu-
tation in NF-κB-inducing kinase, NIK)
and nfκb2−/− knockout mice had an
overlapping phenotype of disturbed devel-
opment or loss of peripheral lymphoid
organs. This seemed to suggest that NIK
and p100 were linked together in a com-
mon pathway controlling lymphoid devel-
opment, and, indeed, in 2001 evidence
emerged that NIK induces p100 degrada-
tion resulting in p52 formation through
a phosphorylation–ubiquitination mecha-
nism. Additionally, it was found that NIK
can phosphorylate and activate IKKα, and
that IKKα−/− and inactive mutant IKKαAA

show a similar phenotype. Consistent with
these observations, it was soon shown that
IKKα, but not IKKβ, is preferentially in-
volved in p100 processing. Further work
by several laboratories demonstrated that
p100 processing is specifically activated by
LTβ, CD40L, BAFF, and RANKL binding
to their respective receptors but not by
canonical pathway activators like TNFα.
So, the signaling pathway consisting of
NIK → IKKα → p100 processing is dis-
tinct from the canonical pathway, and thus
is termed the alternative pathway.
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Despite characterization as such, the al-
ternative pathway is tied to the canonical
pathway on several levels. Signals that acti-
vate the alternative pathway also activate
the canonical pathway and the canoni-
cal pathway can initiate transcription of
p100. Also, NIK is a binding partner of
TRAF2 (TNF receptor associated factor 2),
which is an essential factor for canonical
signaling by TNFα and p100 processing
depends on the same βTrCP as the canon-
ical pathway. Finally, LTβR can activate an
overlapping but not identical set of genes
via the alternative versus the canonical
pathway. This raises intriguing questions
about how the overlaps/differences in the
components of the canonical and alterna-
tive pathways translate into shared/specific
gene activation, questions that remain to
be answered.

In contrast to p100, p105 is constitutively
processed and is completely degraded fol-
lowing appropriate stimulus. Processing
of both p100 and p105 clearly requires
the GRR, which may act as a stop sig-
nal for the proteasome. However, the
GRR is not alone sufficient and the se-
quences/mechanisms that mediate partial
versus complete proteolysis remain to be
identified. Signal-induced proteolysis of
p105 is mediated by a canonical-like path-
way, requiring phosphorylation at serines
927 and 932 by the IKK complex (inde-
pendent of IKKα) and βTrCP-mediated
ubiquitination on multiple lysines. This
mechanism is somehow also dependent on
phosphorylation of p105 at series 903 and
907 by GSK3β; however, the role of this
kinase in the pathway is unclear. Degrada-
tion of p105 allows three distinct pathways
to be activated. First, p105 releases p50,
which can enter the nucleus and stimulate
NF-κB-responsive genes. Second, p105
releases TPL-2, an MAP 3-kinase that me-
diates MAP kinase activity stimulated by

LPS. Thirdly, p105 releases ABIN-2 (A20-
binding inhibitor of NF-κB) a protein of
unknown function that appears to down-
regulate the NF-κB response. Thus, while
constitutive p105 processing probably pro-
vides a steady supply of p50 (for example,
for association with p65), signal-induced
p105 proteolysis is in part a bona fide arm
of the canonical pathway.

6
NF-κB-regulating Signaling Pathways

Continuing to move upstream of NF-κB,
here we further describe pathways that
converge on NF-κB activation. There are
more than 450 known NF-κB activators,
including cytokines; bacterial, viral, or par-
asitic pathogens; and physical, chemical,
or oxidative stress. It is beyond the scope
of this chapter to review all of these stimuli
in detail; however, we do turn our attention
to those NF-κB-activating signals that have
attracted the most attention (see Fig. 5).

6.1
TNFα

Tumor necrosis factor alpha (TNFα) is
a soluble trimeric protein originally dis-
covered as an antitumor factor produced
during the immune response. Today, it
continues to be recognized as a ma-
jor proinflammatory cytokine, which is
perhaps the best studied of the major
activators of NF-κB. Furthermore, TNF-
α alone is a topic of great interest as it and
its receptor are members of much larger
families with functions perhaps as diverse
as that of NF-κB itself.

TNFα activates the canonical pathway
by first binding to and trimerizing its
primary receptor, TNFR1. This causes
SODD (suppressor of death domain),
which is bound to TNFR keeping it
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in an inactive state, to be displaced by
TRADD (TNFR-associated death domain).
TRADD acts as a scaffold to recruit
TRAF2 (TNFR-associated factor 2) and RIP
(receptor interacting protein). In a simple
model, TRAF2 further recruits IKK to the
receptor with RIP required to activate IKK.
However, the nature of interaction is more
complex, as TRAF2 appears to destabilize
IKK, whereas RIP may counter this action,
and the kinase activity of RIP is not
required for IKK activation. Nevertheless,
somehow the RIP/TRAF2/IKK interaction
appears to be sufficient for IKK activation.
A few groups have proposed that RIP and
TRAF2 recruit another kinase(s) capable of
IKK activation, with the leading candidates
being MEKK1 and MEKK3. However,
neither has been shown to be absolutely
essential in knockout studies. The lack of
a genetically verified IKK kinase has lead
to the hypothesis that proximity-induced
autophosphorylation may instead activate
IKK. Active IKK then phosphorylates IκB,
stimulating the canonical pathway as
previously discussed.

In addition to signaling via NF-κB,
TNFR1 can activate at least three other
pathways. One is the extrinsic apoptotic
pathway, which for TNFR1 is widely be-
lieved to be mediated by TRADD. TRADD
may bind FADD via their homologous
death domains, and FADD can recruit
the apoptosis initiator caspase-8 to the
receptor to form the DISC (death in-
ducing signaling complex). Now in close
proximity on the DISC, the caspases
molecules can cleave and activate each
other. This initiates a cascade of proteoly-
sis, as caspase-8 can proteolytically activate
other caspase family members, which in
turn cleave a wide assortment of target
proteins, ultimately leading to apoptosis.
It should be noted, however, that while
the DISC has been isolated on bona fide

death receptors like Fas, the same cannot
be said about TNFR1, raising the ques-
tion whether TNFR1-DISC is unstable or
whether apoptosis is mediated through
some alternative mechanism(s).

The second pathway clearly activated
by TNFR1 is JNK (c-Jun N-terminal
kinase). This may occur by either
of two cascade mechanisms: TRAF2-
dependent activation of the MAP 3-kinase
MEKK1 phosphorylating MKK7, which
in turn, phosphorylates JNK, or TRAF2-
dependent activation of ASK1 phosphory-
lating MKK7, which phosphorylates JNK.
JNK can then regulate other molecules by
its kinase activity, most notably activat-
ing the c-Jun transcription factor. Though
the evidence is somewhat equivocal, JNK
appears to have a generally proapoptotic ef-
fect. For example, JNK has been implicated
in the activation of proapoptotic molecules,
such as Smac, Bim, and Bmf and the inhi-
bition of antiapoptotic molecules such as
cIAP, but the respective mechanisms are
poorly characterized.

Finally, TNFR1 can robustly activate the
p38 (a MAPK) pathway. This pathway
appears to pass through TRAF2/RIP and
the MAP 3-kinase MKK3. p38 has roles in
mediating the inflammatory response, but
may also antagonize the actions of NF-κB.
This raises intriguing questions about how
the NF-κB and p38 pathways interact, but
additional work in this area is required.

One interesting aspect of TNFR1 sig-
naling is that its stimulation can result
in two entirely opposite effects. Under
different circumstances, and depending
on cell type, it can stimulate cell pro-
liferation or induce apoptosis. Although
normally TNFα binding does not lead to
apoptosis, in situations in which NF-κB
activity is diminished, this potential ef-
fect becomes apparent. This is most aptly
demonstrated by p65−/− knockout mice
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that suffer embryonic lethality due to mas-
sive liver apoptosis, a phenotype that can
be rescued by also knocking out TNFR1
or TNF. These two different effects are
probably a result of the ability of TNFR1
to activate both the antiapoptotic NF-κB
pathways, the directly apoptotic DISC path-
way, and the conditionally apoptotic JNK
pathway, thereby raising important ques-
tions about how these pathways interact.
NF-κB activates transcription of many sur-
vival factors including c-FLIP and IAPs,
and these inhibit apoptosis at the level
of the DISC. Likewise, other target genes
of NF-κB, such as GADD45β and XIAP
also inhibit JNK activation. On the other
side, multiple components of the canon-
ical pathway can be cleaved by effector
caspases. So, while TNFα primarily elicits
a proinflammatory response and not apop-
tosis, the cross talk between the various
TNFR1 signaling pathways may function
as a switch, which under some circum-
stances, commits the cell to death.

6.2
LPS

Lipopolysaccharide (LPS) is a component
of the outer membrane of gram-negative
bacteria. Systemic infections by such bacte-
ria lead to accumulation and disseminated
exposure to this potent toxin, which ini-
tiates an overexuberant inflammatory re-
sponse ultimately leading to vasodilation,
a severe drop in blood pressure, and septic
shock. LPS is also a well-known activator
of NF-κB, whose upregulation of many hu-
moral mediators contributes significantly
to this syndrome. Understandably, the sig-
naling initiated by LPS is of major interest
in infectious disease and immunology.

The receptor for LPS is Toll-like receptor-
4 (TLR4), which was firmly established
in 1998 by the discovery that C3H/HeJ

mice that were resistant to LPS contained
a single point mutation in the intracellular
domain of TLR4. TLR4 is homologous
to Toll, a Drosophila receptor tied to
a very similar signaling pathway. More
generally, the Toll-like receptor family
(TLR) recognizes the so-called pathogen
associated molecular patterns (PAMPs)
and have an evolutionarily conserved
function to combat infectious disease.
TLRs are, in turn, part of the IL-1/TLR
superfamily, which explains the great
overlap between LPS and IL-1 signaling
described later.

LPS does not bind its receptor by it-
self; rather several extracellular proteins
are involved. In the simplest scheme,
LPS is recognized in the bloodstream
by LPS-binding protein (LBP). Soluble or
membrane-bound CD14 then recognizes
the LPS–LBP complex, which promotes
loading of LPS onto the receptor. Fur-
thermore, TLR-4 requires MD-2 to be
associated with it to transduce LPS sig-
nals. Other additional molecules such
as HSP70, HSP90, CD11, CD18, CD55,
chemokine receptor 4, and growth differ-
entiation factor-5 have also been impli-
cated as components of the LPS receptor
complex but their roles are unknown at this
time. In this context, then, LPS induces
TLR4 to dimerize and initiates signaling.

TLR4 can signal through at least two
pathways, termed MyD88-dependent or
MyD88-independent, both of which can
activate NF-κB via IKK. MyD88 (myeloid
differentiation factor 88) was the earliest
known adaptor protein for TLR4 and is able
to bind the receptor through homotypic in-
teraction of the TIR (Toll/IL-1R) domains
on each protein. In MyD88-dependent sig-
naling, a second essential adaptor called
Mal (MyD88 adaptor-like) is also required,
but its exact role is unclear. Nevertheless,
MyD88 binds IRAK-1 (IL-R1 associated
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kinase-1) and promotes its activation by
IRAK-4 mediated phosphorylation. Active
IRAK-1 then leaves the receptor complex
and binds to TRAF6, which in turn binds
to TAB-2. The TRAF6/TAB-2 complex ac-
tivates the adaptor-MAP kinase complex
TAB-1/TAK-1. Finally, TAK-1 has not only
been implicated in the activation of IKK,
and thereby in NF-κB, but also in the
JNK and p38 pathways. Alternatively, it
has been proposed that TRAF6 activates
IKK via other MAPK cascade members.
However, the proposed links between
TRAF6 and IKK have been criticized for
lack of genetic experiments clearly demon-
strating the role of these components in
IKK activation.

TLR4 can also activate NF-κB via the
MyD88-independent pathway, albeit in a
delayed and much less potent fashion.
This pathway relies on the TLR4 adaptors
TRIF (TIR domain-containing adaptor
inducing interferon β) and TRAM (TRIF-
related adaptor molecule). The subsequent
downstream events are unclear, but it has
been suggested that IKK activation is again
dependent on TRAF6. Also, as the name
suggests, TRIF and TRAM can activate
interferon-β expression. The mechanism
is likewise unclear, but appears to involve
IKKε and TBK-1 activation of IRF3, a
transcription factor whose targets include
interferon-β. Interestingly, p65 has also
been implicated in the interferon arm of
the MyD88-independent pathway. Thus,
LPS is intimately linked to NF-κB by
several mechanisms and therefore NF-
κB plays a key role in the host response
to pathogens.

6.3
IL-1

Interleukin-1 (IL-1) is the founding
member of an ever-increasing family of

cytokines that modulate inflammation and
the immune response. IL-1 is primarily
produced by macrophages and mediates
a variety of physiologic effects, including
stimulating fever and inducing synthesis
of a variety of inflammatory mediators and
adhesion molecules. It has a particularly
prominent role in rheumatologic disease.
The cloning of IL-1 cDNA in 1984 opened
the door to understanding, on a molecular
level, how IL-1 mediates so many different
effects, and here we will briefly consider
how IL-1 signals through NF-κB.

IL-1 actually represents a family of
three proteins, IL-1α, IL-1β, and IL-
1Ra. IL-1α and IL-1β both bind to the
type I IL-1 receptor (IL-1RI) and have
nearly identical effects, and indeed prior
to their cloning the presence of two
different molecules was a source of great
confusion about whether one molecule
could be responsible for such a broad
range of effects. IL-1α is an acidic form
not usually secreted into the extracellular
environment, whereas IL-1β is a neutral
form that is found in the bloodstream. For
this reason, IL-1 generally refers to IL-1β

unless otherwise noted. IL-1Ra also binds
to IL-1R and acts as a receptor antagonist.

IL-1RI is the signaling receptor for IL-
1 and is the founding member of the
IL-1R/TLR superfamily. This superfamily
is linked by a common intracellular TIR
domain that mediates binding to TIR-
containing adaptors. Members of the IL-
1R subfamily contain three extracellular
immunoglobulin domains, which differ
from the extracellular leucine-rich region
in the TLR subfamily. IL-1RI alone is not
sufficient for IL-1 signaling, as IL-1RAcP
(IL-1R accessory protein), also a member
of the IL-1R/TLR superfamily, is required.
However, IL-1 only binds IL-1RI, and it
is not clear if IL-1RI is constitutively or
inducibly associated with IL-1RAcP. In
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any case, IL-1 causes trimerization of
IL-1RI and initiates a signaling cascade
to NF-κB identical to that of the MyD88-
dependent pathway TLR4 (see above), with
the important exception that IL-1 signaling
does not require the Mal adaptor. IL-18,
whose receptor is also a member of the
IL-1R/TLR superfamily, likewise signals
through the same MyD88 pathway. So, it
is through these conserved pathways that
NF-κB once again can be seen as a central
mediator of the inflammatory response.

6.4
Antigens

The adaptive immune response is initi-
ated when an antigen drives activation and
proliferation of specific T and B lympho-
cytes. These cells cooperate to produce
antibodies against the antigen and tar-
get and kill cells displaying such antigen,
thereby mounting a specific host defense
against the antigenic source. Antigens ac-
tivate T and B cells through TCR (T-cell
receptor) and BCR (B-cell receptor), respec-
tively, and both of these receptors activate
NF-κB, among other pathways. Thus, NF-
κB is intimately linked with the adaptive
immune response, and combined with the
above descriptions of the role of NF-κB
in inflammation and the innate immune
response, one can see why NF-κB is often
referred to as a central regulator of the
immune system as a whole.

We first address connections between
TCR and NF-κB, remembering that the
pathways relaying BCR to NF-κB are quite
similar. The TCR is activated when it binds
to antigen held by an MHC (major histo-
compatibility complex) on the surface of an
antigen-presenting cell (such as dendritic
cells or macrophages) in the presence of
costimulation, for example, B7 binding
to its T-cell surface receptor CD28. TCR

lacks intracellular enzymatic activity, and
like TNFR1, IL-1R, and TLR4, requires
adaptors to initiate signaling. Engagement
of TCR causes tyrosine phosphorylation
of its ITAM (immunoreceptor tyrosine-
based activation motifs) by the Src-like
kinases Lck and Fyn. This allows TCR to
recruit ZAP-70 (TCR zeta-chain associated
protein kinase, 70 kDa), another tyrosine
kinase. At this point, there are two pro-
posed routes for the signal to reach IKK
and subsequently NF-κB. One route is
that ZAP-70 phosphorylates the adaptor
SLP-76 (SH2-domain containing leukocyte
protein, 76 kDa), which in turn activates
Vav, a GTP exchange factor. Vav then
activates IKK through an unknown mecha-
nism. The other pathway emanating from
ZAP-70 goes through LAT (linker for acti-
vation of T cells), an adaptor that activates
PLCγ 1 (phospholipase C). PLCγ 1 acts
through its classical pathway, generating
IP3 and DAG from the phospholipid PIP2.
DAG can activate PKCθ (protein kinase
C), an essential factor for NF-κB activation
by the TCR. PKCθ then signals through
CARMA1, Bcl10, and MALT1 in sequence,
and MALT1 activates IKK through an un-
known mechanism. IKK activates NF-κB
through a canonical mechanism, which
helps upregulate target genes such as
IL-2 (a T-cell growth factor), antiapop-
totic factors, and cell proliferation factors
such as cyclin D, all of which promote
T-cell activation.

With such a complex and indirect signal-
ing pathway to NF-κB, it is not surprising
that TCR can concomitantly robustly ac-
tivate other major signal transduction
systems. For example, IP3 produced by
PLCγ 1 causes release of calcium from in-
tracellular stores, thereby activating the
calcineurin-NFAT pathway. Likewise, LAT
contains Grb-2 binding sites that may pro-
vide a link between the TCR and the Ras



Transcription Factor NF-κB: Function, Structure, Regulation, Pathways, and Applications 455

pathway. Both the NFAT and Ras path-
ways cooperate with NF-κB to activate,
among other targets, IL-2 and promote
the growth of T cells specific to the en-
countered antigen.

The B-cell receptor is likewise impor-
tant for B-cell development and activation,
and NF-κB is one important pathway ac-
tivated by BCR. As alluded to above, this
activation occurs through a mechanism
analogous to that of the TCR. An antigen
molecule can bind to the BCR directly and
induce its aggregation, which stimulates
tyrosine phosphorylation of its ITAM mo-
tifs by Src-family kinases like Blk, Fyn,
and Lyn. This recruits the tyrosine kinase
Syk to BCR, and subsequently Btk via a
PI3K-dependent mechanism. Btk activates
the adaptor BLNK, which recruits PLCγ 2
to the membrane. PLCγ 2 mediates the
production of DAG, which activates PKC.
There are some questions about which
PKC is activated, with possibilities includ-
ing PKCβ or PKCλ, but these different
observations may be accounted for by
differences in B-cell maturation. PKC sub-
sequently acts through CARMA1, Bcl10,
and MALT1 to activate IKK, which finally
activates NF-κB. This pathway, like that
of the TCR, branches at several points
to activate calcium, ERK, JNK, and p38
MAPK-dependent pathways, among oth-
ers, hinting at the substantial complexity
of the BCR signaling network.

6.5
Stress

Stress is an amorphous concept because
stressors often lack tangible molecular
receptors, in contrast to the pathways dis-
cussed above. Additionally, the stress itself
may be intangible (e.g. radiation), come
in multiple forms (e.g. various chemical
oxidants), or is seemingly very nonspecific

(e.g. osmotic stress). Nonetheless, as cells
are routinely subject to stressful envi-
ronments or stimuli, understanding the
nature and response cell stress is of un-
deniable importance in cell physiology. It
is additionally important from a clinical
point of view in both pathophysiology and
treatment, raising questions, for example,
as to how oxidation contributes to major
diseases like atherosclerosis, or how ioniz-
ing radiation (IR) therapy affects cancerous
versus normal tissue. NF-κB is induced by
a wide variety of apparently stressful stim-
uli and upregulates genes whose products
might be useful in weathering the stress.
In this section, we examine the most stud-
ied NF-κB-inducing stressors: oxidation,
ionizing radiation, and ultraviolet light.

Oxidants like hydrogen peroxide were
long known to activate NF-κB and early
hypotheses even implicated oxygen rad-
icals as second messengers in the TNF
and IL-1 signaling pathways. However, in-
creased understanding of the components
of these pathways in the 1990s led to a
consensus that oxygen radicals did not
play a central role in NF-κB signaling.
Furthermore, the importance of radical
oxygen species (ROS) in activating NF-κB
itself came under criticism, as effects of
oxidant on NF-κB were found to be cell
type- or stimulus-specific and the known
components of NF-κB-regulating signal-
ing pathways were found to be responsive
to the redox state of the cell. Sadly, little
progress has been made on these fronts
and there is no clear mechanism by which
the cell senses ROS and relays this infor-
mation to NF-κB. Additionally, although
many antioxidants are known to inhibit
NF-κB, their effect may not be due to
decreased upstream generation of ROS.
Rather, they may instead target NF-κB
signaling components. At this time, it is
unclear what the relative importance of
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ROS in stimulating NF-κB might be, al-
though it is likely that ROS merely plays
a facilitating role by modulating compo-
nents of various signaling pathways.

Ionizing radiation has also long been
known to activate NF-κB. Since NF-
κB has antiapoptotic effects, the IR-NF-
κB connection is of great interest to
oncologists studying radiosensitivity, that
is, the ability of IR to kill some cells and not
others. One model of IR signaling to NF-
κB that has been put forth involves ATM, a
PI3-kinase mutated in the human disease
ataxia-telangiectasia, in which afflicted
patients are hypersensitive to radiation.
ATM might sense IR by direct or indirect
activation following DNA damage, and
active ATM appears to be essential to
NF-κB activity in response to IR. NF-
κB activation by ATM clearly depends
on IκBα phosphorylation, but the exact
mechanism is unclear; some evidence for
ATM directly phosphorylating IκBα and
activation of IKK via an MAPK has been
accumulated. Additionally, this may not be
the only way NF-κB responds to genotoxic
stress, as ATM-independent connections
have been described.

Ultraviolet light is yet another atypical
stimulus long known to activate NF-κB.
This is of research interest for such dis-
parate topics as the role of UV light in
skin cancer and UV-induced transcrip-
tion of HIV-1. Additionally, UV-induced
DNA damage is often used as a model sys-
tem for genotoxic stress. However, this is
questionable as enucleation experiments
have shown that DNA damage is not re-
quired for NF-κB activation for any UV
wavelength. This has led to postulation
that UV light affects NF-κB through the
generation of ROS but this suggestion
is difficult to evaluate given the existing
problems in studying ROS (see above).
Rather, it appears that UV light acts

through a p38-MAPK dependent mecha-
nism to stimulate CKII phosphorylation of
the C-terminus of IκBα, a region known
to regulate constitutive turnover of IκBα.
This makes UV light particularly special,
as it joins the very few NF-κB inducers that
are known to act independently of IKK.

7
Other Roles of NF-κB in Normal Biology
and Pathology

Given the pleiotropic functions of NF-κB,
as well as its involvement in a number of
key pathways, and detailed knowledge of
many such pathways, it is not surprising
that NF-κB is of interest to multiple fields
of biomedical research. Indeed, a PubMed
search (Nov 2004) reveals over 16 000
articles published about NF-κB. Clearly
NF-κB is and has long been of great
interest to immunologists, and the idea
that it is a central regulator of the immune
response has already been detailed in the
previous sections and so will not be further
discussed here. NF-κB is also of interest in
virtually any disease with an inflammatory
or cell death component. Here, we focus on
the role of NF-κB in cancer, which is a good
example of how the various properties
of NF-κB have pathological importance.
To get an idea of the wide variety of
research now underway, we also examine
the pharmacologic attempts to inhibit NF-
κB and the more unusual role of NF-κB
in the neurobiology of memory. Together,
these examples hint at the broad scope of
scientific research that NF-κB has ignited.

7.1
NF-κB in Cancer

The role of NF-κB in cancer–whether it
is a tumor promoter or suppressor – is of
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great controversy. Evidence of NF-κB as
a tumor suppressor comes in two general
categories. First, NF-κB is clearly required
for the development and function of the
adaptive immune response, one function
of which is to survey the body for preneo-
plastic cells and eliminate them (‘‘immune
surveillance’’). Second, although NF-κB is
considered generally antiapoptotic, there
are some circumstances in which acti-
vated NF-κB plays a proapoptotic role. In
such circumstances, it would be disad-
vantageous to inhibit NF-κB as it could
encourage tumor proliferation; for exam-
ple, melanoma cells appear to be protected
from apoptosis through downregulation of
NF-κB. There has also been a proposal that
the tumor suppressor/promoter status of
NF-κB is regulated in part by the transcrip-
tional coactivator/corepressor bound to it.
However, there is no general consensus as
to the mechanisms by which NF-κB can
suppress tumor growth, and indeed, it may
be cell-type or stimulus-dependent.

Evidence for NF-κB as a tumor promoter
comes in many forms. The earliest hint
came from classification of NF-κB as
a member of the Rel family, as v-rel,
another member of this family, is an
avian leukemic oncogene. In humans, c-
Rel amplifications are found in several
types of lymphoma. However, genetic
alterations of other subunits are generally
not found in tumor tissues, which suggest
that dysregulation of NF-κB activity plays
a more important role in its oncogenic
potential. Indeed, CYLD is a tumor
suppressor that negatively regulates NF-
κB at the level of TRAF2 and IKK. Its
mutation in familial cylindromatosis, a
disease of dramatic benign growth of skin
appendages, results in upregulation of
NF-κB.

Overactivation of NF-κB could pro-
mote tumor growth through several

mechanisms. First, NF-κB can stimu-
late cell proliferation, for example, by
upregulating cyclin D1 which mediates
the G1 to S checkpoint. Likewise, by
virtue of its antiapoptotic properties, NF-
κB could contribute to neoplastic cell
survival, for example, by resisting apop-
tosis normally induced by the immune
surveillance provided by cytotoxic T lym-
phocytes and natural killer cells. Several
oncogenic viruses, especially EBV (via
LMP-1), HTLV-1 (via Tax), KSHV (via Pak-
1), activate NF-κB and thereby implicate
it in mediating oncogenic transformation.
Additionally, NF-κB may promote tumor
growth by upregulating VEGF needed
for angiogenesis and promote metasta-
sis by upregulating adhesion molecules
like ICAM-1 needed for attachment to and
subsequent penetration of the vasculature.
With such a diverse array of potentially
tumor supportive functions, it is not sur-
prising that a large number of cancers
display constitutive activation of NF-κB.

Exciting new genetic experiments from
several laboratories indicate that NF-κB is
a critical molecule in linking inflammation
to cancer. One group used mice deficient in
MyD88, TLR2, or TLR4 to demonstrate that
under physiological conditions TLR sig-
naling is required to protect the intestinal
epithelium from injury. Since TLR2 and
TLR4 signal primarily through NF-κB, this
indicates a role for NF-κB in the survival
of intestinal epithelium. An accompany-
ing paper by another group demonstrated
in a mouse model of ulcerative coli-
tis–associated colon cancer that knocking
out IKKβ in myeloid cells led to decreased
tumor growth, whereas knocking out IKKβ

in intestinal epithelium had no effect on
tumor size but did lead to decreased tu-
mor incidence due to increased apoptosis.
A parallel study in a mouse model of
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liver cancer showed that inhibition of NF-
κB by either TNFα-neutralizing antibody
treatment or induction of nondegradable
‘‘super-repressor’’ IκBα caused apoptosis
of transformed hepatocytes. These studies
together paint a picture in which NF-κB
is involved in cancer progression and not
initiation, in contrast to earlier ideas dis-
cussed previously. Specifically, this model
of cancer progression involves NF-κB on
two levels. First, NF-κB is required in
immune cells (especially macrophage lin-
eage) to produce cytokines in response
to chronic inflammatory insult. Second,
NF-κB is required in transformed epithe-
lial cells to allow those cytokines to signal
against apoptosis. While such antiapop-
totic function has a normal physiologic
role, it appears that it is errantly active
during the period in which transformed
cells develop into more aggressive forms.
If true, this would seem to have clear impli-
cations for treatments that could halt the
development of inflammation-associated
cancers. If this model holds up to further
scrutiny, it will be interesting to see what
other cancers progress in a similar fashion.

7.2
Pharmacologic Inhibition of NF-κB

Keeping in mind potential side effects,
there is ample evidence that down-
regulating NF-κB could be useful in
treating numerous cancers and diseases
with a chronic inflammatory compo-
nent. Thus, finding specific and ef-
fective inhibitors of the NF-κB path-
ways is of intense interest, and in-
deed, the list of known inhibitory com-
pounds/substances – perhaps even more
impressive than the lists of known acti-
vators and target genes – numbers nearly
500. Here, we briefly review the major

classes of pharmacologic inhibitors that
have been applied against NF-κB.

Naturally, at least some anti-inflam-
matory compounds can be assumed to
have negative effects on NF-κB activity.
Indeed, glucocorticoids may exert their
effects via several possible mechanisms,
including upregulation of IκBα expres-
sion, competition for coactivators between
NF-κB and glucocorticoid receptor, or
by repressive crosstalk between the two
pathways. The specific points of inhibi-
tion of the NF-κB pathway by several
other immunosuppressive drugs, like cy-
closporine A, FK506, thalidomide, and
plant flavonoids are presently not precisely
known. On the other hand, NSAIDs (non-
steroidal anti-inflammatory drugs) have
more specific roles in the NF-κB path-
way regulation, namely, by inhibiting IKK.
Aspirin and sodium salicylate specifically
inhibit IKKβ by antagonizing its ability to
bind ATP; however, these molecules can
exert anti-inflammatory effects via other
mechanisms as well. Sulfasalazine, used as
an NSAID to treat inflammatory bowel dis-
ease, inhibits both IKKα and IKKβ, also by
reducing ATP binding. Finally, sulindac,
an NSAID employed against rheumatic
diseases, specifically inhibits IKKβ, but
it is not known whether it exerts effects
through ATP.

Since NSAIDs also have effects be-
yond IKK and because nearly all NF-κB-
activating stimuli signal through IKK, IKK
is an attractive target for further drug devel-
opment. Specifically, IKKβ inhibitors are
extremely sought after since it is the critical
IKK complex component in the canoni-
cal pathway and much more is known
about its role in diseases than IKKα. No
fewer than 15 compounds have been iso-
lated or synthesized with micromolar or
better IKK binding constants. The very
recent demonstration of successful small
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interfering RNA (siRNA) treatment of hy-
percholesterolemia in mice also opens the
door to siRNA-targeting of IKK proteins
or other NF-κB targets. All of these com-
pounds are in preclinical testing, and if
any one of these are eventually approved
for human use, the clinical impact could
be enormous.

Another strategy for inhibiting NF-κB is
by preventing IκB degradation. One suc-
cessful strategy is inhibition of the 26S
proteasome. Bortezomib (Velcade, Millen-
nium Pharmaceutical, Inc.) is such a drug,
and was approved in May 2003 for the
treatment of refractory multiple myeloma.
Work continues to see if bortezomib may
have some other antitumor activity that
would be useful in treating solid tumors.
Four other 26S proteasome inhibitors are
also in preclinical testing. It is a bit odd that
inhibiting the proteasome, which degrades
all polyubiquitinated proteins, would have
specific activity against NF-κB. However,
potentially more specific inhibitors of the
SCFβ−TrCP ubiquitin ligase complex have
not been reported.

Last, but not least, receptor-level in-
hibitors are an important class of anti-NF-
κB drugs. The anti-TNFR antibody etaner-
cept (Enbrel, Immunex Corp.) and the anti-
TNFα antibodies infliximab (Remicade,
Centocor Inc.) and adulimumab (Humira,
Abbott Laboratories) have been recently ap-
proved for treatment of rheumatoid arthri-
tis. There is good potential for these drugs
to have benefits in other rheumatologic
diseases; however, these drugs, especially
infliximab, are also associated with possi-
bly fatal sepsis. Anakinra (Kineret, Amgen
Inc.), a recombinant form of IL-R1a, was
also approved in 2001 for treatment of
refractory rheumatoid arthritis, and com-
bination therapy with anti-TNF agents may
have synergistic clinical effects. Finally,
a rationally designed dominant-negative

form of TNF is in preclinical testing, but it
remains to be shown what advantages, if
any, it has over the already approved drugs.

7.3
Atypical Roles of NF-κB: Example
of Learning

In almost every context, NF-κB is thought
to exert its effects in the context of in-
flammation, apoptosis, or stress response.
This is also true in the nervous system,
where NF-κB plays important roles in mul-
tiple sclerosis, excitotoxic neuronal death,
and neuronal oxidative stress. Interest-
ingly, however, NF-κB may have additional
physiologic functions with implications for
learning and memory as discussed below.

Although NF-κB was known to be
involved in the functioning of neurons
soon after the discovery of NF-κB itself,
increased attention to its possible role in
learning did not begin until much later,
with the discovery that NF-κB is localized
in the synapses of many neurons and that
it could be induced at physiologic levels of
synaptic stimulation. The significance of
this discovery is that NF-κB could mediate
memory (i.e. long-term potentiation, LTP)
by acting as a bridge between short-term
stimulation and long-term changes due
to alterations in gene expression patterns.
Later animal studies hinted that this was
indeed the case, as fear memory formation
in the amygdala was impaired by the
NF-κB inhibitor thalidomide and by κB
decoy DNA, whereas memory formation
was enhanced by NF-κB-activating histone
deacetylase (HDAC) inhibitors. LTP in the
hippocampus is likewise dependent on
NF-κB activity.

Some parts of the signaling pathway
have been identified. The current model of
synaptic plasticity (i.e. long-term changes
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in a synapse) is that a prolonged glutamin-
ergic stimulation leads to the opening
of the synaptic calcium channel NMDA,
followed by intracellular calcium initiat-
ing a signal transduction cascade that
leads to gene expression or modula-
tion. Consistent with this model, both
the calcium/calmodulin-dependent kinase
CaMKII and the calcium-dependent pro-
tease calpain have been implicated in the
activation of synaptic NF-κB, which can
then travel retrograde to the nucleus and
modulate gene transcription. In either
case, the mechanism of IκB degradation
is unknown. It is also currently unclear
which genes NF-κB upregulates to medi-
ate synaptic plasticity, but NF-κB activity is
associated with changes in glutaminergic
synaptic currents. Additionally, NF-κB’s
role in LTP is probably limited to spe-
cific cell types in the brain since many
neurons exhibit constitutive NF-κB activ-
ity. Nonetheless, evidence is strong that
NF-κB mediates formation of some mem-
ories, and many open questions remain
about this function. This example gives a
flavor of various aspects of NF-κB function
yet to be discovered despite nearly 20 years
of intense investigation.
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Electroporation
A process utilizing a series of short electrical pulses to permeate cell membranes,
thereby permitting the entry of DNA molecules into animal or plant cells.

Polymerase Chain Reaction (PCR)
An in vitro method for the enzymatic synthesis of a specific DNA sequence, using two
oligonucleotide primers hybridizing to opposite strands and flanking the region of
interest in the target DNA.

Transgene
A piece of nonself origin gene or noncoding DNA fragment that is introduced into
plants or animals for the production of transgenic species.

Transgenic Fish
Fish into which a foreign gene or noncoding DNA fragment has been introduced and
stably integrated into its genome.

F1 Transgenic Fish
Transgenic progeny derived from a cross between a P1 transgenic individual and a
nontransgenic individual or between two P1 transgenic individuals.

P1 Transgenic Fish
Transgenic fish developed from embryos that received foreign gene transfer.
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� Fish into which foreign DNA is artificially introduced and integrated in their
genomes are called transgenic fish. Since the development of the first transgenic
fish in 1985, techniques to produce transgenic fish have improved tremendously,
resulting in the production of genetically modified (GM) fish of many species. In
the past few years, the fast booming application of transgenic fish technology has
led to many valuable discoveries in different disciplines of the biological sciences,
many of which could potentially lead to the next breakthrough in new treatments
for human diseases. Transgenic fish technology has also been applied to produce
fish with beneficial traits, such as fast growth rate, enhanced disease resistance, and
environmental biomonitors, in the hope of improving the quality of both human life
and the earth environments.

1
Introduction

Fish into which a foreign gene or noncod-
ing DNA fragment is artificially introduced
and integrated in their genomes are called
transgenic fish. Since 1985, a wide range
of transgenic fish species have been pro-
duced mainly by microinjecting or elec-
troporating homologous or heterologous
transgenes into newly fertilized or unfer-
tilized eggs and, sometimes, sperm. To
produce a desired transgenic fish, several
factors should be considered. First, an ap-
propriate fish species must be chosen. This
decision would depend on the nature of
each study and the availability of the fish
holding facility. Second, a specific gene
construct must be designed on the basis
of the special requirement of each study.
For example, the gene construct may con-
tain an open reading frame encoding a
gene product of interest and regulatory
elements that regulate the expression of
the gene in a temporal, spatial, and/or
developmental manner. Third, the gene
construct has to be introduced into sperm
or embryos in order for the transgene to
be integrated stably into the genome of
the embryonic cells. Fourth, since not all

instances of gene transfer are efficient, a
screening method must be adopted for
identifying transgenic individuals.

Since the development of the first trans-
genic fish, techniques to produce trans-
genic fish have improved tremendously,
resulting in the production of genetically
modified (GM) fish of many species. In re-
cent years, transgenic fish have been estab-
lished as valuable models for different dis-
ciplines of biological research as well as for
human disease modeling. The application
of transgenic fish technology to produce
fish with beneficial traits, such as environ-
mental biomonitors and enhanced disease
resistance, is also rising. In this chapter, we
will review the progress of the transgenic
fish technology and its application in basic
research and biotechnological application.

2
Selection of Model Fish Species

Gene transfer studies have been con-
ducted in several different fish species
such as salmon, rainbow trout, com-
mon carp, goldfish, loach, channel catfish,
tilapia, northern pike, walleye, zebrafish,
and Japanese medaka. Depending on the
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purpose of the transgenic fish studies, the
embryos of some fish species prove to be
more suitable than others. In selecting a
fish species for gene transfer studies, a se-
ries of parameters are considered. These
parameters are (1) length of the life cycle;
(2) year round supply of eggs and sperm;
(3) culture conditions; (4) size of the adult
at maturity; and (5) availability of back-
ground information on genetics, physiol-
ogy, and endocrinology of the fish species.

2.1
Small-size Fish Model

Japanese medaka (Oryzias latipes) and ze-
brafish (Danio rerio) are regarded as ideal
fish species for conducting gene transfer
studies. Both the fish species have short
life cycles (3 months from eggs to ma-
ture adults), produce hundreds of eggs
on a regular basis without exhibiting a
seasonal breeding cycle, and can be main-
tained easily in the laboratory for two to
three years. Their eggs are relatively large,
1.0 to 1.5 mm diameter, and possess very
thin and semitransparent chorions. These
features allow easy microinjection of DNA
into the eggs if appropriate glass needles
are used. Furthermore, inbred lines and
various morphological mutants of both
the fish species are available. These fish
species are suitable candidates for produc-
ing transgenic fish for (1) studying devel-
opmental regulation of gene expression
and gene action; (2) identifying regula-
tory elements that regulate the expression
of a gene; (3) measuring the activities of
promoters; and (4) producing transgenic
models for human diseases and environ-
mental toxicology. However, a major draw-
back of these two fish species is that their
small body size makes them unsuitable for
endocrinological or biochemical analysis.

2.2
Medium-size Fish Model

The handicap of using small body–size
fish species such as medaka or zebrafish
in gene transfer studies can be easily over-
come by the use of fish species such as
loach, killifish (Fundulus), goldfish, and
tilapia. The body sizes of these fish species
are big enough so that sufficient amounts
of tissues can be isolated from individual
fish for biochemical and endocrinologi-
cal studies. Another important attribute
of these fish species is their shorter mat-
uration time compared to rainbow trout
or salmon. In particular, tilapia is a very
appropriate medium-size fish species for
gene transfer studies since it requires only
about three months to complete its en-
tire life cycle. It is possible to produce
three generations of transgenic tilapia in
one year. Unfortunately, the lack of a
well-defined genetic background and asyn-
chronous reproductive behavior of these
fish species present some problems for
conducting gene transfer studies.

2.3
Large-size Fish Model

Rainbow trout, salmon, channel catfish,
and common carp are commonly used
large body–size model fish species for
transgenic fish studies. Since the knowl-
edge of endocrinology, reproductive biol-
ogy, and physiology of these fish species
have been well worked out, they are well
suited for studies on comparative en-
docrinology as well as on aquaculture ap-
plications. However, the maturation time
for each of these fish species is rela-
tively long. For example, rainbow trout and
salmon require two to three years to reach
reproductive maturity, and common carp
or channel catfish about one to two years.
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Thus, it will prolong inheritance studies.
In addition, since these fish species have a
single spawning cycle per year, it restricts
the number of gene transfer attempts that
can be conducted per year.

3
Types of Transgenes

A transgene is a piece of nonself origin
gene or DNA fragment that is intro-
duced into fish for the production of
transgenic fish. Transgenes are usually
constructed in plasmids that contain ap-
propriate promoter/enhancer elements for
proper expression of the transgenes in
fish. A variety of promoters from nonfish
species have been employed to control the
expression of transgenes in fish (Table 1).
Additionally, increasing number of fish
promoters (Table 1) are available for the
purpose of generating ‘‘all-fish’’ expres-
sion cassettes, among which the carp
β-actin promoter has been shown to drive

strong expression of transgenes in various
fish cell types. Tissue-specific promoters
and inducible promoters such as zebrafish
heat shock protein 70 (hsp70) have also been
used successfully to control the expression
of transgene in the desired tissue(s) at
the desired time(s). For example, activa-
tion of hsp70-controlled transgene can be
achieved by heat shock and, intriguingly,
by focusing a sublethal laser microbeam
onto individual cells that carry the trans-
gene. The targeted cells appear normal
after the treatment.

Depending on the purpose of the
gene transfer studies, transgenes can be
grouped into three major types: (1) gain-of-
function; (2) reporter-function; and (3) loss-
of-function. The basic organization and
the function of these transgenes will be
discussed below.

3.1
Gain-of-function Transgenes

Gain-of-function transgenes are designed
to add new functions to the transgenic

Tab. 1 Examples of promoters used in production of transgenic fish.

Origin Species Promoter

Nonfish origin:
Rat GAP43a

Chicken β-actin
Xenopus elongation factor 1α

Cytomegalovirus CMV intermediate–early
Moloney murine leukemia virus MoMLV LTR

Fish origin:
Carp β-actin
Goldfish α1tubulina

Medaka elongation factor 1α, β-actin
Zebrafish H2A.F/Z, α-actina, heat shock

protein 70b

atissue-specific promoters- GAP43: nervous system; α1 tubulin: nervous system; α-actin:
muscle (see able 3 for more examples).
bInducible promoters; LTR: long terminal repeat; H2A.F/Z: histone H2A.F/Z.
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Enhancer/promoter Ex ExIn In InExInEx

1. Genomic gene

2. cDNA 

Enhancer/promoter cDNA 

Gain of function

Reporter

1. Construct for cell or tissue tagging

Universal or tissue-specific promoter Reporter gene Poly  (A)

Poly  (A)

2. Construct for enhancer/promoter analysis

 Presumptive enhancer/promoter Reporter gene 

Known promoter Reporter gene Presumptive enhancer

3. siRNA 

Enhancer/promoter Designed Ribozyme

2. Ribozyme 

1. Antisense RNA 

Enhancer/promoter Gene (fragment) in antisense orientation

UUUUU UUUUU 

UUUUU
UUUUU

UUUUU 
siRNA-based hairpin RNA 

pol III   21–23 nt pol III 21–23 nt
(reverse orientation)

TTTTT

pol III 21–23 nt   21–23 nt         
(reverse orientation)

TTTTT

Loss of Function

(a)

(b)

(c)

TTTTT

Poly  (A)

Poly  (A)

Poly  (A)

Poly  (A)

Fig. 1 Prototypes of transgenes for fish transgenesis. Depending on the experimental purpose,
the promoter used in the transgene construct can be either constitutive or an inducible one. Ex:
exon; in: intron; pol III: RNA polymerase III promoters.

individuals or to facilitate the identifi-
cation of the transgenic individuals if
the genes are expressed properly in
the transgenic individuals. The coding

regions of the transgenes are usually ho-
mologous or heterologous genomic or
cDNA sequences, which encode polypep-
tide products (Fig. 1a). The expression
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of the transgenes is usually driven by
promoter/enhancer sequences of homol-
ogous or heterologous sources. If the
transgenes contain functional signal pep-
tide sequences, the gene products will
be secreted out of cells once they are
synthesized. Transgenes containing the
structural gene of mammalian or fish
growth hormones (GH) or the respec-
tive cDNA fused to a functional pro-
moter/enhancer of chicken or fish β-actin
gene are examples of the gain-of-function
transgene constructs. Expression of such
transgenes in transgenic individuals has
been shown to result in growth enhance-
ment. Winter flounder antifreeze protein
gene and chicken δ-crystalline gene with
their own promoter/enhancer sequences
are other commonly used gain-of-function
transgenes used in various gene trans-
fer studies.

Another type of commonly used gain-
of-function transgenes are the ‘‘reporter-
function transgenes,’’ which are discussed
in the next section.

3.2
Reporter-function Transgenes

Genes such as bacterial chloramphenicol
acetyltransferase (CAT), β-galactosidase (β-
gal), neomycin phosphotransferase II (neoR),
luciferase, and green fluorescent protein
(GFP), are frequently used as reporters.
These reporter genes serve as a convenient
marker for indicating the success of gene
transfer into the target cells since the
translational products of these genes can
be easily monitored. Furthermore, because
these gene products can be measured
quantitatively, they are also routinely
adopted for identifying the sequence
of an undefined promoter/enhancer or
for measuring the relative activity of a
promoter/enhancer element in question.

A less frequently used reporter type
is the one with target-specificity. One
such example is cameleon, a fluorescent
calcium sensor, which was originally
used to detect calcium transients in
culture cells and pharyngeal muscle of
Caenorhabditis elegans. Recently, cameleon
and several other indicator genes have
been used to establish transgenic zebrafish
for monitoring neuronal activity. The
prototypes of a reporter-function transgene
are shown in Fig. 1b.

Among the commonly used reporters,
the jellyfish (Aequorea victoria) GFP and its
variants have become the choice markers
for transgenic fish because the detection
of GFP signal is direct and easy, requiring
no exogenous substrate. There are nu-
merous GFP variants available, including
those producing green, blue, and yellow
fluorescence light. Together with the red
fluorescence protein (RFP), these reporters
can be easily detected in live transgenic
fish such as zebrafish and medaka whose
embryos and body are transparent, with-
out the need to sacrifice the fish. Addi-
tionally, these reporters can be used to
study multiple transgenes simultaneously
in the same fish. Since the first GFP
transgenic fish in 1995, GFP-tagged trans-
genic embryos and fish have become the
most convenient and widely used tools
in basic biological research, particularly
in the regulation of gene expression and
morphogenetic movements during embry-
onic development (see Sect. 6.1). In many
cases, similar applications can be achieved
with the other reporter genes mentioned
above. However, the detection of these
reporters is indirect and involves addi-
tional steps such as enzymatic reaction
with substrate and immunohistochemi-
cal staining with specific antibody to the
reporter.



480 Transgenic Fish

3.3
Loss-of-function Transgenes

The loss-of-function transgenes are con-
structed for interfering with the expression
of host genes at the transcriptional or trans-
lational level. Mechanistically, there are
at least three groups of ‘‘loss-of-function’’
transgenes. The transgenes might encode
antisense RNAs or oligonucleotides that
selectively hybridize to a target endoge-
nous mRNA, resulting in degradation
of the mRNA with RNase H or inter-
ference with translation of the mRNAs
via preventing the binding of ribosomes.
A variation of the antisense RNA ap-
proach is to introduce a group of chem-
ically modified oligonucleotides known as
morpholino phosphorodiamidate oligonu-
cleotides (MOs) into fish embryos. In
contrast to ordinary antisense molecules,
MOs exhibit long-term stability with less
toxicity to living cells and appear to func-
tion through translation blockage only.
The second group of ‘‘loss-of-function’’
transgenes is catalytic RNA (ribozymes)
that can cleave specific target mRNAs at a
specific site and thereby ‘‘knock down’’ the
normal gene expression. The most recent
development of the loss-of-function trans-
genes is to introduce a group of small
RNAs known as small (short) interfering
RNAs (siRNAs) into cells. siRNA will guide
a ribonuclease known as RISC (the RNA-
induced silencing complex) to recognize
mRNA containing a sequence homologous
to the siRNA, resulting in degradation of
the mRNA by the ribonuclease. The proto-
type of loss-of-function transgenes is shown
in Fig. 1c. Although there is currently no
report of stable lines of transgenic fish
carrying this type of transgenes, the feasi-
bility of this approach in silencing genes
has been demonstrated in numerous fish
cell lines in vitro. Moreover, many recent

studies also prove that MOs and siRNA
molecules can silence their targets specifi-
cally and effectively when introduced into
fish embryos, such as zebrafish, medaka,
and rainbow trout.

4
Methods of Gene Transfer

Techniques such as calcium phosphate
precipitation, direct microinjection, retro-
virus infection, electroporation, and par-
ticle gun bombardment have been widely
used to introduce foreign DNA into animal
cells, plant cells, and germ lines of mam-
mals and other vertebrates. Among these
methods, direct microinjection and elec-
troporation of DNA into newly fertilized
eggs have proven to be the most reliable
methods of gene transfer in fish systems.

4.1
Microinjection of DNA into Embryos or
Unfertilized Eggs

Microinjection of foreign DNA into newly
fertilized eggs was first developed for
the production of transgenic mice in the
early 1980s. Since then, the technique of
microinjection has been adopted for intro-
ducing transgenes into Atlantic salmon,
common carp, catfish, goldfish, loach,
medaka, rainbow trout, tilapia, and ze-
brafish. The gene constructs that were
used in these studies include human or
rat growth hormone gene, rainbow trout
or salmon GH cDNA, chicken δ-crystalline
protein gene, winter flounder antifreeze
protein gene, E. coli β-galactosidase gene,
and E. coli hygromycin resistance gene. In
general, gene transfer in fish by direct
microinjection is conducted as follows.
The parameters for microinjection are
summarized in Table 2. Eggs and sperm
are collected in separate, dry containers.
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Tab. 2 Parameters of fish transgenesis by microinjection and electroporation.

Parameters Gene Transfer Method

Microinjection Electroporation

Developmental stage 1 to 2 cells 1 to 2 cells
DNA size <10 Kb <10 Kb
DNA concentration 106–7 molecules/embryo 100 µg ml−1

DNA topology Linear Linear
Chorion barrier Dechorionated/micropyle Intact chorion
Electrical field strength N/Aa 500 to 3000 v
Pulse shape N/Aa exponential/square
Pulse duration N/Aa msc to s
Temperature RTb RTb

Medium PBS/salined PBS/saline

aN/A, not applicable.
bRT, room temperature (25 ◦C).
cms, millisecond.
dPBS/saline: phosphate-buffered saline.

Fertilization is initiated by mixing sperm
and eggs, then adding water, with gentle
stirring to enhance fertilization. Eggs are
microinjected within the first few hours
after fertilization. The injection apparatus
consists of a dissecting stereomicroscope
and two micromanipulators, one with a
micro-glass-needle for injection and the
other with a micropipette for holding fish
embryos in place. Routinely, about 106 to
108 molecules of a linearized transgene are
injected into the egg cytoplasm. Following
injection, the embryos are incubated in
water until hatching. Since natural spawn-
ing in zebrafish or medaka can be induced
by adjusting photoperiod and water tem-
perature, precisely staged newly fertilized
eggs can be collected from the aquaria
for gene transfer. If the medaka eggs are
maintained at 4 ◦C immediately after fertil-
ization, the micropyle on the fertilized eggs
will remain visible for two hours. The DNA
solution can be delivered into the embryos
by injecting through this opening during
this time period.

Depending on the species, the survival
rate of injected fish embryos ranges from
35 to 80% while the rate of DNA inte-
gration ranges from 10 to 70% in the
survivors. The tough chorions of the fertil-
ized eggs in some fish species, for example,
rainbow trout and Atlantic salmon, can
make insertion of glass needles difficult.
This difficulty has been overcome by any
one of the following methods: (1) inserting
the injection needles through the mi-
cropyle; (2) making an opening on the egg
chorions by microsurgery; (3) removing
the chorion by mechanical or enzymatic
means; (4) preventing chorion hardening
by initiating fertilization in a solution con-
taining 1 mM glutathione; or (5) injecting
the unfertilized eggs directly.

4.2
Electroporation of DNA into Embryos or
Sperm

Electroporation is a successful method for
transferring foreign DNA into bacteria,
yeast, and plant and animal cells in culture.
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In the past years, this method has become
popular for transferring foreign genes into
fish embryos or sperm. Electroporation
utilizes a series of short electrical pulses
to permeate cell membranes, thereby
permitting the entry of DNA molecules
into embryos or sperm. The patterns
of electrical pulses can be emitted in a
single pulse of exponential decay form
(i.e. exponential decay generator) or high-
frequency multiple peaks of square waves
(i.e. square-wave generator). The basic
parameters are summarized in Table 2.
Studies conducted in our laboratory and
those of others have shown that the
rate of DNA integration in electroporated
embryos is on the order of 20% or higher
in the survivors. Although the overall
rate of DNA integration in transgenic
fish produced by electroporation was
equal to or slightly higher than that of
microinjection, the actual amount of time
required for handling a large number
of embryos by electroporation is orders
of magnitude less than that required
for microinjection. Several reports have
also appeared in the literature describing
successful transfer of transgenes into
fish by electroporating sperm instead
of embryos. With the success seen in
sperm electroporating, electroporation can
therefore be considered as an efficient and
versatile mass gene transfer technology.

4.3
Infection with Replication-defective
Pantropic Retroviral Vectors

By microinjection or electroporation,
plasmid-encoded transgenes can be in-
troduced at a satisfactory efficiency into
many fish species to produce trans-
genic offspring. However, the resulting P1

transgenic individuals are almost always
mosaics as a result of delayed transgene

integration. Furthermore, both methods
are not efficient or applicable in trans-
ferring foreign DNA into embryos of life-
bearing fish, marine fish, and invertebrates
because of the restrictions imposed by the
unique spawning behavior or anatomical
structure of these species. Modification of
transgenes has been adopted to increase
the efficiency of gene transfer by microin-
jection or electroporation. Hsiao et al. and
Thermes et al. have taken the following
approaches: (1) using the inverted termi-
nal repeat DNA from adeno-associated
virus to increase the stability of trans-
gene integration; and (2) employing I-SceI
meganuclease to mediate high transporta-
tion efficiency of the transgene into the
nucleus. Despite the improvement, these
modified approaches cannot be applied
to the mentioned species, whose trans-
genic offspring can not be produced
by either microinjection or electropora-
tion. Instead, transformation of mature
or immature germ cells by infection with
transgene-encoded retroviral vectors may
be an effective approach for transgenesis
in these fish.

A replication-defective pantropic retro-
viral vector containing the long terminal
repeat (LTR) sequence of Moloney murine
leukemia virus (MoMLV) and transgenes
in a viral envelop with the G-protein of
vesicular stomatitis virus (VSV), was de-
veloped by Burns et al. Since entry of VSV
into host cells is mediated by interaction
of the VSV-G protein with a phospholipid
component of the host cell membrane,
this pseudotyped retroviral vector has a
very broad host range and is able to
transfer transgene into many different cell
types. Using the pantropic pseudotyped
defective retrovirus as a gene transfer
vector, transgenes containing neoR or
β-galactosidase were transferred into ze-
brafish, medaka, and dwarf surf clams.
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More recently, Sarmasik et al. and Chen
et al. also used the pantropic retroviral
vector to transfer genes into the imma-
ture gonads of crayfish, desert guppy, and
shrimp, respectively. They found that, by
using the pantropic retroviral vector as a
gene transfer vector, the problem of trans-
gene mosaicism in P1 transgenic fish is
eliminated as the transgenes are intro-
duced into immature male gonads by the
pantropic retroviral vector.

4.4
Emerging New Methodology

Nuclear transplantation is a key tech-
nique in animal cloning. This method
involves the transfer of nuclei from donor
cells to enucleated eggs, stimulating eggs
into cleavage and early phase of embry-
onic development, and in the case of
mammals, the developing embryos are
transferred into pseudopregnant females
to complete the final stages of devel-
opment. The first successful cloning of
animals by nuclear transplantation was
established for Northern Leopard Frog
(Rana pipiens) by Briggs and King in 1952.
However, Dolly, the lamb, is the first
mammal successfully cloned by the nu-
clear transplantation technique, and since
then, many laboratories throughout the
world have adopted this technique to clone
other mammals and farm animals. To
date, production of diploid and fertile fish
by the nuclear transplantation technique
have been achieved in two small laboratory
fish species, medaka and zebrafish. Three
types of donor cells have been used for nu-
clear transfer: sperm, long-term cultured
somatic cells, and embryonic cells.

In the study reported by Wakamatsu
et al., embryonic cells from two transgenic
medaka lines were used as donor cells to
generate transgenic medaka. Blastoderm

cells from the donor embryos in the
mid-blastula stage were collected and dis-
sociated into single cells. These were
subsequently transplanted into the cyto-
plasm of the recipient enucleated eggs at
the animal pole through the micropyle.
In this study, 1 out of 588 eggs trans-
planted with the first donor and 5 out
of 298 eggs transplanted with the second
donor developed successfully to adulthood.
The transgene of the donor nuclei was also
transmitted to the F1 and F2 offspring in a
Mendelian fashion.

Two versions of nuclear transfer tech-
nique have been established for zebrafish
recently. Jesuthasan and Subburaju re-
ported the use of sperm nuclei as donor
for nuclear transfer. Sperm collected from
mature males were demembranated by
treatment with lysolecithin, digitonin, or
by freeze-thawing. The demembranated
sperm were then incubated with trans-
gene DNA at room temperature prior to
microinjecting into the animal pole re-
gion of the unfertilized egg. This method
could produce nonmosaic expression of
transgene in all cells of the embryos if
incubation of the demembranated sperm
with DNA was prolonged to 20 min. Few
of the treated eggs however developed into
fertile adults and the transgene was shown
to be transmitted through the germ line. In
the report by Lee et al., embryonic fibrob-
last cells from disaggregated embryos were
used as donor cells. These cells were first
modified by retroviral insertions express-
ing GFP as a reporter and were cultured for
at least 12 weeks before their nuclei were
transplanted into enucleated, unfertilized
eggs. The method resulted in 2% of the
transplants developing into fertile, diploid
offspring. This study clearly demonstrated
that nuclei from slowly dividing cultured
fish somatic cells could be reprogrammed
to support rapid embryonic development
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and used as donor cells for nuclear trans-
fer in fish. Moreover, the promising use of
modified somatic cells provides an alter-
native choice of vehicle for gene targeting
and fish cloning since fish ES cells are
still unavailable. Overall, these studies
have demonstrated the feasibility of us-
ing germinal and somatic cells from fish
as donors for conducting nuclear transfer
studies in different important fish species
for both basic research and application
purposes. In addition, the problem of
transgene mosaicism in P1 transgenic fish
can be overcome by the nuclear transplan-
tation method.

5
Characterization of Transgenic Fish

5.1
Identification of Transgenic Fish

Identification of transgenic individuals is
the most time-consuming step in the pro-
duction of transgenic fish. Traditionally,
dot blot and Southern blot hybridization
of genomic DNA were common meth-
ods used to determine the presence of
transgenes in the presumptive transgenic
individuals. These methods involve iso-
lation of genomic DNA from tissues of
presumptive transgenic individuals, di-
gestion of DNA samples with restriction
enzymes, and Southern blot hybridization
of the digested DNA products. Although
this method is expensive, laborious, and
insensitive, it offers a definitive answer
as to whether a transgene has been inte-
grated into the host genome. Furthermore,
it also reveals the pattern of transgene inte-
gration if appropriate restriction enzymes
are employed in the Southern blot hy-
bridization analysis. In order to handle a
large number of samples efficiently and

economically, a polymerase chain reaction
(PCR) based assay has been adopted. The
strategy of the assay involves the isolation
of genomic DNA from a very small piece of
fin tissue, PCR amplification of the trans-
gene sequence, and Southern blot analysis
of the amplified products. Although this
method does not differentiate whether the
transgene is integrated in the host genome
or exists as an extrachromosomal unit,
it serves as a rapid and sensitive screen-
ing method for identifying individuals that
contain the transgene at the time of anal-
ysis. This method has been used in our
laboratory as a routine preliminary screen
for the presence of transgenes in thou-
sands of presumptive transgenic fish.

5.2
Pattern of Transgene Integration

Studies conducted in many fish species
have shown that following injection of
linear or circular transgene constructs
into fish embryos, the transgenes are
maintained as an extrachromosomal unit
through many rounds of DNA replication
in the early phase of the embryonic de-
velopment. At a later stage of embryonic
development, some of the transgenes are
randomly integrated into the host genome
while others are degraded, resulting in the
production of mosaic transgenic fish. To
determine the pattern of transgene inte-
gration, genomic DNA from PCR positive
fish is digested with a series of restriction
endonucleases and the resulting products
resolved in agarose gels for Southern blot
analysis. In many fish species studied to
date, it is found that multiple copies of
transgenes are integrated in a head-to-
head, head-to-tail or tail-to-tail form, except
in transgenic common carp and channel
catfish where a single copy of transgene
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was integrated at multiple sites on the host
chromosomes.

5.3
Inheritance of Transgenes

Stable integration of transgenes is an ab-
solute requirement for continuous vertical
transmission to subsequent generations
and establishment of a transgenic fish line.
To determine whether the transgene is
transmitted to subsequent generations, P1

transgenic individuals are mated to non-
transgenic individuals and the progeny are
assayed for the presence of transgene by
the PCR assay method described earlier.
Although it has been shown that the trans-
gene may persist in the F1 generation
of transgenic zebrafish as extrachromo-
somal DNA, detailed analysis of the rate
of transmission of transgenes to F1 and
F2 generations in many transgenic fish
species indicates true and stable incorpo-
ration of gene constructs into the host
genome. If the entire germ line of the
P1 transgenic fish is transformed with at
least one copy of the transgene per haploid
genome, at least 50% of the F1 transgenic
progeny will be expected in a backcross
involving a P1 transgenic with a nontrans-
genic control. In many such crosses, only
about 20% of the progeny are transgenic.
When the F1 transgenic is backcrossed
with a nontransgenic control, however, at
least 50% of the F2 progeny are transgen-
ics. These results clearly suggest that the
germ lines of the P1 transgenic fish are
mosaic as a result of delayed transgene in-
tegration during embryonic development.

5.4
Expression of Transgenes

An important aspect of gene transfer
studies is the detection of transgene

expression. Depending on the levels of
transgene products in the transgenic indi-
viduals, the following listed methods are
commonly used to detect transgene ex-
pression: (1) RNA northern or dot blot
hybridization; (2) RNase protection assay;
(3) reverse transcription-polymerase chain
reaction (RT-PCR); (4) immunoblotting as-
say; and (5) other biochemical assays for
determining the presence of the transgene
protein products. Among these assays, RT-
PCR is the most sensitive method and only
requires a small amount of sample. The
strategy of this assay is summarized in
Fig. 2. Briefly, it involves the isolation of
total RNA from a small piece of tissue, syn-
thesis of single-stranded cDNA by reverse
transcription, and PCR amplification of
the transgene cDNA by employing a pair
of oligonucleotide specific to the trans-
gene product as amplification primers.
The resulting products are resolved on
agarose gels and analyzed by Southern blot
hybridization using a radiolabeled trans-
gene as a hybridization probe. Transgene
expression can also be quantified by a
quantitative RT-PCR method or a quan-
titative real-time RT-PCR.

6
Application of Transgenic Fish

As techniques of producing various species
of transgenic fish have become available in
the last two decades, there has been a rapid
boom in applying transgenic fish strategy
to different disciplines of basic research
and biotechnological applications. In this
section, we will discuss recent advances
in applying the transgenic fish technology
in basic research as well as in producing
transgenic fish with beneficial traits such
as enhanced growth and disease resistance
for aquaculture.
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Fig. 2 Determination of transgene expression by RT-PCR or RACE-PCR. (a) Strategy
of RT-PCR and RACE-PCR. (b) An example of detecting cecropin transgene in
transgenic medaka. Total RNA was isolated from fin tissues of F2 transgenic medaka.
Expression of cecropin transgene was detected by reverse transcribing poly A+ RNA
into complementary cDNA and PCR amplification of the cecropin cDNA by using
cecropin-specific primers. The amplified product was further confirmed by Southern
hybridization using a cecropin-specific probe. RT-PCR was conducted with mRNA
from transgenic fish without prior reverse transcription (lanes 5, 7, 9, 11, 13, 15, 17,
19) or with first cDNA transcribed from mRNA isolated from the transgenic fish
(lanes 4, 6, 8, 10, 12, 14, 16, 18). Lane 1: RT-PCR with no mRNA input; lane 2: RT-PCR
with mRNA from negative control fish (c-mRNA); lane 3: PCR with c-mRNA without
prior reverse transcription; lane 20: PCR with control plasmid containing cecropin
gene. From Sarmasik, A., Warr, G., Chen, T.T. (2002) Production of transgenic
medaka with increased resistance to bacterial pathogens, Mar. Biotechnol. 4, 310–322
with permission.

6.1
Transgenic Fish in Basic Research

Teleost fish serve as extremely valuable
models for basic research in vertebrate

biology as they are functionally simi-
lar to mammalian species, and because
they are sufficiently evolutionarily dis-
tant to mammals, they are well suited
for comparative genomics. Transgenic fish
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can be easily and economically produced
and reared in large quantities, grant-
ing them superiority over the transgenic
mouse model, especially in studies re-
quiring a large number of animals. In
recent years, transgenic fish tagged with
GFP have emerged as important tools
in studies of vertebrate developmental
biology, basic molecular and cell biol-
ogy, and human disease modeling. Addi-
tionally, gene misexpression and knock-
down are also widely used in these
studies.

6.1.1 Vertebrate Developmental Biology
Transgenic zebrafish and medaka and
their embryos are ideal models for study-
ing the complex developmental mecha-
nisms that transform a single-cell zygote
into a multicellular organism with diverse
functions. Both the fish species provide
the following advantages: (1) short genera-
tion time (about 3 months); (2) constantly
available and easily reared; and (3) most
importantly, transparent embryos grant-
ing clear visualization of all stages of em-
bryonic development. Additionally, there
are mutant zebrafish and medaka whose
transparent bodies consist of less inter-
fering pigmentation. Although most of
the developmental studies have so far
been conducted in zebrafish, medaka
embryos provide a larger window for
observation at smaller developmental in-
tervals because of their longer embry-
onic developmental time (2 days versus
10 days).

As shown in Table 3, researchers have
established many lines of transgenic re-
porter zebrafish that express GFP in spe-
cific cells or tissues, including germ cells,
blood, lymphoid cells, epithelia, muscle,
heart (Fig. 4a), pancreas, liver, intestine
(Fig. 4b), vasculature, and the nervous sys-
tem. This is achieved by introducing a

Tab. 3 Examples of cell-type and tissue-type
specific transgenic zebrafish lines with GFP or
EGFP reporter.

Specificity Promoter

Cell-specific
Germ cells Xenopus efl α (-vasa 3’UTR)

Zebrafish versa
Blood Zebrafish gata 1
Lymphoid cells Zebrafish rag1
Epithelia Zebrafish krt8

Tissue-specific
Muscle Zebrafish α-actin
Pancreas Zebrafish pdx-1

Zebrafish insulin
Liver Zebrafish l-fabp
Intestine Zebrafish i-fabp
Vasculature Zebrafish fli 1
Heart Zebrafish cmlc2
Nervous system Zebrafish islet1

Zebrafish huC
Goldfish α1 tubulin

GFP, enhanced green fluorescence pro-
tein (EGFP), or RFP reporter that is
placed under control of tissue- or cell-
specific promoter/enhancer. Because the
same fluorescence-tagged cells can be fol-
lowed over time, these transgenic fish
have been successfully used in the study
of morphogenesis and gene regulation
during embryonic development. For ex-
ample, transgenic zebrafish with GFP-
tagged blood vessels have been used to
study the blood vessels assembly dur-
ing development. Zebrafish fli1 promoter
is able to drive expression of GFP in
all blood vessels throughout embryo-
genesis. By coupling this feature with
high-resolution dynamic imaging tech-
niques, confocal microangiography has
clearly illustrated the anatomical archi-
tecture of the vasculature of zebrafish
and show that blood vessels under-
going angiogenesis display pathfinding
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behavior similar to that of neuronal growth
cones.

Application of fish transgenesis on de-
velopmental biology can also be achieved
by gene misexpression or knockdown. So
far, such an approach has been carried
out exclusively in fish embryos. For ex-
ample, zebrafish embryos have been used
to study the role of Sema3D protein in
guiding retinal ganglion cell (RGC) axons
during embryonic development. Sema3D
belongs to the semaphorin family, many
members of which are known to repel
or attract specific growth cones. Sema3D
may participate in guiding RGC axons
along the dorsoventral axis of the tectum,
as indicated by the differentially higher
expression of the protein in the ven-
tral versus dorsal tectum. To understand
the function of Sema3D, homozygous ze-
brafish embryos have been established
from stable transgenic zebrafish fish car-
rying the sema3D gene under control
of the zebrafish heat shock protein 70
(hsp70) promoter. Ubiquitous misexpres-
sion (overexpression) of Sema3D in the
embryos can be achieved by heat shock
and has been found to inhibit ventral
but not dorsal RGC axon growth. Addi-
tionally, mosaic Sema3D misexpression
can be induced by heat shock in the
embryos microinjected with the hsp70-
controlled sema3D transgene. In these
embryos, ventral RGC axons have been
found to avoid or stop at individual cells
misexpressing Sema3D along their path-
way. Furthermore, knockdown of Sema3D
with morpholino antisense causes er-
rors in retinotectal mapping along the
dorsoventral axis. These analyses suggest
that Sema3D in the ventral tectum directs
the correct innervation of ventral RGCs
to dorsal tectum by inhibiting them from
extending into ventral tectum. A similar
approach has been employed to study the

function of Sema4E protein in embryonic
development.

6.1.2 Functional Analysis of
Promoter/Enhancer Elements
Transgenic zebrafish and medaka have
become popular tools in the identifi-
cation and functional analysis of pro-
moter/enhancer elements of vertebrates.
The fast-growing genomic information
of zebrafish and medaka facilitates the
identification of evolutionarily conserved
promoter/enhancer elements via cross-
species comparison of genome sequences
among fish, mouse, and human. Trans-
genic GFP-tagged zebrafish and medaka
have been applied to define the essential
regions of promoter/enhancer elements
as well as to unmask the regulatory func-
tions of these elements. For example,
transgenic medaka and zebrafish have
been used to characterize promoters of
carp rhodopsin gene (cRh) and zebrafish
myf-5 gene (myf-5), respectively. In these
studies, transgenic fish were designed
to carry EGFP gene fused with differ-
ent lengths of the upstream fragments
of the presumed promoter/enhancer reg-
ulatory sequences. The role of motifs,
enhancers, and minimal cis-regulatory
elements involved in tissue-specific ex-
pression or the translocation of progen-
itor muscle cells have been identified
by monitoring the expression of the
EGFP reporter.

Another example of this approach is the
investigation of the regulatory function
of the LTRs of human ERV-9 endoge-
nous retrovirus. The LTRs of endogenous
ERV-9 retrovirus are conserved during
primate evolution, but their function in
the primate genomes is unknown. In
human, the solitary LTRs of ERV-9 are
identified as middle repetitive DNAs as-
sociated with up to 4000 human gene
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loci including the β-globin gene locus
where the ERV-9 LTR is juxtaposed to
the locus control region (β-LCR) far up-
stream of the globin genes. The regulatory
function of ERV-9 LTRs in the human
genome has recently been demonstrated
via using transgenic zebrafish carrying
the β-globin ERV-9 LTR coupled to the
GFP gene. The analysis suggests a regula-
tory role of ERV-9 LTR enhancers, during
oogenesis, in the synthesis of maternal
mRNAs that are required for early em-
bryogenesis. Alternatively, the ERV-9 LTR
enhancers could transcriptionally potenti-
ate and preset chromatin structure of the
cis-linked gene loci in oocytes and adult
stem/progenitor cells.

6.1.3 Signaling Pathways
In addition to traditional cell-culture sys-
tem, transgenic fish and their embryos
have become an important tool for study-
ing different signaling pathways in recent
years. So far, most of the transgenic fish
studies are conducted in zebrafish, thanks
to the abundant genetic information of
the species. Several achievements by the
new approach are described here. Perz-
Edwards et al. have identified specific re-
gions within a whole developing zebrafish
embryo where cellular transcription are re-
sponsive to retinoic acid signaling, which
has been shown to be critical in normal
vertebrate development. Lawson et al. have
identified the downstream factors of recep-
tor tyrosine kinase signaling that are neces-
sary during in vivo blood vessel formation
and arterial development. Additionally,
Delta-Notch signaling in oligodendrocyte
specification and the regulatory function
of chemokine signaling in sensory cell
migration have also been investigated by
using transgenic zebrafish system. In a
non-zebrafish system, Petrausch et al., by
using transgenic goldfish, have identified

the effects of several trophic factors con-
verging on a purine-sensitive signaling
mechanism that controls axonal outgrowth
and the expression of multiple growth-
associated proteins.

Despite the valuable discoveries achieved
by using cell culture systems in study-
ing signaling pathways in the last two
decades, there are limitations to the use
of cell culture, mainly being an artificial
system that is isolated from the physio-
logical environment of the animal. On the
contrary, the most significant advantage
of using transgenic fish for signaling path-
way study is that transgenic fish provide an
easy and representative system to dissect
out signaling pathways and their biologi-
cal implications with relevance to time and
space in an animal. For example, while
in many vertebrate species Wnt/b-catenin
signaling is known to be involved in the
development of neural crest cells and the
specification of pigment cells derived from
them at later stage, it is unclear which Wnts
are involved, and when they are required.
To address these issues, Lewis et al. es-
tablished a transgenic zebrafish line that
carried an inducible dominant-negative re-
pressor of Wnt/β-catenin signaling, T-cell
Factor 3 (Tcf-3a). The N-terminus of ze-
brafish Tcf-3a was conjugated with GFP as
a reporter and was placed under the control
of the zebrafish hsp70 promoter. By acti-
vating the repressor to inhibit endogenous
Wnt/b-catenin signaling at discrete times
in development, a critical period for Wnt
signaling in the initial induction of neural
crest was defined. Wnt/b-catenin signal-
ing is crucial for neural crest induction
from the end of gastrulation through the
3-somite stage, and the cells lose sensitivity
to transgene activation between the 3- and
6-somite stages despite the later require-
ment of the signaling for the pigment cell
lineage. Researchers have also identified
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a specific Wnt, Wnt8, and demonstrated
its crucial role in initial neural crest in-
duction, by blocking Wnt8 with antisense
morpholino oligonucleotides. As demon-
strated by these examples, transgenic fish
is an excellent system to study a common
scenario for many signaling pathways,
such as BMP and Notch, in which the same
signaling pathways are used in different
places and at different times throughout
development.

6.1.4 Human Disease Modeling
By providing a general proof of principle
or reproducing specific aspects of the
human diseases, animal models may be
used to identify disease-associated factors
or genes and to screen for new treatments
for these diseases. In addition to murine
models, fish have been used to study
human diseases for decades, particularly in
cancer research. In recent years, transgenic
zebrafish and other species are emerging
as valuable tools for modeling human
diseases, especially in the domains of
neurodegenerative diseases and cancers.

Among the neurodegenerative diseases,
transgenic fish have been used for studies
of Alzheimer’s and Parkinson’s diseases,
two devastating diseases that affect tens
of millions of people worldwide. The
formation of neurofibrillary tangles (NFT),
along with the β-amyloid plaques, are
two central events in the development of
Alzheimer’s disease (AD). A microtubule-
associated protein, tau, is critical in the
process of NFT formation, in which tau
protein is compromised in its normal
association with microtubules, leading to
the formation of paired helical filaments.
Hyperphosphorylation of tau protein and
mutations in the genes encoding the
protein have been implicated in the
pathogenesis of AD and a variety of
hereditary dementias, collectively termed

frontotemporal dementia with parkinsonism
linked to chromosome 17 (FTDP-17).

The cellular consequence of NFT in
vivo was first illustrated in a fish model
by Hall et al. In this model, the giant
neurons (anterior bulbar cells [ABCs])
of the central nervous system in the
sea lamprey (Petromyzon marinus) were
used to study the cytopathological changes
caused by chronical overexpression of
human tau protein. The unique advan-
tages of this system include the already
established morphological and cellular
characterization of ABCs in detail, and
most importantly, the ready accessibility
of the neurons for manipulation by mi-
croinjection. This system demonstrates
the association of filamentous tau de-
posits with stereotyped cytopathological
changes, including the loss of dendritic
microtubules and synapses, plasma mem-
brane degeneration, and eventually the
formation of extracellular tau deposits and
cell death. Furthermore, this sequence
of change is spatiotemporally correlated
with the AD-related hyperphosphorylation
of tau protein. By using this system,
a lipid-soluble, low-molecular-weight pro-
prietary compound has been shown to
significantly retard the progressive degen-
eration of ABCs that express human tau
protein, suggesting that development of
tau-inhibitors may be a promising ap-
proach for AD treatment.

A transgenic zebrafish embryo model
has also been established to study the
functional consequence of FTDP-related
mutations of tau protein in neurodegener-
ation. Zebrafish embryos at the 1–2 cell
stage were microinjected with tau mu-
tants under control of the neural specific
GATA-2 promoter. An FTDP-17 mutant
form of human tau has been shown to pro-
duce a cytoskeletal disruption that closely
resembled the NFT in human disease.
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This model system is therefore useful in
the study of other mutant taus in verte-
brate neurons in vivo and in the study
of other molecules that are involved in
the pathogenesis of human neurodegen-
erative diseases.

Parkinson’s disease (PD) is character-
ized by the degeneration of mesencephalic
dopaminergic neurons (MDNs) in the
substantia nigra (SN). One of the most
important functions of MDNs is the con-
trol of voluntary movement; loss of MDNs
will eventually lead to a loss of dopamines,
its metabolites, and the dopamine trans-
porter. One of the most promising ap-
proaches to develop treatments for PD
is to study the normal development of
MDNs, in the hope that an understanding
of their development will lead to means
that can replenish damaged MDNs. Ze-
brafish have been used to screen for
mutations that affect MDN development,
and fish transgenesis can further assist in
the understanding of the roles of these
mutated genes in MDN development.
Currently, a transgenic zebrafish model
has been established to study the ubiq-
uitin C-terminal hydrolase L1 (uch-L1), a
gene associated with the inherited form
of PD. Zebrafish embryos were microin-
jected with in vitro synthesized zebrafish
uch-L1 mRNA or a plasmid construct con-
taining GFP reporter under control of
the uch-L1 promoter. Together, these as-
says demonstrate the preferential activity
of uch-L1 promoter in neurons and the
spatiotemporal expression of the uch-L1
in the ventral diencephalons, a function-
ally homologous region to the SN in
human. The transgenic zebrafish system
has thus provided further evidence for
the connection of uch-L1 in the develop-
ment and degeneration of neural cells
and can be further used to characterize

other genes involved in neurodegenerative
diseases.

In cancer research, stable lines of trans-
genic tumor-bearing zebrafish have been
established to study the conserved cancer
pathways involved in oncogene-induced
lymphoblastic leukemia. In this model, ze-
brafish embryos at one-cell stage were in-
jected with mouse oncogene c-myc (mMyc)
and chimerical EGFP-mMyc transgenes
under control of the zebrafish Rag2 pro-
moter, a lymphocyte specific promoter.
In the resultant P1 founder fish, the
myc-induced clonally derived T-cell acute
lymphoblastic leukemia was observed in
almost 100% of the fish expressing green
fluorescence. By tracing migration of the
EGFP-tagged cells and confirming by RNA
in situ hybridization, the leukemic T cells
were clearly shown to arise in the thy-
mus. The cells then spread to the gills and
eyes and finally disseminate to the skele-
tal muscle and abdominal organs. The
homing of leukemic T cells back to thy-
mus was also illustrated in irradiated fish
transplanted with GFP-tagged leukemic
lymphoblasts. To establish stable lines of
mMyc-transgenic fish, an in vitro fertiliza-
tion technique was adopted because of the
prompt onset of leukemia in the F1 trans-
genic fish after germ-line transmission. By
fertilizing the eggs collected from normal
females with the sperm from 90-day-old
leukemic males, the resultant transgene-
positive progeny were shown to exhibit
expansion of GFP-positive leukemic T cells
from the thymus by one month of age. This
transgenic zebrafish model can serve as a
very powerful tool in the ‘‘forward-genetic’’
screening for modifier genes that are as-
sociated with the myc-induced leukemia or
other types of cancers. The model can also
be applied to large-scale screen for new
drugs to treat or prevent human leukemia
in the future.
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In addition to the examples mentioned
above, transgenic fish model can be
applied in the studies of many other types
of human diseases. We expect to see a
plethora of such studies in the near future.

6.2
Growth Hormone Transgenic Fish

The initial drive of transgenic fish re-
search came from attempts to increase
production of economically important fish
for human consumption. The worldwide
supply of fishery products has tradition-
ally depended upon commercial harvest
of finfish, shellfish, and crustaceans from
freshwater and marine-water sources. In
recent years, while the worldwide com-
mercial catch of fish experienced a sharp
reduction, the worldwide demand of fish
products has risen steeply. In order to cope
with the demand of fish products, many
countries have turned to aquaculture. Al-
though aquaculture has the potential to
meet the world demand for fish products,
innovative strategies are required to im-
prove its efficiency. What can transgenic
fish technology offer in this regard?

There are three aspects of fish growth
characteristics that could be improved
for aquaculture: (1) increasing the ini-
tial growth rate of fry for an early head
start; (2) enhancing somatic growth rate
in adults to provide larger market body
size; and (3) improving feed conversion
efficiency of fish to achieve effective uti-
lization of feeds. Among these three,
enhanced somatic growth rates via ma-
nipulation of the GH gene shows con-
siderable promise. Studies conducted by
Agellon et al. and Paynter et al. showed
that treatment of yearling rainbow trout
and oysters with recombinant rainbow
trout growth hormone resulted in signifi-
cant growth enhancement. Similar results

of growth enhancement in fish treated with
recombinant GH have been reported by
many investigators. These results point to
the possibility of improving the somatic
growth rate fish by manipulating fish GH
or its gene.

Zhu et al. reported the first successful
transfer of a human GH gene fused to
a mouse metallothionein (MT) gene pro-
moter into goldfish and loach. The F1
offspring of these transgenic fish grew to
be twice as large as their nontransgenic
siblings. Since then, similar enhanced
growth effect has been observed in the
GH-transgenic fish of many other species,
such as tilapia, carp, catfish, sea bream,
and salmon. These studies have shown
that the expression of a foreign human
or fish GH gene could result in sig-
nificant growth enhancement in the P1,

F1, and F2 transgenic fish. Additionally,
Dunham et al. have demonstrated that
transgenic common carp carrying rainbow
trout GH transgene display, consistently in
two consecutive generations, a favorable
body shape, better dress-out yield, and bet-
ter quality of flesh compared with controls.
These studies have demonstrated that the
application of GH-transgenic fish could be
beneficial to the worldwide aquaculture,
and hence could help to alleviate the starva-
tion in many economically poor countries
by providing more efficient, cheaper and
yet high-quality protein sources.

6.3
Transgenic Fish with Enhanced Resistance
to Pathogen Infection

Disease is one of the most severe bot-
tlenecks in aquaculture. For the past few
decades, efforts to control infectious dis-
eases in commercially important teleosts
have primarily focused on the develop-
ment of suitable vaccines for fish and
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selection of fish strains with robust resis-
tance to infectious pathogens. Although
effective vaccines have been developed
for several important fish pathogens, the
current vaccination practice is expensive,
laborious, and time consuming. Genetic
selection based on traditional crossbreed-
ing techniques is time consuming and the
outcome is frequently unpredictable, and
sometimes unachievable because of the
lack of desired genetic traits. More effec-
tive approaches for controlling fish disease
in aquaculture are highly desirable.

Transgenic fish technology can facilitate
the genetic selection process by directly
modifying the undesirable genetic traits
that confer vulnerability to pathogens or by
introducing specific genes that are related
to disease resistance into fish. The intro-
duced transgenes can be fish-originated
or characterized genes from other species.
We have recently demonstrated the fea-
sibility of introducing the antimicrobial
peptide genes, cecropin B and cecropin P1,
into fish to enhance disease resistance. Ce-
cropins, first identified in Cecropia moth,
are members of the antimicrobial peptide
family that are evolutionarily conserved
in species from insects to mammals.
These peptides possess activities against
a broad range of microorganisms, includ-
ing bacteria, yeasts, and even viruses. In
vitro studies conducted by Sarmasik et al.
showed that recombinant cecropin B in-
hibited the propagation of common fish
pathogens such as Pseudomonas fluorescens,
Aeromonas hydrophila, and Vibrio anguil-
larum. Furthermore, Chiou et al. showed
that cecropin and a designed analog, CF-17
peptide, effectively inhibited the replica-
tion of fish viruses such as infectious
hematopoietic necrosis virus (IHNV), vi-
ral hemorrhagic septicemia virus (VHSV),
snakehead rhabdovirus (SHRV), and in-
fectious pancreatic necrosis virus (IPNV)

(Fig. 3). More recently, our laboratory has
shown that synthetic peptide CF-17 is
also effective in inhibiting the propaga-
tion of insect baculovirus. Additionally,
Jia et al. demonstrated the enhanced re-
sistance to bacterial infection in fish which
were continuously transfused with a ce-
cropin–melittin hybrid peptide, CEME,
and pleurocidin amide, a C-terminally
amidated form of the natural flounder
peptide. These results led to the hypothe-
sis that production of disease-resistant fish
strain may be achieved by introducing the
known antimicrobial peptide genes into
fish through the application of transgenic
fish technology.

To test this hypothesis, we intro-
duced gene constructs containing prepro-
cecropin, procecropin, mature cecropin B,
and cecropin P1 into medaka embryos
by electroporation. The resulting F2 trans-
genic medaka were subjected to bacterial
challenges at a LD50 dose with Pseu-
domonas fluorescens and Vibrio anguillarum,
respectively. The resulting relative percent
survival (RPS) of the tested transgenic F2

fish ranged from 72 to 100% against P.
fluorescens and 25 to 75% against V. an-
guillarum (Table 4). These results clearly
demonstrate the potential application of
transgenic fish technology in producing
fish with more robust resistance to infec-
tious pathogens.

6.4
Transgenic Fish with Different Body Color

There are two main motives in producing
fish with altered body color: (1) to gen-
erate novel varieties of ornamental fish
with rare colors for the purpose of rear-
ing as pets, and (2) to use the change of
body color as indicators of environmental
changes. GFP and several GFP variants are
the most used genes for such purposes.



494 Transgenic Fish

P
la

qu
e 

re
du

ct
io

n 
(f

ol
ds

)

1

10

100

1000

10000

100000

IH
NV-R

B1

IH
NV-R

A

SHRV (2
0°C

)

SHRV (3
0°C

)

VHSV-N
A

IP
NV-S

P
Cec B

CF17

Fig. 3 Effect of peptides cecropin and CF-17 on inhibition of fish
virus propagation in vitro. The antiviral activity of the peptides
cecropin B (Cec B) and CF17 was evaluated against one
nonenveloped birnavirus, the SP isolate of infectious pancreatic
necrosis virus (IPNV), and three enveloped rhabdoviruses: the RB1
(type2) and RA (type 1) isolates of infectious hematopoietic
necrosis virus (IHNV), snakehead rhabdovirus (SHRV), and an
avirulent North America isolate (NA) of viral hemorrhagic
septicemia virus (VHSV). Viral infection was carried out in EPC
cells for SHRV, and CHSE-214 cells for the rest viruses. From
Chiou, P.P., Lin, C.M., Perez, L., Chen, T.T. (2002) Effect of
cecropin B and a synthetic analogue on propagation of fish viruses
in vitro, Mar. Biotechnol. 4, 294–302, with permission.

Additionally, melanin-concentrating hor-
mone (MCH) isolated from chum salmon
has also been exploited to generate trans-
genic medaka fish with altered body color.
So far, researchers have successfully pro-
duced several colorful transgenic zebrafish
displaying whole-body green, red, yellow,
or orange fluorescent colors under day-
light, dim light, or UV light. Some of these
fish have been sterilized to avoid contam-
inating the wild population if they should
accidentally be released from aquariums to
the environments. For research purpose,
mutant zebrafish and medaka with less
interfering pigmentation for optical ob-
servation have also been developed. One
such example is a line of ‘‘see-through’’
transgenic medaka which are transparent

throughout their entire life, thus allowing
clear visualization of GFP that is intro-
duced into the fish as a reporter. The
application of transgenic fish as biomoni-
tors will be discussed in the next section.

6.5
Transgenic Fish as Environmental
Biomonitors

Fish have long been used as models in en-
vironmental toxicology studies. Prompted
by concerns of human health, tissues of
wild-caught fish have been monitored as
indicators for the presence of dangerous
pollutants such as polycyclic hydrocar-
bons, oxidants, and heavy metals in the wa-
ters or in fish themselves. Different assays
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(a) (b)

Fig. 4 Examples of transgenic zebrafish that express GFP or RFP reporter in
specific tissues. (a) A ‘‘green-heart’’ fish. Transgenic zebrafish carrying GFP
reporter placed under control of the promoter of zebrafish cardiac myosin light
chain 2 gene (cmlc2). Green fluorescence was intensively and specifically
expressed in the myocardial cells located both around the heart chambers and
the atrioventricular canal. The transgenic fish is kindly provided by Dr. Tsai
(Huang, C.J., Tu, C.T., Hsiao, C.D., Hsieh, F.J., Tsai, H.J. (2003). Germ-line
transmission of a myocardium-specific GFP transgene reveals critical regulatory
elements in the cardiac myosin light chain 2 promoter of zebrafish, Dev. Dyn.
228, 30–40). (b) A fish with ‘‘red guts.’’ Transgenic zebrafish carrying RFP
reporter placed under control of the promoter of zebrafish intestinal fatty acid
binding protein gene (i-fabp). Homogenous red fluorescent signals are shown in
the gut epithelial cells as demonstrated in this transverse section of a transgenic
larva. n: notochord. From Her, G.M., Yeh, Y.H., Wu, J.L. (2003) 435-bp liver
regulatory sequence in the liver fatty acid binding protein (L-FABP) gene is
sufficient to modulate liver regional expression in transgenic zebrafish, Dev. Dyn.
227, 347–356, with permission.

Tab. 4 Relative percent survival (RPS) of F2 cecropin transgenic medaka challenged with
P. fluorescens and V. anguillarum.

Transgenic lines P. fluorescene RPSa V. anguillarum RPSa

Preprocecropin B:

CMV pre cecropin Bpro 100% (1) 50% (1)

Procecropin B:

CMV proIg cecropin B 72–100% (5) 25–50% (3)

Cecropin B:

Ig cecropin B CMV 72–100% (2) ND

Cecropin P1:

cecropin P1Ig CMV 100% (2) 75% (1)

aRPS = [1 − %mortality of F2 transgenic fish/%mortality of F2 nontransgenic fish] × 100 CMV:
cytomegalovirus promoter; Ig: catfish IgG signal peptide; ( ): number of F2 families tested;
ND: nondetermined.
Source: Adapted from Sarmasik, A., Warr, G., Chen, T.T. (2002) Production of transgenic medaka
with increased resistance to bacterial pathogens, Mar. Biotechnol. 4, 310–322 with permission.



496 Transgenic Fish

have been employed to measure biological
parameters that are impacted by toxic pol-
lutants, including DNA damage, defense
enzymes (e.g. glutathione peroxidase and
superoxide dismutase), genes inducible by
toxic chemicals (e.g. cytochrome P450 1A1
and 1A2), and factors that regulate re-
dox potential (e.g. glutathione and ascorbic
acid). Although these assays are very sen-
sitive, they require specialized techniques
and equipment, and thus cannot be per-
formed in the field when the samples are
collected. In addition, the obtained data
from wild-caught fish samples give no in-
dication of the exact time when those fish
were exposed to the toxicants.

Transgenic fish can potentially serve as
sensitive sentinels for aquatic pollution,
with the benefit of avoiding the inconve-
niences mentioned above. The principle
of such biomonitor fish is to introduce
into the fish reporters that are easy to
observe and are under the control of
promoter/enhancer elements responsive
to pollutants. GFP and its variants are
thus the best reporters of choice for easy
optical observation, whereas luciferase
is for extreme sensitivity. So far, re-
searchers have made significant progress
in establishing transgenic zebrafish car-
rying luciferase or GFP reporter under
control of the aromatic hydrocarbon re-
sponse elements (AHREs), electrophile
response elements (EPREs), or metal re-
sponse elements (MREs). The specificity
of each type of response elements is as
follows: AHREs respond to numerous
polycyclic hydrocarbons and halogenated
coplanar molecules such as 2,3,7,8-
tetrachlorodibenzo-p-dioxin (TCDD) and
polychlorinated biphenyls; EPREs respond
to quinones and numerous other potent
electrophilic oxidants; MREs respond to
heavy metal cations such as mercury,
copper, nickel, cadmium, and zinc. In

the zebrafish cell line ZEM2S, these
three types of elements can drive the
expression of luciferase reporter in a dose-
dependent, chemical-class-specific man-
ner in response to more than 20 envi-
ronmental pollutants. The expression of
GFP transgenes can be detected in the F1

and, sometimes, in the F2 generations;
however, the transgenes are eventually
lost following that. There are still tech-
nical obstacles in generating transgenic
biomonitor fish, but the problems can be
possibly overcome in the near future.

6.6
Other Examples of Transgenic Fish

Other applications include the use of
transgenic fish as a model for studying
mechanisms of seawater adaptation and
generating cold-resistant fish carrying an-
tifreeze proteins (AFPs). AFPs are found
in many cold-water fish species, such as
the winter flounder, ocean pout, and sea
raven. Expression of afp genes permit
these fish to survive in freezing seawa-
ter under as low as −1.8 ◦C. However,
AFP transgenic Atlantic salmon does not
demonstrate a measurable increase of cold
tolerance.

Transgenic fish can potentially serve
as bioreactors for producing therapeu-
tic proteins beneficial to human health.
The advantages of fish as bioreactors in-
clude (1) relatively low cost as compared
to mammals such as cows; (2) easy main-
tenance; (3) producing large quantity of
progeny; and (4) most importantly, no
known viruses or prions have been re-
ported to infect both human and fish.
Successful expression of bioactive human
proteins such as coagulation factor VII in
fish embryos demonstrate this application
of transgenic fish to produce therapeutic
chemicals for human in the future.
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7
Concerns and Future Perspectives

Transgenic fish serve as very valuable
model systems for different disciplines
of biological research as well as for hu-
man disease modeling. The application of
transgenic fish technology to produce fish
with beneficial traits, such as environmen-
tal biomonitors and GM food, is also on
the rise. There has been groundbreaking
discoveries made in the past few years
based on the transgenic fish models, and
such application is expected to continue to
thrive in the future. The development of
transgenic fish as environmental biomon-
itors is also encouraging and will continue
to expand. The technique to produce trans-
genic fish has improved tremendously in
the last two decades; nonetheless, there
are still concerns about low efficiency, mo-
saic expression, nonfish components of
the transgenes, and the long generation
time for certain fish species. The follow-
ing advances would thus be essential in
developing the next generation transgenic
fish: (1) developing more efficient mass
gene transfer technologies; (2) developing
targeted gene transfer technology such as
embryonic stem cell gene transfer method;
(3) identifying more suitable fish-origin
promoters to direct the expression of trans-
genes at optimal levels and desired time;
and (4) developing methods to shorten
the time required to generate homozy-
gous offspring.

Despite the promising future of trans-
genic fish as model systems in biological
research, there are great concerns about
the environmental impacts of such appli-
cations of transgenic fish technology to
produce GM food or hobby pets. On the
basis of mathematical modeling, a ‘‘Tro-
jan Gene Effect’’ has been demonstrated
in the male transgenic medaka carrying

salmon growth hormone gene. Release of
such fish into the environments could ul-
timately lead to the extinction of the wild
type population owing to their advantage
in mating with the wild type female. The
study provides a sound analysis of the
potential impact of the accidental release
of transgenic fish into the environment,
reminding us of the delicate interaction be-
tween a newly introduced species and the
native population and environment. How-
ever, we would reason that the potential
environmental impact by transgenic fish is
controllable and even avoidable. First of all,
the ‘‘Trojan Gene Effect’’ might not nec-
essarily exist for other types of transgenes
or in other fish species. In practice, trans-
genic fish can be maintained in confined
areas to avoid the escape of fish into the
nearby waters. Moreover, as the desirable
genetic traits can be introduced into fish,
the undesirable behavior traits could be
possibly removed from the transgenic pop-
ulation by screening the behavior pattern
of each transgenic individual. Ultimately,
establishment of sterile transgenic popu-
lation, such as a sterile triploid all-female
strain, can be applied to avoid the spread-
ing of transgenes into the wild population.
Ideally, such sterility should be reversible;
otherwise it would mean the loss of the
goose that lays golden eggs. Finally, from
a historical perspective, the concerns on
the environmental impacts in the early
days of the recombinant DNA technology
have not been realized and many lessons
can be learned from this experience.

Acceptance of GM fish as food by society
is a key factor for the development of
transgenic fish as a new source of cheaper
and high-quality food. Largely, the concern
is due to the public perception that GM
food is unsafe to human health. Safety is
the ultimate goal of GM fish development
and relies on thorough characterization of
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the transgenes and safety assessment of
the GM fish, resembling the development
of new drugs. Unfortunately, it is a fact that
there is always a subpopulation of people
who are allergic, to different degrees, to
many of the existing natural food sources,
such as peanuts and shellfish. Therefore,
the challenge is great in developing GM
fish with absolutely no adverse effect
to every single individual in the human
population. A thorough evaluation process
to fully analyze any health risk of GM
fish to human should be established
and the information should be clearly
delivered to the public and well marked on
the food product. Development of ‘‘gene-
inactivated’’ transgenic fish may be more
acceptable by people who are concerned
of the safety of the ‘‘new’’ genes that are
introduced into fish. One candidate of such
GM fish is transgenic fish strains with
their myostatin gene being inactivated.
Inactivation of myostatin gene causes
double muscling in animals, resulting in
significant increase in mass of skeletal
muscle. Natural mutation of myostatin
gene has been found in the meaty
Belgian Blue and Piedmontes cattles, and
the double muscling effect has been
observed in mice whose myostatin gene
is artificially inactivated. Such ‘‘gene-
inactivation’’ approach would be very
valuable in producing transgenic fish with
more flesh and higher food conversion
rate, particularly for the economically
important aquaculture species.

In summary, the application of trans-
genic fish has resulted in many valuable
discoveries in basic biological science,
many of which could lead to the next
breakthrough for new cures for human
diseases. On the other hand, the poten-
tial of GM fish as bioreactors or as new
food sources should not be deterred by the

environmental and safety concerns but in-
stead it requires more research efforts in
the future to develop new GM species with
beneficial traits that are also safe to human
health and carry no harm to the environ-
ment.

See also Genetics, Molecular Ba-
sis of; Living Organism (Ani-
mal) Patents; Nuclear Transfer
for Cloning Animals; Reporter
Gene System: Green Fluorescent
Protein; Zebrafish (Danio rerio)
Genome and Genetics.
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Keywords

Autologous
Derived from endogenous sequences.

Binary Model
Mouse model in which gene activity can be switched on and off.

Chimeric Mouse
Mouse derived from donor ES cells and recipient embryo, displaying coat
color mosaicism.

Chromosome Substitution
A single full-length chromosome from one inbred strain has been transferred onto the
genetic background of a second strain by repeated backcrossing.

Conditional Model
Mouse model in which a modification can be activated on command.

CRE-LoxP
Bacterio phage P1-derived recombination system: the recombinase CRE-mediated
recombination between two identical recombinase recognition sites: LoxP.

CRE-MER
Fusion of a CRE recombinase with a mutated ligand-binding domain of the
estrogen receptor.

Ectopic Expression
Expression out of place or out of time.
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Embryonic Stem Cells
Pluripotent stem cells derived from preimplantation embryos.

Gene Targeting
Modification of endogenous genes through use of replacement vectors.

Gene Trapping
Process by which transcription of a marker gene is coupled to that of an endogenous
locus in which the gene trap vector is inserted and transcripts are trapped.

Heterologous
Derived from exogenous sequences.

Inbred Strain
A mouse strain bred to homozygocity for all loci by 20 brother-to-sister back crosses.

Insertional Mutagenesis
Gene modification by insertion of foreign DNA vectors.

Isogenic DNA
DNA derived from the same genetic background.

Knockin
Targeted mutation of an existing locus, mostly replacing endogenous coding
sequences with functional sequences

Pluripotent
Unlimited differentiation capacity.

Recombinant Inbred Strain
Recombinant inbred strains are derived from crosses of two inbred strains.

RNA interference
RNA-mediated posttranscriptional gene silencing.

Spatio-temporal Expression Pattern
Gene activity determined in time and location.

Tetraploid
Containing four haploid genome copies.

Transgene
A(n expression) construct that is inserted into the mouse genome.
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� Genetically modified mouse models have become a crucial tool in present day
biomedical research. Modifying genes in mice provides an excellent approach to
unravel gene function at the molecular and cellular level, as well as its role in the
physiology and pathology of the intact organism. By doing so, numerous models
have been developed that reliably replicate diseases in humans, thereby providing
insight in disease mechanisms and paving the way toward prevention and therapy.
Crucial for these advances has been the ability to modulate gene expression at will. It
is possible to increase or decrease gene expression, or eliminate the expression of a
gene completely. These alterations can be made cell type–specific and even inducible
or reversible. Moreover, it is possible to replace mouse genes with the cognate human
gene carrying a specific mutation. This chapter will deal with the essential approaches
in transgenic mouse research and its impact on biomedical research.

1
A Brief History of Mice

1.1
Mouse Genetics

The resources directed toward studying
the mouse have been exponentially grow-
ing. After the completion of the human
genome sequence, the mouse was the
second mammalian genome for which
the complete sequence was determined.
There is no mammalian system that
comes close to rival the molecular and
genetic possibilities that the mouse has
to offer to researchers. Many physiolog-
ical methods that worked fine in larger
experimental animals have been minia-
turized to make use of the genetic
approaches uniquely available to mouse
researchers. What makes the mouse
so special?

The advantages that come to mind first
are obvious: for biomedical researchers,
mammals are highly preferred model
systems, because the physiology of man
and most mammals is very similar and the
pathology of most diseases is reproduced
well in animal models. The mouse stands

out from the other mammals as being the
smallest. Mouse husbandry is therefore
easy and economical; its requirements
for food are modest, and mice are
excellent breeders with a short generation
time, allowing around four successive
generations each year. Upon completion of
the human and mouse genome sequence,
the usefulness of the mouse as a model
animal for the human has been further
reinforced. The number of genes in
both species is around 30 000. With the
exception of about 200 genes, which
were shown unique to mouse or man,
the vast majority of genes is conserved
between mouse and man. These combined
properties make the mouse an excellent
animal model to study gene function and
extrapolate the outcome to human disease.

Second, the mouse has advantages that
may be less obvious, but which relate to the
long tradition of mouse research starting
in the early 1900s. Up until then, hobbyist
mouse keepers had already been breeding
mice for their coat color variation. By
making use of these mice, it was possible
to demonstrate that this variation followed
the laws of Mendelian inheritance. Soon, it
was also realized that there was a need for
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genetically homogeneous mouse strains
and the most widely used inbred strains
such as BALB/c and C57BL6 originate
from that period. An excellent historical
overview on mouse genetics is provided by
Dr. Silver.

At present, hundreds of inbred strains
have been generated (see Sect. 6). This re-
source is the key to the success of mouse
research. Inbred strains ensure that exper-
iments can be carried out in the absence of
inter-individual genetic variation, because
mice within an inbred strain are all geneti-
cally identical to each other and homozygous
throughout the genome. Moreover, each
strain has one or more unique and, often,
well-established properties that make the
strain particularly useful for a specific area
of research. For instance, some mouse
strains appeared susceptible to cancer or
cardiovascular diseases, while others are
better suitable for behavioral research. The
genetics of such complex diseases and bio-
logical processes is very difficult to study
in man. This is mainly due to the fact
that multiple genes are involved and that
the genetic basis for susceptibility to, for
instance, cancer will vary from person to
person. In the mouse, it is possible to cross-
breed a susceptible and a resistant strain.
As a result, the susceptibility to cancer will
vary in the progeny. Genetic variation in
these mice is confined to the differences
between the two parental strains, and ev-
ery given locus will only have two different
alleles. Hence, the genetics is confined
to a maximum of two alleles per locus,
which greatly simplifies genetic analysis.
These properties allowed generating spe-
cific resources to study complex diseases,
including recombinant inbred (RI) strains
(http://jaxmice.jax.org/info/recombin-
bred.html). These RI strains combine
a specific genetic contribution of one
mouse strain with the genetic background

of another strain. Along these lines, a
very powerful resource has been devel-
oped recently, consisting of a panel of
inbred mouse strains carrying only a sin-
gle chromosome from the other strain
(http://jaxmice.jax.org/library/notes/
493c.html). These chromosome substitution
strains are very similar to recombinant
inbred strains, but offer a less costly strat-
egy to move from a susceptibility locus
toward the gene proper. The principles of
mouse genetics are crucial when working
with transgenic animals, because it is vi-
tal to control the genetic background in
the experiments (see below): the interac-
tion between the transgene and the genetic
background will ultimately determine the
phenotype; for example, changing the ge-
netic background on a given genetic trait
may prevent an early death of a particular
mouse model.

While mouse genetics has a major
impact on our understanding of the mech-
anisms underlying complex diseases, a
constant influx of mice carrying single
gene mutations greatly stimulates mouse
research. These mutations have either oc-
curred spontaneously in mouse breeding
programs or originated from research on
the gene toxicity of radiation and chem-
ical compounds. The latter approach has
been rejuvenated upon the availability of
better technology to identify the causative
mutations (see below). A good example
of a spontaneous mutation is the lep-
tin gene mutation that occurred in the
C57BL6 mouse. The mutation was named
ob, after obese, because the mice have no
control over their feeding behavior and be-
come overwhelmingly obese. Hence, the
phenotype could be discovered easily. The
subsequent discovery of the causative gene
marks one of the most dramatic discover-
ies in this research field.
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1.2
Molecular Mouse Genetics

Despite all the possibilities for the
basic biomedical research offered by
‘‘traditional’’ mouse genetics and the
discoveries of relevant mutations through

random mutagenesis, the true break-
through for the mouse as the animal of
choice came with the accomplishment of
(1) transgenesis through injecting DNA in
fertilized oocytes and (2) gene targeting via
homologous recombination in embryonic
stem cells. The latter mice are commonly

Transgenesis

1989In vivoGerm line transmission of targeted mutations in
ES cells

 

D.W.Melton
O.Smithies

1982
1987

In vitroHomologous recombination in mammalian cells
Homologous recombination in ES cells

M.R.Capecchi
K.R.Thomas

1981In vitroEstablishment pluripotent ES cell cultures M.Evans
G.Martin

Gene targeting

1982
Pronuclear

injection
First phenotype of a transgenic mouse
(giant  mouse; rat growth hormone)

R. Palmiter
R.Brinster

1982
Pronuclear

injection
Expression of integrated transgene

R.Brinster
F.Costantini

E.Lacy

Pronuclear
injection

Integration and germ line transmission of
transgenes

J.Gordon

1976

1981

Viral
infection

Germ line transmission of  retrovirusesR.Jaenisch

Milestones in mouse molecular genetics

1980 1985 1990 1995 2005
0

10

100

1000

10 000

100 000

Transgenesis

Gene targeting

C
um

ul
at

iv
e 

nu
m

be
r 

of
  p

ub
lic

at
io

ns
  →

2000

Publication date  →(a)

(b)



Transgenic Mice in Biomedical Research 511

known as knockout mouse models. This
combination of technologies offers the pos-
sibility to design models with ‘‘gain of
function’’ and ‘‘loss of function,’’ which is
an ideal situation for a (mouse) geneticist
(Fig. 1a).

Notably, these technological break-
throughs were facilitated by the availability
of inbred mouse strains. Transgenesis
works most efficient when the donor eggs
are produced by first generation (F1) hy-
brids between C57Bl6 and BALB/c. In the
case of the gene-targeting approach us-
ing embryonic stem cells, it is critical to
make use of the appropriate strain com-
binations when injecting the cells into
blastocysts and propagating the embryos
in foster strains. This dependence on the
genetic background provides the ability to
choose the optimal strain and may be one
of the reasons why, mice are, as of yet,
the only mammalian species suitable for
gene targeting (see Sect. 3). The goal of
altering the gene function through trans-
genesis is to generate animal models in
which the role(s) of the gene of interest
either in normal (e.g. development) or ab-
normal biological processes (e.g. disease)
is revealed. Other important applications
in fundamental science include the study
of mammalian gene expression regula-
tion. Currently, genetic modification is
carried out in a wide range of invertebrate

and vertebrate species, including mam-
mals such as mice, rats, rabbits, and
livestock such as sheep, pigs, cattle, and
recently even primates. The choice of the
models is primarily determined by its ob-
jective (e.g. improvement of economical
value or development of pharmaceutical
proteins). Although fundamental biolog-
ical processes can be well studied in
relatively simple organisms such as the
nematode Caenorhabditis elegans, or the
fruitfly Drosophila melanogaster, for experi-
mental biomedical research the laboratory
mouse is by far the most used animal
model. Below, we will briefly outline the
emergence of the two technologies and
sketch the initial experimental strategies
that caused great excitement within the
scientific community.

1.2.1 Brief Overview of Developments
in Transgenesis
By classical definition, a transgenic organ-
ism carries extra, often foreign (i.e. from
a different organism) DNA in its genome,
called a transgene. Transgenesis literally
crosses (trans) species barriers. One of the
most obvious conceptual characteristics
is that a transgene integrates at random
in the recipient host genome, whereas
gene targeting, by homologous recombi-
nation, selectively alters an existent locus.
A number of milestone achievements,

Fig. 1 Genetically modified mouse models in biomedical science. (a) A rough estimation of
published scientific output using genetically modified mouse models. The blue line represents
reports on transgenic models and the red line on gene targeting. Note: with the advent of conditional
gene targeting, which utilizes transgenesis in conjunction with targeted mutagenesis, a strict
separation of transgenesis and gene targeting into the twentieth century is difficult. (b) Milestones in
mouse molecular genetics. The first report on germ-line transmission of integrated retroviruses (via
infection) dates back to the mid-1970s. Subsequently, pronuclear microinjection of fertilized oocytes
and subsequent proof of transgene integration, expression, and germ-line transmission, were
pioneered in different laboratories. Similarly, breakthroughs in the use of embryonic stem (ES) cell
technology are listed. Many other excellent laboratories have since contributed to refinement of
technologies and strategies; these are listed throughout this chapter (see color plate p. xxvi).
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which were pivotal for the development
of modern-day mouse molecular genetics,
are summarized in Fig. 1(b).

In the mid 1970, robust technology to
clone genes and manipulate genes was
still about five years away. Subsequently,
as the structure of eukaryotic genes was re-
vealed and recombinant DNA technology
developed, gene constructs could be gen-
erated comprising an eukaryotic promoter
fused to the full-length coding sequence of
the gene of interest (consisting of a DNA
copy (cDNA) of the mRNA molecule).
Generating mice with a strong promoter
driving an extra copy of the gene resulted
in mouse models with high-level expres-
sion of the gene of interest. Interesting
phenotypes did occur when the gene was
markedly overexpressed. In addition, how-
ever, genes would become expressed in
the wrong tissue or at the wrong place.
This ectopic expression was also a powerful
way to obtain phenotypic information. Ini-
tially, researchers were often confronted
with a high failure rate: gene constructs
would be integrated in high-copy head-
to-tail arrays (see Sect. 2), but would not
show a corresponding increase in expres-
sion level, or transgene expression would
diminish in consecutive generations. A
much-improved understanding of eukary-
otic gene regulation in the mid-1980s
provided the insight, leading to improved
construct design. For instance, DNA ele-
ments located tens of kilobases outside of
the β-globin gene were shown to control
high-level tissue-specific gene expression
through interaction with DNA sequences
immediately 5′-prime of the gene. Also,
sequence elements were discovered that
isolate a specific gene from influences
of flanking DNA. In addition, evidence
was obtained for a role of splicing in
mRNA stability. These advances led to the
use of much larger constructs harboring

the complete intron–exon structure of the
genes, and including large up- and down-
stream DNA segments. Such fragments
were obtained through cloning in cosmids,
bacterial artificial chromosomes and yeast
artificial chromosomes, allowing handling
DNA fragments in the range from 40 up
to 1000 kb.

1.2.2 Brief Overview of Developments
in Gene Targeting
The development of gene targeting by
homologous recombination in embryonic
stem cells (ES) can be attributed to two cru-
cial technological advances that ultimately
compounded. One line of research in-
volves ES research. Initially, ES cells were
used to study cellular differentiation and
cancer, because when injected subcuta-
neously into nude mice, teratomas would
develop. Figure 1(b) itemizes a number
of crucial advances in ES cell technology
that helped develop ES cell technology
to its current status. Improved culturing
conditions ensured sustenance of pluripo-
tence, a property of ES cells crucial for
their application as vehicles to introduce
germ-line mutations. Soon after the first
mouse was made that showed germ-line
transmission of genes introduced through
genetic modification of ES cells in vitro, evi-
dence was obtained that an endogenous
locus could be exchanged for a mutated
sequence by homologous recombination
in vitro (see Sect. 3). These strategies tar-
geted the murine HPRT gene and were
based on the fact that HPRT is an ex-
cellent selectable marker expressed in
the genome on the X chromosome of
male cells. Spurred by success, the ques-
tion arose whether gene targeting would
also be feasible for nonselectable auto-
somal genes; this was proven possible
shortly after.
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Sections 2 and 3 will elaborate on
the conventional transgenesis and gene-
targeting technology. Noteworthy, with the
introduction of novel concepts in molec-
ular genetics, our ability to manipulate
gene expression in the mouse currently
knows few limitations. Sections 4, 5, and
7 of this chapter will elaborate on some
of the more recent technological advances
such as binary systems (see Sect. 4), ran-
dom mutagenesis (see Sect. 5), and RNA
interference (see Sect. 7).

2
Transgenesis; Basics and Technology

2.1
Transgene Design

Shortly after its introduction in the early
1980s, the main scientific applications
of transgenesis in the mouse could be
roughly divided in two areas: (1) studies
of gene promoter activity (and/or other
regulatory elements) and (2) studies of
the effect(s) of gene overexpression (or
a mutated form thereof; Fig. 2a). Gene
activity is, simply put, controlled by a
promoter. A promoter is a stretch of
DNA sequence, which usually precedes the
coding part of a gene. A promoters’ task is
to regulate gene expression: it controls the
‘‘when (at which time point) and where’’
(in what cells, tissues) of gene activity.
Eukaryotic genes also carry a termination
element. In order to function properly
in a eukaryotic genome, a transgene
minimally meets these requirements: it
carries a promoter, a coding part, and a
stop signal. The easiest way to read out
promoter activity in cell or a developing
animal is by placing a so-called reporter
gene downstream of it. Reporter genes
encode proteins, often found in lower

organisms such as yeast, fireflies, or
jellyfish, which reveal their presence by a
microscopically or macroscopically clearly
visible mark (Fig. 2a, b). This approach is
standardly used to examine spatio-temporal
gene expression patterns and/or tissue
specificity of native promoter sequences
in vivo (Fig. 2b).

By far, transgenesis is used to achieve
and/or study the effects of overexpres-
sion (higher gene activity than normal)
or ectopic expression (gene activity in dif-
ferent cell types than normal) of a gene
of interest, or of a mutated form thereof.
The common denominator of these stud-
ies is the analysis of the resulting altered
phenotype. This can be abnormal devel-
opment, altered physiology or behavior,
development of disease, and so on. The
choice of regulatory sequences (see be-
low) determines whether the expression
of a transgene follows the expression pat-
tern of its endogenous counterpart or is
limited to distinct cell types or particular
developmental stages.

2.1.1 Origin and Structure
of the Transgene
The origin of a transgene, or elements
therein, may range from prokaryotes or
from lower (e.g. reporter genes) to higher
eukaryotes, like mice or men. In ex-
perimental biomedical research, human
transgenes offer several advantages. Im-
portantly, many known genetic disorders
in humans have been extensively char-
acterized at the molecular genetic level:
mutations or deletions are charted and
such ‘‘diseased alleles’’ are readily avail-
able. In addition, most genes and proteins
are well conserved between mouse and
man. This, of course, is important when
the biological activity of a gene product de-
pends on proper interaction with other
cellular proteins. Finally, the sequence
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divergence between mouse (transgene re-
cipient) and human (transgene donor) of
a given gene can be used to determine
whether a mouse is transgenic or not, what
its copy number is (number of transgene
integrations), and whether a transgene is
actively expressed, since it allows for dis-
crimination between transgene and the
endogenous gene. Figure 3 gives an exam-
ple of such an analysis.

Most eukaryotic genes display a typi-
cal intron/exon structure, with only exon
sequences represented in mRNA. Trans-
genes, in general, are more reliably ex-
pressed if the intron/exon boundaries are

preserved in a transgene construct. Solely
cDNA-based expression vectors (i.e. exons
sequences only) frequently show low ex-
pression levels and are often silenced.
Since many integrating DNA or RNA
viruses do not carry the eukaryotic in-
tron/exon structures, an expressed genetic
sequence without such boundaries may
be recognized as foreign and potentially
harmful by the eukaryotic host cell and
will be inactivated (silenced) by cellular de-
fense mechanisms. The native intron/exon
structure of a gene need not be preserved
in its entirety: indeed, inclusion of only
one intron in a transgene has been shown

Construct type

Reporter genePromoter X

Promoter Gene X

Promoter studies

Gene studies2.

1.

(a)

(b) (c)

(d) (e)
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to augment transgene expression. Many
successful transgene constructs include
both genomic and cDNA sequences de-
rived form the same gene (Fig. 4a).

2.1.2 Regulatory Elements
Any transgene comprises a number of
essential elements that control gene ex-
pression (Fig. 4b). The most basic and
essential elements are the promoter and
termination signals for transcription (RNA
synthesis). A promoter controls gene ex-
pression by providing binding sites for
proteins (RNA polymerase transcriptional
machinery, cell type–specific transcription
factors) that regulate gene transcription
(i.e. activation). The real-life situation is
often much more complicated than this;
many more regulatory elements exist that
all play a role in establishing stable and
faithful gene expression patterns. Among
these are enhancers, which typically act
in an orientation-independent manner,

Matrix attachment regions (MARs), scaf-
fold attachment regions (SARs), Locus
control regions (LCR), chromosomal insu-
lators, and antirepressor elements. Some
of these elements are involved in sub-
nuclear localization of genes to areas of
active transcription and/or insulate gene
expression from influences of surround-
ing chromatin. Some of these autologous
(i.e. endogenous) regulatory elements may
actually be many thousands of base pairs
removed from the coding sequences of a
gene. Indeed, if the purpose of a study is
to examine faithful gene expression pat-
terns, for instance throughout embryonic
development, a transgene should include
such endogenous elements. The exact lo-
cation of such elements within a locus
is often not known and hence there is an
obvious advantage in using large DNA seg-
ments as transgenes. The development of
molecular vectors, which can harbor large
pieces of DNA, such as so-called artificial

Fig. 2 Transgenesis; concepts. (a) Original scientific applications of transgenesis in the mouse were
roughly divided in two areas: (1) studies of gene promoter activity (and/or other regulatory elements)
and (2) studies of the effect(s) of overexpression (or a mutated form) of gene X. Promoter studies
typically make use of reporter genes (green box) that reveal their presence through specific catalytic
activity. Often-used reporter genes include the green fluorescent protein jelly fish (b, d), bacterial
beta-galactosidase (c), (also see Fig. 3), and fire fly luciferase (d). (b) Transgene expression is
controlled by a keratinocyte-specific promoter (source image: http://www.mshri.on.ca/nagy/
cre.htm; Maatman, R., Gertsenstein, M., de Meijer, E., Nagy, A. et al. (2003) Aggregation of embryos
and embryonic stem cells, Methods Mol. Biol. 209, 201–230). (c) Differential expression of
beta-galactosidase (upper left to lower right): Lymphatic vessels (intestinal surface), marginal zones
between red and white pulp (spleen), bronchial epithelium (lungs), Large skeletal muscles (limb),
granule cell layer (cerebellum), Intervertebral discs (source images: Valenzuela, D.M., Murphy, A.J.,
Frendewey, D., Gale, N.W. et al. (2003) High-throughput engineering of the mouse genome coupled
with high-resolution expression analysis, Nat. Biotechnol. 21, 652–659). (d) Fluorescent images of an
X-linked enhanced green fluorescent protein (EGFP) transgene; transgenic male offspring (left) of a
mating between an X-linked EGFP transgenic female and a nontransgenic male have ubiquitous
green fluorescence in the skin owing to the presence of a single active X chromosome. Transgenic
female pups (right) have mosaic (tortoiseshell) green fluorescence in the skin owing to random
inactivation of one X chromosome (source image: Hadjantonakis, A.K., Dickinson, M.E., Fraser, S.E.,
Papaioannou, V.E. (2003) Technicolour transgenics: imaging tools for functional genomics in the
mouse, Nat. Rev. Genet. 4, 613–625). (e) An external image of adenovirus-encoded GFP gene
expression acquired from a nude mouse in the light box 72 h after portal vein injection (see color
plate p. xxviii).
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Fig. 3 Transgene construction and detection. (a) Schematic representation of a hypothetical
transgene. The transgene is derived from mouse genomic sequences (brown). Transgene
expression is under control of a general promoter and terminates in a retroviral long terminal
repeat (LTR) element. Probes used for detection of transgene DNA or RNA are depicted as a
brown box (nonspecific (ns) probe, which detects both the endogenous gene and the
transgene) or a blue box (a transgene-specific (ts) probe, which only detects the transgene).
(b) Copy number determination by Southern blot analysis with a ts probe. Bold print above
image represent DNA samples with known copy numbers, resp. 10, 5, 1, and no transgene
copies inserted; the remaining lanes show four founders with varying copy numbers (image
adapted from:(http://www.healthsystem.virginia.edu/internet/transgenic-mouse/
southerndesign.cfm)) (c) Detection of transgene expression by Northern blot hybridization
clearly demonstrates the need for transgene specific probes (right panel). Left panel: expression
signal of endogenous gene masks transgene expression (see color plate p. xxix).

chromosomes that can be propagated in
yeast (YACs), phages P1 (bacterial viruses;
PACs), or bacteria (BACs) has been im-
perative for the cloning and expression
of such transgenic constructs. Exceedingly
large constructs (>500 000 bp) are first
transferred into embryonic stem cells (see
Sect. 3), which are then used to generate
transgenic mice.

Regulatory elements need not necessar-
ily be autologous in nature, they may be

heterologous. For instance, when overex-
pression or ectopic expression is required,
general type heterologous promoters (e.g.
viral promoters) and/or enhancers are
widely used. The use of heterologous
and autologous regulatory elements is
often combined. The first published trans-
genic mouse model displaying a specific
phenotype made use of the general-type
metallothionein promoter (pMT). The MT
promoter is inducible in vitro and in
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Fig. 4 Transgene structure and regulation. (a) Schematic overview of basic
transgenic construct design. For all constructs (1,2,3), eukaryotic coding sequence
is the starting material. Regulatory sequences are cloned separately into the
construct, which is entirely cDNA based (1). Endogenous regulatory sequences
may be included when genomic DNA is used (2). A transgene can be tailored to
specific requirements. The hybrid genomic/cDNA construct depicted
(3) combines intro-exon boundary inclusion with facile cloning options: the use of
cDNA may reduce the size of a vector considerably. prom: promoter sequences,
ex: exon, cDNA: copy DNA, 3′ UTR: 3-prime untranslated region, p(A):
polyadenylation signal. (b) Regulatory sequences in transgene design. Depending
on the specific purpose of the model, many different systems are available to
control transgene expression. As indicated, regulatory element can be autologous
(i.e. derived from an endogenous locus) or heterologous in nature (1). The
required transgene expression profile may need to be ubiquitous, or cell type
specific. This determines the choice of promoter (2). Finally, the model may
require controlled expression; instead of constitutive expression, inducible
expression would be preferred (3). (Figures adapted from: Voncken, J.W. (2003b)
Transgene design, Methods Mol. Biol. 209, 51–67).

vivo with glucocorticoids, heavy metals, or
bacterial endotoxin (LPS). Heterologous
promoters and other regulatory elements
are applied widely, and as indicated be-
fore, their incorporation into constructs
is determined primarily by the aim of

the animal model (see Fig. 2). Not only
general-type promoters, like the ones driv-
ing housekeeping genes (e.g. phosphoglyc-
erate kinase PGK) or other genes that are
widely expressed throughout eukaryotic
cell types (e.g. histones, ß-actin), but also
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viral promoters are often used to ensure
high and ubiquitous transgene expression.
LCRs are included in transgenic constructs
to both enhance transgene expression
and to achieve position-independent and
copy number–dependent expression of a
transgene, often with cell lineage–specific
enhancer activity. Finally, promoter choice
is often dictated by whether expression of
a transgene is deleterious to the mouse or
not. For example, many oncogenes play an
important role in embryonic development,
interfering with their normal expression
(pattern) results in embryonic lethality. To
bypass this problem, either tissue-specific
or inducible promoters (or combinations
of such regulatory systems are used (see
Sect. 4)).

Taken together, the origin of DNA, struc-
ture and choice of regulatory elements
for a transgene are largely determined
by the scientific aim of the experimental
model itself. For biomedical studies em-
ploying the laboratory mouse as a model
system, the use of human transgenes is
often preferred.

2.2
Pronuclear Injection

Transgenes can be introduced into living
cells in many different ways. Among the
most standard procedures in vitro (‘‘in the
test tube’’) are transfection methods either
using calcium phosphate/DNA precipi-
tates or liposomes (small DNA-containing
vesicles surrounded by a lipid membrane),
which are taken up by cells, electropo-
ration (electroshock), viral vectors (e.g.
adenovirus, retrovirus, which carry the
transgene), particle bombardment, and
microinjection. Some of these methods,
however, cannot be used in combination
with mouse oocytes. The very first proof-of-
principle report on germ-line transmission

of a foreign DNA sequence in the mouse
was achieved through retroviral transduc-
tion. As indicated above, viruses of this
class are often inactivated in eukaryotic
cells. Although recent technological de-
velopments in the field of transgenesis
again make use of retroviral constructs (see
Sect. 7), pronuclear injection has been the
golden standard for generating transgenic
animals over the last two decades.

The principle of pronuclear injection
is simple: a sterile DNA solution is pre-
pared, which contains a very low con-
centration of the transgene (nanograms
(10e-12 kg)/microliter (10e-15 l)). A very
fine glass needle containing the transgene
DNA solution is inserted into one of the
pronuclei and DNA solution is expelled
into the nucleoplasma (Fig. 5a, 6a). The
amount of DNA injected is extremely low
(femtograms (10e-18 kg)/picoliters (10e-
12 l)). Injected transgene DNA in the nu-
cleus tends to integrate at random into the
genome. Often, this occurs in head-to-tail
tandem arrays called concatamers. (Fig. 5b).
The repetitive nature of such concatamers
may lead to transgene inactivation, as does
the random character of the insertion: it
often causes transgenes to land in inactive
heterochromatin, which constitutes most
of a eukaryote cells’ DNA. The use of in-
sulator elements (see Sect. 2.1) or targeted
transgenesis (see Sect. 4) provides solu-
tions to these problems.

2.3
Biotechnological Procedures

Figure 6 gives an overview of the biotech-
nological procedures involved in the pro-
duction of transgenic mice. Because gen-
erating transgenic mice by pronuclear
injection is a rather inefficient process, a
relatively large number of fertilized oocytes
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Targeting
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Endogenous locus

Gene targeting

Transgene
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Single random
transgene
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Transgenesis

Chromatin
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Fig. 5 Microinjection. (a) Pronuclear injection of DNA into a fertilized
one-cell-stage embryo. In the early stages following fertilization, two pronuclei
are visible in the zygote: one from the oocyte and one from the sperm cell;
these will eventually fuse to form a diploid nucleus. Both prefusion pronuclei
are clearly visible in the cytoplasm (the male pronucleus is mostly used for
injection, since it is the largest) (left panel; source image: Hogan, B.,
Beddington, R., Costantini, F., Lacey, E. (1994) Manipulating the Mouse
Embryo. A Laboratory Manual, 2nd edition, Cold Spring Harbor Laboratory
Press, Cold Spring Harbor, New York). Microinjection of genetically modified
ES cells into blastocysts; arrow indicates collapsed, injected blastocysts; ES
cells are clearly visible in the blastocoel (right panel). (b) Schematic
representation of random integration of transgenesis in the mouse genome:
transgene either integrated single or as concatameric head-to-tail arrays.
(c) Gene targeting is homology-driven: a targeting vector will exchange with an
endogenous locus by homologous recombination.
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Fig. 6 Schematic representation of a number of techniques to generate
genetically modified mouse models. (a) Pronuclear injection of transgene
DNA. (b) Injection of infectious viral particle in the perivitellin space; the
advantages of using lentiviral shuttle vector are significant: it obviates
potentially harmful procedures otherwise used to introduce transgenes into a
cell (pronuclear microinjection, electroporation) and offers some degree of
control over transgene copy numbers. Lentiviral vectors are also used to
generate transgenic lines through infection of ES cells. One of the few
restrictions on recombinant lentiviral vector use is the size limitation on the
transgene inserts. (c) Microinjection of pluripotent, genetically modified ES
cells into blastocysts.

needs to be injected to obtain the so-
called founder mice: transgenic founders
developed in utero from successfully in-
jected zygotes that carry an integrated

transgene in their genome. A typical
transgenic study uses at least three ex-
pressing transgenic founders to establish
independent transgenic mouse lines from.
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Convenient numbers of fertilized eggs
are obtained by superovulation, much the
same as way as in humans for in vitro fer-
tilization purposes: exogenous hormones
(follicle-stimulating hormone and luteiniz-
ing hormone analogs) are injected at a
48-h interval to achieve multiple ovulations
per donor female, which are subsequently
mated to fertile males. Simultaneously,
recipient females, the so-called foster fe-
males, are endocrinologically primed for
pregnancy by copulation to vasectomized
males (see Fig. 7). Microsurgery is carried
out under aseptic conditions and general
anesthesia. A number of different mouse
strains are useful for biotechnological pro-
cedures, many of which have their own
advantages and specific traits (see Sect. 1).
Detailed descriptions of the technology,
useful strains, and husbandry are to be
found in a number of media.

3
Gene Targeting; Basics and Technology

First established in the late 1980s and early
1990s of the last century, gene targeting is
now a well-established technology for gen-
erating genetically modified mouse mod-
els. Gene targeting allows for germ-line
manipulation at predetermined genomic
loci by a process called homologous recom-
bination: part of an endogenous allele is
replaced or mutated by vector sequences
that carry flanking sequences homologous
to the endogenous gene (Sect. 3.1). It is
in this aspect where gene targeting funda-
mentally differs from conventional trans-
genic technology: the possibility to change
existing genes offers a very important and
powerful extension of the molecular ge-
netic tools to create experimental animal
models in biomedical research. Whereas

transgenesis asks for genes and their phe-
notypes to be dominant in nature (e.g.
expression of (mutated) oncogenes), gene
targeting now permits study of reces-
sive gene function (e.g. tumor suppressor
genes). The concept of gene targeting is
simple: eradication of a gene may reveal its
function by a resultant phenotype. Current
applications range from conventional null
mutation of a given gene, the so-called gene
knockouts, to replacement of endogenous
alleles with mutated alleles and even in-
ducible (conditional; see Sect. 4.3) genetic
modifications.

3.1
Targeting Vector Design

Generally speaking, two types of vectors
exist by which genes can be mutated.

1. Replacement vectors
2. Random insertion vectors

All classical replacement type vectors have
in common that they carry stretches of
DNA, which are highly homologous or
identical to the gene, which is to be tar-
geted. The mechanism by which gene
replacement is accomplished, homologous
recombination, uses these identical or very
similar sequences of DNA: homologous
recombination is a sequence homology-
initiated and driven process (Fig. 5c, 8a).
It appears to be a highly selective pro-
cess, which only takes place between
relatively large (several kilobase pairs)
DNA segments. In fact, it is important
that the constructs used for homologous
recombination are being derived from
the exact same genetic background (iso-
genic) as the cell line used for gene
targeting. This requirement implies that
a sequence divergence of around 1 in
100 bp will cause a marked drop in
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Fig. 7 Biotechnological procedures in conventional transgenesis. (a) Hybrid
F1 animals are used for superovulation and mating to generate sufficient
zygotes for injection. (b) Upon microinjection, the embryos are transferred
into the oviduct of a pseudopregnant female; pseudo-pregnancy, is achieved
by mating to a vasectomized male and exists for a maximum of 3 days; the
surgical transfer of microinjected one- or two-cell-stage embryos directly into
the fallopian tube at 0.5 day post coitum ensures sustenance of the pregnant
state. (c) Offspring will manifest coat colors of both strains (e.g. C57Bl6 and
CBA) used to generate the F1 hybrids (e.g. B6CBA/F1). Roughly, 10% of the
offspring will carry an integrated transgene, and will be further examined for
transgene expression and transmission. Such an animal is referred to as a
transgenic founder. In addition, these media provide comprehensive
information on historical and genetic backgrounds of in- and outbred strains
on mouse embryology and dissection of specific developmental stages.
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the frequency of homologous recombi-
nation. Conventional gene-targeting con-
structs mostly harbor a selection marker
(neomycin, hygromycin, or puromycin re-
sistance gene), which serves a number
of purposes: it replaces endogenous gene

sequences, thereby interrupting the gene
and rendering it nonfunctional (Fig. 8a).
In addition, the marker is used to positively
select for embryonal stem cells that have
integrated the targeting vector. A second
feature often included in a replacement

R R

R

Targeting vector

Protein

Functional domain

Locus

Select

Interruption & selection

Homologous
recombination

Gene product

R

Probe

Wild-type allele

Null allele

Genotype: +/+ +/−−/−
(R-R fragments)

(a)

(b)

Fig. 8 Basic design of a conventional targeting
vector. (a) The targeting vector duplicates part of
the locus to be mutated (homologous
sequences), but is interrupted by a positive
selection marker (select), for instance, an
antibiotic resistance gene. Many conventional
targeting vectors also contain a negative
selection marker. The herpes simplex virus
Thymidine Kinase gene is often included: the TK
gene product converts a harmless compound,
for instance, Ganciclovir, into a cytotoxic
substance. The positioning of the TK cassette at
one of the ends of a targeting vector results in
exclusion of TK from the genome upon
homologous recombination, whereas TK is
cointegrated in case of random integration of a
targeting vector. (b) The vector is designed such

that by means of an ‘‘external probe’’ (blue-grey
box: probe; from within the to be targeted locus,
but outside the homology regions used in the
targeting construct) and strategically chosen
restriction endonuclease sites (R) a shift is
detected upon homologous recombination. The
figure shows the three possible genotypes; two
wild-type (+/+) alleles, two knockout (−/−)
alleles (homozygous knockout), and a
combination of both in the heterozygous (+/−)
condition (see also Fig. 10). Mutagenesis vectors
may be introduced into ES cells via several
means; the most commonly used method is
electroporation (electroshock) by which the
cellular membrane is damaged, allowing uptake
of DNA in cells (see color plate p. xxvii).
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vector is a negative selection marker, for ex-
ample, the Herpes simplex virus thymidine
kinase (HSV-TK). Upon positive (negative)
selection, a number of separately isolated
ES cell clones are ‘‘genotyped’’ to ensure
proper recombination on both ends of the
targeting vector. Typically, these cells carry
a monoallelic mutation, that is, only one
of two alleles in the ES clone is replaced by
the targeting vector (Fig. 8b).

Random insertion type vectors insert at
will in the genome and, therefore, do
not rely on sequence homology with
target genes (see Sect. 5.1). Integration
of a vector in a locus may, however,
cause inactivation of a gene. The best-
known application of insertion type vectors
is gene trapping (see Sect. 4 and 5).
Gene trap vectors are constructed such
that they either trap promoter activity
or trap a polyadenylation signal from
an endogenous locus (Fig. 15). In this
manner, not only actively transcribed
but also inactive genes can be trapped
(with promoter-trap or poly(A)-trap vector
respectively). Variations on this concept
are described in Sect. 5.

3.2
Embryonic Stem (ES) Cells

In contrast to classical transgenesis, where
mutagenesis is done directly in the em-
bryo, gene targeting is done in embryonic
stem cells (ES cells) (Fig. 9a). These are very
early stem cells isolated from preimplan-
tation embryos (blastocysts). ES cells are
pluripotent, that is, they are fully undiffer-
entiated and, in essence, have the capacity
to participate in mouse embryogenesis and
become any cell type in the animal. The
first steps in a gene targeting experiment
are carried out in vitro. ES cell culturing
conditions are aimed at maintaining their
pluripotency. ES cells are either cultured

on a layer of supporting feeder cells (mouse
embryo fibroblasts (MEFs)) in the presence
of factors that block differentiation of stem
cells in general (like Leukemia Inhibitory
Factor,) or are ‘‘feeder-independent.’’ It
is their pluripotency that is ultimately
called upon: when generating targeted mu-
tations in the mouse, male mutant ES
cells are reintroduced into preimplanta-
tion embryos and made to participate in
embryogenesis and spermatogenesis in
particular. If the latter occurs, the tar-
geted mutation can be stably transmitted
via the germline to offspring and bred to
homozygocity.

3.3
Genesis of Mosaic Embryos

ES cells may be used in a number of ways to
generate genetically mosaic embryos. The
most commonly used procedure is blasto-
cyst injection: preimplantation blastocysts
are used to introduce ES cell into (Fig. 5a).
The donor mouse line (i.e. of which ES
cells are derived) and the recipient line (i.e.
of which blastocysts are procured) differ in
coat color genetics. Typically, an inbred
strain such as C57blk (black coat color)
is used for blastocyst production to in-
ject 129Sv or a 129Ola (sand-colored coat),
some of the most commonly used ES cell
lines, into. The procedure described above
is schematically represented in Fig. 6c.

Alternatively, ES cells can be fused to
morula stage embryos in a procedure
termed morula aggregation. Embryos in the
morula stage typically comprise 8 to 16
blastomeres (individual embryonic cells)
surrounded by a protective layer called
the zona pellucida. In order to achieve
aggregation, this zone is first removed and
the embryos together with a small number
of ES cells are cocultured in a small
depression, in which gravity forces them to
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(b)

(c) (d)

(a)

Fig. 9 Embryonic stem cells, embryos, and
chimeric mice. (a) Left panel: ES cells grown on
mouse embryonic fibroblasts (MEFs); white
arrows point at colonies of tightly coherent ES
cells; right panel: feeder-free ES cells.
(b) Aggregation of 8-cell-stage morulas (black
arrow) with genetically modified ES cells (white
arrow). (c) Chimeric mice beautifully displaying
the coat color mosaicism resulting from
contribution of ES cells of two different genetic
backgrounds to the developing embryo the mix
of, in this case, C57Bl (recipient
blastocyst – black) and 129Ola (donor ES

cells – sand) becomes manifest as Agouti,
patches of purely 129Ola-derived tissue is sand
colored (e.g. over left eye). (d) Electrofusion of
two-cell-stage embryos (middle left) results in
fusion and formation of one-cell-stage tetraploid
embryos (white arrows). Tetraploidy does not
hamper placenta formation, but does not permit
normal embryogenesis. Tetraploid blastocysts
injected with diploid ES cells will support fully ES
cell–derived embryonic development (source
image: (http://www.mshri.on.ca/nagy/cre.htm))
(see color plate p. xxxi).

be in close contact with each other (Fig. 9b;
http://www.mshri.on.ca/nagy/cre.htm).

Both methods yield the typical mosaic
coat (e.g. a mixture of different coat colors,
like black and sand). The mice that display

the coat color mosaicism are referred to as
chimeric mice (Fig. 9c). Chimeric males are
bred to wild-type mice to generate a mouse
that is heterozygous for the mutant allele in
all its cells; the subsequent mating of two
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heterozygous animals allows the mutation
to be bred into a homozygous state.

3.4
Biotechnological Procedures

In contrast to transgenic technology,
preimplantation embryos are isolated at

the blastocyst stage. Microinjected em-
bryos are transferred directly into the
uterus of a 2.5-day pseudopregnant female,
where they develop into chimeric embryos
(Fig. 9b, 10). A typical targeting experi-
ment uses at least two independent mutant
embryonic stem cell lines for microinjec-
tion to verify and confirm the phenotype

X
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Uterine transfer
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Microinjection
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in two independently established homozy-
gous knockout animals.

4
Refinements to the Models

Transgenes or gene knockouts may cause
unexpected embryonic or neonatal lethal-
ity, either by interfering with embryo
development or placentation. If the aim
of an animal model is to, for example,
study the effect of a transgene or a gene
knockout on adult physiology or devel-
opment of a disease, embryonic lethality
limits the usefulness of such a model. To
circumvent this problem, animal molecu-
lar geneticists have sought to refine animal
models. The resulting mouse models of-
ten combine aspects of transgenesis and
gene targeting and may include a molec-
ular switch, by which null mutation of a
gene now is rendered conditional. Such
on/off models are referred to as binary
models. The most pivotal advantages of
such molecular switches are gain in ac-
curacy and specificity of the model and
an important concomitant reduction of
disease burden for the animals. Some ex-
citing models and applications that have

been developed over the last decade are
described below.

4.1
Fully ES Cell–derived Embryos

The placenta is one of the first organ
systems to develop during early embryo-
genesis. It provides an essential means
by which the developing embryo and the
mother animal exchange essential factors
such as nutrients and oxygen. A surpris-
ingly large number of null mutations result
in defective placentation. Defective placen-
tation in a conventional genetic approach
thwarts all possibilities to uncover a gene
function during early embryogenesis. J.
Rossant and coworkers developed an ele-
gant solution to this problem during the
early 1990s: tetraploid embryos were used
to reintroduce diploid ES cells into. The
concept is elegantly simple: tetraploid cells
will contribute to placentation (polyploidy
is a normal feature within the developing
placenta); they will, however, not con-
tribute to the development of the embryo
itself. It was shown that in this approach,
reintroduced normal diploid wild-type ES
cells were fully capable of supporting nor-
mal embryonic development. The data
demonstrated that with this technology

Fig. 10 Biotechnological procedures in conventional gene targeting. (a) Inbred strains are used for
superovulation and mating to generate sufficient blastocysts for injection. The procedures in use to
obtain sufficient blastocysts for microinjection are natural matings or superovulation. Breeding
properties of some inbred strains are relatively poor, hence, natural mating often require large
numbers of mating pairs. Super ovulation is often not very efficient in inbred strains either, but will
usually yield adequate embryo numbers for injection. (b) Upon microinjection, the embryos are
transferred into the oviduct of a pseudopregnant female (see also legend to Fig. 7). (c) Since male ES
cells are used, researchers look for a gender bias among chimeric offspring: a potent male (XY) ES
cell line forces even female recipient blastocysts (XX) into a male sex phenotype. As a general rule is
considered: the higher the coat color mosaicism, the more likely it is that the ES cells participate in
spermatogenesis, the higher the chance for germ-line transmission of the mutation; (d)–Germ-line
transmission is revealed by the coat color of the donor (ES cell; sand-colored in the figure; several ES
cell lines are in use) strain; 50% of the sand-colored offspring will be heterozygous for the germ-line
mutation (see color plate p. xxx).
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the study of genetically manipulated ES
cells in all fetal lineages was possible,
while, at the same time, potential negative
effects of a null mutation on placental de-
velopment were circumvented. Tetraploid
recipient embryos were generated by elec-
trofusion: normal diploid two-cell-stage
embryos were subjected to a defined elec-
troshock that results in fusion of the cells

to form one tetraploid one-cell-stage em-
bryo (Fig. 9d). This tetraploid early embryo
is allowed to further develop in vitro, to be
used at a later stage for aggregation or
microinjection (see Sect. 3.3). It should be
noted that although the role of a gene
can now be studied independent of pla-
centation, specific lethality as a result of
gene mutation is not prevented. To bypass

(b)

X

rtTA
rtTA

rtTA

rtTA

rtTA

rtTA Tetracycline+

tetO Oncogene

Promoter A rtTA

Transgene 1

Inactive
oncogene

Transgene 2

Transactivator(a)

Transgene 1

Inactive
oncogene

Transgene 2

Recombinase

X

Promoter B OncogeneSTOP

Promoter A CRE

LoxP

CRE-MER
Hsp

Cytoplasm

4OHT

Nucleus(c)

IE-CMV



Transgenic Mice in Biomedical Research 529

these problems, inducible or binary mod-
els are used.

4.2
Conditional Transgenesis

Conditional transgenesis is employed to
have better control over (trans)gene ex-
pression in a given model. This may be
advantageous for a number of reasons, for
instance, to circumvent lethality during
embryonic development caused by toxic or
teratogenic properties of transgenes or to
study the onset of disease from its earliest
stages onward.

In its simplest form, conditionality is in-
tegrated in an animal model by means of
tissue-specific promoters and/or control
element usage (see Sect. 2.1). Transgene
expression is confined to a defined target

tissue or select cells within a tissue, for
instance, epithelial lung cells (surfactant
protein promoter) or anterior pituitary
cells (POMC, pro-opiomelanocortin pro-
moter). Several tens to hundreds of mod-
els have been created and used in this
fashion to successfully study the specific
effect(s) of transgene expression in devel-
opment or disease.

Truly conditional transgenesis, in which
the investigator not only determines where
a transgene is turned on but also when
and how strong, can be achieved with bi-
nary models. Binary models incorporate
a switching mechanism. Several molec-
ular switches exist to turn on or off
transgenes. Figure 11 lists examples of
these methods. Most binary switches
are reversible. Two main concepts are

Fig. 11 Binary models. (a) The Tet-system requires two independently generated transgenic lines,
which are combined by interbreeding. Transgene 1 carries a minimal (‘‘enhancer-less’’)
Cytomegalovirus immediate early (IE–CMV) promoter fused to heptamerized prokaryotic tetO
regulatory sequences. Transgene 1 is transcriptionally silent until the transactivator line (transgene 2)
provides transactivator protein. In the original Tet-system, transgene 2 expressed a tetracycline
(Tc)-controlled transcriptional activator, tTA. tTA is a fusion between the Tet-repressor of the Tn10 Tc
resistance operon of E. coli and a C-terminal part of the herpes simplex transactivator protein VP16.
tTA will induce transcription from the tetO-controlled transgene up to five orders of magnitude, but is
inhibited by Tc. The example depicts rtTA (red ovals), a reverse Tc-controlled transactivator, which is
a mutant form of tTA and needs Tc-derivatives to bind tetO (yellow squares). So rather than an
inhibitable model, rtTA is an inducible model. Refinements on the Tet-system include choice of
regulatory sequences (promoter A) in transgene 2 (cell type–specific, general promoter). In addition,
several derivatives of Tc exist, among which Doxocyclin (Dox) has better tissue penetration and
pharmacokinetic properties than Tc itself and very high and selective affinity for TetR. (b) The use of
bacteriophage P1 CRE-LoxP recombination–dependent removal of a strong transcriptional block
(STOP) in a transgene construct may be helpful in defining the molecular events at the onset of
tumorigenesis and in addition circumvents possible embryonic lethal effects of the transgene. The
choice of regulatory sequences (promoter A) in transgene 2 is determined by the model. Although the
excision of a transcriptional block is, in principle, reversible, for practical reasons this system is rarely
used as a binary switch, since it would entail obligatory screening for genetic modifications
(insertions) in target cells: this obviously compromises the usefulness of the models in terms of
precision and rapidity. (c) Fusion of CRE to the mutant forms of the ligand-binding domain of nuclear
hormone receptors, such as the estrogen receptor (MER), has generated a recombinase CRE-MER
that can be ‘‘induced’’ at the posttranslation level: CRE-MER is retained cytoplasmic through
interaction with heatshock proteins (Hsp) such as HSsp90; upon addition of 4-hydroxytamoxifen
(4OHT), a synthetic steroid, the Hsp-binding is released, and the recombinase shuttles to the
nucleus to excise floxed sequences (also see Fig. 12) (see color plate p. xxxii).
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used: (1) a combination of nonmammalian
promoters and transcription factors and
(2) integration of transcriptional interrup-
tions that are removed by recombination.
The use of inducible transcription by
means of nonmammalian, for example,
regulatory elements borrowed from bacte-
ria or lower eukaryotes, like the fruit fly (D.
melanogaster), allows transgenes to be ac-
tivated and silenced ‘‘on command.’’ The
system that utilizes removal of a strong
transcriptional block by means of recombi-
nation, although in principal reversible, is,
for practical reasons, mostly used one-way.

Several binary switches are item-
ized below:

– Tetracycline-controlled transgene expres-
sion: the Tet-system. The transgene of
interest is placed under the control of
a Tetracycline resistance operon from
Escherichia coli, the tet-operator (tetO).
A second, independent transgenic line
expressing a derivative of TetR, a tran-
scriptional regulator of tetO, confers
Tetracycline (Tc)-inducibility or repres-
siveness to the transgene of interest
(see Fig. 11a). Transcription factors
with regulatory activity toward the
tetO are absent in eukaryotic cells,
which means that theoretically the sys-
tem cannot be leaky for transcription
and pleiotropic effects are therefore
not expected.

– Insect hormone–controlled transgene ex-
pression. The system uses the molting
steroid hormone ecdysone for transgene
induction. It requires a heterodimeric
receptor and an ecdysone responsive
element, which is incorporated as a reg-
ulatory element in the transgene of in-
terest. Administration of ecdysone (or a
derivative muristerone A) rapidly and se-
lectively induces transgene expression.
Upon withdrawal of the steroid hor-
mone, expression is silenced. Again,

since mammalian cells lack insect hor-
mone receptors, the binary system
theoretically works as an on/off system,
much like the Tet-system. Ecdysone
nor its derivatives are toxic or terato-
genic. Owing to excellent pharmacoki-
netic properties, the method is ideally
suited for very precise conditional con-
trol over gene expression.

– Transgene induction by removal of a tran-
scriptional block. The system makes
use of a recombination process de-
rived from bacteriophage P1: phages
(bacterial viruses) use a site-specific
recombinase (CRE) to integrate their
DNA into the genome of their bacterial
host. An essential second component
of this process is a recombinase recog-
nition site, called an LoxP site: two LoxP
sites are recognized and recombined by
CRE (Fig. 12a). The two essential com-
ponents, LoxP and CRE, also work in
eukaryotic systems, and are commonly
maintained on two separate transgenic
lines. Flanking a sequence with two
similarly oriented LoxP sites will lead
to its excision in the presence of CRE.
Hence, an on/off transgenic system
employs a silenced transgene, in which
a strong transcriptional block is brack-
eted by two similarly oriented LoxP
sites; a second independent transgenic
line, which expresses the CRE recom-
binase, may be driven off a general,
tissue-specific or inducible promoter,
depending on the objective of the
study (Fig. 11b). More details on this
recombination-based switching mech-
anism will be discussed in Sect. 4.3.

4.3
Conditional Gene Targeting

Gene targeting is widely used to study
gene function in the mouse. Hundreds
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Fig. 12 (a) CRE-LoxP system: LoxP sites are short sequences harboring inverted 13 nucleotide
repeats separated by an 8-nucleotide asymmetric spacer. The LoxP are recognition sites for the
recombinase CRE. CRE drives site-specific recombination of two identical LoxP sites, for clarity
depicted as a yellow and a black triangle. Two similarly oriented LoxP sites on one contiguous
DNA strand will be recombined by CRE and the sequence in between the LoxP sites is excised.
(b) This recombination principle is used in conditional gene-targeting vectors: a crucial coding
region (two blue exons) is ‘‘floxed’’ (i.e. flanked by LoxP sites) in ES cells and excised in vivo. The
LoxP sites in the ‘‘floxed’’ allele are assumed not to interfere with wild-type gene expression. The
figure compares the structure of a conventional and a conditional knockout allele. A variation on
this theme is the FLP-frt system, which is derived from yeast. The FLP gene product, like CRE, is
a site-specific recombinase; frt (FLP recognition target) represents the small inverted repeats,
analogous to LoxP, recognized by the recombinase (see color plate p. xxxiv).
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of genes have been ‘‘knocked out’’ in
the conventional approach, in which the
null mutation is transmitted through the
germline, as discussed in Sect. 3.1. An
estimated one in three null mutations
results in embryonic or early postpartum
lethality. Therefore, germ-line mutations
may be appropriate models to recapitulate
human congenital genetic disorders. They
may, however, not be the best tools to
study gene function in adult mice, since
this is hampered by often unexpected and
unexplained lethality. K. Rajewsky and
coworkers were among the first to develop
a conditional gene-targeting strategy that
allows inactivation of a gene in a defined
spatio-temporal setting: the null mutation
can, for instance, be confined to selected
cell types or to a specific stage during
development.

Conditional gene targeting makes use
of the CRE-LoxP principle, as described
in Sect. 4.2. Briefly, LoxP sites flank a
genomic sequence in a targeting vector,
which will be deleted in vivo; this allele
is referred to as a floxed allele (Fig. 12b).
This final ‘‘floxed’’ wild-type allele only
carries recombinase recognition sites at
positions within the locus where they are
presumed inert, for example, introns: up
until the moment of recombination-driven
excision in vivo, the allele should function
as a wild-type allele. Since the CRE-LoxP
system is applied more widely than the
FLP-frt system in vivo, further descriptions
of conditional gene targeting will focus
mainly on the CRE-LoxP system.

The current standard experimental con-
ditional approach requires two separate
mouse lines:

1. the ‘‘floxed’’ line (as described above)
2. the ‘‘deleter’’ line, expressing CRE.

The transcriptional control directing
CRE expression determines the specificity

and degree of regulation of the condi-
tional knockout. CRE-transgene expres-
sion is controlled either by constitutively
cell type–specific or inducible regulatory
elements (also see Sect. 2.1 and 4.2).
Deleter strains are most often generated
by conventional transgenic technology. Al-
ternatively, the CRE-cDNA can be inserted
via targeted mutagenesis to a locus of in-
terest, under control of the endogenous
promoter. Although the latter method
does not require a thorough knowledge
of the regulatory elements controlling the
locus at hand, the approach is not as
straightforward as conventional transge-
nesis. Drawbacks of the former method
comprise all known problems linked to
conventional transgenesis: transgene ex-
pression is dependent on integration site
and copy number. Consequently, a num-
ber of independent founders will have to be
generated to select a useful strain. A sub-
stantial collection of tissue-specific CRE
mouse lines is currently available.

Inducible CRE expression allows for
a high level of control (see Sect. 4.2).
Again, it should be noted that conditional
gene targeting is mainly used unidirec-
tionally, that is, once a gene of interest is
inactivated through CRE-mediated recom-
bination, reversion of the genotype is not
easily accomplished.

4.3.1 Controlled CRE Expression
Inducibility can be conferred by rather
simple measures such as CRE expression
through infectious viral particles. Such
viruses can be locally administered or
systemically. In addition, their tropism (i.e.
host-cell range) can be manipulated.

Inducible mammalian promoters have
been used, as well as the Tet-system (see
Sect. 4.2). Besides the induction of CRE



Transgenic Mice in Biomedical Research 533

transcription and translation, CRE induc-
tion has also been achieved at the post-
translational level. This was accomplished
by fusing CRE-encoding sequences in
frame to the ligand-binding domain (LBD)
of nuclear steroid hormone receptors, such
as the estrogen or progesterone recep-
tor (ER, PR respectively). Ligand binding
transfers the CRE-ER fusion product into
the nucleus, where the recombinase exerts
its catalytic activity toward LoxP sites. Mu-
tation of the ER moiety, has generated
CRE-MER (mutated estrogen receptors)
fusions, which are only induced by syn-
thetic hormones and not by their natural
ligands (Fig. 11c). Ongoing improvements
of these and alike inducible systems clearly
generate a highly sensitive and specific
means to control transgene expression and
enable the study of gene ablation and
overexpression that, without such tools,
were impossible. An increasing number
of published models employing CRE-MER
variants attest to the feasibility of the ap-
proach in vivo.

4.4
Knockins: Humanized Mice

Many studies in human disease have un-
covered mutations that are relevant to
the etiology of the pathological condition.
Examples of these are large congenital
chromosomal duplications or deletions
in inborn genetic disease, specific dom-
inant mutations in oncogenes, recessive
mutations in tumorsuppressor genes, or
polymorphisms in genes involved in lipid
metabolism linked to atherosclerosis. In
order to understand the exact molecular
mechanism underlying the development
of disease, such mutations need to be
exactly recreated in the mouse. Clearly,
conventional and conditional genomic ma-
nipulations are not specific enough to

address such issues. CRE-mediated re-
combination has provided possibilities and
strategies to manipulate the genome be-
yond conditional gene knockouts or trans-
genesis. As illustrated in Fig. 13 and 14,
the CRE-LoxP system can be used to ma-
nipulate the genome in various manners:

– Gene knockin or gene exchange strategies
apply CRE-LoxP-mediated recombina-
tion to exchange endogenous coding
regions for exogenous or mutated se-
quences in a locus (Fig. 13a). Espe-
cially, the latter application is of signif-
icant interest to the scientific commu-
nity, since it permits the development
of animal models, which reflect hu-
man genetic disorders more closely
than models applying overexpression
or ablation of a gene. Initial ap-
proaches inserted reporter genes into
an endogenous locus; this simple vari-
ation on conventional gene targeting
achieves the same purpose as a trans-
gene harboring a reporter preceded
by endogenous regulatory sequences
(see Sect. 2.1). The main difference, of
course, is that this strategy obviates
the handling of large DNA fragments
with potentially unidentified regulatory
elements needed to achieve faithful ex-
pression patterns, since these elements
are provided by the targeting into the
endogenous locus. Recently developed
strategies take knockin significantly
further and allow for specific intro-
duction of (point) mutations and re-
peated exchange of genetic sequences:
recombination-mediated cassette ex-
change (RMCE) applies strategically
positioned pairs of wt and mutated
LoxP sites or LoxP and frt sites to
achieve stepwise and directional re-
placement of genomic sequences with
other of mutated sequences (Fig. 13b).



534 Transgenic Mice in Biomedical Research
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Wild-type locus
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recombination
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Modified allele

(b)

(a)

(1.)

(2.)
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Fig. 13 Applications of site-directed recombination in molecular mouse genetics. (a) A
conditional targeting construct usually harbors an antibiotic resistance gene (select) flanked by
recombinase recognition sites (either LoxP or frt; see legend to Fig. 12). Prior to microinjection
into blastocysts or aggregation with morulas, the selection marker is excised in ES cells by
recombination (by transient expression of either CRE or FLP). The targeting construct depicted
contains a specific point mutation (asterix) in one of its exons. Homologous recombination
results in introduction of the mutation in the endogenous locus. (b) The use of multiple
nonidentical LoxP and or frt sites (black, red, and blue triangles) creates the possibility to
repeatedly exchange sequences between vectors and a locus via site-specific recombination.
The procedure is referred to as recombination-mediated cassette exchange (RCME). First, a locus
is targeted and an asymmetrically ‘‘floxed’’ selection marker is introduced (1). Using the same
LoxP variants, an exchange cassette is introduced (2) upon which the selection marker is
removed by recombinase-mediated excision (3). The exchange procedure can be repeated
multiple times, since the position of the most peripheral recombinase recognition sites (black
and red triangles) is maintained (see color plate p. xxxv).
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Fig. 14 CRE-LoxP applications in chromosome engineering. (a) Chromosome engineering
is an important tool that facilitates functional analysis of large chromosomal regions: large
segments of DNA can be either deleted or inversed, depending on the orientation of the
LoxP sites in respect to each other. Series of overlapping deletions can be generated by
combined use of one targeted LoxP site and retrovirus-mediated random insertion of
additional LoxP sites. CRE-LoxP recombination may be used to generate balancer
chromosomes to maintain lethal recessive mutations and has the potential to facilitate
large-scale mutagenesis screens. Deletion or inversion carriers can be used to uncover and
instantly map, for example, ENU-induced recessive phenotypes to deleted or inversed
chromosomal regions. (b) Interchromosomal recombination by positioning LoxP sites on
nonhomologous chromosomes will recreate translocations, which occur in human disease.
(c) The use of CRE-mediated recombination to create defined autosomal trisomies in the
mouse, for example, through meiosis-/zygotene-specific CRE-deleter strains that are solely
active in testis.
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– Chromosomal deletions, inversions, trans-
locations. Simultaneous specific posi-
tioning of LoxP sites on one chro-
mosome allows for gene inversions
or complete deletions, depending
on the orientation of the recom-
binase recognition sites relative to
each other (Fig. 14). Positioning of
such recombinase recognition sites
on nonhomologous chromosomes has
proven to be a feasible strategy to
achieve chromosomal translocation,
alike translocations that are implicated
in some leukemias.

– Targeted integration of transgenes to loci,
which are known to be ‘‘open,’’ that
is, not embedded in heterochromatin.
The gain of this approach is a high
probability of transgene expression. An
often-used target locus is the ROSA26
locus, an ubiquitously transcribed lo-
cus that does not encode a protein,
but which is active in many different
cell types throughout development and
adult life. Transgenes are flanked by
DNA sequences homologous to the
ROSA26 locus and targeted via con-
ventional methods (see Sect. 3).

– A substantial number of other appli-
cations for site-directed recombination

has been reported on in the scientific
literature. Since the principal mecha-
nism remains the same in all instances,
a few of these applications are listed
here, but not worked out in detail:
selection marker recycling, exchange of
reporter genes, removal of reporter genes,
or selection markers (as in the generation
of floxed alleles).

5
Random Mutagenesis in ES Cells

The completion of the mouse and human
genome sequences has sparked renewed
interest in developing tools for genome-
wide mutagenesis in the mouse. Among
the main molecular genetic technologies
currently pursued are targeted mutagen-
esis (see Sect. 3 and 4), insertional muta-
genesis, by insertion of gene trap vectors
or viral or transposable sequences, and
chemical mutagenesis. These technologies
all represent random mutagenesis proto-
cols, which, in principle, can be applied
to mouse ES cells. The important advan-
tage of random mutagenesis is that new
mutations can be generated in mice at

Fig. 15 Random mutagenesis strategies. (a) Promoter-trap and poly(A)-trap vectors, respectively,
catch or induce transcriptional activity and have the potential to identify most, if not all, of the active
and inactive genes in the genome, including alternatively spliced forms and low-abundance
transcripts, and is thus an important tool in genome annotation. (b) Gene mutation through random
insertion of retroviral vectors (or transposable elements; see Sect. 5.2). Shown is an oncogene, which
is activated by a nearby proviral insert, and a tumorsuppressor gene, which is inactivated proviral
insertion into the gene. Inserted elements are engineered such that they simultaneously function as
sequencing tags to identify the surrounding genomic DNA. (c) Stable or inducible RNA interference
as an alternative to targeted mutagenesis to study gene function in mice: a short double-strand RNA
(ds) stem-loop-stem structure (white arrows, blue loop) is produced from a RNA polymerase
III-promoted vector. The loop is enzymatically removed inside the cell; the resulting short interfering
RNAs will bind their complementary mRNA, upon which the target mRNA is degraded by a complex
called RISC (RNA-induced silencing complex). RNA interference–mediated gene silencing does not
require targeted mutagenesis of a gene, and may therefore represent a more efficient and rapid
method to assess gene function (see color plate p. xxxvi).
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a rate far exceeding conventional gene
targeting. In addition, it is possible to
identify and maintain recessive lethal phe-
notypes at any developmental stage, which,
for instance, is not possible with chemical
mutagenesis (see Sect. 5.3).

5.1
Gene Trap Mutagenesis

Gene trapping provides a method to
mutate genes in the genome through ran-
dom insertion throughout the genome.
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Essentially, all currently designed gene
trap vectors insert a selectable marker
or reporter gene lacking essential regula-
tory sequences into an endogenous gene.
Through marker insertion the gene is
interrupted, while marker expression is
complemented by endogenous regulatory
elements (Fig. 15a). In this manner, tran-
scriptionally active as well as inactive loci
can be trapped. Recent reports provided
proof that gene trapping can also be used
to selectively mutagenize genes that share
certain properties, in this case, the fact that
their gene products are all transmembrane
proteins. A ‘‘secretory’’ trap vector was
constructed such that it captured signal
sequences in preceding exons by means of
including a ‘‘capturing’’ transmembrane
domain in the gene trap construct. These
and other approaches collectively demon-
strate the power and versatility of gene
trapping in genome-wide functional anal-
ysis of molecular mechanisms important
in development and physiology. A col-
lective gene trap database has recently
been initiated by a number of consor-
tia (http://www.igtc.ca/index.html – http:
//www.escells.ca/ – http://www.mmrrc.
org/ – http://tikus.gsf.de/project/web
new/index.html – http://www.sanger.ac.
uk/PostGenomics/genetrap/ – http:
//baygenomics.ucsf.edu/overview/
welcome.html).

5.2
Retroviruses and Transposable Elements
in Random Mutagenesis

The use of retroviruses in random muta-
genesis is adapted from applications in
which proviruses are used to screen for
collaborating oncogenes in leukemogene-
sis. Slow transforming retroviruses such

as Moloney Murine Leukemia Virus (Mo-
MuLV) cause transformation by integra-
tion into the genome. Proviral integration
may activate oncogenes or interrupt tu-
mor suppressor genes (Fig. 15b). This is
an extremely useful asset in random mu-
tagenesis, since the integrated proviruses
now serve as a molecular tag for cancer
genes: it can be used to identify the locus
at which it is integrated by sequencing the
flanking integration site. Retroviral vectors
have been adapted for use in mouse em-
bryos and ES cells as well, and now permits
germ-line mutagenesis.

In analogy to random proviral insertion,
also transposable elements from yeast, in-
sects, fish, and mammals, among other
organisms, can be used for functional ge-
nomic analyses. Transposable elements
(TEs) are a heterogeneous class of ge-
netic elements that have the capacity to
move from one site on a chromosome to
another: they ‘‘jump.’’ TEs are very effi-
cient at integrating into DNA, and some
elements can carry extra DNA. TEs are
therefore useful vectors for transferring
new genetic material into genomes and
for random insertional mutagenesis. By
way of example, among the properties that
make the Tc1/mariner superfamily of TEs
useful for molecular genetic research are
the facts that they are easy to work with,
their efficient and stable integration, and
persistent, long-term transgene expres-
sion following transposon-mediated gene
transfer. Importantly, such TEs ‘‘jump’’
in species other than their original hosts,
which underscores the need for fur-
ther development and use of these and
alike molecular tools for functional ge-
nomics in the mouse. Several reports on
germline induced TE transposition and
germline attest to the mutagenic potential
of the approach.
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5.3
Random Enu Mutation

For many years, mutant mouse models
were obtained largely as a ‘‘spin-off’’ from
research on the mutagenic properties of
chemical compounds and radiation. With
the recent advent of more genome re-
sources, it has become possible to identify
such induced mutations more rapidly. Ini-
tially, substantial efforts were undertaken,
involving collaborations of many labora-
tories, each with their own phenotyping
expertise. At present, robust technology
is in place to mutagenize mice. One of
the caveats remained however, because, al-
though screens for recessive mutations are
the most promising ones, such screens
are exceedingly difficult and expensive.
Recently, it was shown that a narrowly
focused screening system for recessive
mutations can be highly productive, while
the expenses remained acceptable. More-
over, M. Justice, A. Bradley, and colleagues
made use of a set of strains carrying engi-
neered coat color markers and a chromo-
somal inversion (see Fig. 14a), enabling to
further reduce costs by focusing the screen
on a predefined chromosomal segment.
Given the large number of loci controlling
complex genetic disorders, this strategy
permits an ordered approach to finding
disease genes. The strategy is highly suit-
able to focus on some synthenic regions
in the mouse genome, which are known
to be associated with disease susceptibility
in man.

6
Phenotype Analysis

Genetically engineered mouse models
serve to study genotype–phenotype rela-
tionships and can show an impressive

variety of phenotypes, ranging from em-
bryonic lethality to increased susceptibility
to chronic diseases such as cardiovascu-
lar disease and cancer. The models allow
defining primary gene functions as well
as the role of a particular gene mutation
in disease.

Once mouse models have been gener-
ated, it is important to carry out an in-depth
analysis of the pathology of the entire
mouse and not restrict the analysis to the
target organs that are the main subject of
the intended study. A detailed strategy is
outlined elsewhere. Often, one will find
that the dramatic alterations in the gene
expression pattern will show unexpected
effects on the phenotype. For instance,
in the case of a study on apolipopro-
tein C1, the expected perturbation of lipid
metabolism was accompanied by a dra-
matic and progressive hair loss of the mice
with the highest level of expression of the
transgene. The most common problem
encountered, however, in studies using ge-
netically modified mouse models is a lack
of phenotype, even when a unique and
evolutionarily conserved gene has been
altered for which there are no obvious
functionally redundant homologs present
in the mouse genome. The main cause
of this is the large difference in environ-
mental stress experienced by wild mice as
opposed to inbred laboratory mice. Often,
phenotypes need to be evoked by either
increasing the environmental stress (i.e.
high-fat diets, mutagens) or increasing the
genetic stress using a second transgenic
strain with a mutation in a related path-
way. A good example is provided by the
use of mouse strains in cardiovascular
research. Wild-type laboratory mice are re-
sistant to develop atherosclerosis because
of its highly antiatherogenic lipoprotein
profile. By knocking out genes control-
ling lipoprotein metabolism, such as the
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apolipoprotein E gene, the mice become
sensitized. Upon feeding a moderated
high-fat diet, such mice will develop com-
plex lesions in the aorta within 2 months.
Many gene alterations will have no ef-
fect on atherogenesis when studied sep-
arately. However, when these mice are
crossed with apolipoprotein E–deficient
mice, it is now possible to study the role
of such genes. Thus, the apolipoprotein
E–deficient mouse serves as a sensitized
mouse model that is highly suscepti-
ble to the effects of additional genetic
changes. Likewise, changing the genetic
background of the mice will affect suscep-
tibility to disease; this approach has been
used to define novel loci in human disease.

Recent technological advances permit
analysis of transgene expression and the
biological consequences thereof by non-
invasive methods. In vital imaging, very
sensitive cameras measure biolumines-
cence from, for example, tumors or em-
bryos in utero, which express luciferase of
GFP reporter transgenes in living animals
(Fig. 2d). Clearly, the impact of technolog-
ical developments like these is substantial
not only in terms of increased specificity
and resolution of the model but also in
terms of reduced animal usage.

7
Perspectives

7.1
Partial Transgenesis; Viral Shuttles

Recent technological advances allow more
rapid approaches to study gene function
without the need for germ-line modifica-
tion. Remarkably, partial transgenesis can
be achieved through local electroporation
of transgenic vectors into tissues. Using
this approach, local muscle tissue in rats

has been specifically modified to study its
function. Another example is the study
of cell migratory and (trans)differentiation
processes during neural tube closure; in
these studies, one side of the tube is se-
lectively electroporated with an expression
construct, while the other side functions
as a control.

The use of viral vectors to deliver trans-
genes to mammalian cells is another
method to achieve partial transgenesis.
The use of several classes and combina-
tions of viral vectors is being explored
in gene therapeutic applications. Similar
vectors are very useful in accomplishing
partial transgenesis, restricted to certain
tissues such as bone marrow (which is
easily harvested and cultured ex vivo and
reintroduced into a recipient mouse). The
latter approach can also be employed to,
for instance, study isolated effects of gene
knockout in the hematopoietic compart-
ment in combination with bone marrow
transplantation. Local and transient trans-
genesis is currently used to activate con-
ditional floxed transgenes (see Sect. 5), for
instance by adenovirus-encoded CRE. This
approach was proven useful in, for ex-
ample, somatic activation of transforming
oncogenes in the lung.

Lentiviral vectors, unlike the classical
slow replicating retroviruses, harbor the
advantage that they are not silenced in
embryonic stem cells, which makes ex-
pression characteristics of such vectors
good. Recombinant lentiviruses were re-
cently used to introduce transgenes into
fertilized oocytes and ES cells (Fig. 6b).
The advantages of using lentiviral shuttle
vector are significant: it obviates poten-
tially harmful procedures otherwise used
to introduce transgenes into a cell (pronu-
clear microinjection, electroporation) and
offers some degree of control over trans-
gene copy numbers.
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7.2
RNA Interference; Posttranscriptional
Gene Silencing

The abundance of biological information
that has become available upon completion
of the genome sequence of both mouse and
human is exciting and overwhelming at
the same time. An estimated 10 000 genes
have been identified currently, which rep-
resents an estimated one-third of the total
gene complement in a human or mouse.
Of these genes, only a few thousand have
been functionally studied. Clearly, one of
the remaining challenges in molecular ge-
netics is to analyze the function of novel
genes. Gene targeting is beyond any doubt
one of the most successful and informative
technologies when it comes to elucidat-
ing gene function. Despite improvements
in cloning technologies that employ re-
combination in prokaryotes instead of
‘‘standard’’ recombinant DNA technology
and that significantly simplify otherwise la-
borious cloning strategies, gene targeting
remains time-consuming and expensive.

Recent scientific and technological ad-
vancements may, however, provide faster
means to address novel gene function.
One of the most exciting developments
finds its origin in the realization that
gene expression is controlled at a post-
transcriptional level by double-strand (ds)
RNA-mediated degradation of cytoplas-
mic RNAs. This process, called RNA
silencing – or posttranscriptional gene silenc-
ing – was first discovered in plants as an
unexpected gene silencing in transgenic
plants: silencing of an endogenous gene
often occurred in concert with silencing of
the transgene. Transgene-mediated RNA
silencing is now recognized as a form of
RNA silencing that uses small interfering
dsRNAs (siRNA), which serve as a guide
for specific target mRNA recognition and

its subsequent enzymatic degradation. In-
vestigations by many groups showed that
RNA interference (RNAi) is a regulatory
process used by many organisms to con-
trol gene expression. Many of the protein
factors involved in RNAi are conserved,
from protozoans to humans. RNAi has re-
cently been developed into a technology
by which endogenous gene function can
be assessed in many vertebrates, includ-
ing mammals. One obvious advantage of
RNAi-mediated gene silencing is that it
does not rely on genetic modification. This
makes the technology very rapid compared
to (conditional) gene targeting. Proof of
principle has been achieved in many ver-
tebrate systems including several human
cells lines. RNAi also works in early mouse
embryos, and was recently demonstrated
to be transmittable via the germline in
transgenic mice. Whereas initial strate-
gies in cell lines made use of synthetic
dsRNA sequences, a relative costly ap-
proach, RNAi, is currently achieved via
stable expression. In addition, recent re-
ports show that random siRNA libraries
can be generated from cDNA libraries via
ingenious cloning strategies. The potential
held by this approach is that such libraries
are self-selecting, thereby enabling inves-
tigators to set-up high-throughput genetic
screens. RNAi can be made tissue specific,
inducible, and can be delivered to mouse
embryos using viral vectors. Such improve-
ments will clearly enhance the application
of RNAi in functional genomic research.

Although genetic manipulation is possi-
ble in tissue culture, the study of genetic
interaction of transgenes with other genes
and local or systemic effects of transgene
expression in the intact organism provides
a much more complete and physiologi-
cally relevant picture of a gene’s function
than can ever be achieved in vitro. Ge-
netic modification therefore represents an
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important and biologically relevant tool
to complement in vitro gene expression
studies aimed at, for example, delin-
eation of signal transduction pathways or
identification of tissue-specific regulatory
elements. Refinements to genetically mod-
ified mouse models in biomedical research
are of importance for a number of rea-
sons. Conditional models recapitulate the
pathophysiology as it occurs in humans
and permit a high degree of selectivity
and resolution, which not only renders
studies more specific and focused but also
significantly reduces the burden on the lab-
oratory animal. The positive effects thereof
are reduced stress on the system and, con-
currently, improved specificity.
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B.t. Toxins
B.t. toxins are proteins produced by the soil bacterium Bacillus thuringiensis. The toxin
recognizes certain receptors on the surface of insect midgut epithelial cells. A pore
complex is formed through the membrane resulting in the loss of potassium ions
(necessary for the osmotic balance). The insect will die due to massive water uptake.

Herbicide Resistance
By transferring the respective genes, plants can become tolerant to certain herbicides.
Herbicide-resistant plants already on the market are mostly tolerant to the
broad-spectrum herbicides glyphosate and glufosinate, which do not discriminate
between certain plant species (as do selective herbicides).

Hypersensitive Reaction
Plants possess a natural defense mechanism against pathogens like fungi, bacteria, or
viruses. During early infection, infected cells will be triggered to die (programmed cell
death). Together with the plant cells, the pathogens die and their spread will be
prevented. With the help of gene technology, the hypersensitive reaction shall be
accelerated to make plants more resistant to pathogens.

Marker Gene
Marker genes are necessary to select early transformation events since plant
transformation is of low efficiency (1–10% transformation success). Mostly, antibiotic
resistance genes have been used as marker genes, since bacterial genes are readily
available and antibiotics can be easily used as selective agents in culture media.
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Transgenic or Genetically Modified Organism
A transgenic or genetically modified organism is an organism in which the genetic
material has been modified in a way that does not occur naturally (e.g. by conventional
breeding or natural recombination). Genetic modification involves moving, inserting,
or deleting genes within or between species.

� Here we describe the state of the art of genetically modified plants intended for
food use. First, an introduction to the different methods of plant transformation as
well as the molecular requirements for the stable introduction and expression of the
gene(s) of interest is given. Then, we present an overview on the transgenic plants
already on the market or approved for placing on the market worldwide. Finally,
examples of new transgenic plants in different stages of development are presented.
These comprise of well-established traits like herbicide or insect resistance, being
transferred to additional crop species as well as new approaches to enhance the
nutritional quality of food crops or to produce pharmaceuticals in transgenic plants.

1
Methods to Establish Transgenic Plants

As an introduction to transgenic or genet-
ically modified plants (GMP), we would
first like to describe the transformation
methods that are currently used, as well
as the molecular requirements for the
stable introduction and expression of the
gene(s) of interest.

1.1
Transformation Methods

In general, two different approaches
to transferring foreign DNA into plant
cells can be distinguished: (1) a vector-
mediated transformation method (via
Agrobacterium); and (2) direct gene trans-
fer methods.

1.1.1 Agrobacterium Transformation
In the first case, the natural ability of the
bacterial phytopathogen Agrobacterium to

transfer DNA into plant cells is exploited.
Agrobacterium tumefaciens and Agrobac-
terium rhizogenes are soil microorganisms
that incite crown gall tumors and hairy
root disease, respectively, in a wide range
of dicotyledonous as well as in some mono-
cotyledonous plants. For plant transforma-
tion, mainly A. tumefaciens is used, and this
bacterium contains a large tumor-inducing
plasmid (Ti). During infection, a specific
segment of the plasmid DNA referred to
as T-DNA (transferred DNA) is inserted
into the plant genome. The T-DNA con-
tains genes for phytohormones, which are
responsible for cell proliferation and the
formation of the crown gall, as well as
genes for the formation of special nutri-
ents (opines) in the plant cell. In order to
use Agrobacterium as a tool in genetic en-
gineering, these genes have been deleted
and replaced by the genes of interest. This
was possible since only the 25-bp T-DNA
border sequences on the right and left bor-
der are needed for DNA transfer. A wide
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variety of such ‘‘disarmed’’ (nontumor-
inducing) vectors have been developed.
Agrobacterium-mediated transformation is
the most commonly used method for most
dicotyledonous plants. Advantages include
the typical insertion of only one or a few
copies of the transgene, and the transfer
of relatively large segments of DNA with
only minimal rearrangements.

1.1.2 Direct Gene Transfer
For many years, Agrobacterium could not
be used to transform monocotyledonous
and other recalcitrant species, so direct
gene transfer methods have been devel-
oped as an alternative. These include
DNA uptake into protoplasts (protoplast
transformation) and the shooting of DNA-
coated particles into tissues (particle bom-
bardment).

1.1.2.1 Transformation of protoplasts.
In contrast to animal cells, plant cells pos-
sess a solid cell wall, which is the first
barrier to overcome when foreign genes
are to be transferred into them. One way to
circumvent this barrier is to use plant cells
in which the cell wall has been digested
enzymatically, resulting in the so-called
protoplasts. DNA uptake into protoplasts
can then be stimulated by the use of either
polyethylene glycol (PEG-transformation)
or electric pulses (electroporation). Where
an appropriate protoplast-to-plant regener-
ation system is available, large numbers of
transformed clones can be regenerated to
fertile transgenic plants.

In cases where a barrier to gene transfer
has not been detected, virtually every pro-
toplast system has proven transformable,
though with considerable differences in
the efficiency. However, problems can
arise from the regeneration of fertile plants
from protoplasts as the regeneration is

strongly species- and genotype-dependent,
and undesired somaclonal variation can
occur due to the relatively long tissue cul-
ture phase. One advantage of the protoplast
transformation method is its great inde-
pendence from other patented techniques.

1.1.2.2 Particle bombardment. The new
method of using high-velocity micropro-
jectiles to deliver DNA into plant tissue
was developed by Sanford and colleagues
in 1987. A particle gun is used to ac-
celerate DNA-coated microprojectiles into
cells, past the cell wall and the cell mem-
brane. The microprojectile is small enough
(0.5 − 5 µm) to enter the plant cell without
causing too much damage, yet it is of large
enough mass to penetrate the cell wall and
carry an appropriate amount of DNA on
its surface.

The main advantage of particle bom-
bardment is the absence of biological
incompatibilities that are found when us-
ing biological vectors. Organelles such as
chloroplasts have also been transformed
using particle bombardment. Unfortu-
nately, particle bombardment, as well as
other direct DNA uptake methods often
result in complex insertion loci, which can
cause gene silencing.

1.2
Tissue Requirements

The ability to cultivate plant tissue in vitro
is a prerequisite in almost all current
transformation protocols. Transformation
requires competent (i.e. transformable)
cultured cells that are embryogenic or
organogenic. Plant cells suitable for re-
generation are either cocultivated with
Agrobacterium or bombarded. For Agrobac-
terium transformation, mostly leaf discs or
immature embryos are used for particle
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bombardment in monocotyledonous plant
scutellar tissues.

1.3
Molecular Requirements

A typical plant gene consists of a promoter,
a coding sequence, a transcription termi-
nator, and a polyadenylation signal. The
expression level of the gene is mainly deter-
mined by these components, but can also
be affected by the surrounding sequences.

1.3.1 Promoter
The promoter is the main determinant
of the expression pattern in the trans-
genic plant. Constitutive promoters direct
expression in all or almost all tissues,
independently of developmental or envi-
ronmental signals. The promoter directing
the synthesis of the cauliflower mosaic
virus 35S RNA is the most frequently used
constitutive promoter; other constitutive
promoters are derived from agrobacterial
T-DNA, such as the nopaline synthase
(nos) promoter or the octopine synthase
(ocs) promoter. Both are mainly used in
dicotyledonous plants.

In monocotyledonous plants, it is mostly
promoters from the rice actin 1 gene
(act1) or the maize ubiquitin 1 gene (ubi1)
that are used. To enhance expression
levels, the first intron of the respective
genes has been added to the expression
cassettes. In dicotyledonous plants, the
addition of introns seems to have less
pronounced effects on the expression
level. Nevertheless, the insertion of an
intron is always necessary when the
expression of the gene product in bacteria
must be completely avoided (e.g. for
genes conferring bacterial resistance; see
Sect. 3.1.2).

In cases where transgene expression
should be directed to certain tissues

or developmental stages, regulated pro-
moters are required. Promoter elements
responsible for expression in seeds, tu-
bers, vegetative organs, and leaves have
been isolated.

Environmental influences can induce
gene expression after wounding, heat- or
cold stress, or anaerobiosis. The use of
natural inducible promoters has the disad-
vantage of causing pleiotropic effects, since
endogenous genes will also be turned on.
Chemically induced promoters are favored
for the production of pharmaceuticals in
transgenic plants, as production of the
desired compound can be restricted to a
certain time point.

1.3.2 Codon Usage
Expression of the gene of interest can also
be influenced at the level of translation: the
codon usage differs between plants and
bacteria. Therefore, the removal of rare
codons, e.g. codons not frequently used
in plant cells, from genes of bacterial ori-
gin can enhance expression considerably.
This was first described for a modified
B. thuringiensis toxin gene where expres-
sion was enhanced up to 100-fold.

1.3.3 Selectable Marker and Reporter
Genes
In plant transformation systems, the effi-
cacy of stable gene transfer is low; hence,
systems that allow the selection of the
transformed cells are required. A selection
system consists of a selective agent (which
interferes with the plant metabolism) and
a selectable marker gene (which codes for
a protein, enabling inactivation or evasion
of the selective agent).

The most commonly used selectable
marker genes in transgenic plants code for
antibiotic or herbicide resistance including
the following:



552 Transgenic Plants for Food Use

1.3.3.1 Antibiotic resistance genes.
• nptII gene: The neo or nptII gene,

isolated from transposon Tn5 from Es-
cherichia coli K12 codes for the neomycin
phosphotransferase (NPTII). This en-
zyme detoxifies a range of aminogly-
coside antibiotics such as neomycin,
kanamycin, and geneticin. These antibi-
otics are added to the culture medium af-
ter the transformation procedure. Only
transformed cells or tissues will survive
and will be regenerated to plants.

• hpt gene: The hpt gene has been isolated
from E. coli and codes for hygromycin
phosphotransferase, which detoxifies
the antibiotic hygromycin B. Most plant
tissues show a higher sensitivity to
hygromycin B than to kanamycin or
geneticin. In particular, cereals that are
resistant to kanamycin and geneticin
can be selected with hygromycin.

• bla gene: The blaTEM-1 gene codes
for the TEM-1 β-lactamase, the
most encountered ampicillin resistance
marker in molecular biology. TEM-
1 β-lactamase attacks narrow-spectrum
cephalosporins and all the anti-gram-
negative-bacterium penicillins, except
temocillin. Mostly, the ampicillin
resistance in transgenic plants is not
used as a selectable marker for plant
transformation, but is a reminiscence
of the transformation method. With
direct gene transfer methods, it is
used as a selectable marker during
the cloning procedure prior to plant
transformation. When present on the
plasmid used for transformation, the
ampicillin resistance gene is transferred
and integrated together with the genes of
interest, and remains under the control
of its prokaryotic promoters.

• aadA: The aadA gene confers resis-
tance to streptomycin and spectino-
mycin. The gene has been found in

association with several transposons
(Tn7, Tn21, . . .) and is ubiquitous
among gram-negative bacteria.

1.3.3.2 Herbicide resistance genes.
• bar/pat gene: the bar gene from

Streptomyces hygroscopicus and the pat
gene from Streptomyces viridichromo-
genes code for phosphinotricin acetyl-
transferase (PAT), which confers re-
sistance to the herbicide compound,
phosphinotricin. It is an inhibitor of
glutamine synthetase, a plant enzyme
involved in ammonia assimilation. Be-
sides phosphinotricin, the commercially
available nonselective herbicides Basta
and bialaphos can be used as selective
agents. Selection can be applied in the
culture medium or by spraying of regen-
erated plantlets.

• EPSPS gene: The 5-enolpyruvylshikimate-
5-phosphate synthase (EPSPS) gene codes
for the enzyme 5-enolpyruvylshikimate-
5-phosphate synthase (EPSPS) that is
involved in the skimatic acid pathway of
the aromatic amino acid biosynthesis.
EPSPS is present in all plants, bacteria,
and fungi, but not in animals. The non-
selective herbicide glyphosate binds to
and inactivates EPSPS. By transferring
a glyphosate-resistant EPSPS gene from
the soil bacterium Agrobacterium strain
CP4 to plants, glyphosate-resistant crop
plants have been obtained. Glyphosate is
the active ingredient of the commercially
available herbicide Roundup.

1.3.3.3 Reporter genes. In contrast to
selectable marker genes, reporter genes
do not confer resistance to selective agents
inhibitory to plant development. Reporter
genes code for products that can be
detected directly or that catalyze reactions
whose products are detectable.
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• gusA gene: The gusA (uidA) gene en-
codes β-glucuronidase (GUS), which hy-
drolyzes a wide range of β-glucuronides.
Substrates for GUS are available for
spectrometric, fluorometric, and histo-
chemical assays. The GUS reporter gene
system allows easy quantification with
high sensitivity. One disadvantage of
this system is its nonviability: examined
cells and tissues cannot be regenerated
into transgenic plants. Therefore, this
system is mainly used to optimize a
specific transformation protocol.

• luc gene: The luciferase reporter gene as-
say uses bioluminescence reactions with
substrate/enzyme combinations, which
lead to detectable light emission. The luc
gene originates from the firefly Photinus
pyralis, and codes for a luciferase, which
decarboxylates beetle luciferin. In con-
trast to the GUS reporter system, the
luciferase reporter gene is nonlethal to
plant cells.

1.3.3.4 Alternative marker and excision
systems. Owing to discussions on the
possible risk of a gene transfer of antibiotic
resistance genes from transgenic plants
to clinically important microorganisms,
alternative marker systems have been
developed. Additionally, through the use of
excision systems the presence of antibiotic
or herbicide resistance genes in the final
product can be avoided.

Alternative markers Several alternative
marker systems have recently been devel-
oped. For example, Chua and colleagues
successfully selected transgenic plants us-
ing an inducible Agrobacterium gene en-
coding for isopentenyltransferase (IPT).
This enzyme catalyzes the first step in
biosynthesis of cytokinins, a class of phyto-
hormones. Only cells containing this gene

are able to form shoots and differentiate
into mature plants.

As another alternative selection sys-
tem, phosphomannose isomerase (PMI)
was successfully used in transgenic sugar
beet and maize. PMI catalyzes the inter-
conversion of mannose-6-phosphate and
fructose-6-phosphate. Except for legumi-
nous plants, PMI is absent from most
plants, and therefore, only transgenic
plants expressing the E. coli manA gene
can survive on media containing mannose
as a carbon source.

Excision systems Another approach is
the use of recombination systems that
enable the excision of marker genes in
the successfully transformed plant. Four
different site-specific recombination sys-
tems have been shown to function in
plant cells. The best-characterized system
in plants is the CRE/lox system of bacterio-
phage P1: the CRE recombinase enzyme
recognizes specifically and catalyzes re-
combination between two lox sequences.
Marker genes flanked by these lox sites can
be precisely excised in the presence of the
CRE recombinase. One disadvantage of
the system was that the CRE protein had
to be introduced in the transgenic plant
via secondary transformation or sexual
crossing with a CRE transformant. When
inducible developmental stage promoters
or tissue-specific promoters are used, both
components of the CRE/lox system can be
transferred to one transformant. After se-
lection of the transformants, the promoter
will be intentionally induced, resulting in
excision of the marker gene. This system is
also applicable to vegetatively propagated
plants.

A recent publication describes the effi-
cient excision of selectable marker genes
that are framed by attP-sites without the
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induction of a recombinase. The molecu-
lar basis of the reaction is still unknown,
but presumably it is due to illegitimate
recombination. Further experiments are
necessary to reveal the underlying mecha-
nism and to verify its general applicability.

2
GM Plants Already on the Market

In Europe, 10 genetically modified (crop)
plants have been approved for placing on
the market according to 90/220 EEC. These
approvals covered different uses as applied
for by the applicant: in two cases, the ap-
provals included use as food and feed,
namely, Roundup Ready soybean (Mon-
santo) and insect-resistant maize (Novar-
tis, formerly Ciba-Geigy). Nevertheless,
only few commercial plantings are carried
out in Europe, and in Germany GMPs are
grown only on an experimental scale.

Since 1997, GMPs intended for food
or feed use in the EU must be no-
tified or approved according to the
‘‘Novel Food Regulation.’’ Since then, re-
fined oil from herbicide-tolerant oil seed
rape, refined oil from herbicide-tolerant
and insect-resistant cotton, and processed
products from herbicide-resistant and
insect-resistant maize have been notified
(Table 1).

Worldwide, GMPs have been grown on
67.7 million hectares in 2003 according
to ISAAA. Since 1996, the global area of
transgenic crops increased 40-fold, with
an increasing proportion grown by devel-
oping countries. The main producers of
GMPs are the US (42.8 million hectares),
Argentina (13.9 million hectares), Canada
(4.4 million hectares), Brazil (3 million
hectares), China (2.8 million hectares),
and South Africa (0.4 million hectares).

Genetically modified soybeans occu-
pied 41.4 million hectares; GM maize was
planted on 15.5 million hectares, trans-
genic cotton on 7.2 million hectares, and
GM oilseed rape on 3.6 million hectares.

Some 73% of the GMPs contain a
herbicide resistance gene, followed by 18%
carrying insect resistance genes, and 8%
both herbicide- and insect-resistance genes
(stacked genes).

2.1
Herbicide Resistance in Soybean, Maize,
Oilseed Rape, Sugar Beet, Rice, and Cotton

As mentioned above, herbicide resistance
is the leading trait in commercialized
GMP, with 25 lines having been approved
for cultivation and/or food and feed use
worldwide (Table 2).

2.2
Insect Resistance in Maize, Potatoes,
Tomatoes, and Cotton

Insect resistance is the trait found second
most often in approved GMPs. Insect-
resistant lines, as well as lines that acquire
an insect resistance gene in combination
with a herbicide resistance or virus-
resistance gene, are listed in Table 3.

2.3
Virus Resistance, Male Sterility, Delayed
Fruit Ripening, and Fatty Acid Contents
in GMPs

GMPs with virus resistance (potato,
squash, and papaya; Table 4), male sterility
(oilseed rape, maize, and chicory; Table 5),
delayed fruit ripening (tomato; Table 6) as
well as modified fatty acid content (soy-
bean, oilseed rape; Table 7) have also been
approved in some countries.
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Tab. 6 Delayed fruit ripening in tomatoes and tomato products worldwide.

Plant (line) Trait (gene) Applicant Country

Tomato (FLAVR SAVR) DR (PG, antisense)
ABR (nptII)

Calgene Canada, Japan,
Mexico, USA

Tomato (B, Da, F) DR (PG, sense or
antisense) ABR
(nptII)

Zeneca Canada, USA

Tomato (8338) DR (ACCd) ABR (nptII) Monsanto USA
Tomato (35 1 N) DR (sam-K) ABR (nptII) Agritope USA
Tomato (1345-4) DR (ACC, sense) ABR

(nptII)
DNA Plant Technology

Corporation
Canada, USA

Notes: DR: delayed ripening (polygalacturonase gene in sense or antisense direction (PG);
1-amino-cyclopropane-1-carboxylic acid deaminase gene (ACCd); S-adenosylmethionine hydrolase
gene with Kozak consensus sequence (sam-K); aminocyclopropane cyclase synthase gene in sense
orientation (ACC));
ABR: antibiotic resistance (kanamycin resistance (nptII)).

Tab. 7 Modified fatty acid content in crop plants and products worldwide.

Plant (line) Trait (gene) Applicant Country

Soybean (G94-1, G94-19,
G168, high-oleic
soybean)

MFA (GmFad2-1), ABR (bla),
RG (gus)

DuPont Australia, Canada,
Japan, USA

Oilseed rape (23-18-17,
23–198, high-laurate
canola)

MFA (BayTE), ABR (nptII) Calgene Canada, USA

Notes: MFA: modified fatty acid content (delta 12 desaturase gene (GmFad2-1); thioesterase
gene from Umbellaria californica (Bay TE);
ABR: antibiotic resistance (ampicillin resistance (bla), kanamycin resistance (nptII));
RP: reporter gene (gus).

3
GM Plants ‘‘In the Pipeline’’

3.1
Input Traits

In the following chapters, selected exam-
ples will be presented of studies being
conducted in the genetic engineering of
crop plants. First, attempts to reduce the
production costs of crop plants are sum-
marized. These studies refer to crop plants

with genetically engineered resistance
against insects, diseases, abiotic stresses,
and improved agronomic properties.

3.1.1 Insect Resistance
The best-characterized insecticidal pro-
teins are the delta-endotoxins of B.
thuringiensis (B.t.-toxins), which have been
used as biopesticides in agriculture (also
organic farming), forestry, and as a
mosquito vector control for many years.
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B.t. insecticidal activity is highly specific in
that the endotoxins are nontoxic to nontar-
get insects, birds, and mammals.

Besides the commercially available B.t.-
maize, -potato, -cotton and -tomato lines
(see Table 3), insect-resistant rice (cryIAb
and cryIAc), soybeans (cryIAc), oilseed
rape (cryIAc), and eggplants (cryIIIB) have
been developed. Field trials have also
been performed in the United States
with insect-resistant sunflower, lettuce,
grapefruit, sugarcane, apple, walnut, grape
and peanut.

In order to control corn rootworm infec-
tions, Mycogen, and Pioneer Hi-Bred are
developing transgenic maize, which con-
tains two novel proteins from B. thuringien-
sis strain PS149B1. These proteins belong
to another class of insecticidal proteins
with no homology to the delta-endotoxins
(Bt PS149B1 toxins).

Another approach to achieve insect-
resistant plants is to use plant defense
proteins such as proteinase inhibitors,
lectins or α-amylase inhibitor. Lectins
are thought to confer resistance toward
sap-sucking insects (e.g. the rice brown
planthopper), which act as vector for virus
transmission.

Morton and colleagues transferred the
α-amylase inhibitor 1 gene from beans
to peas and conducted field trials with
the insect-resistant pea plants, and re-
ported high insect mortality in transgenic
plants. One advantage of using α-amylase
inhibitor genes is the long history of hu-
man consumption of beans, and the fact
that bean α-amylase has no effect on starch
digestion in humans.

In an attempt to confer broad-spectrum
resistance to storage pests, maize was
transformed with the chicken avidin gene.
The mode of action of avidin is to
cause a deficiency of the vitamin biotin
in insects; hence, a thorough safety

testing for human consumption must be
carried out before the commercial use of
biotin maize.

3.1.2 Virus, Fungal, Bacterial,
and Nematode Resistance

3.1.2.1 Virus resistance. One strategy to
obtain virus-resistant plants is to transfer
genes from the pathogen itself into the
plant (pathogen-derived resistance). The
most widely used approach is to express
the virus coat protein in transgenic plants.
In theory, the expression of viral genes
disrupts viral infection or symptom devel-
opment. All but one of the commercially
available virus-resistant plants contain vi-
ral coat proteins (see Table 4), and this
technique is extended to other plants such
as rice, plum tree, tomato, pea, and peanut.
Additionally, field trials have been per-
formed in the United States with coat
protein–mediated virus-resistant wheat,
soybean, sugarcane, sugar beet, cucum-
ber, sweet potato, grapefruit, pineapple,
and papaya.

Another form of pathogen-derived resis-
tance is the use of viral replicase genes (or
RNA-dependent RNA polymerase genes),
which presumably act via posttranscrip-
tional gene silencing. This technique has
been used to confer resistance to potato
leafroll virus in potato (see Table 4), to bar-
ley yellow dwarf virus in oats, cucumber
mosaic virus in tomato, rice tungro spher-
ical virus in rice, and wheat streak mosaic
virus in wheat.

Since varying degrees of virus re-
sistance have been obtained with coat
protein–mediated resistance, approaches
have been formulated to ameliorate resis-
tance against cucumber mosaic virus via
satellite RNA, especially in tomato. How-
ever, this approach has raised controversy
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as a single point mutation in the satel-
lite RNA can transform it into a harmful
necrogenic form.

In order to protect plants against more
than one virus, ribosome-inactivating pro-
teins (RIPs) have been expressed in trans-
genic plants. RIPs are strong inhibitors
of protein synthesis and, depending on
the plant species from which they origi-
nate, they show different levels of toxicity
against different hosts. Pokeweed antiviral
protein (PAP) confers resistance to PVX
and PVY in transgenic potatoes, while PA-
PII confers resistance to TMV, PVX, and
fungal infections in tobacco, respectively.

On a more experimental scale are
approaches to achieve virus resistance
using antibodies against the virus coat
protein. Such antibodies are able to
neutralize virus infection, presumably
by interacting with newly synthesized
coat protein and disrupting viral particle
formation. Like RIPs, broad-spectrum
antibodies might be used to protect plants
against a wider range of viruses, as
has been demonstrated in the case of
potyviruses.

3.1.2.2 Fungal resistance. Fungal resis-
tance can be conferred via the activation
of specific self-defense mechanisms in the
plant. One of the mechanisms is the so-
called hypersensitive response (HR), which
enables plants to enclose the pathogen
in the infected area by the formation
of necrotic lesions. HR induces many
defense-related signal molecules such as
salicylic acid, ethylene, and phytoalexin.
HR is also characterized by an accumula-
tion of pathogenesis-related (PR) proteins
that include fungal cell wall–degrading
enzymes, antimicrobial peptides, thion-
ins, lipid transfer proteins, and proteinase
inhibitors.

In rice, the introduction of chitinase
and thaumatin-like protein, respectively,
led to increased resistance to sheath blight
(Rhizoctonia solani). Enhanced resistance
to the rice blast fungus Magnaporthe grisea
was observed upon constitutive expression
of chitinase and defense-related protein
genes in transgenic rice.

Pathogenesis-related proteins from
plants have been used to confer fungal
resistance in alfalfa, cucumber, oilseed
rape, tomatoes, wheat, grape vine,
and oranges.

Other antifungal genes of plant origin
comprise genes for RIPs, genes for
phytoalexins, and anthocyanin genes. An
example of an antifungal gene from
nonplant sources that has been transferred
to plants is the human lysozyme gene.

In the United States, field trials have
been performed with fungal-resistant
wheat, barley, cotton, rice, and bananas
using different antifungal proteins.

Individual PR-proteins, however, have
a narrow spectrum of antifungal activity,
and need to function collectively in order to
provide a modest but long-term resistance.
Therefore, research is currently focusing
on genes from mycoparasitic fungi as
a source for improving resistance to
fungal pathogens. An endochitinase of
the mycoparasitic fungus Trichoderma
harzianum has been transferred to tobacco
and potato, and has been reported to
confer a high level and a broad spectrum
of resistance.

A similar approach has been taken
by transferring an antifungal protein
from a virus that persistently infects
Ustilago maydis, to wheat. Transgenic
wheat plants exhibit increased resistance
against stinking mut (Tilletia tritici).

3.1.2.3 Bacterial resistance. Resistance
to bacterial infections is not yet as
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developed as virus- and fungal resistance,
due partly to the fact that bacterial diseases
are a major problem in only some crop
plants such as potato, tomato, rice, and
certain fruit trees.

The most efficient form of protection
is genetic resistance, which is based on
single dominant or semidominant genes.
These R genes usually confer race-specific
resistance, and their effectiveness is based
on their interaction with complementary
pathogen avirulence (AV) genes in the
pathogen, the so-called gene-for-gene in-
teraction. Resistance to bacterial blight
caused by Xanthomonas oryzae pv. oryzae
was achieved by transferring the resistance
gene Xa21 from a wild rice species to the
elite indica rice (IR) variety ‘IR72’. Accord-
ingly, the resistance gene Bs2 from pepper
was transferred to tomato, which then ex-
hibited resistance to bacterial spot disease.

The tomato disease resistance gene
Pto specifies race-specific resistance to
Pseudomonas syringae pv. tomato carrying
the avrPto gene. By overexpressing Pto, a
race-nonspecific resistance was observed
in transgenic tomatoes.

The resistance based on single dominant
gene expression always bears the danger
of early evolution of counterresistance in
the pathogen due to the emergence of
strains that no longer express the specific
avirulence gene product. Therefore, new
resistance genes are being investigated
for use in pyramiding strategies (com-
bination of resistance genes against the
same pathogen, but with different targets).
One example is the AP1 gene from sweet
pepper, which delays the hypersensitive re-
sponse when expressed in transgenic rice
plants, and which can be used in combina-
tion with Xa21 or other resistance genes.

In several plant species, bifunctional
enzymes with lysozyme activity have been
detected, which are thought to be involved

in defense against bacteria. After transfer
of the bacteriophage T4 lysozyme gene,
transgenic potatoes showed a decreased
susceptibility toward Erwinia carotovora
atroseptica infections.

Insects produce antimicrobial peptides
as major defense response to pathogen
attack, and these include sarcotoxins,
cecropins, and attacins. The latter has
been transferred to apples and pears,
which have improved resistance to Erwinia
amylovora, causing fire blight. Similarly,
the expression of synthetic antimicrobial
peptide chimeras in transgenic tobacco led
to broad-spectrum resistance against both
bacterial and fungal pathogens. Bacterial
resistant grapes, transformed with the
antibiotic protein mangainin from toads
are being field tested in the United States.

3.1.2.4 Nematode resistance. In the
United States, field tests are being con-
ducted with nematode-resistant carrots,
tomatoes, potatoes, and pineapples. In the
case of carrot, tomato, and potato, cys-
teine proteinase inhibitors from cowpea
and rice, respectively, have been expressed
in the transgenic plants. Proteinase in-
hibitors are an important element of
natural plant defense strategy. The cowpea
trypsin inhibitor (CpTI), a serine pro-
teinase inhibitor, and oryzacystatin (Oc-I),
an inhibitor of cysteine proteinase, have
been shown to be effective against pro-
teinases of a cyst nematode. In field trials,
no detrimental effect on plant growth was
observed in transgenic potatoes. When two
partial nematode-resistant potato varieties
were transformed with the cystatin, full
resistance to potato cyst nematode Glo-
bodera was achieved. Cysteine proteinase
inhibitors are of particular interest because
they are the only class of proteinase that
is not expressed in the digestive system of
mammals.
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3.1.3 Tolerance Against Abiotic Stress
The effects of weather, erosion, and de-
pleted soils expose plants to a variety of
stresses. Genetic engineering has been
used to provide plants with additional
stress response genes in order to coun-
teract these environmental stresses. These
genes can be grouped into two categories:
(1) genes that respond directly against a
particular stress; and (2) genes that reg-
ulate stress gene expression and signal
transduction. Transfer or overexpression
of both types of genes has been used
in transgenic approaches to enhance tol-
erance against abiotic stresses. In the
following section, salt, drought, and cold
stress are considered together, as, on a
cellular basis, all act as dehydration stress.

3.1.3.1 Genes conferring dehydration-
stress tolerance in transgenic plants.
Plants react to these stresses by dis-
playing complex, quantitative traits that
involve the function of many genes. Ex-
pression of these genes leads to the
accumulation of low molecular weight
components such as osmolytes, synthe-
sis of late-embryogenesis-abundant (LEA)
proteins, and activation of detoxifying en-
zymes. In transgenic approaches, genes
for the enzymes that are responsible for
the production of these compounds have
been transferred to nontolerant plants.
Most of these studies have been performed
in model plants such as Arabidopsis or to-
bacco, but some investigations have been
extended to food crops such as rice.

Bajaj and colleagues have summarized
the results from these studies in a recent
review. After transfer of genes encod-
ing enzymes for osmoprotectants such
as glycinebetaine, proline or putrescine,
transgenic rice plants exhibited increased
tolerance to salt and drought stress. Con-
stitutive overexpression of the oat arginine

decarboxylase gene in rice led to severely
affected developmental patterns. When the
arginine decarboxylase gene was under
the control of an ABA-inducible pro-
moter, the transgenic rice plants showed
an increase in biomass under salinity-
stress conditions.

Transgenic rice plants expressing the
arginine decarboxylase gene (adc) from
Datura produced high levels of the
polyamine putrescine under stress, pro-
tecting the plants from drought.

The expression of a LEA protein in the
transgenic rice plants led to increased tol-
erance to water deficit and salt stress in
the transgenic plants. As it is believed
that abiotic stress primarily affects plants
through oxidative damage, genes for detox-
ifying enzymes have been transferred to
sensitive plants. McKersie et al. showed
that transgenic alfalfa overexpressing Mn
superoxide dismutase to reduce free rad-
icals was more tolerant of water deficit
and freezing, and had better winter sur-
vival rates. It is envisaged that the use
of stress-inducible promoters and the in-
troduction of multiple genes will improve
dehydration-stress tolerance.

3.1.3.2 Regulatory genes encoding tran-
scription factors. The other promising
approach to confer tolerance to dehy-
dration stress is to transfer regulatory
genes. As the products of these genes
regulate gene expression and signal trans-
duction under stress conditions, their
overexpression can activate the expression
of many stress-tolerance genes simulta-
neously. The overexpression of the tran-
scription factor DREB1A in transgenic
Arabidopsis led to increased tolerance to
drought, salt, and freezing stresses. How-
ever, the constitutive overexpression of
DREB1A also resulted in severe growth re-
tardation under normal growth conditions.
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In contrast, the stress-inducible expression
of this gene had minimal effects on plant
growth, and provided greater tolerance to
stress conditions than genes driven by
the 35S promoter. Drought tolerant wheat
lines transformed with DREB1A are cur-
rently being field tested in Mexico.

Lee and colleagues cloned the functional
homolog of the yeast Dbf2 kinase that
enhances salt, drought, cold, and heat
tolerance upon overexpression in yeast,
as well as transgenic plant cells. However,
the utilization of this gene to engineer
transgenic crops with enhanced stress
tolerance has still to be shown.

3.1.3.3 Additional genes that confer tol-
erance to salt stress. The detrimental
effects of salt on plants are a consequence
of both a water deficit resulting in osmotic
stress, and the effects of excess sodium
ions on key biochemical processes. To tol-
erate high levels of salts, plants should
be able to use ions for osmotic adjust-
ment and internally to distribute these
ions to keep sodium away from the cytosol.
The first transgenic approaches introduced
genes that modulated cation transport sys-
tems. Hence, transgenic tomato plants
overexpressing a vacuolar Na+/H+ an-
tiport were able to grow, flower, and
produce fruits in the presence of 200 mM
sodium chloride.

3.1.3.4 Genes conferring tolerance to low
iron. In arid and semiarid regions of
the world, the soils are alkaline in na-
ture and therefore, crop yields are lim-
ited by a lack of available iron. Under
iron stress, some plants release spe-
cific Fe(III)-binding compounds, known
as siderophores, which bind the other-
wise insoluble Fe(III) and transport it to
the root surface. To increase the quantity

of siderophores released under conditions
of low iron availability, Takahashi et al.
transferred two barley genes coding for
the enzyme nicotianamine aminotrans-
ferase (naat-A and naat-B) together with
the endogenous promoters into rice plants.
Transgenic rice plants excreted about 1.8
times more siderophore under iron stress
than wild-type rice plants. This relatively
small increase allowed transgenic rice
plants to withstand iron deprivation re-
markably better, resulting in a fourfold
increase in grain yield as compared with
wild-type plants.

Alternately, increasing the rate-limiting
step of Fe(III) chelate reduction, which
reduces iron to the more soluble Fe(II)
form, might enhance iron uptake in
alkaline soils.

3.1.3.5 Aluminum tolerance. Alumi-
num toxicity is one of the major fac-
tors limiting crop productivity in acidic
soils, which comprise about 40% of the
world’s arable land. One of the most visi-
ble symptoms of aluminum toxicity is the
inhibition of root elongation. One possi-
ble mechanism of aluminum tolerance is
the chelation of aluminum by organic ions
like citrate or malate in the rhizosphere or
within root cells. Overproduction of citrate
was shown to result in aluminum toler-
ance in transgenic tobacco, papaya, and
oilseed rape. Expression of the ALMT1
gene (aluminum-activated malate trans-
porter (ALMT)) from wheat in transgenic
barley plants resulted in high-level alu-
minum tolerance.

3.1.4 Improved Agronomic Properties

3.1.4.1 Acceleration of sprouting time in
potato. The ability to control sprouting
time in potato tubers is of considerable
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economic importance to the potato indus-
try. At present, the potato industry uses a
range of chemical treatments in order to
obtain the desired control. Using a biotech-
nological approach, the pyrophosphatase
gene from E. coli under the control of the
tuber-specific patatin promoter was trans-
ferred into potatoes. The pyrophosphatase
gene was chosen because of the central role
of inorganic phosphate in starch degrada-
tion and sucrose biosynthesis. It is believed
that starch breakdown and subsequent for-
mation of various metabolites is needed for
growth of the sprout.

Transgenic potatoes displayed a signif-
icantly accelerated sprouting: the trans-
genic tubers sprouted on average six to
seven weeks faster than did control tubers.
In addition, after cold storage the majority
of transgenic tubers sprouted within one
week, whereas the wild-type tubers needed
eight weeks or more.

3.1.4.2 Reduction of generation time in
citrus. Citrus trees have a long juvenile
phase that delays their reproductive devel-
opment by between 6 and 20 years. With
the aim of accelerating flower time, ju-
venile citrus seedlings were transformed
with the Arabidopsis LEAFY (LFY) and
APETALA (AP1) genes, which promote
flower initiation in Arabidopsis. Both types
of transgenic citrus produced fertile flow-
ers as early as the first year. These traits
are submitted to the offspring as dominant
traits, generating trees with a generation
time of one year from seed to seed. Con-
stitutive expression of LFY also promoted
flower initiation in transgenic rice.

3.2
Traits Affecting Food Quality

The following sections provide examples
of how the nutritional value of food crops

can be improved through genetic engi-
neering, though none of these genetically
engineered food plants has yet reached the
marketplace. In addition to the safety of
the GMPs for health and environment, the
effectiveness of this approach in compari-
son to alternative methods must be shown
for these traits.

3.2.1 Increased Vitamin Content
One of the most advanced projects to
fortify food crops with vitamins is the so-
called golden rice. To enable provitamin A
biosynthesis in the rice endosperm, four
additional enzymes are required. Imma-
ture rice embryos were cotransformed with
two Agrobacterium constructs containing
the psy and the lcy gene from daffodil,
coding for the phytoene synthase and the
lycopene β-cyclase, respectively, as well as
the crtI gene from Erwinia uredovora, cod-
ing for a bacterial phytoene desaturase.
Ten plants harboring all transferred genes
were recovered, and all showed a normal
vegetative phenotype and were fertile. In
most cases, the transformed endosperms
were yellow, indicating carotenoid for-
mation. After transfer of the new trait
into locally best-adapted varieties, either
by traditional breeding or de novo trans-
formation, it is hoped that vitamin-A
deficiency in the developing countries can
be prevented.

In contrast to rice, tomato plants already
produce carotenoids, and tomato products
are viewed as the principal dietary source
of lycopene and one of the major sources
of β-carotene. Since lycopene and β-
carotene are considered beneficial to
health (reducing chronic conditions such
as coronary heart disease and certain
cancers), an attempt was made to enhance
the carotenoid content and profile of
tomato fruits via genetic engineering.
Therefore, the bacterial carotenoid gene
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(crtI), which encodes for the phytoene
desaturase, has been introduced into
tomato plants. Transgenic plants showed
an increased β-carotene content (up to 45%
of the total carotenoid content), though the
total carotenoid content was not elevated.

The regular uptake of vitamin C (ascor-
bic acid) is essential for humans since they
lack the ability to synthesize it. In plants,
ascorbic acid can be regenerated from its
oxidized form in a reaction catalyzed by
dehydroascorbate reductase (DHAR). The
overexpression of a DHAR cDNA from
wheat in maize and tobacco led to a two-
to fourfold increase in ascorbic acid levels
in foliar and kernels.

3.2.2 Production of Very-long-chain
Polyunsaturated Fatty Acids
Very-long-chain polyunsaturated fatty
acids (VLCPUFAs) like arachidonic,
eicosapentaenoic, or docosahexaenoic acid
have important roles in human health
and nutrition. They are components
of membrane phospholipids, precursors
of prostaglandins, required for the
development of the fetal neuronal system
and reported to reduce the incidence of
cardiovascular diseases. The diet of most
modern societies is relatively low in ω 3-
PUFAs with a concomitant increased level
of ω 6-PUFA intake. An important source
of VLCPUFAs is oily fish, whereas all plant
oils do not contain VLCPUFAs. Now first
results have been obtained to genetically
engineer the capacity to synthesize these
fatty acids in oilseed species. The seed-
specific expression of cDNAs encoding
fatty acid acyl-desaturases and elongases
resulted in the accumulation of up to 5%
of VLCPUFAs in linseed.

3.2.3 Increased Iron Level
As cereal grains are deficient in certain
essential mineral nutrients, including

iron, several approaches have been used to
increase iron accumulation and alter iron
metabolism. Since ferritin is a general iron
storage protein in all living organisms,
ferritin genes have been introduced into
rice and wheat plants. Goto et al. generated
transgenic rice plants expressing soybean
ferritin under the control of the seed-
specific rice Glu-B1 promoter. Transgenic
rice seeds accumulated up to three times
more iron as wild-type seeds. Likewise,
increased iron levels were found in
transgenic rice seeds expressing bean
ferritin under the control of the related
Gt-1 promoter.

In order to not only increase iron accu-
mulation, but also improve its absorption
in the human intestine, two approaches
have been adopted. First, the level of the
main inhibitor of iron absorption, phytic
acid, was decreased by the introduction of
a heat-tolerant phytase from Aspergillus fu-
migatus. Transgenic rice plants exhibited
at least double phytase activity, whereas
in one individual transgenic line, the phy-
tase activity of the grains increased about
130-fold. Second, as cysteine peptides are
considered a major enhancer of iron ab-
sorption, the endogenous cysteine-rich
metallothionein-like protein gene (rgMT)
was overexpressed, and the cysteic acid
content increased significantly in trans-
genic seeds. The authors suggested that
high-phytase rice, with increased iron con-
tent and rich in cysteine-peptide, has the
potential to greatly improve iron supply in
rice-eating populations.

3.2.4 Improved Amino Acid Composition
Potatoes contain limited amounts of the
essential amino acids lysine, tryptophan,
methionine, and cysteine. In order to
improve the nutritional value of potatoes, a
nonallergenic seed albumin gene (AmA1)
from Amaranthus hypochondriacus was
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transferred to potato plants. The seed-
specific albumin was under the control
of a tuber-specific and a constitutive
promoter, respectively. In both transgenic
lines, a 35 to 45% increase in total protein
content was reported in transgenic tubers,
which corresponded to an increase in
most essential amino acids. Additionally,
a twofold increase in tuber number and
a 3.0- to 3.5-fold increase in tuber yield
were observed.

3.2.5 Reduction in the Content
of Antinutritive Factors
Cassava is one of the few plants in nature
that contains toxic cyanogenic glycosides
in the leaves and roots. Sufficient process-
ing of the harvested roots normally renders
the cassava safe, although the processing
that renders toxic cassava varieties safe also
removes certain nutritional value. There-
fore, Moller et al. have isolated the genes
responsible for cyanogenic glycoside pro-
duction and are now transforming cassava
with antisense constructs of the respective
genes CYP79D1 and CYP79D2.

Another strategy for reducing the
cyanide toxicity of cassava roots is to in-
troduce a gene that codes for the enzyme
hydroxynitrile lyase (HNL). This enzyme
breaks down the major cyanogen ace-
tone cyanohydrin, and is expressed only in
leaves. After transformation of the cDNA
encoding HNL, the HNL activities in cas-
sava roots were comparable with those in
leaves. Field trials will determine whether
the expression of HNL in roots in fact
reduces the cyanide toxicity of cassava
food products.

3.2.6 Production of ‘‘Low-calorie Sugar’’
Koops and colleagues have developed a
new sugar beet that produces fructan,
a low-calorie sweetener, by inserting a
single gene from Jerusalem artichoke that

encodes an enzyme for converting sucrose
to fructan (1-sucrose:sucrose fructosyl
transferase [1-sst]). Short-chain fructans
have the same sweetness as sucrose,
but provide no calories as humans lack
the fructan-degrading enzymes necessary
to digest them. Longer-chain fructans
form emulsions having a fatlike texture,
while fructans also promote the growth
of beneficial bacteria present in the gut.
Transgenic sugar beet roots produce the
same amount of total sugar, but expression
of the 1-sst gene resulted in conversion of
more than 90% of the stored sucrose into
fructans. Under greenhouse conditions,
the ‘‘fructan beets’’ developed normally
and had almost the same amount of root
dry weight as normal sugar beets. The yield
of 110 µmol g−1 fresh weight of fructan
makes the extraction of these compounds
economically interesting.

3.2.7 Seedless Fruits and Vegetables
In plants that are able to develop
fruits without fertilization (parthenocarpic
fruits), the seeds are absent – a feature
that can increase fruit acceptance by con-
sumers. To achieve parthenocarpic devel-
opment, it is common practice to treat
flower buds with synthetic auxinic hor-
mones. To mimic the hormonal effects
by genetic engineering, the expression
of a gene able to increase auxin con-
tent and activity should be induced in
the ovule. Rotino and colleagues used
the iaaM gene from P. syringae pv. savas-
tanoi under the control of an ovule-specific
promoter (DefH9) from Antirrhinum ma-
jus to induce parthenocarpic development
in transgenic tobaccos and eggplants. In
transgenic eggplants, fruit setting took
place even under environmental condi-
tions prohibitive for the untransformed
line. Fruit size and weight were similar to
that obtained by pollination in transgenic
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and control plants. It was envisaged that
this approach might also be valuable in
other horticultural species such as pepper
and tomatoes, in which fruit quality is sus-
ceptible to uneven pollination and seed set
during lower temperature fluctuations as-
sociated with ‘‘winter season’’ production.
A similar approach might also be used to
produce seedless watermelons rather than
the cumbersome triploid seed production
system now employed.

3.3
Traits that Affect Processing

3.3.1 Altered Gluten Level in Wheat
to Change Baking Quality
The bread-making quality of wheat flour
depends primarily on the presence of
high molecular weight (HMW) glutenins.
Wheat is unique among cereals in having
this property. The glutenin proteins are
encoded by six genes, and the total glutenin
content of the grain is proportional to
the expression of these genes. It has
been shown that the quality of dough
can be influenced both by the quantity
and quality of the expressed genes. When
specific glutenin genes were added back to
wheat lines missing some of the glutenin
genes, the dough-mixing characteristics
were improved significantly. This same
technique could be applied to wheat
lines that have already been optimized
for baking, and could result in flour
with glutenin levels higher than the
current maximum of 10% of total protein.
Concordantly, the quality of durum wheat
(Triticum turgidum L. var. durum) for bread
and pasta making has been modified by
insertion of HMW glutenin subunit genes.

3.3.2 Altered Grain Composition
in Barley to Improve Malting Quality
β-Glucan is the major constituent of
the cell wall of the starchy endosperm

of barley. These cell wall molecules are
very large, water-soluble, and produce
viscous worts if not sufficiently reduced
in size by hydrolysis. This causes slow
filtration of wort and beer, as well as
glucan precipitate in the finished product.
β-Glucan hydrolysis is likely to be a
function of the level of (1–3, 1–4)-
β-glucanase produced by the aleurone,
and how much of the enzyme survives
high-temperature kilning and mashing.
Doubling the amount of β-glucanase
activity is likely to ensure sufficient β-
glucan hydrolysis, and this could be
achieved either by increasing the amount
of enzyme synthesized or by changing the
heat stability of β-glucanase. The latter
has been achieved by transferring a fungal
thermotolerant endo-1,4-β-glucanase to
two barley cultivars. The amount of
heterologous enzyme has been shown to
be sufficient to reduce wort viscosity by
decreasing the soluble β-glucan content.

In another approach, biochemically ac-
tive wheat thioredoxin h has been overex-
pressed in the endosperm of transgenic
barley grain. Such overexpression in ger-
minated grain effected an up to fourfold
increase in the activity of the debranch-
ing enzyme pullulanase, a rate-limiting
enzyme in the breakdown of starch. The
breaking down of starch is a key step in the
malting process, and tests with transgenic
varieties showed that the time required
could be reduced by up to a day.

3.4
Traits of Pharmaceutical Interest

3.4.1 Production of Vaccines
Vaccines are designed to elicit an immune
response without causing disease. While
typical vaccines are composed of killed or
attenuated disease-causing organisms, re-
combinant vaccines are desirable as an
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alternative, as they generally cause fewer
side effects than those that occur when
the whole organism is delivered. Many
candidate proteins have been identified
that may function as effective subunit
vaccines. Currently, the most common
large-scale production of recombinant pro-
teins are genetically engineered bacteria
and yeast, due to the ease of manipu-
lation and their rapid growth. However,
recombinant proteins overexpressed in mi-
croorganisms must be extensively purified
to remove host proteins and compounds.
Transgenic plants provide an alternative
system, with the great practical advantage
of directly producing an edible plant tis-
sue for oral immunization. In addition,
edible plant-based recombinant vaccines
are safe, provide nutrition, and are easy
to administer.

At present, a great deal of research is fo-
cused on the understanding of transgene
expression, stability, and processing in
plants. Typical experiments investigating
in-planta protein expression employ plant
model systems such as potato, tomato,
and maize. The ideal plant for human
vaccination would be bananas, because
they are readily eaten by babies, are
consumed uncooked, and are indigenous
to many developing countries. Since re-
generation and growth to maturity can
take up to three years in bananas, it is
nevertheless necessary to optimize high-
level expression of a vaccine antigen in
model plants.

For viral infections, virus-like particles
(VLPs), which form by self-assembly of
viral surface proteins, are effective as
vaccines. The hepatitis B surface antigen
(HbsAg) has successfully been used as
a vaccine against hepatitis B virus. The
vaccine was first produced in yeast by
Merck and SmithKline Beecham, and was
the first recombinant subunit vaccine.

Hence, it served as a model for a first
attempt to produce a plant-based vaccine.
HbsAg was expressed in tobacco and
potato plants and shown to assemble into
VLPs that are similar to the yeast-derived
commercial vaccine.

In the United States, preliminary clinical
trials have been performed, and two out of
three volunteers who ate transgenic lettuce
carrying a hepatitis B antigen displayed
a good systemic response. Likewise, 19
of 20 people who ate a potato vaccine
aimed at the Norwalk virus showed an
immune response.

Currently, clinical trials with a plant-
based vaccine against a bacterial pathogen
are underway in the United States. Arntzen
and colleagues inserted a gene for a part
of an E. coli enterotoxin (LT-B subunit
gene) that caused diarrhea in humans,
into potato plants, and all but one of
the 11 volunteers who ate the trans-
genic raw potatoes produced antibodies
to the toxin.

A common problem of vaccine antigens
expressed in plants has been the low level
of expression. In LT-B-expressing plants,
this has been overcome by using a ‘‘plant
codon usage optimized’’ synthetic gene
encoding LT-B and the use of the tuber-
specific patatin promoter.

Future considerations must include con-
tainment of the transgenes as well as
quality control for antigen content. These
considerations are particularly important
since inappropriate dosing of vaccines
can impair their effectiveness, and con-
stant dosing can lead (potentially) to im-
munological tolerance. In a more recent
discussion, the feasibility of direct oral
immunization by eating transgenic plants
was doubted because of the problem of lot-
to-lot consistency and administering pills
prescribed by doctors was favored.
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3.4.2 Production of Pharmaceuticals
Some recombinant proteins are already
available commercially, including human
erythropoietin or glucocerebrosidase. Un-
til now, commercial production has used
fermentation in E. coli and yeast or
mammalian cell systems. However, these
expression systems have significant limita-
tions: bacteria cannot perform the complex
posttranslational modifications required
for bioactivity of many human proteins
and production of proteins such as growth
regulators or cell cycle inhibitors would
negatively impact the transgenic animal
cell culture.

Plants have several advantages com-
pared with traditional systems for the
molecular farming of pharmaceutical pro-
teins. These include: (1) low produc-
tion costs; (2) reduced time to market;
(3) unlimited supply; (4) eukaryotic pro-
tein processing; and (5) safety from blood-
or animal tissue-borne human pathogens.
The production of a range of therapeutic
proteins in transgenic plants has proven
their capability for production of bioac-
tive human proteins of pharmaceutical
value: the proteins appear fully func-
tional and structurally comparable with
the analogous proteins produced in animal
cell culture.

Examples of human therapeutic pro-
teins include serum proteins such as
hemoglobin as blood substitute, interfer-
ons as viral protection agents, lysosomal
enzymes lacking in patients with Gaucher
or Fabry disease, and other proteins
such as hirudin, which is effective as an
anticoagulant.

The majority of these pharmaceuticals
are produced in model plants that are easy
to transform, such as tobacco and potato,
by using the constitutive 35S promoter
from the cauliflower mosaic virus. How-
ever, as high levels of protein accumulation

may negatively impact on yield and/or
growth of the transgenic plants, inducible
or tissue-specific promoters are preferable.
Tobacco is an excellent biomass producer,
but does produce toxic compounds. Crop-
based production systems (e.g. wheat, rice,
corn) lack these toxic substances and pro-
vide an existing infrastructure for their
cultivation, harvest, distribution, and pro-
cessing. This makes food crops highly
attractive but leads to the potential for the
unintended presence of therapeutic pro-
teins in human food. Recently publicized
incidents in which genetically modified
crops have inadvertently mixed with those
destined for human consumption have
highlighted the need for mechanisms to
ensure the segregation of plants that ex-
press pharmaceuticals.

Cereal crops (rice and wheat) were
first used as production and storage sys-
tem for a single-chain antibody against
carcinoembryogenic antigen (CEA), a well-
characterized tumor-associated marker
antigen. In fact, in dried seeds, the an-
tibodies could be stored for at least five
months without significant loss of activity
of the antibody. An alternate technique em-
ploys targeting of the recombinant protein
to the oil bodies of Brassica napus seeds.
A synthetic gene coding for a hirudin vari-
ant was fused to an Arabidopsis oleosin
gene and transferred to oilseed rape. The
recombinant hirudin was correctly tar-
geted and accumulated on the oilbodies of
transgenic seeds, which, because of their
lower density, could easily be separated
by flotation centrifugation. The functional
biopharmaceutical was then released by
protease treatment.

A recent publication showed the poten-
tial for producing recombinant proteins in
the guttation fluid of tobacco. Guttation,
which is the loss of water and dissolved ma-
terials from uninjured plant organs, leads
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to the production of a guttation fluid. This
can be collected throughout the plant’s
life, thereby providing a continuous and
nondestructive system for recombinant
protein production.

4
Outlook

It is likely that, in the future, a rapid
development of molecular and technolog-
ical methods will take place, and this will
comprise the initial development of new
transgenic approaches in model plants
such as Arabidopsis, followed by the trans-
fer of ready-established methods to most
crop plants. The combination of genetic
engineering and molecular marker tech-
nology with conventional crossings and
subsequent selection will enable a rapid
progress in plant breeding.

Despite these possibilities, limitations
of widespread application can be fore-
seen in the patent situation, and this will
lead to a partial unpredictability in produc-
tion costs. A hindrance to the worldwide
trade – and therefore also to the mar-
ketability of genetically modified foods – is
founded in the different legal regulations,
for example, in the United States and Eu-
rope. Additionally, the lack of acceptance
by the public of genetically modified food,
especially in central Europe, might de-
lay the commercial potential of transgenic
plants, even when there might be clear
advantages for the consumer.
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Anticodon
Three consecutive bases in tRNA that bind to a specific mRNA codon by
complementary antiparallel base pairing.

Antiparallel Base pairing
Pairing through specific hydrogen bonds between base residues of two polynucleotide
chains or two segments of a single chain with phosphodiesterbonds running in the
5′ → 3′ direction in one chain or segment and in the 3′ → 5′ direction in the other. In
DNA and RNA, the hydrogen bonds are usually formed between complementary base
pairs (adenine (A) with either thymine (T) or uracil (U), and guanine (G) with
cytosine (C)).

Codon
Three consecutive bases in mRNA or DNA, which code for an amino acid in
protein synthesis.

Elongation
The stepwise addition of amino acids to the carboxyl terminus of a growing
polypeptide chain.

Fidelity
The accuracy with which the RNA sequence is translated into the correct amino
acid sequence.

Initiation
A multistep reaction between ribosomal subunits, charged initiator transfer RNA and
messenger RNA that results in apposition of the ribosome-bound initiator Met-tRNA
with an AUG initiator codon in mRNA. In this position, the ribosome is poised to form
the first peptide bond.
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Polarity
The asymmetry of a polynucleotide or polypeptide. In DNA, the two strands have
opposite polarity; that is, they run in opposite directions (5′ → 3′ and 3′ → 5’). The
polarity of a polypeptide is defined as running from the N-terminus to the C-terminus.

Reading Frame
One of three possible ways of translating groups of three nucleotides in mRNA. The
appropriate reading frame is determined by the initiation codon.

Template Strand
The strand of the DNA double helix that is used as a template for transcription of RNA.
It has a base sequence complementary to the RNA transcript.

Termination
The end of polypeptide synthesis, which is signaled by a codon for which there is no
corresponding aminoacyl tRNA. When the ribosome reaches a termination codon in
the mRNA, the polypeptide is released and the ribosome–mRNA–tRNA complex
dissociates.

Translation
The stepwise synthesis of a polypeptide with an amino acid sequence determined by
the nucleotide sequence of the mRNA coding region. The genetic code relates each
amino acid to a group of three consecutive nucleotides termed a codon. Decoding of
mRNA takes place in the 5′ → 3′ direction, and the polypeptide is synthesized from the
amino to the carboxyl terminus.

Translocation
The stepwise advance of a ribosome along the mRNA, one codon at a time, with
simultaneous transfer of peptidyl tRNA from the A site to the P site of the
ribosome.

� Proteins have a linear primary sequence of no more than 20 encoded amino acids
and this underlying simplicity is used to express great subtlety in structure and
versatility in function. For these reasons, proteins are essential to the structure
and function of living cells. The assembly of polypeptide chains from amino acids
and their subsequent modifications, leading to the final three-dimensional protein
structure, are exceptionally complex processes; many components are involved and
much of the cell’s energy is utilized. Each peptide bond requires the expenditure of
four high-energy phosphate bonds (ATP is converted to AMP and two molecules of
GTP are converted to GDP). This value excludes the energy used for initiation and
release of the polypeptide chains and the cost of synthesizing and processing mRNA.
The linear amino acid sequence of a protein is encoded within the gene as a linear
deoxyribonucleotide sequence. Early steps in the biosynthesis of a protein include
transcription of the gene and appropriate processing of the transcript leading to
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the production of mature messenger RNA (mRNA). We describe the mechanisms
involved in translating mRNA to produce a polypeptide chain which has the amino
acid sequence specified by the gene. Translation takes place after mRNA is bound
to small ribonucleoprotein particles called ribosomes through the mediation of
aminoacyl tRNA which links the linear nucleotide sequence of mRNA with the
linear amino acid sequence of the encoded polypeptide. The genetic message is read
sequentially as mRNA moves relative to the ribosome. Thus, the polypeptide chain
is formed by the sequential incorporation of amino acids into peptide linkage. The
process of translation is achieved with high fidelity with less than one error per
10 000 amino acids incorporated into protein. The mechanisms of protein synthesis
are essentially the same for all cells irrespective of whether they have a nucleus
(eukaryotes) or not (prokaryotes).

1
Introduction

A gene or cistron is defined as the region of
DNA that is transcribed into a functional
RNA. The transcript functions either as
such (e.g. tRNA, rRNA, snRNA) or as a
messenger (mRNA), which after process-
ing or editing as required, normally codes
for one or more polypeptide chains in the
translation process. A polynucleotide such
as RNA is an asymmetrical polymer as-
sembled from nucleoside triphosphates by
a stepwise mechanism linking the 5′ po-
sition of one nucleotide by a phosphate
bridge to the 3′ position of the adjacent
nucleotide. In the finished polynucleotide
chain, the first nucleotide residue has a 5′
position, which is not linked to another nu-
cleotide, whereas the last nucleotide has an
unlinked 3′ position. Thus, polynucleotide
synthesis proceeds from the 5′ to the 3′
terminus and the polymer is said to have
a 5′ to 3′ polarity. Usually, linear RNA
sequences are written with the 5′ termi-
nus on the left and the 3′ terminus on
the right (Fig. 1a). Within the RNA chain,
some bases may form antiparallel base
pairs (Fig. 1b, as found in DNA).

The polypeptide chains of proteins are
also asymmetrical polymers in which the
amino acid residues are linked by peptide
bonds between their α-amino and carboxyl
groups (Fig. 2), leaving a free α-amino
group at one end (the amino terminus) of
the polymer and a free α-carboxyl group at
the opposite end (the carboxyl terminus).
The significance of the polarity of the
RNA and proteins will become evident
when the process of protein biosynthesis
is explained below.

The genetic information stored in DNA
is not usable directly for making proteins.
Rather, it must be copied into a primary
RNA transcript containing the coding
sequences by an enzymatic transcription
of segments of DNA containing the genes.
In prokaryotes, the primary transcript
is also the messenger (mRNA); that is,
it can be used directly in polypeptide
synthesis. In contrast, in eukaryotes the
primary transcript (precursor-mRNA) is
often much larger in size than the mature
mRNA and requires extensive processing
involving the excision of intervening and
other noncoding sequences.

Messenger RNA serves as the template
for protein synthesis; that is, the linear
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(a)

(b) (i) (ii) (iii)

Major groove

Minor groove

Fig. 1 Structural elements of ribonucleic acids.
(a) Primary structure indicating the numbering
system for purines, pyrimidines, and ribose.
(b) Base-pairing interactions commonly found in
RNA: (i) G + C base pair; (ii) A + U base pair;
(iii) G + U base pair. Pairs (i) and (ii) are
Watson and Crick base pairs; (iii) is a special
type of base pairing found in intramolecular

bihelical regions. The minor groove is on the
side of the base pair with the glycosidic bond of
which the carbon atom C 1′ of ribose is boxed.
Note that DNA contains base pairs of types i and
ii only but with thymine (5-methyluracil) in place
of uracil. [From Arnstein, H.R.V., Cox, R.A.
(1992) Protein Biosynthesis, Oxford University
Press, Oxford. With permission.]
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(a)

(b)

− −

−+

++
+

Amino terminus
(N-terminus)

Peptide
bond

Carboxyl terminus
(C-terminus)

Fig. 2 Structure of the peptide bond. (a) Two L-amino acids
with different side chains, R1 and R2; (b) a dipeptide formed
from the two amino acids shown in (a).

nucleotide sequence of the mRNA dic-
tates the amino acid sequence of the
polynucleotide encoded originally by the
gene. Conventionally, gene and mRNA nu-
cleotide sequences are written in the 5′ to
3′ direction, which corresponds to the di-
rection in which mRNA is decoded during
polypeptide synthesis: The mRNA is read
in the 5′ to 3′ direction, and the polypep-
tide is synthesized from the amino toward
the carboxyl terminus.

The mechanism whereby RNA is trans-
lated into protein is complex, and the
cell devotes considerable resources to the
translational machinery. The components
include 20 different amino acids, as well
as transfer RNAs, aminoacyl tRNA syn-
thetases, ribosomes, and a number of
protein factors which cycle on and off
the ribosomes and facilitate various steps
in initiation of translations, elongation of
the nascent polypeptide chain, and ter-
mination of synthesis with release of the
completed polypeptide from the ribosome.
The process depends on a supply of energy
provided by ATP and GTP. The rate of

protein synthesis is typically in the range
of 6 (immature red blood cells of the rabbit)
to 20 (Escherichia coli growing optimally)
peptide bonds per second at 37 ◦C.

2
mRNA Structure and the Genetic Code

2.1
Structure

The sequence information of a gene
that is copied (transcribed) into the
nucleotide sequence of RNA from the
complementary strand of DNA is called
the template strand. The primary transcript
is a single strand of RNA, which is a
faithful copy of the nontemplate strand
of DNA with substitution of U residues
in place of T residues found in DNA.
Sometimes, the primary transcript is
altered, as described below, before it
functions as mRNA; in these cases,
the original unmodified transcript is the
precursor or pre-mRNA. Usually, mRNAs
have nontranslated sequences at the 5′ and
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3′ ends in addition to the coding domain.
These noncoding sequences sometimes
affect the efficiency of translation and
the stability of mRNA. The structures of
typical mRNAs are shown in Fig. 3. The
decoding process involves base pairing
between three bases (designated a codon)
in the mRNA and the three-base anticodon
of a transfer RNA (tRNA). In a separate
reaction, each tRNA is first linked to
a particular amino acid and thus the
pairing of mRNA with tRNA determines
the sequence of amino acids in the
resulting protein.

2.2
Prokaryotic mRNA

In prokaryotes, pre-mRNA usually un-
dergoes little or no modification so that
pre-mRNA and mRNA are very similar

if not identical. Because pre-mRNA is
colinear with DNA, DNA and proteins
are usually colinear in these organisms.
Gene expression in prokaryotes usually
involves the cotranscription of several ad-
jacent genes, and translation of mRNA
sequences into polypeptides may begin at
the 5′ end of mRNA while transcription is
still in progress at the 3′ end.

2.3
Eukaryotic mRNA

In eukaryotes, the genetic information is
stored mainly in the nucleus and to a
minor degree in some organelles (mito-
chondria and chloroplasts). The descrip-
tion that follows pertains only to nuclear
genes. Eukaryotic genes are more com-
plicated than prokaryotic genes because
the coding region is often discontinuous:

Untranslated intercistronic
sequences

Cistron 2Cistron 1 Cistron 3 3′ Untranslated
sequence

5′ppp 3′

7 MeG ppp

Cap
structure

Untranslated
leader

sequence

AUG UAA AUG UAA AUG UAA

(a)

AUG

Untranslated
leader

sequence

Coding sequence 3′ Untranslated
sequence

Poly (A) tail

UAA

(b)

Fig. 3 Structure of typical mRNAs.
(a) Prokaryotic mRNA. At the beginning of the
transcript, there are two additional phosphate
residues linked by pyrophosphate bonds to the
5′ phosphate group of the terminal nucleotide
(see Fig. 1). The 5′ untranslated sequence often
contains a ribosome-binding site (the
Shine–Dalgarno sequence), which increases the
efficiency of translation. AUG and UAA are
representative initiation and termination codons,
respectively. Cistrons (gene sequences) are
separated by short (typically 12 to 24
nucleotides) noncoding intercistronic

sequences. (b) Eukaryotic mRNA. Typically, the
processed transcripts are monocistronic. The 5′
end is usually modified by the addition of 7-MeG,
known as a cap structure, which is linked by two
pyrophosphate groups to the terminal nucleotide
of mRNA. The coding sequence is located
between 5′ and 3′ untranslated sequences. In the
majority of cases, the 3′ end is modified by the
addition of 25 to 250 adenylate residues, termed
the poly(A) tail. [From Arnstein, H.R.V., Cox, R.A.
(1992) Protein Biosynthesis, Oxford University
Press, Oxford. With permission.]
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the coding sequences or exons are inter-
rupted by intervening sequences (introns).
Thus, genes and proteins are usually not
colinear in eukaryotes. In the nucleus, a
complicated set of splicing reactions re-
moves all the introns from the pre-mRNA
and fuses the exons into a continuous
coding sequence. Other processing steps
involve adding a ‘‘cap’’ to the 5′ end
of the mRNA and a poly(A) ‘‘tail’’ to
the 3′ end (see Fig. 3b). After comple-
tion of these nuclear maturation steps,
the mRNA is transported to the cyto-
plasm where it is translated. As is the
case with prokaryotic mRNA, the coding
region is flanked by 5′ and 3′ nontrans-
lated sequences.

2.4
The Genetic Code

The genetic code is triplet, comma-less,
and nonoverlapping. As a consequence,
a nucleotide sequence has three possible
reading frames (Fig. 4). Because mRNA is
normally translated into a unique polypep-
tide, an essential step in the translation
process is the selection of the appropriate
reading frame. This is achieved by starting
translation at the initiation codon, usually
AUG or less frequently GUG, which en-
sures that the following codons are read in
phase within the required reading frame.

Of the 64 theoretically possible triplets in
the genetic code, 61 sense codons corre-
spond to 20 genetically encoded amino
acids found in all, or nearly all, proteins.
When GUG is used as the initiation codon,
it codes for methionine by interaction
with the anticodon of the initiator Met-
tRNAMet, whereas elsewhere it codes for
valine. All other codons specify only one
amino acid but many amino acids are spec-
ified by two or more (up to six) codons;
the code is unambiguous, but degenerate.
The remaining three codons, termed non-
sense codons, usually signify termination
of synthesis and release of the finished
polypeptide chain.

2.4.1 Deviations from the Standard
Genetic Code
One of the nonsense codons, UGA, has
an additional function in the synthesis
of selenoproteins. The process involves
the initial synthesis of selenocysteyl-tRNA
from a novel seryl-tRNA and selenium.
This tRNA contains an anticodon that
is able to decode UGA and insert se-
lenocysteine residues into the growing
polypeptide chain, but only at UGA codons
in a particular context of neighboring
nucleotides. The insertion of selenocys-
teine residues into the polypeptide also
requires a specific elongation factor T,
which differs from the factor used for the

(a)

(b)

(c)

Fig. 4 Translation of a
polynucleotide sequence into
three alternative polypeptides
using different reading frames.
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incorporation of other aminoacyl tRNAs
(see Sect. 4.2.3).

Mitochondria and chloroplasts, as well
as certain organisms such as mycoplasma
and ciliated protozoa, use a few non-
standard genetic codons. For example,
methionine is usually coded for by AUG
(or occasionally GUG), but in human
mitochondria this codon is replaced by
AUA. Variations in the genetic code are
thought to have arisen as a result of
the loss of some tRNA genes and mu-
tational pressure on DNA, giving rise to
a predominance of either AT- or GC-
rich codons.

3
Transfer RNA (tRNA)

Transfer RNA nomenclature: The amino
acid linked to a charged tRNA is indi-
cated by a prefix and the specificity of
the tRNA in the aminoacylation reac-
tion is shown as a superscript on the
right; for example, Phe-tRNAPhe indi-
cates phenylalanine-specific tRNA charged
with phenylalanine. The anticodon may
be indicated as a right subscript or, al-
ternatively, in the superscript after the
amino acid; for example, tRNAUGC or
tRNAAla/UGC. The right-hand subscript po-
sition is sometimes used to indicate the
organism from which the tRNA is de-
rived (e.g. tRNAVal

yeast). The initiator tRNA,
which is specific for methionine, is termed
Met-tRNAMet

f or Met-tRNAMet
i . Often the

superscript Met is omitted. In prokaryotes
and in the mitochondria of eukaryotes, the
methionine residue of the charged initia-
tor tRNA is formylated by transformylase
using N10-formyltetrahydrofolate as the
donor, giving N-formylmet-tRNAf . Com-
monly, this charged tRNA is termed fMet-
tRNAf . The methionine-specific elongator

RNA, which inserted methionine into in-
ternal positions of the growing peptide
chain is termed tRNAMet

m (or tRNAm)
when uncharged, and Met-tRNAMet

m (or
Met-tRNAm) when charged. By relating
individual codons of mRNA to the cog-
nate amino acids, tRNA functions as a
key bilingual intermediate in the trans-
lation of the genetic code. All tRNAs
are single-stranded molecules about 80
nucleotides long with a common 3′ ter-
minal CCA sequence. Most of the bases
are standard but some (e.g. pseudoU,
dihydroU, and T) are derived by modifi-
cation after transcription of the transfer
RNA genes.

The secondary structure of tRNA is
usually presented in two dimensions as
a cloverleaf to highlight the regions of
base pairing (Fig. 5a). X-ray crystallo-
graphy reveals that additional hydrogen
bonds give rise to an L-shaped tertiary
structure (Fig. 5b). The CCA sequence car-
rying the amino acid is located distal to
the anticodon.

The decoding process involves antipar-
allel base pairing between the three bases
of mRNA codons and the complementary
anticodons of tRNA during peptide bond
formation (Fig. 6). The first and middle
bases of the codon form conventional base
pairs with the third and middle base of the
anticodon, respectively, but the third base
of the codon pairs with the first base of the
anticodon by a less stringent interaction
(e.g. base pairing of G with U as well as
with C), giving rise to degeneracy. This
so-called ‘‘wobble’’ considerably reduces
the number of tRNA species required to
decode the 61 sense codons. Thus, the
protein synthesis system in the cytosol of
eukaryotes contains only a few more than
40 different tRNAs, and in mitochondria,
22 to 24 species are sufficient.
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The attachment of amino acids to tRNA
involves the formation of an ester bond be-
tween the α-carboxyl group of the amino
acid and the 3′ hydroxyl group of the
terminal adenosine of tRNA. It requires
specific enzymes, the aminoacyl tRNA

synthetases. There are 20 different syn-
thetases, each specific for one of the 20
amino acids, and each enzyme recog-
nizes something unique in the structure
of its cognate tRNA. The structural de-
terminants that ensure accuracy of this

(a)

(b)
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charging reaction vary for different tR-
NAs. The anticodon may play a part but
sometimes even a single base elsewhere
is sufficient to determine the specificity

of the tRNA-synthetase interaction. The
accuracy of the synthetase reaction in at-
taching an amino acid to its cognate tRNA
is critically important to the fidelity of the

P site

fMet Val

A site

3′ A
C
C

3′ A
C
C

5′ 3′

5′ Untranslated
sequence

3′ Untranslated
sequence

U A C U A A
A U G G U A U U C

3′U 3′CC5′ U5′A A

Fig. 6 Schematic illustration of base pairing between a codon and its
anticodon. The diagram shows the interaction at the P site of the
ribosome (see Fig. 9) between the initiation codon AUG of mRNA and
the anticodon CAU of fMet-tRNAMet

f and the interaction at the A site
between the codon GUA of mRNA and the anticodon UAC of
Val-tRNAVal. The polarity of an RNA species runs from the 5′ end to the
3′ end. The fragment of tRNA is representative of the general structure
(see Fig. 5b) placed in the appropriate orientation. The interaction
between the codon and the anticodon is antiparallel, and the three base
pairs have a bihelical conformation. The shaded regions of mRNA
denote untranslated sequences.

Fig. 5 Structure of phenylalanyl-transfer RNA. (a) Secondary cloverleaf structure. The 5′ and 3′ ends
of the molecule are marked; the continuous line represents the sugar phosphate backbone. The short
lines denote base residues and the dots denote base pairing through standard hydrogen bonds (see
Fig. 1). The D loop contains dihydrouracil residues; the TψC loop contains thymine and
pseudouridine. (b) Tertiary structure. The abbreviations for unusual bases are defined in (a). The
sugar phosphate backbone is represented by double parallel lines. Standard base pairs are
represented by short double parallel lines, and nonstandard base pairs by single lines. The anticodon
sequence is stippled, and the acceptor end is shaded. [From Arnstein, H.R.V., Cox, R.A. (1992)
Protein Biosynthesis, Oxford University Press, Oxford. With permission].
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translation process. Once the aminoacyl
tRNA has been formed, the subsequent
incorporation of the amino acid residue
into a polypeptide does not depend on
the amino acid itself but only on the in-
teraction between the anticodon of the
aminoacyl tRNA with the codon of mRNA.
Thus, an error in the synthetase reaction
would lead to the incorporation of an inap-
propriate amino acid into the polypeptide.

Synthesis of aminoacyl tRNA (III) from
amino acids (I) requires activation of the
amino acid carboxyl group with formation
of an intermediate enzyme-bound aminoa-
cyladenylate (II) (Scheme 1).

The energy for the reaction (two high-
energy phosphate bonds) is provided by

ATP and stored in the ester bond of the
aminoacyl tRNA to be used subsequently
for peptide bond synthesis.

4
Ribosome Structure and Function
in Translation

4.1
Ribosome Structure

Ribosomes are high molecular–weight
complexes of RNA (rRNA) and proteins
(Table 1), and the electron-dense particles
are easily visualized within cells by electron
microscopy (see Fig. 7). Usually, several

Where E = aminoacyl tRNA synthetase

Scheme 1

Pm

N

M

Fig. 7 Electron micrograph of a thin
section through part of an epithelial cell
showing plasma membrane (Pm),
nucleus (N), mitochondria (m), and
rough endoplasmic reticulum (large
arrows) to which are attached numerous
polysomes. Groups of free ribosomes
(small arrows) occur in the cytoplasm.
Bar represents 1000 nm. [Micrograph by
I. D. J. Burdett, National Institute for
Medical Research, London, UK.]
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ribosomes become attached to one mRNA
molecule giving rise to polyribosomes (also
called polysomes; see Fig. 7). Ribosomes
from various sources (prokaryotes, eu-
karyotic cytoplasm, mitochondria, chloro-
plasts, and kinetoplasts) vary in size from
20 to 30 nm in diameter, but all are
composed of a large and a small subparticle

or subunit and perform similar functions
in protein synthesis. In general, cytoplas-
mic ribosomes of eukaryotes are larger
than ribosomes of prokaryotes (Table 1).
The principal functional domains of the
ribosome and associated components are
given in Fig. 8. More detailed resolution of
the ribosome structure has allowed the

Movement of
messenger RNA EF-G-GTPEF-Tu-GTP

tRNA

Large
ribosomal

subunitSmall
ribosomal

subunit
Translational
domain

Exit
domain

messenger RNA

fMet
nascent
protein

10 nm

3′

L7/L12

CP
H

5′

Fig. 8 Model of the E. coli ribosome, based on low resolution
electron microscopy. The diagram shows the relative orientation
of the large and small subunits and other functional components
involved in polypeptide chain synthesis. H, head of the small
subunit; CP, central protuberance and L7/L12 stalk of the large
subunit; EF-Tu, elongation factor required for binding aminoacyl
tRNA to the ribosomal A site; EF-G, elongation factor required for
translocation of the peptidyl-tRNA from the A to the P site. The
broken line indicates the boundary between the translational and
exit domains that are involved in peptide bond formation and
extrusion of the nascent polypeptide chain, respectively. Further
details of ribosome structure and function are given in Fig. 11 for
peptide bond formation, in Figs. 12 and 13 for the delivery of
aminoacyl tRNA to the A site and Figs. 14 and 15 for translocation
and Fig. 16 for the location of the nascent polypeptide chain.
[From Arnstein, H.R.V., Cox, R.A. (1992) Protein Biosynthesis,
Oxford University Press, Oxford. With permission.]



592 Translation of RNA to Protein

Ta
b.

1
Pr

op
er

tie
s

of
ri

bo
so

m
es

an
d

ri
bo

so
m

al
su

bu
ni

ts
.

So
ur

ce
S 2

0,
w

Si
ze

[n
m

]a
M

as
s

[M
da

]
R

N
A

:p
ro

te
in

[w
/w

]
A

xi
al

ra
ti

o
rR

N
A

m
as

s
[M

da
]

S 2
0,

w
(n

om
in

al
)

R
ib

os
om

es
Pr

ok
ar

yo
te

s
E.

co
li

70
22

.5
±

2.
5

2.
6

–
2.

9
2

:1
–

f

Eu
ka

ry
ot

es
C

yt
op

la
sm

80
28

.0
±

2.
8

3.
4

–
4.

5
1

:1
–

C
hl

or
op

la
st

70
22

.5
±

2.
5

2.
5

–
3.

3
1

:1
–

M
ito

ch
on

dr
ia

b

Pr
ot

is
ts

60
–

80
ca

.
3.

25
1

:1
.3

8
–

A
ni

m
al

s
55

–
60

2.
7

–
3.

2
1

:1
.7

–
1

:4
–

Fu
ng

i
67

–
80

4.
2

1
:1

.1
3

–
1

:1
.6

–
H

ig
he

r
pl

an
ts

78
–

–
–

Sm
al

lr
ib

os
om

al
su

bu
ni

ts
Pr

ok
ar

yo
te

s
E.

co
li

30
22

.0
±

2.
2

0.
95

1
:1

2
:1

0.
6

16
Eu

ka
ry

ot
es

C
yt

op
la

sm
36

–
41

25
.0

±
2.

5
1.

4
1

:1
2

:1
0.

7
18

C
hl

or
op

la
st

28
–

35
22

.0
±

2.
2

1.
2

1
:1

2
:1

0.
6

16
M

ito
ch

on
dr

ia
b

Pr
ot

is
ts

32
–

45
–

–
–

0.
2

–
0.

35
11

–
16

A
ni

m
al

s
32

–
40

1.
1

–
1.

6
–

–
0.

31
12

–
14

Fu
ng

i
32

–
29

1.
6

–
1.

7
–

–
0.

45
–

0.
64

15
–

19
H

ig
he

r
pl

an
ts

44
–

–
–

0.
64

18



Translation of RNA to Protein 593

La
rg

e
ri

bo
so

m
al

su
bu

ni
ts

Pr
ok

ar
yo

te
s

E.
co

li
50

22
.5

±
2.

2
1.

75
2

:1
1

:1
1.

17
23

0.
04

5
Eu

ka
ry

ot
es

C
yt

op
la

sm
60

28
.0

±
2.

8
2.

1
–

3.
1

1
:1

1
:1

1.
2

–
1.

75
25

–
28

0.
05

5.
8

0.
4

5
C

hl
or

op
la

st
46

–
54

22
.5

±
2.

2
2.

4
1

:1
1

:1
1.

1
23

0.
04

5
0.

03
d

4.
55

d

M
ito

ch
on

dr
ia

b

Pr
ot

is
ts

45
–

60
–

–
–

0.
4

–
0.

74
12

–
24

A
ni

m
al

s
25

–
35

1.
65

–
2.

0
–

–
0.

5
16

–
21

Fu
ng

i
50

–
–

–
0.

77
–

1.
22

21
–

25
H

ig
he

r
pl

an
ts

60
–

–
–

1.
25

26
0.

04
e

5e

a La
rg

es
td

im
en

si
on

.
b
M

ito
ch

on
dr

ia
lr

ib
os

om
es

ar
e

pr
ef

er
en

tia
lly

as
so

ci
at

ed
w

ith
th

e
in

ne
r

m
ito

ch
on

dr
ia

lm
em

br
an

e
an

d
ar

e
m

or
e

di
ve

rs
e

th
an

cy
to

pl
as

m
ic

or
ch

lo
ro

pl
as

t
ri

bo
so

m
es

.P
ar

tic
ul

ar
fe

at
ur

es
in

cl
ud

e
po

st
tr

an
sc

ri
pt

io
na

lo
lig

oa
de

ny
la

tio
n

of
th

e
3′

en
ds

of
bo

th
th

e
sm

al
le

r
an

d
la

rg
er

rR
N

A
co

m
po

ne
nt

s.
Ex

ce
pt

fo
r

m
ito

ch
on

dr
ia

lr
ib

os
om

es
of

hi
gh

er
pl

an
ts

,t
he

es
se

nt
ia

ls
eq

ue
nc

e
m

ot
ifs

5S
rR

N
A

an
d

5.
8S

rR
N

A
ar

e
pr

es
en

ti
n

th
e

la
rg

e
rR

N
A

co
m

po
ne

nt
an

d
ar

e
no

t
fo

un
d

as
in

di
vi

du
al

sp
ec

ie
s.

c M
ito

ch
on

dr
ia

of
pr

ot
is

ts
su

ch
as

Tr
yp

an
os

om
a

br
uc

ei
ar

e
al

so
kn

ow
n

as
ki

ne
to

pl
as

ts
.

d
4.

5S
rR

N
A

co
rr

es
po

nd
in

g
to

th
e

10
0

nu
cl

eo
tid

es
at

th
e

3′
en

d
of

th
e

23
S

rR
N

A
in

eu
ba

ct
er

ia
oc

cu
rs

as
a

se
pa

ra
te

sp
ec

ie
s

in
ch

lo
ro

pl
as

ts
of

hi
gh

er
pl

an
ts

.
e Th

is
sp

ec
ie

s
is

pr
es

en
to

nl
y

in
pl

an
tm

ito
ch

on
dr

ia
an

d
is

ab
se

nt
fr

om
al

lo
th

er
m

ito
ch

on
dr

ia
lr

ib
os

om
es

.
f D

at
a

no
ta

va
ila

bl
e.



594 Translation of RNA to Protein

placement of mRNA, aminoacyl tRNA,
peptidyl tRNA, and the nascent polypep-
tide chain (see Sect. 4.3).

The small subunit comprises a single
rRNA of 0.3–0.7 × 106 Da and single
copies of 20 to 30 unique proteins. It
has a major function in binding initiator
tRNA and mRNA in the initiation of
protein synthesis and in decoding the
genetic message.

The large subunit comprises a high
molecular–weight rRNA (0.6–1.7 × 106

Da) and often one or two smaller rRNAs
(0.03–0.05 × 106 Da) and 30 to 50 dif-
ferent proteins are present, with one
exception, as single copies. The large sub-
unit binds aminoacyl tRNA at the A site,
peptidyl tRNA at the P site, and discharged
tRNA at the E (exit) site. The large subunit
contains the peptidyl transferase center
and, unusually, this enzyme activity re-
sides in the rRNA molecule itself rather
than in the associated ribosomal proteins.
This subunit is also involved in binding
elongation factor G, which is required for
translocation (Fig. 8).

4.2
The Ribosome Cycle in Translation

Polypeptide synthesis can be divided into
three stages: initiation, elongation, and ter-
mination. Initiation involves the binding
of a ribosome to mRNA with the initiation
codon correctly placed in the P site. Elon-
gation leads to the stepwise increase in the
length of the polypeptide chain through
the transfer of the growing chain to the
amino group of aminoacyl tRNA. Termi-
nation of chain elongation and release of
the completed polypeptide occurs when
a termination codon reaches the A site.
All stages require the participation of pro-
tein factors. Advances in establishing the

structures of translational factors by X-
ray crystallography have been rapid in the
last decade.

4.2.1 Formation of Preinitiation
Complexes
The ribosome cycle starts with the stepwise
formation of an initiation complex from
mRNA, charged initiator tRNA, and ribo-
somal subunits. A number of preinitiation
complexes are formed as intermediates
and the process is facilitated by initiation
factors. In outline, prokaryotic and eukary-
otic systems are similar, but there are a
few differences, particularly as regards the
complexity of the initiation factors and
details of the mechanisms.

Prokaryotic systems. Three proteins, ini-
tiation factors IF-1, IF-2, and IF-3 (see
Table 2), are required for the initiation of
protein biosynthesis (see Fig. 9a). Riboso-
mal subunits are released by dissociation
of ribosomes following translation of the
mRNA. Dissociation is facilitated by the
combined action of the initiation factors
IF-1 and IF-3; IF-1 increases the rate of
dissociation and IF-3 acts as an antias-
sociation factor when bound to the (30S)
ribosomal subunit, thereby displacing the
equilibrium in favor of subunit formation.
Initiation factor IF-2 is also able to bind to
the small 30S subunit and this association
is stabilized by IF-1 and GTP, the latter
acting as a steric effector without being
hydrolyzed at this stage. IF-2 plays a cen-
tral role in binding fMet-tRNAf to the 30S
preinitiation complex by specific recogni-
tion of the N-formylmethionine residue
attached to the initiator tRNA, thus restrict-
ing this interaction to charged initiator
tRNA. All three factors bind to the 30S ri-
bosomal subunit near the 3′ end of the 16S
ribosomal RNA at adjacent sites that are
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Fig. 9 Schematic diagram illustrating the
formation of initiation complexes, (a) prokaryotic
initiation. The following symbols are used for
initiation factors and other components involved
in the formation of the 70S initiation complex: �,
IF-1; •, IF-2; �, IF-3; <, fMet-tRNAf ; �, GTP;
other symbols are defined in the figure. (b)
Eukaryotic initiation complexes in mammalian
protein biosynthesis from components defined

in the figure. The process may be divided into
three stages: a, formation of a 43S preinitiation
complex; b, binding of mRNA with formation of
a 48S preinitiation complex; and c, synthesis of
the 80S initiation complex containing the
initiator tRNA in the correct position for peptide
bond formation. [From Arnstein, H.R.V.,
Cox, R.A. (1992) Protein Biosynthesis, Oxford
University Press, Oxford. With permission.]
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Tab. 2 Prokaryotic initiation factors from E. coli.

Factor Mr [kDa] Properties and function

IF-1 9 Stimulates activity of IF-2; accelerates dissociation of unprogrammed
ribosomes to subunits.

IF-2 100 Binds fMet-tRNAf to the ribosomal P site by a GTP-requiring reaction.
If-3 22 Binds natural mRNAs to the small ribosomal subunit probably by

facilitating base pairing between the untranslated leader sequence
and the 3′ end of 16S rRNA; prevents ribosomal subunit association
when bound to the small subunit.

From Arnstein, H.R.V., Cox, R.A. (1992) Protein Biosynthesis, Oxford University Press, London. With
permission.

located at the interface between the small
and large ribosomal subunits.

In the next step, the initiator tRNA and
mRNA associate with the 30S–IF-1–IF-
2–IF-3 complex with release of IF-3. There
is evidence from in vitro experiments that
the binding of mRNA precedes that of the
initiator tRNA.

Messenger RNA binds to the small
ribosomal subunit immediately before for-
mation of the final initiation complex with
the initiation codon correctly positioned
in the P site (see Fig. 9a). In the case of
bacterial and bacteriophage messengers,
the molecular recognition mechanism pro-
posed by Shine and Dalgarno in 1974
involves base pairing between short nu-
cleotide sequences, most often CUCC,
near the 3′ end of the 16S ribosomal
RNA and a complementary region, usu-
ally consisting of 3 to 9 bases on the
5′ side of the mRNA initiation codon,
which has been found to be present in
nearly all of more than 150 bacterial and
bacteriophage messengers. Studies with
mutants and mRNA fragments indicate
that, in addition to the Shine–Dalgarno
interaction, outlying upstream sequences
in the leader region may also provide
recognition signals between mRNAs and
ribosomes, possibly by ensuring that the

Shine–Dalgarno sequence is in an appro-
priate conformation.

The Shine–Dalgarno mechanism is also
found in chloroplast protein synthesis as
judged from sequence analysis of the 16S
rRNA and mRNAs, but apparently not
in mammalian mitochondria where the
initiator codon occurs either directly at, or
only a few nucleotides downstream from,
the 5′ end of mRNA, which excludes the
possibility of mRNA–rRNA base pairing
in this region.

Eukaryotic systems. At least 12 proteins,
the eukaryotic initiation factors (eIF) (see
Table 3), are needed for initiation of pro-
tein biosynthesis (see Fig. 9b). The dis-
sociation of cytosolic 80S ribosomes is
facilitated by a complex initiation factor,
eIF-3 (Mr approx. 5–700 000), consisting of
9 to 11 polypeptide chains, which binds to
the small (40S) ribosomal subunit and pre-
vents its reassociation to 80S ribosomes.
Thus, this factor has antiassociation ac-
tivity, but low molecular–weight proteins
with similar activity have also been re-
ported, and a protein, eIF-4C, of Mr 20 000,
seems to function as an accessory factor to
eIF-3 in the formation of a 43S ribosomal
preinitiation complex. Also, another pro-
tein factor, eIF-6, of Mr 24 000, prevents
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reassociation by binding to the large (60S)
ribosomal subunit.

Initiation factor eIF-2 gives a stable
binary complex with GTP which binds
the initiator tRNA, Met-tRNAf , forming a
ternary complex. Interaction of this ternary
complex with the 40S ribosomal subunit
containing bound initiation factors eIF-
3 and eIF-4C gives rise to the 43S
preinitiation complex, which is competent
to bind messenger RNA in the presence
of three further initiation factors, eIF-4A,
eIF-4B, and eIF-4E, together with ATP.

The binding of cytosolic eukaryotic mes-
senger RNAs to the small ribosomal sub-
unit probably does not involve base-paring
with the 18S rRNA, as no uninterrupted se-
quences of the Shine–Dalgarno type have
been found. Instead, a ‘‘scanning model’’
has been proposed, in which the preini-
tiation complex, composed of the 40S
ribosomal subunit, Met-tRNAMet

f and as-
sociated initiation factors binds at or near
the 5′ cap of the mRNA and slides along
the messenger until it encounters the first
AUG triplet, at which point the 60S ri-
bosomal subunit joins to give rise to the
80S initiation complex. Recognition of the
cap is facilitated by cap binding proteins
(CBP), which mediate an ATP-dependent
melting of the mRNA secondary struc-
ture at the 5′ terminal region to allow
the mRNA to thread through a channel
in the neck of the 40S subunit. The cap
structure is required for efficient binding
and translation even in cases where the
initiating AUG codon occurs hundreds of
nucleotides downstream. As a rule, scan-
ning by the 40S subunit stalls at the first
AUG codon, which is recognized mainly
by interaction with the anticodon of the
Met-tRNAMet

f . However, this recognition
also depends in some way on eIF-2 and
may be modulated as a result of deviation

of the mRNA structure from the consen-
sus sequence GCCGCCA/G CCAUGG.
Sequence context may also account for the
rare cases where initiation occurs down-
stream of the 5′ proximal AUG codon.
Where this sequence context is unfavor-
able, initiation becomes inefficient, hence
most 40S subunits will tend to initiate
further along the mRNA at another AUG
triplet in a more favorable context. This
model also explains rare cases where ini-
tiation is not restricted to one particular
AUG codon and translation of a single
mRNA gives rise to two proteins.

4.2.2 Initiation Complex Formation:
Joining of the Large Ribosomal Subunit
The last event in the initiation of pro-
tein synthesis involves the joining of the
large ribosomal subunit to the preiniti-
ation complex (Fig. 9). In the prokaryotic
system, association of the 50S subunit with
the 30S preinitiation complex takes place
with hydrolysis of GTP by the GTPase
activity of IF-2 and release of IF-1, IF-2,
GDP, and Pi. GTP hydrolysis is essential
for release of IF-2 from the initiation com-
plex, which is prerequisite for allowing the
fMet-tRNAf to engage in the formation of
the first peptide bond. In eukaryotic pro-
tein synthesis, the 80S initiation complex
is formed by joining the 60S ribosomal
subunit to the 48S preinitiation complex
consisting of the 40S ribosomal subunit,
eIF-2, eIF-3, GTP, Met-tRNAf , mRNA, and
possibly eIF-4C. This coupling reaction re-
quires an additional factor, eIF-5, which
mediates the hydrolysis of GTP to GDP
with release of eIF-2-GDP, Pi, and eIF-3
from the 48S preinitiation complex.

By this stage, all initiation factors
have been released and are available for
recycling, although the exact steps at which
factors are released from intermediate
complexes are not known in every case.
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There is thus an initiation factor cycle
within the ribosome cycle, and regulation
of the activity of factors, particularly eIF-
2, is an important control mechanism in
translation (see Sect. 5.4.1).

4.2.3 Polypeptide Chain Synthesis: The
Elongation–Translocation Cycle
In the initiation complex, location of the
charged initiator tRNA in the P site of the
ribosome (see Fig. 10a) allows transfer of
the methionine residue to the amino group
of another aminoacyl tRNA in the A site
(Fig. 10b) by peptidyl transferase to form
dipeptidyl tRNA (see Fig. 10c). Functional
insertion of Met-tRNAf directly into the
P site can be demonstrated using the
trinucleotide AUG as a synthetic mRNA
and another trinucleotide, for example,
UUU, to bind an acceptor aminoacyl tRNA
(in this case Phe-tRNA).

It is possible to measure the peptidyl
transferase activity of the large subunit
in the absence of mRNA by using the
antibiotic puromycin, which resembles
the 3′ terminal region of Phe-tRNA in
structure; as an artificial acceptor it forms
methionyl puromycin with Met-tRNAf ,
which can be assayed.

Elongation. The first peptide bond is
formed when the aminoacyl tRNA in
the ribosomal A site is converted into
the corresponding methionyl-aminoacyl-
tRNA by transfer of the methionyl (or
N-formylmethionyl) residue from the
charged initiator tRNA in the P site
(Fig. 10c). In artificial cell-free systems,
any N-substituted aminoacyl tRNA, such
as peptidyl tRNA or N-acetylaminoacyl-
tRNA, can function in peptide bond syn-
thesis as a donor in the P site in place of
the charged initiator tRNA. The reaction
is catalyzed by the peptidyltransferase ac-
tivity of the large ribosomal subunit (see
Fig. 11). No soluble cofactors appear to be
involved, but monovalent cations (K+) at
a concentration of 100 mM or more and
divalent cations (Mg2+) below 2 mM are
required.

Efficient entry of aminoacyl tRNA into
the ribosomal A site requires the partic-
ipation of an elongation factor, termed
EF-Tu in prokaryotes (see Table 4) and
eEF-1 (EF-1A) in eukaryotes (see Table 5),
and GTP. The appropriate elongation fac-
tor forms a ternary complex with GTP
and all aminoacyl tRNAs except initiator

Tab. 4 Properties of prokaryotic elongation and termination factors from E. coli.

Mr [kDa] Properties and function

Elongation factors
EF-Tu 43 N-terminal acetyl-serine; heat labile; binds aminoacyl tRNA to the

ribosomal A site
EF-Ts 30 Heat stable; regeneration of EF-Tu-GTP
EF-G 77 GTP-dependent translocation of peptidyl-tRNA and its mRNA codon from

the A site to the P site.

Termination (release) factors
RF1 36 Requires UAA or UAG codons for hydrolysis of peptidyl-tRNA
RF2 38 Requires UAA or UGA codons for hydrolysis of peptidyl-tRNA
RF3 46 Enhances RF1 and RF2 activity

From Arnstein, H.R.V., Cox, R.A. (1992) Protein Biosynthesis, Oxford University Press, London. With
permission.
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tRNA, but not with uncharged tRNA, thus
ensuring that only appropriately charged
tRNAs are efficiently bound in the A site.
A special elongation factor showing exten-
sive homology with both EF-Tu and IF-2

is involved in the synthesis of selenopro-
teins (see Sect. 2.4.1) from selenocysteyl-
tRNAUCA in E. coli.

The above-mentioned aminoacyl tRNA
binding reaction catalyzed by EF-Tu is the

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)
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rate-limiting step in the elongation cycle;
peptide bond formation and translocation
are much faster. The initial binding of the
ternary complex to the ribosome is readily
reversed, but the interaction is stabilized by
the subsequent codon recognition, which
induces the GTPase conformation of EF-
Tu leading immediately to the hydrolysis
of the GTP component of the ternary
complex to GDP. Hydrolysis of the GTP
moiety causes a further change in the
conformation of EF-Tu from the GTP-
binding to the GDP-binding form. This
conformational change leads to the release
of aminoacyl tRNA, allowing its CCA end

to align with the peptidyl transferase center
of the ribosome and the instantaneous
formation of the peptide bond. The
elongation factor is later released from
the ribosome as a complex with GDP.
The operation of EF-Tu is thus similar
to that of initiation factor 2 which binds
charged initiator tRNA to the small
ribosomal subunit. The kinetic changes
and the changes in ribosome structure that
accompany these events are enumerated
below (see Sect. 4.3).

Following dissociation from the ribo-
some, the EF-Tu–GDP complex interacts
with another elongation factor, EF-Ts,

Tab. 5 Eukaryotic elongation and termination factors.

Mr [kDa] Properties and function

Elongation factors from various yeast, animal, and plant cells
eEF-1A (EF-1L or eEF-Tu) 50–60 Analogous to EF-Tu
eEF-1B (eEF-Ts) 30 Analogous to EF-Ts
eEF-2 105 Contains essential SH groups and one residue of a

posttranslationally modified histidine residue;
GTP-dependent translocation analogous to EF-G

eEF-3 126 GTPase and ATPase activity; function not fully defined

Termination or release factors
eRF-1 110 Two 55-kDa subunits; binds to the ribosome A site by a GTP

and termination codon dependent reaction; hydrolyzes
peptidyl-tRNA in the P site

eEF-2 GTPase; stimulates eRF-1 activity

From Arnstein, H.R.V., Cox, R.A. (1992) Protein Biosynthesis, Oxford University Press, London. With
permission.

Fig. 10 Schematic view of the biosynthesis of a polypeptide by translation of prokaryotic mRNA.
(a) Formation of the initiation complex with fMet-tRNAMet

f in the P site from mRNA, ribosomal
subunits, initiation factors (IF), GTP, and fMet-tRNAMet

f (for details, see Fig. 8). The binding sites for
aminoacyl tRNA, peptidyl-tRNA, and uncharged tRNA are designated A, P, and E, respectively.
(b) Decoding of the codon GUA with Val-tRNAVal. (c) Formation of the peptide bond by transfer of
fMet to Val-tRNAVal forming fMet-Val-tRNAVal. (d) Translocation of tRNAMet

f to the E site and of
fMet-Val-tRNAVal to the P site with codon UUC aligned with the A site. (e) Ejection of tRNAMet

f from
the ribosome. (f) Decoding of UUC with Phe-tRNAPhe. (g) Decoding of UAA with release factor. Steps
(b) to (f) constitute the elongation–translocation cycle. The position shown is reached by repeating
the cycle n + 2 times after formation of fMet.Val-tRNA. (h) Release of the completed polypeptide,
fMet.Val.Phe-(aa)nSer COOH, ribosomal subunits, release factor, mRNA and tRNASer. The cycle may
be repeated starting at (a).
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(a) (b)

Fig. 11 Fine structure of the peptidyl transferase
center interactions of the CCA ends (C74, C75,
and A 76) of aminoacyl tRNA and peptidyl-tRNA
with the rRNA moiety of the large subunit.
Aminoacyl tRNA was represented by a C74
puromycin derivative of tRNA and peptidyl-tRNA
was represented by CCA-phenylalanine-caproic
acid-biotin. When these model compounds were
bound to the A and P sites respectively, the large
subunit catalyzed the formation of a peptide
bond leading to newly extended peptidyl-tRNA
(C74 puromycin–phenylalanine-caproic
acid-biotin) in the A site and a deacylated tRNA
in the P site. (a) a space filling representation of
the 50S subunit (RNA in white and protein in
yellow). The tRNAs in the A (green), P (purple),

and E (brown) sites are placed according to the
structure of the complete ribosome. The subunit
has been split though the tunnel and the front
section was removed to reveal the peptidyl
transferase center (boxed). (b) Base-pairing
interactions of CCA sequences of tRNA with 23S
rRNA. The analog of deacylated tRNA (purple) is
bound to rRNA through base pairing between
C74 with G2285) and C75 with G2284. The
analog of the newly formed peptidyl-tRNA is
bound through base pairing between C75 and
G1588. [From Schmeing, et al. (2002) A
pretranslocational intermediate in protein
synthesis observed in crystals of enzymatically
active 50S subunits, Nat. Struct. Biol. 9, 225–230.
With permission.] (see color plate p. xxxiii).

with formation of an EF-Tu–EF-Ts het-
erodimer and release of GDP. Reaction of
the heterodimer with GTP regenerates the
EF-Tu–GTP complex required for binding
aminoacyl tRNA. The sequence of events
is similar in eukaryotes with eEF-1A (Mr

50 000) corresponding to EF-Tu and eEF-
1B (Mr 30 000) to EF-Ts.

Selection of the specific aminoacyl tRNA
to be bound at the ribosomal A site
is by base pairing between the relevant
mRNA codon and the tRNA anticodon.
Because this interaction involves only a
triplet of bases and hence a maximum
of nine hydrogen bonds (see Fig. 1B), it
is intrinsically unstable at physiological
temperatures and is stabilized by a net-
work of interactions with 16S rRNA in the

decoding site where bases of 16S rRNA
interact with the codon–anticodon com-
plex. It is inferred that these interactions
allow sufficient time for peptide bond syn-
thesis to occur. Also, the codon–anticodon
pairing must be monitored for fidelity in
order to minimize errors in translation. In
E. coli, there is genetic and biochemical ev-
idence that one of the proteins of the small
ribosomal subunit, S12, is involved in en-
suring the fidelity of normal translation
and in causing the mistranslation that oc-
curs in the presence of the antibiotic strep-
tomycin due to incorrect codon–anticodon
interactions.

Translocation. Translocation involves the
movement of the ribosome along the
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mRNA in the 5′ → 3′ direction. Imme-
diately after synthesis of the first peptide
bond, the ribosomal A site contains dipep-
tidyl tRNA while uncharged initiator tRNA
remains in the P site. Thus, both these sites
are occupied, and to allow the next aminoa-
cyl tRNA to enter the A site it is necessary
to eject the uncharged tRNA and shift the
dipeptidyl tRNA from the A into the P site.
This translocation (Fig. 10d) takes place as
a concerted process involving movement
of both messenger RNA and dipeptidyl
RNA together into the P site, leaving the A
site occupied by the next mRNA codon and
free to accept the cognate aminoacyl tRNA
(see Fig. 10e). At the same time, the deacy-
lated tRNA moves first into an E (exit) site
with subsequent ejection when the next
aminoacyl tRNA enters the A site.

Translocation requires the participation
of another elongation factor (EF-G in
prokaryotes (Table 4) and EF-2 in eukary-
otes (Table 5)) and GTP. It seems that
when EF-G and GTP bind to the ribosome,
translocation occurs but GTP hydrolysis is
required only subsequently to release EF-G
and GDP. The location of the EF-G bind-
ing site of the ribosome overlaps with that
for EF-Tu; thus, EF-G must be released be-
fore EF-Tu–aminoacyl-tRNA–GTP com-
plex can enter the A site. Analogous
reactions occur in eukaryotic systems. The
kinetic steps involved in translocation and
the structural changes that take place are
described below (Sect. 4.3).

After translocation, the ribosomal P
site is occupied by dipeptidyl tRNA and
the vacant A site contains the third
mRNA codon. Entry of the next aminoa-
cyl tRNA, selected as before by the
codon–anticodon interaction into the A
site (Fig. 10f) enables peptide bond syn-
thesis to continue and repeated opera-
tion of the elongation–translocation cycle
gives rise to a stepwise elongation of

the nascent polypeptide chain, each com-
plete cycle elongating the chain by one
amino acid residue and moving the mRNA
by one codon in the 5′ to 3′ direction.
When the end of the coding sequence is
reached, one of the termination (or stop)
codons has entered the A site, translation
stops, and the completed polypeptide chain
is released.

Termination. (See Figs. 10g-h.) The pres-
ence of one of the three termination
codons, UAA, UAG, or UGA, in the A site
results in the binding of a release factor
(Table 4) instead of an aminoacyl tRNA to
the ribosome. In prokaryotes, two release
factors have been identified, one (RF1) rec-
ognizing UAA and UAG, the other (RF2)
functioning with UGA. Ribosomal binding
and release of RF1 and RF2 are stimulated
by a third factor, RF3, which interacts with
GTP and GDP. In eukaryotic cells, such
as reticulocytes, one release factor (eRF)
has been found to function with all three
termination codons, and the binding of
this factor to ribosomes is stimulated by
GTP but not GDP. Although the details
are not entirely clear, GTP hydrolysis ap-
pears to be required for the release of the
finished polypeptide chain by cleavage of
the peptidyl tRNA bond and completion
of the termination process leading to dis-
sociation of the release factor from the
ribosome.

Thus, at the end of the ribosome cycle,
the coding sequence of messenger RNA
has been translated to produce a particular
polypeptide chain, and all the components
involved become available for reuse in
another round of the cycle (Fig. 10h).
Usually, several ribosomes, each at a
different stage in completing the process
of translation, are attached to one mRNA
molecule, giving rise to polyribosomes
(also called polysomes; Fig. 7). In eukaryotic
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cells, the efficiency of protein synthesis
is stimulated by factor eIF4-G (Table 3),
which interacts with both factor eIF-4E
and a poly A-binding protein to link the
5′ and 3′ ends of mRNA. The resultant
circularized polysomes show an enhanced
ability to reinitiate after release of the
ribosomal subunits from the messenger
RNA at the end of a round of translation.

4.3
High-resolution Structural Studies
of the Ribosome

Early structural studies based on electron
microscopy provided sufficient informa-
tion to allow the construction of static
models showing the location of mRNA
and the relative orientations of the ri-
bosomal subunits (Fig. 8). The modern
technique of high-resolution cryo-electron
microscopy (cryo-EM) has provided views
of the ribosome at a level of resolution
(0.9 nm) approaching that achieved by X-
ray diffraction studies. Although prokary-
otic ribosomes are the principal subjects of
structural studies because they are simpler
than eukaryotic ribosomes, the insights
into structure and function are thought to
apply to all ribosomes.

During the last 10 years, X-ray diffrac-
tion studies have led to considerable ad-
vances in the elucidation of the structure
of the ribosome in more detail, culmi-
nating in the determination of the E. coli
ribosome at 0.78-nm resolution and of the
small and large subunits at resolutions of
0.30 and 0.25 nm respectively. The struc-
tures have revealed the identity of each
amino acid and each nucleotide. The find-
ings provide insights at the atomic level
into the reactions leading to the decoding
of mRNA and the formation of the peptide
bond (Fig. 11). Moreover, the importance
of the role of rRNA in ribosome function

has become evident from the structures;
the functional regions of both small and
large subunits are rich in RNA. The pep-
tide bond is formed by nucleophilic attack
on the ester carboxyl group of peptidyl
tRNA bound to the site by the α-amino
group of aminoacyl tRNA in the A site.
Peptide bond formation is catalyzed by
the peptidyl transferase center of the large
subunit of the ribosome. Structural studies
confirm that this catalytic site comprises
23S rRNA sequences only. The location of
the peptidyl transferase center and the role
of the CGA ends of tRNA are illustrated in
Fig. 11. The three-dimensional structures
also highlight the dynamic aspects of ri-
bosome function leading to the view that
the ribosome is a highly sophisticated mo-
tor driven by GTP with rRNA playing a
leading role.

The first of the two GTP requiring steps
is the delivery of aminoacyl tRNA to the A
site of the ribosome. The distinct kinetic
steps involved as the ternary complex of
aminoacyl tRNA, EF-Tu and GTP binds
to the ribosome are illustrated in Fig. 12
and the conformational changes that have
been found to take place are depicted in
Fig. 13. Please note that one molecule of
GTP is converted to GDP irrespective of
whether peptide bond formation ensues.
The peptide bond is formed soon after
the selection of the aminoacyl tRNA (the
accommodation step in Fig. 12), leading to
the newly formed and extended peptidyl
tRNA residing in the A site. The second
GTP requiring step then follows; namely,
translocation of aminoacyl tRNA from the
A site to the P site of the ribosome.
The kinetically resolved stages of the
translocation are shown in Fig. 14 and the
conformational changes so far identified
are illustrated in Fig. 15.

The ribosome also influences the
secondary and tertiary structure (folding)
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Fig. 12 Kinetically resolved stages in the interaction of ternary complex of
aminoacyl tRNA•EF-Tu•GTP with the A site of the ribosome. Individual steps
are shown by the numbered rate constants and by kGTP and kpep. The factor
EF-Tu is shown in different conformations in GTP and GDP bound states and
in the activated GTPase state. The ribosome is able to distinguish between
cognate aminoacyl tRNA (for example, with anticodon 3′AAG 5′) and near
cognate aminoacyl tRNA (for example, with anticodon 3′GAG 5′): this ability
is called proof reading. [From Gromadski, K.B., Rodnina, M.V. (2004)
Streptomycin interferes with conformational coupling between codon
recognition and GTPase activation on the ribosome, Nat. Struct. Mol. Biol.
11, 316–322. With permission.]

of the nascent polypeptide chain during
its passage through the 10-nm long × 1 to
2 nm-diameter tunnel that is present in
the large ribosomal subunit (Fig. 16). The
wall of the tunnel comprises nucleotides
of 23S rRNA and nonglobular parts of
two ribosomal proteins, L4 and L2; pro-
teins L23 and L29 flank the exit from
the tunnel. Thus, the nascent polypeptide
chain passes through an environment that
influences the way in which it folds. As
nascent polypeptide chains emerge from
the tunnel, they are free to encounter

molecular chaperones that prevent accu-
mulation and aggregation of newly synthe-
sized proteins. For example, the chaperone
Trigger factor (TF) has a binding site
involving protein L23 close to the exit
of the tunnel. Signal recognition particles
that convey secretory and transmembrane
proteins to their appropriate destinations
have bonding sites near to the exit of
the tunnel in the regions of proteins L23
and L29.

The higher resolution studies of
subunits have also revealed the mode
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A

(a) (b)

Fig. 13 Cryo-electron microscopy maps
showing the incorporation of aminoacyl tRNA
into the A site of a bacterial ribosome at a
resolution of 0.9 nm and a conformational
change in the GTPase-associated center. A The
location of the binding site for the ternary
complex of Phe-tRNAPhe•EF-Tu•GDP-Kir.
(a) The antibiotic Kirromycin (Kir) binds to the
ternary complex and prevents dissociation of
EF-Tu•GDP-Kir from the ribosome after GTP
hydrolysis. The stalled complex is located below
the L7/L12 stalk of the 50S subunit. EF-Tu is in
red and A/T site tRNA is in pale pink.
(b) Structure of the ribosome after peptide bond
formation. The P site contains tRNAMet

f and the

A site contains fMet•Phe-tRNAPhe which is
shown in magenta. In both panels, the ribosomal
subunits are rendered semitransparent to
illustrate the densities for tRNAs in the
ribosomal intersubunit space. The sites for the
tRNAs are labeled as follows: A/T, A/T site for
the aa-tRNA bound to EF-Tu, reaching the
decoding site in the A site of the 30S ribosomal
subunit; A, aminoacyl site; P, peptidyl site; E, exit
site. The P site tRNA is green, the E site tRNA
is orange. B Conformational change in the
GTPase-associated center of the 50S subunit.
The cryo-electron microscopy maps show;
(a) fMet-tRNAMet

f bound to the P site of the
ribosome with a vacant A site; (b) fMet-tRNAMet

f
in the P site and Phe-tRNAPhe•EF-Tu•GDP-Kir

complex with the A/T site between tRNA colored
pink and EF-Tu colored red. The arrow indicates
the site at the base of the L7/L12 stalk, which
undergoes a conformational change during the
binding of the ternary complex; (c) tRNAMet

f
bound in the P site and fMet•Phe-tRNAPhe bind
in the A site. Insets (b) and (c) focus on the
conformational changes of the
GTPase-associated center. The view from the
intersubunit space allows the movement of the
GTPase-associated center to be observed. The E
site is shown in orange; (d) Superposition of the
50S ribosomal subunits from the ribosome
bound with the stalled ternary complex
(semitransparent blue) and from the ribosome
bearing a dipeptidyl-tRNA in the A site (solid
red). Ribosomal subunits are blue (50S subunit)
and yellow (30S subunit). Features of the large
ribosomal subunit: L7/L12, stalk of proteins
L7/L12 from the 50S ribosomal subunit; GAC,
GTPase-associated center; SRC, sarcin-ricin
loop; L16, ribosomal protein L16; L1, stalk of
ribosomal protein L1. Features of the small
ribosomal subunit: h, head of the 30S subunit;
dc, decoding center. [From Valle, M.,
Zavialov, A., Li, W. et al. (2003) Incorporation of
aminoacyl tRNA into the ribosome as seen by
cryo-electron microscopy, Nat. Struct. Biol. 10,
899–906. With permission] (see color plate
p. xxxvii).
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Fig. 14 A kinetic model of translocation. The
diagram indicates several steps identified by
several biochemical and rapid kinetic techniques.
Ribosomes are shown in two conformations,
closed and open. In the closed or locked
conformation, bound tRNAs interact extensively
with the ribosome. These interactions need to be
disrupted to allow translocation (the open or
unlocked conformation) and to be reestablished

(relocked) after translocation. EF-G is shown in
different conformations and orientations based
on cryo-electron microscopy (see Fig. 5).
[Reproduced from Peske, F., Savelsbergh, A.,
Katunin, V.I., Rodnina, M.V., Wintermeyer, W.
(2004) Conformational changes of the small
ribosomal subunit during elongation factor
G-dependent tRNA-mRNA translocation, J. Mol.
Biol. 343, 1183–1194. With permission].
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Conformation 1 Conformation 2A

EF-G

L1

Fig. 15 Changes detected by cryo-electron microscopy (1.75–1.84 nm resolution) in the
conformation of ribosomes during translocation. (A) After the peptide bond is formed,
deacylated tRNA is located in the P site with peptidyl tRNA in the A site (conformation 1), the
translocational state. A ratchet-like motion follows when EF-G•GTP is bound to the ribosome
leading to conformation 2. The conformational change involves a counterclockwise rotation of
the 30S subunit with respect to the 50S subunit with the L1 stalk moving in the direction
opposite to the head of the 30S subunit. The outline of EF-G is shown by the dotted line.
(B) Conformational changes in the L7/L12 stalk and in EF-G during translocation. The figures
show that EF-G (shown in red) links the decoding site with the L7/L12 stalk. The cryo-electron
microscopy maps shown in (c) and (d) correspond to conformation 2 in (a) with deacylated
tRNA in the P site and peptidyl-tRNA in the A site and EF-G•GTP bound to the ribosome. The
L7/L12 stalk (shown on the right of the dotted line) is bifurcated. Part of EF-G is shown close to
the A site (marked A in (c)). A third conformation is observed after hydrolysis of GTP to GDP and
before EF-G•GDP is released from the ribosome as shown in (a) and (b). In this conformation,
the stalk is extended but not bifurcated and part of the EF-G is implicated in an arclike structure.
The pretranslocational state is regained (see (a)) when EF-G•GDP is released from the
ribosome. At the end of the translocation process, tRNAs in the A and P sites are transferred to
the P and E sites, respectively, with the concomitant advance by one codon of mRNA. The insets
show the appropriate orientations of the ribosome with 30S subunits and 50S subunits colored
yellow and blue respectively. Features of the 30S subunit: b, body; h, head; sp, spur; ch, channel.
Features of the 50S subunit: cp, central protuberance; L1, L1 protein; st, L7/L12 stalk. (A was
reproduced from, Gas, A., Valle, M., Ehrenberg, M. and Frank, J. (2004). Dynamics of EF-G
interaction with the ribosome explored by classification of a heterogenous cryo-EM dataset J.
Structural Biol. 147, 283–290. B was reproduced from Agrawal, R.K., Heagle, A.B., Penczek, P.,
Grassucci, R.A., Frank, J. (1999) EF-G dependent GTP hydrolysis induces translocation
accompanied by large changes in the conformation of the 70S ribosome, Nat. Struct. Biol. 6,
543–647. With permission) (see color plate p. xxxix).

of action of several antibiotics such as
paromomycin, streptomycin, and specti-
nomycin, which modify the decoding func-
tion of the small subunit, and chloram-
phenicol, puromycin, and vernamycin,
which affect peptide bond formation.

5
Translational Control of Gene Expression

Cells need to synthesize specific proteins
in the required amounts at particular times
and to deliver them to the correct locations.
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These processes depend on a great many
interactions and numerous mechanisms
exist for the translational control of gene
expression. Examples of the ways used by
cells to control the translation of mRNA
are presented in the sections that follow.
This material is intended to be illustrative
rather than comprehensive, and it is to be
expected that novel control mechanisms
will continue to be discovered.

5.1
mRNA Stability

Provided all other components of the
translational systems are present in

optimum amounts, control of translation
may be achieved through the availability
of the relevant messenger RNAs at the
site of protein synthesis. The steady state
level of mRNA is determined by the rate
of its synthesis and degradation. Control
of transcription is of major importance
for synthesis in both prokaryotes and eu-
karyotes. The stability of mRNA depends
on its primary and secondary structure as
well as on the presence of factors such as
stabilizing proteins and nucleases.

The secondary structure of mRNA is
determined by its nucleotide sequence. For
any mRNA, a number of coding sequences
are possible because of the degeneracy
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Fig. 16 Protein synthesis and the path of the nascent chain
through the ribosome exit tunnel. The contour of the large
ribosomal subunit is shown in gray. The aa-tRNA and pept-tRNA
are represented by spheres, colored copper, and gray
respectively. Ribosomal proteins L4, L22, and L23 are shown as
green ribbons. The surface of the ribosomal exit tunnel
corresponds to the empty space in the 50S subunit, which is
sliced on the side. The surface is colored yellow outside and blue
inside. The acceptor stems of aa-tRNA and pept-tRNA point
toward the PTC, where peptide bond formation occurs. Nascent
polypeptides escape the ribosome through the tunnel. They have
to pass the narrow constriction where ribosomal proteins L4 and
L22 contact the wall of the tunnel. This region is a target of
antibiotics and the site of regulatory interactions between
nascent chains and the tunnel. Ribosomal protein L22 mediates
the interaction between nascent chains and the tunnel.
Ribosomal protein L23 mediates the interaction between nascent
chains emerging from the ribosome and cytosolic chaperones
such as Trigger Factor (TF) and protein targeting factors such as
Signal Recognition Factor (SRFF) and translocons. [From
Jenni, S., Ban, N. (2003) The chemistry of protein synthesis and
voyage through the ribosomal tunnel, Curr. Opin. Struct. Biol. 13,
212–219. With permission] (see color plate p. xlii).

of the genetic code. Thus, degeneracy
allows for particular features of secondary
structure (often termed cis factors) to be
favored, which may act either to stabilize

or destabilize the mRNA, according to
the needs of the cell, by determining
its susceptibility to degradative enzymes
(often termed trans-acting factors).
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Whereas the structure of mRNA de-
termines its susceptibility to degradative
enzymes, the detailed mechanisms are
complex. In prokaryotes, the enzymes in-
volved include two endonucleases (RNase
E and RNase III) and two exonucleases
(polynucleotide phosphorylase and RNase
II). Other nucleases may be active in par-
ticular cases such as phage infection. In
eukaryotes, a major pathway involves the
removal of the 3′ poly(A) tail (deadenyla-
tion), followed by removal of the 5′ cap,
which renders the mRNA susceptible to
rapid endonucleolytic degradation in the
5′ → 3′ direction.

5.2
Control by Interaction of Proteins
with mRNA

Throughout the ribosome cycle, dynamic
protein-mRNA interactions are function-
ally important in the initiation, elon-
gation, and termination of polypeptide
synthesis. In addition, more stable as-
sociations between proteins and mRNAs
have been observed, particularly in eukary-
otic cells. These messenger ribonucleo-
protein complexes (mRNPs) occur both
in polyribosomes and free in the cy-
tosol, some of the latter being either
temporarily or permanently unavailable
for translation. Thus, protein-mRNA in-
teractions contribute to the efficiency with
which mRNAs are translated. Some pro-
teins, such as the poly(A)-binding protein
(p78), are present in most if not all
mRNPs, whereas others appear to be
cell specific and mRNA selective. In un-
fertilized sea urchin eggs and Xenopus
oocytes, for example, untranslated mes-
senger is sequestered by association with
proteins that prevent translation until
later stages of development. Duck retic-
ulocytes contain globin mRNP, which

cannot be translated in vitro, whereas the
mRNA obtained by deproteinizing the
complex can be translated, showing that
in this case translation is prevented by the
mRNP proteins.

Formation of a site-specific mRNA-
protein complex is involved in the trans-
lational control of the biosynthesis of
ferritin, an iron storage protein, which
is stimulated in response to the pres-
ence of iron. In this instance, a cy-
toplasmic repressor protein of 85 kDa
binds to a highly conserved 28-nucleotide
stem-loop structure in the 5′ untrans-
lated region of ferritin mRNAs in the
absence of iron. In the presence of
iron, the protein dissociates from the
mRNA, which is then available for trans-
lation. A similar loop motif occurs in
the 3′ untranslated region of transfer-
rin receptor mRNA, which is also sub-
ject to translational control by an iron-
responsive repressor.

During the cell cycle, histone mRNA
is destabilized after completion of DNA
replication, resulting in a 30- to 50-fold
decrease. This change appears to be due
to an increase in the level of free histones,
which form a complex with histone mRNA
by interaction with a stem-loop structure
at the extreme 3′ terminus. Formation of
this histone–histone mRNA complex is
thought to activate a ribosome-associated
3′ → 5′ exonuclease, which degrades the
histone mRNA. During the S phase, newly
synthesized DNA binds free histones to
form nucleosomes, thus preventing the
degradation of histone mRNA at this stage
of the cell cycle.

Specific regulation of gene expression
at the level of translation also exists in
prokaryotes. For example, the synthesis
of E. coli threonyl-tRNA synthetase is
negatively autoregulated by an interac-
tion of the tRNA-like leader sequence
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of its mRNA with the synthetase that
inhibits translation by preventing the
binding of ribosomes. The synthetase is
displaced from the mRNA by tRNAThr,
which thus acts as a translational an-
tirepressor. This regulatory mechanism
allows the cell to maintain a balance
between the tRNA synthetase and its cog-
nate tRNA.

Similarly, there is a mechanism used
to control the synthesis of proteins en-
coded by a polycistronic mRNA. In this
case, selective binding of the ribosomal
protein to the region of the mRNA in-
volved in the initiation of translation leads
to the regulatory protein controlling both
its own synthesis and that of other ribo-
somal proteins. A specific example is the
role of ribosomal protein S4, which acts
as a translational repressor of four ribo-
somal proteins (S4, S11, S13, and L17).
Protein S4 appears to function as a re-
pressor through an unusual ‘‘pseudoknot’’
linking a hairpin loop upstream of the
ribosome-binding site with sequences 2 to
10 codons downstream of the initiation
codon. (A pseudoknot structure contains
intramolecular base pairs between base
residues in the loop of a stem-loop struc-
ture and distal complementary regions of
the RNA.) Stabilization of this structure
by S4 would prevent the binding of ribo-
somes, and this control mechanism may
contribute to the coordinated synthesis of
the different ribosomal proteins required
for ribosome assembly.

5.3
Control by mRNA Structure

The secondary structure of some eu-
karyotic mRNAs regulates translation
by a mechanism involving a ribosomal
frameshift which gives rise to a directed
change of the translational reading frame

to allow the synthesis of a single protein
from two or more overlapping genes by
suppression of an intervening termina-
tion codon. Several retroviruses use this
mechanism to move from one reading
frame to another in the expression of the
viral RNA-dependent DNA polymerase.
Other examples of the operation of such
a frameshift include the synthesis of the
reverse transcriptase enzymes of several
retrotransposons, such as the yeast Ty1.
The mechanism of changing the reading
frame involves ‘‘slippery’’ sequences and
a complex folding of the mRNA into a
structure termed a pseudoknot.

In E. coli phages, translational control of
the three cistrons of Qβ , f2, and related
bacteriophage RNAs (Fig. 17) accounts for
the synthesis of coat protein:replicase:A
protein in the approximate ratio of 20 : 5 : 1.
These quantitative differences are due to
the differential and independent initiation
of translation at each cistron as a result of
differences in the secondary structure of
the mRNA initiation sites. Furthermore, in
vivo there is a delay in the synthesis of coat
protein and this temporal control involves
translational repression of the cistron by
ribosomal protein S1. In addition, S1
functions as one of the subunits of the
f2 RNA replicase; therefore, association of
the newly synthesized translation product
of the f2 replicase cistron with S1 will favor
its dissociation from the phage RNA, thus
allowing translation of the coat protein
cistron to start.

5.4
Control by Modification of Translation
Factor Activity

5.4.1 Initiation Factors
In eukaryotes, initiation of protein synthe-
sis is inhibited by phosphorylation of the
initiation factor eIF-2. In particular cases,
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Fig. 17 Translational control of bacteriophage
synthesis: (a) arrangements of MS2 and f2
bacteriophage cistrons, (b) arrangement of Qβ

bacteriophage cistrons, and (c) replicative
intermediate synthesizing new plus strands on
the complementary minus-strand copy of the
original bacteriophage RNA. The
ribosome-binding sites (RBS) are indicated by
the numbered arrows. The major RBS (1) binds
ribosomes efficiently but can be blocked by
ribosomal protein S1. The secondary RBS

(2) becomes available only after translation of at
least part of the coat protein cistron by
ribosomes. RBS 3 is masked by the secondary
structure of native bacteriophage RNA but is
accessible in nascent RNA (c) or in vitro when
the secondary structure is destroyed. Noncoding
regions are shown in black. [Reproduced from
Arnstein, H.R.V., Cox, R.A. (1992) Protein
Biosynthesis, Oxford University Press, Oxford.
With permission].
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phosphorylation of eIF-2 is stimulated by
a lack of heme or the presence of double-
stranded RNA. Two different protein ki-
nases capable of phosphorylating the α-
subunit of eIF-2 have been characterized.
One substrate, called the heme-controlled
repressor (HCR) or heme-regulated in-
hibitor (HRI), is a cytoplasmic protein
(95 000 Da) that is activated by phospho-
rylation. Double-stranded RNA activates
phosphorylation of a 67 000-Da protein,
which in turn phosphorylates eIF-2. Thus,
a cascade of protein phosphorylation is in-
volved. Phosphorylated eIF-2 is unable to
exchange GDP for GTP, which prevents it
from functioning in the binding of initiator
tRNA to ribosomes.

Conditions other than lack of heme
(e.g. heat shock, serum deprivation, or the
presence of oxidized glutathione), which
are known to inhibit protein synthesis,
also stimulate the phosphorylation of eIF-
2α. Conversely, the activity of eIF-4F is
decreased by dephosphorylation of the
24-Da subunit (see Table 3) rather than
by phosphorylation. Thus, a number of
different kinases and phosphatases are
involved in modulating the activities of
different factors.

Small RNAs may also be involved in
regulating the translation of mRNA in eu-
karyotic cells. Of the stimulatory RNAs, the
best characterized is a small RNA of about
160 nucleotides, which accumulates in
cells after infection with adenovirus. This
virus-associated RNA, VA-RNA1 sustains
general protein synthesis by inhibiting the
phosphorylation of the α-subunit of initia-
tion factor eIF-2.

Two features of mRNA structure are
implicated in several regulatory processes
involving initiation factors, namely, the 5′
cap structure and a cytoplasmic polyadeny-
lation element (cPE) located within the 3′

untranslated region. For example, embry-
onic cells have mRNAs that are stored
until particular stages in development
are reached. During storage, eIF-4E is
thought to bind to the 5′ cap structure
and a protein cPEB is bound to the
cPE element; a third protein binds to
both eIF-4E and cPEB. Similar nucleo-
protein structures have been proposed
to regulate the synthesis of key proteins
during progression through the cell divi-
sion cycle. Furthermore, eIF-2 and eIF-4E
are targets for changing the patterns of
protein synthesis associated with tumori-
genesis. Phosphorylation of the α-subunit
of eIF-2 (eIF-2α) regulates its activity.
Phosphorylation of a small family of eIF-
4E binding proteins (4E-BPs) regulates
the binding of eIF-4E to eIF-4G. The
activities of the appropriate kinases and
phosphatases may, in turn, be controlled
by cellular and viral oncogenes and tumor-
suppressor genes.

A novel pathway for the initiation of
translation has been found which permits
initiation in a manner that is independent
of the 5′ end of mRNA. Particular
RNA sequences are involved, termed
internal RNA entry sites (IRES). IRES
elements have been found in both viral
and cellular RNAs. The IRES elements
intervene in the initiation of translation
during cellular stress and during infection
by viruses, for example, poliovirus or
hepatitis C virus. The cricket paralysis
virus RNA possesses an IRES element,
which, in the absence of initiation factors
and initiator tRNA, can bind to the P
site and assemble 80S ribosomes. In
this way, the reading frame is set so
that the first codon is in the A site.
The first translocation step takes place
without a peptide bond being formed.
However, aminoacyl tRNA is delivered to
the P site so that chain elongation can
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proceed normally. The cricket paralysis
virus IRES bound to the small subunit
and to ribosomes was visualized by cryo-
electron microscopy.

5.4.2 Other Translation Factors
A Ca2+/calmodulin-dependent protein ki-
nase phosphorylates eEF-2. The phos-
phorylated factor appears to be inactive.
Dephosphorylation of the factor by phos-
phatase restores its activity.

5.5
Effects of Antisense Polynucleotides

Antisense RNAs, which are polynu-
cleotides with base sequences comple-
mentary to messenger RNAs, have been
found in both prokaryotes and eukaryotes.
Natural antisense RNAs are not common
but synthetic RNAs directed at specific
targets have been widely studied. It has
been demonstrated that they can function
as inhibitors of messenger RNA transla-
tion. In prokaryotes, the most effective
inhibitors appear to have a base sequence
complementary to the 5′ leader region,
including the Shine–Dalgarno sequence,
which is involved in the binding of mRNA
to the small ribosomal subunit. In eu-
karyotes, translation of mRNA is inhibited
by polyribonucleotides complementary to
the 5′ untranslated region of mRNA, in-
dicating a direct effect on initiation as in
prokaryotes. Polynucleotides complemen-
tary to the 3′ untranslated region of mRNA
also inhibit translation in some cells, and
this effect may be due to destabilization
of mRNA by ribonucleases specific for
double-stranded RNA. The effect of an-
tisense polynucleotides is not restricted to
translation of mRNAs, but transcription as
well as the processing of transcripts may
also be inhibited.

5.6
Availability of Amino Acids, tRNA
Abundance, and Codon Usage

5.6.1 Amino Acids
Polypeptide synthesis depends on an
adequate supply of tRNAs charged with
the 20 protein amino acids and appropriate
interactions between their anticodons and
the codons of mRNA. Peptide chain
elongation is decreased or inhibited by
lack of amino acids or other conditions
giving rise to an imbalance or deficiency
in aminoacyl tRNAs.

5.6.2 Abundance of tRNAs and Codon
Usage
Different tRNAs are present in the cytosol
in unequal amounts, and elongation rates
are slower at codons corresponding to rare
tRNA species. The existence of synony-
mous codons raises the question of prefer-
ential use of some codons and its possible
significance in relation to translational ef-
ficiency and control. In some bacteria (e.g.
Pseudomonas aeruginosa, which has a high
content of G + C, 67.2%, in DNA), the
most common codons are those with the
strongest predicted codon–anticodon in-
teraction – that is G + C base pairs – but
this preference is not universal and, for
example, does not apply to E. coli, which
has a lower proportion of G + C (50%).
Although codon usage may affect elonga-
tion rates, it is probably of less importance
in translational control than the secondary
structure of mRNA in relation to the rate
of initiation of protein synthesis.

5.7
Modulation of Ribosome Activity

Specific ribosomal components have an
important function in relation to the
fidelity of protein synthesis. Thus, in E. coli
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ribosomal protein, S12 determines the
accuracy of codon–anticodon interactions
and modulates the translational error
frequency in the presence of the antibiotic
streptomycin.

To what extent reversible modifications
of ribosomal constituents are involved in
translational control of protein synthesis
is uncertain. Although phosphorylation of
ribosomal protein S6 increases with cell
proliferation, it is not known whether this
change is directly related to the accompa-
nying increase in protein synthesis by an
effect on the translation rate.

5.8
Ribosome-inactivating Proteins

Many molds and plants produce tox-
ins, which are protective agents, termed
ribosome-inactivating proteins (RIPs), di-
rected at particular cells and their ribo-
somes. These toxins are classified as either
type I or type II RIPs according to the
number of polypeptide chains.

Type I RIPs comprise a single polypep-
tide chain; for example, α-sarcin, an extra-
cellular cytotoxin produced by Aspergillus
giganteus, consists of a single chain of 150
amino acid residues.

Type II RIPs comprise two polypeptide
chains, A and B. The A chain has the ability
to inactivate ribosomes, and the B chain is
a galactose-specific lectin responsible for
the entry of the toxin into the target cell.
Ricin, which is isolated from castor oil
beans, is representative of type II RIPs.

Ribosomes are inactivated as a result of
the RNA N-glycosidase activity of RIPs.
These toxins have different specificities
for particular cells and ribosomes. How-
ever, the target site for all RIPs is an
adenylate residue (position 2660 in the
E. coli 23S rRNA sequence) located within

a highly conserved sequence of 12 nu-
cleotides (5′

2654AGUACGAGAGGA26653′).
Cleavage of the GpA2660 internucleotide
bond or depurination of A2660 is suffi-
cient to inactivate the ribosome. The target
residue is located in the loop region of
a stem–loop element of the secondary
structure, which is termed the α-sarcin
stem–loop. Thus, the target adenylate is
either directly or indirectly essential for ri-
bosome function. The α-sarcin stem–loop
is known to be important for binding
elongation factors EF-Tu and EF-G to the
ribosome. RIPs have attracted interest as
active components of reagents directed at
particular targets such as cancer cells.

6
Concluding Remarks

The control of protein synthesis, either
by regulation of the amount of mRNA
available for translation or by the efficiency
with which it is translated, is important
in cell growth and development as a
factor determining the level of cellular
and extracellular proteins. Subversion of
this control occurs in cells infected by
viruses when the viral nucleic acid uses
the protein-synthesizing machinery of the
host cell and thereby changes normal cell
metabolism in favor of the synthesis of
viral proteins needed for the production of
virus progeny.

The polypeptide chains of all proteins
are synthesized by the process described
above. This mechanism gives rise to pri-
mary polypeptide chains, which are often
further modified; for example, by cleavage
into smaller peptides, by structural mod-
ification of selected amino acid residues,
by splicing of the polypeptide chain, or
by the formation of covalent bonds be-
tween polypeptide chains. Some of these
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secondary modifications are related to the
correct folding of polypeptide chains and to
the production of active enzymes or pep-
tide hormones from inactive precursors
(e.g. insulin from proinsulin). Also, the
transport of proteins within the cell or the
secretion of extracellular proteins is often
linked to structural changes in polypeptide
chains either during or after completion
of synthesis.

See also Body Expression Map of
Human Genome; DNA Replica-
tion and Transcription; Expression
Systems for DNA Processes; Ri-
bosome, High Resolution Struc-
ture and Function; RNA Sec-
ondary Structures; RNA Three-
Dimensional Structures, Computer
Modeling of.
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Keywords

Diabetes Mellitus
Dysregulation of glucose and lipid metabolism in the course of reduced insulin
secretion by pancreatic ß-cells and insulin action/sensitivity in muscle, adipose,
and liver cells resulting in elevated blood glucose levels in the short term and diabetic
late complications, atherosclerosis, and cardiovascular problems in the long
term.
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Hormone-sensitive Lipase
Hydrolase expressed in many cell types, which specifically cleaves
mono/di/triacylglycerol in response to lipolytic stimuli, such as ß-adrenergic
hormones, fasting, and muscle contraction.

Insulin
Major hormone regulating blood glucose and lipid homeostasis predominantly by
inducing reesterification of postprandial glucose and free fatty acids to yield
triacylglycerol for storage in lipid droplets predominantly in adipose tissue.

Lipid Droplets
Storage form of neutral lipids covered by a phospholipid monolayer and specific
protein components involved in (regulation of) their synthesis and degradation.

Lipolysis
Enzymatic release of fatty acids and glycerol from mono/di/triacylglycerol stored in
lipid droplets in many cell types.

Lipotoxicity
Impairment in responsiveness and sensitivity of insulin target cells (e.g. muscle, fat,
and liver cells) toward insulin and of insulin-secreting β-cells toward glucose in the
course of their prolonged exposure to elevated concentrations of fatty acids and
intracellular accumulation of fatty acids in free and/or esterified form.

Translocation
Apparent movement of hormone-sensitive lipase from the cytoplasm to the surface of
lipid droplets where cleavage of neutral lipids occurs in response to its
stimulus-dependent phosphorylation.

Abbreviations

AA: amino acid(s)
AC: adenylate cyclase
AR: adenosine receptor
α/β-AR: α/β-adrenergic receptor
(M/D/T)AG: (mono/di/tri)acylglycerol
DGAT: acyl-CoA:diacylglycerol acyltransferase
DIGs: detergent-insoluble glycolipid-enriched lipid raft microdomains
ER: endoplasmic reticulum
(F)FA: (free) fatty acids
H/LDL: high/low density lipoprotein
HSL: hormone-sensitive lipase
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LD: lipid droplets
LPL: lipoprotein lipase
NA: nicotinic acid
NEFA: nonesterified fatty acids
NIDDM: noninsulin-dependent diabetes mellitus
PDE: phosphodiesterase
PI3K: phosphatidylinositol-3-kinase
PKA/B/C: protein kinase A/B/C
PP: protein phosphatases
TNF-α: tumor necrosis factor-α
VLDL: very low-density lipoproteins
WAT: white adipose tissue

� A growing number of enzymes that are involved in lipid metabolic pathways are
being identified and characterized. Here we summarize recent developments in the
understanding of lipid storage and mobilization and assess the potential of lipid
metabolic enzymes and mechanisms as targets for the pharmacological treatment
of lipid disorders, noninsulin-dependent diabetes mellitus (NIDDM), obesity, and
metabolic syndrome. We focus on enzymes and pathways that have been implicated
in the biogenesis of lipid droplets and their degradation (lipolysis) on the basis of
studies using (1) animal models that overexpress or harbor targeted deletions of
the genes encoding the corresponding enzymes/proteins, (2) genetic and/or family
studies of NIDDM and lipid disorders, and (3) modern biochemical/molecular
biological methods for the identification and functional analysis of components
involved in lipid metabolism.

1
Triacylglycerol and Energy Storage

Triacylglycerol (TAG) is the most concen-
trated form of energy available to biological
tissues that emerged during biological evo-
lution. For instance, the work covered by
birds during their nonstop long-distance
migrations is powered almost exclusively
by fat reserves. The extra weight of car-
bohydrate required to produce the same
calories would prevent the birds from ever
taking off. In terms of human survival,
the first unaided crossing of the polar ice

cap was made possible by the very high
butter-fat content of the 220-kg of food re-
serves transported by the sledges that were
man-powered over the frozen wastes. The
extra weight of a similar energy content
as carbohydrate would have made this pi-
oneering journey impossible in the short
and medium terms. TAG also exhibits rela-
tively low ‘‘biological toxicity’’ compared to
FA (see below) and is well tolerated even at
high concentrations in the blood plasma.
TAG therefore provides a benign form of
FA storage and transport. Before its use
as an energy source, however, it must
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undergo lipolytic mobilization to provide
FA. The potent ‘‘toxicity’’ of FA in the long
term requires a finely tuned regulatory
mechanism that ensures that their release
from TAG stores is correctly balanced by
uptake and utilization. A number of clin-
ical disorders of increasing incidence are

associated with secondary hyperlipidemia
affecting distinct lipoprotein subtypes via
different mechanisms (Table 1).

Although the cells of most tissues
synthesize TAG, only a few are adapted
to store TAG in considerable quantity.
Some, such as heart and skeletal muscle,

Tab. 1 Clinical disorders associated with secondary hyperlipidemia.

Disorder Lipoprotein
type

Elevated plasma
lipoprotein

Proposed mechanism

Endocrine/Metabolic
NIDDM IV, V VLDL, chylomicrons VLDL production ↑

VLDL catabolism ↓
Hypothyroidism IIa (III) LDL (ß-VLDL) LDL clearance ↓
Estrogen therapy IV (V) VLDL VLDL production ↑
Glucocorticoid therapy IIa, Iib VLDL, LDL VLDL production ↑

Conversion to LDL ↑
Hypopituitarism Iib VLDL, LDL VLDL production ↑

Conversion to LDL ↑
Acromegaly IV VLDL VLDL production ↑
Anorexia nervosa IIa LDL Biliary excretion of bile acids/

cholesterol ↓
Lipodystrophy (congenital

or acquired)
IV VLDL VLDL production ↑

Werner syndrome IIa LDL Unknown

Acute intermittent
porphyria

IIa LDL Unknown

Glycogen storage disease IV (V) VLDL VLDL production ↑
VLDL catabolism ↓

NonEndocrine
Alcohol IV (V) VLDL (chylomicrons) VLDL production ↑
Nephrotic syndrome IIa, Iib VLDL, LDL VLDL production ↑
Uremia IV VLDL VLDL clearance ↓
Biliary obstruction/

cholestasis
LP-X Diversion of biliary cholesterol

and phospholipids in
circulation

Hepatitis IV VLDL LCAT activity/protein ↓
Systemic lupus

erythematosis
I Chylomicrons Antibodies bind heparin and

decrease LPL activity

Monoclonal gammapathy IIa, III, IV VLDL, IDL, LDL Antibodies bind lipoproteins
and interfere with
catabolism
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store small quantities of TAG for their
own use (albeit the fact that the heart
has been recently shown to have low
capacity for lipoprotein export). In other
tissues, for instance, in the pancreatic ß-
cells, TAG synthesis, storage, and lipolysis
may be involved in the regulation of the
production of molecules, such as DAG
and FA(-derivatives), which participate in
various signal transduction processes or
in providing a source of FA committed
to membrane phospholipid synthesis. In
mammals, of course, adipose tissue is the
most important storage pool of whole-
body TAG and, consequently, the body’s
largest energy reservoir; for example, an
adult with 15 kg of body weight has
>460 MJ of TAG fuel stores, which could
provide 8.37 MJ daily for 2 months. The
primary role of adipocytes is to store TAG
during caloric excess and to mobilize this
reserve when expenditure exceeds intake.
Mature adipocytes are uniquely equipped
to perform these functions. They possess
the full complement of enzymes and
regulatory proteins needed to carry out
both TAG storage and mobilization (see
below). In adipocytes, the regulation of
these processes is exquisitely responsive
to hormones, cytokines, and other factors
that are involved in energy homeostasis.

Nevertheless, the liver also has an
important TAG storage function. These
two tissues export a proportion of their
mobilized TAG. FA are released from
adipose tissue, and TAG is exported as
very low-density lipoproteins (VLDL) from
the liver. Both organs are connected via a
metabolic cycle in which FA released from
adipose tissue are the major substrates
for hepatic VLDL production and, in turn,
FA from TAG contained in VLDL are
returned to adipose tissue by the action
of lipoprotein lipase (LPL). In addition,
TAG in adipose tissue represents the major

source of plasma glycerol, which accounts
for about 90% of the substrates for hepatic
gluconeogenesis at fasted condition in
rodents. Central to the control of this
intertissue cycle between white adipose
tissue (WAT) and liver is the regulation
of TAG mobilization and release by
both organs. The different cellular and
molecular mechanisms involved in the
regulation of TAG mobilization from the
storage pools in each of these tissues reflect
the importance of the different roles of the
lipids and FA, which are exported.

FA stored within the TAG of adipose
cells constitutes the vast majority of energy
reserves in animals. While the TAG pool in
adipocytes provides a reservoir of energy
for times of prolonged restricted caloric
intake, there is also a normal ‘‘acute’’ flux
of FA into and out of adipose tissue in
response to meals and other factors, such
as insulin. TAG hydrolysis in adipocytes,
termed lipolysis, contributes to the in-
creased levels of plasma nonesterified fatty
acids (NEFA) by two mechanisms, one
direct and the other indirect. In the postab-
sorptive state or during starvation FA are
normally released from adipocytes directly
into the plasma and transported to vari-
ous tissues where they serve as a source
of energy. In the insulin-resistant state,
this direct release of FA is exacerbated,
because the reduction in the antilipolytic
action of insulin (see below) leads to in-
creased lipolysis and a consequent increase
in the release of FA from adipocytes into
plasma. In contrast to the postabsorptive
direct FA release, there is an indirect ef-
fect of adipocyte lipolysis on FA release in
the postprandial state. There is a normal
postprandial influx into adipocytes of FA
produced by LPL action on VLDL and chy-
lomicrons in the adipose endothelium, and
this influx depends on a favorable down-
hill FA concentration gradient across the
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adipocyte plasma membrane. Again, this
indirect effect is exacerbated in the insulin-
resistant state, since the increased lipolysis
and, in consequence, the increased in-
tracellular FA concentration in adipocytes
abrogate the FA concentration gradient re-
quired for influx of FA. Thus, in an indirect
fashion, adipocyte lipolysis can increase
plasma FA by reducing the postprandial
influx of FA into adipocytes. Given the
apparent interrelated contribution of the
cellular and LPL-mediated lipolytic reac-
tions in adipose tissue to the plasma
NEFA pool, it is important to understand
the molecular basis of TAG hydrolysis by
these mechanisms.

1.1
Storage and Mobilization of TAG

The two key enzymes involved in TAG
mobilization within adipose tissue are LPL
and (hormone-sensitive lipase) HSL. The
function of LPL in mobilizing FA from
TAG contained in VLDL and chylomicrons
in the capillary endothelium of adipose tis-
sue is not so clear as originally thought.
It is now becoming evident that a variable
(and regulated) proportion of NEFA re-
leased by LPL from TAG-rich lipoproteins
does not enter adipose tissue but ‘‘leaks’’
into the plasma compartment and that this
proportion may be under metabolic con-
trol dependent upon the nutritional state.
For instance, in the postabsorptive state
and during starvation, very little, if any,
NEFA derived from TAG of VLDL enter
the adipose tissue. The major portion en-
ters the blood plasma and supplements
the HSL-mediated provision of NEFA to
the periphery during this period. Any ex-
cess NEFA produced, which override the
immediate oxidative capacity of energy-
requiring tissues, are reesterified by the

liver and stored as TAG or VLDL. The po-
tential hazards of hyperlipidemia for the
cardiovascular system in the postprandial
state are now well established and accepted
(Table 1). The liver may, thus, play a major
protective role during this period by remov-
ing excessive NEFA from the circulation,
temporarily storing them as a ‘‘benign’’
derivative, TAG, and secreting them later
as VLDL when the period of maximum
danger has passed. This protective func-
tion may prove to be yet another facet of
the liver’s more general role as a front-
line defense to protect body tissues from
the potentially dangerous but inevitable
consequences of major and abrupt physi-
ological transitions. In this way, the liver
may act as an essential (storage) buffer
by which the supply of and demand for
adipose tissue FA are matched in a way
that does not result in or neutralize the
potential FA-induced ‘‘lipotoxicity’’ to pe-
ripheral tissues.

1.2
Lipolysis and Reesterification

Adipocytes are highly differentiated cells
specialized in handling large quantities
of long-chain FA (Fig. 1). During lipid
storage in the fed state, FA are released
by LPL bound to the endothelial capil-
lary wall into the blood from chylomicrons
and lipoproteins assembled and secreted
by intestinal and liver cells, respectively
(step 1), or from albumin, move through
the endothelium via passage through tight
junctions or endothelial cells (step 2), bind
to the outer leaflet of the plasma mem-
brane of the target cells, and cross the
membrane bilayer by simple diffusion or
protein-mediated transport (step 3). While
the direct involvement of FA not bound to
albumin in FA uptake by adipocytes is gen-
erally accepted, it is still debated whether,



628 Triacylglycerol Storage and Mobilization, Regulation of

Fig. 1 Working model of FA reesterification and
its control by the efficacy of removal of newly
released NEFA from the interstitial space into
the circulation. Elevation/reduction of the blood
flow would decrease/increase the accumulation
of NEFA in the interstitial space in the vicinity of
adipocytes where the endogenously released
NEFA intermingle with and are diluted by the
nefa generated by LPL action from lipoproteins
(LP) in the endothelial capillaries, and thereby
decrease/increase the probability of reuptake
and reesterification of NEFA released from
adipocytes by HSL and 2-monoacylglycerol
lipase (2-MAGL) action. This allows rapid
adaptation of the supply of NEFA from adipose

tissue according to the acute requirements of the
organism (e.g. during starvation), which, to a
certain degree, operates independent of the
actual (insulin-controlled) lipolytic/antilipolytic
state of the adipocytes. The major portion of
NEFA/nefa in the interstitial space and
capillaries is bound to serum albumin (Alb). The
transport of glucose (as precursor for
glycerol-3-phosphate, G-3-P) and the
bidirectional flux of NEFA/nefa across the
adipocyte plasma membrane is facilitated by
GLUT4 and CD36/FAT, respectively, whereas
simple diffusion and/or specific transport via
AQPap is involved in the release of glycerol from
adipocytes. See text for details.

and if so to what extent, the albumin-
bound FA pool is directly engaged in this
process. Using the hindlimb perfusion
technique, it was demonstrated recently
that FA incorporation into intramyocellu-
lar TAG depends not only on the unbound
to albumin FA concentration but also, to
some extent, on the total FA concentration.
This supports the previous speculation that
albumin-bound FA could be directly in-
volved in the uptake process mediated by

an interaction of the FA-albumin com-
plex with an albumin receptor located at
the cell surface, putative candidates for
which are the albumin-binding proteins
(ABP). They could either promote a di-
rect transfer of FA from the complex into
the plasma membrane or facilitate disso-
ciation of FA molecules from albumin,
and thus locally increase the number of
FA molecules available for uptake. Subse-
quently, FA transported across the plasma
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membrane are trapped in the cytoplasm by
conversion into acyl-CoA (step 4), reester-
ified, and stored primarily as TAG in LD
(lipid droplets) (step 5). During lipolysis of
stored TAG in the fasting state, FA are re-
leased from intracellular LD primarily by
action of HSL and 2-monoacylglycerol li-
pase (step 6), move to and cross the plasma
membrane (step 7), and are released into
the interstitial space, where they bind to al-
bumin (step 8). Subsequently, the FA pass
through the endothelial cells via transcyto-
sis or diffuse through the spaces between
them (tight junctions) to reach the blood
(step 9).

The temporal and spatial relationship
between breakdown (lipolysis) and resyn-
thesis (reesterification) of TAG (TAG-FA
cycling) has to be tightly controlled to ei-
ther provoke or avoid generation of heat
and energy expenditure through the uti-
lization of ATP during substrate cycling.
A substrate cycle exists when opposing,
nonequilibrium reactions catalyzed by dif-
ferent enzymes are operating simultane-
ously. At least one of the reactions must
involve the hydrolysis of ATP. Thus, a
substrate cycle both liberates heat and in-
creases energy expenditure in the absence
of net conversion of substrate into product.
Some of the NEFA formed during lipoly-
sis can be reesterified to TAG, whereas
little or no glycerol is reutilized by fat
cells. This pathway of lipolysis and NEFA
reesterification forms an important cycle
for energy turnover, allowing the fat cell
to respond rapidly to changes in periph-
eral requirements for NEFA (Fig. 1). This
is reflected in the FA concentration gra-
dient between plasma and adipose tissue
(mainly fat cell cytosol), which is deter-
mined by both the bloodstream and uptake
of NEFA by peripheral tissues. Two types
of NEFA reesterification in fat cells can
be recognized. Primary reesterification is

the total amount of NEFA that is reester-
ified during a given situation and reflects
the TAG synthesis capacity of the fat cells.
Fractional reesterification is the propor-
tion of NEFA reesterified in relation to
the amount of NEFA formed by lipoly-
sis in fat cells. The latter constitutes a
futile cycle, energy-rich NEFA first being
formed by lipolysis of TAG and then resyn-
thesized to TAG. There is experimental
evidence that NEFA have to be released
from adipocytes into the interstitial space,
where they form a common pool with
NEFA generated by LPL action, and sub-
sequently be taken up by the adipocytes
for efficient reesterification rather than
that NEFA accumulating in the cytoplasm
can be used for a ‘‘short-circuit’’ reester-
ification. Fat cell reesterification can be
determined in vitro by simultaneous mea-
surement of the release of glycerol and
NEFA using fluorescence, luminescence,
or dual radioisotope techniques or a com-
bination thereof.

1.3
TAG Storage/Mobilization and Disease

1.3.1 Diabetes Mellitus and Metabolic
Syndrome
During the last decade, the traditional
glucose-insulin axis with respect to ex-
amining glucose tolerance and as a basic
pathophysiological mechanism operating
in diabetes, although remaining diagnos-
tically useful, has been criticized. The
glucose-insulin axis has been overempha-
sized, while alterations in the insulin to
NEFA ratio and ‘‘NEFA’’ metabolism re-
ceived much less attention. The major
change in the appreciation of the nature
of molecules supplying body energy came
with the discoveries that plasma NEFA are
the major ‘‘lipid vehicles’’ in the mam-
malian organism. Furthermore, NEFA are
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the only form of TAG mobilization from
adipose tissue, subject to hormonal regu-
lation. The very rapid turnover of plasma
NEFA indicates that they are an important
fuel even in nonfasting conditions and
represent an energy source to body tis-
sues equivalent to or greater than glucose.
The importance of NEFA in the regula-
tion of gluconeogenesis was extensively
dealt with, but no clear pathogenic con-
clusion with relation to major diabetes
perturbations emerged. A breakthrough
was the demonstration in 1964, that infu-
sion of a very small amount of insulin
through the brachial artery in human
forearm leads to a significant decrease
in plasma NEFA concentrations without
any concomitant effect on glucose up-
take. Consequently, the restraint of NEFA
release from adipose tissue is the most
sensitive action of insulin compared with
other insulin effects. The lack of restraint
of NEFA mobilization in hypoinsulinemic
states during pathogenesis of noninsulin-
dependent diabetes mellitus (NIDDM)
leads to a marked plasma NEFA increase,
ectopic deposition of TAG and insulin
resistance with regard to nonoxidative
as well as oxidative glucose metabolism.
The latter fact stresses the negative ef-
fect of excessive availability of NEFA in
the short term on insulin-mediated glu-
cose utilization in muscle. It involves a
reduction of muscle glycolysis by inhibit-
ing phosphofructokinase in the course of
elevated cytosolic concentrations of citrate
and consequent accumulation of glucose-
6-phosphate. Pyruvate dehydrogenase is
also inhibited by rising mitochondrial con-
centrations of acetyl-CoA and NADH. In
the liver, the same changes in redox ratio
and activation of pyruvate carboxylase by
acetyl-CoA result in stimulation of gluco-
neogenesis. This mechanism links acute

NEFA oversupply to impaired glucose tol-
erance or hyperglycemia in the developing
or frank NIDDM, respectively.

Moreover, the increased plasma NEFA
concentration in NIDDM patients provides
substrate for VLDL production by the liver
(see above), which is manifested as hy-
pertriglyceridemia. Thus, drugs with the
potential of lowering NEFA levels may re-
duce hepatic VLDL production, improve
glucose tolerance and counteract lipotoxic-
ity and therefore be useful for antidiabetic
therapy. The generation and careful anal-
ysis of transgenic and knockout animals
has aided insight into the recognized
but partly misunderstood participation of
cellular lipid metabolism in energy home-
ostasis. Numerous mouse models with
disruptions in pathways relevant to FA
as well as TAG storage and mobilization
have been generated with dysregulated
circulation of FA in the bloodstream as
nonesterified molecules, bound to albu-
min, or in the core of lipoproteins, such as
VLDL (see below).

1.3.2 Lipotoxicity
In the last decade, the deleterious effects of
the deposition of TAG in nonadipose tis-
sues during long-term elevations of plasma
NEFA have been widely acknowledged.
Whereas adipocytes have a unique capac-
ity to store excess FA in the form of TAG
in LD, nonadipose tissues, such as car-
diac and skeletal muscle myocytes and
pancreatic ß-cells, have a limited capac-
ity for storage of TAG. In hyperlipidemic
states, accumulation of excess TAG in
nonadipose tissues leads to cell dysfunc-
tion and/or cell death, a phenomenon
known as lipotoxicity and lipoapoptosis,
respectively. Excess lipid accumulation in
skeletal muscle is associated with the de-
velopment of insulin resistance.



Triacylglycerol Storage and Mobilization, Regulation of 631

The ‘‘lipotoxic’’ consequences of exces-
sive FA release from adipose tissue for
pancreatic ß-cells have been described in
a provocative report by Unger and col-
leagues. Abnormal ß-cell function and
insulin resistance are the major charac-
teristics in the pathogenesis of NIDDM.
Lipotoxicity was proposed as an attractive
concept to explain parallel developments
in the impairment of insulin signaling and
ß-cell function. Before the onset of overt
NIDDM, insulin resistance was closely
associated with ß-cell dysfunction charac-
terized by ß-cell hyperplasia and insulin
hypersecretion. During further progres-
sion of the disease, however, the ß-cell
could no longer compensate for periph-
eral insulin resistance and declined in
its function. From animal models of
obesity-linked NIDDM, such as the obese
and insulin-resistant Zucker rats, as well
as Psammomys obesus, both impairment
of insulin secretion linked to intracellu-
lar fat deposition and loss of cell mass
by FA-induced apoptotic cell death con-
tribute to the development of relative
insulinopenia. Exposure of NEFA has cy-
tostatic and proapoptotic effects on human
pancreatic ß-cells. Lipid overload in pan-
creatic ß-cells also leads to dysregulated
insulin secretion followed by apoptotic
cell death. Furthermore, human autopsy
studies show a relative reduction of ß-cell
mass in patients with NIDDM compared
with weight-matched nondiabetic subjects.
These findings support the idea that, in
genetically predisposed human subjects,
prolonged exposure to elevated NEFA
may contribute to ß-cell death and de-
velopment/progression of NIDDM. The
intracellular signaling pathways for FA-
induced ß-cell apoptosis are incompletely
understood. Different mechanisms for
lipoapoptosis, such as increased ceramide

formation, mitochondrial cytochrome c re-
lease, and nitric oxide generation, have
been suggested. Furthermore, in differ-
ent cell types, the FA-dependent signaling
process might involve activation of differ-
ent protein kinases C isoforms. However,
the exact role of PKC isoforms in FA-
induced apoptosis has not been defined
(see below).

TAG storage and lipolysis in the pancre-
atic ß-cell may play a dual role. First, by
way of storage, as a protective mechanism
against the toxic effects of excess NEFA,
and second by way of lipolysis to provide
a signal (FA, DAG) that participates in
the stimulus/secretion-coupling that regu-
lates acute insulin release. With regard to
the latter function, islets depleted of TAG
show an abrogated stimulation of insulin
release by glucose. HSL may balance TAG
storage and TAG mobilization in pancre-
atic ß-cells, and, thus, via PKA, provide
a critical link in the stimulus/secretion-
coupling response. HSL is predominantly
expressed in pancreatic islets as a 3.1-
kb mRNA encoding an 89-kDa isoform
containing an additional 43 aa N-terminal
to the adipocyte form of the protein, as
well as the 2.8-kb mRNA encoding the
84-kDa adipocyte form. HSL immunore-
activity in islets is detected primarily in
ß-cells, but some HSL is also observed
in α-cells. Long-term incubation of ß-cells
or islets with high concentrations of glu-
cose increases HSL mRNA and protein
expression, as well as HSL activity. This
induction of HSL expression appears to
be regulated transcriptionally and also ap-
pears to depend on the metabolism of
glucose. Treatment of ob/ob mice with
leptin increased HSL expression in islets
along with a decrease in islet TAG content
and an improvement in insulin secre-
tion. HSL is definitely functional in islets,
since islet TAG content is increased 2
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to 2.5-fold in HSL null mice compared
with wild-type mice. These observations
together with studies on insulin release in
HSL null mice upon glucose challenge
suggest that HSL might be important
in glucose-induced insulin secretion and
are consistent with the current view that
FA metabolites are critical for insulin
secretion, but that excessive NEFA can
lead to lipotoxicity and dysfunction of
ß-cells. The exact function of HSL in
insulin secretion from ß-cells awaits fur-
ther study.

The FA supply to ß-cells for lipid-
signaling processes can be from exoge-
nous and endogenous sources. Studies
with HSL-deficient mice show roles for
HSL in the maintenance of both ex-
ogenous and endogenous FFA supplies
and, in at least some circumstances, the
preservation of normal glucose-stimulated
insulin secretion (GSIS). Thus, with re-
spect to the exogenous FFA supply and
consistent with previous reports, HSL dele-
tion in male mice was associated with
markedly reduced plasma FFA and TAG
levels during fasting. For the endogenous
supply, there is evidence of reduced ac-
cess to islet TAG stores, as the TAG stores
were increased in association with reduced
islet TAG lipase activity and lipolysis,
particularly in 7-month-old mice. Given
that the TAG lipase activity was most af-
fected in older mice, and plasma lipid
levels were most reduced in the fasting
state in male mice, ß-cell islet FA depri-
vation was almost certainly greatest in
the older fasted male mice. Therefore,
the finding of the greatest loss of GSIS
in the fasted 7-month-old male HSL−/−
mice, together with the reversibility of this
loss with FFA replacement, are completely
consistent with the essential role of FA
supply in normal insulin secretion. Fur-
thermore, triacsin C-experiments showed

that activation of FFA to long-chain acyl-
CoA is necessary for this FA effect, con-
sistent with the malonyl-CoA/long-chain
acyl-CoA signaling pathway of insulin se-
cretion. These findings are also consistent
with triacsin C diminishing FFA augmen-
tation of insulin secretion stimulated by
glucose or nonfuel secretagogues. The
distal mechanism by which long-chain
acyl-CoA promote insulin secretion, how-
ever, is not known. Possibilities include
a direct long-chain acyl-CoA effect on ex-
ocytotic processes or indirect actions via
acylation of proteins or esterification into
lipid-signaling molecules, such as phos-
phatidate and DAG. Importantly, available
data underscore a role for ß-cell HSL in
the provision of an endogenous FFA sup-
ply when exogenous FA supplies are low.
The importance of lipolysis for the for-
mation of a lipid-derived coupling signal
was confirmed by the fact that inhibition
of lipolysis in rat islets by orlistat reduced
insulin secretion.

The islet neutral cholesterylester hy-
drolase and TAG lipase activity data are
consistent with lipase activity distribu-
tions in other tissues, which show the
responsibility of HSL for most or all of
the cholesterylester hydrolase and part
of the TAG lipase activity. However, it
remains unknown if DAG hydrolase ac-
tivity is reduced in HSL−/− islets. Al-
though HSL is the main source of DAG
hydrolase activity in adipocytes, this ac-
tivity in liver and skeletal muscle may
occur via another enzyme(s)(see below).
Interestingly, the relative importance of
HSL-TAG lipase activity to overall TAG
lipase activity increased as the HSL−/−
mice aged. This provides an explana-
tion for the detection of reduced basal
lipolysis in the older mice only. The
higher islet TAG content in the islets
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from 4-month-old HSL−/− mice, how-
ever, strongly suggests abnormal lipolysis
was also present in these islets, although
hardly measurable as glycerol release in
the in vitro assay. Clearly, the lipase and
lipolysis results are indicative of at least
one other lipase with TAG lipase activ-
ity in islets. The degree to which this
other enzyme(s) is upregulated in the ß-
cell of the HSL−/− mice to compensate
for the total deficiency of HSL remains to
be elucidated.

Of considerable interest is the demon-
stration of glucose-stimulated lipolysis in
islets from HSL+/+ and HSL−/− mice.
Thus, glucose-stimulated lipolysis has now
been shown to occur in mouse and rat
islets. This process may prove to be im-
portant for signal transduction in GSIS.
The finding that glucose increased lipol-
ysis in HSL−/− islets is indicative of an
alternate lipase being responsive to glu-
cose. Why this does not prevent loss of
GSIS, however, is not known. It may
have been due to differences in sub-
cellular localization of the lipases. In-
terestingly, islet HSL has recently been
shown to be associated with insulin secre-
tory granules.

Several groups have now generated
HSL−/− mice, and much heterogeneity
is reported in the metabolic phenotype,
particularly in relation to the measurement
of insulin sensitivity and ß-cell function.
Insulin sensitivity assessed in one study
by the intraperitoneal insulin tolerance
test was reduced, whereas in another
study, insulin sensitivity, calculated from
the intraperitoneal glucose tolerance test,
was enhanced in the HSL−/− mice,
as glucose levels during the tolerance
test remained unaltered in the face of
reduced circulating insulin in HSL−/−
mice. Furthermore, GSIS in isolated islets
from fasted HSL−/− mice was impaired

in male mice but enhanced in female
mice. Although at first sight the data and
literature seem confusing, some patterns
relating to nutritional state and sex are
now evolving. With respect to nutritional
state, serum FFA and TAG levels are
usually unchanged in the fed state, but
markedly reduced in the fasted state
in HSL−/− mice compared to HSL+/+
mice. Similarly, hepatic TAG content has
been reported as unchanged or increased
in the fed state and decreased in the
fasted state in HSL−/− mice. With the
well-known inverse correlations between
plasma FFA and hepatic TAG content
and insulin sensitivity, it is conceivable
that these abnormally wide fluctuations
in whole animal lipid partitioning with
nutritional state cause swings between
relatively reduced (fed state) and enhanced
(fasted state) insulin sensitivity in the
HSL−/− mice compared to wild-type
mice. This favors the hypothesis on the
differences in the nutritional state (fed
vs. fasted) at the time of assessment. The
degree to which insulin sensitivity changes
with the nutritional state, however, may
also relate to the amount of fat in the
diet and whether the mice are male
or female.

It is of interest to discuss these find-
ings in relation to results obtained with
mice transgenic for HSL specifically in
ß-cells. These mice, having been fed a
high-fat diet, have impaired glucose tol-
erance with poor GSIS. It was concluded
that excess HSL activity in the islet pre-
vented detoxification of the increased fat
supply, as the potentially protective diver-
sion of FA to TAG stores was blocked.
Both these HSL-transgenic mice and the
HSL−/− mice highlight the importance
of normal lipolysis pathways with normal
regulation of lipid stores for normal in-
sulin secretion.
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1.3.3 Molecular Mechanisms
of Lipotoxicity
In various experimental systems, saturated
and unsaturated FA differ in their contri-
butions to lipotoxicity. Previous studies in
(Chinese hamster ovary) CHO cells, car-
diac myocytes, pancreatic ß-cells, breast
cancer cell lines, and hematopoietic pre-
cursor cell lines suggest that lipotoxicity
from the accumulation of long-chain FA
is specific for saturated FA. This selectiv-
ity has been attributed to the generation
of specific proapoptotic lipid species or
signaling molecules in response to sat-
urated but not unsaturated FA. The na-
ture of such signals may differ across
cell types, but includes reactive oxygen
species generation, de novo ceramide syn-
thesis, nitric oxide generation, decreases in
(phosphatidylinositol-3-kinase) PI3K, pri-
mary effects on mitochondrial structure
and function and suppression of antiapop-
totic factors, such as BclII.

A recent study provided evidence that
the differential toxicity of these FA is di-
rectly related to their ability to promote
TAG accumulation. It was demonstrated
that exogenous or endogenously generated
unsaturated FA rescue palmitate-induced
apoptosis by promoting palmitate incor-
poration into TAG. Moreover, unsaturated
as well as saturated long-chain FA were
toxic in cells with impaired TAG syn-
thetic capacity (e.g. lack of DGAT activity).
In vivo, TAG accumulation and storage
in nonadipose tissues may occur in the
setting of mismatch between cellular FA
influx and FA utilization. TAG accumula-
tion in nonadipose cells provoked by either
enhanced synthesis or impaired mobiliza-
tion in response to acute FA overload may
represent an initial cellular defense mech-
anism against lipotoxicity. Consequently,
accumulation of TAG in nonadipose tis-
sues probably serves as a barometer of

the FA overload state in human disorders
such as hyperlipidemia and lipodystro-
phies, and in animal models such as the
Zucker (diabetic) fatty rat or the ob/ob
mouse. Accumulation of cellular TAG per
se does not seem to be toxic, at least ini-
tially. Rather, storage of excess FA in TAG
pools of ‘‘inert’’ LD probably diverts these
molecules from pathways that lead to cel-
lular dysfunction and/or cytotoxicity and
may thus serve as a buffer against lipotox-
icity. In pathologic states, lipotoxicity may
occur over time, despite TAG accumula-
tion and storage, when either the cellular
capacity for TAG storage is exceeded or
when TAG pools are hydrolyzed (during
HSL action), resulting in increased cellular
NEFA levels. Thus, the duration and extent
of TAG overload in conjunction with (reg-
ulation of) TAG storage and mobilization
may determine whether a cell is protected
or damaged.

This mechanism may also underlie the
FA-induced apoptosis in rat and human
pancreatic ß-cells. Chronic treatment with
high physiological levels of saturated FA,
but not with mono- or polyunsaturated
FA, triggers apoptosis in about 20% of
cultured ß-cells. Apoptosis restricted to
saturated FA was also observed in pri-
mary cultured human ß-cells, suggesting
that this mechanism is potentially rele-
vant in vivo in humans. Apoptosis was
accompanied by a rapid nuclear translo-
cation of protein kinase C-delta (PKC-d)
and subsequent lamin B1 disassembly.
This translocation was impaired by in-
hibition of phospholipase C, which also
considerably reduced apoptosis. Further-
more, lamin B1 disassembly and apoptosis
were decreased by cell transfection with a
dominant-negative mutant form of PKC-d.
These data suggest that nuclear translo-
cation and kinase activity of PKC-d are
both necessary for saturated FA-induced
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lipoapoptosis. In analogy to recent find-
ings with CHO cells, it is conceivable that
in ß-cells accumulation of DAG generated
by phospholipase C action and the result-
ing activation of PKC-d can be prevented
by conversion of DAG into and storage
as TAG via an ill-defined regulatory pro-
cess of DAG acylation that is stimulated by
unsaturated FA.

2
Components for TAG Storage
and Mobilization

2.1
TAG in Lipoproteins

Homozygous VLDL receptor knockout
mice are resistant to both genetic and diet-
induced obesity caused by a decreased pe-
ripheral and whole-body uptake of NEFA
with no alterations in either food intake or
fat absorption. The reduction in adipocyte
TAG storage as shown by a decreased aver-
age fat cell size in VLDL receptor-deficient
rodents implies an impaired FA delivery
to adipose tissue in the absence of this
lipoprotein receptor. Analogously, hepatic
overexpression of human apolipoprotein
C-I leads to hyperlipidemia accompanied
by decreased visceral fat depots and lack of
subcutaneous WAT in mice. Conversely,
overexpression of apoA-II, the second most
abundant HDL component, increases adi-
posity and insulin resistance in relation to
decreased skeletal muscle glucose utiliza-
tion. In the capillaries of skeletal muscle
and adipose tissue at the luminal face of
endothelial cells, LPL catalyzes the rate-
limiting step in the hydrolysis of TAG from
circulating VLDL and chylomicrons. Thus,
LPL plays an important role in directing
fat partitioning. In fact, complete LPL defi-
ciency in mice results in minimal amounts

of tissue lipids, leading to neonatal death
due to marked hypoglycemia and hy-
pertriglyceridemia. In heterozygotes, only
mild hypertriglyceridemia with impaired
LDL clearance and mild hyperinsulinemia
accompanied by an approximately 20% de-
crease in fasting glucose concentrations
were observed. Exclusive LPL deficiency
in adipose tissue on a standard genetic
background leads to normal growth and
body composition. This implies that, al-
though LPL controls FA entry into adipose
tissue, fat mass is preserved by endoge-
nous FA synthesis. When the same lack of
LPL in adipose tissue is generated on an
ob/ob background, a diminished weight
gain is attained owing to an impaired lipid
accumulation in adipocytes. Conversely,
targeted overexpression of LPL in skele-
tal muscle or liver has no effect on body
weight, but produces an increase in FA
uptake into the respective tissue that ad-
versely affects glucose metabolism.

2.2
TAG in Adipose Cells

Adipocytes, which vary enormously in size
(20–200 µm in diameter), are embedded in
a connective tissue matrix and are uniquely
adapted to store and mobilize energy
as TAG and NEFA/glycerol, respectively.
Surplus energy is assimilated by fat
cells and stored as TAG in LD. To
accommodate the TAG, adipocytes can
change their diameter up to 20-fold
and their volumes by several 100-fold.
Because ∼90% of the cell volume is
constituted by LD(s), the nucleus and
the thin cytoplasm rim are pushed to
the periphery of the adipocytes. WAT is
actively involved in cell function regulation
through a complex network of endocrine,
paracrine, and autocrine signals that
influence the response of many tissues,
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including hypothalamus, pancreas, liver,
skeletal muscle, and others. Until recently,
adipocytes were seen as passive tissues
for the storage of excess energy as TAG.
However, they clearly act as endocrine
secretory cells, releasing in constitutive or
regulated fashion, several hormones (e.g.
leptin), growth factors (TGFß), cytokines
(e.g. TNF-α), and other factors (e.g. ASP)
that act as feedback signals for the adipose
tissue itself or for other tissues. Adipose
tissue signaling pathways, arranged in a
hierarchical fashion, constitute one of the
voices of the body that enable the organism
to adapt to a range of metabolic challenges,
such as starvation, stress, and infection, as
well as periods of energy excess.

2.2.1 Enzymes of TAG Synthesis
Accumulating evidence for important
functions of enzymes involved in lipid
synthesis and its control has been ob-
tained through targeted disruption in ro-
dent models of the corresponding genes

(Fig. 2). However, direct links between ab-
normal expression or genetic variants and
human disorders, such as obesity, hyper-
lipidemia, insulin resistance, and NIDDM
await further clarification.

2.2.1.1 Glycerol-3-Phosphate Dehydro-
genase. Glycerol-3-phosphate dehydro-
genase (GPDH) is a ubiquitously ex-
pressed enzyme that participates in TAG
synthesis and in shuttling NADH into
mitochondria for oxidative metabolism.
Transgenic mice overexpressing GPDH
show a normal body weight but with an
increased interscapular brown fat depot
and virtually no WAT. Conversely, ani-
mals lacking mitochondrial GPDH show
a decreased body weight compared with
wild-type mice with no reported effect on
adipose tissue depots but a marked insulin
release defect when the malate–aspartate
shuttle is blocked. This indicates an im-
portant role of the NADH shuttle or glyc-
erol phosphate system in glucose-induced

Fig. 2 Schematic model of the main signaling and metabolic pathways coupling
hormonal stimuli and NEFA to (regulated) TAG synthesis, storage, and mobilization
in adipocytes. PKA-dependent phosphorylation is depicted as filled circles. See text
for details.
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activation of mitochondrial metabolism
and insulin secretion. Therefore, the two
mouse models with altered expression of
GPDH provide evidence for an involve-
ment of this enzyme in lipogenesis and
WAT development as well as in the regu-
lation of the glycolytic pathway.

2.2.1.2 Acetyl-CoA Carboxylases.
Malonyl-CoA is a, key metabolite gener-
ated by acetyl-CoA carboxylases (ACC),
which plays a pivotal role in linking FA
and carbohydrate metabolism through reg-
ulation of FA synthesis and oxidation,
respectively, in response to hormonal and
dietary influences (Fig. 2). In mammals,
ACC exists in two isoforms, ACC1 and
ACC2, which are encoded by two different
genes. ACC1 is the principal isoform in
lipogenic tissues, whereas ACC2 is pre-
dominantly expressed in oxidative tissues,
such as the heart and skeletal muscle.
Both isoforms are expressed in the liver,
where FA synthesis and oxidation coex-
ist. ACC1 is a cytosolic enzyme, whereas
ACC2 is associated with the mitochondrial
membrane through its extended amino
terminus. This difference in compartmen-
talization might contribute to the diverse
roles of the two isoforms in fat metabolism;
ACC1 is believed to regulate fat synthesis
in lipogenic tissues, whereas ACC2 con-
trols the rate of lipid oxidation in oxidative
tissues. However, the recent identification
of a mitochondrial form of FAS indicates
that ACC2 might also have a role in FA
synthesis in mitochondria.

ACC activity is mainly regulated by cit-
rate and AMP kinase (AMPK). Citrate is
believed to be an allosteric activator of
ACC, as evidenced by a strong positive
correlation between levels of malonyl-CoA
and citrate concentrations. For example, el-
evated ACC activity occurs concomitantly
with a threefold increase in cellular citrate

concentration following the acetoacetate
treatment of acini cells isolated from lactat-
ing rat mammary gland. Phosphorylation
of ACC by AMPK inhibits its activity,
which is accompanied by a reduction in
malonyl-CoA levels. This is seen both in
reperfused rat hearts following ischemia
and in skeletal muscle following treadmill
exercise or electrical stimulation. Further-
more, the incubation of isolated rat soleus
muscles with the AMPK activator AICAR
decreases ACC2 activity and simultane-
ously increases the rate of FA oxidation.

The effect of ACC2 on FA oxidation
is also observed in knockout mice that
are deficient in this enzyme. Acc2-null
mice have a elevated rate of FA oxidation
concomitant with decreased malonyl-CoA
levels in the skeletal muscle and heart.
These knockout mice are resistant to diet-
induced obesity and related diabetes, with
improved insulin sensitivity and decreased
FA levels. The mRNA levels of uncoupling
proteins (UCPs) are markedly higher in
the adipose, heart (UCP2), and muscle
(UCP3) tissues of mutant mice, which
together with increased ß-oxidation might
account for an upregulation of energy
expenditure. Further analysis has also
confirmed an important role of ACC2 in
the malonyl-CoA/CPT1 axis, as illustrated
by an increase in the CPT1 activity of
hepatocytes that are isolated from Acc2-
null mice. Surprisingly, CPT1 activity in
skeletal muscle was not notably changed
by ACC2 deficiency. The knockout mice
have a normal lifespan with no apparent
pathophysiological conditions caused by
ACC2 deficiency. Several mammalian
ACC inhibitors have been developed
and tested for physiological effects on
TAG synthesis, although ACC2-specific
inhibitors have not been reported. One
of the mammalian ACC inhibitors, CP-
610431, shows dual inhibition of both
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ACC1 and ACC2. When tested in vivo,
several of the dual inhibitors reduced
TAG synthesis and increased FA oxidation
in rats, with a concurrent reduction in
malonyl-CoA levels in the liver, muscle,
and heart. These results further support
a role for malonyl-CoA and validate
the concept that the inhibition of ACC
enzymes with small molecules might
provide a viable treatment option for
obesity. In addition, the development of
dual inhibitors can prevent the feedback
responses that are caused by the inhibition
of a single ACC isoform, as observed in
Acc2-knockout mice, therefore providing
better overall efficacy.

2.2.1.3 Fatty Acid Synthase. Mamma-
lian fatty acid synthase (FAS) catalyzes
the de novo synthesis of saturated FA,
such as myristate, palmitate, and stearate,
using acetyl- and malonyl-CoA. It func-
tions as a homodimer of a multifunctional
protein that contains seven catalytic do-
mains and a site for the prosthetic group
4′-phosphopantetheine. The enzyme is
abundantly expressed in lipogenic tissues,
such as liver, adipose, and lactating breast.
FAS is believed to be important in coordi-
nation with CPT and ACC in maintaining
energy homeostasis by converting excess
food intake into lipids for storage and pro-
viding energy by upregulating the rate of
mitochondrial oxidation. FAS might also
have a role in carcinogenesis and increased
FAS levels in cancer tissues indicate a poor
prognosis. Much of our understanding of
the metabolic role of FAS comes from
investigations using two FAS inhibitors:
cerulenin and C75. C75 was initially de-
veloped for its antitumor activity. Admin-
istration of C75 caused a dose-dependent
decrease in food intake in BALB/c mice,
and blocked the fasting-induced upregula-
tion of orexigenic neuropeptides and the

downregulation of anorexigenic neuropep-
tides in the hypothalamus. Similar results
were observed with cerulenin, although
with much less efficacy. Intracerebroven-
tricular (ICV) injection of C75 resulted
in the dose-dependent inhibition of feed-
ing, which could be circumvented by ICV
injection of neuropeptide Y.

One of the most popular models put
forward to explain the weight-loss effects
of FAS inhibitors posits that the level
of malonyl-CoA in a subset of neurons
regulates feeding, and inhibition of FAS
causes a buildup of malonyl-CoA in the
central nervous system, thereby suppress-
ing the appetite of animals. This model
was supported by the observations that ad-
ministration of C75 to fasted mice rapidly
increased hypothalamic malonyl-CoA and
blocked feeding when the mice were pre-
sented with food. However, this model was
challenged by the recent finding that C75
lacked target specificity for proopiome-
lanocortin (POMC) neurons and acted as a
nonspecific neuronal activator. In support
of the argument, C75 was reported to act as
a possible alkylating agent and cerulenin
was shown to inhibit protein acylation.
In addition, C75 was reported to activate
CPT1. Treatment of mice with C75 led to
increases in both energy consumption and
FA oxidation in diet-induced obesity that
could be reversed by etomoxir, which is an
inhibitor of CPT1.

2.2.1.4 Glycerol-3-Phosphate Acyltrans-
ferase. The synthesis of TAG and glyc-
erophospholipids starts with the acyla-
tion of glycerol-3-phosphate by glycerol-3-
phosphate acyltransferase (GPAT) to form
lysophosphatidic acid (Fig. 2). GPAT activ-
ity in most mammalian tissues involves at
least two isoforms of GPAT enzymes, the
mitochondrial (GPAT1) and endoplasmic
reticulum (erGPAT) isoforms, which are
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encoded by two different genes. erGPAT
accounts for 90% of the total enzyme activ-
ity in most tissues, with the exception of the
liver, in which GPAT1 contributes about
50%. GPAT1 expression and enzyme ac-
tivity are regulated by nutritional and
hormonal factors in a manner that is con-
sistent with a crucial role in TAG synthesis.
Overexpression of GPAT1 in mammalian
cell lines results in a notable increase in
TAG synthesis. By contrast, inactivation
of GPAT1 in mice causes a reduction in
weight gain accompanied by significant
decreases in hepatic TAG content, plasma
TAG, and low-density-lipoprotein TAG se-
cretion. Ablation of GPAT1 also results in
mice that show a marked shift in the in-
corporation of unsaturated FA into TAG
and phospholipids.

How GPAT1 enzyme deficiency affects
TAG synthesis remains elusive, as mi-
tochondria lack a complete set of TAG
synthesis enzymes, such as DGAT, which
catalyzes the final step in TAG synthesis.
One proposed mechanism for the fat loss
that is observed in Gpat1-knockout mice
predicts a role for GPAT1 as a mediator of
lipid oxidation. Accordingly, as GPAT1 and
carnitine palmitoyltransferase-1 (CPT1) re-
side on the outer mitochondrial mem-
brane, and both seem to be reciprocally
regulated by AMP-activated kinase, elim-
ination of GPAT1 activity would prevent
the direction of fatty acyl-CoAs toward
TAG synthesis and avoid competition with
CPT1 for acyl-CoAs. Further investigation
is needed to verify this hypothesis; for
example, comparing the rate of mitochon-
drial oxidation between Gpat1-knockout
mice and controls. Although no obvious
pathophysiological conditions are associ-
ated with GPAT1 deletion, a real concern
with targeting GPAT1 for obesity is its
effect on phospholipid synthesis. For ex-
ample, the inhibition of GAPT1 could

potentially impair the synthesis of car-
diolipin, which is a glycerophospholipid
that is important in maintaining the nor-
mal function of mitochondria. Despite the
considerable progress that has been made
in deciphering individual residues that
are important for the catalytic activity of
GPAT1, information is still lacking on the
three-dimensional structure of the enzyme
and on any reported efforts to develop
GPAT1 inhibitors.

2.2.1.5 Monoacylglycerol Acyltransferase.
Monoacylglycerol acyltransferase (MGAT)
catalyzes the first step in TAG resynthe-
sis, which is involved in dietary absorption
in enterocytes and represents one of the
two main biochemical pathways that are
involved in TAG synthesis. The activity of
each pathway is determined by the relative
abundance of 2-monoacylglycerol and FFA
relative to glycerol-3-phosphate. In intesti-
nal mucosa under normal lipid-absorption
conditions, the MAG pathway contributes
80% of the TAG that is incorporated into
chylomicrons and is believed to inhibit
the glycerol-3-phosphate pathway. Consis-
tent with a role in dietary fat absorption,
all three of the MGAT genes (MGAT1-3)
are predominantly expressed in the gas-
trointestinal tract. Although high MGAT2
expression at mRNA levels was detected in
the human liver, little MGAT activity was
identified in this organ. MGAT expression
and activity in the liver is inducible by di-
abetes, obesity, and lactation in rodents.
MGAT expression at the mRNA level is
also detectable in adipogenic tissues, al-
though at much lower levels than in the
small intestine, which indicates a possi-
ble role of the enzyme in de novo lipid
synthesis. However, the MGAT2 protein
is below detection limits in all nongas-
trointestinal tissues. MGAT2 expression
and activity in the small intestine are
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induced by a high-fat diet, which corre-
lates well with the pattern of dietary fat
absorption; this enzyme is therefore an
attractive drug target for dietary fat ab-
sorption. Its primary site of expression is
limited to the gastrointestinal tract, which
would minimize any potential side effects
of an MGAT inhibitor on other tissues.
Furthermore, discharge of MAG and FA
(in contrast to TAG) as an unabsorbed en-
ergy source in the feces might minimize
the gastrointestinal side effects that are
caused by orlistat. MGAT is a member
of the acyltransferase superfamily of en-
zymes, which have recently been shown
to be druggable through the successful de-
velopment of small-molecule inhibitors of
acyl-CoA:cholesterol acyltransferase and 1-
acyl-glycerol-3-phosphate acyltransferase
as potential treatments for hypercholes-
terolemia and cancer, respectively.

2.2.1.6 Acylglycerol-3-Phosphate Acyl-
transferase. 1-Acyl-glycerol-3-phosphate
acyltransferase (AGPAT) catalyzes the acy-
lation of lysophosphatidic acid at the sn-2
position to form phosphatidic acid, which
is an important intermediate in the de novo
biosynthesis of TAG and glycerophospho-
lipids. Dephosphorylation of phosphatidic
acid results in the formation of sn-1,2-
DAG, which joins the MGAT pathway for
TAG synthesis that is catalyzed by diacyl-
glycerol acyltransferase (DGAT). AGPAT2
is one of only two identified human
genes that, when mutated, cause con-
genital generalized lipodystrophy, which
is a rare autosomal recessive disorder
that is also known as Berardinelli–Seip
syndrome. Mutation of AGPAT2 also
causes voracious appetite and increased
energy expenditure as a result of leptin
deficiency. AGPAT activity is markedly
induced during 3T3-L1 adipocyte differ-
entiation, and overexpression of AGPAT1

in 3T3-L1 adipocytes results in increased
TAG synthesis. One obvious concern for
intervention in AGPAT2 activity as a treat-
ment for obesity is the potential side effect
of lipodystrophy, which is associated with
diabetes and extreme insulin resistance.
However, this might not occur with small-
molecule inhibitors, which are unlikely to
impose total inhibition of the enzyme ac-
tivity in vivo. AGPAT2 has proved to be
druggable, as small-molecule inhibitors of
AGPAT2 that were developed as a potential
treatment for cancer have been shown to
prevent cellular growth and induce apop-
tosis of tumor cells.

2.2.1.7 Diacylglycerol Acyltransferase.
The final step in TAG synthesis occurs by
the action of diacylglycerol acyltransferase
(DGAT) with DAG and fatty acyl-CoA as
substrates (Fig. 2) that merges the MGAT
and glycerol-3-phosphate pathways. In
contrast to MGAT enzymes, which are
predominantly expressed in tissues that
are involved in dietary fat absorption,
both DGAT1 and DGAT2 are widely
expressed in a range of tissues. DGAT1
polymorphism is linked with certain types
of human obesity. Levels of DGAT1
protein increase sharply following the
differentiation of 3T3-L1 into mature
adipocytes, and the overexpression of
DGAT1 and DGAT2 in cell lines results
in a marked increase in TAG synthesis in
mature adipocytes and stably transfected
McA-RH7777 cells. In contrast to the
minor role of DGAT in dietary fat
absorption, mice that are deficient in
DGAT1 show a reduction in adiposity and
resistance to diet-induced obesity, which
is accompanied by an increase in energy
expenditure and hyperlocomotive activity.
The phenotype can be recapitulated by
adipose-tissue transplantation from Dgat1-
knockout mice to normal controls, which



Triacylglycerol Storage and Mobilization, Regulation of 641

points to the adipocyte as the principal
regulatory site for DGAT1 function.

By contrast, targeted inactivation of
DGAT2 resulted in lethal neonatal lipope-
nia and skin-barrier abnormalities. DGAT2
is crucial to TAG synthesis in various tis-
sues, as evidenced by the near absence
of TAG in liver and white adipose tis-
sue, and a greater than 70% reduction in
plasma levels of TAG, FA, and glucose in
Dgat2-knockout mice. The lethal pheno-
type is not compensated for by DGAT1;
this possibly is a result of the different
roles of the proteins in regulating endoge-
nous TAG synthesis, as evidenced by the
different subcellular localizations of TAG
catalyzed by these two enzymes. Further-
more, the content of linoleic acid (C18:2)
in FA from liver and plasma is greatly
reduced in Dgat2-null mice, which indi-
cates an important role for DGAT2 in
the selective retention of essential FA that
are vital for the maintenance of normal
skin function. Although the heterozygous
Dgat2-knockout mice seem to be indistin-
guishable from wild-type controls, further
analysis is needed to investigate whether
they are more resistant to diet-induced
obesity. The difference in phenotype be-
tween Dgat1- and Dgat2-knockout mice
has confirmed the theory that two distinct
DGAT enzymes are responsible for storage
and mobilization, and that separate pools
of TAG exist for storage and oxidation.
Several natural products from various mi-
croorganisms have been reported to inhibit
DGAT activity, although the specificity of
these compounds has not yet been con-
firmed against cloned DGAT enzymes.

2.2.2 Lipid Droplets

2.2.2.1 Morphology and Lipid Composi-
tion. In different types of mammalian

cells, intracellular lipids are stored in dis-
crete LD. White adipocytes have only one
or a few large TAG-rich LD (10–100 µm di-
ameter) per cell. Brown adipocytes, which
occur in some hibernating animals and the
fetuses/neonates of many mammals, con-
tain many smaller storage LD (2–10 µm
diameter). Small LD (<1 µm) are also
present in various other cells such as
liver, muscle, kidney, intestine, and mam-
mary gland, cultured lines such as 3T3-L1
fibroblasts, CHO cells, melanocytes, cul-
tured pulmonary epithelial cells, various
animal tissues and macrophages. Other
cells, such as cultured HepG2 hepatoma
cells and primary lung lipofibroblasts may
contain LD up to 2 to 3 µm in diameter.
Cholesterylester-rich LD are contained in
steroidogenic cells of adrenal cortex, testes,
and ovary.

First reports on the composition of LD
in mammalian cells in the 1960s revealed
a high content of TAG and a small
amount of protein in LD from bovine heart.
Subsequently, membrane-bound LD of rat
liver, which consist mainly of neutral
lipids, and a lipid-rich fraction of pig liver,
which mainly contains TAG, were isolated
and characterized. Further investigations
revealed that the composition of cellular
LD varies depending on the cell type. LD
from bovine heart have similarities to the
fat globule of bovine milk in structure
and, to a certain extent, in chemical
composition. Under electron microscopy,
bovine heart LD appear as irregular bodies
0.5 to 2 µm in diameter. Occasionally, a few
larger particles (5–8 µm in diameter) were
detected as distinct structures without
indication of fusion. They consist of a
core of TAG surrounded by a phospholipid
monolayer with some proteins attached to
the surface.

Approximately 95% of total lipids of
LD from bovine heart are constituted by
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TAG. The amount of protein present in
these LD is about 5% of total mass, and
the amount of phospholipids varies from
3 to 7% of total lipid. The major phos-
pholipids forming the monolayer of these
LD are phosphatidylcholine (ca. 50%) and
phosphatidylethanolamine (30–40%). The
NEFA content is very low. The chemical
composition of LD in beef heart with their
high TAG content and the rather small
amount of phospholipids resembles the
composition of chylomicrons. A striking
difference, however, is the lack of choles-
terol and cholesterylesters in LD from beef
heart, whereas these lipid species occur
at approximately 1 to 2% of total lipid in
chylomicrons. Furthermore, the protein
content of LD is two to three times higher
than that of chylomicrons. In contrast to
bovine heart LD, those of stellate cells from
the rat liver consist of retinylesters, TAG,
free cholesterol and a small amount of
phospholipids. A general characteristic of
LD regardless of the cell type appears to be
the content of approximately 5% phospho-
lipids of the total mass.

However, electron microscopy of con-
ventional resin-embedded ultrathin
sections cannot visualize any membranous
structure around the LD. In the ultrathin
section of LD specimens fixed by aldehy-
des and then by osmium tetroxide there
appears to be no phospholipid, and its
periphery is usually seen as a thin inter-
mittent line. In many diagrams, the LD
surface has been depicted as a phospho-
lipid monolayer with the hydrophilic head
group facing the cytoplasm and the hy-
drophobic acyl chains extending into the
LD content. It has also been assumed that
LD form by accumulation of TAG between
the two leaflets of the ER (endoplasmic
reticulum) membrane because hydropho-
bic TAG molecules may exist stably in

the aqueous cytoplasm only when cov-
ered with amphiphilic molecules with the
hydrophilic moiety facing outward. How-
ever, experimental evidence to support the
above assumptions is scarce. Only freeze-
fracture electron microscopy showed that
the fracture plane along the LD surface is
occasionally continuous with the cytoplas-
mic leaflet of the ER membrane. Because
it is difficult to retain lipid-rich structures
by conventional morphological methods,
cryoelectron microscopy is of advantage
since it observes biological specimens at
atomic resolution without fixation or stain-
ing. The microscopy showed that the LD
surface is indeed a hemi-membrane, or a
phospholipid monolayer.

A phospholipid monolayer in the surface
is consistent with the current model
that LD are formed by TAG deposition
between the two leaflets of the ER
membrane and may remain connected
to it. Distribution of acyl-CoA:cholesterol
acyltransferase-1, a major enzyme that
synthesizes cholesterylester, in the entire
ER seems to indicate that LD may bud
anywhere along the membrane. However,
Cap-LC/ESI mass spectrometry showed
that FA moieties of phosphatidylcholine
and lyso-phosphatidylcholine in LD are
distinct from those in the rough ER. The
results do not rule out the generation of
the LD surface generated from the ER
membrane but indicate that the former
is a highly differentiated domain. Mature
LD might be independent of the ER.
Alternatively, the LD may be connected to
the ER, but some molecular mechanism
may demarcate the LD surface from the
bulk ER membrane as postulated for
other ER domains. Whatever is true, TAG
synthesized in wide areas of the ER
do not deposit indiscriminately but are
concentrated to loci specialized to make
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LD. ADRP or other LD-associated proteins
may be involved (see below).

Cap-LC/ESI mass spectrometry has
also shown that the LD surface differs
from the detergent-insoluble glycolipid-
and sphingolipid/cholesterol-rich micro-
domains (DIGs) in FA composition. Inter-
estingly, DIGs contain a higher proportion
of long saturated FA than rough ER,
whereas LD do not. This indicates that
not only interaction between sphingolipids
and cholesterol but interaction between
saturated phospholipids and cholesterol
are also important in forming DIGs, as
predicted from model membrane studies.
The discovery of caveolin sequestration
(see below) led to speculation that the LD
surface might be similar to DIGs. How-
ever, the present results do not support this
in terms of the FA composition. Further-
more, thin-layer chromatography showed
that the relative amount of sphingomyelin
and free cholesterol in comparison with
phosphatidylcholine is far less in LD than
in DIGs. In addition to the ER, the LD
of mammalian cells seem to be closely
associated with other organelles. A close
association of LD of beef heart with mito-
chondria has been reported, suggesting a
role of the LD as a source for FA utilized
for energy production by mitochondrial
ß-oxidation. Cytoskeletal intermediate fila-
ment proteins, particularly vimentin, were
detected forming a network in the vicin-
ity of LD. The interaction of intermediate
filaments and LD was confirmed by trans-
mission electron microscopy and field-
emission scanning electron microscopy.

2.2.2.2 Protein Composition. Little is
known about proteins on the surface of
mammalian intracellular LD. Two groups
of proteins whose association with LD in
animal cells is well documented are the

perilipins and adipocyte differentiation re-
lated protein (ADRP). The human ortholog
of ADRP has been termed adipophilin.
Other proteins at or near the surface of
the LD of adipocytes include the ‘‘capsu-
lar’’ proteins and vimentin. Furthermore,
certain enzymes, for example, eicosanoid-
forming enzymes, associate with LD in
various types of cells.

Perilipins and ADRP Perilipins belong to
a family of polypeptides that are expressed
in adipocytes and steroidogenic cells of
adrenal cortex, testes, and ovary. Two re-
lated classes of full-length cDNAs have
been isolated that encode perilipins A and
B from rat adipocyte cDNA expression
library. Perilipin A and B, 56 kDa (517
aa) and 46 kDa, respectively, share a com-
mon amino-terminal sequence of 406 aa.
Similar to adipocytes, steroidogenic cells
express perilipin A, but these cells also
contain relatively high amounts of per-
ilipin C, a protein of approximately 42 kDa
that is not detectable in adipocytes. Perilip-
ins are encoded by a single copy gene that
gives rise to the three protein isoforms by
alternative mRNA splicing with perilipin
A being the most abundant. In murine
adipocytes, a forth perilipin, named per-
ilipin D, occurs at the mRNA level. The
perilipin D polypeptide, however, has not
yet been reported. Perilipins exhibit se-
quence similarity to a few other proteins,
one of which is ADRP. The amino termini
of perilipin and ADRP are highly homolo-
gous at a region of approximately 100 aa.
ADRP was first identified during a search
for genes being expressed in an early stage
of differentiation of murine adipocytes in
culture. The mRNA of ADRP is present in
various tissues and cultured cell lines. Im-
munocytochemical examination revealed
that ADRP localizes to LD in murine 3T3-
L1 adipocytes, murine MA-10 Leydig cells,
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CHO fibroblasts, and human HepG2 hep-
atoma cells. In MA-10 Leydig cells, ADRP
and perilipins colocalize to LD. In 3T3-L1
adipocytes, the two proteins were found
on small LD although at different stages of
differentiation. ADRP is present on these
LD in early differentiated adipocytes and is
then replaced by perilipins, which can only
be found on the surface of the LD at a later
growth stage. It was suggested that ADRP
is involved in the management of TAG
stores in nonadipose tissues. Interestingly,
recently, ADRP was found to colocalize
with insulin and at the LD surface in hu-
man islet cells. Incubation with glucose or
FA alone and a combination of glucose and
FA increased ADRP expression by 2- and
10-fold, respectively. Oleate induced ADRP
expression more potently than palmitate,
which correlated with higher levels of
neutral lipid accumulation by islets. Con-
sistent with increased ADRP expression,
the initial uptake rate of FA in islet cells
was elevated in islet cells treated with FA
plus glucose compared with control cells.
In addition, ADRP expression is consider-
ably increased in ob/ob mice islets and its
upregulation is tightly correlated with TAG
accumulation in islets, demonstrating an
inverse relationship with impairment of
ß-cell function. Thus, ADRP may play a
role in regulating TAG metabolism also
in ß-cells and, in particular, be involved
in the loss of ß-cell function during the
pathogenesis of NIDDM.

Perilipins remain tightly bound to LD
through alkaline carbonate or urea wash
conditions, and require detergents to re-
move them. Stable expression of perlipin
A in 3T3-L1 fibroblasts and subsequent
immunofluorescence microscopy and im-
munoblotting revealed that neither the
amino- nor the carboxyl-terminus is re-
quired to target perilipin A to LD. Full-
length perilipin A is associated with LD

via hydrophobic interactions, as shown by
the persistence of perilipins on LD after
centrifugation through alkaline carbonate
solution. Mutagenesis studies indicate that
the signals responsible for tight anchoring
of perilipin A to LD are, most probably,
multiple, partially redundant targeting se-
quences of moderately hydrophobic amino
acids located within the 25% of the cen-
tral domain. These signals seem to be, at
least in part, constituted by the three re-
gions of moderate hydrophobic character
and the five domains with characteris-
tics of amphipathic ß-pleated sheets (see
below). Cytochemical analysis by immuno-
gold labeling suggests that the perilipins
are located on or within the limiting sur-
face of the LD.

TIP47 A cDNA of another protein,
named TIP47 or pp17, which has simi-
larity to ADRP has also been described.
TIP47/pp17 is a cargo protein involved
in the trafficking of the mannose-6-
phosphate receptor between endosomes
and the Golgi network. Perilipin A, ADRP,
and TIP47/pp17 exhibit strong sequence
homology at their amino-terminal regions.
Starting from the amino terminus, per-
ilipin A contains a sequence of 105 aa
similar to adipophilin and TIP47 (aa
17–121), five 10-aa domains with amphi-
pathic ß-pleated sheet character (between
aa 11 and 182), three sequences of moder-
ate hydrophobicity (aa 243–260, 320–342,
349–364), a highly acidic region (aa
291–318), and six consensus sites for PKA
phosphorylation. Two such hydrophobic
regions and three areas of amphipathic ß-
pleated sheet structure were detected in
ADRP. A protein named S3-12 is also
highly homologous to ADRP in a 33-aa
repeated sequence. The mRNAs of perilip-
ins, ADRP, and S3-12 are expressed much
higher in adipose than in other tissues.
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It was suggested that lipids regulate tran-
scription of perilipin mRNA, because the
amount of perilipin mRNA and the corre-
sponding protein increase in the presence
of exogenous lipids. In analogy, formation
of the mRNA of ADRP and protein ex-
pression in preadipocytes was also shown
to be stimulated by FA in a time- and
dose-dependent way. Stimulation could be
only achieved by long-chain FA, whereas
the degree of saturation had no influence.
Treatment of such stimulated cells with
actinomycin D inhibited the expression
of ADRP, suggesting that FA stimulate
the gene expression at the transcriptional
level. Recently, the protein expression of
perilipin and ADRP in human muscle was
studied in greater detail. Perilipin was
detectable in biopsies of vastus lateralis
muscle (VLM) only at levels consistent with
adipocyte infiltration. ADRP was highly ex-
pressed in VLM, irrespective of whether
derived from obese nondiabetic or dia-
betic subjects. Weight loss of the latter led
to increased whole-body insulin sensitivity
and ADRP content in VLM. Treatment of
the obese nondiabetic subjects with either
troglitazone or metformin in combination
with glibenclamide considerably improved
the glycemic control, as reflected in low-
ering of HbA1c and plasma fasting TAG
levels, which was well correlated to post-
treatment increases in ADRP expression
in VLM. These results demonstrate that
ADRP is the predominant LD-associated
protein in VLM and that its expression is
upregulated under conditions of improved
glucose tolerance. It is tempting to spec-
ulate that increased expression of ADRP
may act to sequester FA in TAG of LD
contained in skeletal muscle and thereby
protects the muscle from the inhibitory
(‘‘lipotoxic,’’ see above) effects of FA (or
derivatives thereof) on insulin signaling

and action. In consequence, this study pro-
vided additional evidence that TAG in LD
represents the ‘‘benign’’ storage form of
FA and accumulates during overfeeding
of myocytes and β-cells with FA, which
is compatible rather than interferes with
insulin action and secretion, at least up to
a certain extent of LD deposition.

CGI-58 Recent studies have expanded the
list of LD-associated proteins to include
several with known enzymatic functions in
sterol synthesis and lipid metabolism, as
well as numerous proteins with unknown
functions. Recently, the identification of
CGI-58 as a component of LD isolated
from cultured 3T3-L1 adipocytes was re-
ported. The name CGI-58 derives from a
Comparative Gene Identification initiative
that annotated 150 novel transcripts con-
served between Caenorhabditis elegans and
humans. CGI-58 is a member of the es-
terase, thioesterase, and lipase subfamily
of α/β-hydrolase fold enzymes. The pro-
tein sequence includes a highly conserved
active site that, in most α/β-hydrolases,
includes a nucleophilic serine residue
known to be important in catalysis. In-
terestingly, the CGI-58 sequence encodes
an asparagine in place of this catalytic
serine. Significantly, eight different mu-
tations in CGI-58 were recently identified
as causative factors in Chanarin–Dorfman
Syndrome, a neutral lipid storage disor-
der (NLSD) characterized by ichthyosis,
hepatic steatosis, and hepatomegaly, de-
velopmental defects, and the accumulation
of TAG-containing LD in leukocytes, basal
keratinocytes, hepatocytes, myocytes, and
other cells. The eight mutations known to
lead to NLSD include truncations, null al-
leles, and three distinct point mutations.
This suggests that the lipid storage pheno-
type of NLSD most likely arises from loss
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of function of CGI-58, leading to excessive
storage of TAG in LD.

CGI-58 mRNA is highly expressed in
adipose tissue and testes, tissues that also
express perilipins, and at lower levels
in liver, skin, kidney, and heart. Both
endogenous CGI-58 and an ectopic CGI-
58-GFP chimera show diffuse cytoplasmic
localization in 3T3-L1 preadipocytes, but
localize almost exclusively to the surfaces
of LD in differentiated 3T3-L1 adipocytes.
The localization of endogenous CGI-58
was investigated in 3T3-L1 cells stably
expressing mutated forms of perilipin
using microscopy. CGI-58 binds to LD
coated with perilipin A or mutated forms
of perilipin with an intact C-terminal
sequence from amino acid 382 to 429,
but not to LD coated with perilipin
B or mutated perilipin A lacking this
sequence. Immunoprecipitation studies
confirmed these findings, but also showed
coprecipitation of perilipin B and CGI-
58. Remarkably, activation of PKA by
the incubation of 3T3-L1 adipocytes with
isoproterenol and isobutylmethylxanthine
disperses CGI-58 from the surfaces of LD
to a cytoplasmic distribution. This shift in
subcellular localization can be reversed by
the addition of propranolol to the culture
medium. Thus, CGI-58 binds to perilipin
A-coated LD in a manner that is dependent
upon the metabolic status of the adipocyte
and the activity of PKA.

The CGI-58 binding site was mapped to
a sequence of 48 aa between positions 382
and 429 near the C terminus of perilipin A;
this sequence spans the junction at aa405
where the sequences of perilipin isoforms
A and B diverge. Consistent with these re-
sults, CGI-58 failed to localize to LD coated
with perilipin B, suggesting that a portion
of the unique C terminus of perilipin A is
required for binding. The deletion of short
sequences between aa382 and 429 failed to

identify a smaller binding site, suggesting
that either CGI-58 binds to multiple se-
quences spread throughout the region, or
the intact 48aa sequence is required to fold
into a conformation that exposes a smaller
binding interface. The data obtained from
coimmunoprecipitation experiments were
mostly consistent with cell-based experi-
ments; however, a notable difference was
the coprecipitation of CGI-58 with per-
ilipin B. Since perilipin B contains the
sequence from aa382 to 405, the results
suggest that the position or conformation
of a partial docking site for CGI-58 may
be altered by the unique 17-aa sequence
of perilipin B (406–422) when perilipin is
associated with LD, but exposed when cells
are lysed, and the proteins are solubilized
away from LD.

Interestingly, CGI-58 translocates off of
adipocyte LD and disperses throughout
the cytosol when lipolysis is stimulated,
suggesting that CGI-58 may play a role
in lipid metabolism either when it is
bound to LD under basal conditions,
or during its movement away from LD
following activation of PKA. While the
phosphorylation of PKA sites 1 and
2 of perilipin A is unnecessary for
the displacement of CGI-58 from LD,
mutations altering PKA sites 4, 5, and
6 attenuate dispersion. Since CGI-58
contains at least one PKA consensus site, it
is likely that the phosphorylation of serines
in PKA consensus sites of both perilipin
A and CGI-58 are required for the full
dispersion of CGI-58 into the cytoplasm.
Thus, the perilipin-dependent binding
of CGI-58 to LD is modulated by the
activation of PKA. It was hypothesized that
perilipins form a scaffold at the surfaces of
adipocyte LD that serves as an organizing
center for lipid metabolic enzymes and
transporters that is altered by metabolic
signals. While proteins including CGI-58
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bind to perilipin-coated LD under basal
conditions, other proteins, such as HSL,
are recruited to LD when perilipins have
been phosphorylated by PKA. Under the
latter conditions, protein components of
basal LD may be displaced to accommodate
association of the lipolytic machinery.

The role of CGI-58 in lipid metabolism
remains to be elucidated. CGI-58 is a mem-
ber of the α/β-hydrolase fold subfamily of
lipases, esterases, and thioesterases. Mu-
tations of human CGI-58 are responsible
for excessive TAG storage in many types
of cells. Studies of TAG metabolism in
fibroblasts from NLSD patients show that
CGI-58 is required for normal rates of TAG
turnover. However, TAG lipase activity in
NLSD cell lysates was comparable to that
of control cells. Additionally, the rate of
TAG clearance increased in NLSD cells
incubated with triacsin C, an inhibitor of
acyl-CoA synthetases, although not quite to
the higher rates observed in control cells.
These observations suggest that lipolysis
occurs in NLSD cells, but that TAG clear-
ance is blunted by rapid reesterification.
Thus, CGI-58 is a factor that is required
to assist TAG clearance, but may not be
a lipase.

CGI-58 shows a subcellular localization
pattern that is paradoxically opposite to
that of HSL. CGI-58 disperses off LD when
HSL translocates onto the LD, and the
rate of lipolysis becomes elevated. Interest-
ingly, basal rates of lipolysis are relatively
normal in adipocytes isolated from HSL
null mice, suggesting that as yet un-
characterized mechanisms catalyze TAG
turnover under basal conditions. Thus,
CGI-58 may interact with perilipin-coated
LD to play a role in basal TAG hydroly-
sis. Alternatively, CGI-58 may function to
transport products of lipolysis away from
LD following the activation of PKA and
the dispersion of CGI-58 into the cytosol.

Since adipose TAG metabolism appears
not to be severely compromised in NLSD
patients, it is likely that adipocytes have
redundant mechanisms to avoid the detri-
mental effects of mutations in CGI-58.
Thus, despite much lower levels of expres-
sion, CGI-58 may play a more critical role
in TAG catabolism in nonadipose tissues.

Other reports have described CGI-58 as
a component of LD isolated from oleic
acid-treated Chinese hamster ovary cells
and cultured human epithelial cells, cells
that lack perilipins but instead, coat LD
with adipophilin. Furthermore, CGI-58
has been identified as a perilipin-binding
protein by yeast two-hybrid assay us-
ing the N-terminal sequence of perilipin
from aa 1 to 250 as bait. Direct binding
between recombinant CGI-58 and recom-
binant truncated perilipin A that included
aa 1–416 was demonstrated. In contrast,
CGI-58 binding to LD in intact cells re-
quires sequences in the C terminus of
perilipin A, but not the N terminus. In-
teraction between CGI-58 and adipophilin
by yeast two-hybrid and GST pull-down
assays using recombinant proteins was
also reported. In contrast, significant lo-
calization of CGI-58 to lipid droplets in
3T3-L1 preadipocytes was not found. Fur-
thermore, the PAT family of proteins
(perilipin, ADRP, TIP47) is highly con-
served within N-terminal sequences, but
structurally divergent in the C termini,
where a binding site for CGI-58 on per-
ilipin A has been identified.

Adipophilin Adipophilin (ADPH) is a
prominent LD-associated protein found
in many mammalian cell types, including
hepatocytes, adipocytes, muscle cells, and
mammary epithelial cells, either during
development or in the mature functioning
cell. ADPH has proposed functions in LD
formation, FA transport, and milk lipid
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secretion. Although it can be detected at
the plasma membrane in mammary ep-
ithelial cells as a result of milk globule
secretion, the weight of evidence suggests
that ADPH specifically targets LD. How-
ever, little is known about the structural
and biochemical properties involved in
its association with LD or how it accom-
plishes its biological functions. Genetic
analysis has demonstrated that ADPH is
related to the family of LD-associated pro-
teins that include perilipin (see above) and
the mannose-6-phosphate receptor target-
ing protein TIP47, through a conserved
region in their amino-termini, called the
‘‘PAT’’ domain (perilipin, ADPH, TIP47).
The lack of significant sequence conserva-
tion outside this region indicated that it is
an important determinant in the associa-
tion of these proteins with LD. However, a
recent study revealed that neither the PAT
domain nor the carboxy-terminal half of
ADPH is required for efficient targeting to
or biogenesis of LD, but that, nevertheless,
specific regions located elsewhere within
ADPH are responsible for LD targeting.
Previous work indicates that secretion of
LD from mammary epithelial cells dur-
ing lactation involves the formation of
a tripartite complex between ADPH, the
mammary-specific transmembrane pro-
tein, butyrophilin, and xanthine oxidore-
ductase. As formation of such a complex
probably involves regions of ADPH dis-
tinct from those involved in LD targeting,
the PAT domain or the carboxy-terminal
half of ADPH may represent candidate
regions for interaction with butyrophilin
and/or xanthine oxidoreductase to trigger
LD secretion.

Caveolins In primary and cultured adi-
pose cells, caveolin-1 and caveolin-2 consti-
tute a framework of caveolae that represent

bulb-shaped plasma membrane invagina-
tions (50–100 nm in size) enriched in
cholesterol, (glyco)sphingolipids (sphin-
gomyelin) as well as glycolipids (gan-
gliosides, GPI lipids) and harboring a
special set of (dually acylated) signaling
proteins, glycosyl-phosphatidylinositol-
anchored (GPI) proteins and the caveolae
structural and marker proteins, caveolin
1–3. Based purely on ultrastructural com-
parisons and tissue expression profiles,
the adipocyte seems to have the highest
concentrations of caveolae and the highest
levels of caveolin-1 and -2, that is, more
than any other cell type. Indeed, electron
micrographs of adipocytes dating back to
1963 show that caveolae account for up to
30% of the surface area of the adipocyte
plasma membrane. Furthermore, in 3T3-
L1 adipocytes, a widely used model system
for studying adipogenesis, the number of
caveolae increases 9-fold, and caveolin-1
and -2 expression increases 20-fold dur-
ing differentiation from fibroblasts to the
adipocyte state.

Caveolins are supposed to anchor to
the plasma, Golgi, and ER membranes by
the central hydrophobic domain with both
amino- and carboxy-termini exposed to the
cytoplasm. Caveolae fulfil important func-
tions in protein and lipid/cholesterol trans-
port (endocytosis, potocytosis, transcyto-
sis, polarized transport) as well as in signal
transduction. Caveolin-2, especially its ß-
isoform, has been shown being targeted
to the surface of LD, by immunofluores-
cence and immunoelectron microscopy,
and by subcellular fractionation. Brefeldin
A-treatment induced further accumulation
of caveolin-2 along with caveolin-1 in LD.
Analysis of mouse caveolin-2 deletion mu-
tants revealed that the central hydropho-
bic domain (aa 87–119) and the amino-
terminal (aa 70–86) and carboxy-terminal
(aa 120–150) hydrophilic domains are all



Triacylglycerol Storage and Mobilization, Regulation of 649

necessary for the localization in LD. The
amino- and carboxy-terminal domains ap-
peared to be related to membrane binding
to and exit from ER, respectively. This
implies that caveolin-2, which is synthe-
sized on cytosolic ribosomes and then
incorporated into the ER membrane in
posttranslational fashion, is transported
to LD as a membrane protein. Thus,
caveolin-2 seems to differ from the hith-
erto reported LD proteins, such as the
perilipins, in that it exists as an inte-
gral membrane protein in the ER and
plasma membrane. As anticaveolin-2 anti-
body, recognizing the N-terminal segment,
decorated only the P face of LD in a freeze-
fracture replica, caveolin-2 may take the
same orientation on the LD surface as in
the membrane. This is consistent with the
hypothesis that the LD surface is a half-
membrane, or a phospholipid monolayer,
with amphiphilic lipid molecules with
their hydrophilic and hydrophobic por-
tions oriented toward the cytoplasm and
the LD content, respectively. No labeling
for caveolin-2 was seen in the LD surface,
but was found in small clusters both in
cryosections and in freeze-fracture repli-
cas. The labeling for adipophilin shows
the same pattern at the LD surface. These
results suggest that the whole LD sur-
face may not be homogeneous and that
some segregation may occur in the half
membrane. Interestingly, a recent study
revealed unesterified cholesterol in LD.
Furthermore, LD of eosinophils contain
proteins typical for DIGs related to intracel-
lular signaling, such as MAPK (mitogen-
activated protein kinases) and Lyn. To-
gether, these results suggest, intriguingly,
that LD might be a novel membrane do-
main where caveolins may functionally
regulate signaling proteins.

The recruitment of caveolin-1 to LD in
BFA-treated cells may also be due to the

hydrophobic domain shared by all cave-
olins. However, caveolin-1 does not appear
to have the same degree of affinity for
LD as caveolin-2. First, in cells express-
ing caveolin-1 alone, its redistribution to
LD after BFA-treatment occurred slowly
and only in some cells. Second, with-
out the BFA-treatment, caveolin-1 was not
found in LD even when overexpressed.
The LD localization signal of caveolin-1
is likely to be less effective than that of
caveolin-2. Endogenous caveolin-2 was not
detected in LD under normal culture con-
ditions. This may be because caveolin-2α,
expressed predominantly in most cells, is
less efficient than caveolin-2ß in LD tar-
geting. But the accumulation of caveolin-2
in LD is transient, so that its distribution
in LD can only be detected when the pro-
tein is expressed abundantly or when its
trafficking is perturbed. The apparent mor-
phological continuity of ER and LD and the
persistence of LD labeling in BFA-treated
cells indicate that caveolin-2 goes directly
from ER to LD. Whether LD exists inde-
pendently from the ER-Golgi pathway, or
LD is an intermediate compartment be-
tween ER and Golgi, is not known. The
results of BFA experiments may simply
indicate that an excess of caveolin-2 in ER
overflowed to LD. However, BFA might
also block other pathways (e.g. from LD
to the Golgi) and have caused LD reten-
tion. The two pathways are not mutually
exclusive and need further studies for def-
inition. Trafficking of caveolins to LD is
important because it may be linked to
that of TAG molecules. A testable ques-
tion is whether the TAG composition of
LD is changed by the presence of cave-
olins and/or by BFA-treatment. Also, if
and how is LD related to the reported traf-
ficking routes of caveolin-1? Interestingly,
overexpression of a mutant caveolin-3 in
BHK cells leads to its association with the
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surface of large LD containing TAG and
endogenous caveolins 1 to 3. Fluorescence,
electron, and video microscopy observa-
tions are consistent with formation of the
LD by maturation of subdomains of the ER.
The mutant caveolin caused the intracellu-
lar accumulation of free cholesterol in late
endosomes, a decrease in surface choles-
terol, and a decrease in cholesterol efflux
and synthesis. Incubation of the cells with
oleic acid induced a significant accumula-
tion of wild-type caveolins in the enlarged
LD. Taken together, the available data hint
at a role of caveolins in LD biogenesis.

2.2.2.3 Biogenesis of LD.

Role of Caveolins LD biogenesis is in-
completely understood. The observations
presented above suggest that although the
caveolins are not normally associated with
internal lipid compartments and particles,
such as LD, they can certainly traffic to
these locations under certain conditions.
As such the caveolins represent the first
known integral membrane protein com-
ponents of LD. This characteristic may
also explain the initially surprising finding
that caveolin-1 can behave as a soluble pro-
tein. Immunogold labeling first detected
soluble caveolin-1 in the lumen of the
ER after cells were exposed to cholesterol
oxidase for conversion of cholesterol at
the outer leaflet of the plasma membrane
into cholesterone. However, it remained
a mystery how caveolin-1 as an integral
membrane protein firmly embedded in
the cytoplasmic leaflet of the (ER) mem-
brane can move to the luminal leaflet for
subsequent release into the lumen. Subse-
quently, a small pool of soluble caveolin-1
was found in the cytosol of fibroblasts
in a complex with chaperones. Finally,
the analysis of caveolin-1 distribution in
different cell types revealed targeting of

caveolin-1 to the cytosol (skeletal mus-
cle cells and keratinocytes), and to the
lumen of secretory vesicles (serous cells of
the pancreas, fundic stomach, and sali-
vary gland). Both the secreted and the
cytosolic caveolin-1 exhibited characteris-
tics for incorporation in lipoprotein-like
particles, which may explain their apparent
solubility. Several groups provided addi-
tional evidence that the cytosol of many
cells contains a pool of apparently ‘‘sol-
uble’’ and ‘‘lipoprotein-like’’ caveolin-1.
This caveolin-1 is associated with choles-
terol and behaves like a protein that is
embedded in a particle with the size
and buoyant density of HDL. Interest-
ingly, caveolin-1 is secreted by exocrine
secretory cells in HDL-like particles that
contain apoA-1, raising the possibility that
caveolin-rich lipid particles in the cyto-
plasm are involved in the assembly of
secreted lipoproteins.

On the basis of the structure of cave-
olins, with their long stretch of hydropho-
bic amino acids acting as membrane-
anchoring domain, it is unlikely that they
can switch the ‘‘membraneous’’ into a true
‘‘soluble’’ conformation compatible with
the aqueous milieu of the cytosol. Rather,
the involvement of caveolins in the biogen-
esis of various lipid particles by budding
from either the cytoplasmic or the luminal
leaflets of the ER membrane may explain
their cell type–specific localization either
in the cytosol (as LD or as precursor par-
ticles for milk lipid granules destined for
budding from the plasma membrane) or
in the lumen of the ER and secretory vesi-
cles (as nascent lipoproteins destined for
movement along and release by the secre-
tory pathway), respectively. This unifying
concept for the biogenesis of apparently
‘‘soluble’’ and ‘‘membraneous’’ caveolin-
containing structures requires a ‘‘flip-flop’’
mechanism for translocation of caveolins
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from the cytoplasmic ER membrane leaflet
(with amino- and carboxy termini exposed
to the cytoplasm) to the luminal ER mem-
brane leaflet (both termini exposed to the
lumen), which may be induced during
cholesterol depletion (e.g. by cholesterol
oxidase). In conclusion, caveolin-1 can be
integrated in (one leaflet of) various cellu-
lar membranes (plasma membrane, Golgi,
ER, caveolae) or in (the phospholipid
monolayer of) various cytosolic and se-
creted lipoprotein-like particles (LD, milk
lipid granules, lipoproteins) and in each
case may regulate the accessibility of these
structures toward degradation by (phos-
pho)lipases in a way similar to that now
commonly accepted for perilipins.

Taken together, the prevailing model
for LD biogenesis rationalizes that cave-
olins (but not most other membrane
proteins) might be able to enter the LD
(Fig. 3). Since LD are surrounded by a
phospholipid monolayer and are thought
to be derived from the ER, where TAG
and cholesterylesters are synthesized (see
above), it is tempting to speculate that TAG
accumulate in the hydrophobic core of the
bilayer, forming a bulge that eventually
buds from the ER membrane to form free
LD (Fig. 3a). Accumulation of TAG in the
bilayer core would initially force opposite
leaflets of the bilayer apart, increasing bi-
layer thickness. Such a thickened bilayer
could not accommodate transmembrane
proteins that have hydrophilic domains
on both sides of the membrane and these
proteins would be excluded from the form-
ing LD (Fig. 3b). Caveolins, by contrast,
lack luminal hydrophilic domains, and
could diffuse freely between the ER mem-
brane and the monolayer surrounding the
nascent LD. Thus, caveolins would not
need to dissociate from the ER membrane
and expose their hydrophobic domains to
the cytosol to enter the LD (Fig. 4, steps 1

and 2). This model suggests that caveolins
can enter LD only while they are form-
ing and are still in contact with the ER.
Consequently, accumulation of caveolins
in the ER would trigger their targeting
to LD and concomitantly LD biogenesis.
Alternatively, transport of caveolins from
the plasma membrane and/or Golgi appa-
ratus to the ER via a retrograde pathway
might somehow lead to LD targeting. If
caveolins normally pass through LD dur-
ing biosynthetic transport or intracellular
cycling, they must exit the LD rapidly as
they are not normally (i.e. absence of BFA,
wild-type caveolin) detected there.

Although it is unclear how ER accu-
mulation of caveolins might lead to an
apparent concentration of the proteins in
LD, several possible explanations can be
imagined. First, caveolins might have a
high affinity for LD, either through specific
binding to a protein or (phospho)lipid of
the LD, or through preference of caveolin
for the physical state of the LD phospho-
lipid monolayer or TAG core leading to its
spontaneous partitioning. Efficient pack-
aging of caveolins into transport vesicles
might normally prevent entry into the LD.
Accumulation in the ER might saturate
some component of the transport ma-
chinery, possibly a specific cargo receptor,
giving the protein time to access the LD.
Alternatively, accumulation of caveolins in
the ER might change the properties of
the ER membrane. The altered properties
might increase the affinity of caveolins for
LD, either by changing the physical prop-
erties of the membrane or by inducing a
conformational change in caveolins.

Role of Perilipins In LD, accumulation
of perilipins and TAG occurs roughly in
parallel. When FA synthesis was inhib-
ited, the concentration of TAG decreased
by 90% and correspondingly the amount
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(a)

(b)

Fig. 3 ‘‘Budding’’ model for the biogenesis of intracellular LD. (a) LD formation is
initiated by accumulation of TAG between the leaflets of the ER membrane. During
budding of the forming LD, typical transmembrane proteins with hydrophilic domains
protruding into the ER lumen and cytoplasm are segregated from membrane proteins,
anchored in the outer leaflet, only, such as caveolin. After detachment of the matured LD
from the ER membrane, the TAG core of the LD is surrounded by a phospholipid
monolayer with embedded caveolin having both its amino- and carboxy-terminus exposed
to the cytoplasm. (b) The topology and segregation of transmembrane proteins and
caveolin are shown in greater detail. See text for detail.
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of perilipin dropped. The availability of
only a small amount of TAG may cause
formation of small LD with insufficient
surface space for the association of per-
ilipin. Decreased synthesis of FA resulting
in liberation of FA from TAG may lead to
subsequent detaching of perilipin from
the surface of the shrinking LD and
subsequent degradation of the protein.
Undifferentiated 3T3-L1 fibroblasts trans-
fected with constructs that encode perilipin
A accumulate numerous small LD that are
associated with perilipin A. These results
indicate that appropriate targeting of per-
ilipins is not restricted to adipocytes or
steroidogenic cells, and further suggests
that perilipins may serve as nucleation
sites for TAG deposition (Fig. 2). As nearly
all cells can synthesize TAG, the formation
of LD in the transfected fibroblasts may re-
flect trapping of TAG in perilipin-bound

structures. This is compatible with the
observed consequences of introducing per-
ilipin A into other cells that do not normally
express this protein. It remains to be
demonstrated, however, whether perilip-
ins are directed toward LD, or vice versa LD
are transported to perilipin aggregates, or
association of both components occurs in
parallel (Fig. 4).

Growth Adipocyte differentiation in
WAT involves the coalescence of small
nascent LD to form the one or more large
LD found in mature cells. By contrast,
most other cell types contain numerous
smaller LD (see above). In adipocytes, cy-
toskeletal intermediate filament proteins,
particularly vimentin, form cages around
small LD and thereby prevent the latter
from fusing (Fig. 4, step 3). Indeed, a vi-
mentin network is seen near LD in newly

Fig. 4 Hypothetical model for integration of the major mechanisms of TAG storage and
mobilization: (1) conversion of fibroblasts/preadipocytes into adipocytes, (2) biogenesis of
forming LD at the ER membrane, (3) fusion of smaller LD to mature LD, (4) translocation of HSL
from the cytosol to the surface of LD, (5) disassembly and reorganization at the LD surface of
perilipin and (6) its translocation from LD to the cytosol. Both processes may contribute to
relieve the barrier that prevents HSL from gaining access to the LD. PKA-dependent
phosphorylation is depicted as filled circles. See text for details.
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differentiating adipocytes. As the cells ma-
ture, a decrease in the number of vimentin
fibers coincides with, and might play a
role in, LD coalescence. In fact, in 3T3-L1
fibroblasts, expression of a dominant-
negative vimentin reduces the formation
of LD. However, the involvement of vi-
mentin in LD biogenesis came under de-
bate when knockout mice lacking vimentin
were shown to exhibit normal biosynthesis
of adipocyte LD, even though no com-
pensatory formation of other intermediate-
filament proteins could be demonstrated.
Nevertheless, coalescence of adipocyte LD
must be highly regulated – given the 1000-
fold difference in the volume of LD in
white and brown adipose tissue – but the
mechanism of adipocyte LD maturation
remains to be elucidated.

Cell-Free System Very recently, a micro-
some-based, cell-free system containing
substrates for TAG synthesis and a phos-
pholipase D-activating protein was intro-
duced that assembles newly formed TAG
into spherical LD. These LD were recov-
ered in the low-density fraction by gradient
ultracentrifugation and were similar in
size and appearance to those isolated
from rat adipocytes and 3T3-L1 fibrob-
lasts. Caveolin-1 and -2, vimentin, ADRP,
and the 78-kDa glucose–regulated protein,
GRP-78, were associated with LD from this
cell-free system. The caveolin was soluble
in 1% TX-100, as was the caveolin on LD
from 3T3-L1 cells. These data suggest that
caveolin is released from the microsomes
along with LD, indicating that caveolin
may help sort newly formed TAG from the
ER into a cytosolic form in a budding pro-
cess of LD from the ER membrane. The
ADRP on the LD was also derived from
the microsome-associated pool, suggest-
ing that it can be targeted to the ER mem-
brane. ADRP can be acylated and these acyl

moieties may participate in the interaction
between ADRP and the membrane, since
covalently linked FA are involved in the
membrane targeting of other proteins (e.g.
ADP ribosylation factor-1). Thus, ADRP
binds to the microsomal membrane and
participates in the budding of the small
LD. Perilipins were not expressed in the
3T3-L1 fibroblasts used to prepare the
microsomes and consequently were not
present in the partially purified cytoso-
lic phospholipase D activator preparation.
Therefore, perilipins were not present on
the LD assembled in the cell-free system.
Consequently, small LD can be assembled
in the absence of perilipins. GRP-78 is a
chaperon protein that contains a KDEL se-
quence and is therefore restricted to the
ER/Golgi region of the secretory pathway.
GRP-78 appeared to be present on the
cytosolic side of the surface layer of LD,
suggesting that the surface layer is derived
from the membrane of the ER. This agrees
with the model proposed for the assem-
bly of LD (see above), according to which
the TAG will, during the biosynthesis, ‘‘oil-
out’’ between the leaflets of the ER bilayers
(Fig. 3). The LD formed by complete bud-
ding from the ER would be covered by
a phospholipid monolayer and proteins
originally bound to both the luminal and
cytosolic surface of the ER membrane.

The LD from the cell-free system,
like those from 3T3-L1 cells, contained
TAG, DAG, phosphatidylcholine, phos-
phatidylethanolamine, and phosphatidyl-
serine. The assembly of these LD-like
structures depended on the rate of TAG
biosynthesis and required an activator
present in the high-speed supernatant
from homogenized rat adipocytes. The
activator-induced phospholipase D activ-
ity, and its effect on the release of the
LD from the microsomes, was inhibited
by butan-1-ol or 2,3-diphosphoglycerate.
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The activator could be replaced by a con-
stitutively active phospholipase D or its
product, phosphatidic acid. In conclusion,
LD seem to be formed from regions of
the microsomal membrane that contain
caveolin, vimentin, and ADRP in a pro-
cess that depends on DGAT activity and is
driven by the activity of a phospholipase
D and the formation of phosphatidic acid.
Phosphatidic acid acts as an intracellular
messenger or as cone-shaped lipid that al-
ters the curvature of the membrane. Its
formation seems to be important for the
fission of transport vesicles. Recent data
suggest that it plays a role in (regulation
of) the budding step within the biogenesis
of LD, as has previously been proposed for
the assembly of VLDL in the ER lumen.

Targeting Mechanism Three studies have
addressed the question of how LD-
associated proteins accumulate at the
monolayer surface of LD during their bio-
genesis. Amino-terminal truncation mu-
tants of caveolin-1, -2, -3, among them
Cav-3DGV, are targeted to LD (and the
early Golgi). Overexpressed caveolin-2 was
found to be associated with LD (and the
Golgi). Caveolin-1 with an ER retention
signal fused to its carboxy terminus, such
as Cav-1KKSL, as well as an internal-
deletion mutant of caveolin-1, are highly
concentrated in LD (and the ER and Golgi,
respectively). Furthermore, blockade of the
anterograde transport along the secretory
pathway by Brefeldin A leads to increased
expression of endogenous caveolin at the
surface of LD. Consequently, (transient)
accumulation of caveolins at the ER as a
result of overexpression or impaired re-
lease into the secretory pathway during a
folding defect caused by the mutation or by
Brefeldin A-treatment may be sufficient for
their efficient partitioning from the cyto-
plasmic membrane leaflet of the ER to the

phospholipid monolayer of LD. According
to this view, the association of caveolins
with LD under physiological conditions,
rather than the unusual experimental con-
ditions of inefficient transport, has still to
be demonstrated.

The LD-associated proteins described
so far can be classified on the basis of
their biosynthesis and topology: ADRP,
perilipins, and HSL are translated on free
ribosomes and recruited to the LD from the
cytosol as a type of peripheral membrane
protein, the latter two shuttling between
the LD and the cytosol in reversible fash-
ion in response to the nutritional state
of the adipocyte (see below). Caveolins
are cotranslationally inserted into the ER
in a signal-recognition-particle-dependent
fashion, with their central hydrophobic do-
main penetrating into the ER cytoplasmic
membrane leaflet and the two flanking
hydrophilic domains extending into the
cytoplasm (Fig. 3b, step 1). Maintaining
this topology the caveolins would diffuse
laterally from the bulk ER to the sur-
face phospholipid monolayer of nascent
LD still attached to the ER without ex-
posing their hydrophobic domains to the
cytosol, whereas transmembrane proteins
would be excluded from the LD (Fig. 3b,
step 4). However, the apparent concentra-
tion of proteins at LD requires additional
specific targeting information and deci-
phering mechanisms, albeit a consensus
sequence for LD targeting has not been
identified. The proteins could interact di-
rectly with phospholipids located at the
LD surface (Fig. 3b, step 2) or with TAG
deposited in the LD core (step 6) or with
other LD proteins (step 3). Since LD prob-
ably arise (also) de novo (in contrast to
the biogenesis of membranes) in the ab-
sence of preformed structures that could
function as nucleation or docking sites
for the incorporation of newly synthesized
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LD proteins, some LD proteins have to
come into direct contact with phospho-
lipids/TAG of the LD and discriminate
them from those of the ER. Caveolins
represent candidates for LD proteins trig-
gering the initial biogenetic steps of LD
assembly on the basis of their high affinity
for DIGs, which are characterized by tight
packing and a high degree of order of their
(saturated) lipid acyl chains (see above).
The apparent affinity of caveolins for LD
may well rely on their affinity for DIGs,
which is supported by the finding that the
LD-targeted Cav-3DGV mutant resists sol-
ubilization by cold nonionic detergent, as
is true for typical DIG-associated proteins.
Consequently, a physical state of the LD
surface monolayer distinct from the ER
cytoplasmic leaflet and more ‘‘DIG-like’’
may attract typical LD proteins, such as
caveolins (Fig. 3b, step 7). However, puta-
tive targeting information encoded by the
‘‘DIG milieu’’ of nascent LD is not compat-
ible with a recent more detailed analysis
of the phospholipids contained in LD and
DIGs, which did not reveal close similarity
with regard to length and saturation of the
constituent FA (see above). Alternatively,
contact of the TAG molecules in the LD
core with the phospholipids of the LD sur-
face (Fig. 3b, step 5) might trigger a tight
packing of the latter, creating a special li-
pidic environment that causes the selective
recruitment of certain phospholipids and
proteins to nascent LD.

3
Mechanism and Regulation of TAG
Mobilization

3.1
HSL

HSL activity was first identified in 1964 as
an epinephrine-sensitive lipolytic activity

in adipose tissue. It was named according
to its property of being activated by hor-
mones such as catecholamines, ACTH,
and glucagon. In 1981, the isolation of a
relatively pure and biologically active HSL
from rat adipocytes was reported. First
cDNA clones were isolated for both rat
and human HSL in 1988 and the structure
of the gene for human HSL was eluci-
dated in 1993. The rat and human cDNAs
predict 768 and 775 amino acids, respec-
tively, which is in good agreement with
the molecular mass of 84 000. Despite 82%
identity between the amino acid sequence
of rat and human HSL and their similar
molecular masses, human HSL migrates
exhibit slightly lower electrophoretic mo-
bility during SDS-PAGE compared to rat
HSL, that is, 88 versus 84 kDa. HSL has
a uniquely broad substrate specificity, hy-
drolyzing with varying efficacy tri-, di- and
monoacylglycerols, as well as cholesteryl,
steroid fatty acyl, retinyl and p-nitrophenyl
esters. However, HSL lacks detectable
phospholipase activity. HSL prefers cleav-
age of DAG (10- and 5-fold vs. TAG and
MAG, respectively) and the 1- or 3-ester
bond of its acylglycerol substrate (4-fold vs.
2-ester bond) esterified to polyunsaturated
and shorter versus saturated and longer
FA. Phosphorylation under standard in
vitro assay conditions leads to moder-
ate increases in activity against TAG and
cholesterylesters, but not against DAG and
MAG. It remains to be clarified whether
phosphorylation of HSL provokes differ-
ential effects on its activity also in vivo.
Rat adipocyte HSL was recognized to ex-
ist as a dimer in solution according to
gel chromatography and sucrose gradi-
ent centrifugation. This finding was then
confirmed using the human recombinant
HSL and sedimentation equilibrium anal-
ysis. Kinetic studies finally revealed that
the HSL functional dimer is characterized
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by greater maximal activity with no differ-
ence in substrate affinity compared to its
monomeric subunits.

Reflecting on its unique catalytic and
regulatory properties, HSL exhibits only
minimal sequence similarity with en-
zymes of the lipase gene family. On the
basis of inhibition of HSL activity by
diisopropylphosphofluoridate and the co-
valent linkage of this inhibitor to the HSL
protein, HSL has been categorized as a
serine esterase. The Gly-X-Ser-X-Gly mo-
tif contains the catalytic serine in most
lipases, and HSL contains this consensus
pentapeptide (Gly-Asp-Ser-Asp-Gly). Site-
directed mutagenesis has confirmed that
the serine of this pentapeptide is within
the catalytic site of HSL. Human HSL
also exhibits a region of similarity with
lipase 2 of Moraxella TA144, an antarc-
tic bacterium that hydrolyzes lipids at low
temperature. Strikingly, HSL also man-
ages to cleave TAG with higher efficacy at
reduced temperatures compared to other
mammalian lipases. The higher order do-
main structure of HSL could not be derived
from the amino acid sequence. Two dif-
ferent functional domains – the catalytic
domain and the regulatory domain – are
encoded by different exons of the hu-
man gene suggesting the mosaic nature
of the HSL protein. However, the overall
lack of homology with other lipases pre-
cludes assignment of specific functions
to different regions of the protein. Other
lipases with little primary sequence ho-
mology display highly similar structural
features based on crystal structure, but
the crystal structure of HSL is urgently
needed to gain further information. De-
tailed biochemical studies have provided
evidence for the existence of a distinct
lipid-binding domain that is separate from
the catalytic region. Mild proteolysis of

HSL with trypsin almost completely de-
stroyed its activity against trioleoylglycerol
with only marginal reductions against
water-soluble p-nitrophenylbutyrate, indi-
cating that HSL contains a lipid-binding
domain. As trypsin treatment generates
a stable 17.6-kDa fragment, it is reason-
able to assume that HSL is composed
of separately folded protease-resistant do-
mains joined by short protease-sensitive
linker regions. Studies on interfacial ac-
tivation, that is, enhancement of lipolytic
activity by the presence of a lipid-water
interface, provided additional evidence for
the existence of a separate lipid-binding
domain. Intact HSL is activated by the
presence of phospholipid vesicles or emul-
sified trioleoylglycerol, but these lipids
have no effect on activity of the 17.6-kDa
fragment on the water-soluble substrate,
strongly suggesting that proteolysis has
separated the lipid-binding domain from
the catalytic domain. A more stable pep-
tide comprising aa 1–323 can be generated
by prolonged incubation of HSL with en-
doproteinase Lys-C suggesting that this
fragment represents a separate structural
domain. Circular dichroism and fluores-
cence spectroscopy analyzes during denat-
uration with guanidine hydrochloride and
heat revealed two major steps of unfolding,
which is in agreement with the existence
of two distinct structural domains.

The amino-terminal 323-aa domain of
possibly globular structure is encoded by
exons 1–4 and has no primary or sec-
ondary structural similarity with known
proteins, but interacts with the adipocyte
lipid-binding protein, ALBP. The carboxy-
terminal portion of HSL is similar to
acetylcholinesterase, bile salt-stimulated li-
pase and several fungal lipases, and is
composed of α/ß-hydrolase folds that con-
stitute the catalytic site. The secondary
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structure elements that constitute this scaf-
fold are expected to be within regions
formed by amino acids 332–535 and
688–766 (rat). Despite lack of significant
primary sequence homology, the organiza-
tion of the secondary structure predicted
for the carboxy-terminal 450-aa of HSL is
similar to the secondary structure of two
fungal lipases from Geotrichum candidum
and Candida rugosa. Secondary structure
prediction in this region allowed the iden-
tification of the central elements of these
α/ß-hydrolase folds according to which a
three-dimensional model for this domain
was proposed. Elucidation of the crystal
structure for the Brefeldin A esterase from
Bacillus subtilis, a protein with significant
homology to HSL, confirmed the useful-
ness of this approach. On the basis of
molecular modeling, it was proposed and
later confirmed by site-directed mutagene-
sis, that Ser423, Asp703, and His733 (rat)
constitute the catalytic triad for HSL and
are found within this carboxy-terminal re-
gion. This portion is interrupted by the
150-aa regulatory module, which accord-
ing to secondary structure prediction, does
not contain α-helices and ß-sheets but har-
bors the known phosphorylation sites for
PKA, AMPK, and ERKs and therefore has
been assigned a regulatory function.

3.2
cAMP

TAG mobilization by lipolysis as a strictly
regulated process has been known since
the early 1960s, when it was estab-
lished that fast-acting hormones such as
ACTH and epinephrine increased lipol-
ysis, and that insulin counteracted this
activation. It was soon recognized that
cAMP was involved in the regulation of
the catecholamine-sensitive lipolytic activ-
ity in adipose tissue. Catecholamines can

either stimulate lipolysis via three sub-
types of ß-AR, which are positively coupled
to cAMP-synthesizing AC (adenylate cy-
clase) by Gs proteins, or inhibit lipolysis
via α2-AR, negatively coupled to the AC
by Gi proteins (Fig. 2). Concerning the
functional significance of adrenoceptor-
mediated increases in cAMP levels, two
points should be emphasized. First, lipoly-
tic agents generally increase the levels
of cAMP far above the concentration re-
quired for maximal activation of PKA.
Second, considerable species and tissue
specificity exists with regard to the dis-
tribution of adrenoceptor subtypes. In
humans, for instance, the interplay be-
tween α2- and ß-AR is important in
modulating cAMP levels in adipocytes. It
is now generally accepted that lipolytic re-
sponse of fat cells is controlled mainly
by the sympathetic nervous system and
by plasma insulin levels and depends on
the balance between stimulatory and in-
hibitory pathways. cAMP activates PKA
and this kinase then phosphorylates the
two main targets involved in the control of
lipolysis in the adipocyte, HSL and the per-
ilipins (Fig. 2). Phosphorylation of these
proteins dramatically increases lipolysis
(see below). Insulin is the physiologically
most important antilipolytic hormone. The
ability of insulin to antagonize hormone-
induced lipolysis can largely be explained
by its ability to lower cAMP levels and
thereby PKA activity, leading to a de-
crease in the phosphorylation state of HSL
and perilipin.

3.3
Phosphorylation of HSL

Phosphorylation of partially purified HSL
by PKA, leading to a moderate activa-
tion of its activity in vitro, was described
in the early 1970s and later confirmed.
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Subsequent phosphopeptide mapping and
phosphoamino acid analysis suggested
that HSL was phosphorylated on a single
serine residue, named the regulatory site.
Partial amino acid sequencing of phos-
phopeptides generated from bovine HSL,
together with determination of the primary
structure of rat HSL, allowed identification
of Ser563 as the regulatory site. How-
ever, more recent data have dramatically
challenged this view on the short-term reg-
ulation of HSL. The finding that mutation
of Ser563 did not abolish PKA-induced ac-
tivation of HSL led to the identification of
two novel PKA sites, Ser659 and Ser660,
that seem to be responsible in intact pri-
mary adipocytes for the activation of HSL
in response to isoproterenol stimulation.
The role of phosphorylation of Ser563 re-
mains elusive (Fig. 5).

Apart from three PKA phosphory-
lation sites described above, HSL is
phosphorylated in vivo in hormonally

quiescent cells at a site named the
basal site, corresponding to Ser565 in
rat HSL, that is, two residues carboxy-
terminal to Ser563. Glycogen synthase
kinase-4, Ca2+/calmodulin-dependent ki-
nase II, and AMP-activated protein kinase
(AMPK) phosphorylate Ser565 in vitro
without any direct effect on enzyme ac-
tivity (Fig. 5). AMPK has been proposed
to be the physiologically relevant kinase,
based on its involvement in other aspects
of lipid metabolism and on its proposed
role as fuel gauge. Furthermore, because
phosphorylation by AMPK prevented sub-
sequent phosphorylation of Ser563, and
vice versa, it was proposed that phosphory-
lation of Ser565 exerts an antilipolytic role.
This proposal is supported by experiments
showing that preincubation with AICAR
an activator of AMPK – causes a mod-
erate reduction of the lipolytic response
to catecholamines in primary adipocytes.
The data indicating mutually exclusive

Fig. 5 Working model of the interplay between basal and regulatory phosphorylation sites at HSL,
including the kinases and phosphatases involved. See text for details.
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phosphorylation at the basal and regulatory
sites imply that activation of HSL by PKA
has to be preceded by dephosphorylation
of the basal site. Whether this dephospho-
rylation is an important regulatory step
or merely a result of a high constitutive
protein phosphatase activity in the cell is
not clear. Moreover, the recent finding that
Ser563 is not essential for HSL activation
raises some questions regarding this an-
tilipolytic role of Ser565 phosphorylation.
Also, the moderate antilipolytic effect of
AICAR should be interpreted with caution
because this substance has many cellu-
lar effects and has been questioned as a
specific AMPK activator.

In fact, recent studies have elucidated
completely novel aspects of AMPK physi-
ology as it may be directly involved in the
ß-adrenergic regulation of lipolysis. Much
experimental evidence has promoted the
idea that AMPK acts as an intracellular
energy sensor, stimulated by the increased
intracellular AMP/ATP ratio when cells
are stressed by conditions such as hy-
poxia/ischemia in the heart and excessive
contraction in skeletal muscle. Activated
AMPK accelerates ATP-producing path-
ways, such as FA and glucose oxida-
tion, while reducing ATP consumption,
ultimately leading to the preservation
or restoration of adequate high-energy
phosphates. Whereas the importance of
AMPK to control lipid metabolism in
liver and muscle is well established, its
role in regulating lipolysis in adipose tis-
sue has remained controversial. Previous
observations led to the hypothesis that
AMPK antagonizes lipolysis in adipocytes
(see above), presumably to prevent fu-
tile cycling and depletion of ATP during
unrestrained simultaneous lipolysis and
reesterification. However, subsequent mu-
tational analysis of the PKA phosphoryla-
tion sites of HSL raised serious doubts

on the negative effect of AMPK phospho-
rylation on PKA-induced HSL activation,
which were then strengthened by the find-
ing that isoproterenol stimulated AMPK
phosphorylation and activity in isolated rat
adipocytes, in apparent contradiction to
an antilipolytic role for AMPK. Confirm-
ing and extending the latter study, it was
demonstrated recently, that treatment of
murine cultured 3T3-L1 adipocytes with
isoproterenol or forskolin promoted the
phosphorylation of AMPK at a critical acti-
vating Thr172 residue in a concentration-
and time-dependent fashion. This cor-
related well with stimulation of AMPK
activity as measured in the immune com-
plex. Analogs of cAMP mimicked the
effect of isoproterenol and forskolin on
AMPK phosphorylation. Treatment of the
adipocytes with insulin reduced both basal
and forskolin-induced AMPK phosphory-
lation via a pathway dependent on PI-3K.
Overexpression of a dominant-inhibitory
mutant of AMPK blocked isoproterenol-
induced lipolysis by about 50%. These
data indicate that in adipocytes a novel
pathway operates through which cAMP
can lead to the activation of AMPK, and
that this pathway is required for maximal
stimulation of lipolysis. However, overex-
pression of a constitutively active AMPK
version had a minimal effect on both
basal and isoproterenol-induced lipolysis
only, which may indicate that AMPK is
required but not sufficient for lipolysis in-
duction (in the absence of elevated cAMP).
Moreover, it remains unclear from this
study how agents that increase cAMP or
the nucleotide itself activate AMPK in in-
tact cells. Thr172, the phosphorylation site
on AMPK responsible for most of the
increase in AMPK activity, is not a consen-
sus PKA phosphorylation site, suggesting
that PKA regulates AMPK activity through
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an indirect mechanism, such as phos-
phorylating and activating an unknown
upstream AMPK kinase. Alternatively, the
effect of cAMP could be independent of
PKA. The other open question is how
AMPK regulates lipolysis. As already men-
tioned, phosphorylation of HSL at Ser563,
Ser659, and Ser660 by PKA alone does not
account for the maximal activity of HSL as
in vitro PKA phosphorylation causes a 1.5-
to 2.2-fold increase in HSL lipase activity
only, while isoproterenol stimulates FA re-
lease from adipocytes more than 50-fold.
AMPK phosphorylates Ser565, which is lo-
cated in the regulatory domain of HSL,
as are the PKA phosphorylation sites, in
vitro. Phosphorylation of Ser565 by AMPK
might, speculatively, be involved in reg-
ulation of the translocation of HSL to
the LD (see below). This would explain
the recent finding that mutation of this
residue abrogated the ability of HSL to
translocate to LD. In addition, or alterna-
tively, several other proteins, participation
of which in lipolysis has been documented,
such as perilipin (see below), may repre-
sent direct or indirect targets of AMPK.
Taken together, the available experimen-
tal evidence hints at a positive modulatory
role of AMPK in ß-adrenergic stimulation
of lipolysis, during which it undergoes
phosphorylation and activation and then
possibly phosphorylates HSL at Ser565,
leading to its translocation to LD. Physi-
ologically, this putative mechanism nicely
fits the commonly accepted role of AMPK
as intracellular energy sensor since it guar-
antees that ATP depletion in adipocytes
and in other tissues coordinated via the
ß-adrenergic response leads to enhanced
lipolysis, resulting in the release of FA that
can be oxidized by target tissues to com-
pensate for the increased demand for high
energy phosphates.

3.4
Dephosphorylation of HSL

Two major studies devoted to clarifying
the action of (protein phosphatases) PP
on HSL have demonstrated a several-fold
higher activity of PP2A and PP2C than
PP1 toward the PKA site (Ser563), even
though the source of both HSL and PP
differed in each study. The same was
true for the basal site, that is, Ser565.
Because of their higher abundance in
adipose tissue, PP2A and PP1 are the main
PP acting on HSL in vivo. A role for PP1
in selective dephosphorylation of the basal
site has been suggested. This, however,
was not supported by another study, which
showed a higher preference of PP1 for
the PKA sites than for the basal site. The
dephosphorylation of the novel PKA sites,
Ser659 and Ser660, as well as the possible
existence of specific HSL phosphatases,
remains to be investigated (Fig. 5).

3.5
Intrinsic HSL Activity

Historically, the major consequence of
HSL phosphorylation was thought to be
an increase in the catalytic activity of the
lipase toward TAG, which thereby triggers
lipolysis, but more recent observations in-
dicate that activation of lipolysis involves
a more complex and elegant series of re-
actions. Phosphorylation of HSL in vitro
leads to a moderate (twofold) increase
in activity against emulsified TAG sub-
strates, whereas ß-adrenergic stimulation
of adipocytes leads to a >50-fold increase
in the hydrolysis of TAG housed within
LD. A reasonable explanation for this
discrepancy is that (1) cytosolic HSL in
unstimulated adipocytes is already highly
active but has limited access to its sub-
strate contained within intracellular LD



662 Triacylglycerol Storage and Mobilization, Regulation of

and; (2) the major consequence of lipoly-
tic stimulation is the migration of HSL
toward the LD and a change in the LD sur-
face that provides access of the lipase to its
TAG substrate in the LD core. That HSL is
present in an active state in unstimulated
adipocytes is supported by comparisons of
lipolysis in intact control and stimulated
cells with the lipolytic activities of ho-
mogenates or sonicates derived from these
cells. Whereas lipolysis in intact stimulated
cells is far greater than in intact control
cells, there is little between the measurable
lipolytic activities in homogenates or soni-
cates of these control and stimulated cells.
Importantly, high HSL activity is found
in sonicates or homogenates of control
cells that exhibit only minimal lipolysis
before disruption of the cells. The condi-
tions of cell disruption in these studies
are unlikely to foster phosphorylation of
HSL because both PKA and ATP are di-
luted, and chelators in the homogenization
medium reduce the effective concentra-
tion of Mg2+, which is required for PKA
activity. Hence, it appears that the non-
PKA-phosphorylated HSL in homogenates
or sonicates of control adipocytes can
hydrolyze TAG at a rate nearly equal
to that exhibited by PKA-phosphorylated
HSL when acting on exogenous emulsi-
fied TAG substrates. The great increase
in the lipolytic activity in sonicates of un-
stimulated adipocytes may result from the
large increase in surface area of TAG aris-
ing from dispersion of the LD. It has
been speculated that the increase was
due to destruction of the integrity of the
LD surface. Implicit in both explanations
is the idea that, in the intact adipocyte,
HSL is active but has restricted access
to the TAG substrate. As reviewed be-
low, this is compatible with data showing
that lipolytic stimulation is accompanied
by a migration of HSL to the LD plus a

dramatic change in the structure of the
LD surface.

3.6
Translocation of HSL

3.6.1 Molecular Mechanism
cAMP-stimulated lipolysis in cultured
adipocytes is accompanied by redistribu-
tion of HSL from the aqueous supernatant
of homogenates of unstimulated cells to
the particulate fraction and the floating fat
cake of homogenates of stimulated cells.
These findings were later confirmed by
the direct immunological demonstration
of HSL movement from the cytosol to
the LD, leading to the hypothesis that a
major consequence of PKA activation is
the translocation of the phosphorylated
HSL from the cytosol to the LD. Subse-
quently, this hypothesis was confirmed by
examining the location of HSL in 3T3-L1
adipocytes with the use of immunofluores-
cence microscopy. In unstimulated cells,
the enzyme is disturbed diffusely in the
cytosol, but migrates to the LD surface
upon stimulation of lipolysis by the ß-AR
agonist, isoproterenol. This translocation
is reversible since upon addition of the ß-
AR antagonist, propranolol, to stimulated
cells, HSL resumes a diffuse distribution.
Furthermore, HSL leaks from adipocytes
into the medium when digitonin is used to
permeabilize unstimulated, but not stim-
ulated cells. These data suggest that HSL
is freely soluble in the cytosol of unstim-
ulated adipocytes and that its binding to
the LD surface in stimulated cells is rea-
sonably avid. Furthermore, HSL remains
bound to LD following fractionation of
stimulated cells. The temporal kinetics of
HSL translocation to and away from the
LD parallels the temporal kinetics of the
onset and termination of lipolysis. Because
the effects of isoproterenol are mimicked
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by nonhydrolyzable cAMP analogs, the
translocation reaction is downstream of
PKA activation. There appears to be no cy-
toskeletal involvement in the translocation
reaction, since translocation is unimpeded
by cytoskeletal poisons such as nocoda-
zole, cytochalasin B, and the combination
of these two agents. Thus, an impor-
tant consequence of lipolytic activation of
adipocytes is the translocation of HSL from
the cytosol to its substrate, that is, the TAG
in the core of LD (Fig. 4, step 4).

Meanwhile, HSL translocation seems to
be more complex and may be accompanied
by and/or trigger a conformational change
of HSL, leading to higher affinity for TAG
and/or phospholipids of the LD. In vitro,
even nonphosphorylated HSL binds read-
ily to phospholipid vesicles and mixed
phospholipid/DAG monolayers. However,
in intact cells, the interaction with the LD
only takes place upon lipolytic stimulation
and phosphorylation of HSL. Remark-
ably, a mutant variant in which the newly
described phosphorylation sites (Ser659,
Ser660) have been replaced by alanines
was unable to translocate. Of interest is
whether the different sites for PKA phos-
phorylation on HSL have different roles
in promoting cellular lipolysis, that is, in
triggering HSL translocation to LD versus
increasing intrinsic HSL activity toward
TAG in the LD core. HSL translocation
proceeds normally when either of these
two sites is mutated singly, but is abolished
on simultaneous mutation of both sites. By
analogy with other lipases, HSL might ex-
ist in two conformational states, an active
form – corresponding to the ‘‘open’’ form
exposing a large hydrophobic lid struc-
ture as observed for other lipases – and
an inactive ‘‘closed’’ form. In intact cells,
phosphorylation of HSL would be re-
quired to trigger the transition from the
‘‘closed’’ to the ‘‘open’’ form, exposing the

hydrophobic lid structure for interaction
with TAG. In vitro, HSL may be perma-
nently stabilized in the ‘‘open’’ form by
the nonionic detergent required to keep
the enzyme soluble and active in its pu-
rified form, thus making phosphorylation
unnecessary. This mechanism of stabiliza-
tion of the ‘‘open’’ form by a micelle of
tensioactive molecules has been elegantly
demonstrated for pancreatic lipase.

Recently, the involvement of multiple
mechanisms for hormonal regulation of
lipolysis by HSL has convincingly been
demonstrated with transgenic mice ex-
pressing human HSL in WAT. HSL
mRNA levels were increased in WAT
threefold versus endogenous HSL. The
lipolytic activity against TAG was ele-
vated in WAT of transgenic compared
with wild-type mice, which may explain
the observed more pronounced reduction
of body weight and fat mass in trans-
genic compared with wild-type mice after a
four-day calorie restriction. However, and
surprisingly, the cAMP-inducible lipolytic
response was lower in adipocytes prepared
from transgenic mice. Thus, these data
suggest that mechanisms other than phos-
phorylation, translocation, and intrinsic
activity of HSL may become rate limiting
for lipolytic degradation of TAG in LD of
intact adipocytes, at least under conditions
of HSL overexpression, some of which
and the components putatively involved
are discussed below.

3.6.2 Involvement of Perilipins
Initially it was proposed that the function
of perilipin could be to anchor HSL to its
TAG substrate as a ‘‘docking protein’’ at
the surface of LD when phosphorylated.
However, attempts to coimmunoprecipi-
tate (PKA-phosphorylated) HSL and per-
ilipin offer no evidence of any direct in-
teraction between these two proteins, nor
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does a yeast two-hybrid screen. A salient
feature of perilipins A and B is their phos-
phorylation by PKA. The A isoform has six
predicted sites for PKA phosphorylation,
three of which are in perilipin B. Most, if
not all, of these sites in perilipin A appear
to be phosphorylated upon lipolytic ac-
tivation of adipocytes. The PKA-mediated
phosphorylations occur on serine residues.
By contrast, in unstimulated cells, one or
more threonine residues, as yet not identi-
fied, are phosphorylated. Because perilipin
A is polyphosphorylated by PKA during
lipolytic activation of adipocytes, a role
for perilipin in lipolysis has been hy-
pothesized. As cytosolic HSL seems to
be in an activated state in the absence
of PKA phosphorylation, one must ask
why the lipase does not bind to and hy-
drolyze TAG in unstimulated adipocytes.
There are two possible explanations. First,
despite the evidence that in intact cells non-
phosphorylated HSL behaves like a freely
soluble cytosolic protein, this HSL form
might be constrained from reaching the
LD due to its association with another
protein (see below). Secondly, perilipins
could serve to block HSL action in unstim-
ulated cells. During the last decade, the
common hypothesis has been that non-
PKA-phosphorylated perilipins suppress
lipolysis by denying HSL access to TAG in
the core of the LD (Fig. 4, step 5). Several
lines of evidence support this:

Mutational analysis of the three con-
sensus PKA sites in perilipin A that are
common to both perilipin A and B (Ser81,
Ser222, Ser276) was performed to analyze
the role of PKA-mediated hyperphospho-
rylation of perilipin in regulating lipolysis.
When the mutant protein (delta3) was ex-
pressed in cells overexpressing acyl-CoA
synthase-1 (ACS1) and fatty acid-binding
protein-1 (FATP1), like wild-type perilipin

A, the mutant one targeted itself to the sur-
face of LD, increased TAG accumulation,
and decreased basal lipolysis. However,
unlike perilipin A, perilipin-delta3 blocked
PKA-stimulated lipolysis in ACS1/FATP1
cells overexpressing HSL. Thus, PKA-
stimulated phosphorylation of perilipin
A is necessary to abrogate perilipin’s A
inhibitory action on lipolysis. Because
perilipin A and B share the same PKA
phosphorylation sites that were mutated,
it can be speculated that perilipin B may
also modulate PKA-stimulated lipolysis.
If perilipins A and B assume similar ex-
tended conformations at the LD surface,
the greater protection against hydrolysis
of the longer splice variant, perilipin A,
may be attributed to its greater length and
thus greater coverage of the LD surface,
that is, it is the extended unique carboxy-
terminal tail (12 kDa) of perilipin A that
is important in protecting against lipolysis
in the unstimulated state. Since perilip-
ins are major substrates of PKA, which
polyphosphorylates perilipins on lipolytic
stimulation, that is, in parallel to lipid hy-
drolysis, it follows that phosphorylation
of PKA sites in the amino-terminal re-
gion induces a conformational change in
the carboxy-terminal region that exposes
portions of the LD surface to HSL ac-
tion. Furthermore, expression of native
and mutated forms of perilipin A and B
in CHO fibroblasts revealed that perilipin
A inhibits TAG hydrolysis by 87% when
PKA is quiescent but that activation of PKA
and phosphorylation of perilipin A pro-
vokes a sevenfold lipolytic activation. No
HSL was detected by immunoblotting in
these cells nor could any PKA-stimulated
lipolytic activity in CHO cell homogenates
be measured. Thus, the lipase respon-
sible for TAG hydrolysis in CHO cells
appears unresponsive to PKA, and PKA
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regulation of lipolysis in CHO cells ex-
pressing perilipin A is concluded to result
solely from the PKA phosphorylation of
perilipin, which is supported by the find-
ing that mutation of selected PKA sites
eliminated this regulated response. Un-
like perilipins, ADRP has no consensus
sequences for PKA phosphorylation and
thus is unlikely to be phosphorylated in
lipolytically stimulated cells.

In agreement with the above findings,
perilipin A acts cooperatively with HSL
in lipolysis when both proteins are intro-
duced into CHO cells. Thus, the ability
of perilipin to regulate lipolysis of TAG
in the core of LD appears to be man-
ifested with any lipase that has access
to the LD surface. The enhancement of
lipolytic activity by perilipin A and the en-
dogenous lipase of CHO cells is clearly
time-dependent, requiring at least 30 min
after stimulation to become manifest. In
contrast, when both HSL and perilipin are
introduced into CHO cells, the lipolytic
activation occurs with no detectable lag.
Phosphorylation of HSL is assumed to fos-
ter this immediate reaction, in contrast to
the endogenous lipase, which is apparently
not a PKA substrate.

Additional support for the barrier hy-
pothesis for perilipin is based on analyzes
of the stimulation of adipose cell lipolysis
with the cytokine, tumor necrosis factor-
α (TNF-α). Several cytokines, including
TNF-α, increase lipolysis in adipocytes.
Unlike the fast-acting lipolytic hormones,
which activate PKA and increase lipolysis
within minutes, TNF-α requires at least
6 to 8 h to initiate a lipolytic response.
Moreover, TNF-α does not increase PKA
activity. However, the cytokine does ter-
minate expression of the perilipin gene,
and within 24 h of exposure of the cells
to TNF-α the perilipin content of cells
is reduced by up to approximately 50%.

This reduction in perilipin accounts for
the increased lipolysis since adenovirus-
mediated expression of perilipins A or
B prevents TNF-α-stimulated lipolysis. In
contrast to the endogenous perilipin, that
produced by the adenovirus construct is
not attenuated by the cytokine. Thus, the
data indicate that perilipins not phospho-
rylated by PKA inhibit lipolysis and that
phosphorylation of perilipins abrogates
this barrier (Fig. 4, step 5).

Most interestingly, increased PKA ac-
tivity in 3T3-L1 adipocytes is correlated
with dramatic and reversible changes at the
LD surface. Immunofluorescence staining
for perilipin decreased at the periphery
of large LD, suggesting that PKA activa-
tion lowers the density of the perilipin
coat at the LD surface, either by an in-
crease of the total LD surface area leading
to ‘‘dilution’’ of perilipin or, more likely,
loss of perilipin from the LD due to its
translocation into the cytosol. The appar-
ent reciprocal translocation of HSL (Fig. 4,
step 4) and perilipin (Fig. 4, step 6) be-
tween LD and cytosol seems to depend on
the ‘‘age’’ of the adipocytes. In young male
rats (160–200 g), the translocation of HSL
in response to isoproterenol closely paral-
leled the stimulation of lipolysis, but there
was no translocation of perilipin from LD
to the cytosol. By contrast, upon lipolytic
stimulation and perilipin phosphorylation
in adipocytes from older rats, there was
no translocation of HSL but a signifi-
cant translocation of perilipin away from
the LD. Furthermore, the maximum rate
of lipolysis induced by isoproterenol was
markedly lower in cells from older rats
than in those from younger rats. A similar
redistribution of perilipin has also been
reported for 3T3-L1 adipocytes. This ‘‘re-
verse’’ perilipin translocation is unlikely
to involve a conformational change that
allows perilipin to become freely soluble
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in the cytosol as it is extremely hydropho-
bic. Instead, phosphorylation of perilipin
and/or some other mechanism may trigger
an alteration in the LD surface, render-
ing LD more susceptible to disruption
by fractionation procedures, resulting in
the release of apparently ‘‘free’’ perilipin
in the cytosolic fraction. In conclusion,
the results with older rats emphasize that
lipolytic stimulation is not due to HSL
translocation alone. The current specula-
tion is that this diminution of the perilipin
coating may represent one mechanism
whereby perilipin contributes to lipolysis
in adipocytes. However, it appears that
the translocation of perilipin is not essen-
tial for the stimulation of lipolysis in all
cells, or may not be the only or predom-
inant mechanism as it is not observed in
adipocytes from young male rats in which
translocation of HSL was apparent upon
lipolytic stimulation.

3.6.3 Involvement of ADRP
As already mentioned, perilipin can shield
lipid esters in LD from lipase activity.
When phosphorylated by PKA upon cat-
echolamine stimulation, perilipin not only
downregulates its barrier function, but also
promotes translocation of lipases and en-
ables efficient hydrolysis of TAG. On the
other hand, ADRP is not likely to function
as a shield against lipases, but it binds to
NBD-FA and NBD-cholesterol, stimulates
uptake of long-chain FA, and increases the
cellular content of TAG. These properties
suggest the importance of ADRP in the in-
tracellular lipid trafficking, but the whole
picture of its physiological function has not
been delineated. The function of ADRP
was examined by searching for proteins
that interact with ADRP. By the yeast two-
hybrid screening, ADP-ribosylation factor
1 (ARF1), a GTP-binding protein, was ob-
tained as a candidate, and confirmed that

it binds to ADRP both in vivo and in
vitro. Interestingly, the GDP-bound ARF1
showed a higher affinity to ADRP than
its GTP-bound form. Consistent with the
property, when cells were treated with
BFA, a reagent that inhibits ARF guanine
nucleotide exchange factors, ADRP was
dissociated from LD. The result indicates
that an ARF1-dependent mechanism could
affect association of ADRP to LD. It also
showed that LD is a target of BFA action.

In addition, ARF1 is known to interact
with a number of effector proteins, includ-
ing phospholipase D, phosphatidylinositol
4-phosphate 5-kinase, and clathrin adap-
tor protein. These effectors interact with
ARF1-GTP. Preferential binding to ARF1-
GDP was also reported previously for p23,
a transmembrane protein, which mediates
recruitment of ARF1-GDP to the Golgi
membrane. ARF-guanine nucleotide ex-
change factors also bind to ARF1-GDP.
But ADRP does not have apparent se-
quence similarity to these proteins, and
appears to be dissociated from LD upon
binding to ARF1-GDP. It is not clear why
dissociation of ADRP does not occur in
the normal untreated cell, in which ARF1-
GDP should exist in the cytosol, but several
possibilities can be speculated. First, even
though ARF1-GDP continuously dissoci-
ates ADRP from LD at a certain rate, it
may be at equilibrium with ADRP that
is newly synthesized and recruited to LD.
Second, although a molecule correspond-
ing to Rab-guanine nucleotide dissociation
inhibitor has not been reported for ARF,
it might exist, and ARF1 bound with the
putative ARF1-guanine nucleotide dissoci-
ation inhibitor may not be able to interact
with ADRP. Third, most ARF1 may be
readily converted to ARF1-GTP by ARF1-
guanine nucleotide exchange factors in
the normal state, and thus dissociation
of ADRP from LD may occur only when
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ARF1-GDP increases by some stimulation.
A number of ARF-GTPase activating pro-
teins reported to exist in mammalian cells
may be involved.

How does binding of ARF1-GDP cause
dissociation of ADRP from LD? Previous
studies showed that two independent seg-
ments, located in the amino and carboxyl
termini of ADRP, can target the molecule
to LD, whereas the central portion inter-
posed between them is dispensable. It
is now clear, that the central segment,
174–282, is involved in binding to ARF1.
The relatively hydrophilic profile of the
central segment suggests that it does not
adhere to LD through hydrophobic inter-
actions and may be able to interact with
cytosolic molecules. In this context, it is
noteworthy that the corresponding portion
of TIP47 constitutes a unique α/β-domain
and the first helix of the four-helix bundle,
and makes a hydrophobic cleft in between
where a lipid molecule may bind. Se-
quence alignment suggests that the central
domain of ADRP takes a similar struc-
ture. Binding of ARF1 to critical domains
may influence ADRP functionally and/or
structurally, and eventually cause its disso-
ciation from LD.

ADRP and perilipin are thought to
be translated on free ribosomes, and
they resemble each other in that sev-
eral independent segments are involved
in binding to LD. These properties may
suggest that ADRP and perilipin adhere
to LD by a similar mechanism. However,
they are divergent in two important as-
pects. First, despite the sequence similarity
in the amino-terminal PAT-1 domain,
binding to LD is mediated by relatively
dissimilar domains. Second, phosphory-
lation/dephosphorylation of perilipin reg-
ulates its binding to LD, whereas ADRP
is not likely to be phosphorylated in vivo.
Instead, FA may be involved in binding

of ADRP to LD. A recent study showed
apparent degradation of ADRP after the
BFA-induced dissociation as well as the
lack of promoting effect of ARF1-GTP on
new LD formation. These findings suggest
that ADRP dissociates from LD in an irre-
versible manner, and that the mechanism
of LD binding may be different between
ADRP and perilipin. BFA has been used
as a reagent to inhibit vesicular trans-
ports. In addition, it causes redistribution
of caveolins to LD (see above). In untreated
cells, caveolins are present in the plasma
membrane, endosome, and the Golgi, but
after BFA treatment, they become concen-
trated in LD. This phenomenon has been
thought to occur by translational diffusion
of caveolins from the ER membrane to
the LD surface, that is, due to inhibition
of the ER-to-Golgi transport, an excessive
amount of caveolins accumulate in the ER
membrane and overflow to the LD sur-
face. But in view of the effect of BFA
upon ADRP and LD, the mechanism caus-
ing the redistribution of caveolins to LD
may need to be reconsidered. One possible
model is that ADRP normally coats the LD
surface and blocks translational influx of
ER membrane molecules by diffusion, but
that dissociation of ADRP caused by BFA
enables influx of ER membrane molecules
into LD. As a modified version of this
model, it is possible that dissociation of
ADRP from LD may not be completed by
binding to ARF1-GDP, but may occur only
when the incoming ER proteins physically
dislocate ADRP. In this case, the effect of
BFA on ADRP is both direct and indirect.
The latter model could explain the length
of time required for the BFA effect on
ADRP to become apparent.

It is noteworthy that LD of some cell
types contains abundant free cholesterol.
Free cholesterol in the LD surface may be
important in sequestering a selected set
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of proteins including caveolins. Despite
the fact that inhibition of the ER-to-
Golgi transport by BFA could cause
accumulation of caveolins in the ER
membrane and the subsequent diffusion
to LD, the prominent concentration of
caveolins in LD, and their retention even
after BFA wash out cannot be explained
simply by the overflow model. Dissociation
of ADRP, a cholesterol-binding protein,
and the resultant availability of free
cholesterol may be important for the
retention of caveolins in LD. Besides the
direct action on ADRP, other ARF1-related
pathways may work to cause the observed
effect on LD. For example, phospholipase
D was shown to be involved in new LD
formation in vitro (see above). If turnover
of LD is rapid in living cells and continuous
formation is required to maintain constant
LD volume, suppression of phospholipase
D by BFA may contribute to reduce the
total LD volume in a cell.

3.7
Feedback Inhibition of HSL

HSL is inhibited in a noncompetitive
manner by oleoyl-CoA, oleic acid, and
2-monopalmitoylglycerol, with 50% inhi-
bition at 0.1, 0.5, and 500 µM, respectively.
Feedback inhibition of HSL by oleoyl-CoA
and oleic acid may therefore prevent ac-
cumulation of free FA and cholesterol in
the cell, whereas 2-monoacylglycerol may
act as a feedback inhibitor if the capacity of
2-monoacylglycerol lipase is exceeded. The
inhibition of HSL by oleoyl-CoA and oleic
acid at concentrations well below their
critical micellar concentrations (reported
for fatty acyl-CoAs, 30–60 µM; for FA
0.8–1 mM) rules out any detergent effects,
implying that inhibition is via binding to a
specific site on the enzyme protein [Fig. 6].

FA inhibit AC and therefore cAMP accu-
mulation in the adipocyte. Furthermore,
PKA can phosphorylate and thereby stim-
ulate phosphodiesterase, PDE3, directly
or possibly indirectly by phosphorylating
and activating the postulated PDE3 ki-
nase (PDE3K), which finally leads to cAMP
degradation. These mechanisms would re-
duce HSL activation by phosphorylation.
The four inhibitory feedback loops may
therefore act together to prevent further
accumulation of FA released from lipol-
ysis and therefore possible cell damage
via detergent properties inherent in high
concentrations of FA (Fig. 6).

The observed inhibition of HSL by 2-
monopalmitoylglycerol may also be of
significance as a feedback control of lipol-
ysis. As a result of preferential cleavage
of 1(3)-ester bonds by HSL, the hydrol-
ysis of TAG and subsequently of DAG
yields 2-monoacylglycerol. This is a poor
substrate for HSL and therefore a distinct
2-monoacylglycerol lipase is required for
the final step of lipolysis to yield free NEFA
and glycerol. If the rate of production of 2-
monoacylglycerol by HSL exceeds its rate
of hydrolysis by the 2-monoacylglycerol li-
pase, the resultant accumulation of this
lipid may prevent its further generation.
However, the physiological conditions un-
der which this might occur are unknown,
as 2-monoacylglycerol lipase is reported to
be present in adipocytes in sufficient quan-
tity and is not rate limiting, even during
hormonally stimulated lipolysis.

The two key enzymes in FA synthe-
sis and cholesterol synthesis, ACC1, and
HMG-CoA reductase, are also inhibited
by oleic acid and oleoyl-CoA in a non-
competitive manner and over similar con-
centration ranges as for HSL. All three
enzymes are phosphorylated by the AMPK.
Phosphorylation of ACC1 and HMG-CoA
reductase results in direct inhibition of
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Fig. 6 (Hormonal) regulation of TAG
mobilization in adipocytes by translocation of
HSL and perilipin as well as the molecular
mechanisms involved (phosphorylation by PKA,
dephosphorylation by protein phosphatases PP
and interaction with lipotransin, LPT, near the ER

and LD; the role of lipotransin in HSL
translocation reported by one group so far, only,
remains to be confirmed and analyzed in greater
detail). Phosphorylation is depicted as filled
circles. See text for details.

these enzymes. AMPK is itself activated
by nanomolar concentrations of fatty acyl-
CoA. Thus, a coordinated feedback mech-
anism may exist whereby elevated levels
of FA or fatty acyl-CoAs regulate the lev-
els of free cholesterol and FA in the
cell via inhibition of their de novo syn-
thesis and mobilization from their stores
through lipolysis.

Utilizing an yeast two-hybrid screen
of a rat adipose tissue library, it was
demonstrated that HSL specifically inter-
acts with adipocyte lipid-binding protein
(ALBP or aP2) and the amino-terminal

300 aa of HSL has been identified as
the region responsible for this interaction.
This adipose-specific fatty acid-binding
protein is expressed during adipocyte dif-
ferentiation and makes up to 6% of
cytosolic protein in mature fat cells.
Fatty acid-binding proteins (FABP) are
abundant low-molecular-weight cytoplas-
mic proteins that are involved in intra-
cellular trafficking and targeting as well
as metabolism of FA. ALBP binds FA,
retinoids, and other hydrophobic ligands
and is postulated to shuttle FA within the
aqueous cytosol toward the membranes of
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the relevant intracellular organelles that
are involved in TAG synthesis and oxi-
dation. This transfer is believed to occur
via a collision mechanism that depends
on the interaction of organelle mem-
brane phospholipids with basic residues
of ALBP, resulting in partitioning of FA
to organelles for metabolic utilization. It
has been proposed that intracellular FABP
function to sequester FA, thus serving as
an intracellular buffer. Because HSL and
ALBP interact, it was also hypothesized
that ALBP might prevent direct feedback
inhibition of HSL by high local concen-
trations of NEFA released at the site of
hydrolysis (see above). Consistent with
this view, adipocytes from ALBP-null mice
exhibit markedly reduced basal and stim-
ulated lipolysis both in situ and in vivo,
but show few phenotypic changes when
fed a standard low-fat diet, with the excep-
tion of slightly lower plasma glucose and
TAG concentrations in the fasted state.
This may be based on increased expression
of keratinocyte fatty acid-binding protein
in ALBP-null mice, normally expressed
at low levels in adipose tissue. However,
in contrast to wild-type controls, high-fat
feeding did not lead to hyperinsulinemia
and insulin resistance in ALBP-null mice,
despite similarly elevated body weights. No
major abnormalities in adipocyte TAG syn-
thesis were observed in ALBP-null mice
with compensation by keratinocyte FABP.
Therefore, deficiency of ALBP was asso-
ciated with partial protection from mild
insulin resistance resulting from short-
term high-fat feeding, possibly by relieving
HSL from feedback inhibition by NEFA.
In the opposite concept for the function
of ALBP, it delivers FA to HSL, thereby
mediating the inhibition of its catalytic
activity by FA. Evidence has accumulated
that the interaction of ALBP and HSL con-
stitutes an additional mechanism whereby

the hydrolytic activity of HSL is regulated
(Fig. 7). Thus, incubation of ALBP with
purified recombinant HSL in vitro led to
an increase in TAG hydrolysis. This ALBP-
induced increase in hydrolytic activity was
due to at least two components. First, a
small nonspecific effect of added ALBP,
perhaps altering the surface tension of the
TAG substrate and thereby leading to in-
terfacial activation of HSL, and, second,
a specific effect. The specific effect of the
ALPB-induced increase in HSL hydrolytic
activity appeared to be based primarily on
the ability of ALBP to interact with HSL.
The ability of ALBP to bind FA did not
seem to be required for this effect since an
FA-binding mutant of ALBP, which binds
normally to HSL, displayed a similar capac-
ity to increase activity as wild-type ALBP.
There was no evidence that the ALBP-
induced increase in HSL activity was due
to changes in the dimerization of HSL,
which has been reported previously. Fur-
thermore, the ability of ALBP to increase
HSL hydrolytic activity was also demon-
strated in situ in cells cotransfected with
HSL and ALBP as compared with HSL and
vector alone. Importantly, the ability of FA
to inhibit HSL hydrolytic activity was atten-
uated by coincubation with ALBP. Here,
the specific effect of ALBP to protect HSL
from FA-induced inhibition appeared to
depend in part on the ability of ALBP both
to interact with HSL and to bind FA since
the ALBP FA-binding mutant did not pre-
serve HSL activity as effectively as native
ALBP when exposed to higher concentra-
tions of FA. The level of ALBP in vivo is,
notably, extremely high (estimated to be
250–400 µM), suggesting that, within the
cellular context, ALBP can relieve product
inhibition by sequestration of FA to a much
greater degree than measured in vitro or
in situ. On the basis of the amount of FA
released from isolated adipocytes and the
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Fig. 7 Working model for the short-term
inhibition of HSL activity/phosphorylation by
insulin, including mechanisms of feedback
inhibition by lipolytic end products and positive
antilipolytic cross-talk to the insulin signaling

cascade in adipocytes. Operation of a putative
PDE3K downstream of PKB as well as direct
phosphorylation/activation of PDE3B by the
insulin receptor (IR) and/or PI3K is indicated.
See text for details.

estimated water volume of an adipocyte,
the intracellular concentration of FA is es-
timated to be 600 ± 74 µM. The near 1 : 1
stoichiometry of the total FA pool with
ALBP and the high affinity of FA for this
protein, measured by a combination of
titration calorimetry and fluorescence dis-
placement assays, suggest that FA in the
adipose cell are largely, if not exclusively,
protein-bound.

By analysis of a series of deletional
mutants of HSL in GST pull-down ex-
periments, the region of HSL interacting
with ALBP was localized to aa 192–200.
In particular, site-directed mutagenesis of
His194 or Glu199 eliminated the ability of
HSL to interact with ALBP. Thus, these

two residues, either directly or indirectly,
are critical for mediating the interaction of
HSL with ALBP. Interestingly, HSL mu-
tants H194L and E199A, each of which
retained normal basal hydrolytic activity
but were unable to bind ALBP, failed
to display an increase in hydrolytic ac-
tivity when cotransfected with wild-type
ALBP. The retention of normal basal hy-
drolytic activity by these mutants argues
against mutations at these sites affect-
ing HSL dimerization, since monomeric
HSL displays only 1/40 the activity of the
dimer. Moreover, this is consistent with
the finding that no apparent increase in
HSL dimerization occurred upon incuba-
tion with ALBP. Consequently, the capacity
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of ALBP to increase the hydrolytic activity
of HSL is, apparently, not due solely to
the ability of ALBP to bind and sequester
FA, but also appears to depend on the
physical interaction of ALBP with HSL.
This suggests that the binding of ALBP
to HSL might either alter its conforma-
tion, allowing TAG to access the catalytic
site more efficiently or preventing FA from
inhibiting HSL through a conformational
change or steric inhibition. Experiments
with ALBP-null mice indicate that these
functional consequences of the interaction
of ALBP with HSL occur in vivo. Thus, the
current observations are consistent with
the proposal that ALBP (aP2) and HSL
constitute a lipolytic complex (Fig. 7). This
complex functionally results in an increase
in the hydrolytic activity of HSL brought
about by the physical interaction of HSL
with ALBP and by the ability of ALBP to
bind and sequester FA. Thereby, lipoly-
sis and intracellular trafficking of FA are
controlled in an organized fashion.

3.8
Expression of HSL

Existing adipocyte-like cell lines, such as
3T3-L1, 3T3-F442A, and BFC-1, together
with primary adipocyte cultures, have been
used to investigate the effects of differ-
ent nutritional and hormonal factors on
HSL expression. cAMP and phorbol es-
ters decrease HSL expression in mature
3T3-F442A and BFC-1 adipocytes via two
apparently distinct mechanisms. Insulin,
growth hormone, and retinoic acid and
oleic acid reportedly had no effect on
HSL expression in mature 3T3-F442A
adipocytes. In a study on isolated rat
adipocytes in culture, dexamethasone in-
creased HSL mRNA fourfold, whereas
adrenaline and growth hormone had
no effect.

The expression of HSL protein and
mRNA levels are lower in subcutaneous
fat stores compared with internal (visceral,
omental) fat depots in the rat, suggesting
a possible basis for the differences in
the rate of lipolysis among various fat
depots. In contrast, subcutaneous fat
in humans has a higher HSL mRNA
expression and HSL activity than omental
fat. Human subcutaneous fat cells are
larger and there is a positive correlation
between fat cell size and HSL expression.
When controlled for adipocyte cell size,
the amount of HSL protein and HSL
mRNA levels in subcutaneous adipocytes
show a strong correlation with maximum
lipolytic activity.

3.9
Non-HSL Lipases

Until recently, HSL was considered to
be the principle or the only mediator of
lipolysis in WAT. However, gene-targeted
HSL-deficient mice with no detectable
HSL show active HSL-independent lipol-
ysis. Although HSL−/− mice have a
severely blunted response to adrenergic
stimulation, the basal lipolytic rate of iso-
lated adipocytes was somewhat greater in
HSL−/− cells than in normal cells. In
HSL−/− mouse embryonic fibroblasts, the
basal lipolytic rate is equal in HSL−/− cells
and controls. In homogenates of WAT and
of embryonic fibroblasts from HSL−/−
mice, total TAG hydrolase (lipase) activ-
ity is 40 to 45% of that of normal mice.
Therefore, HSL appears to be responsi-
ble for hormone-stimulated lipolysis, but
the enzyme(s) mediating basal lipolysis re-
mained unknown until the recent use of
functional proteomics to detect non-HSL
lipase(s) in mouse WAT.

After cell fractionation of intraabdom-
inal WAT, most non-HSL neutral lipase
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activity is localized in the 100 000 × g in-
franatant and fat cake fractions. By oleic
acid-linked agarose chromatography of in-
franatant followed by elution in a CHAPS
gradient, two peaks of esterase activity
were identified using p-nitrophenyl bu-
tyrate as a substrate. One of the peaks
contained most of the lipase activity. In the
corresponding fractions, gel permeation
chromatography and SDS-PAGE, followed
by tandem mass spectrometric analysis
of excised Coomassie Blue–stained pep-
tides, revealed carboxylesterase 3 (TAG
hydrolase [TGH]). TGH is also the prin-
ciple lipase of WAT fat cake extracts.
Partially purified WAT TGH had lipase
activity as well as lesser but detectable
neutral cholesterylester hydrolase activity.
Western blotting of subcellular fractions of
WAT and confocal microscopy of fibrob-
lasts following in vitro adipocytic differen-
tiation are consistent with a distribution
of TGH to ER, cytosol, and the LD. TGH
is responsible for a major part of non-
HSL lipase activity in WAT in vitro and
may mediate some or all HSL-independent
lipolysis in adipocytes.

Both subcellular fractionation and con-
focal immunofluorescence microscopy
suggest that TGH is present in the cy-
tosol, in the ER, and also on the LD
surface. TGH has previously been iso-
lated from pig liver microsomes and from
rat liver cytosol. In WAT, the distribu-
tion of TGH with that of the ER luminal
enzyme, α-glucosidase II was compared.
A greater fraction of TGH than of α-
glucosidase II was present in the cytosol,
suggesting that the presence of TGH in
this compartment may not be due simply
to spillage. Other possibilities cannot be
eliminated, such as nonhomogeneous dis-
tribution of enzymes within adipocyte ER
and selective disruption of TGH-enriched

ER during preparation. Of note, the mi-
crosomal proteins TGH, calnexin, and
α-glucosidase II were all present in fat
cake. Part of this may be artifactual, due to
nonspecific hydrophobic affinity of these
proteins for the LD during subcellular frac-
tionation. On confocal microscopy, some
TGH immunofluorescence is in immedi-
ate proximity to the LD surface, and some
merge with that of perilipin. These obser-
vations are consistent with a true in vivo
relationship between the LD surface and
ER. This has previously been suggested by
electron microscopic data showing prox-
imity of some ER cisternae with the LD
surface and by reports that LD may arise
from the ER and of the presence of other
ER proteins on the LD surface (see above).
Given that TGH, a microsomal protein,
accounts for most non-HSL intracellular li-
pase activity in WAT at neutral pH in vitro,
the possibility that ER may be directly in-
volved in adipocyte lipolysis merits further
experimentation.

3.10
Release of FFA

While liberated FA from adipocytes was
believed to be transported by simple
diffusion, recent studies have identified
several membrane proteins that trans-
port NEFA across the adipocyte plasma
membrane. These include the FA trans-
port protein, FATP, plasma membrane
fatty acid-binding protein and fatty acid
translocase, which are expressed in tis-
sues with a high metabolic capacity for FA,
such as WAT, skeletal muscle, and heart.
Protein-mediated FA transport is assumed
to occur via facilitated diffusion along the
concentration gradient formed between
the intracellular and plasma NEFA con-
centrations. Thus, during starvation the
release of NEFA from adipose tissue into
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the plasma is determined by the adipocyte
lipolytic state, the coronary flow and the
peripheral removal of NEFA. CD36 is a
class B scavenger receptor that binds mul-
tiple ligands, including FA, and has been
proposed to function as the predominant
transporter of long-chain NEFA, acting
as a gatekeeper. Adipose cells of CD36
null mice show a decreased capacity to
incorporate long-chain NEFA into TAG.
Although neither the effects of CD36 defi-
ciency on adipose mass, adipocyte size,
or insulinemia have been reported, an
approximately 30% reduction in plasma
glucose concentrations has been observed.
Transgenic mice overexpressing CD36 in
skeletal muscle showed increased glucose
and insulin concentrations together with
decreased plasma concentrations of NEFA
and TAG at the same time as having in-
creased FA oxidation in muscle. FATP
expression is augmented by fasting and
damped by insulin.

A number of studies in recent years
have implicated changes in circulating
FA and FA metabolism with impaired
insulin sensitivity in skeletal muscle. A re-
cent study demonstrates for the first time
that in muscle from obese subjects and
NIDDM patients, rates of FA transport are
increased. This was associated with the in-
creased plasmalemmal content of CD36.
This greater influx of FA contributes to
the excess accumulation of intramyocel-
lular TAG, since the rates of long-chain
FA esterification are increased in skele-
tal muscle from obese subjects. Although
there has been some debate as to whether
long-chain FA traverses the plasma mem-
brane via unregulated diffusion or protein-
mediated processes, molecular evidence
indicates that both processes occur. Us-
ing animal models, translocation of CD36
from an intracellular depot to the plasma
membrane by muscle contraction and by

insulin has been demonstrated, and this
increase in plasmalemmal CD36 increases
FA uptake into muscle tissue. Interest-
ingly, in human muscle of obese and
NIDDM patients, the skeletal muscle FA
transport rates and plasmalemmal CD36
were significantly increased, while the total
available pool of CD36 (plasmalemmal +
intracellular) was not altered, which paral-
lels previous observations in muscle from
obese Zucker rats. Changes in plasmalem-
mal FABP were not observed in either
insulin-resistant animal muscle or human
muscle from obese and NIDDM patients.
The impairment of CD36 cycling between
subcellular compartments is reminiscent
of a similar disturbance in the insulin-
responsive glucose transport system. It is
well known that GLUT4 cycling between
the cell surface and intracellular depots
is impaired in skeletal muscle in obesity
and NIDDM despite similar levels of total
GLUT4. Thus, the impairment in CD36
and GLUT4 cycling are juxtaposed. In
obesity and NIDDM, CD36 is retained at
the cell surface while GLUT4 is retained
within the intracellular depots. Given the
strong association between FA transport
and intracellular TAG, a marker of insulin
resistance (see above), it is tempting to
speculate about a cross talk between CD36
and GLUT4 signaling pathways.

The increase in rates of long-chain FA
esterification and the positive association
between FA transport and TAG concentra-
tion in skeletal muscle strongly suggests
that the increased long-chain FA trans-
ported into muscle contributes to the
accumulation of intramyocellular TAG. It
has been proposed that the TAG concentra-
tions in obesity and NIDDM are increased
owing to an increase in plasmalemmal
CD36. This increase then serves to in-
crease the rate of FA transport into the
muscle cell, where the excess long-chain
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FA that are taken up are primarily stored
as TAG. Excess intramyocellular TAG
accumulation has been associated with im-
pairments in insulin signaling in human
obesity and NIDDM, although TAG depots
are most likely to be a surrogate measure
of other FA metabolites that interfere with
insulin signaling in muscle (see above).
Taken together, the increase in the FA
transport rate is another disturbance in
lipid handling that can occur in skeletal
muscle in humans. The key mechanism
accounting for this increase is not altered
expression of FA transporters, but rather
subcellular relocation of CD36, indicating
that CD36 cycling between the plasma
membrane and its intracellular compart-
ment has been altered in obesity and
NIDDM. The increased influx of FA, along
with their increased rate of esterification,
contributes to the increased intramuscular
accumulation of TAG. Thus, the increased
rate of FA transport may be a critical step in
the long-chain FA-mediated development
of insulin resistance.

4
Physiological, Pharmacological, and
Genetic Modulation of TAG Mobilization
and Storage

4.1
Muscle Contraction

Acute muscular contraction increases HSL
activity in mouse soleus. In agreement
with this finding, muscle contraction, inde-
pendent of hormonal influence, increases
intramyocellular TAG utilization. The
mechanism underlying the contraction-
induced increase in HSL activity is un-
known. Furthermore, whether intramy-
ocellular HSL activity can be hormonally
regulated during muscular contraction

is also unclear. The regulation of HSL
in skeletal muscle by external hormonal
signals during exercise is thought to
be unlikely, inasmuch as calcium and
metabolites related to the energy status
of the cell are expected to be the dom-
inant regulators. However, this may not
be the case, since, surprisingly, insulin
has been found to play a pivotal role in the
regulation of FA oxidation and TAG utiliza-
tion during intense muscular contraction,
when the role of calcium and metabolites
would be expected to exert a strong influ-
ence. This suggests that the well-known
early decline in insulin during exercise
may be a major factor in permitting
increased TAG mobilization and utiliza-
tion by muscle. The role of epinephrine
in regulating intramyocellular lipolysis
during contraction is also relatively unex-
amined. Infusion of various physiological
concentrations of epinephrine during low-
intensity cycling (25% peak oxygen uptake)
enhances whole-body lipolysis but actu-
ally reduces whole-body lipid oxidation.
Furthermore, increasing the exercise in-
tensity to 45% peak oxygen uptake blunts
the lipolytic action of epinephrine. Thus,
the most important hormonal signal early
in exercise that permits enhanced lipid
utilization by muscle may be the decline
in insulin, rather than the increase in
epinephrine. The contraction-induced ac-
tivation of HSL suggests the involvement
of calcium in lipolysis control, possibly
via Ca2+/calmodulin-dependent kinase(s).
Although early observations pointed to a
role of calcium at different levels of the
adipocyte lipolytic cascade, this has been
contradicted by recent reports suggesting
that an increase in intracellular calcium
concentrations inhibits lipolysis. However,
tissue-specific mechanisms may well exist
for lipolysis control.
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HSL of 84-kDa size has been reported to
be expressed in cardiac muscle and skeletal
muscle. In skeletal muscle, the expression
of HSL is higher in oxidative than glycolytic
muscle, and HSL expression is reduced in
the muscle of 24-month-old rats, perhaps
contributing to the increase in muscle TAG
content observed with aging. HSL activity
in muscle is stimulated by catecholamines
acting via β-AR and cAMP and by contrac-
tion acting independently of sympathetic
tone or catecholamines. Exercise training
does not affect the expression of HSL
protein in muscle, but decreases the sensi-
tivity of stimulation of muscle HSL activity
by epinephrine. Heart-specific transgenic
overexpression of HSL prevents the accu-
mulation of cardiac TAG normally seen in
fasted rodents. In addition, heart-specific
overexpression of HSL alters the expres-
sion of cardiac genes for FA oxidation,
transcription factors, signaling molecules,
cytoskeletal proteins, and histocompatibil-
ity antigens. Thus, HSL in cardiac and
skeletal muscle plays a role in controlling
the accumulation of LD as well as the mobi-
lization of TAG dependent on the working
load. At present there is no experimental
evidence for a direct inhibition of HSL by
insulin in skeletal muscle.

4.2
Glucose

Glucose deprivation of primary cultured
adipocytes results in a slight decline in
HSL expression, whereas incubation with
high glucose and insulin maintains HSL
expression and leads to an increase in
basal and stimulated lipolysis. Recently,
a glucose-responsive region was mapped
within the proximal promoter of human
HSL and the involvement of upstream
stimulatory factor-1 and -2 binding to a
consensus E-box within this region was

shown to be responsible for transcrip-
tional regulation in response to glucose
metabolism between glucose-6-phosphate
and triose phosphates. Glucose depriva-
tion also reduces HSL mRNA levels by
a factor of 2.5 to 3 in 3T3-F442A cells.
The physiological significance of the glu-
cose/insulin effects on HSL expression
remains to be determined, but it may re-
flect an adaptation to nutritional changes.

Glucose oversupply has been associ-
ated with an increase in muscle TAG
and malonyl-CoA. Muscular TAG content
is strongly related to insulin resistance
(see above), and malonyl-CoA is known
to inhibit carnitine palmitoyltransferase
1 (CPT-1), which is responsible for the
transport of long-chain acyl-CoA into mi-
tochondria. Intramuscular levels of both
long-chain acyl-CoA and malonyl-CoA are
increased after chronic glucose infusion
in rats. These changes correlate with the
chronic activation of PKC-ε. However, de
novo lipogenesis is not assumed to take
place in human skeletal muscles to a signif-
icant extent. Interestingly, even if glucose
is not involved in lipid accumulation, it
has been reported to have a negative ef-
fect on insulin signaling mediated by PKC
isoforms in several cell systems.

Chronic exposure of cultured skeletal
muscle cells to high glucose concentra-
tions caused the accumulation of TAG and
increased DGAT-1 activity. These changes
were accompanied by reduced basal and
insulin-stimulated glucose uptake and
glycogen synthesis. The conversion of la-
beled glucose into lipids indicates that de
novo lipogenesis can take place in skeletal
muscle cells, and suggests that the lipid
accumulation caused by hyperglycemia is
a result of increased lipogenesis. Surpris-
ingly, the elevated lipid synthesis stimu-
lated by glucose was accompanied by re-
duced palmitate uptake, whereas glycogen
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content and expression of GLUT1 and
GLUT4 were unchanged. This suggests
that chronic hyperglycemia stimulates li-
pogenesis in myotubes rather than glyco-
gen accumulation. Previous studies have
shown that in rats chronically infused with
glucose, intramyocellular TAG content is
doubled and insulin sensitivity in muscle
is decreased. However, hyperglycemia and
hyperinsulinemia occur in parallel with
metabolic and hormonal changes in vivo,
and confounding effects of liver and adi-
pose tissue cannot be excluded. Chronic in-
cubation with 20-mM glucose increased in-
tramyocellular TAG content in the absence
of exogenously supplied FA and increased
the incorporation of glucose into TAG. The
increased conversion of [14C]glucose into
FFA and complex lipids also implies an
effect on lipogenesis. De novo lipogenesis
is low in skeletal muscle (about 5% of
the [14C]glucose incubated was recovered
as cellular lipids), but apparently lipogene-
sis is stimulated under certain conditions
(e.g. when glucose is the only source
of energy supplied). Interestingly, hyper-
glycemia increases the activity of DGAT-1.
Studies have recently focused on the role
of DGAT-1 in obesity and insulin resis-
tance. Mice lacking DGAT-1 have reduced
levels of tissue TAG and increased sen-
sitivity to insulin and leptin. Although
TAG formation is increased by DGAT-1
after hyperglycemia in human myotubes,
DGAT-1 mRNA expression is not elevated.
The mechanism by which DGAT-1 activity
is increased remains to be elucidated.

The metabolic changes induced by hy-
perglycemia most likely occur upstream
of the Krebs cycle, since glucose oxida-
tion to CO2 was not altered. One possible
explanation could be that glucose over-
supply increases the production of the
substrates acetyl-CoA and malonyl-CoA for
FA biosynthesis. However, an increase in

malonyl-CoA would be expected to inhibit
CPT-1 and FA oxidation. Hyperglycemia
does not alter the oxidation of oleic and
palmitic acid. The increase in FFA from
labeled glucose suggests that malonyl-CoA
and long-chain acyl-CoA may be increased,
although possibly not to levels sufficient to
inhibit CPT-1. Alternatively, there could be
multiple pools of malonyl-CoA in muscle:
a cytosolic pool involved in FA synthesis
and a pool localized to mitochondria that
is involved in the regulation of FA oxi-
dation. The long-chain acyl-CoA or other
related lipid products formed might acti-
vate one or more PKC isozymes. In line
with this fact is the activation of several
PKC isoforms in the skeletal muscle of
glucose-infused rats.

FA uptake and oxidation are often regu-
lated in concert. Cellular uptake of palmitic
acid was decreased after glucose oversup-
ply, while uptake of oleic acid was not and
FA oxidation was unaffected. These find-
ings suggest that FA uptake and oxidation
can be regulated separately. In agreement,
high carbohydrate availability was found to
be associated with an increase in palmitate
uptake in perfused rat muscle. However,
this may be due to the fact that a more
acute exposure to a high glucose concen-
tration has been used, where rat muscles
were perfused for up to 40 min. The mech-
anism of reduced uptake of palmitic acid
in myotubes is currently unknown, but is
apparently specific. There may be a link
between increased lipogenesis and the up-
take and metabolism of exogenously added
palmitic acid.

4.3
Insulin

4.3.1 Molecular Mechanism
Insulin, the most important physiolog-
ical inhibitor of catecholamine-induced
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lipolysis, induces phosphorylation and ac-
tivation of a phosphodiesterase (PDE),
leading to a decrease in cAMP levels
and concomitant decrease of PKA activity
(Fig. 7). The decrease in cAMP is mainly
the result of an insulin-mediated activa-
tion of PDE3. By catalyzing the hydrolysis
of cAMP and cGMP, PDEs regulate in-
tracellular concentrations and biological
responses of these second messengers.
PDEs constitute a group of structurally re-
lated enzymes that belong to at least nine
related gene families (PDE1-9), which dif-
fer in their primary structures, affinities
for cAMP and cGMP, responses to specific
effectors, and sensitivity for inhibitors and
regulatory mechanisms. Two PDEs (PDE3
and PDE4) have high affinity for cAMP and
are present in fat cells. PDE3 can be dis-
tinguished from PDE4 by its high affinity
for both cAMP (low Km) and cGMP (which
downregulates PDE3 activity) and is associ-
ated with the ER membrane. Activation of
PDE3 but not PDE4 plays a role in the an-
tilipolytic effect of insulin in vivo in human
fat tissue. Two distinct PDE3 subfamilies,
PDE3A and PDE3B, products of distinct
but related genes, have been identified, of
which PDE3B is expressed in adipocytes.
The importance of PDE3 as an upstream
regulator of HSL activity in insulin’s an-
tilipolytic pathway has been shown with
the use of specific and cell-permeable
PDE3 inhibitors. Specific inhibition of
PDE3 in intact cells completely blocks the
antilipolytic action of insulin. Activation
of PDE3 is associated with phosphory-
lation of serine-302 in intact cells. This
site is also phosphorylated in response
to cAMP-increasing hormones, leading to
feedback regulation of the cAMP level. In
the presence of both hormones, that is,
the physiological condition during which
insulin exerts its antilipolytic action, there
is more than additive phosphorylation of

serine-302 associated with a more than
additive activation of PDE3, suggesting
positive cross talk between the pathways
upstream of PDE3. Thus, the regulation of
cAMP content, PKA activity, and thereby
the activity of HSL is very complex and
includes feedback loops as well as cross
talk between different pathways.

Upstream regulation of PDE3B can
be summarized as follows (Fig. 7): The
insulin-stimulated PDE3 kinase (PDE3K),
apparently a serine kinase activity, may
be identical to that intrinsically associ-
ated with the insulin receptor. PDE3B may
thus represent the first substrate of the
insulin receptor kinase, which is phospho-
rylated at serine leading to its activation
(Fig. 7). However, other experimental ev-
idence argues for the dual specificity
protein/lipid kinase, PI3K, consisting of
a regulatory and catalytic subunit, as the
major upstream regulator of PDE3B and,
consequently HSL, since treatment of the
cells with the PI3K inhibitor wortman-
nin completely blocks activation of PDE3K,
phosphorylation/activation of PDE3B, and
finally the antilipolytic action of insulin
(Fig. 7). Upon insulin stimulation, PI3K
binds to specific tyrosine-phosphorylated
motifs on the insulin receptor substrate
protein-1 (IRS-1), the major substrate for
the insulin receptor tyrosine kinase (IR).
The signal transduction between PI3K and
PDE3K is not yet known, but probably
involves protein kinase B (PKB; Fig. 7).
The well-known insulin-stimulated serine
kinases, MAPK or p70S6 kinases, appar-
ently are not involved in the antilipolytic
pathway of insulin.

In addition to the short-term insulin
regulation of cAMP degradation, long-
term effects of insulin on HSL have been
reported. HSL activity, immunoreactive
protein, and mRNA levels in adipose
tissue were increased in response to
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streptozotocin-induced insulin deficiency
in the rat, whereas acute treatment with
insulin returned HSL activity to normal
without altering the increased amounts of
HSL immunoreactive protein and mRNA.
Increased HSL activity after prolonged
exposure of isolated adipocytes to insulin
has been reported in one study, whereas
others did not reveal an effect of insulin
at the mRNA expression level of HSL.
Thus, long-term insulin regulation of HSL
and the involvement of pretranslational
mechanisms remain under debate, while
short-term treatment with insulin controls
HSL by posttranslational mechanisms.

4.3.2 Desensitization
Long-term exposure of 3T3-L1 adipocytes
to insulin at or near physiological concen-
trations results in increased basal glycerol
release in the medium without a concomi-
tant rise in NEFA release. These conditions
also altered β-adrenergic-stimulated lipol-
ysis, exaggerating glycerol but preventing
NEFA release. Stimulation of lipolysis by
long-term insulin treatment, as measured
by glycerol release is an unexpected finding
given the short-term antilipolytic action of
insulin. This finding, however, agrees with
previous studies that showed increased
glycerol release after prolonged insulin
treatment of isolated rat adipocytes. One
of these studies showed that the effect of
long-term insulin depends on the pres-
ence of high glucose concentrations in the
medium. Yet, the role of the hexosamine
pathway in mediating this effect of long-
term insulin treatment seems unlikely as
increased glycerol release occurred irre-
spective of the presence of glutamine in
the medium. In this study, long-term ex-
posure to insulin was done in culture
medium, which contained 25-mM glucose.
Yet, at the end of the incubation period,
glycerol was collected for 1 h in a buffer

without glucose. Thus, it seems that ex-
tracellular glucose could be necessary as
a priming factor, particularly under high
glucose conditions, but is not required
for the actual metabolic flux responsible
for glycerol generation. Collectively, these
studies demonstrate the ability of insulin,
even at subnanomolar concentrations, to
stimulate glycerol release upon prolonged
exposure as opposed to its short-term in-
hibitory effect on lipolysis.

In contrast to the effect on glycerol re-
lease, long-term exposure to insulin was
not associated with increased NEFA con-
centrations in the medium. Despite being
the two end products of TAG break-
down, glycerol and NEFA released from
adipocytes rarely reach the expected 1 : 3
molar ratio. Short-term insulin stimula-
tion rapidly inhibits NEFA release from
adipose tissue, through a combined in-
hibitory action on HSL and a stimulatory
effect on NEFA reesterification. Recent
findings support the possibility that al-
though long-term insulin stimulates glyc-
erol release, the short-term insulin stimu-
latory effect on NEFA reesterification is
maintained under prolonged treatment.
Because the antilipolytic effect of insulin
and the stimulation of NEFA reesterifi-
cation have been shown to involve PI3K,
the two pathways seem to diverge down-
stream of PI3K. These seemingly inde-
pendent pathways to affect glycerol and
NEFA release from adipocytes also re-
spond to leptin, which was shown to
stimulate glycerol but not NEFA release
from isolated adipocytes (see below). A
role for leptin in mediating the effects of
long-term insulin on glycerol and NEFA
release from adipose tissue is an intrigu-
ing possibility. In conclusion, long-term
treatment with insulin apparently leads
to desensitization of the signaling path-
way downregulating HSL activity without



680 Triacylglycerol Storage and Mobilization, Regulation of

concomitant negative interference with
stimulation of the reesterification path-
way. The physiological role of long-term
insulin regulation of HSL activity re-
mains unclear.

4.4
Leptin

Studies with rodents have demonstrated
that leptin induces lipolysis both in vitro
and in vivo. The effect was absent in ani-
mals lacking a functional leptin receptor,
that is, db/db mice and in Zucker rats.
Intriguingly, FA release does not accom-
pany glycerol release in leptin-induced
lipolysis, which suggests simultaneous in-
duction of FA oxidation. In these studies,
effects on HSL expression were not in-
vestigated. Thus, it is not known whether
the lipolytic effect of leptin is mediated
via phosphorylation-induced activation of
HSL, an induction of HSL expression,
a combination of both, or some other
mechanism. In another study, however,
long-term treatment of mice with leptin
increased HSL mRNA expression by 30%
in WAT, whereas no effect was seen in
brown adipose tissue. The leptin signal is
presumably transduced via the JAK/STAT
pathway. Leptin was also shown to di-
rectly activate the TAG/FA substrate cycle,
lipolysis, and FA oxidation, shifting fuel
preference from carbohydrate to FA oxi-
dation. In particular, studies with isolated
rat adipocytes in primary culture demon-
strated that leptin impairs insulin inhi-
bition of isoproterenol-induced lipolysis
and PKA activation. These insulin effects
were reduced by leptin (2 nM) with a half-
life of 8 h. Leptin concentrations below
1 nM led to a rightward shift of the corre-
sponding insulin concentration–response
curves. At leptin concentrations above

30 nM, the responsiveness was dimin-
ished, and also resulted in nearly complete
relief of lipolysis from insulin control.
The IC50 for leptin was about 3 nM af-
ter 15 h of preincubation of the primary
adipocytes. The natural splice variant des-
Gln49-leptin exhibited a significantly lower
potency. Adipocytes regained full sensitiv-
ity for insulin’s antilipolytic action within
a few hours after leptin removal. Conse-
quently, in ob/ob mice, the loss of leptin
stimulation of uncoupling and TAG/FA
substrate cycling triggered, at least in
part, by leptin blockade of the antilipoly-
tic activity of insulin will simultaneously
contribute to the decrease in TAG mobi-
lization and utilization as well as to the
increase in TAG synthesis and storage.
In conclusion, accelerated TAG/FA sub-
strate cycling in adipose tissue provides
a new mechanism by which leptin trig-
gers increased metabolic rate and energy
expenditure.

4.5
Growth Hormone

Growth hormone is another hormone sig-
naling via the JAK/STAT pathway and
with documented lipolytic effects, albeit
with variable efficiency, depending on
species and experimental system. Using
primary rat adipocytes, growth hormone
was found to increase HSL activity, that is,
lipolysis, without causing an increase in
HSL mRNA levels, supporting a role for
posttranslational mechanisms in control-
ling lipolysis. In agreement, cGMP levels
appear to be elevated moderately upon
challenge with growth hormone. cGMP
has been shown to mimic cAMP as an
activator of lipolysis. This is supported
by in vitro studies showing that cGMP-
dependent protein kinase phosphorylates
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and activates HSL. cGMP-dependent pro-
tein kinase is present at very low levels in
adipose tissue, and the physiological role
of this kinase and cGMP for activation of
lipolysis, if any, is not known. Recently,
nitric oxide was shown to exert modula-
tory actions on lipolysis in adipose tis-
sue via cGMP-independent mechanisms.
The effects were complex, with differ-
ent redox forms acting either stimulatory
or inhibitory.

4.6
Glucagon-like Peptide-1

Inhibition of lipolysis in rat islets by orlis-
tat has been shown to inhibit the incretin
action of glucagon-like peptide-1 (GLP-1).
It was therefore a surprise that GLP-1 was
able to rescue the loss of GSIS in iso-
lated islets from fasted male HSL−/− mice.
Hence, HSL is not essential for the incretin
action of GLP-1. Although it is possible that
GLP-1 was able to overcome the effect of
FA deprivation via signaling pathways in-
dependent of FA metabolism, the findings
could also be consistent with the action
of GLP-1 to stimulate an alternative lipase
(see above). The failure of GLP-1 to signif-
icantly alter glycerol release does not rule
out this possibility. Given that FA depri-
vation has previously been shown to block
insulin secretion to both fuel and nonfuel
secretagogues like GLP-1, the latter possi-
bility seems to be more likely. Clearly, the
characteristics of other islet ß-cell lipase
activities, including their responsiveness
to PKA activators, such as GLP-1, war-
rant further investigation. Of relevance,
isoproterenol, a ß-agonist believed to pro-
mote lipolysis through HSL, has been
shown to stimulate lipolysis in adipocytes
from HSL−/− mice. This supports the no-
tion of another cAMP-mediated lipase in

adipose tissue and perhaps in the ß-cell
as well.

4.7
TNF-α

Of the various factors suggested to play
a part in impaired adipocyte function in
insulin resistance and NIDDM, increased
TNF-α expression and production have at-
tracted interest. TNF-α is produced and
secreted from adipose tissue in obesity and
thus acts in an autocrine fashion to alter
adipocyte function during obesity-linked
insulin resistance. Long-term exposure
(>6 h) to TNF-α has been shown to stim-
ulate lipolysis in adipocytes, despite in-
ducing reduced HSL expression. An early
study showed a downregulation of HSL
gene expression upon TNF-α treatment
of 3T3-L1 cells, as measured by Northern
blot analysis and enzyme activity measure-
ments. A similar effect, although much
more moderate, was seen more recently at
the protein level. In a study with primary
rat adipocytes, however, no alteration of
the levels of HSL protein occurred upon
treatment with TNF-α. Studies using hu-
man adipose tissue have now shown that
TNF-α inhibits LPL activity by downreg-
ulating its protein expression. Increased
TNF-α mRNA levels are correlated with
decreased LPL activity in human subcuta-
neous adipose tissue. In addition, TNF-α
reduces the expression of FA transporters
in adipose tissue of the Syrian hamster,
and decreases the expression of enzymes
involved in lipogenesis, such as acetyl-CoA
carboxylase, FA synthase, and acyl-CoA
synthase. TNF-α could thus impair the syn-
thesis and entry of FA into the adipocyte,
curtailing an increase in the intracellular
TAG pool size.

TNF-α has also been found to promote
lipolysis. Indirectly, the downregulation
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of HSL observed in 3T3-L1 cells may re-
flect the known dedifferentiating effect of
TNF-α in these cells, whereas, directly,
the lipolytic effect of TNF-α could be ex-
plained by the decrease in LPL activity and
intracellular reesterification and/or down-
regulation of Gi and perilipin expression.
The latter effect of TNF-α, as well as
the activation of lipolysis, was prevented
by thiazolidinediones, a class of insulin-
sensitizing antidiabetic agents. The mech-
anisms involved in regulation of lipolysis
by TNF-α remain unclear. A study with
human subcutaneous adipocytes demon-
strated that, concomitant with an increase
in lipolysis induced by TNF-α, there is ac-
tivation of ERK1/2, leading to a decrease
in the expression of PDE3B, together with
an elevation in intracellular cAMP and
hence activation of PKA. Since these two
pathways are classically not coupled, the
significance of changes in both is unclear
in relation to an increase in lipolysis. Inter-
estingly, TNF-α stimulated the three mam-
malian MAPK, p42/44 (ERK2/1), JNK, and
p38 in time- and concentration-dependent
manners in parallel to induction of lipoly-
sis (3-fold at maximal dose). Lipolysis was
completely abrogated by inhibitors specific
for p42/44 and JNK but was not affected
by a p38 inhibitor. These data suggest
involvement of p42/44 and JNK in the
TNF-α upregulation of lipolysis in human
preadipocytes. The close association be-
tween the expression of enzymes involved
in lipolysis and lipogenesis with adipoge-
nesis has made it difficult to tease out
process-specific actions of TNF-α. TNF-α
can thus act on the adipocyte to shift lipid
metabolism away from lipid accumulation
and toward a reduction in the TAG pool,
which could represent one mechanism by
which TNF-α can reduce total adipose tis-
sue weight.

Severe weight loss or cachexia is the
detrimental end point of several diseases,
including cancer, infection, and congestive
heart failure. Unlike starvation, cachexia
results from a severe loss of lean body mass
(mostly skeletal muscle) and the depletion
of the fat depots. The pathogenesis of this
weight loss is multifactorial, but evidence
suggests that cytokines are key players. The
predominant reason for the loss of adipose
tissue is the fall in the activity of LPL and
an increase in the activity of HSL. Since
TNF-α promotes lipolysis and inhibits
lipogenesis, it represents an ideal player
in the depletion of adipose tissue mass
seen with cachexia. An elevation in plasma
levels of TNF-α, as opposed to adipose
tissue-derived TNF-α, is suggested to be
responsible for the metabolic alterations
in adipose tissue with cachexia.

4.8
Acylation-stimulating Protein

Acylation-stimulating protein (ASP) is
identical to C3adesArg, a cleavage product
of complement C3. Cleavage of comple-
ment C3 is mediated through the alternate
complement pathway via the interaction
of C3, factor B, and adipsin that gener-
ates C3a. Rapid cleavage of the carboxy-
terminal arginine of C3a by carboxypep-
tidase N generates ASP. Adipocytes are
one of the few cells capable of produc-
ing all three factors (factor B, adipsin,
and C3) that are required for the produc-
tion of ASP. ASP production increases
consequent to adipocyte differentiation,
and plasma ASP levels are elevated in
obesity. Chylomicrons in vitro stimulate
ASP production by adipocytes. In vivo
arterial–venous gradients across a sub-
cutaneous adipose tissue bed in humans
demonstrate direct postprandial produc-
tion of ASP. The postprandial increase
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in ASP is adipose tissue–specific and
is not observed in the general circula-
tion. Altogether, these data suggest that
ASP and TAG storage are metabolically
intertwined. ASP acts as an adipocyte au-
tocrine factor and has been proposed to
play a central role in the metabolism
of adipose tissue by increasing the effi-
ciency of TAG storage in adipocytes, an
action that results in more rapid post-
prandial TAG clearance. This is based on
stimulation of both glucose uptake and
NEFA storage in human adipose tissue
via translocation of glucose transporters
(GLUT1, GLUT3, and GLUT4) from in-
tracellular sites to the cell surface and an
increase in DGAT activity. In addition,
ASP has been shown to inhibit HSL in
adipocytes, independently and additively
to insulin.

The pathways distal to PI3K that are
involved in the effect of insulin on FFA
reesterification and in the action of ASP
on FFA reesterification and lipolysis were
unknown until now. PKC blockers could
not counteract the effects of ASP or in-
sulin on fractional NEFA reesterification
or lipolysis, suggesting that the actions of
the two hormones on NEFA release are
not mediated by PKC. This is in contrast
to earlier results on the action of ASP
on TAG synthesis and glucose transport
in human fibroblasts, which was counter-
acted by PKC blockers. The PI3K blocker
wortmannin counteracted the effect of in-
sulin on NEFA release by reversing the
effect of insulin on both fractional NEFA
reesterification and lipolysis. The effects
of ASP, however, were not affected by
wortmannin. Thus, the pathway mediat-
ing the effect of ASP on NEFA release
does not involve PI3K. This strongly sup-
ports the hypothesis that ASP and insulin
follow different pathways in their action on
NEFA release. Because the ASP receptor

protein(s) has not been identified, further
research in this area is difficult at present.
The question whether a more distal path-
way could be common for the actions of
insulin and ASP on NEFA metabolism
was addressed. Interest was focused on
PDE, which previously was found to me-
diate not only the antilipolytic effect of
insulin (see above) but also contributes
to the stimulatory effect of the hormone
on glucose transport in human fat cells.
A nonselective PDE inhibitor that does
not interact with the antilipolytic effects
of adenosine, counteracted the actions of
both ASP and insulin on NEFA release by
reversing their effects on fractional NEFA
reesterification and lipolysis. The selec-
tive PDE3 blocker OPC3911 could also
counteract these effects of ASP and in-
sulin. The selective PDE4 blocker rolipram
could not counteract the effect of insulin
on fractional NEFA reesterification and
lipolysis. Rolipram did not alter the ef-
fect of ASP on lipolysis either, but it
counteracted slightly the effect of ASP
on fractional NEFA reesterification. These
results agree with those obtained with di-
rect measurements of PDE activity. PDE3
activity in fat cells was stimulated with
both ASP and insulin in a concentration-
dependent manner, whereas PDE4 activity
was only slightly stimulated with ASP.
Thus, the effects of both ASP and insulin
on NEFA release appear to be mediated
predominantly by PDE3. PDE4 seems to
be involved in the action of ASP as well,
although to a lesser extent than PDE3.

4.9
Acipimox, Nicotinic Acid, and Niacin

Acipimox (5-methylpyrazine carboxylic
acid-4-oxide) is a newer, well-tolerated
derivative of nicotinic acid (NA) which
shows lipid-lowering properties in patients
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with types II and IV hyperlipidemia. The
fall in plasma TAG is associated with
a decrease in total and LDL cholesterol
and an increase in HDL cholesterol. NA
has long been used in the treatment of
dyslipidemia, producing a very desirable
modification of multiple cardiovascular
risk factors, increasing HDL, TAG, and
lipoprotein(a), which results in a reduction
in mortality. NA is an effective therapeutic
agent. However, it has to be administered
at high doses and has a characteristic side
effect profile defined by intense, but tran-
sient, prostaglandin-mediated cutaneous
vasodilation (‘‘flushing’’) that affects pa-
tient compliance. Despite their long his-
tory of clinical use, the precise mechanism
of action of acipimox and NA was un-
known until recently, although inhibition
of adipocyte lipolysis via the activation
of a Gi-coupled receptor is believed to
contribute. It has been postulated that a
reduction in NEFA liberated from adipose
tissue results in reduced influx of NEFA
into the liver and hepatic reesterification
of NEFA and thereby diminishes the pro-
duction rate of hepatic TAG available for
VLDL and LDL synthesis, which in part ex-
plains the hypolipidemic effects observed
during NA and acipimox therapy.

Whereas most studies have focused on
the effects of NA on lipid metabolism, the
action of NA on carbohydrate metabolism
is less well understood. After acute NA ad-
ministration, glucose concentrations have
been reported to decrease, rise or remain
unaltered in rats and humans. Results of
glucose tolerance tests after acute NA in-
take have also been inconsistent. Chronic
administration of NA has consistently re-
sulted in deterioration of glucose tolerance
and elevation of fasting blood glucose
concentrations in normal humans and im-
pairment of glycemic control in NIDDM

patients. These effects are contrary to ex-
pectations based on the glucose-FA cycle.
If reduction of lipolysis and NEFA avail-
ability reduces oxidation of fat in tissues
and availability of gluconeogenic precur-
sors in the liver, insulin sensitivity should
improve and glucose concentrations fall,
as observed with inhibitors of mitochon-
drial FA oxidation. It is unclear whether
this failure of NA to act as an antidiabetic
drug is caused by its unfavorable phar-
macokinetic profile (short half-life time)
and/or its mode of action as inhibitor of
adipocyte lipolysis.

Niacin is an effective, unique lipid-
regulating agent that beneficially reduces
plasma TAG, cholesterol, and athero-
genic apolipoprotein B (apoB)-containing
lipoproteins (VLDL, LDL, and lipoprotein
[a]) and increases antiatherogenic apoA-
I-containing HDL levels. Several clinical
trials have demonstrated that treatment
with niacin significantly reduces total mor-
tality and coronary events and retards the
progression or induces the regression of
coronary atherosclerosis. Despite its wide
usage as a broad-spectrum lipid-regulating
agent, the cellular and molecular mech-
anisms by which niacin modulates the
hepatic lipid metabolism and the pro-
duction of VLDL and LDL particles are
incompletely understood. Using HepG2
cells as an in vitro model system, it has pre-
viously been shown that niacin inhibits the
incorporation of radiolabeled oleic acid or
glycerol into TAG, suggesting decreased de
novo synthesis of TAG by niacin. Addition-
ally, niacin may also increase intracellular
apoB degradation in HepG2 cells. Because
the synthesis and availability of TAG play
a critical role in intracellular apoB pro-
cessing and secretion of apoB-containing
lipoproteins; previous studies suggested
that niacin, by inhibiting TAG synthesis,
increased intracellular apoB degradation,
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resulting in reduced secretion of apoB-
containing particles. In support of these in
vitro studies, earlier turnover studies in hu-
mans suggested that niacin decreased the
production (transport) rate of TAG from ra-
diolabeled FA, thus decreasing TAG-rich
lipoproteins (e.g. VLDL) and their prod-
uct LDL.

4.9.1 Physiological Mode of Action
The effect of acipimox on adipose tissue
lipolysis has been examined under three
experimental conditions. Firstly, in the
presence of high levels of the nonselec-
tive ß-AR agonist isoproterenol, secondly
in the presence of low levels of adenosine
deaminase (ADA), which when used alone
has a minimal effect on basal lipolysis,
yet when combined with submaximal con-
centrations of isoproterenol, substantially
facilitate the lipolytic response. Thirdly,
acipimox was examined in the presence
of high levels of ADA. Fat cells produce
adenosine from cAMP via consecutive ac-
tion of PDE and 5′-nucleotidase, which,
upon release into the medium, act at spe-
cific AR to inhibit AC, this inhibitory effect
being mediated by the GTP-dependent,
pertussis toxin-sensitive regulatory pro-
tein, Gi. High levels of ADA, by converting
the endogenous adenosine into inosine,
relieve the inhibition of AC, which results
in the observed increase in basal lipolysis.
The data show that acipimox has only a mi-
nor, if any, antilipolytic effect on lipolysis
stimulated by isoproterenol alone. In con-
trast, when the lipolytic rate is increased by
a lower concentration of isoproterenol in
combination with ADA, acipimox becomes
a potent antilipolytic agent. Wieser and
Fain reported similar results for NA, with
the addition of ADA increasing the sen-
sitivity to catecholamine-induced lipolysis
toward inhibition by NA. The dependence
of acipimox upon removal of adenosine

suggests that the antilipolytic mechanisms
downstream of the AR and the putative
acipimox receptor (see below) and up-
stream of AC are identical for adenosine
and acipimox, respectively.

These results show that acipimox acts to
inhibit cAMP-stimulated lipolysis through
suppression of intracellular cAMP levels,
with subsequent decrease in PKA activ-
ity. The antilipolytic activity of acipimox
is associated with a quantitative shift of
HSL from the LD to the cytosol in rat
adipocytes, suggesting that, by decreasing
intracellular cAMP levels, acipimox can
reduce the association of HSL with TAG
substrate of the LD. Pharmacokinetic stud-
ies show that the plasma concentration of
acipimox in man after a single 250 mg oral
dose reaches 33 µM, and remains above
7 µM for 6 to 8 h. In comparison, acip-
imox is a potent antilipolytic agent at a
concentration of 10 µM and above, in hu-
man adipose tissue stimulated maximally
and submaximally by isoproterenol. Thus,
plasma acipimox levels correlate well with
its in vitro effect on lipolysis and cAMP
synthesis in adipocytes.

Work on NA showed that it also de-
creased intracellular cAMP levels through
inhibition of AC. The conditions were
identical to those required to inhibit the
enzyme by the antilipolytic hormonal fac-
tors, prostaglandin E2, adrenaline, and
the adenosine analog, PIA. These find-
ings indicated that NA inhibits AC via a
receptor-mediated process in a hormone-
like manner, which indicates the involve-
ment of the regulatory protein, Gi. This
was confirmed by the discovery that the an-
tilipolytic effects of prostaglandin E2, PIA,
and NA were abolished by the pretreat-
ment of adipocytes with pertussis toxin,
to inactivate Gi. Use of the AR antago-
nist, 3-isobutyl-1-methylxanthine demon-
strated that NA and adenosine act through
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separate receptors to inhibit adipocyte AC
activity. Since NA shares its ability to
inhibit lipolysis via a Gi-dependent mech-
anism with acipimox, and since the drugs
are structurally related, it seemed possi-
ble that acipimox suppresses intracellular
cAMP levels through binding to the same
Gi-linked receptor (see below).

4.9.2 Molecular Mechanism
G-protein activation by NA and deriva-
tives was recently assessed as stimulation
of guanosine 5′-(γ -[35S]-thio)triphosphate
binding, and [3H]NA was used to specifi-
cally label binding sites. NA (EC50 1 µM)
stimulated [35S]GTPγ S binding in mem-
branes from rat adipocytes and spleen, but
not from other tissues. G-protein activation
in adipocyte membranes in the presence
of maximally activating concentrations of
a selective A1 AR agonist, 2-chloro-N6-
cyclopentyl-adenosine, and NA was al-
most additive, indicating that G-proteins
of mostly distinct pools were activated
by these agonists. G-protein activation by
NA and related substances in spleen and
adipocytes revealed identical pharmacolog-
ical profiles. [3H]NA specifically detected
guanine nucleotide-sensitive binding sites
of identical pharmacology in adipocyte and
spleen membranes. These data indicate
that NA most probably acts on a specific
G-protein-coupled receptor (GPCR).

To identify the Gi-linked GPCR for NA,
orphan receptors were selected on the
basis of their tissue expression profiles
for a rational screening. Subsequently,
a subset of 10 orphan GPCR, which by
mRNA distribution analysis exhibited sig-
nificant expression levels in both adipose
tissue and spleen, were expressed in an
appropriate mammalian cell line to al-
low measurement of functional GTPγ S
binding following NA treatment. Thereby,

HM74 was identified as a low-affinity re-
ceptor for NA, which represents an orphan
GPCR previously cloned from a cDNA
library derived from human monocytes.
The half-maximal effector concentration
for NA with 1 mM at HM74 was 1000-
fold higher than that previously reported
in membranes produced from rat adipose
tissue or spleen. Subsequent identifica-
tion of a novel paralog of HM74, termed
HM74A, by a molecular biology approach
and its expression in various test systems
revealed that HM74A acts as a high-affinity
receptor for NA. The activity and affin-
ity of NA was in good agreement with
that previously reported. In the [3H]NA
displacement assay, both the absolute po-
tency and the rank order of potency of
various HM74A ligands was the same,
whether tested against the stable CHO
cell line expressing recombinant human
HM74A or human adipocytes. These data
strongly suggest that HM74A is the Gi-
linked GPCR for NA on human adipocytes.
Compatible with this conclusion, nicoti-
namide, which unlike NA produces no
alteration in lipoprotein profiles, acted only
as a very weak agonist at HM74A with
1000-fold lower potency than NA. In con-
trast, acipimox has also been identified as a
full high-affinity agonist for HM74A. Thus,
activation of HM74A seems to account for
the inhibition of lipolysis observed with
NA and acipimox. Therefore, of the NA
derivatives tested in man, it appears that
potency at HM74A is linked with their ef-
ficacy in normalizing lipoprotein profiles.

Using HepG2 cells, the effect of niacin
on the mRNA expression and microso-
mal activity of DGAT1 and DGAT2, the
last committed but distinctly different en-
zymes for TAG synthesis was examined.
Addition of niacin to the DGAT assay reac-
tion mixture dose-dependently (0–3 mM)
inhibited DGAT activity by 35 to 50%,
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and the IC50 was found to be 0.1 mM.
Enzyme kinetic studies showed appar-
ent Km values of 8.3 and 100 µM using
[14C]oleoyl-CoA and sn-1,2-dioleoylglycerol
as substrates, respectively. A decrease in
apparent Vmax was observed with niacin,
whereas the apparent Km remained con-
stant. A Lineweaver–Burk plot of DGAT
inhibition by niacin showed a noncompet-
itive type of inhibition. Niacin selectively
inhibited DGAT2 but not DGAT1 activ-
ity. Niacin inhibited overt DGAT activity.
Niacin had no effect on the expression of
DGAT1 and DGAT2 mRNA. These data
suggest that niacin directly and noncom-
petitively inhibits DGAT2 but not DGAT1,
resulting in decreased TAG synthesis and
hepatic atherogenic lipoprotein secretion,
thus indicating a major target site for its
mechanism of action.

The inhibitory effects of niacin on FA
synthesis and inhibition of peripheral
lipolysis (e.g. adipose tissue) and decreased
FA mobilization may be additional mech-
anisms of action to explain TAG reduction
by niacin. In the absence of other regu-
latory events, niacin-mediated inhibition
in adipocyte FA mobilization over pro-
longed steady state conditions would result
in excessive synthesis of TAG and obe-
sity. However, this mechanism is unlikely
because niacin is not known to affect
body weight clinically. On the basis of
observations in hepatocytes, it is likely
that niacin may also inhibit DGAT2 ac-
tivity in adipocytes. This may provide a
regulatory mechanism to limit excessive
adipocyte TAG synthesis and related obe-
sity events in the face of the effect of niacin
on adipocyte FA mobilization. Although
the biological actions of niacin are not
clearly known to be mediated by receptor-
mediated events, recent reports indicate
that the orphan G-protein-coupled recep-
tor mouse PUMA-G and human HM74 act

as cellular receptors for niacin (see above).
PUMA-G and its human ortholog HM74
are highly expressed in white and brown
adipose tissue and are also detected in var-
ious other tissues, including lung, adrenal
gland, and spleen. However, PUMA-G and
HM74 were not detected in liver tissue. Us-
ing PUMA-G-deficient mice, it has been
demonstrated that PUMA-G mediates the
niacin-induced inhibition of FFA release
from isolated adipocytes. Because of the
lack of PUMA-G and/or HM74 in liver
tissue, it is very unlikely that PUMA-
G/HM74 mediates the effect of niacin
on DGAT activity and TAG synthesis in
hepatocytes.

In conclusion, inhibition of DGAT2 ac-
tivity in liver by niacin may result in a
decreased rate of TAG synthesis and its
reduced availability for intracellular apoB
lipidation and translocation across the ER
membrane, resulting in observed effects of
increased apoB degradation. Thus, these
results suggest DGAT2 as a major site
of action of niacin to inhibit TAG syn-
thesis, resulting in decreased secretion of
apoB-containing atherogenic lipoproteins.
Niacin may represent a new therapeutic
class of drugs that regulate atherogenic
apoB-containing lipoprotein (e.g. VLDL
and LDL) secretion by specifically target-
ing DGAT2.

4.9.3 Desensitization
The established phenomenon that expo-
sure of a cell to an agonist can cause
desensitization, so that a second expo-
sure to the agonist is less effective than
the first, has been studied extensively and
various mechanisms have been described.
First, short-term exposure to a ligand (min-
utes) can induce a change in the receptor.
For example, ß-AR can become phospho-
rylated by a specific kinase (ß-AR kinase)
after exposure to an agonist. Second, after
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more prolonged exposure to an agonist,
the number of receptors on the cell surface
can decrease by a process termed downreg-
ulation. Downregulation is generally con-
sidered to occur in two steps. Initial rapid
sequestration of receptors from the cell
surface through endocytosis is followed by
a slower loss of total cellular receptors in-
volving intracellular degradation, although
at least a portion is often recycled back
to the cell surface, as has been demon-
strated for the insulin receptor. In addition
to increased degradation of receptors, re-
cent studies for ß-AR have suggested that
alterations in receptor mRNA turnover,
that is, decreased transcription and/or
increased mRNA degradation, may also
play a role. These phenomena can read-
ily explain homologous desensitization,
where exposure of a cell to a hormone
results in subsequent insensitivity to that
hormone. Another commonly reported
phenomenon is known as heterologous
desensitization, in which treatment of a
cell with a hormone subsequently can
make the cell less sensitive to another
hormone that operates through a differ-
ent receptor. Heterologous desensitization
has been described for many signaling
systems, including GPCRs coupled to AC
and to phospholipase C. Mechanisms of
heterologous desensitization, however, are
relatively poorly understood.

A1-AR can, reportedly, be downregulated
in rat adipocytes following prolonged incu-
bation with the nonmetabolizable adeno-
sine analog and agonist, PIA. Although
there are two major classes of AR, known
as A1 and A2 receptors, adipocytes pri-
marily possess receptors of the A1 class.
These receptors are inhibitory toward AC,
and their action is thought to be mediated
via a pertussis toxin-sensitive G-protein
known as Gi, of which three subtypes
1–3 have been identified in rat adipocytes.

Prolonged incubation of adipocytes with
PIA leads to a marked downregulation
of A1-AR. In addition, an approximately
50% decrease in Gi, as measured by
pertussis-catalyzed ADP-ribosylation, has
been found. This observation suggested
that Gi was downregulated along with the
AR. Subsequently, a series of specific an-
tisera was used to demonstrate that PIA
causes a marked (ca. 90%) loss of Gi1 and
Gi3 with a more modest (50%) loss of
Gi2. When PIA is washed away, Gi down-
regulation was reversed, suggesting that
it is a real regulatory phenomenon rather
than a simple toxic effect. Furthermore,
Stiles and coworkers reported similar find-
ings in adipocytes derived from rats after
chronic infusion of PIA. More recent
studies suggest that G-protein downregu-
lation is a common phenomenon resulting
from chronic exposure to agonists. Since
several agonists can presumably couple
through a single G-protein, it is clear
that this phenomenon of G-protein down-
regulation could account for heterologous
desensitization.

In addition to impairment of signal
transduction activity at the level of G-
proteins, heterologous desensitization of
GPCR regulation of lipolysis can be caused
by changes at the level of cell surface
expression of GPCRs or signaling activ-
ity of signaling components, such as AC,
PDE, and PKA (catalytic activity), as well
as function of the lipolytic end effectors
(e.g. HSL/perilipin translocation appara-
tus). Interestingly, prolonged incubation
of rat adipocytes in primary culture with
NA at concentrations up to 1 mM had no
effect on the levels of Gi1–3 as well as AC.
However, pretreatment of the cells with
1 mM NA for four days decreased their
sensitivity for subsequent acute inhibition
of β-adrenergic stimulation of lipolysis and
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AC activity by NA by 1 order of magni-
tude (but had no effect on the sensitivity
of the cells toward PIA). The molecular
mechanism of the homologous desensi-
tization of lipolysis by NA, which may
form the molecular basis for this observed
loss of efficacy of NA and acipimox treat-
ment during chronic antihyperlipidemic
therapy, remains to be elucidated.

4.10
Glimepiride and Phosphoinositolglycans

Recent studies have identified two com-
pletely different exogenous stimuli, which
mimic the antilipolytic activity of in-
sulin in insulin target cells. They by-
pass activation of the insulin receptor,
and rather act by triggering redistribu-
tion of signaling components between
DIGs of different lipid and protein
composition at the target cell plasma
membrane. (1) Phosphoinositolglycan-
(-peptides) (PIG[-P]) prepared by chem-
ical synthesis or isolation from natural
sources reduce isoproterenol-stimulated
lipolysis in concentration-dependent fash-
ion to almost basal levels in primary
and cultured adipocytes. PIG(-P) are
derived from the polar core glycan
head group of glycosylphosphatidylinos-
itol (GPI) anchored proteins consisting
of 2′,3′-cyclic phospho-myo-inositol cou-
pled to five sugar moieties in typical
glycosidic linkages (PIG portion) and,
optionally, contain an additional termi-
nal ethanolamine-linked tripeptide residue
(P portion); (2) The hypoglycemic sul-
fonylurea, glimepiride, which in NIDDM
patients exerts an insulin-independent
blood glucose-decreasing activity in ad-
dition to its insulin-releasing potency
blocks isoproterenol-stimulated lipolysis
in adipocytes from insulin-resistant
Zucker fatty rats or in adipocytes made

insulin-resistant in vitro by incubation in
primary culture in the presence of high
concentrations of insulin and glucose.

Interestingly, hydrophilic PIG-P and
lipophilic glimepiride, albeit differing
completely in structure, have in common
part of the signaling pathway that cross
talks to the insulin signal transduction
cascade and thereby negatively regulates
HSL activity and lipolysis in adipocytes.
The available data support the following
model for their molecular mode of action.
PIG(-P) bind as agonists/antagonists to the
receptor, p115, a transmembrane protein
that is anchored at the cell surface within
DIGs. Upon binding, PIG(-P) displace en-
dogenous GPI proteins from binding to
p115 by competition with their GPI head
groups and thereby reduce their concen-
tration at DIGs. In contrast, glimepiride
is not recognized by a proteinaceous re-
ceptor of the adipocyte plasma membrane
but spontaneously inserts into DIGs via
direct hydrophobic interactions in nonsat-
uratable fashion with GPI lipids thereby
altering the structural organization of
DIGs. Both events induce the redistribu-
tion of lipid-modified signaling protein,
which are known to reside within DIGs
on the basis of their acylation/glypiation
and/or direct binding to caveolin. In par-
ticular, GPI proteins and palmitoylated
nonreceptor tyrosine kinases of the src
class, such as pp59Lyn, translocate from
DIGs of lower buoyant density (higher
cholesterol content) to those of higher
buoyant density (lower cholesterol content)
accompanied by dissociation of pp59Lyn
from the DIG resident protein, caveolin.
This relieves pp59Lyn from inhibition by
caveolin, interaction of which with various
signaling proteins downregulates their sig-
naling activity. In turn, activated pp59Lyn
phosphorylates IRS-1 at tyrosine residues,
presumably at the same sites used by



690 Triacylglycerol Storage and Mobilization, Regulation of

the insulin receptor. In consequence, ac-
tivation of the PI3K pathway leads to
upregulation of PDE3B and downregula-
tion of HSL activity via the same series of
events engaged by insulin (see above). Very
recent experiments revealed a possible ex-
planation for the molecular link between
the interaction of glimepiride with DIGs
and the resulting reorganization and redis-
tribution of structural (GPI proteins) and
signaling (nonreceptor tyrosine kinases)
components within the DIGs. The bind-
ing of glimepiride to GPI lipids triggers the
activation of a DIG-associated GPI-specific
phospholipase that cleaves GPI proteins
and GPI lipids. PIG(-P) thereby generated
may bind to the p115 at the DIGs and
subsequently induce redistribution of sig-
naling proteins from DIGs and the same
downstream series of events, as recently
demonstrated for exogenously added syn-
thetic or natural PIG(-P). Alternatively,
GPI cleavage may directly affect the struc-
ture of DIGs and thereby cause the re-
distribution of DIG components at both
the outer (GPI proteins) and inner (non-
receptor tyrosine kinases) leaflets of the
DIG membrane, accumulation of which
critically depends on the presence of gly-
colipids. The latter possibility seems more
likely since p115 is apparently not involved
in mediating the antilipolytic activity of
glimepiride. It seems plausible that the
loss of long-chain FA from the outer leaflet
of DIGs caused by redistribution of GPI
proteins or cleavage of GPI lipids within
DIGs simultaneously triggers the alter-
ation of the FA composition of the DIG in-
ner leaflet. This ‘‘adjustment to a common
FA milieu’’ across the leaflets of DIGs may
facilitate the redistribution of pp59Lyn. In-
terestingly, the GPI-specific phospholipase
stimulated by glimepiride in cultured and
primary adipocytes is reportedly activated
also by insulin in the presence of glucose.

4.11
Differences in Regulation of TAG Storage
and Mobilization between Visceral and
Subcutaneous Adipocytes

Individuals with peripheral obesity pos-
sess fat distribution subcutaneously in
gluteofemoral areas and the lower part
of the abdomen, and are at little risk of
metabolic complications, such as NIDDM.
Conversely, individuals with upper-body
obesity accumulate fat in subcutaneous
and visceral deposits and are more suscep-
tible to metabolic problems, in particular
when visceral fat deposits are abundant.
Visceral fat deposits, located in the body
cavity, are composed of the omental and
mesenteric fat, and comprise the minor
component of total body fat, represent-
ing 20% and 5–8% of total body fat in
men and women, respectively. In upper-
body obesity, fat excess is present not
only in the visceral abdominal regions but
also in the subcutaneous abdominal re-
gions. There are several explanations but
no clear proof why upper-body obesity is
more at risk of developing metabolic dis-
ease than lower-body obesity. Since the
visceral deposit is in direct contact with
the liver through the portal circulation
and considering the alterations of hor-
monal control of lipolysis of its adipocytes
(insulin vs. catecholamines, see below),
the ‘‘portal paradigm’’ was postulated on
the basis that visceral adipocytes, through
enhancement of lipolysis due to both re-
duced insulin-induced antilipolysis and
enhanced catecholamine-induced lipoly-
sis, will release portal NEFA that disturb
liver metabolism. Chronic NEFA excess
will in turn lead to glucose intolerance,
hyperinsulinemia, insulin resistance, and
dyslipidemia. However, experimental ev-
idence is accumulating that nonvisceral
upper-body fat rather than visceral fat
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deposits is the predominant source of
excess postprandial systemic NEFA avail-
ability in upper-body obese women and
NIDDM patients. This raises the ques-
tion as to whether the extent of visceral
fat just represents another marker of ec-
topic fat distribution (i.e. fat present at
the wrong place in tissues such as mus-
cle, heart, liver, and pancreatic ß-cells).
Alternatively, visceral adipocytes may pos-
sess properties that could be the origin
of metabolic disturbances. In fact, strik-
ing adipose location–related differences
have been reported in adipocyte respon-
siveness to insulin and catecholamines.
Moreover, differences have been described
in the characteristics of various biochem-
ical pathways regulating TAG storage and
mobilization between subcutaneous and
visceral fat deposits.

In detail, adipocytes from visceral
adipose tissue are more resistant to
insulin-induced antilipolysis and reester-
ification of NEFA than those from leg
and nonvisceral body fat both in vitro and
in vivo. Various functional differences in
these cells have been identified at the level
of the insulin receptor and the postre-
ceptor insulin-signaling cascade. PDE3B
involved in lipolysis regulation by insulin
(see above, Fig. 7) and protein tyrosine
phosphatases dephosphorylating the in-
sulin receptor, such as PTP1b, could be
affected in differential fashion in visceral
versus subcutaneous adipocytes. This con-
curs with the endogenous PTP1b activity
found to be elevated in visceral adipose
tissue and might contribute to the rela-
tive insulin resistance of this fat deposit.
Exacerbating the impairment of insulin
inhibition of lipolysis, the lipolytic re-
sponse toward catecholamines is more
pronounced in isolated adipocytes from
visceral adipose tissue than from subcu-
taneous gluteal, femoral, and abdominal

adipose tissue. This higher lipolytic activ-
ity can be explained by altered expression
or function of HSL (increase) and/or pro-
teins interacting with either HSL, such
as ALBP (increase), or the LD, such as
perilipin (decrease) (see above, Fig. 7). An
enhanced α2-adrenoceptor responsiveness
associated with a concomitant decrease
in ß-adrenoceptor responsiveness explains
the lower lipolytic effect of catecholamines
in gluteal and femoral adipocytes of
normal and obese women and abdom-
inal adipocytes of obese men com-
pared with visceral adipocytes. Conversely,
visceral adipocytes exhibit the high-
est ß1,2-adrenoceptor-mediated and the
weakest α2-adrenoceptor-mediated lipoly-
tic and antilipolytic responsiveness, re-
spectively, to catecholamines, which seems
to correlate with decreased expression of
α2-adrenoceptors and concomitantly in-
creased expression of ß-adrenoceptors. In
obese subjects, unrestrained lipolysis leads
to excessive NEFA release from visceral
hypertrophied adipocytes and may prevent
their further enlargement in contrast to
subcutaneous adipocytes, which actually
represent the largest ones. The search for
adipose tissue-specific local differences in
the expression of genes that regulate the
differentiation and expansion of adipose
tissue as well as the regulation of TAG stor-
age and mobilization is under way using
genomic and proteomic approaches.

5
Up-/Downregulation of Components
of TAG Storage and Mobilization

5.1
HSL

Recently, the functional significance of
HSL in adipose tissue metabolism has
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begun to be clarified in studies using HSL
null mice. These mice showed normal
growth rates and body weights. While the
epididymal retroperitoneal and femoral
WAT depots of HSL null mice remained
unchanged, they displayed a 65% increase
in brown adipose tissue mass compared
with wild-type control mice. Inactivation of
HSL resulted in the complete absence of
neutral cholesterylester hydrolase activity
in adipose tissue (both white and brown).
However, TAG lipase activity in WAT was
reduced by only 40% and TAG lipase ac-
tivity in brown adipose tissue was similar
to wild-type mice. Basal lipolysis, that is,
glycerol release, was reduced in isolated
adipose cells from HSL null mice in one
study, but was unaffected and seemingly
increased in another. Nonetheless, there
was a marked defect or complete absence
of catecholamine-stimulated glycerol re-
lease in adipose cells from HSL null mice,
whereas catecholamine-stimulated NEFA
release was still observed, but attenuated.
This apparent discrepancy in the release
of glycerol and NEFA from adipose cells of
HSL null mice has been clarified by the ob-
servation that the basal and catecholamine-
induced DAG content increased markedly
in white and brown adipose tissue of HSL
null mice. Therefore, the studies with HSL
null mice appear to substantiate that HSL
is the rate-limiting enzyme for DAG hy-
drolysis in adipose tissue and is essential
for hormone-stimulated lipolysis. Remark-
ably, the absence of HSL was not associated
with the development of obesity. However,
adipose cells from HSL null mice, while
displaying size heterogeneity, tended to be
hypertrophic. Moreover, due to defective
lipolysis during fasting, there was a reduc-
tion in circulating NEFA and a decreased
hepatic production of VLDL secondary to
the diminished release of NEFA from adi-
pose tissue. This was associated with an

induction of LPL in WAT, as well as in
skeletal and cardiac muscle, but a de-
crease of LPL in brown adipose tissue.
It remains to be determined whether op-
eration of the TAG lipase in HSL null
mice is a consequence of its compensatory
upregulation in HSL-deficient adipocytes,
only, or is indicative for expression of a
second TAG-specific HSL-like lipase in
wild-type adipocytes, too. Taken together,
the findings on the lack of obesity and
mild adipocyte hypertrophy observed in
HSL null mice suggest that other lipases
could also play a role in TAG mobilization.

Interestingly, in HSL null mice after
prolonged fasting, plasma NEFA and TAG
levels as well as hepatic TAG stores were
reported to be significantly lower than with
wild-type mice. This low hepatic TAG con-
tent was associated with improved hepatic
insulin sensitivity since insulin caused a
greater reduction in endogenous hepatic
glucose production in HSL null mice (by
71%) than in wild-type mice (by 31%).
This increase in hepatic insulin sensitiv-
ity was associated with elevated insulin
receptor protein levels and activation of
components of the insulin-signaling cas-
cade, such as phosphorylation of PKB and
activity of PI3K. The low hepatic TAG con-
tent in HSL null mice can be explained
by their low plasma NEFA levels, since
liver-specific NEFA uptake is commonly
regarded to be a concentration-driven
process facilitated by specific membrane
transporters (see above). The inverse re-
lationship between insulin sensitivity and
hepatic TAG content may be explained
by alterations in gene expression during
activation of nuclear transcription factors
such as peroxisome proliferator-activated
receptors by intracellular TAG and/or fatty
acyl derivatives. Furthermore, the dimin-
ished plasma NEFA levels per se cannot
be excluded from being, at least partly,
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responsible for the increased hepatic in-
sulin sensitivity, since plasma NEFA con-
centrations are inversely correlated with
insulin sensitivity (see above). Strikingly,
in HSL null mice, no differences were
observed in insulin-mediated whole-body
glucose uptake compared with wild-type
mice as revealed during hyperinsuline-
mic euglycemic clamp studies. The lack
of improvement of whole-body insulin
sensitivity may be explained by the re-
ported absence of significant differences
in muscle TAG content in combina-
tion with unchanged insulin-induced PKB
phosphorylation in HSL null compared
with wild-type mice despite lower plasma
NEFA levels.

Recently, HSL null mice have been
shown to have impaired insulin secretion,
a 2- to 2.5-fold increase in islet TAG con-
tent, and elevated basal insulin secretion
from isolated islets that fails to rise further
upon challenge with glucose. Comparison
of the gene expression profile between
islets isolated from wild-type and HSL null
mice using microarray chip technology
and Taqman quantitative PCR for selected
genes revealed changes in genes that are
involved in lipid metabolism (methyl sterol
oxidase, short chain acyl-CoA dehydroge-
nase), insulin response (insulin-induced
growth response protein) and cytoskeleton
(profilin, cofilin). In particular, the mRNAs
for UCP-2, SREBP-1c, and PPAR-γ were
upregulated in islets from HSL null mice
as compared with wild-type mice. The tran-
scriptional upregulation of UCP-2, which
is regulated by SREBP-1c and PPAR-γ , was
associated with elevated NEFA and cor-
related with impaired glucose-stimulated
insulin secretion. Finally, C/EBPα, which
is involved in cytokine-regulated apoptosis
of pancreatic ß-cells, was also upregulated.
Collectively, these findings suggest that
HSL is important in maintaining lipid

homeostasis in ß-cells by directly and in-
directly controlling gene expressing for
multiple metabolic and signaling pathways
and hence in the regulation of glucose-
stimulated insulin secretion.

A recent study using transgenic mice
overexpressing HSL specifically in ß-cells
provided novel and important insights
with regard to the role of HSL in the
development of lipotoxicity. These trans-
genic mice were characterized by impaired
glucose and severely blunted glucose-
stimulated insulin secretion upon chal-
lenge with a high-fat diet. Their islets
displayed both elevated HSL activity and
forskolin-induced lipolysis compared with
wild-type islets, which resulted in signif-
icantly reduced TAG levels in transgenic
compared with wild-type islets provided
the mice have been fed a high-fat diet.
Thus, the rate of influx of NEFA into TAG
of the islet LD and the capacity to mobi-
lize this TAG pool seem to determine the
emergence of islet lipotoxicity. This is in
accord with the recently reported inverse
correlation between apoptosis and TAG
accumulation in cultured ß-cells, suggest-
ing a cytoprotective function of TAG in
cytoplasmic LD formed by normal ß-cells
against NEFA-induced islet dysfunction.
Moreover, prolonged high-fat feeding of
mice is accompanied by downregulation
of the expression of islet HSL. Conse-
quently, physiological downregulation of
HSL or pharmacological inhibition of HSL
and possibly of other as yet unknown TAG
lipases in ß-cells could be interpreted in
terms of the operation of a defense mech-
anism against the emergence of NEFA-
induced islet cell dysfunction.

In conclusion, HSL degrading TAG
of LD in islets seems to exert at least
three different functions in the regulation
of insulin secretion and its coupling to
external stimuli. (1) In the short-term,



694 Triacylglycerol Storage and Mobilization, Regulation of

upon challenge of ß-cells with an in-
sulin secretagogue, HSL is phospho-
rylated and activated via (glucagon-like
peptide 1 and gastric inhibitory polypep-
tide) receptor/cAMP-dependent mecha-
nisms lipolytically releasing NEFA and/or
NEFA derivatives from islet TAG. These
may act as acute stimulus (glucose)-
secretion coupling factors for the exocyto-
sis of insulin-containing secretory vesicles.
(2) In the long-term diet-induced NIDDM
and the increased influx of NEFA derived
from plasma lipoproteins through the ac-
tion of LPL and plasma NEFA into ß-cells
lead to the accumulation of TAG in LD
of ß-cells, which apparently exceeds the
degradation capacity of the basal HSL.
Thus, the low activity state of HSL under
these conditions guarantees the storage of
NEFA (derivatives), which potentially com-
promise the insulin secretory mechanism
and induce ß-cell apoptosis. (3) Long-
lasting aberrations in the regulation of
lipolytic activity, such as overexpression
of HSL, failure to downregulate HSL dur-
ing prolonged high-fat feeding or the mass
effect of TAG overstorage per se leading to
incremental lipolytic release of NEFA even
at low constitutive HSL activity, may re-
sult in exceeding a certain threshold level
of NEFA flux. This triggers the lipotoxic
pathway, presumably involving binding
of NEFA (derivatives) as ligands to tran-
scription factors, such as PPAR, and other
mechanisms. The resulting alterations in
the expression of genes regulating insulin
secretory vesicle biogenesis and exocytosis
finally lead to dampening of glucose-
induced insulin secretion.

5.2
ALBP

In the absence of ALBP, intracellular con-
centrations of NEFA unbound to protein

were increased in adipose cells, and basal
as well as isoproterenol-stimulated lipol-
ysis is decreased by 40%. These ALBP-
deficient rodents showed a normal growth
rate, body weight, and body composi-
tion compared with wild-type littermates
due to functional compensation by the
keratinocyte-type FABP. However, when
exposed to a high-fat diet, ALBP-null mice
developed diet-induced obesity, reaching a
greater total weight gain than the control
mice as a consequence of an increased fat
pad weight. Both lean and obese ALBP-
null mice displayed normoglycemia and
normoinsulinemia, providing evidence for
an uncoupling of obesity from insulin re-
sistance through ALBP deficiency.

5.3
Perilipin

Recently, the amount of perilipin protein
and lipolysis rates was analyzed in hu-
man subcutaneous adipocytes of nonobese
and obese women. A polymorphism in
intron 6 (rs891460 A/G) in the perilipin
gene seems to be associated with a 50%
decrease in perilipin expression and in-
creased basal lipolysis (AA vs. GG carriers)
in adipocytes of the obese women, which in
subjects matched for body mass index and
adipocyte volume was inversely correlated
with the plasma concentrations of NEFA
and glycerol and thus may contribute to
the development of insulin resistance.
Furthermore, they found two- to fourfold
increases in noradrenaline-induced lipol-
ysis. These data also reinforce the role of
perilipin for the regulation of lipolysis in
human fat cells.

The participation of perilipin in the regu-
lation of TAG storage and mobilization has
been addressed by knockout approaches
from two different experimental groups.



Triacylglycerol Storage and Mobilization, Regulation of 695

Perilipin-deficient mice showed an in-
creased metabolic rate together with an
increased basal lipolytic rate in adipocytes,
which confer resistance to diet-induced
obesity. Nonetheless, they were severely
impaired in their ability to respond to ß-
adrenergic stimulation by an appropriate
elevation in circulating NEFA. Although
absence of perilipin resulted in leanness
and reversal of obesity with an approxi-
mately 50% decrease in adipose mass and
adipocyte size, which was not reflected in
the lean body mass (that even increased
slightly), it did not affect glucose tolerance,
even with perilipin ablation being able to
worsen peripheral glucose disposal. Per-
haps most surprising is that mice lacking
perilipin are more drastically affected in re-
gard to regulation of FA mobilization than
those deficient in HSL (see above). These
observations could be explained if perilipin
is not only required to maintain adipose
cells in the quiescent state but is also in-
volved in the functional lipolytic activation
in adipose cells. To test this hypothesis ex-
perimentally, HSL translocation has been
investigated in adipocytes differentiated in
vitro from embryonic fibroblasts of wild-
type and perilipin-null mice. Strikingly,
they found that HSL fails to translocate to
LD in cells lacking perilipin. Furthermore,
introduction of normal perilipin A but
not of an unstimulatable mutant variant
(lacking the amino-terminal PKA phos-
phorylation sites) into CHO fibroblasts
significantly stimulated the PKA-induced
translocation of HSL. CHO cells express-
ing both perilipin and HSL were able
to elicit a greater and more rapid re-
sponse to a lipolytic stimulus than when
either of these proteins was expressed
separately. Thus, the perilipin-null mice
emphasize the two major actions of per-
ilipin: (1) to protect TAG against hydrolysis
in the basal state and thus permit TAG

storage; and (2) to facilitate HSL translo-
cation to LD, leading to hydrolysis of
TAG and release of FA in the stimulated
state. Interestingly, the perilipin-mediated
translocation process does not seem to
depend on additional factors unique to
adipocytes since it can be reconstituted
by expressing both perilipin A and HSL
in CHO fibroblasts. Moreover, phospho-
rylation of perilipin A at its three most
amino-terminal PKA sites is apparently re-
quired to promote HSL translocation to
LD. Recently, it was demonstrated that ex-
pression of wild-type perilipin alone, but
not of a mutant lacking these PKA sites,
in CHO cells increases the sensitivity of
lipolysis toward ß-adrenergic stimulation.
In contrast, LD coated with ADRP from
cells that do not express perilipin (i.e.
all with the exception of adipocytes and
steroidogenic cells) neither facilitate HSL
binding to the LD surface nor respond to
elevated PKA activity nor are capable of
restraining lipolysis to a minimum. The
accelerated lipolytic activity exhibited by
perilipin A-coated LD may result from
increased accessibility of HSL (or some
unknown neutral lipase) to TAG within
LD when perilipin is phosphorylated at its
three most amino-terminal PKA sites. Im-
portantly, the binding of HSL to LD seems
to be based on its direct interaction with
the TAG substrate since translocation of
HSL is blocked upon mutating the serine
residue in its catalytic triad.

Two hypotheses have been proposed that
reconcile the present data. Phosphorylated
perilipin could directly recruit HSL to the
LD surface by direct binding to the en-
zyme. However, pull-down and two-hybrid
experiments have not provided experimen-
tal evidence of direct interaction between
perilipin and HSL so far. Alternatively,
phosphorylated perilipin may modify the
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LD surface to indirectly facilitate interac-
tion of HSL with the TAG core within
the LD. HSL translocation and initiation
of lipolysis occur within minutes. Ini-
tially, HSL and perilipin colocalize on LD
but then, within a much longer period,
perilipin slowly departs from large LD,
and is subsequently recovered from dis-
persed, much smaller, LD (see above).
Recent studies indicate that even after
the departure of perilipin, HSL remains
bound to the larger LD, which now lack
perilipin, where it continues to cleave
TAG. Taken together, the present data fa-
vor the indirect mechanism, although the
two hypotheses are not mutually exclusive.
In any case, the mechanism underly-
ing the action of phosphorylated perilipin
seems to modify the TAG of LD such
that it is more effectively presented as
a substrate, for example, by triggering
dispersion of LD upon contact with phos-
phorylated perilipin leading to a larger total
LD surface area and thereby facilitated ac-
cess of HSL. It is now generally accepted
that protein–phospholipid/cholesterol in-
teractions can modify the shape of the
plasma membrane and this mechanism
seems to form the molecular basis for
the biogenesis of caveolae (see above), for
instance. The operation of similar mecha-
nisms for neutral lipids seems to be more
speculative.

5.4
PKA

PKA is a heterotrimer consisting of two
regulatory cAMP-binding and two catalytic
subunits. Four regulatory isoforms (RIα,
RIβ, RIIα, and RIIβ) and two catalytic iso-
forms (Cα and Cβ) are expressed in the
mouse, and each is encoded by a separate
gene. The RIIβ subunit is expressed prin-
cipally in three tissues known to regulate

energy homeostasis: brown adipose tissue,
WAT, and brain. It has been suggested that
the induction of PKA in certain tissues may
decrease obesity. For example, activation of
the adipose-specific ß-AR, which signals
via PKA, decreased obesity in both geneti-
cally obese (ob/ob) and diet-induced obese
mice, suggesting that signaling mecha-
nisms through this pathway are important
in preventing obesity.

Studies in mice lacking RIIβ have re-
vealed an unexpected role for this protein
in regulating energy balance. These ani-
mals remained remarkably lean even when
challenged with a high-fat diet and had in-
creased metabolic activity, manifested by
increases in body temperature, uncoupling
protein-1 concentration, and lipolysis. Bio-
chemical studies have shown that loss
of RIIβ was compensated by increased
expression of RIα, which is more sen-
sitive to cAMP activation, resulting in a
net increase in basal PKA activity, but
markedly impaired cAMP-induced acti-
vation of HSL in mutant WAT, yet left
cAMP-regulated gene expression relatively
unperturbed. The disruption of lipolytic
stimulation was seen both in vitro and
in vivo and occurred equally for signal-
ing from the ß3-receptor-specific agonist
CL316.243 and a nonspecific ß-agonist,
isoproterenol. It is unlikely that the sig-
naling defect in RIIβ mutant WAT was
caused by decreased expression of either
ß-AR or HSL, given that mRNA levels
for these genes were unaffected. Conceiv-
ably, impairment of lipolytic hormonal
response could be a consequence of the
chronic stimulation of basal lipolysis seen
in RIIβ null mice due to increased basal
PKA activity. However, adipocytes from
knockout mice deficient in the G-protein
subunit, Giα2, showed a threefold increase
in basal cAMP levels and an elevated basal
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rate of lipolysis but retained normal max-
imal response to ß-AR agonists. These
studies suggest that increasing basal PKA
activity in adipose tissue and brain amelio-
rates obesity.

In a recent study, wild-type and RIIβ
null mice maintained on the C57BL/6
genetic background strain were fed a
high-fat, high-carbohydrate diet, which
is known to induce obesity and dia-
betes in C57BL/6 mice. RIIβ null mice
were resistant to weight gain and hy-
perinsulinemia. In vivo insulin sensitivity
and glucose disposal were dramatically
improved in the RIIβ null mice, as
were plasma lipid profiles. When mice
were corrected for differences in body
weight, improved insulin-mediated glu-
cose disposal was still observed in the
RIIβ null mice, suggesting an obesity-
independent effect of RIIβ on promot-
ing insulin resistance. This suggests that
PKA activity in both adipose tissue and
brain is important for determining body
composition, food intake, and diabeto-
genic parameters.

It has been speculated that at least some
of the elements mediating lipolytic stimu-
lation (e.g. ß-AR, AC, PKA, HSL) be colo-
calized within adipocytes to facilitate effi-
cient signal transduction, and that lipolytic
stimulation is impaired in RIIβ-deficient
rodents because RIIβ participates specif-
ically in the formation of this complex.
Previous studies suggest a compartmen-
talized apparatus that mediates lipolytic
stimulation as follows: (1) At any given in-
tracellular cAMP concentration, the lipoly-
tic response toward catecholamines is
greater than toward forskolin, a nonspe-
cific AC activator. Hence, low concen-
trations of isoproterenol (∼10 nM) can
stimulate lipolysis without measurably al-
tering overall cAMP levels, whereas low
concentrations of forskolin (0.1–1.0 µM)

increase intracellular cAMP without af-
fecting lipolysis. (2) The concentration of
isoproterenol or ß3-specific agonists re-
quired for half-maximal activation of AC
activity in adipocyte membranes is 80-fold
greater than the concentration required
to activate lipolysis in intact adipocytes.
(3) A signaling complex including ß2-
AR, PKA, and phosphatases has been
isolated that appears to be assembled
by the scaffold protein, gravin. In sum-
mary, catecholamines stimulate lipolysis
more potently than they increase overall
intracellular cAMP, suggesting a pref-
erential association of ß-AR, PKA, and
perhaps its substrate, HSL, in a ‘‘lipoly-
tic’’ complex.

5.5
ASP

Since mice lacking complement C3 cannot
produce ASP, C3 gene knockout mice
are consequently ASP-null animals. ASP
null mice show a reduced WAT weight,
distributed evenly through all depots in
females while primarily affecting gonadal
and perirenal localizations in males, as
well as reduced body fat. In addition, male
mice have delayed TAG clearance. The
reduced adipose mass was accompanied
by hypoleptinemia with a modest increase
in food intake. When fed on either
a low-fat or high-fat diet, male ASP
null mice showed no differences in
body weight compared with wild-type
animals. Female ASP null mice, however,
had a decreased body weight compared
with their wild-type counterparts. The
relatively mild phenotype of these mice
suggests a minor role of ASP in TAG
storage and mobilization control or the
existence of compensatory mechanisms
rescuing part of the physiological function
of ASP.
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Very recently, the effect of ASP defi-
ciency has been examined in ob/ob mice,
which are leptin-deficient. The ob/ob mice
have been used to test for protection from
obesity in several double-knockout models.
In most cases, the decrease in body weight,
which was evident in the single knockout,
was enhanced when examined on the back-
ground of the ob/ob obese mouse model.
Compared with age-matched ob/ob mice,
ob/ob C3 null mice had delayed postpran-
dial TAG and FA clearance, associated
with decreased body weight and accord-
ing to the homeostasis model assessment
index increased insulin sensitivity. By con-
trast, food intake in the double-knockout
mice was slightly elevated compared with
ob/ob mice. The hyperphagia/leanness
was balanced by a significant increase
in energy expenditure and oxygen con-
sumption. These results suggest that the
ASP regulation of energy storage may in-
fluence energy expenditure and dynamic
metabolic balance.

Since ASP increases TAG synthesis
and reesterification and decreases in-
tracellular TAG mobilization, such as
norepinephrine-stimulated NEFA release
from fat cells as well, the effect of ASP, at
least in adipose tissue, is to effectively de-
crease substrate cycling and increase TAG
storage. ASP deficiency could possibly re-
lease the brake on this cycling process,
allowing for increased substrate cycling
and augmenting energy expenditure. This
pattern is different to that observed for in-
sulin, which had marked effects on both
lipolysis and fractional NEFA reesterifi-
cation. When fat cells were incubated
with maximally effective concentrations of
each protein, ASP inhibited NEFA release
during lipolysis to a lesser degree than
insulin, whereas it stimulated fractional
NEFA reesterification to the same, or even
greater, extent as insulin.

5.6
Caveolin

Caveolin null mice shed additional light
onto the proposed new roles of caveolin
and caveolae in TAG storage and mobi-
lization (see above). Caveolin-1 null mice
were found to store less TAG in WAT
than control mice. This defect led to re-
sistance to diet-induced obesity and to
increased blood concentrations of NEFA
and TAG. Because caveolin can be re-
covered with LD, at least under certain
experimental conditions (see above), it is
tempting to speculate that the lack of cave-
olin interferes with normal LD biogenesis
or enables HSL to gain access to TAG in
the LD core. Alternatively, in the absence of
caveolin-1 adipocytes lack functional cave-
olae and this could lead to diminished FA
uptake. As the flux of FA into primary
adipocytes and 3T3-L1 adipocytes follows
saturatable kinetics, facilitated membrane
transport has been proposed as the up-
take mechanism. Interestingly, labeling
of membrane proteins with photoreactive
long-chain FA identified caveolin-1 as the
major FA-binding protein in adipocytes.
Together with the demonstrated associa-
tion of the caveolins with LD (see above),
it is possible that caveolae and the cave-
olins act as portals for the uptake and
transport of FA to LD. However, it can-
not be excluded that the negative effect
of missing caveolin-1 on TAG storage is
secondary to impairment of insulin sig-
naling to the glucose transport system
and the resulting reduction of glucose up-
take and FA esterification. Caveolae and
lipid rafts (DIGs) act as scaffolding plat-
form for the so-called Cbl-CAP pathway
that is required for insulin stimulation of
glucose transport in addition to the IRS-
PI3K pathway.
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See also Intracellular Fatty Acid
Binding Proteins and Fatty Acid
Transport; Intracellular Fatty Acid
Binding Proteins in Metabolic
Regulation; Lipid and Lipoprotein
Metabolism; Metabolic Basis of
Cellular Energy.
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Keywords

Aggregate
Accumulation of proteinaceous and/or ribonucleic acid material into a structure that is
visible in a cell at the light microscope level.

Anticipation
Worsening severity of a disease phenotype as the causal (typically dominant) genetic
mutation is transmitted from one generation to the next in a family segregating the
disease of interest.
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Gain of function
Refers to a type of mutation that imparts a novel activity or action to the gene product
containing the mutation.

Loss of function
Refers to a type of mutation that eliminates the action of the gene product encoded by
the gene within which the mutation resides.

Repeat Expansion
An elongation of a repeat to a larger size that no longer falls within the size distribution
range typically seen in the normal population; this process is now recognized as a
mechanism of human genetic mutation.

Trinucleotide
Three DNA base pairs of specific sequence composition (e.g. cytosine-adenine-
guanine).

� The repeat expansion disorders are a group of human diseases that are caused by
the elongation of a DNA repeat sequence. In this chapter, we provide an overview
of the discovery of repeat expansion as an important cause of human disease, and
we summarize the molecular genetics and mechanistic basis of 27 microsatellite
repeat disorders. Comparison of the many repeat expansion disorders reveals distinct
categories of repeat diseases, allowing us to propose a classification of the repeat
expansion disorders based upon mutation sequence and pathogenic mechanism.
The four types of repeat expansion disorders defined by this approach are the
CAG/polyglutamine repeat diseases; the loss-of-function repeat diseases; the RNA
gain-of-function repeat diseases; and the polyalanine diseases. Although the genetic
basis for most of these diseases was determined less than a decade or so ago,
considerable advances have been made in our understanding of how ‘‘dynamic
mutations’’ produce molecular pathology and human disease.

1
A Novel Mechanism of Genetic Mutation
Emerges

1.1
Repeat Sequences of All Types and Sizes

Long before the sequencing of the human
genome was undertaken, the discovery of
bacterial enzymes that recognize specific
DNA sequences (‘‘recognition sites’’) and

cleaved them, yielded a new methodology
for differentiating individuals (‘‘molec-
ular fingerprinting’’). This methodology
also found application in the mapping of
inherited genetic diseases, taking advan-
tage of human variation in the form of
so-called restriction fragment length poly-
morphisms (RFLP’s). In the search for
even more informative genetic markers,
investigators uncovered a variety of very
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short repeat sequences (‘‘short tandem
repeats’’ – STR’s; ‘‘simple sequence length
polymorphisms’’ – SSLP’s) that were
highly dispersed throughout the human
genome. These latter repeat sequences
came to be known as ‘‘microsatellites’’ to
differentiate them from the ‘‘minisatel-
lites’’ that were being used for molec-
ular fingerprinting. Minisatellites were
originally defined as tandem arrays of
14–100 bp repeating sequences. In the
case of minisatellites, the repeat sequence
was in essence a ‘‘consensus’’ as devi-
ations from the exact repeat sequence
were common. Microsatellites, however,
were typically pure perfect repeats of
less than 13 bp, the most common mi-
crosatellites being dinucleotide repeats,
trinucleotide repeats, or tetranucleotide re-
peats. The discovery of minisatellites and
microsatellites yielded a virtual bonanza
of reagents for molecular fingerprinting
and genetic linkage mapping, while also
providing evolutionary biologists and pop-
ulation geneticists with intriguing material
to attempt to reconstruct evolutionary
relationships and inter- or intraspecies re-
lationships. Although human geneticists
and evolutionary biologists were applying
microsatellites in different ways for their
own studies, they shared the commonly
held belief that such repeats were neutral
and therefore unlikely to be of much func-
tional consequence, let alone play a role in
causing human disease. Of course, all that
would soon change in the last decade of
the twentieth century.

1.2
Trinucleotide Repeat Expansion as a
Cause of Disease: Unique Features Explain
Unusual Genetics

In 1991, two groups working on seem-
ingly unrelated inherited genetic diseases

independently made paradigm-shifting
discoveries. In one case, a CAG trinu-
cleotide repeat expansion within the first
coding exon of the androgen receptor (AR)
gene was found to be the cause of an
X-linked neuromuscular disorder known
as spinal and bulbar muscular atrophy
(SBMA or Kennedy’s disease). CAG en-
codes the amino acid glutamine; thus,
elongation of a polyglutamine tract within
the AR protein was hypothesized to be
the molecular basis for the motor neu-
ron degeneration in SBMA. In the other
case, a disorder known as the fragile X
syndrome of mental retardation (FRAXA),
also X-linked but much more common,
was reported to result from expansion of
a CGG repeat. In the latter case, although
originally envisioned to encode a polyargi-
nine tract, the CGG repeat turned out
to be in the 5′ untranslated region of a
novel gene, the so-called FMR-1 gene (for
‘‘fragile X mental retardation-1’’).

The identification of triplet repeat ex-
pansions as the cause of two inherited
diseases was an exciting turning point in
the field of human molecular genetics not
only because of the novel nature of these
findings, but also because of the unusual
genetic characteristics of this new type of
mutation. Analysis of families segregat-
ing FRAXA revealed the existence of three
distinct allele categories defined by the
length of the pure CGG repeat: a normal
size range; a disease size range; and an
intermediate, ‘‘premutation’’ size range.
As discussed below, individuals carrying
premutation-sized CGG repeats never de-
velop the mental retardation phenotype,
but instead are at risk for passing on even
larger CGG repeats to their children or
grandchildren who then display the men-
tal retardation phenotype. An important
tenet that emerged from these early stud-
ies was that expanded CGG repeats (larger
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than the normal size range) displayed an
exceptionally high rate of further mutation.
This observation reversed a commonly
held view of the genetic material – the
notion that any single nucleotide in the hu-
man genome displayed a mutation rate of
∼1 × 10−5. In the case of expanded CGG
repeats in premutation carriers, the rate
approached unity (100)! Besides displaying
this high mutation rate, there were other
unusual features: (1) the CGG repeats
showed a marked tendency to further ex-
pansion, suggesting that repeat mutation
was a polar process; and (2) the sex of the
individual transmitting the premutation-
sized CGG allele determined whether a
large expansion into the disease range
would be possible. For FRAXA, expansion
into the disease range could only occur if
the premutation allele was transmitted by a
female carrier. All of these unusual aspects
of FRAXA CGG repeat genetics thoroughly
accounted for the bizarre non-Mendelian
inheritance patterns described in FRAXA
families as the ‘‘Sherman paradox.’’

The recognition of repeat expansion as
the cause of the neurodegenerative dis-
order SBMA and as an explanation for
the puzzling genetics of FRAXA set the
stage for further discoveries in the field of
neurogenetics (the study of inherited neu-
rological disorders). One disorder known
as myotonic dystrophy (DM), the most com-
mon of all muscular dystrophies, had been
the center of a genetic controversy that had
gone on for nearly a century. The contro-
versy involved the debate over whether the
clinical phenomenon of anticipation truly
existed or was simply an artifact of clin-
ical study (Anticipation may be defined
as a progressively earlier age of disease
onset with increasing disease severity in
successive generations of a family segre-
gating an inherited disorder). Although
anticipation was initially proposed as a

defining feature of DM in 1918, a num-
ber of leading geneticists, among them
Penrose, L.S., dismissed its authenticity,
claiming that it was a product of ascertain-
ment bias due to better clinically defining
the profound variable expressitivity in this
disorder. This view persisted from its pro-
mulgation in the 1950s, reinforced by
the concept that the genetic material is
seldom subject to alteration or modifi-
cation that could be heritable. However,
with the discovery that expanded trinu-
cleotide repeats could further expand, and
that indeed the expansion process was a
prerequisite for the FRAXA disease pheno-
type – accounting for maternal inheritance
and greater percentages of affected individ-
uals in more recent generations – a role
for repeats in diseases displaying antici-
pation was entertained. Consequently, the
third repeat mutation disorder to be iden-
tified – just one year after the SBMA and
FRAXA discoveries – was DM. Studies of
the causal CTG repeat expansion in DM
demonstrated a strong correlation between
disease severity (i.e. age of onset and rate
of progression) and the length of the CTG
repeat. In this way, it became clear that
anticipation was a genuine phenomenon
and that expanded repeat mutational in-
stability was its long awaited molecular
explanation. The mutational instability
characteristics of expanded repeats have
led to their designation as so-called ‘‘dy-
namic mutations.’’

2
Repeat Diseases and Their Classification

2.1
Summary of Repeat Diseases

The list of diseases caused by microsatel-
lite repeat expansions (involving repeats of
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3–12 bp) now includes more than 25 disor-
ders (Table 1). Certain aspects of the list of
repeat diseases deserve emphasis. Twenty
of the repeat diseases either principally
or exclusively affect the neuraxis – that is,
anywhere from the brain to the cerebel-
lum/brainstem, to the spinal cord, to the
peripheral nerve or muscle – and are de-
generative disorders. Almost all of these in-
herited neurological disorders are caused
by large expanded repeats that display
the property of pronounced genetic insta-
bility (dynamic mutation). On the other
hand, the developmental malformation
syndromes for which repeat expansion
mutations have been implicated all involve
modestly sized disease repeats by compar-
ison, and these repeats do not exhibit such
dynamic mutation genetic instability.

2.2
Differences in Repeat Sequence
Composition and Location within Gene

When faced with the task of categorizing
the various repeat expansion diseases into
different classes, a number of approaches
are possible. We have found that consid-
eration of the sequence of the repeat and
its location within the gene are the most
useful characteristics to apply for grouping
the different repeat diseases. As shown in
Table 1, there are many different types of
repeats varying in length and sequence
composition. However, among the recur-
rent sequence types are CAG trinucleotide
repeats, CTG trinucleotide repeats, and
GCG trinucleotide repeats. The rest of the
repeat sequences are unique in composi-
tion and differ widely in size, ranging from
3 to 12 bp as noted above. Comparison of
the location of a repeat within the gene
it is affecting also yields different types of
repeats. The largest single-repeat location
category is within the coding region of

a gene, which applies to both CAG (glu-
tamine) and GCG (alanine) repeats, and
has been proposed but not yet demon-
strated for CTG (leucine) repeats. The rest
of the locations defined for repeats vary
widely, ranging from the gene’s promoter
to its 5′ untranslated region to an intron
to the 3′ untranslated region, and no more
than two to three repeat expansions can
be placed in each of these categories at
this time.

2.3
Classification Based upon Mechanism
of Pathogenesis and Nature of Mutation

To allow us to reconstruct how the dif-
ferent repeat expansion mutations cause
molecular pathology in the various dis-
orders that they cause, we have chosen
to categorize the 25 repeat disorders into
four classes (Table 2). The first class of
disorders, the Type 1 repeat diseases,
are the ‘‘CAG-polyglutamine disorders.’’
This class of repeat diseases includes
nine inherited neurodegenerative disor-
ders (SBMA, Huntington’s disease, den-
tatorubral pallidoluysian atrophy, and six
forms of spinocerebellar ataxia) that all
share the common feature of being caused
by a CAG repeat located within the coding
region of a gene. Upon CAG repeat expan-
sion, a mutant protein with an extended
polyglutamine tract is produced, mak-
ing the protein then adopt an abnormal
conformation and misfold to initiate the
pathogenic cascade. The resultant pathol-
ogy is believed to primarily stem from a
gain of function of the mutant protein
imparted by the expanded polyglutamine
tract. As discussed below, much effort has
gone into trying to define what the gain-of-
function effect is for each polyglutamine
disease protein and into determining if
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shared pathways of toxicity are initiated in
the different diseases. At least one, and per-
haps a greater number of these disorders
may principally involve a simultaneous
dominant-negative partial loss of the nor-
mal function of the disease protein. The
next class of disorders, the Type 2 repeat
diseases, are a much more disparate group
of repeat disorders. The Type 2 repeat dis-
eases are the ‘‘Loss-of-function repeat dis-
orders.’’ These disorders include different
repeats that vary in sequence composi-
tion and gene location, but share a final
common pathway of disease pathogene-
sis – a loss of function of the disease gene
within which they occur. This group in-
cludes various classic trinucleotide repeat
disorders such as the two fragile X syn-
dromes of mental retardation (FRAXA and
FRAXE) and Friedreich’s ataxia – but also
encompasses the dodecamer repeat ex-
pansion in progressive myoclonic epilepsy
type 1, and possibly the CAG repeat ex-
pansion in Huntington’s disease like-2
(HDL2) gene. Strong evidence for a loss-of-
function pathway in the form of nonrepeat
loss-of-function mutations supports many
of these classifications. The third group of
repeat diseases, the Type 3 disorders, com-
prise a shared class because all of them
have been proposed to involve the produc-
tion of a toxic RNA species. This category
of repeat diseases is thus called the RNA
gain-of-function disorders. Included among
these disorders are two closely related
forms of DM, the common and classic
myotonic dystrophy type 1 (DM1) and its
uncommon phenocopy, myotonic dystro-
phy type 2 (DM2). Another member of
this group is the recently described frag-
ile X tremor-ataxia syndrome (FXTAS) in
male premutation carriers – a fascinating
example of two different disease path-
ways operating upon the same expanded
repeat mutation based upon size range

differences. One form of spinocerebellar
ataxia (SCA8) with an unclear mechanism
of pathogenesis has also been provision-
ally placed into this category, based upon
current working models of how its re-
peat causes disease. The last class of
repeat disease, the Type 4 disorders, are
the ‘‘GCG-polyalanine disorders’’ that are
grouped together because all involve short
GCG repeat tracts falling within the coding
regions of unrelated genes that become ex-
panded to moderately sized GCG repeats.
With the exception of oculopharyngeal
muscular dystrophy, all are developmental
malformation syndromes, and while gain-
of-function polyalanine toxicity has been
proposed for a number of these disorders,
loss of function due to the polyalanine
expansion seems more likely for others.
Finally, a number of repeat disorders,
spinocerebellar ataxia type 10 (SCA10),
spinocerebellar ataxia type 12 (SCA12),
and Huntington’s disease like 2 (HDL2),
currently defy classification because very
little is known about their molecular basis.
These diseases will be considered in the
final section of this chapter.

3
Type 1: The CAG/Polyglutamine Repeat
Diseases

3.1
Spinal and Bulbar Muscular Atrophy

Spinal and bulbar muscular atrophy
(SBMA; Kennedy’s disease) is a late-onset
neurodegenerative disease with an inher-
itance pattern resembling X-linked reces-
sive. It has a prevalence of about 1 in 50 000
males. Patients suffer a late-onset, pro-
gressive degeneration of primarily lower
motor neurons in the anterior horn of the
spinal cord and in the bulbar region of the
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brainstem; however, variable involvement
of sensory neurons in the dorsal root gan-
glia also occurs. SBMA typically presents
with cramps, followed by proximal mus-
cle weakness and atrophy. Patients often
exhibit dysarthria, dysphagia, and fascic-
ulations of the tongue and lips. Affected
individuals have symptoms of mild andro-
gen insensitivity, such as gynecomastia,
reduced fertility, and testicular atrophy.

SBMA is caused by a polymorphic
(CAG)n repeat in the first exon of the AR
gene, which is expressed as a glutamine
tract. Unaffected individuals carry 5 to 34
triplet repeats, while affected individuals
carry 37 to 70 repeats. SBMA exhibits
a paternal expansion bias. The disease
does not appear to involve a simple loss-
of-function mechanism, as complete loss
of AR does not result in motor neuron
degeneration.

AR is widely expressed in males and
females, and is a member of the steroid re-
ceptor–thyroid receptor superfamily with
a highly conserved DNA binding domain,
ligand binding domain and transactiva-
tion domain (Fig. 1). In its inactive state,
it forms an apo-receptor complex with

heat-shock proteins (HSPs) 70 and 90,
and resides in the cytoplasm. Upon bind-
ing androgen, it dissociates from these
HSP chaperone proteins and translocates
to the nucleus. Once in the nucleus, AR
dimers transactivate certain genes, many
of which are responsible for generating
and maintaining male characteristics. Al-
though the glutamine expansion does not
affect the binding of its ligand, androgen
(testosterone), the glutamine tract is in the
major transactivation domain, and may af-
fect transactivation competence. However,
the effect of the polyglutamine expansion
upon AR transactivation competence re-
mains controversial.

Many lines of evidence suggest that AR
must translocate to the nucleus to exert
its toxicity. Nuclear inclusions (NIs) are
present in motor neurons of the spinal
cord and brainstem in SBMA patients.
In a Drosophila model of SBMA, reti-
nal expression of mutant AR only yielded
a degenerative phenotype in the pres-
ence of ligand. As in humans, androgen
binding causes the nuclear translocation
of AR in mice. Transgenic male SBMA
mice produce testosterone and will only

1 919

...CAGCAGCAG...

Normal = 5–34
SBMA = 37–70

Fig. 1 Diagram of the androgen receptor. The androgen receptor is a member of the
steroid receptor-thyroid hormone receptor superfamily, and consequently displays a
stereotypical architecture. The CAG repeat – polyglutamine tract (striped box) resides
within the amino-terminal domain, which mediates transcription activation through
an ‘‘activation function’’ domain (charcoal gray box). Additional conserved domains
include the DNA binding domain (light gray box), nuclear localization signal (black
box), and the ligand binding domain (checkered box). Expansion of the CAG repeat
to alleles of ≥37 triplets is the cause of spinal and bulbar muscular atrophy (SBMA).
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develop motor neuron disease if express-
ing polyglutamine-expanded full-length
AR protein, yet when castrated, such
SBMA transgenic mice do not develop
a phenotype. In the same study, female
transgenic mice hemizygous for expanded
AR develop motor neuron degeneration
when exposed to exogenous androgen. Im-
portantly, even rare human females who
are homozygous for an AR CAG repeat ex-
pansion mutation do not develop SBMA,
despite widespread expression of mutant
AR throughout the CNS (central nervous
system). Thus, SBMA is not a true X-linked
recessive disorder, but rather is classified
as a sex-limited disorder, since expres-
sion of the disease phenotype is dependent
upon male levels of androgen.

A number of studies on SBMA patients
and mouse models have characterized the
NIs seen in this disease. While NIs are
widely distributed in lower motor neu-
rons of the spinal cord and brainstem,
NIs also occur in a variety of nonneu-
ronal tissues that appear to function nor-
mally. NIs colocalize with components
of the proteasome and with molecular
chaperones. How this contributes to the
phenotype is unknown, although HSP70
overexpression attenuates toxicity in cell
culture and in transgenic mouse. The
presence of proteasome components and
HSPs in NIs may thus be revealing a
protective intervention by the cell, or al-
ternatively may be deleterious due to
depletion of these important cellular pro-
teins. Interestingly, only antibodies raised
to amino-terminal fragments of AR de-
tect NIs, indicating that proteolysis may
play a role in the disorder. Caspase-3 has
been shown to cleave AR in a polyglu-
tamine tract length-dependent manner in
vitro, and this may have pathogenic sig-
nificance, as truncated AR is more toxic
than full-length protein in cell culture

studies and transgenic mouse models.
The phosphorylation of AR is modulated
by androgen, and this posttranslational
modification appears to enhance caspase-
3 cleavage.

One possible mechanism of expanded
AR toxicity is through transcription in-
terference. Polyglutamine-expanded AR
interacts with the transcription coactivator
CREB-binding protein (CBP) in a polyg-
lutamine tract length-dependent manner,
colocalizes with CBP in spinal cord NIs
from patients, and can interfere with
CBP-dependent transcription. CBP is a
transcription cofactor that regulates the
expression of vascular endothelial growth
factor (VEGF), among other genes. VEGF
is important in motor neuron health,
as deletion of a portion of its promoter
called the hypoxia response element (HRE)
causes motor neuron degeneration even in
normoxic mice. Pathologically expanded
AR reduces VEGF transcript expression
in males, with VEGF165 isoform ex-
pression reduced at both the RNA and
protein levels. Adding VEGF165 to a mo-
tor neuron-like cell line (MN-1) expressing
polyglutamine-expanded AR significantly
rescues its cell death, again supporting
the role of transcription interference in
SBMA and suggesting that VEGF165 may
serve as a neurotrophic factor for mo-
tor neurons.

While no effective treatment for SBMA
has yet been validated in human pa-
tients, the role of testosterone in SBMA
disease progression has received consider-
able attention. Interestingly, testosterone
supplementation was initially used as a
treatment for SBMA. Rather than aggra-
vating the disease as one might fear,
it was reported to attenuate the pheno-
type slightly, but did not significantly
retard disease progression. Such a ben-
eficial effect of testosterone may be due
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to anabolic effects on muscle strength or
to a downregulation of AR in response
to elevated androgen levels. Still another
possibility is that AR-mediated transcrip-
tion in motor neurons somehow performs
a trophic function in the face of dam-
age or injury. Very recent work, how-
ever, strongly indicates that elimination
of ligand by surgical or pharmacologi-
cal castration is a very effective treat-
ment in SBMA transgenic mouse models,
even showing efficacy when SBMA mice
display an advanced phenotype. As lig-
and binding is associated with nuclear
translocation of mutant AR and aber-
rant effects upon nuclear transcription
appear crucial for SBMA disease progres-
sion, abrogation of nuclear localization
may account for the success of castra-
tion. Consistent with this hypothesis are
results of studies with flutamide, a drug
that appears to block AR-dependent trans-
activation without preventing its nuclear
translocation. While pharmacological cas-
tration with leuprolide is highly effective
therapeutically, flutamide does not ame-
liorate symptoms or disease progression
in an SBMA mouse model. Attempted
translation of these preclinical trial re-
sults to human SBMA patients is cur-
rently underway.

3.2
Huntington’s Disease

Huntington’s disease (HD) is an autoso-
mal dominant disorder with a prevalence
of 1 per 15 000 persons worldwide. It is
a debilitating disease that often presents
clinically in the fourth or fifth decade of
life with chorea (i.e. spontaneous, invol-
untary dancelike movements). Personality
change and cognitive impairment may
precede the clinical onset by years, and
ultimately culminate in dementia after
onset of the movement disorder. Chorea
gives way to bradykinesia and rigidity late
in the disease. CNS atrophy occurs most
prominently in the striatum, which is re-
duced to a fraction of its original size
(Fig. 2). However, significant neurodegen-
eration and neuron loss in the cortex is also
typical, while cerebellum, brainstem, and
spinal cord are relatively spared – except in
juvenile-onset cases.

HD is caused by a (CAG)n repeat ex-
pansion in the huntingtin gene (htt), which
encodes a 350-kDa protein containing 67
exons. Unaffected individuals carry 6 to 35
repeats, while affected individuals carry
39 to 250 repeats. The largest repeats
cause juvenile-onset HD and display a pa-
ternal transmission bias. The htt protein
is ubiquitously expressed in brain tissue,

(a) (b)

Fig. 2 Huntington’s disease (HD)
neuropathology. Hemi-coronal sections
of postmortem brains from (a) a classic,
adult-onset HD patient and (b) a normal
control reveal marked degeneration of
the striatum (midmedial region) and
considerable atrophy of cortical regions.
(From Robataille et al. (1997) Brain
pathol. 7, 901. Used with permission).
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with highest levels in striatal interneu-
rons and cortical pyramidal cells. Two
htt mRNA transcripts have been detected:
one 10 kb and the other 13 kb in length,
expressed most highly in CNS neurons.
Ultrastructurally, the wild-type full-length
protein is predominantly cytoplasmic and
is located in the pre- and postsynaptic
regions of dendrites and axons. Htt pro-
tein associates with microtubules, vesicles,
and organelles.

HD appears to have a predominantly
dominant mechanism due to its inheri-
tance pattern, evidence that homozygotes
are no more severely affected than het-
erozygotes, and the observation that het-
erozygous deletion of huntingtin does not
cause HD. The fact that no HD-causing
loss-of-function mutations have been doc-
umented in the huge htt gene further
supports a gain-of-function mechanism.
However, postnatal elimination of htt ex-
pression in regions of the cortex can cause
striatal degeneration in mice, so the no-
tion that gain of function fully accounts
for the HD phenotype is being reexam-
ined. As htt is a regulator of transcription
activation and/or mediator of vesicular
brain-derived neurotrophic factor (BDNF)
transport up and down axons, many in-
vestigators now envision the effects of
expanded htt as twofold: simultaneously
causing protein misfolding leading to gain-
of-function toxicity, and inducing partial
loss of an ill-defined normal function.

In 1997, it was first reported that mutant
htt forms dense amyloid-type aggregates
in the nucleus, perikarya, and neuropil of
neurons from a transgenic mouse model
and in human patients. The role of ag-
gregation in the polyglutamine diseases
and in a wide range of neurodegenerative
disorders including Alzheimer’s disease,
Parkinson’s disease, amyotrophic lateral
sclerosis, and the prion diseases, thus

emerged as an important theme at the
end of the last decade. While initially it
was thought that the formation of large
aggregates is the basis of polyglutamine
neurotoxicity, the weight of evidence now
suggests little correlation between visible
aggregate formation and disease pathol-
ogy. However, the occurrence of aggre-
gates along with neuropathology suggests
that aggregation is inextricably linked to
the pathogenicity of polyglutamine disease
proteins. We will address the role of poly-
glutamine aggregation in neurotoxicity in
detail in a separate section.

Many theories have been proposed to
account for how polyglutamine-expanded
htt causes neurotoxicity. A thorough dis-
cussion of this literature goes beyond the
scope of this chapter, so the reader is
referred to the relevant books and re-
views in the Bibliography for a more
intensive treatment of this topic. Ma-
jor theories of htt neurotoxicity that will
be considered herein include transcrip-
tion dysregulation, proteasome inhibition,
mitochondrial dysfunction/excitotoxicity,
and proteolytic cleavage. As multiple inde-
pendent toxicity events may be occurring
concomitantly, these disease pathways are
not mutually exclusive.

Expanded htt protein may interfere
with transcriptional processes. Many tran-
scription factors, such as CBP, contain
glutamine tracts that mediate important
protein–protein interactions. CBP inter-
acts directly with htt, and mutant htt
toxicity is ameliorated in striatal neurons in
vitro when CBP lacking the htt interaction
domain is overexpressed. CBP mediates
the transcription of a number of neuronal
survival factors, such as BDNF, and func-
tions by acetylating histones, one aspect of
chromatin remodeling that permits tran-
scription to occur. Studies of HD fruit fly
and mouse models have highlighted the
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potential importance of histone acetylation
by demonstrating that histone deacety-
lase inhibitors (HDAC Is) can successfully
rescue degenerative phenotypes in these
model organisms. Htt can affect transcrip-
tion mediated by p53, Sp1, and REST
interaction, thereby potentially altering the
expression of a large number of genes.
Differential expression of survival factors,
neurotransmitter receptors, and a number
of other genes may thus contribute to HD
pathogenesis.

The ubiquitin-proteasome protein degra-
dation pathway has also been implicated
in HD. Nuclear inclusions of htt colocalize
with ubiquitin, which indicates that the ex-
panded protein has been identified as mis-
folded and thus targeted for proteasomal
degradation. However, polyQ sequences
longer than 9 glutamines are impossi-
ble for eukaryotic proteasomes to cleave.
The proteasomes of htt-transfected cells
are consequently less capable of degrading
proteins other than htt, as demonstrated
by the reduced degradation of GFP-tagged
proteins in culture. If proteasome com-
ponents are clogged with mutant protein
and/or sequestered into inclusions, they
may be unable to degrade other misfolded
or damaged proteins that carry out impor-
tant functions. Alternatively, accumulation
of improperly degraded proteins may inter-
fere with other normal cellular processes,
such as autophagy or mitochondrial oxida-
tive phosphorylation.

Perhaps the longest and most thor-
oughly studied htt toxicity pathway in-
volves metabolic disturbances and excito-
toxicity. Glucose metabolism and oxygen
consumption are reduced in HD brains
as measured by PET. Severe deficits in
the activity of complexes II/III and IV of
the mitochondrial electron transport chain
(ETC) are evident in HD brains. Inhibitors
of complex II of the mitochondrial electron

transport chain, such as 3-nitropropionic
acid (3-NPA), can cause a selective degen-
eration of the striatum in rat and primate
models when injected systemically, since
the striatum has among the highest energy
demands of all neuronal regions. 3-NPA
reduces levels of ATP, resulting in mito-
chondrial and cellular depolarization with
activation of voltage-dependent NMDA re-
ceptors. Excitotoxic damage may act in
concert with increased production of free
radicals to cause selective striatal degener-
ation in HD. Some of the earliest animal
models of HD were thus generated by ex-
posing the striatum or entire brain of rats
or primates to metabolic or excitotoxic in-
sults. In 1976, the first such model of HD
was created by injection of the glutamate
analog and excitotoxin kainic acid into the
striatum of rats. Such lesioned rats exhib-
ited a selective degeneration of neurons
in the striatum reminiscent of HD. Re-
cent studies have suggested that impaired
Ca++ flux due to aberrant interaction of
htt with the inositol phosphate-3 receptor
(IP3-R) may underlie excitotoxic pathology.
Studies of mitochondria from HD patients
reveal abnormal mitochondrial Ca++ han-
dling and decreased mitochondrial depo-
larization thresholds, in support of this hy-
pothesis. One very recent study has found
that deletion of peroxisome proliferator-
activated receptor (PPAR) gamma coacti-
vator 1 alpha (PGC-1α), a key mediator
of mitochondrial biogenesis, yields HD-
like striatal degeneration in mice. Thus,
metabolic insults and excitotoxicity may
be key steps in HD disease pathogenesis.

Another important theory of htt neuro-
toxicity posits that proteolytic cleavage of
htt is a required step in neuronal dys-
function and the degeneration process.
As noted above, the htt protein is enor-
mous, with full-length product consisting
of >3100 amino acids. Analysis of human
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HD material has indicated an absence of
midprotein and C-terminal epitopes in htt
aggregates. Careful biochemical studies of
htt have characterized a variety of putative
caspase and calpain cleavage sites. Various
studies suggest that the more truncated
the polyglutamine-expanded htt protein,
the more toxic it is in cell culture and in
animal models, and the more likely it is
to enter the nucleus and produce toxicity
there. In the case of htt, a series of pro-
teolytic cleavage steps culminating with
cleavage to an ∼100 amino acid peptide
fragment by an aspartyl protease has been
proposed to yield a final ‘‘toxic fragment.’’
As it turns out, the ‘‘toxic fragment hypoth-
esis’’ (as it has also been called) may be
applicable to a number of polyQ diseases,
which will be reviewed later in this section.

3.3
Dentatorubral Pallidoluysian Atrophy

Dentatorubral pallidoluysian atrophy (DR-
PLA) is a rare, autosomal dominant
neurodegenerative disorder most preva-
lent in Japan. Adult-onset DRPLA typi-
cally involves progressive cerebellar ataxia,
choreoatheosis, epilepsy, and dementia,
while juvenile-onset cases also display
myoclonus, epilepsy, and mental retar-
dation. Neuropathological abnormalities
include degeneration of the dentate nu-
cleus of the cerebellum, rubral nucleus,
and globus pallidus, as well as a more
generalized degeneration and gliosis in-
volving the brainstem, cerebellum, cortex,
and pons. DRPLA is caused by a polymor-
phic (CAG)n repeat in the carboxy-terminal
coding region of the atrophin-1 gene on
chromosome 12. Normal individuals carry
6–35 repeats, while affected individuals
carry 49–88 repeats. Anticipation is promi-
nent in DRPLA, as very large repeat

expansions can occur in a single gener-
ation, typically via paternal transmission.

The DRPLA disease protein, atrophin-
1, is widely expressed and appears to
be predominantly cytoplasmic. Atrophin-1
contains both a putative nuclear localiza-
tion signal (NLS) and nuclear export signal
(NES), and nuclear localization of normal
atrophin-1 is observed. Nuclear localiza-
tion of polyglutamine-expanded atrophin-
1 has been linked to increased toxicity
in cell culture models. Ubiquitinated NIs
are present in neurons and glia from pa-
tient brains, and are also immunoreactive
for small ubiquitinlike modifier (SUMO)
protein. Atrophin-1 is a substrate for c-
Jun N-terminal kinase (JNK), with JNK’s
affinity for atrophin-1 inversely propor-
tional to the size of the polyglutamine
tract expansion.

Although the relevance of JNK phos-
phorylation to atrophin-1 function is un-
known, other insights into the function
of atrophin-1 have been reported. Using
Drosophila melanogaster as a model sys-
tem, Zhang et al. took advantage of the
existence of a fly ortholog of atrophin-1
(Atro) and created lines of flies carry-
ing mutations in the Atro gene. These
flies demonstrated severe developmental
abnormalities due to complex pattern-
ing defects, and subsequent experiments
revealed that Atro is a transcription core-
pressor whose activity diminishes with
increasing polyglutamine tract length. In-
dependent studies of human atrophin-1 in
cell culture studies found evidence for tran-
scription interference of polyglutamine-
expanded atrophin-1 with CREB-mediated
gene activation. Transcription dysregula-
tion may thus play a prominent role
in DRPLA. Another study suggests that
disturbed carbohydrate metabolism may
contribute to the DRPLA neurodegenera-
tive phenotype.
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3.4
Spinocerebellar Ataxia Type 1

Spinocerebellar ataxia type 1 (SCA1) is an
autosomal dominant disorder character-
ized primarily by a progressive cerebel-
lar ataxia. It accounts for about 6% of
all autosomal dominant cerebellar ataxias
(ADCAs) worldwide. SCA1 patients suf-
fer from coordination difficulties including
dysarthria, dysphagia, and ophthalmople-
gia. The cerebellum undergoes atrophy,
gliosis, and severe loss of Purkinje cells, ac-
companied by degeneration of the dentate
nucleus, inferior olive, and some brain-
stem nuclei. Disease onset typically occurs
in the third or fourth decade of life, but
presentation in childhood or adolescence
to late life may be seen. SCA1 is caused by
the expansion of a coding (CAG)n repeat
in the amino-terminal coding region of the
ataxin-1 gene. The ataxin-1 CAG repeat is
highly polymorphic, ranging in size from
6 to 44 triplets in unaffected individuals.
The repeat length associated with disease
ranges from 39 to more than 100 CAGs.
Unaffected individuals with more than
20 repeats have CAT triplet interruptions
within their (CAG)n repeat tracts. Such in-
terruptions stabilize the repeat expansion,
while absence of the CAT repeat intersper-
sion is noted in SCA1 patient alleles. As
in many other polyglutamine disorders,

there is strong evidence supporting a gain-
of-function mechanism in SCA1.

Ataxin-1 is widely expressed in the CNS
and throughout the periphery, although
expression levels are several-fold higher in
nervous system tissues. The protein is pre-
dominantly nuclear in the CNS, however,
some cytoplasmic staining is apparent in
Purkinje cells of the cerebellum and in
brainstem nuclei. Ataxin-1 knockout mice
do not develop SCA1, although they do
exhibit impairments in motor and spatial
learning. These mice also have decreased
paired-pulse facilitation in the CA1 re-
gion of the hippocampus, suggesting that
ataxin-1 may normally function in synaptic
plasticity and learning.

Large ataxin-1 containing NI’s occur
in the brainstem of affected individuals,
and are immunoreactive for ubiquitin,
the 20 S proteasome subunit, and HSPs
HDJ2 and Hsc70. Work done on SCA1 in
transgenic mice by the Orr and Zoghbi lab-
oratories has been crucial in formulating
models of not only SCA1 disease patho-
genesis but also for influencing views
of the molecular basis of all polyglu-
tamine diseases. Indeed, the first mouse
model for a polyglutamine disease was
generated by transgenic overexpression of
polyglutamine-expanded ataxin-1 in Purk-
inje cells (Fig. 3). This SCA1 transgenic
mouse model has laid the foundation for

Fig. 3 The original spinocerebellar ataxia type 1 (SCA1) mouse model. (a) Diagram of the
Pcp2-SCA1 transgene construct. A Purkinje cell-specific expression cassette based upon inclusion of
the promoter (straight line), first two noncoding exons (black boxes), and first intron (bent line) of
the Purkinje cell protein 2 (Pcp2) gene and a SV40 polyadenylation sequence (open box) was the
basis for this landmark work. Ataxin-1 cDNAs (gray box) containing either 30 CAGs (control) or 82
CAGs (expanded) were inserted into the Pcp2 expression cassette. Sites of various PCR primer sets
are also shown. (b) Pcp2-SCA1 CAG-82 mice display ataxia. Still photographs of a 30-week-old
Pcp2-SCA1 CAG-82 mouse from a transgenic line that greatly overexpresses the mutant ataxin-1
transgene illustrates the inability of this mouse to maintain its balance when ambulating. Loss of
balance when walking is consistent with the gait ataxia seen in human SCA1 patients. (From Burright
et al. (1995) Cell 82, 937, used with permission).
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numerous follow-up studies of polyglu-
tamine disease pathogenesis. For example,
expression of mutant ataxin-1 lacking an
intact self-association domain precluded
aggregate formation, but permitted neu-
rotoxicity, demonstrating that NIs are not

required for SCA1 in mice. In a later study,
crossing of SCA1 transgenic mice with
mice lacking a ubiquitin ligase enzyme
yielded SCA1 mice incapable of aggregate
formation. These mice were more severely
affected than their transgenic counterparts

(a)

(b)
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due to absence of the ubiquitin ligase.
This work supported the view that visible
aggregate formation may represent a pro-
tective cellular response for neutralizing
misfolded polyglutamine-containing pep-
tides. In another study, mice expressing
ataxin-1 with a mutated NLS were found
not to develop SCA1, suggesting that nu-
clear localization is absolutely required for
SCA1 molecular pathology. Although tar-
geting ataxin-1 to Purkinje cells appears
sufficient to recapitulate a dramatic SCA1-
like disease in mice, a subsequent knockin
mouse model of SCA1 indicated that ex-
pression in other regions of the CNS yields
a more representative disease phenotype.

Over the past few years, numerous
leads have emerged in the search for the
pathogenic basis of SCA1. In one line
of investigation, phosphorylation of ser-
ine 776 of the ataxin-1 protein was shown
to affect pathogenesis, highlighting the
importance of this posttranslational mod-
ification. SCA1 transgenic mice in which
serine 776 had been mutated to an ala-
nine, exhibited a dramatically attenuated
phenotype and a complete lack of NI’s.
In an accompanying study, interaction of
polyglutamine-expanded ataxin-1, but not
wild-type ataxin-1, with several isoforms of
the phosphoserine/threonine binding pro-
tein 14-3-3 was reported. This extremely
abundant peptide is thought to serve a
regulatory function by binding proteins
and determining their subcellular localiza-
tion, among other things. The interaction
between ataxin-1 and 14-3-3 was shown
to be dependent upon the Akt-mediated
phosphorylation of serine 776. A novel
mechanism for ataxin-1 toxicity was thus
proposed: upon Akt phosphorylation of
polyglutamine-expanded ataxin-1, ataxin-1
binds 14-3-3, is stabilized, and ultimately
accumulates in the nucleus. The down-
stream effects of the nuclear accumulation

of mutant ataxin-1 on neuronal function,
however, remain undefined.

Transcriptional dysregulation is also a
reasonable hypothesis for SCA1 patho-
genesis. One study has demonstrated that
ataxin-1 interacts with polyglutamine bind-
ing protein 1 (PQBP-1), and that this
interaction results in interference with
RNA polymerase-dependent transcription.
Independent studies have supported a role
for ataxin-1 as a transcription corepressor.
In pull-down assays and in Drosophila,
ataxin-1 interacts with the proteins SMRT
(silencing mediator of retinoid and thyroid
hormone receptors) and HDAC3 (his-
tone deacetylase 3), both transcriptional
repressors. Aggregates of polyglutamine-
expanded ataxin-1 sequester SMRTER, the
Drosophila ortholog of SMRT. Transcrip-
tion repressors and histone deacetylases
also appeared in an earlier screen for mod-
ulators of the Ataxin-1 phenotype in the fly.
In addition, two separate studies of gene
expression alterations in presymptomatic
SCA1 transgenic mice have uncovered
changes in the levels of transcripts en-
coding proteins involved in Ca++ flux
and metabolism. It thus appears that tran-
scription dysregulation may be a key step
in SCA1 disease pathogenesis.

3.5
Spinocerebellar Ataxia Type 2

Spinocerebellar ataxia type 2 (SCA2) is an
autosomal dominant, progressive cerebel-
lar ataxia that accounts for about 13% of
all ADCA cases. Although patients dis-
play problems with voluntary coordinated
movements as in the rest of the SCAs,
its main distinguishing clinical feature is
extremely slow saccadic eye movements.
Other symptoms may include hypore-
flexia, myoclonus, and action tremor. Pa-
tients suffer a gradual degeneration of
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the cerebellum, inferior olive, pons, and
spinal cord. Both Purkinje and granule
cells degenerate in the cerebellum, and
CNS atrophy in some patients can be
widespread. Interestingly, in certain cases,
there is involvement of the substantia
nigra, with such patients displaying a
prominent degree of parkinsonism. The
disorder is caused by a coding (CAG)n
expansion in a novel gene of unknown
function, named ataxin-2. The SCA2 CAG
repeat displays little polymorphism in the
normal population, with 95% of the popu-
lation possessing 22 or 23 repeats in each
allele. The remaining 5% of alleles in un-
affected individuals do nonetheless range
from 15–31 CAG repeats. Such unaffected
individuals typically have two CAA inter-
ruptions in their CAG repeat tract. Affected
SCA2 patients typically display CAG re-
peats numbering from 32–63 triplets, and
such disease alleles are always uninter-
rupted CAG tracts. There is a nonlinear
inverse correlation between expansion size
and age of onset in SCA2, with some stud-
ies documenting a paternal transmission
bias for larger expansions.

Both wild-type and expanded ataxin-2
mRNA is widely expressed, with high-
est levels in the substantia nigra and
Purkinje cells of the cerebellum. The
140-kDa protein is cytoplasmic and its
function remains uncertain. Since it con-
tains Sm1 and Sm2 motifs common in
proteins involved in RNA splicing and
protein–protein interactions, involvement
in RNA processing has been proposed.
A yeast two-hybrid screen indicated that
ataxin-2 has a binding partner, ataxin-
2 binding protein-1 (A2BP1). A2BP1 is
highly conserved throughout the animal
kingdom and its expression pattern corre-
sponds well with that of ataxin-2. A2BP1
contains a domain that is also conserved
in RNA-binding proteins, the RNP motif.

Thus, a complex including ataxin-2 and
A2BP1 may be involved in RNA processing
or metabolism.

The ataxin-2 gene is evolutionarily con-
served. The murine ortholog of ataxin-2
does not contain a polyglutamine repeat
tract, however, but instead possesses a sin-
gle glutamine residue at the analogous lo-
cation. (Absence of a substantial glutamine
repeat tract is typical for mouse orthologs
of polyglutamine disease proteins.) In the
case of ataxin-2, study of the Drosophila
ortholog (Datx2), which does show two
regions of marked amino acid similar-
ity and does contain polyglutamine repeat
regions, has yielded some potentially im-
portant insights into ataxin-2s normal
function. Modulation of Datx2 dosage re-
sulted in mutant phenotypes whose cause
could be traced to aberrant actin filament
formation (Fig. 4). This work suggests
that alteration of ataxin-2-mediated regu-
lation of cytoskeletal structure could affect
dendrite formation or other aspects of neu-
ronal function in SCA2. As SCA2 is one
of the few polyglutamine disorders to dis-
play prominent cytosolic aggregates, such
a model of SCA2 pathogenesis seems plau-
sible. In other experiments, eliminating
the C. elegans ortholog of ataxin-2 (ATX-
2) yielded a lethal phenotype, indicating
that ATX-2 is required for early embryonic
development of this nematode worm. It
remains to be seen how these observations
in worms and flies will apply to ataxin-
2 function in mammals, especially since
no simple or conditional knockout of the
mouse ataxin-2 gene has been performed.

3.6
Spinocerebellar Ataxia Type
3/Machado–Joseph Disease

Spinocerebellar ataxia type 3 (SCA3) is
the most common inherited dominant
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Fig. 4 Studies of the ataxin-2 ortholog in Drosophila
melanogaster reveals a role for Drosophila ataxin-2
(Datx2) in actin filament formation during
oogenesis. Egg chambers from normal (Wild-Type
(WT)) and mutant flies with reduced expression
(Datx2) of Drosophila ataxin-2 were stained with
DAPI (blue) and phalloidin (red) to indicate nuclei
and filamentous actin respectively (a–d). The egg
chambers of WT flies prior to cytoplasmic transport
(a) display well demarcated, separated but
interconnected cells (blue) as expected, while the
egg chambers of Datx2 flies (b) contain irregularly
arranged cells. After cytoplasmic transport, the egg
chambers of WT flies (c) show one greatly enlarged
oocyte (dashed line) with only a small section of
compressed cells, while the egg chambers of Datx2
flies (d) have failed to yield an enlarged oocyte,
instead retaining dispersed and large adjacent cells.
Confocal images of egg chambers prior to
cytoplasmic transport stage reveal a prominent

actin filament network in WT flies (e), but a remarkably transparent actin filament network in Datx2
flies (f). The decreased density of the actin filament network underlies the cytoplasmic ‘‘dumping’’
defect in the Datx2 flies. (From Satterfield, T.F., Jackson, S.M., Pallanck, L.J. (2002) A Drosophila
homolog of the polyglutamine disease gene SCA2 is a dosage-sensitive regulator of actin filament
formation, Genetics 162, 1687–1702, used with permission of Genetics.) (See color plate p. xxiii).

spinocerebellar ataxia worldwide. SCA3 is
also known as Machado–Joseph disease
(MJD) because of its initial description in
a group of Portuguese residents of the
Azores islands. It is a progressive, auto-
somal dominant cerebellar ataxia whose
clinical features include ophthalmoplegia,
dystonia, dysarthria, and signs of lower
motor neuron disease, such as tongue
and facial fasciculations. Degeneration oc-
curs in the spinocerebellar tracts, dentate
nuclei, red nuclei, substantia nigra, and
spinal cord. This disease is unique among
the SCAs because the cerebellar cortex
and inferior olive are largely spared. SCA3
is caused by a (CAG)n repeat near the
3′ end of the coding region of a novel
gene (ataxin-3). Normal alleles range from
12–40 CAG repeats while affected indi-
viduals carry 55–84 repeats. Unlike many
other triplet repeat disorders, there is a sub-
stantial gap between the largest normal re-
peat allele and the smallest disease-causing

repeat allele. Some researchers have pro-
posed that this could be due to a SCA3
founder effect. The presence of SCA3 in
every major racial population worldwide,
however, would require the founder to be
truly ancient. There is the typical inverse
correlation between repeat number and
age of onset in SCA3, and in this disease,
paternal expansion bias is characteristic,
as documented by repeat sizing of sperm.

Ataxin-3 is a ubiquitously expressed 42-
kDa protein, making it the smallest of the
polyglutamine proteins. Ataxin-3 is highly
conserved in eukaryotes, with homology
to ENTH and VHS domain proteins
involved in regulatory adaptor functions
and membrane trafficking. Ataxin-3 has
several splice variants which reside in
the nucleus and the cytoplasm, and it
appears developmentally regulated. The
existence of NIs was first documented in
the brains of patients with SCA3, and
this feature of polyglutamine-expanded
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ataxin-3 remains evident in SCA3 cell
culture and mouse models. Ataxin-3 NIs
are ubiquitinated and contain numerous
transcription factors.

A number of recent discoveries regard-
ing the domain structure and normal
function of ataxin-3 suggest pathways
by which polyglutamine repeat expan-
sion could result in disease pathogenesis.
Comparison of ataxin-3 amino acid se-
quences across a wide range of eukaryotic
species revealed the presence of an ex-
tremely highly conserved amino-terminal
sequence that was named the josephin do-
main. Study of this region indicates that it
may play a role in aggregate formation
in concert with the expanded polyglu-
tamine tract. A rather intriguing feature
of ataxin-3 that was discovered indepen-
dently is the presence of multiple ubiquitin
interaction motifs (UIMs), and the demon-
stration that ataxin-3 is a polyubiquitin
binding protein. This suggests a role for
ataxin-3 in mediating protein refolding and
degradation.

In addition to a possible normal role
in protein surveillance, other studies
have found ataxin-3 directly interacts with
the histone acetyltransferases CBP and
p300, and can block histone acetyltrans-
ferase activity by inhibiting access of
such coactivators to their histone sub-
strates. This appears to be mediated
by the interaction of ataxin-3 with hi-
stones. In vitro and in vivo studies of
ataxin-3 further revealed an interaction
with histones and the chromatin remod-
eling machinery that led to a repres-
sion of transcription activation. Thus,
polyglutamine-expanded ataxin-3 may also
affect transcriptional processes once it
begins to accumulate in the nuclear com-
partments of the cell types where it is
expressed.

3.7
Spinocerebellar Ataxia Type 6

Spinocerebellar ataxia type 6 (SCA6) is
an autosomal dominant, slowly progress-
ing cerebellar ataxia that accounts for
∼10–20% of ADCA worldwide. It is
characterized predominantly by cerebel-
lar dysfunction that may have an episodic
component. Other common features may
include dysarthria, nystagmus, loss of vi-
bration sense and proprioception, and
imbalance. Histopathological changes in-
clude loss of Purkinje cells, cerebellar
granule neurons, and neurons in the den-
tate nucleus and inferior olive. SCA6 is
caused by a coding (CAG)n expansion in
exon 47 of the gene CACNA1A, which
encodes the α1A subunit of the P/Q-type
voltage-gated calcium channel. This gene
is located on chromosome 19 at band
p13. The SCA6 CAG repeat is small com-
pared to other polyglutamine disorders,
with a pathogenic range of only 19–33
triplets. Unaffected individuals carry alle-
les of 4–18 repeats. There is an inverse
correlation between repeat length and age
of disease onset, and minimal intergen-
erational and somatic instability has been
reported for the SCA6 repeat expansion in
affected patients.

The 9.8 kb CACNA1A transcript impli-
cated in SCA6 is expressed throughout
the CNS, and most highly in cerebellar
Purkinje cells and granule neurons. The
α1A subunit is the pore-forming compo-
nent of the channel, which is important
in neurotransmitter release at the synapse.
Polyglutamine expansions in this subunit
cause variable changes in calcium trans-
mission rates, depending on the system
and the β subunit coexpressed. Expansions
do not cause a reduction in membrane
channel density in HEK293 cells, sug-
gesting that aggregation does not occur
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at pathogenic repeat lengths. Ubiquitin-
negative neuronal inclusions are visible in
the cytoplasm of SCA6 patient Purkinje
cells, however.

In addition to displaying a disease al-
lele range that does not overlap with the
other polyQ diseases, there are several
other reasons to suspect that SCA6 is dif-
ferent from the rest of the polyglutamine
repeat group. The first difference is the
existence of two disorders, episodic ataxia
type 2 (EA2) and familial hemiplegic mi-
graine (FMH), that are both allelic to SCA6,
as both are caused by point mutations in
the CACNA1A gene. EA2 resembles SCA6
as affected EA2 individuals suffer from a
slowly progressive form of episodic ataxia,
accompanied by nystagmus, dysarthria,
loss of balance and sometimes cerebellar
atrophy. EA2 is usually caused by trun-
cation mutations in CACNA1A, resulting
in loss-of-function of the calcium chan-
nel. CACNA1A knockout mice similarly
develop ataxia and late-onset cerebellar
atrophy, characteristic of SCA6 and EA2
patient phenotypes. Another reason SCA6
is different from other polyQ disorders is
that the CACNA1A protein probably does
not undergo a structural change that con-
verts it into an aggregate-prone, beta-sheet
adopting, amyloid-like conformer. Indeed,
even the largest SCA6 polyglutamine tract
is below the threshold required for stable
β-pleated sheet formation in other polyg-
lutamine disorders. Consistent with this
prediction, channel localization of mutant
polyglutamine-expanded CACNA1A pro-
tein is not affected in cell culture models,
and its channel function is not com-
pletely abolished. Cytoplasmic aggregates
in patient material are ubiquitin-negative,
suggesting that the protein may not be
grossly misfolded. This evidence supports
a model whereby a dominant-negative loss
of function of the P/Q-type voltage-gated

calcium channel due to association of the
mutant α1A subunit with other subunits
causes SCA6. The coincidence that this dis-
order is caused by a polyQ tract expansion
and causes a progressive cerebellar ataxia
cannot be ignored, however, more data will
be required to soundly refute a possible
concomitant toxic gain-of-function effect.

3.8
Spinocerebellar Ataxia Type 7

Spinocerebellar ataxia type 7 (SCA7) is an
autosomal dominant, progressive cerebel-
lar ataxia. It is unique among autosomal
dominant SCAs, as patients typically de-
velop visual impairment in addition to
their cerebellar ataxia. The visual impair-
ment is due to a cone-rod dystrophy that
results in retinal degeneration. Patients
first develop problems distinguishing col-
ors, but ultimately go blind in this type
of retinal degeneration. SCA7 patients
may present either with cerebellar ataxia
or visual impairment. The likelihood of
their presentation is dictated by the size
of their CAG repeat disease allele, with
larger repeats typically favoring presen-
tation with visual impairment. Affected
individuals display prominent dysarthria,
and can develop increased reflexes, de-
creased vibration sense, and oculomotor
disturbances. Neuronal degeneration and
reactive gliosis occur in the cerebellar cor-
tex, dentate nucleus, inferior olive, pontine
nuclei, and occasionally in the basal gan-
glia. NIs are widespread. Infantile-onset
SCA7 has been documented, and in this
fatal form of the disease, nonneuronal tis-
sues such as the heart and the kidney
are severely affected. SCA7 is caused by
a highly polymorphic (CAG)n repeat in
the 5′ coding region of the ataxin-7 gene.
Unaffected individuals carry 4–35 repeats,
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while affected individuals carry 37–306 re-
peats. The SCA7 trinucleotide repeat is one
of the most unstable of all polyglutamine
disease genes, sometimes expanding by as
much as 250 repeats in a single generation.
There is a pronounced paternal expansion
bias, with large expansions occurring in
male germ cells, frequently causing em-
bryonic lethality that results in reduced
transmission. Marked repeat instability
can occur in the brain, and produce large
somatic expansions on occasion.

Ataxin-7 is a ubiquitously expressed
protein of 892 amino acids. It is expressed
most highly in heart, skeletal muscle,
and pancreas. Expression levels within the
CNS are highest in the cerebellum and
brainstem. One splice variant, ataxin-7b, is
expressed predominantly in the CNS (32).
Ataxin-7 contains a functional arrestin
domain, a protein interaction domain
that is highly selective for phosphorylated
forms of its interacting protein(s). This
suggests that it interacts with specific
phospho-proteins, although none have
been discovered to date. It also contains
two SH3 domains, which are protein
interaction domains that bind proline-rich
sequences and mediate a number of cell
signaling processes. Ataxin-7 also contains
three putative NLSs and one NES.

Ataxin-7 is conserved throughout eu-
karyotes, and its yeast ortholog SGF73 is
part of a multisubunit histone acetyltrans-
ferase complex called SAGA (Spt/Ada/
Gcn5 acetyltransferase). The human or-
thologs of SAGA comprise the so-called
STAGA (SPT3/TAF9/ADA2/GCN5 acetyl-
transferase) complex, and are essen-
tial transcription coactivators required
for the transcription of certain genes.
STAGA components immunoprecipitate
with ataxin-7. Although pathogenic expan-
sion of ataxin-7 does not alter its ability to
be integrated into the STAGA complex, the

presence of the polyglutamine-expanded
ataxin-7 has a dominant-negative effect
upon the GCN5 histone acetyltrans-
ferase activity of the STAGA complex,
resulting in transcription dysregulation.
The transcription dysregulation caused
by polyglutamine-expanded ataxin-7 likely
causes a disease phenotype by altering the
ability of certain transcription factors to
activate expression of their target genes.

The best characterized example of tran-
scription dysregulation by polyglutamine-
expanded ataxin-7 is its interference with
the cone-rod homeobox protein (CRX), a
glutamine domain containing transcrip-
tion factor expressed only in the retina
and the pineal gland. Ataxin-7 interacts
directly and functionally with CRX, ac-
cording to studies performed in vitro
and in a mouse model of SCA7. Impor-
tantly, the interaction between ataxin-7
and CRX appears to involve the glu-
tamine tract regions found in both pro-
teins. Autosomal dominant mutations in
CRX can cause a cone-rod dystrophy
in humans, further supporting a model
in which CRX’s diminished transactiva-
tion competence is central to the SCA7
retinal degeneration phenotype. Several
transcription factors, including CBP, can
be found in SCA7. CRX may be but
one of a number of transcription factors
whose function is diminished by polyQ-
expanded ataxin-7 interaction and dys-
regulation of STAGA complex-mediated
gene expression.

One intriguing feature of SCA7 was
discovered upon generation of transgenic
mice expressing ataxin-7 with the mouse
prion protein promoter. This promoter
drives expression in every tissue, with the
occasional notable exception of the Purk-
inje cells of the cerebellum. Despite lack of
Purkinje cell expression of ataxin-7, mice
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Fig. 5 Noncell autonomous Purkinje cell
degeneration in a mouse model of spinocerebellar
ataxia type 7 (SCA7). Confocal microscopy analysis
of cerebellar sections from a SCA7 transgenic
mouse (SCA7) created with an ataxin-7 CAG-92
containing murine prion protein expression vector
and from an age- and sex-matched nontransgenic
littermate (Control). Staining with an anti-ataxin-7
antibody (magenta), a calbindin antibody (green),
and DAPI (blue) reveals a healthy, normal-
appearing cerebellum characterized by properly
oriented Purkinje cells with extensive dendritic
arborization in the ‘‘Control’’ mice. However, SCA7
transgenic mice display pronounced Purkinje cell
degeneration as evidenced by decreased dendritic
arborization and displacement of Purkinje cell
bodies. Interestingly, although numerous neurons
in the granule cell layer (GCL) and the molecular
layer (ML) display aggregates of ataxin-7, there

is no accumulation of mutant ataxin-7 in the degenerating Purkinje cells due to lack of appreciable
expression there. As the Purkinje cells degenerate without expressing the mutant protein, the
degeneration is described as noncell autonomous. (Adapted from Garden, G.A., Libby, R.T., Fu, Y.H.,
Kinoshita, Y., Huang, J., Possin, D.E., Smith, A.C., Martinez, R.A., Fine, G.C., Grote, S.K., et al. (2002)
Polyglutamine-expanded ataxin-7 promotes noncell-autonomous Purkinje cell degeneration and
displays proteolytic cleavage in ataxic transgenic mice, J. Neurosci. 22, 4897–4905, used with
permission of the Journal of Neuroscience.) (See color plate p. xxiv).

developed a cerebellar ataxia accompa-
nied by degeneration of the Purkinje cells
(Fig. 5). This noncell-autonomous degen-
eration may point to a disease mechanism
involving withdrawal of trophic support
by communicating neurons (olivary, deep
cerebellar, brainstem, or granule neurons)
or dysfunction of glutamate transporters
expressed by surrounding glia. Damage to
inferior olivary neurons or Bergmann glia
can indeed cause the degeneration of Purk-
inje cells, lending credence to this theory.

Another interesting feature of SCA7 that
is common to other neurodegenerative
disorders is the prominence of morpholog-
ical and functional degeneration without
pronounced apoptosis. Some neurons in
SCA7 humans and mouse models ex-
hibit indentations in the nuclear enve-
lope, reduced arborization, ectopy, and
increased autophagy. (Autophagy is the
bulk degradation of cellular components

by a membrane-bound autophagosome
and is accelerated by a number of cellular
insults.) Caspase-3, a proteolytic enzyme
classically associated with apoptosis, is ac-
tivated at abnormally high levels in SCA7
patient brains. This may suggest that
caspase activation, rather than causing
apoptosis, is contributing to a nonapop-
totic degenerative process.

In normal human neurons, ataxin-7 is
variably located in the nucleus or the
cytoplasm. In SCA7 patients, ataxin-7 grad-
ually undergoes a shift in localization into
NIs. This process has been replicated in
SCA7 transgenic mice, in which ataxin-7
immunoreactivity shifts from the cyto-
plasm to the nucleus, and ultimately forms
foci there. In patient’s brains, these NIs
colocalize with promyelocytic leukemia
(PML) protein, which is an integral part
of nuclear bodies (NBs). NBs are associ-
ated with transcription regulation and the
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ubiquitin-proteasome pathway; thus, accu-
mulation of ataxin-7 in NBs may represent
an attempt by the cell to degrade misfolded
protein.

3.9
Spinocerebellar Ataxia Type 17

Spinocerebellar ataxia type 17 (SCA17)
is the most recently discovered polyglu-
tamine repeat disease. It is an autosomal
dominant, progressive disorder character-
ized by dementia as well as cerebellar ataxia
and involuntary movement abnormalities.
Its symptoms are diverse and heteroge-
neous, but typically begin with behavioral
disturbances and cognitive impairment.
This is followed by ataxia, rigidity, dysto-
nia, hyperreflexia, and rarely parkinson-
ism. Neuropathologically, patients may
suffer degeneration of the cortex, cere-
bellum (including Purkinje cells), inferior
olive, caudate nucleus, and medial tha-
lamic nuclei. SCA17 is caused by the
expansion of a coding (CAG)n repeat in
the TATA-binding protein (TBP) gene on
chromosome 6q27. Unaffected individuals
carry 25–48 repeats, while affected individ-
uals carry 43–66 repeats. The area of over-
lap between affected and unaffected alleles
indicates incomplete penetrance at inter-
mediate repeat lengths. The pathogenic
threshold is higher than for most other
polyglutamine disorders, yet there is an
inverse correlation between repeat length
and age of onset.

TBP is a ubiquitously expressed tran-
scription initiation factor that is a core
component of the RNA polymerase II
transcription factor D (TFIID) complex.
TBP possesses DNA binding activity in the
TFIID complex, and is therefore required
for the transcription of numerous genes.
SCA17 patients have NIs immunoreactive
for TBP, polyglutamine, and ubiquitin.

Given TBP’s central role in transcription
regulation, the basis of SCA17 disease
pathogenesis is proposed to involve tran-
scription dysregulation, but this is yet to
be proven.

3.10
Role of Aggregation in Polyglutamine
Disease Pathogenesis

In most polyglutamine disorders and in
many neurodegenerative diseases in gen-
eral, protein aggregation is a prominent
feature. It occurs in almost all polyglu-
tamine diseases, despite the lack of domain
or structural similarity between the dif-
ferent disease proteins. Aggregates have
long been considered reliable indicators
of disease, although their pattern and on-
set often do not correspond well with the
cell-type specificity of disease pathology.
As the role of aggregation in pathogenesis
has been one of the most hotly debated
issues in the field of neurodegeneration,
it may have implications for Alzheimer’s
disease, Parkinson’s disease, and amy-
otrophic lateral sclerosis. Why? There are
several characteristics of polyglutamine-
mediated aggregation that are presumably
common to all of the disorders that show
aggregation. First of all, aggregates are
rich in β-pleated sheets and have many
of the properties of amyloid. This is sup-
ported by Congo red birefringence and
immunoreactivity with antiamyloid anti-
bodies. Various studies have shown that
the conformational change is associated
with the production of visible aggregates
rather than in the soluble nonaggre-
gated phase, where polyglutamine tracts
are thought to remain in a random coil
conformation.

In vitro, the kinetics of aggregation are
consistent with nucleated-growth polymer-
ization, in which the rate-limiting step is
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the formation of misfolded peptide as-
semblies, often referred to as oligomers.
A mechanism involving nucleated-growth
polymerization would predict that only one
(or a few) visible aggregates would appear
in each affected cell, and this appears to
be the case for most polyglutamine dis-
orders. In the cellular milieu however,
where membranes and intermolecular in-
teractions compartmentalize proteins, this
prediction may not be valid. The dis-
covery of polyglutamine microaggregates
confirms this suspicion. The threshold
for aggregation of polyglutamine tracts is
similar to the disease threshold for most
polyglutamine diseases. In vitro, longer
polyglutamine tracts have a lower con-
centration threshold for aggregation and
nucleate more quickly than shorter tracts.
This is one possible explanation for the cor-
relation between tract length and disease
onset and progression.

Some data support a role for aggregation
in polyglutamine disease pathogenesis.
Some proponents of this theory invoke
the fact that aggregates sequester many
proteins besides the disease protein. Inter-
molecular interactions between transcrip-
tion factors often involve glutamine tracts
or glutamine-rich regions. Some studies
have shown that normal proteins with glu-
tamine tracts or glutamine-rich regions
are enriched in polyglutamine aggregates
in cell culture and animal models. Sev-
eral transcription factors colocalize with
such aggregates, including CBP, TBP, and
numerous TBP-associated factors (TAFs).
CBP is responsible for the prosurvival
effects of BDNF, and its soluble concen-
tration is lowered in HD patient’s brains.
Postnatal mice lacking CREB and its ho-
molog CREM develop a progressive degen-
eration of the hippocampus and striatum.

Titration of enzymes and factors
required for protein refolding and

degradation away from the soluble phase
and into aggregates has been proposed as
a potential cause of cell toxicity in neurons
with aggregates. Caspase activation is
another way in which aggregation could be
linked to pathology. Caspase recruitment
into aggregates can lead to their activation,
which could result in dysfunction or cell
death in neurons. Further supporting
the role of aggregates in polyglutamine
protein toxicity, injection of preformed
polyglutamine aggregates into the nuclei
of cultured cells causes cell death,
while the injection of nonpolyglutamine
aggregates does not. At the same
time, there is strong evidence that
soluble polyglutamine protein, rather
than aggregates, is the primary source
of toxicity. Importantly, the pattern of
aggregates observed in human patients
often does not correlate with the pattern
of neuronal dysfunction. For example,
in the striatum of HD patients, large
interneurons contain aggregates more
frequently than medium spiny neurons,
yet the former neurons are largely spared,
while the latter are most vulnerable.
HD transgenic mice expressing full-length
mutant htt will develop inclusions in
many brain regions many of which are
neuropathologically unaffected, while few
inclusions are detected in the striatum,
the region of the brain displaying the most
prominent pathology.

Aggregation and toxicity have been di-
rectly dissociated in other polyglutamine
disease model systems. Studies of the
SCA1 knockin mouse model revealed that
neurons lacking aggregates were more sus-
ceptible to dysfunction and demise, while
those neurons displaying prominent ag-
gregates were protected. Similarly, SCA7
transgenic mice exhibit retinal pathology
before the occurrence of visible aggregates.
Finally, in a very provocative study, SCA1
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transgenic mice lacking the ubiquitin lig-
ase E6-AP were significantly less capable
of forming large and numerous aggregates
in neurons in comparison to SCA1 trans-
genic mice on a wild-type background,
but displayed earlier onset of an ataxic
phenotype and accelerated neurodegener-
ation. This suggests that the aggregates
may be protective, although the toxicity
of compromising the proteasome may
have contributed to the accelerated phe-
notype. Thus ensued a contentious debate
over the role of aggregate formation in
polyglutamine disease – with some work-
ers espousing the view that aggregates
were responsible for disease pathology,
others suggesting that the aggregation
process was a protective coping mecha-
nism of the cell and thereby beneficial,
and still others insisting that aggregates
were incidental and irrelevant. This de-
bate was complicated by the existence of
‘‘microaggregates,’’ small clumps of aggre-
gated protein visible only at the electron
microscope level.

Over the last few years, studies decon-
structing polyglutamine tract aggregation
into a multistep process suggest a par-
simonious explanation for the divergent
views. Using a variety of biophysical ap-
proaches, including transmission electron
microscopy (TEM), Fourier transform in-
frared spectroscopy (FTIR), and atomic
force microscopy (AFM), one study dis-
sected the process of huntingtin (htt)
exon 1 peptide aggregation and found
evidence for a number of sequential mor-
phological and structural intermediates
(Fig. 6). By showing that misfolded htt
exon 1–44Q adopted intermediate struc-
tures, such work opened up the possibility
that intermediates (not visible at the light
microscope level) are the toxic species and
that the ultimate visible aggregated forms
of htt exon 1–44Q are neutralized versions

of mutant protein. To examine the role of
aggregate formation in polyglutamine tox-
icity, another group then tracked survival
time versus diffuse, soluble htt protein ex-
pression levels in htt-transfected striatal
neurons undergoing aggregate formation.
Comparison of neurons that developed ag-
gregates over time versus those that did
not confirmed that the level of soluble
nonaggregated mutant polyglutamine pro-
tein was the more reliable predictor of
cellular toxicity. Such studies have shifted
our attention to the role of the intermedi-
ates (oligomers, protofibrils, etc.) as the
toxic species instead of the final, visi-
ble aggregates.

A reasonable model for polyglutamine
toxicity predicts that the process starts
with a protein that misfolds because of
the presence of an expanded polyglu-
tamine tract. The misfolded protein is
initially detectable in the soluble phase
due to the cell’s ability to maintain the pro-
tein in a properly folded state and direct
it to the degradation machinery. How-
ever, the refolding capacity of the cell is
ultimately exceeded, and since the degra-
dation machinery cannot turnover the
misfolded mutant polyglutamine protein,
accumulation occurs. Misfolded polyglu-
tamine proteins can spontaneously change
their structural properties and adopt ab-
normal conformations. These abnormally
folded proteins can then nucleate, forming
oligomers. Oligomers then form protofib-
rils that grow into fibrils. The transition
to the fibril stage is characterized by the
attainment of a β-sheet structure, so at
this point the structures are amyloid-like.
Fibrils then grow into fibers (also known
as microaggregates), which then assemble
into aggregates visible under a light micro-
scope. According to such a model, blocking
an intermediate step could be therapeu-
tically effective. Consistent with this, one
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Fig. 6 Polyglutamine-expanded
huntingtin protein undergoes a variety
of structural alterations on its way to
becoming a visible aggregate. In this
experiment, transmission electron
microscopy tracked the structure of
huntingtin exon 1 peptide with 44
glutamines after release from a linked
affinity tag. (a) Prior to affinity tag
release, nothing is observed. (b-c) After
affinity tag release, globular structures
become apparent. (d) This is followed
by formation of short fibers (4–5 nm in
diameter). (e-f) Fiber formation
becomes more prominent. However,
during this time, large globular
assemblies remain (arrowheads). (g-h)
Eventually, only fibers are present, and
the fibers begin to adopt a uniform
appearance, suggesting consolidation
into protofibrils. (From Poirier, M.A.,
Li, H., Macosko, J., Cai, S., Amzel, M.,
Ross, C.A. (2002) Huntingtin spheroids
and protofibrils as precursors in
polyglutamine fibrilization, J. Biol. Chem.
277, 41032–41037, used with
permission of the Journal of Biological
Chemistry.).

group has nicely shown that Congo red can
bind polyglutamine peptides once they are
amyloid-like and prevent their conversion
into fibers, while an independent group
has shown that Congo red delivery to an
HD mouse model is a highly effective treat-
ment intervention.

One satisfying aspect of this model is
that it allows us to simultaneously view
aggregates as harmful, protective, and in-
nocuous. How? First, aggregates clearly
must be toxic as their creation is predicated
upon the production of earlier intermedi-
ate toxic forms. At the same time, the
final visible aggregates are less toxic than
the earlier intermediates, so anything that

enhances their sequestration into visi-
ble aggregates is beneficial. Finally, since
oligomers are difficult to detect, it is of-
ten not possible to know whether cells are
successfully sequestering the toxic precur-
sors into aggregates or if high levels of
toxic intermediates are building up. So,
aggregates are thus also incidental, since
their presence does not provide us with
insight into the steady state levels of the
toxic precursors. In conclusion, advances
in our understanding of the role of aggre-
gate formation in polyglutamine disease
processes suggest that aggregates may be
simultaneously viewed as harmful, benefi-
cial, and incidental.
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3.11
Protein Context

The importance of protein context in the
pathogenesis of polyglutamine disorders
is a subject of great interest to many
researchers, because it is directly related
to the mechanisms of toxicity in each
disease. It is evident in the polyglutamine
disorders that protein context plays a
role in cell-type specificity. For example,
a polyglutamine expansion in the Htt
protein causes a severe degeneration
of the striatum and cortex, while the
same size glutamine tract in ataxin-
1 causes a degeneration of structures
in the cerebellum and brainstem, while
sparing the striatum and cortex. This
cannot be attributed to gross differences
in expression patterns, since both proteins
are pan-neural (Fig. 7).

One effect that protein context may have
on pathology is to affect subcellular local-
ization. For example, the presence of a
functional NLS or NES dictates preferen-
tial subcellular localization in the nucleus
or cytoplasm. Mice expressing expanded

ataxin-1 with a mutated NLS do not develop
the SCA1 phenotype, while those without
mutated NLSs do. Interaction domains
also affect polyglutamine protein toxic-
ity. The ability of expanded polyglutamine
proteins to interact with other molecules
is a promising avenue in the search for
mechanisms of cell-type specificity. Yeast
two-hybrid screens and other techniques
have yielded interaction partners for a
number of polyglutamine proteins. For
example, Htt’s interactions with transcrip-
tion factors may prove to be central to its
pathological effects. At the same time, it is
also evident that polyglutamine tracts are
innately toxic. Pure polyglutamine tracts
cause toxicity in cell culture. Mice that
express a glutamine tract of 150 amino
acids in the Hprt protein, which does not
naturally contain any such tracts, exhibit
progressive neurological deficits and NIs.
Thus, it appears that pathology in each
polyglutamine disease is due to a gain of
function of the glutamine tract that is then
modulated by the protein context in which
it resides.

Fig. 7 The conundrum of cell-type
specificity in the polyglutamine
diseases. Although the different
polyglutamine disease proteins are
expressed throughout the central
nervous system, only select populations
of neurons degenerate in the different
disorders. The principal regions of
selective vulnerability are shown for
certain of the polyglutamine diseases.

Central nervous system:

Cerebral
hemisphere

Brain stem

Spinal cord

Brain

Huntington's disease

Spinal muscular atrophy

Spinocerebellar ataxias
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3.12
Transcriptional Dysregulation

Transcriptional dysregulation is one the-
ory of polyglutamine toxicity that has
gained support from many lines of evi-
dence in several disorders, and it appears
increasingly likely that it is one of the
fundamental causes of pathogenesis. Mi-
croarray technology and other genomic
techniques are facilitating rapid advances
in this area of the polyglutamine field. The
majority of polyglutamine disorders are
caused by proteins that are either transcrip-
tion factors/cofactors or interact closely
with transcription factors. TBP and AR are
transcription factors, atrophin-1 is a tran-
scriptional corepressor, ataxin-7 is part of
a transcriptional coactivator complex, and
ataxin-1, htt, and ataxin-3 all interact with
various transcription factors. It is therefore
reasonable to suspect that an abnormally
long polyglutamine tract could interfere
with the transcriptional activity of these
proteins and/or their interactors.

CBP is one of the most studied transcrip-
tion factors in the polyglutamine field.
It is a transcription activator that me-
diates part of the cellular response to
cAMP, and it can interact with numer-
ous polyglutamine proteins in the soluble
or insoluble phase, including huntingtin,
ataxin-3, ataxin-7, and AR. Expanded htt
represses CBP-regulated genes, and over-
expression of CBP causes a considerable
rescue of the cell death phenotype in HD
and SBMA cell culture models. Postna-
tal mice lacking CBP’s upstream activator
CREB and its homolog CREM display a
profound degeneration of the striatum
and hippocampus. Thus, interference with
CBP appears to be a common theme in
polyglutamine pathology.

Another common theme in the tran-
scription dysregulation equation is the

tendency for the polyglutamine dis-
ease proteins to alter transcription
factor/coactivator-mediated histone acetyl-
transferase (HAT) activity. The ability of
a gene to be transcribed depends upon
its chromatin structure, and thus upon
the degree of histone acetylation in its
vicinity. This is because acetylated hi-
stones cause chromatin to be in an
‘‘open,’’ transcription-friendly conforma-
tion. Acetylation status depends upon the
balance between the activity of HATs
and their countervailing counterparts,
the HDACs. CBP, p300, and p300/CBP-
associated factor (PCAF) are all HATs that
are inhibited by polyglutamine-expanded
htt exon 1 peptide and ataxin-3. In cell cul-
ture, expression of a mutant htt fragment
reduces global histone acetylation.

Finally, according to a very recent study,
ataxin-7 directly interacts with GCN5 as
part of the STAGA complex, and upon
polyglutamine expansion, mutant ataxin-
7 causes a dominant-negative effect upon
GCN5 HAT activity. This results in CRX
transcription interference that may con-
tribute to the SCA7 retinal degeneration
phenotype. Inhibiting HDACs with drugs
known as HDAC inhibitors (HDAC Is) at-
tenuates the phenotype of HD and SBMA
in mouse and fly models, presumably by
shifting the cells’ acetylation status. HDAC
Is such as sodium butyrate and especially
suberoylanilide hydroxamic acid (SAHA)
have thus emerged as possible candidates
for therapeutic trials in human polyglu-
tamine disease patients.

3.13
Proteolytic Cleavage

The occurrence of proteolytic cleavage in
polyglutamine diseases first became ap-
parent when it was shown in HD that
htt can be cleaved by extracts derived
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Fig. 8 Proteolytic cleavage in the polyglutamine
diseases. Production of amino-terminal truncated
proteins is observed in many of the polyglutamine
diseases, as is shown here for SCA7. In this
experiment, nuclear fractions of retinal lysates
from age- and sex-matched nontransgenic (nt),
ataxin-7 CAG-24 (24Q), and ataxin-7 CAG-92 (92Q)
mice were prepared and immunoblotted with an
antibody directed against the amino-terminal
region of the protein ataxin-7. As shown here, in
addition to soluble full-length ataxin-7 (which is
typically reduced in cells where it is aggregating
into insoluble inclusions), an ∼50–60 kD

Ataxin-7 92Q
Ataxin-7 24Q

55-kD fragment

148

98

64

50

36

22

(kD)   nt    24Q   92Q

fragment is detected. (Adapted from Garden, G.A., Libby, R.T., Fu, Y.H., Kinoshita, Y., Huang, J.,
Possin, D.E., Smith, A.C., Martinez, R.A., Fine, G.C., Grote, S.K., et al. (2002) Polyglutamine-
expanded ataxin-7 promotes noncell-autonomous Purkinje cell degeneration and displays proteolytic
cleavage in ataxic transgenic mice, J. Neurosci. 22, 4897–4905. Used with permission of the Journal of
Neuroscience.).

from apoptotic cells. Subsequent publi-
cations showed that only amino-terminal
epitopes of htt protein are detectable in ag-
gregates. SBMA, DRPLA, and SCA7 were
then added to the list of diseases in which
aggregates are only immunoreactive for
a glutamine-containing fragment of the
disease protein. Since then, evidence of
proteolytic cleavage has been published for
nearly all known polyglutamine disorders.
Experimental studies revealed that inhibi-
tion of caspase cleavage reduces aggregate
formation and toxicity in a cell culture
model of HD, underscoring the relevance
of proteolytic cleavage in polyglutamine
disease pathogenesis. Cleavage promotes
aggregation and/or toxicity in SCA3 and
SCA7 (Fig. 8). Polyglutamine tract con-
taining htt fragments are more toxic in cell
culture than full-length htt, and the most
widely used HD mouse model expresses
only exon 1 of the htt gene.

There are several mechanisms by which
cleavage may modulate polyglutamine
neurotoxicity. Abnormal proteolysis of
polyglutamine proteins may lead to a toxic
species that can cause damage in the
soluble or insoluble phase. Alternatively,

proteolysis may be a normal event in pro-
tein turnover and the inability to clear
cleaved protein may be the problem.
Another possibility is that soluble polyglu-
tamine proteins may cause the activation
of proteases such as caspases, which then
cleave the disease protein and send the cell
on a path to degeneration and ultimately
apoptosis. As we will see, each theory has
support and not all are mutually exclusive.

Abnormal proteolysis of polyglutamine
disease proteins is one possible mecha-
nism of toxicity. Some studies have shown
that polyglutamine repeat length modu-
lates susceptibility to proteolytic cleavage,
but results have been inconclusive. Few
studies have been performed using hu-
man brain tissue, however. Considerable
evidence exists to show that polyglutamine
tracts themselves are resistant to degrada-
tion by mammalian proteasomes. The 20S
and 26S eukaryotic proteasomes are in-
capable of cutting within polyglutamine
tracts longer than 9 amino acids in vitro.
The inability of the proteasome to di-
gest glutamine tracts may contribute to
the toxicity and aggregation of expanded
polyglutamine peptide fragments.
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Proteolysis may be a normal part of the
turnover of wild-type and mutant htt. One
group published evidence that caspase-3
cleaves both mutant and wild-type htt in
the cytoplasm of HD brains, suggesting
that this particular cleavage is a normal
event in its turnover. Since this fragment
was located exclusively in the cytoplasm, it
also implies that further cleavage occurs
before the nuclear translocation of htt.
Another study suggested that pepstatin-
sensitive aspartyl endopeptidases such as
the presenilins and cathepsins D and E
may be involved in the normal turnover
of htt. This process, which may normally
aid in maintaining the balance between htt
synthesis and degradation, could generate
a toxic, highly aggregation-prone (and
hence intermediate oligomer/protofibril-
prone) species when it cleaves mutant htt.

Another possible source of toxic cleav-
age products is the ubiquitin-proteasome
system, which is responsible for labeling
and digesting misfolded proteins, among
other things. Polyglutamine tracts beyond
a threshold of about 35 glutamines adopt
an abnormal β-pleated sheet conforma-
tion, which may cause the host protein
to be ubiquitinated and thus targeted for
degradation. In support of this theory,
a common feature of polyglutamine dis-
eases is the presence of ubiquitin-positive
inclusions. Arguing against this idea is
an experiment showing that in a cell cul-
ture model of SCA1, increased proteasome
degradation due to the introduction of
a degradation signal reduces aggregates
and toxicity. Another potential source of
toxic fragments is the autophagy pathway,
which is responsible for the bulk degrada-
tion of cellular components. According to
one study, degradation of htt by autophagy
and the autophagosome-associated cathep-
sin D creates toxic htt fragments.

There are many proteases that are sus-
pected to play a role in the proteolytic
cleavage of polyglutamine proteins, the
most studied of which are the caspases.
Caspases are cysteine- dependent aspartyl
proteases that play a crucial role in apop-
tosis, but are increasingly being inves-
tigated for their nonapoptotic functions.
In healthy cells, caspases are present pre-
dominantly as inactive proenzymes, which
must be cleaved for full activity. Caspase-3
is the only protease that has been shown
to cleave htt in HD patient’s material, al-
though caspases 1 and 6 have also been
implicated in cell culture and in vivo.
Inhibiting the cleavage of htt by any of
these three proteases is protective, and an
HD mouse model expressing dominant-
negative caspase-1 showed significantly
delayed disease onset. Caspase-3 has also
been implicated in the proteolytic cleavage
of atrophin-1, ataxin-3 and AR. Caspases
are activated in response to a number of
cellular insults, and in postmitotic cells
such as neurons where inhibitors of apop-
tosis proteins (IAPs) are highly expressed,
this may cause cellular damage that does
not result in classical apoptosis.

Calpains are another family of pro-
teases implicated in the cleavage of
polyglutamine proteins. They are calcium-
activated cysteine proteases that exist pre-
dominantly as proenzymes. As mouse
models of HD and material from HD pa-
tients exhibit abnormal mitochondrial cal-
cium regulation, some investigators have
proposed that altered calcium flux is the
mechanism of calpain activation. Indeed,
several cell culture studies support the role
of calpain proteases I, II, and ‘‘m’’ in htt
cleavage. As mentioned previously, other
aspartyl proteases such as the Alzheimer’s
disease-associated presenilins and auto-
phagy-associated cathepsins have also
been implicated in htt cleavage.
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4
Type 2: the Loss-of-function Repeat
Diseases

4.1
Fragile X Syndrome

Fragile X syndrome (FRAXA) is an X-
linked disorder with a prevalence of 1
in 4000 in males and 1 in 8000 in fe-
males, making it the most common form
of inherited mental retardation. Neuro-
logical presentation frequently includes
mild to severe mental retardation, hy-
peractivity, poor eye contact, high-pitched
speech, and flapping or biting hand move-
ments. Physical signs in males include
long, prominent ears, and jaws, macro-
cephaly, postpubescent macroorchidism,
and occasionally, connective tissue abnor-
malities. The mutation responsible for
FRAXA is typically an expansion of a
polymorphic (CGG)n repeat found in the
5′-untranslated region of the fragile X men-
tal retardation-1 (FMR1) gene. Expanded
chromosomes have a folate-sensitive frag-
ile site at Xq27.3 that can be viewed under
a light microscope under special cell cul-
ture conditions. Normal alleles contain
6–53 triplets punctuated by one or more
AGGs, which are considered to have a
stabilizing influence on the repeat. Dis-
ease alleles contain expansions beyond 200
and up to 2000 repeats, with no AGG in-
terruptions. Pathogenic expansions result
exclusively from maternal transmission.
FRAXA appears to be a loss-of-function
disorder, since deletion of FMR1 and
loss-of-function point mutations can also
cause FRAXA. This view is further sup-
ported by the FMR1 knockout mouse,
which reproduces certain aspects of the
human disorder.

FRAXA patients have reduced levels
of the FMR1 gene product, FMRP, and

there is a linear correlation between re-
duced protein levels and IQ test scores.
Expansion of the disease allele results
in hypermethylation of the (CGG)n tract,
which spreads to a nearby CpG island in
the FMR1 promoter region. Some of the
proposed secondary structures formed by
the FRAXA repeat contain C–C mispairs,
which are good targets for human DNA
methyltransferase. Another theory invokes
the RNAi protein Dicer’s ability to cleave
CGG repeat RNA, postulating that the re-
sulting siRNAs recruit DNA methyltrans-
ferases to the FMR1 locus. Affected alleles
also display condensed chromatin, loss of
histone acetylation and increased histone
methylation. These data support a process
whereby DNA methylation recruits tran-
scription silencing machinery, which sub-
sequently suppresses FMR1 transcription
in the nearby promoter region. Interest-
ingly, while premutation carriers had been
viewed as perfectly normal for decades,
recent work indicates that some premuta-
tion carriers (60–200 uninterrupted CGG
repeats) display a phenotype distinct from
FRAXA. Females have a predisposition
to premature ovarian failure (POF), and
males may develop late-onset ataxia and
tremor with the presence of neuronal in-
tranuclear inclusions (NIs) that consist
of RNA. (This new FXTAS is discussed
in a separate section.) Expression stud-
ies have shown that premutation carriers
may express up to seven times more
FMR1 mRNA than normal individuals.
This upregulation is probably not due to
compensation for loss of function, be-
cause individuals with point mutations
resulting in loss of function of FMRP do
not have higher levels of the transcript.
Abnormal transcript levels due to premu-
tations or full mutations are thought to
be as a result of the expansion’s effect
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on transcription initiation rather than on
mRNA stability.

The FMR1 promoter lacks a functional
TATA box and initiator sequence. Four
functional transcription factor binding
sites have been identified in normal in-
dividuals: two sites binding USF1/USF2
and Nrf-1, and two GC boxes that bind
members of the ‘‘Sp’’ family of transcrip-
tion factors. Sp1 and Nrf-1 binding is
disrupted in cells from FRAXA patients.
The FMR1 gene encodes the widely ex-
pressed FMRP, which is an RNA-binding
protein most highly expressed in the brain
and testes. It is 60% homologous to two
other proteins, FXR1P and FXR2P, with
which it interacts. The protein is thought
to bind approximately 4% of all brain
mRNA transcripts, through its RGG box
domain. It selectively recognizes RNA-
containing hairpin or tetraplex secondary
structures (‘‘G-quartet’’), and shuttles into
and out of the nucleus and associates with
polyribosomes in messenger ribonucleo-
protein complexes (mRNPs). The FMRP-
containing mRNP complexes also contain
Pur α and mStaufen, proteins involved
in the transport of neuronal granules.
These granules, which contain RNA and
associated proteins, are transported to den-
dritic spines in a metabotropic glutamate
receptor 5 (mGluR5)-dependent manner.
FMRP can suppress the translation of cer-
tain transcripts in vitro and in vivo. FMRP
may thus regulate the transport, localiza-
tion, and translation of certain mRNAs in
an activity-dependent manner (Fig. 9). In
Drosophila, FMRP interacts with compo-
nents of the RNAi machinery, which is
involved in gene silencing and thus trans-
lational control. Although FMRP does not
seem to affect the siRNA pathway, it may
regulate microRNAs (miRNAs), which are
noncoding RNAs thought to control the
translation of mRNAs by binding to their

3′-untranslated region. FMRP associates
with miRNAs, and proteins in miRNA-
containing complexes in mammals, inter-
actions that may be relevant to FMRPs
regulation of translation.

FMRP is important for the develop-
ment of dendritic spines and synaptic
plasticity. It regulates the expression of
MAP1B, an important regulator of mi-
crotubule stability. FMRP knockout mice
have abnormally high levels of MAP1B,
resulting in increased microtubule stabil-
ity. This may affect the development of
dendrites and/or dendritic spines. The ab-
sence of FMRP in hippocampal neurons
results in immature dendritic spine mor-
phology and delayed synaptic connections,
perhaps contributing to the neurological
phenotype observed in FRAXA. FMRP
may also affect mGluR5-dependent long
term depression (LTD). LTD is a process by
which neuronal activity can cause a lasting
desensitization of neurons to depolariza-
tion. LTD-associated protein synthesis at
synapses may be enhanced by mGluR5
activation, while it appears to be sup-
pressed by FMRP. This is supported by
evidence of enhanced LTD in the FMR-1
knockout mouse. FMRP suppression and
mGluR5 activation of LTD-dependent local
protein synthesis may be opposing forces
that are out of balance in FRAXA, per-
haps accounting for part of the cognitive
abnormalities.

4.2
Fragile XE Mental Retardation

Fragile XE mental retardation (FRAXE) is
an X-linked disorder with a prevalence of
about 1–4% that of FRAXA. It accounts
for approximately two-thirds of families
with nonspecific X-linked mental retar-
dation (MRX), a classification in which
mental retardation is the only consistent
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clinical feature. Other characteristics are
variable and may include hyperactivity,
mild facial hypoplasia and nasal abnormal-
ities. FRAXE is caused by the expansion
of a (GCC)n repeat in the promoter re-
gion of FMR2, a gene 600 kb downstream
of FMR-1. It also overlaps with the pu-
tative promoter of a gene called FMR3,
transcribed in the opposite direction. Both
maternal and paternal transmission can re-
sult in expansion. Normal individuals bear
6–35 GCC repeats, premutation carriers
bear 61–200 repeats, and full mutation
carriers bear >200 repeats. Pathogenic ex-
pansion results in a folate-sensitive fragile
site at the disease locus.

In mice, FMR2 mRNA is expressed in
adult and fetal brain, kidney, lung, and pla-
centa, with highest brain levels in the hip-
pocampus and amygdala. Transcripts of
both FMR2 and FMR3 are reduced beyond
detection in FRAXE patients. This may be
due to a methylation-dependent silencing
process similar to FRAXA. The presence of
the repeat within the preinitiation region
of the FMR2 promoter may also suggest
a more direct disruption of transcription.
FMR2 mRNA is highly expressed in the
hippocampus, an area critical for learn-
ing and memory. Its paralogs AF4 and
LAF4 are both transcription transactivator
proteins, and the FMR2 protein seems to
be a potent transcription activator itself.
Furthermore, the FMR2 protein is nu-
clear, consistent with its proposed role in
transcription regulation. The Drosophila
ortholog of FMR2/AR4, Lilliputian, is es-
sential for proper organ development, and
its loss of function is lethal. FMR2 knock-
out mice display impairment in the condi-
tioned fear test and enhanced LTP (long-
term potentiation) in the hippocampus.
The role of FMR3 in FRAXE, if any, is un-
known. The mechanism of FRAXE patho-
genesis may therefore involve silencing of

the human FMR2 gene resulting in altered
transcription in many parts of the devel-
oping nervous system and mature brain.
The neurological deficits characteristic of
FRAXE may involve effects of altered tran-
scription on the hippocampus, amygdala,
and possibly other brain structures.

4.3
Friedreich’s Ataxia

With a prevalence of about one per 50 000
individuals in the Caucasian population,
Friedreich’s ataxia (FRDA) is the most
common inherited ataxia in this ethnic
group. It is a multisystem degenerative
disease that is unusual among the triplet
repeat disorders due to its autosomal
recessive inheritance. Neurological symp-
toms include gait, limb and truncal ataxia,
loss of position and vibration senses, di-
minished tendon reflexes, and dysarthria.
Neuropathology changes include degener-
ation of the posterior columns of the spinal
cord, loss of large primary sensory neurons
in the dorsal root ganglia (DRG), and mild,
late-onset degeneration of the cerebellar
cortex. Other common clinical features are
cardiomyopathy, diabetes mellitus, scol-
iosis, and other skeletal abnormalities.
Patients often present with symptoms in
childhood, become wheelchair-bound by
their late teens or early twenties, and
have reduced lifespans due to cardiac fail-
ure. Adult presenting patients, however,
can have nearly normal lifespans with
more protracted progression and less se-
vere nonneuronal involvement. Indeed,
until the identification of the causal muta-
tion, many of these adult-onset cases went
undiagnosed.

FRDA results from the expansion of a
polymorphic (GAA)n repeat in the first
intron of the gene X25, now known as
frataxin. FRDA patients have at least one
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expanded allele. For the disease to occur,
the second allele must contain either an ex-
panded repeat, or rarely, a copy of frataxin
containing a loss-of-function mutation. No
patients have been described with loss-of-
function allele mutations in both FRDA
genes. This is probably due to prenatal
lethality, as frataxin-null mice die in utero.
Disease severity and onset age are deter-
mined by the size of the (GAA)n repeat
of the smaller expansion allele. Unaffected
individuals carry at least one allele between
7–38 repeats, while affected individuals
carry two alleles of 66–1700 repeats. In-
terruptions of the (GAA)n repeat result
in later onset and attenuated presenta-
tions. GAA expansion at the FRDA locus
can result in enormous repeats in a sin-
gle generation. Maternal transmission can
result in expansion or contraction, while
paternal transmission results primarily in
contraction.

FRDA patients exhibit reduced frataxin
RNA and protein levels, and evidence sug-
gests a defect in transcription or RNA
maturation. Current models propose that
frataxin RNA elongation may be disturbed
by triplex structure formation between
expanded DNA strands during transcrip-
tion. DNA triplexes are formed when one
strand of a double-stranded DNA molecule
folds back upon itself, and interacts with
two previously annealed strands. This cre-
ates a local structure comprising three
DNA strands held together by hydro-
gen bonds. Certain sequences favor this
process, among them extended (GAA)n
repeats. Triplex formation in the first in-
tron would presumably affect transcript
elongation but not initiation. In support of
this model are in vitro transcription exper-
iments demonstrating no effect of repeat
length on transcript initiation.

Frataxin is a 210 amino acid protein
that is well conserved from prokaryotes

to mammals. It contains mitochondrial
targeting signal sequences and localizes
to the mitochondrial matrix. Frataxin
expression occurs at the primary sites
of pathology: dorsal root ganglia, spinal
cord, sensory nerves, heart, and pancreas.
These are tissues that rely upon high levels
of oxidative metabolism and consequently
are rich in mitochondria. In addition, such
cell types are often postmitotic, meaning
that most dividing cell types are spared in
FRDA patients.

Studies with FRDA patient mate-
rial have demonstrated an increased
heart iron content and a deficiency in
iron–sulfur cluster-containing proteins,
including aconitase, a protein involved
in iron homeostasis. In addition, fibrob-
lasts derived from FRDA patients are
abnormally sensitive to iron and hydro-
gen peroxide induced stress. Ablation
of the yeast frataxin homolog results in
respiratory dysfunction, abnormal accu-
mulation of mitochondrial iron, impaired
biogenesis of iron–sulfur proteins, and
increased sensitivity to oxidative stress.
Conditional knockout of frataxin in stri-
ated muscle results in a heart-specific
phenotype resembling the cardiac abnor-
malities in human FRDA (Fig. 10). This
supports a genetic mechanism involving
loss of function of the disease protein.
Frataxin may be part of a complex that de-
livers iron to Iron–sulfur clusters (ISCs),
which are cofactors essential to the activ-
ity of many important cellular proteins.
The accumulation of iron outside the mi-
tochondria, although probably not central
to FRDA pathogenesis, supports a defi-
ciency in iron delivery to ISCs. Among
ISC-dependent cofactors are proteins in-
volved in mitochondrial electron trans-
port and thus respiration. Disturbances
in oxidative metabolism are often associ-
ated with increases in the production of
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(a)

(b)

(c)

Fig. 10 Friedreich’s ataxia mice display
cardiac muscle pathology.
(a) Transmission electron microscopy
of mice lacking expression of frataxin in
only their muscle reveals the abnormal
accumulation of lipid droplets (L) in
cardiac muscle at 4 weeks of age. (b) By
7 weeks of age, mitochondria appear
abnormal and iron deposits are visible
(arrows). (c) With further progression,
large vacuoles emerge (inset-top) as
mitochondria undergo continued
prominent degeneration. Ultimately, the
mitochondria become engorged with
electron-dense material consistent with
iron deposits. (From Seznec, H.,
Simon, D., Monassier, L.,
Criqui-Filipe, P., Gansmuller, A.,
Rustin, P., Koenig, M., Puccio, H. (2004)
Idebenone delays the onset of cardiac
functional alteration without correction
of Fe-S enzymes deficit in a mouse
model for Friedreich ataxia, Hum. Mol.
Genet. 13, 1017–1024, used with
permission of Human
Molecular Genetics).

toxic reactive oxygen species (ROS). FRDA
therefore is thought to result from re-
duced frataxin levels, leading to abnormal
iron–sulfur metabolism, mitochondrial
dysfunction, oxidative stress, and tissue
degeneration. FRDA is thus caused by the
dynamic mutation of a nuclear-encoded
mitochondrial protein. The disease shares
features with classic mitochondrial dis-
orders such as MELAS (mitochondrial
myopathy, encephalopathy, lactic acido-
sis, and strokelike episodes syndrome) and

MERRF (myoclonus epilepsy with ragged
red fibers), which are caused by stable mu-
tations to mitochondrial-encoded proteins.
FRDA appears to be a classic mitochon-
drial disorder with an unusual genetic
basis – dynamic mutation.

Given the data suggesting a role for ox-
idative metabolism and iron transport in
FRDA pathogenesis, antioxidants and iron
transport molecules are being evaluated as
treatments for this disease. Several clini-
cal trials have been conducted in FRDA
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patients using idebenone, a synthetic ana-
log of coenzyme Q10 and a potent antioxi-
dant. Some studies have shown substantial
improvements in the heart function of
patients, although the lack of random-
ized placebo controls and the variability of
the disorder render the results controver-
sial. A recent conditional knockout mouse
model of FRDA also supports the use of
idebenone as a treatment for the disorder,
making treatment of FRDA patients with
this antioxidant a distinct possibility.

4.4
Progressive Myoclonus Epilepsy Type 1

Progressive myoclonus epilepsy type 1
(EPM1) is a rare, autosomal recessive
neurological disorder most prevalent in
Finland and parts of North Africa. Its most
prominent symptoms are progressive pho-
tosensitive myoclonus and tonic-clonic
epilepsy. Some patients also experience a
progressive cerebellar ataxia and cognitive
decline. Neurodegeneration occurs in the
thalamus, spinal cord, and the Purkinje
and granular neurons of the cerebellum.
Typical age of onset is 6 to 16 years of age.
EPM1 is sometimes caused by missense
mutations in the cystatin B gene (CSTB);
however, analysis of affected patients lack-
ing such mutations revealed a dodecamer
repeat expansion upstream of CSTB. The
dodecamer repeat is located between 66
and 77 bp 5′ of two putative transcription
start sites, and has the sequence CCCCGC-
CCCGCG. Unaffected individuals have a
repeat number of 2–3, premutation car-
riers have 12–17 repeats, and affected
individuals carry 30–150 repeat alleles.

CSTB is a highly conserved gene in
the cystatin family of cysteine protease in-
hibitors. CSTB mRNA is ubiquitous, with
high transcript levels in the hippocampus.

The protein binds to and inhibits lysoso-
mal proteases such as cathepsins B, H, L,
and S. Pathogenic expansion of the repeat
causes a reduction in CSTB transcription
in some cell types. Cstb knockout mice
develop symptoms similar to those seen in
EPM1 patients, and missense mutations
causing the disease disrupt the ability of
CSTB to bind cysteine proteases. Together,
these data suggest a loss-of-function mech-
anism for EPM1. Lowered inhibition of
cysteine proteases may result in neuronal
damage, causing the phenotype observed
in EPM1.

There are several ways in which the
repeat might reduce CSTB expression.
The first is that reduced gene expres-
sion may be due to an increase in the
distance between promoter elements and
the transcription start site. AP-1 bind-
ing sites have been located upstream of
the repeat. One study demonstrated a
two- to fourfold reduction in promoter ac-
tivity when the repeat is expanded. An
equivalent reduction also occurred when
similarly sized heterologous DNA was
used in place of the expanded repeat. In-
dependent studies have confirmed a large
reduction in promoter activity due to re-
peat expansion. Another way the repeat
could affect CSTB expression is through
alterations in chromatin structure. The re-
peat region is G-C rich and might exclude
nucleosomes or promote the formation of
secondary structures. Abnormal DNA sec-
ondary structures have been observed in
the EPM1 repeat region. These alterations
could affect the expression of CSTB or
other genes in the vicinity. A third possible
mechanism for expression changes lies in
the sequence of the repeat region. Each do-
decamer repeat contains a GC box, which
could act as an Sp1 binding site in vivo. In
cases of abnormally large repeat numbers,
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increased Sp1 binding could contribute to
the suppression of CSTB transcription.

5
Type 3: the RNA Gain-of-function Repeat
Diseases

5.1
Myotonic Dystrophy Type 1

Myotonic dystrophy or DM is an au-
tosomal dominant, multisystem disorder
with a prevalence of 1 in 100 000 world-
wide, and 1 in 8000 in European and
North American Caucasian populations.
Patients typically present with proximal
or distal muscle dysfunction including
weakness, pain, and myotonia (failure of
muscle relaxation). DM exhibits a combi-
nation of characteristic symptoms: cardiac
conduction abnormalities, subcapsular iri-
descent cataracts, and unusual endocrine
changes. Other features include testicular
atrophy, type II diabetes, and late-onset
cognitive impairment. In its most severe
form, congenital DM, mental retardation,
craniofacial deformities, and other devel-
opmental abnormalities are present. It
exhibits both paternal and maternal trans-
mission, although there is an almost exclu-
sive maternal transmission in congenital
DM. Myotonic dystrophy type 1 (DM1) is
caused by a (CTG)n expansion in the 3′-
untranslated region of the gene, dystroph-
ica myotonica protein kinase (DMPK), on
chromosome 19. Unaffected individuals
carry 5–37 repeats, while affected individ-
uals carry 50–4000 repeats. DM exhibits
pronounced anticipation and dramatic so-
matic instability. Interestingly, the clinical
phenomenon of anticipation (worsening
severity as a disease gene is transmitted
from one generation to the next) was first
described nearly a century ago in a family

segregating DM1. Although the anticipa-
tion phenomenon was dismissed as an
artifact of ascertainment by geneticists of
the mid twentieth century, anticipation
is now known to be a genuine feature
of dynamic mutation diseases. Anticipa-
tion results from the tendency of disease
repeats to expand and the inverse corre-
lation between repeat length and age of
disease onset.

Several theories have been advanced
to explain the molecular basis of DM1,
including haploinsufficiency of DMPK,
local chromatin effects on neighboring
genes, and gain of function exerted by
expanded RNAs. DMPK is proposed to
have many functions, some of which could
relate to the disease, such as modula-
tion of skeletal muscle sodium channels,
RNA metabolism, calcium homeostasis,
and the cell stress response. Initial ex-
pression studies reported a decrease in
DMPK RNA and protein levels, but a
DMPK knockout mouse designed to test
the haploinsufficiency theory exhibited
only mild myopathy that was inconsis-
tent with the DM phenotype. The (CTG)n
tract is a strong nucleosome assembly
site, and it was therefore hypothesized
to have trans-effects on the expression
of neighboring genes. According to this
model, the myriad symptoms of DM1 are
caused by disturbances in the expression
of multiple nearby genes due to the expan-
sion – making DM1 a ‘‘contiguous gene
syndrome.’’ There are several genes in
close proximity to the DMPK gene (i.e.
<5 kb) whose roles in DM1 were con-
sidered; the most studied of these genes
has been SIX5. The SIX5 homolog in
Drosophila is required for normal eye
development and its mouse homolog is
involved in regulating distal limb muscle
development. Expression data on SIX5 in
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DM1 patients has been inconsistent, how-
ever. A Six5 knockout mouse developed
cataracts, although they were not of the
type observed in DM1. Another gene im-
plicated by this model is DMWD, which
is expressed in the testis and suspected
to be involved in male infertility. Studies
indicated that the expression of DMWD is
not altered.

The third theory for the molecular basis
of DM proposes that an RNA gain-of-
function mechanism is responsible. RNA
foci, which are accumulations of expanded
transcripts, accumulate in the nuclei of
patient cells (Fig. 11). The RNA gain-of-
function theory was buttressed by the
discovery that DM2, a disorder with symp-
toms almost identical to DM1, is caused
by a (CCTG)n expansion in intron 1 of
the zinc finger 9 protein (ZNF9). The two
genes responsible for DM1 and DM2 are
unrelated and reside on different chro-
mosomes. Genes near the two loci bear
no obvious resemblances. The only strik-
ing parallels between the two expansions
are: (1) they both contain CTG triplets;
and (2) they both occur in transcribed

but noncoding regions of the genome.
More support for the RNA gain-of-function
model came from a mouse model gen-
erated by Mankodi et al. in 2000, which
contained a (CTG)n expansion in the 3′
untranslated region of the skeletal actin
(HSA) gene. This mouse exhibited myopa-
thy typical of DM1, although the skeletal
muscle-restricted expression pattern of
HSA precludes broader conclusions. Thus,
there are several lines of evidence suggest-
ing that CUG expansion-containing RNAs
are capable of causing DM.

RNA-binding proteins and transcription
factors colocalize with the RNA foci found
in DM, potentially altering nuclear pro-
cesses. Elevated levels of CUG-containing
RNA has been shown to alter gene splic-
ing in specific transcripts which could
be relevant to DM: cardiac troponin T
(cTNT), involved in cardiomyopathy; In-
sulin Receptor (IR), involved in diabetes;
and Clc-1, the main chloride channel in
muscle. Abnormal splicing of cTNT, IR,
and ClC-1 are proposed to account for
the cardiac abnormalities, insulin insen-
sitivity and myotonia observed in DM.

(a) (b) (c)

Fig. 11 In situ hybridization of muscle sections with fluorescently labeled antisense
oligonucleotide probes reveals accumulation of mutant RNA in DM1 and DM2.
(a) Probing of DM2 muscle with a CAGG probe indicates that multiple RNA foci are
present. (b) Probing of normal muscle with a CAGG probe demonstrates absence of
RNA foci. (c) Probing of DM1 muscle with a CAG probe yields prominent RNA foci.
(From Liquori, C.L., Ricker, K., Moseley, M.L., Jacobsen, J.F., Kress, W., Naylor, S.L.,
Day, J.W., Ranum, L.P. (2001) Myotonic dystrophy type 2 caused by a CCTG expansion
in intron 1 of ZNF9, Science 293, 864–867, used with permission of Science).
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Splicing abnormalities cause a reduction
in the membrane concentration of ClC-
1 and reduce chloride conductance to
levels consistent with myotonia. These
spicing alterations are thought to be due
to the repeat-expanded RNA’s effects on
two families of RNA-binding proteins:
‘‘CUG-BP1 and ETR-3-like factors’’ (CELF)
and ‘‘muscleblind-like proteins’’ (MBNL).
CELF proteins regulate pre-mRNA splic-
ing in cTNT, IR, and ClC-1. In patient
tissue and cell culture, CUG-BP1 levels
and activity are increased in response to
elevated levels of CUG-containing RNA.
This may be due to a lengthening of the
protein’s half-life. MBNL proteins were
named after their Drosophila ortholog
muscleblind, which is required for pho-
toreceptor and muscle differentiation in
flies. The three known proteins in this
family (MBNL1 (MBNL), MBNL2 (MBLL),
and MBNL3 (MBXL)) are splicing reg-
ulators that are thought to act antago-
nistically to CELF family proteins. They
colocalize with RNA foci in vivo, and a
mouse model lacking specific isoforms
of MBNL1 recapitulates the myotonia,
cataracts, and splicing dysregulation ob-
served in DM.

The splicing alterations seen in DM
patients are consistent with loss of func-
tion of MBNL proteins or an increase in
CELF protein activity in muscle and brain.
Because of the colocalization of MBNL pro-
teins with RNA foci, it has been proposed
that sequestration and subsequent deple-
tion of these proteins from the cellular
milieu is responsible for the symptoms of
DM. Although this process probably plays
a critical role in the disease, recent evi-
dence suggests it is not solely responsible.
The most plausible current theory explain-
ing DM pathogenesis proposes an im-
balance between the antagonistic MBNL
and CELF proteins, resulting in specific

splicing abnormalities that cause DM’s di-
verse range of symptoms.

5.2
Myotonic Dystrophy Type 2

Myotonic dystrophy type 2 (DM2) is an
autosomal dominant, multisystem disor-
der very similar to DM1. The majority of
its symptoms resemble DM1: progressive
weakness, myotonia, cardiac disturbances,
iridescent cataracts, and insulin insensi-
tivity. There are some notable differences,
however. DM2, unlike DM1, predomi-
nantly affects proximal muscles at its
onset, which is why many cases were
originally classified as proximal myotonic
myopathy (PROMM). Other interesting
differences are that mental retardation is
not observed in DM2, DM2 patients show
increased sweating, and DM2 congenital
forms have not been observed. DM2 is
caused by a (CCTG)n tetranucleotide ex-
pansion in the first intron of the zinc finger
protein 9 (ZNF9) gene on chromosome
3q21.3. The tetranucleotide repeat can ex-
pand to stunning lengths, with the longest
cases comprising 44 kb of DNA, making
them the longest tracts observed in the re-
peat expansion disorders. The DM2 locus
exhibits marked somatic instability. Over
the course of a patient’s lifetime, the aver-
age repeat length increases substantially,
as judged by blood drawings.

The similarities between DM1 and DM2
are not restricted to the clinical presen-
tation. The expansions are both large,
CTG-containing tracts that are transcribed,
but not translated. Both disorders cause
nuclear RNA foci that sequester specific
RNA-binding proteins (Fig. 11), including
CELF and MBNL family members. Similar
splicing abnormalities are also observed in
DM2. Since the genes associated with the
repeat expansions in DM1 and DM2 are
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unrelated, it is likely that the cause of both
disorders is a toxic gain of function of long
tracts of CUG-containing RNA. A mouse
model generated by Mankodi et al. in 2000,
which contained a (CTG)n expansion in
the 3′ untranslated region of the skeletal
actin (HSA) gene, exhibited myopathy typ-
ical of DM. Thus, even outside the context
of the DM1 and DM2 loci, CTG-containing
expansions can cause DM-like symptoms.
This supports the RNA gain-of-function
theory, as transcribed CTG-containing ex-
pansions are inherently capable of causing
disease. Differences between DM1 and
DM2 may be due to regional or tempo-
ral expression patterns or differences in
the affinity of RNA-binding proteins for
CTG or CCTG tracts.

5.3
Spinocerebellar Ataxia Type 8

Spinocerebellar ataxia type 8 (SCA8) is a
dominantly inherited cerebellar ataxia. Af-
fected individuals suffer from late-onset,
slowly progressing gait ataxia as well
as dysarthria, oculomotor incoordination,
spasticity, and decreased vibration sense.
The cerebellar cortices and vermis un-
dergo a slowly progressing but dramatic
atrophy, while the brainstem exhibits lit-
tle evidence of degeneration. Patients may
become wheelchair-bound as early as their
fourth decade of life. Using a direct method
for cloning expanded triplet repeats (i.e.
RAPID cloning), a gene containing an
expanded CTG tract was identified in a
large family (MN-A) segregating the SCA8
phenotype. Interestingly, this CTG is con-
tained within a gene on the long arm
of chromosome 13 that is transcribed,
but apparently not translated into a pro-
tein product. Thus, it was proposed that
the production of an RNA transcript con-
taining this expanded CTG repeat tract is

the cause of SCA8. Numerous subsequent
studies, however, have indicated that pos-
session of the expanded CTG repeat tract
appears necessary, but not sufficient, for
the production of the SCA8 phenotype.
Thus, reduced penetrance is viewed as a
key feature of SCA8 at this time. On the
basis of the available genetic data, nor-
mal individuals always carry fewer than 70
CTG repeats, while affected SCA8 patients
can carry anywhere from 71 to >1000 CTG
repeats. As extremely large CTG repeat al-
leles (>800 triplets) were shown to not
cause disease in early reports, this was ini-
tially attributed to lack of stability of the
mutant RNA product. However, further
work has revealed considerable overlap
between disease-causing CTG repeat ex-
pansions and nonpenetrant CTG repeat
alleles, indicating that a secondary fac-
tor – either a trans-acting genetic factor or
an environmental factor – must be present
to yield the SCA8 disease phenotype. In the
case of the original MN-A family, evidence
for a cis modifier appears responsible for
the extremely high penetrance in this large
pedigree. Thus, while the causality of the
CTG repeat expansion in SCA8 has been
somewhat controversial, review of the cur-
rent literature suggests that the CTG repeat
expansion is directly involved in SCA8,
but may not alone be sufficient to produce
the disorder.

Another unique feature of the SCA8
CTG repeat is its extreme and unusual
genetic instability. Paternal transmissions
generally result in contractions, while ma-
ternal transmissions generally result in ex-
pansions. Expansions of up to 600 repeats
have occurred in one generation through
maternal transmission. Large deletions in
expanded alleles often occur in sperm cells,
offering an explanation for the paternal
contraction bias. Pathogenic expansions
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often have 5′ triplet interruptions, the role
of which is unclear.

The molecular basis of how the ex-
panded SCA8 RNA causes disease remains
unclear. The transcript has been detected
exclusively in the brain, and appears to be
transcribed in the CTG orientation. Trans-
lation of a polyglutamine tract from the
CAG-containing transcript in the oppo-
site direction is precluded by the existence
of stop codons flanking the repeat. The
longest transcript identified to date con-
tains 6 exons, and many alternatively
spliced forms of the gene have been de-
tected, although all these isoforms are
expressed at very low levels. None con-
tain significant open reading frames. In
1999, Koob et al. reported that a gene par-
tially overlaps the 5′ end of the SCA8 gene
locus on the antisense strand. This gene,
called Kelch-like 1 (KLHL1), for its ho-
mology to the Drosophila KELCH gene,
is highly conserved and predicted to en-
code an actin-binding protein of 748 amino
acids. Its expression overlaps with that of
the SCA8 transcript, suggesting that the
SCA8 gene may produce an antisense RNA
whose function is to regulate KLHL1 ex-
pression. Whether or how this is occurring
remains uncertain at this time.

With the discovery of the DM RNA toxic
gain-of-function pathway, an emerging
theory for SCA8 pathology holds that the
production of a CUG-expanded transcript
results in RNA gain-of-function toxicity
within the restricted neuronal populations
where the SCA8 gene is expressed. In sup-
port of this hypothesis, transgenic mice
derived with a human bacterial artificial
chromosome containing the entire SCA8
gene with a 118 CTG repeat expansion de-
velop neurological disease. The severity of
their phenotype depends on the expression
level of the transgene. In the more moder-
ate expressing lines, the SCA8 mice display

a slowly progressive gait ataxia reminiscent
of the human disease. While no protein
product has been detected, 1C2 and ubiq-
uitin antibody staining reveal intranuclear
inclusions in cerebellar neurons, consis-
tent with the RNA-containing inclusions
observed in FXTAS brains. An alternative
interpretation is that translation of CTG
into a polyleucine tract is occurring. Fur-
ther work will be needed to distinguish
these two possibilities.

Studies of the SCA8 CTG repeat expan-
sion in D. melanogaster have also been
informative. Whether directing expression
of the SCA8 gene to fly retina with a nor-
mal CTG repeat tract or an expanded CTG
repeat tract, a neurodegenerative eye phe-
notype results. Modifier screens using fly
stocks carrying mutations in genes encod-
ing RNA-binding protein yielded a number
of genes that could either enhance or
suppress this retinal degeneration pheno-
type. Interestingly, Drosophila muscleblind,
whose mammalian counterpart has been
implicated in the DM RNA toxicity path-
way, modified the retinal degeneration
caused by expanded SCA8 CTG repeat
expression more so than the retinal de-
generation caused by normal SCA8 CTG
repeat expression. Such data supports the
hypothesis that the SCA8 CTG repeat
expansion is producing neurotoxicity by
altering the function of RNA-binding pro-
teins as in DM. Although it would be
premature to definitively conclude that
SCA8 is an RNA gain-of-function repeat
disease, provisional classification in this
category is appropriate.

5.4
The Fragile X Tremor – Ataxia Syndrome
(FXTAS)

Fragile X tremor-ataxia syndrome (FX-
TAS) is a rare and unusual disorder
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that is associated with premutation of
the FRAXA locus in males. Patients de-
velop a progressive ataxia and intention
tremor. This is sometimes accompanied by
dementia, parkinsonism, and autonomic
dysfunction. Neuropathological changes
include degeneration of the cerebellum
and ubiquitin-positive intranuclear inclu-
sions in neurons and glia. FXTAS is asso-
ciated with the expansion of a (CGG)n tract
in the 5′-untranslated region of the FMR1
gene, found on chromosome Xq27.3. Ex-
pansion of this tract beyond 200 repeats
causes FRAXA, a disorder resulting from
a reduction in the expression of FMR1.

Males with tracts between 55 and 200 CGG
repeats are considered to be in the ‘‘pre-
mutation range,’’ and are now considered
to be at risk for FXTAS beyond middle age.

In contrast to FRAXA, FXTAS patients
show increased expression of the FMR1
transcript, with longer repeats correspond-
ing to higher transcript levels. Premutation
carriers with more than 100 repeats have
an average of five times more FMR1
mRNA than individuals in the normal
repeat range. Despite the increase in tran-
script level, the protein product of the
FMR1 gene, FMRP, is slightly reduced in
FXTAS patients. Since elevated transcript

Fig. 12 Intranuclear inclusions are
present in the brains of FXTAS
patients. (a) Hematoxylin & eosin
staining of cerebral neurons reveals
a refractile, eosiniphilic nuclear
inclusion of ∼5 µM in diameter
(white arrowhead). (b) Hematoxylin
& eosin staining of cerebral
astrocytes reveals refractile,
eosiniphilic nuclear inclusions of
∼2 µM in diameter (white
arrowhead). (c) Antineurofilament
antibody staining of cerebellum
demonstrates presence of
dystrophic neurites, consistent with
ongoing Purkinje cell degeneration.
(d) Antiubiquitin antibody staining
of cerebral neurons labels
intranuclear inclusions.
(e) Antiubiquitin positive
intranuclear inclusions form in both
neurons (white arrowhead; larger
cell) and astrocytes (white
arrowhead; smaller cell). (From
Greco et al. (2002) Brain 125, 1760,
used with permission).
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levels are present without great alteration
in protein levels, this disorder may be
due to an RNA gain of function of the
FMR1 transcript. Indeed, immunostain-
ing of FXTAS patients’ brain sections
reveal intranuclear inclusions in neurons
and glia, believed to be comprised of
accumulated Fmr1 RNA transcripts and
various proteins (Fig. 12). To determine
the molecular basis of FXTAS, a knockin
mouse model of FXTAS was generated
using a human 98 CGG repeat, and was
noted to produce elevated levels of the
Fmr1 transcript and display intranuclear
ribonucleoprotein inclusions, containing
ubiquitin, Hsp40 and the 20S proteasome
subunit. The inclusions may be a response
to RNA toxicity or a result of the aggre-
gation of CGG-binding proteins. While
the mechanism of FXTAS may be due
to a dominant gain of function of triplet-
expanded RNA on RNA-binding proteins
as in DM, there is currently no direct evi-
dence supporting this theory.

6
Type 4: The Polyalanine Diseases

6.1
Overview

Polyalanine disorders are characterized by
small expansions in trinucleotide repeats
encoding alanine tracts. Most are rare,
autosomal dominant developmental mal-
formations. Although the normal function
of the alanine tract is unknown, they tend
to be found in transcription factors. The
majority of alanine tract expansions asso-
ciated with disease loci are also located
in transcription factors, most of which
play a role in development. In contrast
to polyglutamine expansions, polyalanine
expansions are small and stable, not

exceeding 30 triplets. Most are composed
of ‘‘imperfect’’ alanine tracts, including
combinations of GCG, GCA, GCC, and
GCT codons. This composition argues
against an expansion mechanism involv-
ing single-strand, hairpin-like secondary
structures as in other repeat disorders.
A more plausible mechanism for polyala-
nine expansion is unequal crossing-over,
in which alleles mispair during meiotic
crossing-over, resulting in one expanded
and one contracted tract.

6.2
Oculopharyngeal Muscular dystrophy

Oculopharyngeal muscular dystrophy
(OPMD) is a predominantly autosomal
dominant, late-onset disorder character-
ized by progressive drooping eyelids, dys-
phagia, and proximal limb weakness. Cer-
tain skeletal muscles in affected patients
degenerate and contain nuclear inclusions
and rimmed vacuoles. This effect is partic-
ularly striking in the levator palpebra and
pharyngeal muscles, responsible for lift-
ing the eyelids and swallowing. OPMD is
caused by an alanine expansion in the gene
polyadenine-binding protein 2 (PABP2).
PABP2 normally contains a 10-alanine
tract encoded by (GCG)6(GCA)3GCG. Af-
fected individuals carry 12–17 alanines,
probably resulting from unequal crossing-
over of the two alleles. Repeat length
appears to correlate with disease severity.

PABP2 is an abundant, ubiquitously ex-
pressed pre-mRNA-binding protein that
plays a role in controlling the formation
and length of mRNA polyA tails. NIs
immunoreactive for PABP2 are present
in the skeletal muscle cells of OPMD
patients and sequester polyA-containing
transcripts. The aggregates are filamen-
tous and contain PABP2, ubiquitin and
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proteasome subunits, leading investiga-
tors to conclude that expansion of the
alanine tract probably causes PABP2 to
misfold and aggregate. Aggregation in
OPMD has been linked to toxicity in
several experimental systems. Polyalanine-
expanded PABP2 aggregates and causes
cell death in cultured cells and trans-
genic mice. Indeed, widespread expression
of the human PABP2 gene in trans-
genic mice yielded polyalanine length-
dependent muscle pathology, including
rimmed vacuoles, central nuclei, and
numerous dystrophic changes (Fig. 13).
Deleting the C-terminal oligomerization
domain, overexpressing chaperones, or ex-
posing cells to aggregation inhibitors such

as Congo red and doxycycline, reduces
aggregate formation and toxicity in cell
culture. A polyalanine-expanded peptide,
similar to the amino-terminal region of
PABP2 was shown to adopt a β-sheet con-
formation, whereas the same peptide with
7 alanines adopted an α-helical conforma-
tion. This is reminiscent of polyglutamine
proteins, which also adopt a β-sheet con-
formation when the polyglutamine tract
exceeds a threshold of about 35 glu-
tamines. Expanded polyalanine proteins
also activate caspase-3 and -8 in cultured
cells, another feature reminiscent of polyg-
lutamine toxicity.

In 2004, Wirtschafter et al. proposed a
model for the selective vulnerability of

(a) (c) (e)

(b) (d) (f)

Fig. 13 Mice expressing polyalanine-expanded PABP2 protein display prominent muscle
pathology consistent with the OPMD phenotype. Transgenic mice were generated using the
pCAGGS expression vector that consists of the chicken beta-actin promoter and a CMV
enhancer, and thus ubiquitously express either human PABP2 protein with six alanines (c, e)
or nine alanines (a, b, d, f) at roughly comparable levels. Hematoxylin & eosin staining of
sections from the soleus muscle (a, b), the pharynx muscle (c, d), and the eyelid muscle (e, f)
reveal normal muscle histology in the six-alanine PABP2 expressing mice (c, e). However,
mice expressing PABP2 with nine alanines display nonuniform muscle fiber size and
prominent connective tissue in pharynx and eyelid musculature (d, f). At high power,
cytoplasmic vacuoles, reminiscent of OPMD ‘‘rimmed vacuoles’’ are apparent in soleus
muscle from the nine-alanine PABP2 expressing mice (a). Low power examination further
indicates frequent central nuclei in the soleus muscle from such mice (b). (From Hino et al.
(2004) Hum. Mol. Genet. 13, 181, used with permission).
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extraocular muscles in OPMD. Unlike
other skeletal muscles, extraocular mus-
cles are not postmitotic and they contin-
ually undergo remodeling. This requires
the frequent upregulation of genes in-
volved in cell cycling and protein synthesis.
Failure of correct mRNA polyadenylation
or transport in these cells may have a
cumulative toxic effect resulting in the pro-
gressive degeneration of these muscles.
The mechanism of OPMD could be due
to an interference with polyadenylation,
disturbances in intracellular trafficking of
mRNA, or toxicity due to the aggregation
of misfolded and/or aggregated PABP2
species. Further research will be required
to distinguish between these possibilities.

6.3
Synpolydactyly (Syndactyly Type II)

Synpolydactyly (SPD) is a rare, autosomal
dominant developmental disorder charac-
terized by fused and extra digits (syndactyly
and polydactyly, respectively). It is caused
by the expansion of a polyalanine tract in
the amino-terminal region of the transcrip-
tion factor HOX-D13. HOX genes act in
concert to coordinate axial patterning in
animals. Tracts of 7–14 alanines in HOX-
D13 have been linked to SPD, and disease
severity is proportional to repeat length.
Multiple studies support a ‘‘dominant-
negative’’ role for expanded HOX-D13
protein in SPD. Mice null for Hox-d13
have a phenotype less severe than SPD,
while mice with alanine tract expansions
have a form that more closely resembles
the disorder. Mice lacking Hox11, Hox12,
and Hox13 have a phenotype similar to
SPD, suggesting that the alanine expan-
sion in SPD antagonizes the function of
other HOX genes. This is supported by a
genetic complementation study. In further

support of this theory, humans with sus-
pected loss-of-function mutations in the
HOX-D13 gene do not have a phenotype
consistent with SPD.

6.4
Cleidocranial Dysplasia

Cleidocranial dysplasia (CCD) is a rare, au-
tosomal dominant developmental disorder
characterized by holes in the skull, den-
tal malformations, absent or hypoplastic
clavicles and maxillae, and other skeletal
malformations. The primary cause of CCD
is thought to be loss-of-function mutations
in the gene RUNX2. This gene affects os-
teoblast differentiation and is a member
of the Runt family of transcription fac-
tors. In one family, phenotypically distinct
from classic CCD, an expansion from 17
to 27 alanines in RUNX2 has been de-
tected. This family exhibited brachydactyly
and a mild CCD phenotype. The differ-
ence in phenotype between the polyalanine
expansion mutation family and typical pre-
sumed haploinsufficient, loss-of-function
CCD patients supports a gain-of-function
effect of the expanded alanine tract in this
atypical family. Contraction of the tract in
RUNX2 is common and does not cause a
detectable phenotype.

6.5
Holoprosencephaly

Holoprosencephaly (HPE) is a common
developmental malformation resulting in
partial or full cyclopia, failure to develop
midline structures in the ventral fore-
brain, and prenatal lethality. In rare cases,
HPE is caused by the heterozygous ex-
pansion of a 15-amino acid alanine tract
in the protein ZIC2. This protein is one
member of a family of zinc finger pro-
teins believed to regulate neurulation,
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left–right axis formation and other de-
velopmental processes. Other individuals
with heterozygous loss-of-function muta-
tions have a phenotype indistinguishable
from those with alanine tract expansions.
Partial loss of function of Zic2 in mice
similarly causes developmental abnormal-
ities similar to HPE. Therefore, expansion
of the alanine tract likely causes loss of
function of ZIC2 in the case of HPE.

6.6
Hand-foot-genital Syndrome

Hand-foot-genital syndrome (HFGS) is a
rare, dominantly inherited developmental
abnormality characterized by malforma-
tion of the distal limbs and lower urogen-
ital tract. Short thumbs, short great toes,
and abnormal carpals and tarsals are some
of its salient features. Some HFGS patients
have alanine tract expansions in the pro-
tein HOX-A13, which is in the same family
as the SPD-associated protein HOX-D13.
HOX-A13 contains three alanine tracts,
the most C-terminal of which is the most
commonly mutated. Expansions enlarge
the second or third tract by 6 to 9 ala-
nines. In humans, deletion of HOX-A13
causes a phenotype that is mild in com-
parison to HFGS caused by alanine tract
mutations. Hoxa13-null mice also have a
milder phenotype than mice carrying a
frameshift deletion suspected to confer
gain of function. This evidence suggests a
dominant-negative mechanism for HFGS
caused by alanine tract expansions.

6.7
Blepharophimosis-ptosis-epicanthus
Inversus Syndrome

Blepharophimosis-ptosis-epicanthus in-
versus syndrome (BPES) is a rare, auto-
somal dominant developmental disorder

resulting in malformation of the upper
eyelids and forehead, and occasionally pre-
mature ovarian failure in women. It is
caused by a number of different muta-
tions in the gene Forkhead L2 (Foxl2), the
most common of which is expansion of
its carboxy-terminal 14-amino acid alanine
tract. FOXL2 is a highly conserved tran-
scription factor whose role in the ovary
has been studied most thoroughly. It is
expressed in the ovaries and eyelids dur-
ing development and adulthood. Studies
in which Foxl2 have been ablated in
mice show that it is important for the
differentiation of ovarian granulosa cells,
and its absence causes accelerated follicle
cell depletion leading to POF. Knockout
mice also display craniofacial abnormali-
ties consistent with BPES, suggesting that
a dominant-negative mechanism may be
responsible in humans.

6.8
Syndromic and Nonsyndromic X-linked
Mental Retardation

Several loosely related disorders are as-
sociated with alanine tract expansions in
the Aristaless related homeobox (ARX)
protein on chromosome Xp22.13. One
is nonsyndromic X-linked mental retarda-
tion (XLMR), a heterogeneous condition in
which mental retardation is the main con-
sistent feature. Several syndromic XLMR
disorders linked to alanine expansion
in ARX include West syndrome (WS)
and Partington syndrome (PRTS). WS
causes progressive mental retardation with
abnormal EEG and infantile seizures,
while PRTS causes mental retardation,
dysarthria, and dystonic movements of the
hands. Brain anatomy appears normal in
these disorders.

ARX is a paired-class homeodomain
protein that is expressed in the ventricular
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and marginal zones of the developing
mouse brain and continues to be expressed
in adult cortex. It is suspected to play a role
in neuroepithelial cell differentiation and
maintenance of neuronal subtypes in the
adult cortex. ARX-null mice have small
brains and neuronal migration deficits.
Expansions of two different alanine tracts
in ARX cause XLMR: a 12-alanine tract
at amino acids 144–155, and a second
tract at amino acids 100–115. Both sites
cause highly variable forms of XLMR, with
expansions in the former alanine tract
resulting in nonsyndromic XLMR, WS or
PRTS. Alanine tract expansions in ARX
probably result in partial loss of function of
the protein. Heterozygous female carriers
of expanded ARX do not exhibit XLMR,
suggesting that one normal copy of the
protein is sufficient for normal cognitive
ability. Also, humans with null mutations
of ARX suffer from X-linked lissencephaly
with abnormal genitalia (XLAG), a much
more severe condition causing major
developmental abnormalities in the brain
and genitalia. Thus, XLMR due to alanine
expansions in ARX may be because of
partial loss of function leading to subtle
developmental defects and/or failure to
maintain specific neuronal populations.

6.9
Congenital Central Hypoventilation
Syndrome

Congenital central hypoventilation syn-
drome (CCHS) is a rare, autosomal dom-
inant disorder causing a failure of auto-
nomic control of breathing. It attenuates
or abolishes responses to hypercarbia and
hypoxemia. In the majority of cases, it is
caused by the expansion of one of two
alanine tracts in the protein PHOX-2B.
Mutations expand the 20-residue tract to
25–29 alanines. PHOX-2B is a paired-class

transcription factor containing a home-
odomain. A loss-of-function mutation in
murine Phox2b is homozygous lethal,
and specifically prevents the development
of parasympathetic ganglia. Heterozygous
mice show chronic pupil dilation but
no parasympathetic or respiratory distur-
bances. Also, a patient hemizygous for
a 5-Mb deletion including Phox2b does
not have CCHS. No cases of CCHS have
been reported in which PHOX2B is trun-
cated before the homeobox domain. This
evidence suggests that the expansion of
alanine tracts in PHOX2B may cause a
subtle, dominant-negative effect on the de-
velopment of respiratory control pathways.

7
Unclassified Repeat Diseases Lacking
Mechanistic Explanations

7.1
Spinocerebellar Ataxia Type 10

Spinocerebellar ataxia type 10 (SCA10)
is an autosomal dominant, progressive
ataxia that exhibits nearly pure cerebellar
signs. It appears restricted to individuals
of Mexican ethnicity. SCA10 patients typ-
ically present with gait ataxia, followed by
dysarthria, dysphagia, and ocular dysme-
tria, and most patients also experience re-
current motor seizures. Cerebellar atrophy
is the most prominent neuropathological
change. SCA10 is caused by the expansion
of a highly polymorphic pentanucleotide
repeat, (ATTCT)n, on chromosome 22. Un-
affected individuals carry 10–22 repeats.
While expanded alleles have not been suc-
cessfully PCR amplified, transcript sizes
on Northern blots and fragment sizes on
Southern blots indicate that disease alleles
can range from ∼800 to 4500 repeats. An-
ticipation occurs in SCA10, independently
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supporting the causal nature of the repeat
expansion. The ATTCT repeat is located in
intron 9 of the SCA10 gene, a previously
unrecognized 66-kb gene that encodes a
novel putative 475 amino acid protein of
unknown function with few recognizable
motifs or domains. The 2-kb SCA10 tran-
script is ubiquitously expressed though the
highest levels of expression occur in the
brain, testis, and adrenal glands. Within
the brain, it is most highly expressed in the
cerebellum and associated structures. The
carboxy-terminal portion of the protein
appears to contain ‘‘armadillo repeats,’’
which are responsible for the membrane
association of β-catenins. Ataxin-10 does
not seem to associate with membranes,
however. The entire protein is highly con-
served between humans and rodents, and
potential orthologs exist in Arabidopsis
and Drosophila.

There are several proposed mechanisms
for SCA10 pathogenesis. The most obvi-
ous hypothesis is that the large intronic
expansion affects ataxin-10 expression,
perhaps by altering local chromatin struc-
ture. siRNA knockdown of ataxin-10 in cell
culture experiments yields higher rates
of cell death in cerebellar neurons than
in cortical neurons. However, the expres-
sion levels of the SCA10 transcript are not
reduced in patient’s lymphoblast cells, ar-
guing against simple haploinsufficiency.
Consequently, RNA gain-of-function tox-
icity has been proposed as the potential
mechanism; however, there are no fur-
ther data at this time to support such a
hypothesis. Additional work will need to
be done to distinguish between these and
other possibilities, and will need to ac-
count for the cell-type specific pattern of
neurodegeneration that occurs in the face
of apparently widespread expression of the
SCA10 gene mutation.

7.2
Spinocerebellar Ataxia Type 12

Among the more recent additions to the
unstable repeat disease group is spinocere-
bellar ataxia type 12 (SCA12), a rare, auto-
somal dominant disorder that may be most
prevalent in Indian populations. Its symp-
toms are distinct from the other SCAs,
typically beginning with an action tremor
of the upper extremities and progressing to
include hyperreflexia, mild cerebellar dys-
function, bradykinesia, increased muscle
tone, psychiatric symptoms, and demen-
tia. The brains of SCA12 patients likely
undergo a slow, generalized atrophy that
is most prominent in the cortex, but also
results in loss of Purkinje cells in the cere-
bellum. Disease onset typically occurs in
the third or fourth decade, and a gradually
progressive disease course is typical.

SCA12 is caused by a (CAG)n expansion
in chromosome 5q31 – q33. The expan-
sion is 5′ to the PPP2R2B gene, encoding
a regulatory subunit of the protein phos-
phatase 2A enzyme (PP2A). This gene
has many transcription start sites, some
of which include the repeat (but many of
which do not). GENSCAN predicts an exon
including the expansion that would encode
a polyserine tract, but this prediction is of
low probability and considered unlikely.
Other evidence suggests that the expan-
sion is located in the promoter region,
and this is currently the most widely ac-
cepted view. Unaffected individuals carry
7–32 CAG repeats while affected individ-
uals carry 55–78 CAG triplets. The most
common repeat size in unaffected individ-
uals is 10 CAGs. The repeat is fairly stable,
with only modest expansions and contrac-
tions resulting equally from maternal and
paternal transmission. A significant corre-
lation between repeat length and age of
onset has not been documented.
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The protein PP2A is an essential ser-
ine/threonine phosphatase expressed in
all known eukaryotic cells. It is involved
in diverse cellular functions, including cell
growth, differentiation, DNA replication,
neurotransmitter release, and apoptosis.
PPP2R2B is a brain-specific regulatory
subunit of PP2A. The class of regulatory
subunits including PPP2R2B may affect
PP2A’s phosphatase activity for certain
substrates, including histone-1, vimentin,
and tau. It may also affect PP2A’s subcel-
lular localization.

There are several possible explanations
for SCA12 pathogenesis. The first is
that expanded PPP2R2B may generate a
polyamino acid tract-containing protein,
resulting in toxicity. Northern blots prob-
ing for sequence flanking the CAG repeat
did not detect a PPP2R2B transcript, in-
dicating that if a repeat-containing exon
exists and is transcribed, it is not present
at appreciable levels. Nevertheless, the
possibility of polyglutamine, polyserine,
or polyalanine toxicity, though unlikely,
cannot be completely ruled out at this
time. A second possible cause of SCA12
pathogenesis is RNA gain of function, as
occurs in DM and FXTAS. The repeat
expansions are smaller in SCA12 than
in DM, however, and more importantly,
CAG tract-containing transcripts appear
to be rather scarce. A third possibility
is altered splicing of the PPP2R2B tran-
script. Several different amino-termini are
possible, the ratio of which may affect
PP2A’s subcellular localization. Yet an-
other theory of SCA12 pathogenesis is
that the expansion affects PPP2R2B tran-
script levels. Repeat expansion causes a
substantial increase in PPP2R2B expres-
sion as measured in reporter assays using
a neuroblastoma cell line. Altered lev-
els of the protein could affect PP2A’s
specificity or subcellular localization. This

has the potential to disturb a multi-
tude of processes in the CNS. At this
time, all of the above theories of SCA12
CAG repeat expansion neurotoxicity re-
main plausible.

7.3
Huntington’s Disease Like 2 (HDL2)

Perhaps the most exciting and enigmatic
recent discovery in the repeat expansion
field is that of the mutational basis of
a disorder known as Huntington’s dis-
ease like 2 or HDL2. HDL2 is so named
because it is in essence a genocopy of
classical HD, as the original HDL2 pedi-
gree was labeled with a diagnosis of HD
until HD CAG repeat testing indicated
that this family’s HD-like disease did not
result from a CAG repeat expansion in
the htt gene. HDL2 patients present with
weight loss and diminished coordination,
and then develop tremors, dysarthria, hy-
perreflexia, and rigidity. Patients display
psychiatric involvement, chorea, and dys-
tonia, and ultimately become demented.
Death occurs 15–25 years after onset,
when patients become bedridden as in typ-
ical HD cases. MRI findings reveal marked
atrophy of the caudate and of the cere-
bral cortex, making the neuropathology
indistinguishable from classic HD. HDL2
patients do not show cerebellar signs or
neuropathology.

As soon as it was found that HDL2
patients do not have the HD CAG re-
peat expansion, direct cloning methods for
triplet repeat expansions of the CAG/CTG
type were applied to patient samples and
an expanded CAG/CTG repeat (n = 55)
was isolated. Sequence flanking this repeat
indicated that HDL2 is caused by CTG
repeat expansions in the junctophilin-3
(JPH3) gene, one of a family of struc-
tural proteins whose function is to link
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Ca++ channels on the ER with voltage
sensors on the plasma membrane. Anal-
ysis of JPH3 CTG repeat indicates that
normal individuals typically carry 7–27
CTG repeats while affected HDL2 patients
usually have expansions of 50–60 CTG
repeats. Widespread screening of HD-like
patients from around the globe suggests
that the HDL2 JPH3 CTG repeat expan-
sions are most common in individuals of
African ethnicity.

The question of how the JPH3 CTG
repeat expansion causes HDL2 remains
unknown, but there are at least four possi-
ble explanations. These alternative (but not
mutually exclusive) theories stem from the
documented alternative processing of the
JPH3 gene, which permits the prediction
of the CTG repeat tract as: (1) part of intron
1; (2) as part of the 3′ untranslated region;
or (3) as encoding either a polyleucine
or polyalanine tract. One theory is that

haploinsufficiency of the Ca++ regulating
brain- and testes-specific junctophilin-3
protein is responsible for HDL2. While
JPH3 knockout mice display motor inco-
ordination, no histological abnormalities
are found in their brains. Further work
with these mice is ongoing to evaluate
this hypothesis. Evidence against simple
haploinsufficiency has come from study of
HDL2 patient’s brain material, however.
1C2 and ubiquitin antibody immunos-
taining reveal intranuclear inclusions in
neurons throughout the brains of these
patients, with dramatic similarity in dis-
tribution to patients with classic HD
(Fig. 14). At this time, the molecular ba-
sis of HDL2 is unknown; however, the
incredible overlap between HD and HDL2
in terms of clinical phenotype and neu-
ropathology strongly suggests that solving
HDL2 should have profound implications
for our mechanistic understanding of HD.

Fig. 14 HDL2 patients have
1C2-positive intranuclear inclusions.
1C2 staining of cerebral cortex (frontal
lobe) from an HDL2 patient reveals a
prominent intranuclear inclusion that
resembles the intranuclear inclusions
seen in classic HD patients. As the 1C2
antibody is directed against expanded,
misfolded polyglutamine tracts, which
are not predicted to be expressed from
the causal HDL2 gene, the explanation
for the presence of such nuclear
inclusions in HDL2 patients remains
unknown. (From Margolis, R.L.,
O’Hearn, E., Rosenblatt, A., Willour, V.,
Holmes, S.E., Franz, M.L., Callahan, C.,
Hwang, H.S., Troncoso, J.C., Ross, C.A.
(2001) A disorder similar to
Huntington’s disease is associated with
a novel CAG repeat expansion, Ann.
Neurol. 50, 373–380, used with
permission of Annals of Neurology, and
John Wiley & Sons, publisher).



54 Triplet Repeat Diseases

See also Genetics, Molecular Ba-
sis of; Motor Neuron Diseases:
Cellular and Animal Models; Mo-
tor Neuron Diseases: Molecular
Mechanism, Pathophysiology, and
Treatments; Noncoding Tandemly
Repeated DNA Sequences.
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Confocal Microscopy (CM)
Microscopy technique where optical sectioning is achieved by using a detector pinhole
that is confocal to the excitation focus to reject the out-of-focus signal.

Fluorescence
Light-emitting process of special molecules, called fluorophores, after excitation with
photons of higher energy.

Laser-scanning Microscopy
Microscopy technique, in which the light source is focused to a diffraction-limited spot
and the image is formed by scanning this spot across the sample while sequentially
recording the signal generated at each position.

Multiphoton Absorption (MPA)
Process where two or more photons are absorbed simultaneously to excite a transition
with an energy equal to the sum of the energy of the photons.

Multiphoton Microscopy (MPM)
Microscopy technique where the contrast mechanism is based on a multiphoton
absorption process. Usually, but not always, the detected signal is fluorescence.

Two-photon Microscopy (2PM)
Most widely used variant of multiphoton microscopy.

Whole-field Detection
Detection scheme for laser-scanning microscopy where the light from the whole field
of view is detected.

Wide-field Imaging
Imaging technique where the whole field of view is illuminated simultaneously and
imaged onto a spatially resolving detector, for example, a charge-coupled device
(CCD) camera.
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� Multiphoton microscopy (MPM) is an imaging technique that employs signals,
such as fluorescence, generated by a multiphoton absorption (MPA) process as its
contrast mechanism. Compared to other fluorescence microscopy techniques, MPM
often has a higher sensitivity, superior penetration into scattering tissue, and causes
less photodamage to the sample and less photobleaching of the fluorophore. These
advantages make MPM the method of choice for optophysiological experiments and
also make MPM the only technique available for high-resolution in vivo imaging
deep within scattering tissue, such as the brain. The two-photon microscope (2PM)
is the kind of MPM used in the overwhelming majority of applications since it
has virtually all of the specific advantages of MPM. Recent advances in staining
techniques including the booming development of genetically encoded fluorophores
keep increasing the field of actual and possible MPM applications.

1
Introduction

Over the past 15 years, multiphoton mi-
croscopy (MPM) has developed into an
indispensable imaging tool in the life
sciences. MPM has higher sensitivity, su-
perior penetration into scattering tissue,
and often causes less photodamage in sam-
ples than alternative imaging techniques
such as confocal microscopy (CM). This
means that MPM – combined, in partic-
ular, with one of many new genetically
encoded and functional dyes – has become
the method of choice for in vivo imaging
in strongly scattering tissues such as skin,
muscle, and tumors, and even deep within
intact organs such as kidney, pancreas,
lymph nodes, and brain.

This article provides an overview of func-
tional principles, instrumentation, and
some of the applications of MPM. Fur-
ther details can be found in the books and
reviews and primary literature listed at the
end of this article.

In laser-scanning microscopy, a three-
dimensional image is generated by scan-
ning the position of a tight laser focus
around in the sample while recording,
as a function of the focus position,

a signal – such as fluorescence – that is
generated by absorption of light from
the beam.

Molecules that can easily absorb light
generally have a structure where sev-
eral atoms of the molecule are connected
by conjugated single–double bonds. As
a consequence, the most weakly bound
electrons are delocalized and thus inter-
act easily with the electromagnetic field.
Near-ultraviolet or visible light is usually
sufficient to promote the outermost elec-
tron to an excited level (Fig. 1). In general,
the molecule is excited electronically and
vibrationally, with the latter excitation de-
caying very fast (∼10−12 s). From the state
reached after vibrational relaxation, which
is still electronically excited, the molecule
then relaxes within nanoseconds (10−9 s)
to a state that is only vibrationally excited.
The energy difference can be carried away
by fluorescence emission of a photon.

The difference between one photon
(1P)-excited and multiphoton (MP)-excited
fluorescence microscopy is that molecular
absorption is of a single photon in the first
case and a photon multiplet in the second
(Fig. 1). In a 1P process, the photon energy
equals the energy difference between the
ground state and an excited state. Light
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Fig. 1 Principle of one-photon and
two-photon excited fluorescence. In 1PE
fluorescence, a molecule is brought to
the excited state by absorbing a single
(blue) photon. Vibrational relaxation
brings the molecule to the lowest
excited state, from which it returns to
the ground state by emitting a
longer-wavelength (green) photon. In
2PE fluorescence, the molecule is
brought to the excited state by
simultaneously absorbing two NIR (red)
photons. The molecule again
vibrationally relaxes, and emits a
fluorescence photon from the same
level as in 1PE fluorescence (see color
plate p. xxv).

with a quantum energy less than the gap
between the ground state and the lowest
lying electronically excited state cannot ex-
cite the molecule by a 1P process, but if the
light intensity is sufficiently high, multi-
ple photons of lower energy can cooperate
and combine their energies to promote the
molecule into the excited state. For exam-
ple, two 800 nm photons can excite a tran-
sition that normally requires 400 nm light.
One may picture this process as the first
photon exciting the molecule to a virtual
state from where the second photon then
brings the molecule into its (real) excited
state. For this process to occur, the two
photons have to arrive at the fluorophore
within the lifetime of the virtual state,
which is less than 1 fs (1 fs = 10−15 s)
as defined by the Heisenberg uncertainty
principle (τ ≤ h̄/E). The likelihood that
two photons arrive at a fluorophore almost
simultaneously is proportional to the in-
tensity squared and is all but negligible for
light sources other than a focused laser.
Therefore, two-photon absorption (2PA)
was observed only after the invention of the
laser. It is the strongly superlinear depen-
dence on the light intensity that gives 2PM
(and MPM in general) its main advantages.

1.1
Optical Sectioning

In 1P microscopy, the signal generated
is proportional to the light intensity (the
power divided by the beam area: I = P/A).
As a result, the signal generated in each
slice of a sample depends on the slice
thickness, but not the distance from the
focus, since variations in the beam area
are, as long as the power stays constant,
exactly balanced by inverse variations in
the excitation rate per molecule. When
imaging thick samples, the light from
the focus is thus always contaminated, in
fact, dominated by fluorescence generated
above and below the focus. This is the
bane of wide-field fluorescence imaging
of 3-dimensional (3D) samples. In CM,
this problem is solved by placing a
pinhole in front of the detector. The
pinhole is confocal with the excitation
focus and rejects light that did not
originate from that focus (Fig. 2). This
property of the confocal microscope, called
optical sectioning, vastly improves the
ability to obtain 3-D fluorescence images,
particularly of thick biological samples.

The first nonlinear optical microscope
used the second-harmonic signal and
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Fig. 2 Optical sectioning in one-photon confocal and in two-photon
microscopy. (a) With 1PE, fluorescence is generated throughout the
illumination cone. For 2PE (b), because of the nonlinear intensity
dependence, fluorescence generation is limited to a small volume
around the focus. In CM, optical sectioning is achieved by placing a
confocal pinhole in front of the detector. This pinhole rejects
(out-of-focus) fluorescence that is generated above and below the focus
(c), fluorescence generated by scattered excitation light (e), and in-focus
fluorescence that is scattered on its way to the detector (e). Because no
out-of-focus fluorescence is generated in a two-photon microscope, no
pinhole is necessary (d) and even fluorescence that is scattered on its
way to the surface can be detected (f ).



66 Two-photon Microscopy and Imaging

Pinhole

Lens

Dichroic
mirror

Objective
Sample

PMT

Lens

Dichroic
mirror

Objective
Sample

PMT

Focal
plane

(f)(e)

Fig. 2 (Continued)

wide-field imaging. Scanning the focus,
which was introduced later, strongly en-
hances the focal but not the out-of-focus
signal, and thus provides optical sec-
tioning. The hopes placed on harmonic
imaging for biological specimens were,
however, not fulfilled, at least initially.

Two photon–excited fluorescence mi-
croscopy proved to be much more imme-
diately applicable to biological problems,
due, first, to the central importance of flu-
orescent labeling in biological microscopy
(see Sect. 4) and second, to the differences
in the physical characters of fluorescence
and harmonic generation. The main dif-
ference being that harmonic generation is
a coherent process, where field strengths
rather than intensities add, and the gener-
ated signal depends on the square of the
chromophore concentration, and is liable
to interferences effects; in fluorescence,
which is incoherent, light from different
fluorophores does not interfere with each
other and the signal increases linearly with
the fluorophore concentration.

Common to scanned-focus nonlin-
ear microscopies is that they provide
excitation-based optical sectioning. This
is because, different from the linear (1P)
case, the total excitation in a slice in-
tersecting the beam strongly drops with
distance to the focus (Fig. 2). In fluores-
cence microscopy, excitation-based rather
than confocal optical sectioning is par-
ticularly helpful since photodamage and
photobleaching are enormously reduced
(see below).

1.2
Increased Penetration Depth

MPM can generate high-resolution im-
ages from focal planes deep inside the
tissue, much deeper than CM, because
signal is generated only at the focus allow-
ing scattered fluorescence to be collected
without loss of resolution or optical sec-
tioning. In CM, only light passing through
the confocal pinhole is detected. However,
due to scattering, the fraction of the signal
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originating from the focus that does pass
the pinhole in the CM decreases exponen-
tially with imaging depth. Compensating
for the loss in signal by increasing the ex-
citation power in CM in most cases would
lead to an unacceptable increase in photo-
damage (see below). A further reason for
the deeper penetration of MPM is that,
for the same fluorescent label it uses ex-
citation light with a wavelength that is
longer (up to two times for 2PM) and
hence scattered much less. Occasionally
helpful is the larger separation between
the excitation and emission wavelengths
in MP excited fluorescence, which allows a
more spectrally complete detection of the
fluorescence.

1.3
Reduced Photodamage and
Photobleaching

Protracted and high-resolution CM
imaging is often limited by excitation

light-induced damage to the sample
(photodamage) or the fluorophore
(photobleaching), which in 1PM occur
throughout the sample even though
information is only gained from the focal
slice. In MPM, damage is confined to
those fluorophores (and their immediate
vicinity) that do provide information.
A reduced relative MP absorbance
of intrinsic fluorophores may further
contribute to the vastly improved tissue
viability sometimes seen even in tissue
that scatters only little.

2
The Multiphoton Microscope

The layout (Fig. 3) of a generic MPM is
very similar to that of a laser-scanning
CM, from which an MPM can often
be constructed by modification. In this
section, the components of an MPM will
be discussed individually.

Intensity
control

Barrier filter

x-y scan
 mirrors

Dichroic
 mirror

Sample on x-y -z stage

DetectorNIR 
fs-laser

Scan
 lens

Tube
lens

Objective

Collection
lens

Fig. 3 Setup of a generic two-photon microscope. Light from an ultrafast laser or laser
amplifier is focused to a diffraction-limited spot by an objective. The beam is
raster-scanned across the sample and the fluorescence generated at each position is
collected by the objective, separated from the excitation light by a dichroic mirror and
additional filters either in a transmission or reflectance configuration (see inset), and
detected by a whole-field detector.
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2.1
Light Sources

The development of reliable ultrafast laser
sources operating in the near infrared
(NIR) coincided with the invention of
MPM and has been an important factor
in the broad adoption of MPM, since with
continuous wave (cw) lasers, even 2PM
is only marginally possible for brightly
labeled samples. Today the vast majority of
MPMs use mode-locked titanium sapphire
lasers (Ti:sapphire, Ti:Al2O3), which can
be tuned from about 680 to 1100 nm,
allowing 2PE of almost all relevant labels,
and 3PE into the deeper UV. The pulse
length of this laser type is around ∼100 fs
with a repetition rate of around 100 MHz,
i.e. every 10 ns a short burst of light arrives
at the sample while for the remainder
of this period no light is incident upon
the sample. Alternative laser sources that
produce similar pulse lengths are based
on Cr:LiSrAlFl, Cr:Forsterite, or Nd:YLiF
crystals, or on Yb-doped optical fibers, all of
which have much smaller tuning ranges,
but with the exception of the Cr:LiSrAlFl
laser, operate at longer wavelengths than
can be easily provided by the Ti:Sapphire
laser. A very large tuning range but
less total power is provided by optical
parametric amplifiers.

An ultrafast laser increases the sig-
nal levels in the 2PM by 5 orders
of magnitude as compared to a cw-
laser of the same average power. This
is because the average rate at which
fluorescence photons are generated by
2PA is proportional to the average
square of the instantaneous light inten-
sity I:

〈nF(r)〉 ∝ δC〈I(r, t)2〉

= δC〈I(r, t)〉2 〈I(r, t)2〉
〈I(r, t)〉2 , (1)

where 〈 〉 indicates an average over time, δ

is the two-photon absorption cross section
(often expressed in units of Göppert-Mayer
(GM); 1 GM = 10−50 cm4s/photon), and
C is the fluorophore concentration. For a
spot with area A, power and intensity are
related by:

I(r, t) = P(r)
A

. (2)

For a square pulse with pulse length τ ,
the ‘‘two-photon advantage’’ is

〈I(r, t)2〉
〈I(r, t)〉2 =

1

T

∫ T

0
I(r, t)2dt

(
1

T

∫ T

0
I(r, t)dt

)2 = 1

f τ
.

(3)

Equation 1 then becomes:

〈nF(r)〉 ∝ δC
P(r)2

A2

1

f τ
. (4)

Thus, for example, to obtain the same
signal with 1 ps pulses rather than with
100 fs pulses, the average power must be
higher by a factor of

√
10.

Implicit in this derivation is the
assumption that the 2P absorption cross
section δ is constant across the spectrum of
the laser pulse. For very short pulses this is
not true because – due to the uncertainty
principle – the shorter the pulse duration
(�τ ), the broader its spectral width
(�ν). For a transform-limited (unchirped)
Gaussian-shaped pulse �τ�ν = 0.44. A
100-fs laser pulse centered around 800 nm
then ranges (full width at half maximum;
FWHM) over 10 nm in wavelength and a
20-fs pulse over 50 nm, which is already
as wide as the main features in a
typical fluorophore absorption spectrum.
However, in practice the main limitation
for using shorter pulses is group delay
dispersion (GDD), which occurs because



Two-photon Microscopy and Imaging 69

different wavelength components of the
laser pulse travel at different speeds inside
all materials, including of course, optical
glass. After passing the microscope optics,
the long-wavelength (‘‘red’’) components
of the pulse arrive at the focus ahead of the
short-wavelength (‘‘blue’’) components,
leading to a so-called chirped pulse.
Because the wider spectrum of a shorter
pulse accentuates this effect, an initially
shorter pulse can actually become longer
once it reaches the focus than an initially
longer pulse. Owing to the GDD in
a typical microscope, a 20-fs pulse, for
example, is stretched to about 700 fs, while
a 100-fs pulse is stretched to only 200 fs.
Without compensation (prechirping, see
below), the shortest pulses that can
be attained at the sample are about
150 fs. Therefore, lasers producing 100 to
200 fs pulses are typically used in 2PM.
It is possible (but rarely necessary) to
compensate for the microscope’s GDD
by the use of an optical arrangement
(consisting of prisms, gratings, or special
dielectric coatings) that has negative
GDD. Negative GDD prechirps the pulse,
giving the blue components a head
start over the red components. This
head start compensates all or part of
the speed disadvantage that the blue
components have when traveling through
the microscope optics. Prechirping allows
the arrival of transform-limited pulses as
short as 15 fs at the focus. For such short
pulses, compensation of higher-order
dispersion and chromatic aberrations
needs to be considered as well. For higher
than 2PA, the effects of using shorter
pulses are even more dramatic (the 3PA
rate, for example, increases by 10 orders of
magnitude compared with cw-excitation
when using the typical Ti:sapphire
laser).

2.2
Excitation Pathway

The pathway for the excitation light in
a MPM is essentially that of a laser-
scanning CM: shutter, beam conditioning
and intensity control, scan mirrors, scan
lens, tube lens, objective, and, finally, the
sample (see Fig. 3). As in every laser-
scanning microscope, the scan mirrors (or
a point in between for proximity coupled
scanners) is conjugate to (i.e. imaged into)
the objective exit pupil. Coatings on lenses
and mirrors need, of course, to be IR
transmissive or reflective, respectively. The
intensity control needs to be compatible
with ultrashort pulses and should allow
the automatic compensation of depth
dependent losses (see Sect. 3.3) and should
be fast enough to shut off the beam during
retrace, i.e. while the focus is moved from
the end of a scan line to the beginning of
the next.

2.3
Final Focusing and Resolution

Many standard microscope objectives can
be used for MPM, albeit with compromises
in correction and transmissivity. While
this was an issue in the early times of
MPM, most objectives now are either cor-
rected and transparent throughout the IR
or come as special ‘‘IR’’ versions. To mini-
mize tissue damage (see below), detection
efficiency has to be maximized by keep-
ing the transmission at the fluorescence
wavelength(s) as high as possible. Optical
correction at the fluorescence wavelength
is not necessary. The numerical aper-
ture (NA) of the objective determines
the resolution (laterally �ρ ∝ 1/NA, axi-
ally �z ∝ 1/(NA)2) and the peak intensity
(∝ (NA)2), and thus the peak excitation
rate per fluorophore (∝ (NA)4), but (and
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this is a special property of 2PA, that
neither 1P nor higher-order multiphoton
absorption, MPA possess) when the con-
centration of fluorophores is uniform, the
total amount of fluorescence generated
throughout the focal volume V = �ρ2�z
is independent of the NA:

〈nF〉tot ∝ δCP2 NA4

f τ
�ρ2�z ∝ δCP2 1

f τ
.

(5)

A more extensive treatment that takes
into account the exact spatial and temporal
intensity distribution of the light in the
sample yields:

〈nF〉tot = 4ηgnλ

πh2c2 δCP2 1

f τ
, (6)

where η is the quantum-efficiency of
the fluorophore (i.e. the percentage of
excited molecules that emit their excess
energy in the form of a photon), g =
f τ 〈I(r, t)2〉/〈I(r, t)〉2 and depends on the
exact temporal intensity distribution of
the pulse. For the square pulse used
in equation (3), g = 1. For more realistic
shapes such as a Gaussian or a hyperbolic
secant intensity distribution, g = 0.66 and
0.59, respectively; n, λ, h, and c are the
index of refraction, wavelength of the
excitation light, Planck’s constant, and the
vacuum speed of light, respectively.

While scattering per se need not reduce
the resolution even if only a minor part
of the beam energy reaches the focus
unscattered (ballistically), eventually the
stronger attenuation of the lateral rays
due to their longer path length inside
the tissue does lead to a reduction in
the effective NA, and thus a larger focus
size. Further, practical, considerations in
selecting an objective are the detection
efficiency (see below), working distance,
which tends to decrease with increasing
NA, and the immersion medium, which

will usually be water or a physiological
salt solution. Refractive-index mismatch
between immersion medium and sample
that was not taken into account during the
lens design results in a loss of resolution
and signal strength.

2.4
Detection

To preserve the main strength of MPM, i.e.
the reduction of photodamage, the detec-
tion efficiency must not be compromised.
This is because molecular excitation in-
evitably causes photodamage to the sample
(see Sect. 3.4) and thus the number of
molecular excitations necessary to gener-
ate a sufficient number of detected photons
need to be minimized. In nonscattering
samples, the main determining factor for
detection efficiency is the solid angle of
collection (assuming, of course, the avoid-
ance of absorption and reflection losses as
much as possible). Thus, a high NA objec-
tive is crucial if epi detection (through
the objective lens, the usual configura-
tion) is used. Better still is a combination
of epi detection (where, for working dis-
tance reasons, a compromise with respect
to the NA may be necessary) with trans-
detection through a high NA condenser.
The separation of the fluorescence from
the excitation light by a dichroic mir-
ror is standard practice in fluorescence
microscopy, as is the further separation
into multiple spectral channels. Suppres-
sion of the excitation light often is easier
in MPM because the wavelength sep-
aration is larger and the sensitivity of
some detectors declines sharply toward
longer wavelengths. In contrast to a laser-
scanning CM, there is no need in the
MPM to ‘‘de-scan’’ the fluorescence in
order to thread it through the confocal
pinhole. In fact, the detection optics in
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a MPM can be rather crude but need to
accept large opening angles and have a
large field of view for deep imaging in
scattering samples.

Deep imaging in scattering samples
is where no other known fluorescence
microscopy technique can compete with
MPM because MPM can image deep in
scattering samples virtually without loss of
resolution and sensitivity as long as the
detection pathway collects a large fraction
of the diffuse fluorescence light emerg-
ing from the sample. Unlike in other
techniques, the diffuse fluorescence con-
tains high-resolution information about
the focus because the excitation is highly
localized to a volume of less than one
femtoliter. The improvement possible by
using whole-field detection has been di-
rectly demonstrated by switching quickly
between whole-field and descanned detec-
tion. The main drawback of whole-field
detection is its incompatibility with de-
tectors that only accept a small phase
space volume (the product of angular
and area acceptances). This precludes
the use of photon-counting avalanche
photodiodes (APDs), which are the high-
est quantum-efficiency photon detectors
available, and of spectrometer detectors.
Fortunately, the characteristics of photo
multiplier tubes (PMTs), which have large
sensitive areas and acceptance angles
and are the standard detectors for CM,
have also improved, closing the quantum-
efficiency gap.

3
Limitations

In this section, the limitation of spatial and
temporal resolution, penetration depth
and photodamage will be discussed.

3.1
Temporal Resolution

The temporal resolution of optical tech-
niques can be very high. In fact, some
of the fastest measurements are based on
pulsed lasers. When fluorescence is used,
the excited-state lifetime (in the nanosec-
ond range) is the ultimate limit. In practice,
temporal resolution is often limited by the
time required to obtain a sufficient signal-
to-noise ratio. When a whole image is to
be acquired, this time has to be multi-
plied with the number of pixels in a frame.
Another limitation of all laser-scanning
microscopes is that the focus has to be
raster-scanned across the field of view. In
most CMs and MPMs, this is achieved
by mechanically scanning the beam using
galvanometer mounted mirrors, which are
limited in frequency response to the low
kilohertz regime, setting the rate at which
scan lines can be acquired to about 1 kHz
or so, depending somewhat on the ex-
tent of the scan. A high-resolution (1000
lines) image thus takes at least one sec-
ond. By sacrificing one spatial dimension
and scanning a single line only, a time
resolution of 1 ms is common, and when
measuring only from one spot, a time
resolution in the microsecond range can
easily be achieved. On the other hand,
to acquire a high-resolution volume im-
age (a stack of optical sections) can take
many minutes. When trying to measure
dynamic physiological signals from many
locations simultaneously, as it is desirable,
for example, in neuroscience, image acqui-
sition time is a serious limitation. Attempts
have, therefore, been made to speed up the
scanning process by either using resonant
scanners, or rotating polygonal mirrors,
or by scanning the beam nonmechanically
using an acousto-optical deflector (AOD).
Owing to the spread wavelength spectrum
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of the excitation pulses, the AOD, which
is based on diffraction by a sound wave, is
plagued by angular dispersion, which can
only be sufficiently compensated for a lim-
ited field of view. The main attraction of
AOD scanning is the capability of random-
access scanning: the focus can be moved
between distant location within microsec-
onds without illuminating (and potentially
damaging) the sample area in between.

Acquisition speed is limited ultimately,
as mentioned above, by the fluorescence
decay time, which has to be shorter than
the pixel dwell time. But the limited
rate at which a fluorophore can produce
photons, even if the excitation light is
arbitrarily intense, usually enforces a
longer pixel dwell time just to collect
enough photons. Beyond those limits,
an increase is only possible by scanning
multiple points, arranged either in a 2D
pattern or in a line. This approach is
rather successful in CM, but it requires
confocal or at least spatially resolved
detection, since at each point in time,
fluorescence can come from any of the
foci. Thus, using it in MPM means
giving up one of the main advantages
of MPM, namely the ability to detect
fluorescence irrespective of how it reaches
the detector (see above) and accepting
either image degradation or signal loss.
Other drawbacks are anisotropic lateral
and reduced axial resolution (for line
illumination) and the increased laser-
power requirement (for any multipoint
method).

3.2
Spatial Resolution

In the generic configuration (with whole-
field detection), there is no spatial se-
lectivity in the detection and hence the
resolution of MPM (i.e. the size of the

point-spread function) is completely de-
termined by the intensity distribution (in
fact, the point-spread function equals the
intensity squared) at the focus. Thus, the
resolution depends on the wavelength of
the excitation light and on the NA of the
objective. With 700-nm light and an NA of
1.3, a resolution (FWHM) of ∼200 nm in
the lateral and 600 nm in the axial direction
can be achieved.

Even though in CM the resolution is
determined by the combined (multiplied)
excitation and detection point-spread func-
tions, the mathematical expression for the
resolution of CM and 2PM are identi-
cal. This holds, however, only under the
somewhat unrealistic assumption that the
pinhole has zero diameter and the 1PE
and 2PE wavelengths and the emission
wavelength are all the same. Realistically,
the pinhole has to be opened up to gain
sufficient signal, the emission wavelength
is longer (both reducing the resolution of
CM) and the excitation wavelength is close
to twice as long for 2P as for1P (reducing
the resolution in 2PM).

As a result, compared with CM, the
resolution in 2PM (and MPM, in general)
is typically somewhat worse, but can be
improved by reintroducing a confocal
pinhole, albeit at the expense (particularly
in scattering specimens) of detection
efficiency. 2PM can also be combined
with the 4Pi microscope, which greatly
improves the resolution in the axial
direction, and where using 2PE rather than
1PE considerably reduces side lobes in the
point-spread function and thus fills in the
holes in the modulation transfer function.

In general, at a given wavelength, res-
olution improvements beyond the Abbe
limit require optical nonlinearity, which
is exploited in the Stimulated Emission
Depletion (STED) microscope. This mi-
croscope is based on the saturation of
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excited-state depletion, which has poten-
tially unlimited resolution, because this
saturation contains arbitrarily high or-
ders of nonlinearity. 2PE, by contrast,
contains only a second order (quadratic)
nonlinearity, and consequently, in 2PM
the resolution improvement beyond the
Abbe limit is moderate.

3.3
Penetration Depth

In scattering samples where absorption
of the light is negligible, the intensity of
the ballistic light, i.e. light that has not
been scattered, decreases with depth in
the sample as:

Iball = I0 exp

(
− d

ls

)
, (7)

where ls is the scattering length, i.e.
the average distance a photon travels
before it is scattered. For near-infrared
wavelengths, ls in brain tissue is around
200 µm. To estimate the imaging depth,
one can assume that only the ballistic
light that reaches the focus contributes to
the generation of two-photon fluorescence,
which seems to hold for up to at least
several scattering mean-free-path lengths.
Then the number of fluorescence photons
generated when the focus is at a depth d
below the surface can be written as:

〈nF〉tot = 1

2
ηδCP2 g

f τ

8nλ

πh2c2 e(−2d/ls). (8)

As long as the detection system is de-
signed to capture most of the fluorescence,
which consists almost entirely of scattered
light, the maximum imaging depth de-
pends only on the laser power that is
available. With the power available from
standard mode-locked Ti:sapphire lasers,
imaging depths of 2 to 3 scattering lengths
(400–600 µm) are achieved routinely.

To increase the imaging depth further,
the efficiency in generating 2P fluores-
cence needs to be increased, which is possi-
ble by reducing the laser pulse–repetition
rate while increasing the pulse energy.
The use of a so-called regenerative amplifier,
which generates pulses that are about 250
times as intense as those directly from the
laser ‘‘oscillator’’ but are also by the same
factor less frequent, resulting in an un-
changed average power, permits imaging
to about 1000 µm. A somewhat techni-
cal but important issue is that each pixel
needs to contain at least one pulse, limiting
the pixel rate to several hundred kilohertz
(the repetition rate of the amplifier). At
such pulse rates, the average 2PA rate is
increased by a factor of about 250.

Now the imaging depth is, however,
no longer limited by the available laser
power but instead by the fluorescence
background generated near the surface of
the sample. The reason for this is that
in order to keep the fluorescence gener-
ation at the focus constant, the amount
of ballistic light that reaches the focus
must also be kept the same, and thus the
laser power that needs to enter the sample
must increase exponentially (equation 7).
At large depths, this exponential increase
overcomes the quadratic decrease in light
intensity, which results from the increased
beam cross section with distance from the
focus. Eventually, the intensity at the sur-
face becomes comparable to the intensity
at the focus and surface fluorescence starts
to dominate. For samples with staining
throughout the sample, this limit may well
be impossible to overcome, thus defining
the ultimate depth limit of 2PM (a similar
logic applies to higher-order MPM). This
limit increases somewhat with the NA, but
that may not help much since at higher
NAs, focus blurring due to wavefront aber-
rations becomes a more serious issue, and
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may, in turn, require the use of adaptive
optics as a remedy.

3.4
Photodamage and Photobleaching

Cell viability is obviously important for
imaging living tissue. Excitation of in-
trinsic or introduced chromophores often
leads to photochemical effects, such as
destruction of the chromophore (bleach-
ing) or damage and subsequent cell-death,
which are mostly mediated by reactive
oxygen species. This problem is exacer-
bated in laser-scanning CM because of the
rather poor utilization of the generated
fluorescence light and the appearance of
superlinear photochemical effects at high
intensities, probably due to excited-state
absorption. Utilization of the generated
fluorescence is generally much better in
MPM, with the improvement increasing
as the specimen becomes more scattering
and the imaging depth increases.

However, in clear (i.e. nonscattering)
specimens, where the detection efficiency
in the CM for focal photons can be rather
high, bleaching and photodamage in the
2PM can actually be exacerbated, but is
also clearly reduced in some cases com-
pared with CM. Strategies for avoiding or
reducing damage depend on the under-
lying photophysics and photochemistry.
If damage is due to single-photon ab-
sorption, increasing the 2PE efficiency by
reducing pulse length or repetition rate
is helpful. Damage is, however, rarely
dominated by 1PA for typical tissue, but
can become so in pigmented cells or
if much longer wavelengths are used
and water absorption becomes an issue.
If higher-order instantaneous nonlinear-
ities, such as 3P absorption or optical
breakdown are the culprits, increasing
the pulse length can help. Chemical

nonlinearities such as locally overwhelm-
ing cellular repair mechanisms should
be avoidable by faster scanning. Often,
as mostly anecdotal evidence suggests,
damage decreases with increasing wave-
length, which may be due to reduced
2PA by endogenous chromophores. While
photobleaching can be quantitatively mea-
sured, this is more difficult with damage
to cells, since photostress may be present
but may not be evident below a certain
instantaneous or cumulative threshold.
This is consistent with the observation
in several studies that at low intensities
(up to 1014 − 1015 W m−2 which corre-
sponds to 1–5 mW at the focus) no
obvious damage occurs. As the intensity
increases, severe damage, optical break-
down, and strong luminescence eventually
do occur.

4
Fluorophores

4.1
Comparison of 1PA and 2PA

While the fluorescence process itself is
largely independent of the mode of excita-
tion (and hence the fluorescence emission
spectra are the same for 1PE and 2PE),
the absorption spectra of 1PE and 2PE are
expected and found to be quite different in
some cases. The reasons for this are: (1) To
excite a molecule from its ground state to
the excited state, quantum-mechanical se-
lection rules have to be fulfilled in addition
to energy conservation. For example, the
angular momentum (usually only the pho-
ton spin is relevant since the absorption
of a photon with nonzero orbital angular
momentum is unlikely) that is carried by a
photon must be taken up by the molecule
upon absorption. The selection rules for
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2PA are different from those for 1PA, since
in the first case, two photons, each carrying
a spin of 1h̄, are absorbed. This means that
the angular momentum of the molecule
has to be unchanged (if two photons of
opposite spin are absorbed) or changed by
2h̄. A change by 1h̄ (also corresponding to
a change in parity) is not allowed. How-
ever, for complex asymmetric molecules,
these selection rules are not necessarily
as strict, due to interaction with molecu-
lar vibrations and rotations. (2) Since the
transition to the excited state occurs in a
sense via all molecular states, which serve
as a combined ‘‘virtual’’ intermediate state,
excitation is possible even if there is no di-
rect orbital overlap between ground and
target state.

For the use of fluorescent dyes in
MPM, it is very important to know
their MP-absorption spectra in order to
choose the best dye and then excite
it optimally. While it is not easy to
measure MP-absorption spectra, at least
the 2P-absorption spectra of many com-
monly used chromophores are now avail-
able (http://www.drbio.cornell.edu/) and
it turns out that all dyes used with 1PE can
also be used with 2PE, albeit with a larger
spread in their cross sections because, in
a way, transition matrix elements enter
twice in the 2PA process.

In some cases, the 2PA spectra plotted
on a λ/2 scale are rather similar to
the 1PA spectra plotted on a λ scale.
In most cases, however, the excitation
maxima are shifted to the blue and the
spectra are broader. Additional spectral
features at wavelengths longer than the
‘‘red’’ 1P absorption edge are not seen,
nor would they be expected. The reason
for this is that fluorescence emission only
occurs for molecules where the transition
to the lowest lying excited state 1P is
allowed. There have been a number of

attempts to predict 2P cross sections and
to develop, on the basis of theoretical
calculations, chromophores with large 2P
cross sections.

In the following, we will give a short
overview of chromophores that are widely
used with 2PM, with particular focus
on dyes with biological relevance. Under
this premise, the chromophores can be
categorized into intrinsic, synthetic, and
genetically encoded dyes, each group
containing dyes with a variety of different
indicator features.

4.2
Intrinsic Chromophores

Biological tissue is naturally fluorescent
to a varying degree even without adding
chemically synthesized molecules or in-
troducing the gene of a fluorescent protein
(see below). The molecular origin of this
intrinsic ‘‘autofluorescence’’ depends on
the excitation wavelength. For UV excita-
tion, nucleotides and the aromatic amino
acids are dominant, for excitation with visi-
ble wavelengths, other compounds such as
nicotinamide adenine dinucleotide (phos-
phate) NAD(P)H and flavin adenine dinu-
cleotide FAD are the main contributors.

Tryptophane fluorescence is rarely used
for 2PM, but 2PE fluorescence correlation
spectroscopy (FCS) is possible for proteins
containing a large number of tryptophane
residues. NAD(P)H is of special interest
as its fluorescence intensity depends
on its oxidation state. With excitation
at 800 nm, NAD(P)H and flavoprotein
fluorescence can be used together for a
quantitative ratiometric measurement of
cellular metabolism.

One of the advantages of MPA for
exciting cellular autofluorescence is that
it permits access to transitions that
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require for 1PE, ultraviolet light of wave-
lengths that do not pass most micro-
scope objectives.

On one hand, endogenous fluorophores
can be useful because tissues can be im-
aged without dyes having to be applied
to the tissue. On the other hand, endoge-
nous fluorophores contribute most of the
unwanted background when exogenous
dyes, which provide enormous specificity
and tailored indicator properties, are to be
imaged. A special case is the green fluo-
rescent protein (GFP, see below), which
occurs naturally in the jellyfish and has
a biological function there, but in other
organisms GFP is an exogenous stain in
the sense that it needs to be introduced by
molecular genetic means.

4.3
Synthetic Dyes

Because of the specific advantage of
MPM for the observation of living tissue,
the most frequently used synthetic dyes
are those that provide functional signals,
called fluorescent indicators, in particular,
ion-sensitive, and (more recently) voltage-
sensitive probes.

4.3.1 Ion Indicators
In many cellular responses, changes in ion
concentrations are involved. Most impor-
tant is Ca2+, with its key position in cellular
signal transduction; also important are
Na+, K+, Mg2+, H+, and Cl−. Ion in-
dicators go back to Arnaldus de Villanova,
a doctor and alchemist (∼1300 AD), who
invented litmus, an indicator that changes
its color (absorption spectrum) depend-
ing on the concentration of H+ ions. The
first 2PM calcium measurements where
done using Indo-1, a BAPTA-based Ca2+
indicator, which is, however, excited by
rather short wavelength and has a rather

moderate 2P cross section. Much larger
cross sections are found in xanthene-
derived indicators, which also use the
BAPTA Ca2+-binding group and are now
available with a wide range of Ca2+
affinities, covering the entire physiological
range. A selection of different peak emis-
sion wavelengths (from 530 to 670 nm)
ensures discrimination ability against GFP
or other cellular labels if needed.

In tissue imaging, labeling without
damage to cells is crucial and several
methods have been used in connection
with MPM. (1) Loading individual cells
by diffusion or iontophoresis from dye-
filled micropipettes in brain slices or
in vivo; (2) applying cell-permeable ace-
toxymethoxyl (AM) esters variants, which
become trapped in cells by intracellular es-
terases. AM loading is straightforward in
isolated cells, but is also possible in brain
slices and even in vivo; and (3) particle
(‘‘gene’’)-gun delivery.

For an overview of fluorescent indicators
see http://www.probes.com/. All of these
indicators can be efficiently 2P excited
somewhere between 700 and 1000 nm,
i.e. they are accessible when using a
Ti:sapphire laser.

4.3.2 Voltage-sensitive Dyes
Voltage-sensitive dyes (VSDs) measure
electrical activity directly rather than in-
directly via Ca2+ influx. Most VSD-based
measurements have, until recently, not
used laser-scanning microscopy, since the
fractional fluorescence changes that oc-
cur with physiological voltage swings are
small and thus need for detection and
quantification of a large number of fluores-
cent photons. Recently, it was shown that
by using band-edge excitation, fractional
changes are substantially increased, and
are for equivalent excitation wavelengths,
larger with 2PE than with 1PE.
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4.4
Genetically Encoded Fluorophores and
Indicators

Labeling with synthetic dyes is in most
cases not cell-type specific. For example,
when injecting AM ester-Ca2+ indicator
into brain tissue, many cell types take up
the dye, and it is impossible to stain, for ex-
ample, only neurons. Genetically encoded
protein ‘‘dyes,’’ often called XFPs by gen-
eralizing from GFP, the green fluorescent
protein, with ‘‘X’’ standing for the color
such as for yellow in YFP and for cyan
in CFP, overcome this problem because
their expression can be put under the con-
trol of specific promoters that are only
active in certain cell types. XFPs can also
be fused to other proteins to then map
their dynamic distribution in the cell. Fu-
sion protein with XFPs have also been
designed to act as indicators for Ca2+,
Cl−, pH, and other cellular signals and
physiological parameters such as cAMP,
phosphorylation, redox potential, protein
kinase B and C, as well as membrane volt-
age. The molecular genetic methods used
to label intact animals are either the cre-
ation of transgenic animals, infection with
properly engineered viral vectors, or in vivo
electroporation.

For imaging in intact animals XFPs
and MPM are rather synergistic, since
together they solve the deep labeling and
the deep imaging problem, with 2PM even
allowing imaging through the thinned but
intact skull.

5
Applications

On the basis of the unique imaging
properties described earlier, MPM has
become the preferred and virtually the

only method that allows morphological
and functional imaging in thick living
tissue and in live animals. While many
of the essential uses of MPM are in
the field of neuroscience, the range of
biological structures and processes in-
vestigated using MPM have continuously
grown. Applications of MPM now include
photodynamic therapy, noninvasive opti-
cal biopsy of human skin, the study of
cellular metabolism, embryogenesis, im-
munology, tumor pathophysiology, and
neurodegenerative disease. In the fol-
lowing, we will discuss some of these
applications in more detail.

5.1
Neurobiology

After it became clear that 2PM is par-
ticularly well suited to high-resolution
imaging in scattering tissue, it was ap-
plied to neural tissue, which is strongly
scattering and requires the use of in-
tact pieces of tissue for functional studies
owing to the high degree of cellular in-
terconnectivity. Early studies focused on
Ca2+ dynamics in dendritic spines. Then
it became clear that it is possible to im-
age Ca2+ dynamics with high spatial and
temporal resolution in the wholly intact
brain as well, where 2PM can now be
used to guide recording pipettes to se-
lected cells. It has also been possible to
study the structural stability and plastic-
ity of neuronal morphology in explanted
tissue and, over periods of months, in
intact animals.

2PM has helped to reveal neural struc-
ture and function at various levels ranging
from individual synapses to entire neural
networks (see also Fig. 4). The retina, a
spatially separate but functionally integral
part of the brain, has been a particularly re-
warding specimen for 2PM. Because of the
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Fig. 4 (a) x-z projection and single planar scans of GFP labeled neurons and
(b) stained vasculature obtained throughout almost the entire gray matter of the
mouse neocortex. (c) Blood flow measurement in the mouse neocortex at 900 µm
below the brain surface. Blood cells appear as shadows in surrounding blood plasma.
Their motion traces out shaded bands in an image consisting of line scans repeatedly
taken along the capillaries (dashed line in the planar scan). Blood flow parameters as
velocity, linear density, average spacing, and flux of red blood cells can be inferred from
the slope (dt/ds) of, and the distance (ds) and time (dt) between shaded bands.

retina’s high sensitivity for UV and visible
light, 1PE of common fluorescent probes
inevitably perturbs the observed specimen;

in fact, intensities used commonly for flu-
orescence microscopy completely bleach
the photopigments within seconds. In
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contrast, photoreceptors are blind to light
in the near-infrared wavelength region,
allowing the use of IR-excited 2PM to mea-
sure light stimulus-evoked calcium signal
in the functionally intact retina, which has
been used to study the mechanism of mo-
tion detection in retinal cells (see Fig. 5).

5.2
Calcium Imaging

‘‘Calcium imaging’’ constitutes the bulk
of ion imaging, both with 1PM and with
MPM, because of the important role of
Ca2+ in coupling electrical processes to
biochemical processes, for example, in

muscular contraction and neurotransmit-
ter secretion, and because [Ca2+] tran-
sients can often be used as a proxy for
electrical excitation. The particular advan-
tages of MPM are, again, excitation-based
optical sectioning and highly efficient flu-
orescence collection in scattering tissue.
A disadvantage of MPM is that ratiomet-
ric indicators that require dual-wavelength
excitation are difficult to use because a
second laser is required for the second
excitation wavelength (at this point in
time, changing the wavelength even in
a fully automated Ti:Sapphire lasers still
takes seconds). Therefore, ratiometric cal-
cium imaging with 2PM has to resort

50 µm

(a)

Fig. 5 Two-photon optophysiology in the retina. Dye-filled ‘‘starburst’’
amacrine cell (a) in flat-mounted rabbit retina. Like many amacrine cells,
this neuron bears no axon; it receives inputs and makes output synapses
with its dendrites. Starburst cells are involved in the detection of image
motion. Using (b) two-photon microscopy, light stimulus-evoked Ca2+
signals (green trace) were recorded in the dendritic tips of a starburst
amacrine cell. Simultaneously, membrane voltage (black trace) was
measured at the soma using a patch electrode (see schematic drawing).
The light stimulus, a concentric sinusoidal wave, induced stronger
responses when it was expanding (left) than when it was contracting
(right) (see color plate p. xxv).
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Fig. 5 (Continued)

to Indo-1, which has drawbacks, such as
a short absorption wavelength and fast
bleaching, but has been used to mea-
sure calcium oscillations in tumor mast
cells and calcium transients in cardiac my-
ocytes. More common nowadays is the use
of dye mixtures that provide virtually all
the advantages of proper ratiometric in-
dicators. Furthermore, single-wavelength
indicators are often sufficient, particularly
if one is interested mainly in the temporal
[Ca2+] dynamics (see Figs. 5 and 6). Satis-
factory calibration can often be achieved by
using the intensity prior to stimulation as
a reference, such as was done in the early
studies of [Ca2+] dynamics in dendrites,
and dendritic spines in brain slices, and in
whole animals.

5.3
Imaging of Metabolic Activity

The fluorescence from the reduced pyri-
dine nucleotides NADH and NADPH,
which are metabolic intermediates, can
be used to localize and characterize

the activity of respiratory enzymes and
thus is an intrinsic probe of cellular
metabolism. 1P-CM of two-dimensional
NADH/NADPH-fluorescence maps is pos-
sible, as has been shown in rabbit cornea,
but is hampered by photobleaching and
photodamage due to the UV illumina-
tion (∼360 nm) needed for the excitation
of NADH/NADPH. Those problems are
substantially reduced with 2PE so that
now nearly continuous NADH/NADPH
imaging is possible throughout the entire
thickness (400 µm) of the rabbit cornea.
Because metabolic events can be fast but
may need to be monitored for extended
time periods, low-damage imaging is of
paramount importance. With MPM, it has
become possible to follow the response to
glucose application in β-cells inside intact
pancreatic islets and in muscle cells.

5.4
Photoactivation (Uncaging)

The excellent localization of MPE can be
used to confine photochemical generation
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(b)(a) 50 µm 5 µm

Fig. 6 Measurement of calcium dynamics in dendritic spines of a hippocampal
neuron (a) using simultaneous excitation, at 910 nm, of two different
fluorophores – a red fluorescent Ca2+-insensitive dye (Alexa-594) helping in
visualization of small structures and a green fluorescent Ca2+ indicator
(Fluo-5F), which is very dim at rest, but shows large fluorescence changes in
activated spines. (b) Following extracellular electric stimulation, presynaptic
fibers release transmitter in the synaptic cleft whose binding to corresponding
receptors on the postsynaptic membrane causes a Ca2+ rise in a single dendritic
spine leading to an increase in green fluorescence observed by successive planar
scans of a dendritic branchlet (see color plate p. xxvi).

of chemical compounds, such as flu-
orescent tracers or biological signaling
molecules, to volumes smaller than a fem-
toliter. Typically, this is achieved by the
illumination of a photolabile precursor
that then absorbs two or more photons
and decays via a photochemical pathway
into the desired product. Scanning 2P pho-
tochemical microscopy, first demonstrated
by mapping the distribution of neurotrans-
mitter receptors on cultured muscle-like
cells, has, however, been hampered by the
very low 2PE cross sections of the available
‘‘caged’’ compounds (an example of the
rule that weak 1P absorbers tend to be very
weak 2P absorbers) even though there has
been recent progress in the synthesis of
better caged compounds, having allowed
the study of calcium ‘‘sparks’’ in cardiac
muscle cells and the mapping of gluta-
mate sensitivities on dendritic spines. A

combination of 2P uncaging and bleaching
of fluorescence has been used to measure
diffusional resistance of spine necks.

5.5
Human Diseases and Therapy

In conjunction with animal models, MPM
has provided some insights into human
diseases such as Alzheimer’s demen-
tia. There, 2PM in vivo imaging allows
the observation over time of how senile
plaques (amyloid-beta peptide aggregates)
develop. This is extremely helpful when
evaluating antiplaque therapies, since the
fate of individual plaques can be fol-
lowed over weeks and months by repeated
imaging through a thinned skull. These
experiments have shown that, surpris-
ingly, plaques do not change size af-
ter formation.
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2PM has also been used to measure
blood flow at the level of single capillar-
ies and to observe leucocytes-endothelial
interactions in tumors in vivo at tissue
depths that are not accessible otherwise.
Such studies have revealed, for example,
the depth dependent dynamics of tumor
angiogenesis. In the area of immunology,
2PM allows the observation of lymphocytes
in their native environment such as mon-
itoring the motility of T cells that invade
the brain during neuroinflammation.

Potential clinical applications on MPM
are optical skin biopsy and photodynamic
therapy. Traditional biopsy is an invasive
procedure, which requires the removal and
fixation of tissue before imaging. During
this process, biochemical information is
often poorly preserved. Optical biopsy does
not require the removal of any tissue
sample, but it remains to be seen whether
the quality of 2PM images will become
good enough to allow a pathological
analysis with accuracy comparable to that
of traditional biopsies.

Photodynamic therapy is based on the
preferential accumulation of certain pho-
tosensitizing agents in tumorous or other-
wise abnormal tissues and the subsequent
selective tissue destruction by illumina-
tion. 2PE photodynamic therapy has the
potential of providing more spatially spe-
cific destruction of, for example, cancer
tissue than 1PE, which can be confined
not as easily or not at all.

6
Future Directions

Among the ‘‘exponentially’’ growing num-
ber of papers on MPM, about half are
still on methods development. With these
ongoing improvements and extensions of

MPM, the range of applications that bene-
fit from MPM continues to expand. Much
of the current improvement efforts are
directed at excitation and detection effi-
ciencies, which, as was discussed at length
earlier, is the main factor determining
imaging depth and specific (i.e. per in-
formation gained) photodamage. Novel
chemical fluorophores with large two pho-
ton–absorption cross sections still await
significant biological applications. Closer
to being really useful appear to be semicon-
ductor quantum dots (QDs), which have
the largest 2PA cross sections measured,
are very photostable, and are available with
widely varying but narrow emission spec-
tra. Recent advances have all but solved
early problems with solubility, quenching,
and toxicity. Different coats allow covalent
linking to biorecognition molecules, such
as antibodies or biotin/avidin, so that QDs
can be used as specific fluorescent probes.
In conjunction with their broad excitation
spectra, QDs are very well suited for mul-
tilabel imaging.

An entirely different route to improving
excitation efficiency is the use of coherent
control, which involves tailoring the phase
and amplitude of a laser pulse to optimize
the optical response of a molecule, to
achieve selective excitation, or to reduce
photobleaching.

Inhomogeneities in the index of refrac-
tion across the tissue lead to degradation
of the focus and thus a reduction in 2PE
efficiency. In particular at large depths,
therefore, adaptive aberration correction
can significantly improve excitation.

In order to image structures that are
beyond the penetration depth of the MPM,
overlying tissue has to be removed. In
order to keep the lateral extent of such
removal, limited ‘‘endoscopic’’ approaches
are being developed that use a small
diameter gradient-index (GRIN) lens as
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the objective. This limits the NA and the
field of view, but may be the only way to
reach deeper brain structures such as the
hippocampus in vivo.

Regular MP microscopes are bulky and
thus most in vivo imaging is done in
anesthetized and immobilized animals. To
achieve the goal of high-resolution imag-
ing in freely moving animals, scanners
and optics have to be miniaturized. This
requires a different scanning mechanism
because the weight of a galvo scanner rules
out its use in a headpiece that can weigh at
most a few tens of grams without encum-
bering an animal such as a rat too much.
An alternative is the ‘‘2P-fiberscope’’ in
which scanning is achieved by deflecting
the free end of the fiber that is used to
deliver the excitation light to the head-
piece. The deflection can, for example,
be achieved by using resonant oscilla-
tions. One challenge peculiar to nonlinear
fiber microscopy is that special measures,
including the use of large core or mi-
crostructured fibers, have to be taken to
limit the degradation of the pulse shape
by nonlinear optical effects in the beam-
delivery fiber.

See also Alzheimer’s Disease; Cal-
cium Biochemistry; Metabolic Ba-
sis of Cellular Energy; Molecular
Neurobiology, Single-Cell; Neuron
Chemistry.
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Mikroskops und der mikroskopischen
Wahrnehmung, Schultzes Arch. Mikrosk. Anat.
9, 413–468.

Albota, M., et al. (1998) Design of organic
molecules with large two-photon absorption
cross sections, Science 281(5383), 1653–1656.

Barad, Y., et al. (1997) Nonlinear scanning laser
microscopy by third harmonic generation,
Appl. Phys. Lett. 70(8), 922–924.

Bardeen, C.J., et al. (1999) Effect of pulse shape
on the efficiency of multiphoton processes:
implications for biological microscopy, J.
Biomed. Opt. 4(3), 362–367.

Beaurepaire, E., Mertz, J. (2002) Epifluorescence
collection in two-photon microscopy, Appl.
Opt. 41(25), 5376–5382.

Beaurepaire, E., Oheim, M., Mertz, J. (2001)
Ultra-deep two-photon fluorescence excitation
in turbid media, Opt. Commun. 188(1–4),
25–29.



84 Two-photon Microscopy and Imaging

Bennett, B.D., et al. (1996) Quantitative sub-
cellular imaging of glucose metabolism within
intact pancreatic islets, J. Biol. Chem. 271(7),
3647–3651.

Bewersdorf, J., Pick, R., Hell, S.W. (1998)
Multifocal multiphoton microscopy, Opt. Lett.
23(9), 655–657.

Bhawalkar, J.D., et al. (1997) Two-photon
photodynamic therapy, J. Clin. Laser Med. Surg.
15, 201–204.

Bird, D., Gu, M. (2003) Two-photon fluorescence
endoscopy with a micro-optic scanning head,
Opt. Lett. 28(17), 1552–1554.

Birge, R.R. (1986) 2-photon spectroscopy of
protein-bound chromophores, Acc. Chem. Res.
19(5), 138–146.

Brakenhoff, G.J., et al. (1996) Real-time two-
photon confocal microscopy using a
femtosecond, amplified Ti:sapphire system, J.
Microsc. (Oxford) 181, 253–259.

Brown, E.B., et al. (2001) In vivo measurement
of gene expression, angiogenesis and
physiological function in tumors using
multiphoton laser scanning microscopy, Nat.
Med. 7(7), 866–870.

Centonze, V.E., White, J.G. (1998) Multiphoton
excitation provides optical sections from
deeper within scattering specimens than
confocal imaging, Biophys. J. 75(4),
2015–2024.

Chalfie, M., et al. (1994) Green fluorescent
protein as a marker for gene expression,
Science 263(5148), 802–805.

Chan, W.C.W., Nie, S.M. (1998) Quantum dot
bioconjugates for ultrasensitive nonisotopic
detection, Science 281(5385), 2016–2018.

Chance, B., Thorell, B. (1959) Localization and
kinetics of reduced pyridine nucleotide in
living cells by microfluorometry, J. Biol. Chem.
234(11), 3044–3050.

Christie, R.H., et al. (2001) Growth arrest of
individual senile plaques in a model of
Alzheimer’s disease observed by in vivo
multiphoton microscopy, J. Neurosci. 21(3),
858–864.

Chung, M.A., Lee, K.S., Jung, S.D. Two-
photon absorption cross sections of
dithienothiophene-based molecules, ETRI J.
2002. 24(3), 221–225.

Cohen, L.B., et al. (1974) Changes in axon
fluorescence during activity: molecular probes
of membrane potential, J. Membr. Biol. 19(1),
1–36.

de Grauw, G.J., et al. (1999) Imaging properties
in two-photon excitation microscopy and
effects of refractive-index mismatch in thick
specimens, Appl. Opt. 38(28), 5995–6003.

Denk, W. (1994) 2-photon scanning photo-
chemical microscopy-mapping ligand-gated
ion-channel distributions, Proc. Natl. Acad. Sci.
U.S.A. 91(14), 6629–6633.

Denk, W., et al. (1994) Anatomical and
functional imaging of neurons using 2-photon
laser-scanning microscopy, J. Neurosci.
Methods 54(2), 151–162.

Denk, W., Detwiler, P.B. (1999) Optical
recording of light-evoked calcium signals in
the functionally intact retina, Proc. Natl. Acad.
Sci. U.S.A. 96(12), 7035–7040.

Denk, W., Strickler, J.H., Webb, W.W. (1990)
Two-photon laser scanning fluorescence
microscopy, Science 248, 73–76.

Denk, W., Sugimori, M., Llinas, R. (1995) Two
types of calcium response limited to single
spines in cerebellar Purkinje cells, Proc. Natl.
Acad. Sci. U.S.A. 92(18), 8279–8282.

Eilers, J., et al. (2001) GABA-mediated Ca2+
signaling in developing rat cerebellar Purkinje
neurones, J. Physiol. (London) 536(2),
429–437.

Engert, F., Bonhoeffer, T. (1999) Dendritic spine
changes associated with hippocampal long-
term synaptic plasticity, Nature 399(6731),
66–70.

Euler, T., Detwiler, P.B., Denk, W. (2002)
Directionally selective calcium signals in
dendrites of starburst amacrine cells, Nature
418(6900), 845–852.

Fan, G.Y., et al. (1999) Video-rate scanning two-
photon excitation fluorescence microscopy
and ratio imaging with cameleons, Biophys.
J. 76(5), 2412–2420.

Feierabend, M., Ruckel, M., Denk, W. (2004)
Coherence-gated wave-front sensing in
strongly scattering samples, Opt. Lett. 29(19),
2255–2257.

Fork, R.L., Martinez, O.E., Gordon, J.P. (1984)
Negative dispersion using pairs of prisms, Opt.
Lett. 9(5), 150–152.

Friedrich, D.M. (1982) 2-photon molecular-
spectroscopy, J. Chem. Educ. 59(6), 472–481.

Gannaway, J.N., Sheppard, C.J.R. (1978) Second-
harmonic imaging in the scanning optical
microscope, Opt. Quantum Electron. 10(5),
435–439.



Two-photon Microscopy and Imaging 85

Goeppert-Mayer, M. (1931) Ueber Elemen-
tarakte mit zwei Quantenspruengen, Ann.
Phys. 9, 273.

Griesbeck, O. (2004) Fluorescent proteins as
sensors for cellular functions, Curr. Opin.
Neurobiol. 14(5), 636–641.

Grutzendler, J., Kasthuri, N., Gan, W.B. (2002)
Long-term dendritic spine stability in the adult
cortex, Nature 420(6917), 812–816.

Gu, M. (1996) Resolution in 3-photon
fluorescence scanning microscopy, Opt. Lett.
21(13), 988–990.

Gu, M., Sheppard, C.J.R. (1995) Comparison of
3-dimensional imaging properties between
2-photon and single-photon fluorescence
microscopy, J. Microsc. (Oxford) 177, 128–137.

Hanninen, P., Soini, E., Hell, S. (1994) Contin-
uous wave excitation two-photon fluorescence
microscopy, J. Microsc. (Oxford) 176, 222–225.

Hell, S., Stelzer, E.H.K. (1992) Fundamental
improvement of resolution with a 4pi-
confocal fluorescence microscope using 2-
photon excitation, Opt. Commun. 93(5–6),
277–282.

Hell, S., Wichmann, J. (1994) Breaking the
diffraction resolution limit by stimulated
emission: stimulated emission depletion
fluorescence microscopy, Opt. Lett. 19(11),
780–782.

Hell, S.W., Dyba, M., Jakobs, S. (2004) Concepts
for nanoscale resolution in fluorescence
microscopy, Curr. Opin. Neurobiol. 14(5),
599–609.

Hellwarth, R., Christiansen, P. (1974) Nonlinear
optical microscopy examination of structure
in polycrystalline ZnSe, Opt. Commun. 12(3),
318–322.

Helmchen, F., et al. (1999) In vivo dendritic
calcium dynamics in deep-layer cortical
pyramidal neurons, Nat. Neurosci. 2(11),
989–996.

Helmchen, F., et al. (2001) A miniature
head-mounted two-photon microscope high-
resolution brain imaging in freely moving
animals, Neuron 31(6), 903–912.

Helmchen, F., Tank, D.W., Denk, W. (2002)
Enhanced two-photon excitation through
optical fiber by single-mode propagation in
a large core, Appl. Opt. 41(15), 2930–2934.

Hentschel, M., et al. (2001) Attosecond metrol-
ogy, Nature 414(6863), 509–513.

Hockberger, P.E., et al. (1999) Activation
of flavin-containing oxidases underlies
light-induced production of H2O2 in

mammalian cells, Proc. Natl. Acad. Sci. U.S.A.
96(11), 6255–6260.

Jovin, T.M. 2003 Quantum dots finally come of
age, Nat. Biotechnol. 21(1), 32–33.

Jung, J.C., Schnitzer, M.J. (2003) Multiphoton
endoscopy, Opt. Lett. 28(11), 902–904.

Kaiser, W., Garrett, C.B.G. (1961) Two-photon
excitation in CaF2:Eu2+, Phys. Rev. Lett. 7(6),
229–231.

Kawano, H., et al. (2003) Attenuation of
photobleaching in two-photon excitation
fluorescence from green fluorescent protein
with shaped excitation pulses, Biochem.
Biophys. Res. Commun. 311(3), 592–596.

Kettunen, P., et al. (2002) Imaging calcium
dynamics in the nervous system by means
of ballistic delivery of indicators, J. Neurosci.
Methods 119(1), 37–43.

Kim, K.H., Buehler, C., So, P.T.C. (1999) High-
speed, two-photon scanning microscope, Appl.
Opt. 38(28), 6004–6009.

Kleinfeld, D., et al. (1998) Fluctuations and
stimulus-induced changes in blood flow
observed in individual capillaries in layers 2
through 4 of rat neocortex, Proc. Natl. Acad.
Sci. U.S.A. 95(26), 15741–15746.

Koester, H.J., et al. (1999) Ca2+ fluorescence
imaging with pico- and femtosecond two-
photon excitation: signal and photodamage,
Biophys. J. 77(4), 2226–2236.

König, K., Tirlapur, U.K. (2002) Cellular and
Subcellular Perturbations during Multiphoton
Microscopy, in: Diaspro, A. (Ed.) Confocal
and Two-photon Microscopy. Foundations,
Applications and Advances, Wiley-Liss, New
York, pp. 191–205.

Kuhn, B., Fromherz, P., Denk, W. (2004) High
sensitivity of stark-shift voltage-sensing dyes
by one- or two-photon excitation near the red
spectral edge, Biophys. J. 87(1), 631–639.

Lakowicz, J.R., et al. (1999) Advances in
fluorescence spectroscopy: multi-photon
excitation, engineered proteins, modulation
sensing and microsecond rhenium metal-
ligand complexes, Acta. Phys. Pol. A 95(1),
179–196.

Larson, D.R., et al. (2003) Water-soluble
quantum dots for multiphoton fluorescence
imaging in vivo, Science 300(5624), 1434–1436.

Lechleiter, J.D., Lin, D.T., Sieneart, I. (2002)
Multi-photon laser scanning microscopy using
an acoustic optical deflector, Biophys. J. 83(4),
2292–2299.



86 Two-photon Microscopy and Imaging

Lipp, P., Niggli, E. (1998) Fundamental calcium
release events revealed by two-photon
excitation photolysis of caged calcium in
guinea-pig cardiac myocytes, J. Physiol.
(London) 508(3), 801–809.

Lippitz, M., et al. (2002) Two-photon excitation
microscopy of tryptophan-containing proteins,
Proc. Natl. Acad. Sci. U.S.A. 99(5), 2772–2777.

Lombardo, J.A., et al. (2003) Amyloid-beta anti-
body treatment leads to rapid normalization
of plaque-induced neuritic alterations, J. Neu-
rosci. 23(34), 10879–10883.

Maiti, S., et al. (1997) Measuring serotonin
distribution in live cells with three-photon
excitation, Science 275(5299), 530–532.

Maletic-Savatic, M., Malinow, R., Svoboda, K.
(1999) Rapid dendritic morphogenesis in CA1
hippocampal dendrites induced by synaptic
activity, Science 283(5409), 1923–1927.

Margrie, T.W., et al. (2003) Targeted whole-cell
recordings in the mammalian brain in vivo,
Neuron 39(6), 911–918.

Masters, B.R., Kriete, A., Kukulies, J. (1993)
Ultraviolet confocalfluoresence microscopy in
the in vitro cornea: redox metabolic imaging,
Appl. Opt. 32(4), 592–596.

Masters, B.R., So, P.T.C., Gratton, E. (1997) Mul-
tiphoton excitation fluorescence microscopy
and spectroscopy of in vivo human skin, Bio-
phys. J. 72(6), 2405–2412.

Matsuzaki, M., et al. (2001) Dendritic spine
geometry is critical for AMPA receptor
expression in hippocampal CA1 pyramidal
neurons, Nat. Neurosci. 4(11), 1086–1092.

McClain, W.M. Excited state symmetry
assignment through polarized two-photon
absorption studies of fluids, J. Chem. Phys.
1971. 55(6), 2789–2796.

Mempel, T.R., et al. (2004) In vivo imaging of
leukocyte trafficking in blood vessels and
tissues, Curr. Opin. Immunol. 16(4), 406–417.

Miller, M.J., et al. (2002) Two-photon imaging
of lymphocyte motility and antigen response
in intact lymph node, Science 296(5574),
1869–1873.

Minsky, M. (1961) Microscopy Apparatus, in US
Patent, 3013467.

Minta, A., Kao, J.P., Tsien, R.Y. (1989) Fluores-
cent indicators for cytosolic calcium based on
rhodamine and fluorescein chromophores, J.
Biol. Chem. 264(14), 8171–8178.

Miyawaki, A., et al. (1997) Fluorescent indicators
for Ca2+ based on green fluorescent proteins
and calmodulin, Nature 388(6645), 882–887.

Muller, M., et al. (1998) Dispersion pre-
compensation of 15 femtosecond optical
pulses for high-numerical-aperture objectives,
J. Microsc. (Oxford) 191, 141–150.

Neil, M.A.A., et al. (2000) Adaptive aberration
correction in a two-photon microscope, J.
Microsc. (Oxford) 200, 105–108.

Nielsen, T., et al. 2001 High efficiency
beam splitter for multifocal multiphoton
microscopy, J. Microsc. 201, 368–376.

Nitsch, R., et al. (2004) Direct impact of T cells on
neurons revealed by two-photon microscopy
in living brain tissue, J. Neurosci. 24(10),
2458–2464.

Norris, T.B. (1992) Femtosecond pulse amplifica-
tion at 250 kHz with a Ti-sapphire regenerative
amplifier and application to continuum gen-
eration, Opt. Lett. 17(14), 1009–1011.

Ouzounov, D.G., et al. (2002) Delivery of
nanojoule femtosecond pulses through large-
core microstructured fibers, Opt. Lett. 27(17),
1513–1515.

Pastirk, I., et al. (2003) Selective two-photon
microscopy with shaped femtosecond pulses,
Opt. Express 11(14), 1695–1701.

Patterson, G.H., Piston, D.W. (2000) Photo-
bleaching in two-photon excitation mi-
croscopy, Biophys. J. 78(4), 2159–2162.

Pawley, J., (Ed.) 1995 Handbook of Biological
Confocal Microscopy, 2nd edition, Kluwer
Academic Publishers, Norwell, MA.

Pelliccioli, A.P., Wirz, J 2002 Photoremovable
protecting groups: reaction mechanisms and
applications, Photochem. Photobiol. Sci. 1(7),
441–458.

Piston, D.W., et al. (1994) 2-photon-excitation
fluorescence imaging of 3-dimensional
calcium-ion activity, Appl. Opt. 33(4), 662–669.

Piston, D.W., Knobel, S.M. (1999) Real-time
analysis of glucose metabolism by microscopy,
Trends Endocrinol. Metab. 10(10), 413–417.

Piston, D.W., Masters, B.R., Webb, W.W. (1995)
3-dimensionally resolved Nad(P)H cellular
metabolic redox imaging of the in-situ
cornea with 2-photon excitation laser-scanning
microscopy, J. Microsc. (Oxford) 178, 20–27.

Potter, S.M., Pine, J., Fraser, S.E. (1996) Neural
transplant staining with DiI and vital imaging
by 2-photon laser-scanning microscopy,
Scanning Microsc. Suppl. 10, 189–199.

Prasher, D.C., et al. (1992) Primary structure
of the Aequorea victoria green-fluorescent
protein, Gene 111(2), 229–233.



Two-photon Microscopy and Imaging 87

Shen, Y.R. (1984) The Principles of Nonlinear
Optics, Wiley, New York.

Sheppard, C.J.R. (1980) Scanning optical
microscope, Electron. Power 26(2), 166–172.

Shirakawa, A., Sakane, I., Kobayashi, T. (1998)
Pulse-front-matched optical parametric ampli-
fication for sub-10-fs pulse generation tunable
in the visible and near infrared, Opt. Lett.
23(16), 1292–1294.

Spence, D.E., Kean, P.N., Sibbett, W. (1991) 60-
fsec pulse generation from a self-mode-locked
Ti:sapphire laser, Opt. Lett. 16(1), 42–44.

Squier, J., Muller, M. (2001) High resolution
nonlinear microscopy: a review of sources and
methods for achieving optimal imaging, Rev.
Sci. Instrum. 72(7), 2855–2867.

Squirrell, J.M., et al. (1999) Long-term two-
photon fluorescence imaging of mammalian
embryos without compromising viability, Nat.
Biotechnol. 17(8), 763–767.

Stelzer, E.H.K., et al. (1994) Nonlinear absorp-
tion extends confocal fluorescence microscopy
into the ultra-violet regime and confines the
illumination volume, Opt. Commun. 104(4–6),
223–228.

Stosiek, C., et al. (2003) In vivo two-photon
calcium imaging of neuronal networks, Proc.
Natl. Acad. Sci. U.S.A. 100(12), 7319–7324.

Svaasand, L.O., Ellingsen, R. (1983) Optical
properties of human brain, Photochem.
Photobiol. 38(3), 293–299.

Svoboda, K., et al. (1997) In vivo dendritic
calcium dynamics in neocortical pyramidal
neurons, Nature 385(6612), 161–165.

Svoboda, K., Tank, D.W., Denk, W. (1996)
Direct measurement of coupling between
dendritic spines and shafts, Science 272(5262),
716–719.

Szmacinski, H., Gryczynski, I., Lakowicz, J.R.
(1998) Spatially localized ballistic two-photon
excitation in scattering media, Biospectroscopy
4(5), 303–310.

Tan, Y.P., et al. (1999) Fast scanning and
efficient photodetection in a simple two-
photon microscope, J. Neurosci. Methods
92(1–2), 123–135.

Theer, P., Hasan, M.T., Denk, W. (2003) Two-
photon imaging to a depth of 1000 mu m in
living brains by use of a Ti:Al2O3 regenerative
amplifier, Opt. Lett. 28(12), 1022–1024.

Trachtenberg, J.T., et al. (2002) Long-term in vivo
imaging of experience-dependent synaptic
plasticity in adult cortex, Nature 420(6917),
788–794.

Treacy, E. (1969) Optical Pulse Compression
With Diffraction Gratings, IEEE J. Quantum
Electron. QE-5(9), 454–458.

Tsien, R.Y. (1981) A non-disruptive technique
for loading calcium buffers and indicators into
cells, Nature 290(5806), 527–528.

Tsien, R.Y. (1989) Fluorescent-Probes of Cell
Signaling, Annu. Rev. Neurosci. 12, 227–253.

White, J., Amos, W., Fordham, M. (1987) An
evaluation of confocal versus conventional
imaging of biological structures by
fluorescence light microscopy, J. Cell Biol. 105,
41–48.

Wilson, T., Sheppard, C. (1984) Theory and
Practice of Scanning Optical Microscopy,
Academic Press, London.

Xu, C., Webb, W.W. (1996) Measurement of two-
photon excitation cross sections of molecular
fluorophores with data from 690 to 1050 nm,
J. Opt. Soc. Am. B 13(3), 481–491.

Yaroslavsky, A.N., et al. (2002) Optical properties
of selected native and coagulated human
brain tissues in vitro in the visible and near
infrared spectral range, Phys. Med. Biol. 47(12),
2059–2073.

Yasuda, R., et al. (2004) Imaging calcium
concentration dynamics in small neuronal
compartments, Sci. STKE 2004(219), pl5.

Yuste, R., Denk, W. (1995) Dendritic spines as
basic functional units of neuronal integration,
Nature 375(6533), 682–684.

Zhang, J., et al. (2002) Creating new fluorescent
probes for cell biology, Nat. Rev. Mol. Cell Biol.
3(12), 906–918.

Zumbusch, A., Holtom, G.R., Xie, X.S. (1999)
Three-dimensional vibrational imaging by
coherent anti-stokes Raman scattering, Phys.
Rev. Lett. 82(20), 4142–4145.

Ubiquitin Mediation Complex:
see Proteasomes





89

Ubiquitin-Proteasome System
for Controlling Cellular Protein
Levels

Michael H. Glickman1 and Aaron Ciechanover2

1Department of Biology, Israel Institute of Technology, Haifa, Israel
2Faculty of Medicine, Israel Institute of Technology, Haifa, Israel

1 Mechanisms of Ubiquitination and Protein Degradation 91
1.1 Ubiquitination 91
1.2 Selection of Proteins for Degradation 93
1.3 Degradation 94
1.4 Regulation of the Ubiquitin System 95

2 Biological Processes Regulated by the Ubiquitin System 96

3 Modification by Other Ubiquitin-like Proteins 98

4 Ubiquitination in Health and Disease 100
4.1 Cancer 100
4.2 Neurological Disorders 102
4.3 Cystic Fibrosis 103
4.4 Immune Response and Inflammatory Disorders 104

5 Summary and Outlook 105

Bibliography 105
Books and Reviews 105
Primary Literature 106

Keywords

Deubiquitination
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DUBs) that hydrolyze the peptide or isopeptide bond following the last residue
of ubiquitin.

ER-associated Degradation (ERAD)
It removes proteins from the ER membrane or ER lumen. ERAD involves
retrotranslocation of the target protein from the ER into the cytoplasm, ubiquitination,
and proteolysis by the proteasome.

Proteasome (a.k.a. 26S proteasome)
It is a large, multisubunit ATP-dependent protease found in all eukaryotic cells
responsible for most regulatory proteolysis. The proteasome is composed of a
cylindrical 20S core particle encompassing the proteolytically active subunits, and a 19S
regulatory particle that recognizes polyubiquitinated proteins and prepares them for
proteolysis in the 20S core particle.

Proteolysis or Protein Degradation
It is the hydrolysis of peptide bonds in proteins yielding short peptides or amino acids.

Ubiquitin
(Ub) is a highly conserved, compact, and stable 76-residue protein found in all
eukaryotes that can be covalently attached at its free carboxyl-terminus to amino groups
on other proteins. This posttranslational modification of proteins by ubiquitin is called
ubiquitination and is carried out by ubiquitinating enzymes.

Ubiquitinating Enzymes
They are a modular assembly of enzymes that are responsible for tagging a designated
protein with ubiquitin. Ubiquitinating enzymes include an ATP-utilizing E1 that
activates the free carboxyl-terminus of ubiquitin, a number of E2s that transfer the
activated ubiquitin to the target protein, and numerous E3s that select unique
substrates and mediate the action of the proper E2s.

Ubiquitination
It is the posttranslational modification of proteins with ubiquitin or a chain of multiple
ubiquitin units. Usually, the outcome of ubiquitination is recognition and proteolysis
by the 26S proteasome. In some cases, ubiquitination does not lead to degradation but
serves to alter intrinsic properties of the target protein, or direct its subcellular
localization.

Ubiquitin-like Proteins
(Ubl) are small proteins that share homology with ubiquitin either structurally or in
sequence. Similar to ubiquitin, most can be attached to the amino group of a lysine
side chain on a target protein.
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� Cells contain many different kinds of proteins, each fulfilling structural, functional,
or regulatory roles. Monitoring the state of all these proteins, as well as continuously
adjusting their levels to suit demands is paramount to survival. The presence
of damaged or mutated proteins, as well as altered levels of normal proteins
could cause pathological conditions and even cell death. To exercise such quality
control, cells are continuously spending energy both to synthesize new proteins,
and to simultaneously degrade them, even though many may still be functional. An
important characteristic of regulatory degradation is that it is specific; only the correct
proteins are removed in a time-coordinated manner. Such extraordinary specificity
is achieved by a modular system that identifies the proteins to be degraded, marks
them by covalently attaching ubiquitin to an amino residue, and finally proteolyses
the substrate by the 26S proteasome. Recognition of target proteins is carried out by
a specific ubiquitin-protein ligase, called an E3. This protein recognizes the substrate
and usually directs a ubiquitin-conjugating enzyme, an E2, to attach ubiquitin, a
small 76 amino acid protein, onto the substrate. Ubiquitin molecules are often
added to one another as well as to the substrate, resulting in chains of ubiquitin
extending from the protein targeted for degradation. These polyubiquitin conjugates
are then shuttled to the 26S proteasome, a large proteolytic complex, where they are
degraded. Interestingly, ubiquitination is a reversible process, with deubiquitinating
enzymes able to remove ubiquitin from the target before it can be recognized by the
proteasome. Hence, transfer of the polyubiquitinated conjugate to the proteasome
must happen swiftly or be shielded from these enzymes. The balance of these
processes allows the ubiquitin-proteasome system to control the cellular levels and
half lives of thousands of proteins making it a key player in basic biological pathways
such as cell division, differentiation, signal transduction, trafficking, and quality
control. Not surprisingly, aberrations in the system have been implicated in the
pathogenesis of many diseases, certain malignancies, neurodegenerative disorders,
inflammation, and immune response. Understanding the underlying mechanisms
involved is important for the development of novel, mechanism-based drugs.

1
Mechanisms of Ubiquitination and Protein
Degradation

1.1
Ubiquitination

The cellular levels of many proteins are
kept in check by regulated degradation via
the ubiquitin-proteasome pathway. Sub-
strates are first tagged by covalent at-
tachment of multiple ubiquitin molecules.

These tagged proteins are then proteolysed
by the 26S proteasome complex simulta-
neous with release of the ubiquitin tag.
This last process is mediated by deubiq-
uitinating enzymes (DUBs), a number of
which are attached to the proteasome itself
and work together to define the efficiency
of the overall process.

Ubiquitin is a 76-residue protein and
one of the most (if not the most) evolu-
tionarily conserved proteins; its sequence
and structure being almost identical in all
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eukaryotes. Conjugation of ubiquitin to the
protein substrate requires the participation
of a slew of ubiquitinating enzymes that
are usually broken down into three distinct
classes. Initially, the ubiquitin-activating
enzyme (UBA; also known as E1), activates
ubiquitin in an ATP-dependent reaction to
generate a high-energy thiol ester inter-
mediate between the carboxyl-terminus of
ubiquitin and the active site cysteine of
E1 (E1-S∼ubiquitin). One of several E2
enzymes (ubiquitin-conjugating enzymes;
UBCs) transfers the activated ubiquitin
from E1, via an additional high-energy
thiol ester intermediate, E2-S∼ubiquitin,
to the substrate that is specifically bound
to a member of the ubiquitin-protein lig-
ase family, E3 (Fig.1). E3s catalyze the last
step in the conjugation process: covalent
attachment of ubiquitin to the substrate.

The protein to be degraded is recognized
by a specific E3. This protein directs the
addition of ubiquitin from the E2 onto
the substrate. There are several classes
of E3 enzymes. Members of the RING
finger-containing E3s, the largest family of
ubiquitin ligases, mediate the transfer of
the activated ubiquitin directly from the
E2 to the E3-bound substrate. In the case
of another class of E3, the so-called HECT
(Homologous to the E6-AP C-Terminus) do-
main E3s, the ubiquitin is transferred
from the E2 enzyme to an active site cys-
teine residue on the E3 to generate yet a
third high-energy thiol ester intermediate,
ubiquitin-S∼E3. Ubiquitin is then trans-
ferred from the E3 to the substrate protein
that is bound to the ligase.

At the end of the ubiquitination cas-
cade, the ubiquitin molecule is attached by

E1 E2 E3

E3

E3
E3

E2

Proteolysis

Ub

Ub

Ub

ATP

Substrate recognition

Ubiquitin ligation
(multiple cycles)

Processed protein or Peptides Prot
oa

so
ma

ATP

Ubiquitin
activation

Fig. 1 General scheme of the ubiquitin system. Ubiquitin is activated by the
ubiquitin-activating enzyme, E1, followed by its transfer to a ubiquitin-conjugating
enzyme, E2. E2 transfers the activated ubiquitin to the protein substrate that is
bound to a ubiquitin ligase, E3, which is specific for the substrate. Successive
conjugation of ubiquitin moieties to one another generates a polyubiquitin chain
that serves as the recognition signal for the 26S proteasome. The substrate is
degraded by the 26S proteasome into short peptides, while ubiquitin is released by
deubiquitinating enzymes (DUBs) for reuse.
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its carboxyl-terminus to an amino group
in the substrate protein. Generally, this
is the amino group of an internal lysine
side chain (an ε-NH2 group), resulting in
a covalent amide bond also known as an
isopeptide bond. In some cases, ubiquitin is
conjugated to the primary amino-terminus
forming a linear amide bond; essentially
a peptide bond. The ubiquitination re-
action continues successively, adding an
activated ubiquitin molecule to an internal
lysine residue on the previously conjugated
ubiquitin in each round, creating a polyu-
biquitin chain. In some instances, chain
extension may require an additional auxil-
iary ligase called an E4. In this scenario,
the first ubiquitin moiety is conjugated to
the substrate by one E3, while chain elon-
gation is catalyzed by a different ligase,
the E4. It is thought that chains contain-
ing more than four ubiquitin moieties can
bind to the proteasome with particularly
high affinity, thus serving to target the
protein to which they are conjugated for
proteasomeal degradation.

1.2
Selection of Proteins for Degradation

A major task for the ubiquitin system
is how to achieve high specificity and
selectivity toward its numerous substrates.
How to guarantee that the correct substrate
will be removed whereas another, often
similar protein will remain unscathed?
In other words, why are certain proteins
stable in the cell, while others are extremely
short-lived? Complicating matters, some
proteins are inherently short-lived and
constitutively degraded while others are
stable under most other conditions and
degraded only upon a signal such as
extracellular stimuli or a particular point
in the cell cycle. Within the ubiquitin
system, substrate selection is carried out

predominantly by the E3 ligases. As such,
E3s are the most diverse component of the
pathway; to date, over 1000 different E3s or
subunits of E3 ligase complexes have been
identified in the human genome based
on specific, commonly shared structural
motifs. Each E3 is specific for a substrate
or class of substrates.

Substrates must be recognized by a spe-
cific E3 and bind to it as a prerequisite to
their ubiquitination. In most cases, how-
ever, the substrates are not recognized in
a constitutive manner but must undergo
posttranslational modification such as spe-
cific phosphorylation, dephosphorylation,
or oxidation that renders them susceptible
for recognition by an E3. In some cases,
recognition of the target proteins by the E3
depends on association with an auxiliary
protein (such as molecular chaperones)
that serves to link the substrate with the
appropriate ligase. In fact, many E3 ligases
are themselves multisubunit complexes
with each subunit participating in a unique
network of protein–protein interactions.
Certain subunits detach from, or dock to,
the core E3 platform tweaking the ligase
properties. Such modular behavior allows
a limited set of proteins to target a much
larger pool of substrates, each at the cor-
rect time and cellular context. Well-studied
examples are the cullin-based E3 ligases,
which regulate many steps of the cell cy-
cle. The cullin subunit and the ring-finger
component Rbx1 (plus a few additional
subunits) serve as a stable platform while
the substrate-recognition domain is a mod-
ular component that can be replaced as
needed thus directing the cullin-based E3
to ubiquitinate a wholly new subset of
substrates. In still other targeting mecha-
nisms, substrates have to dissociate from
a complexed form in order to be suscepti-
ble for E3 recognition and ubiquitination.
This is a common feature of transcription
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factors that usually have to dissociate from
their DNA segment before they can bind to
an E3 ligase to be ubiquitinated. Stability
of yet other proteins depends on oligomer-
ization. Thus, modifying enzymes (such
as kinases), ancillary proteins, or DNA se-
quences to which substrates bind, also play
an important role in the recognition pro-
cess, in addition obviously to the E3s. In
some instances, it is the E3 that must ‘‘be
switched on’’ by undergoing posttransla-
tional modification in order to yield an
active form that recognizes the target sub-
strate more efficiently.

1.3
Degradation

Degradation of polyubiquitinated sub-
strates is carried out by the 26S pro-
teasome. This multicatalytic protease de-
grades polyubiquitinated proteins to short
peptides and releases ubiquitin for reuse
by the ubiquitination machinery. There are
a few reports indicating that the 26S pro-
teasome – in vivo as well as in vitro – can
also proteolyse certain (usually unstable or
misfolded) proteins that are not covalently
modified with the ubiquitin tag. However,
the proteasome is the only enzyme that
can proteolyse polyubiquitinated proteins.
It is composed of two subcomplexes: a
20S core particle (CP) that contains the
catalytic sites and proteolytic activity, and
a 19S regulatory particle (RP) that is es-
sential for recognition and treatment of
ubiquitinated substrates.

The 20S CP is a barrel-shaped structure
composed of four stacked rings, two iden-
tical outer α-rings and two identical inner
β-rings. The eukaryotic α- and β-rings are
each composed of seven distinct subunits,
giving the 20S complex the general struc-
ture of α1−7β1−7β1−7α1−7. Some (though
not all) of the β-subunits are proteolytically

active, with the remainder serving struc-
tural roles in forming the barrel structure.
The proteolytically active β-subunits are
threonine proteases, members of a unique
N-terminal nucleophile hydrolase family.
The active site nucleophile is the N-
terminal threonine (the protein undergoes
activation by posttranslational cleavage af-
ter it properly assembles into the 20S
structure), while the proton acceptor is
the N-terminus of the protein itself. This
unique active site structure has drawn
efforts to design proteasome-specific in-
hibitors that would not affect other cellular
proteases. A number of proteasome in-
hibitors that target the 20S CP β-subunits
are indeed available, with one, Valcadetm,
recently receiving FDA approval for treat-
ment of multiple myeloma in humans.

Substrates must enter the lumen of the
20S CP where proteolysis occurs by trans-
verseing through the α-ring at either of the
two ends of the 20S barrel. It appears that
they can enter from both ends simultane-
ously enhancing the proteolytic capacity of
the proteasome. The α-ring at either of the
two ends of the 20S barrel can be capped
by a 19S RP. One important function of
the 19S RP is to recognize ubiquitinated
proteins and other potential substrates
of the proteasome. Indeed, a number of
polyubiquitin-binding subunits have been
identified in the 19S RP, and are thought to
recognize, transfer, bind, and anchor the
tagged protein to the 19S RP. However, the
interplay between these ubiquitin-binding
subunits and how each contributes to pro-
teasome function has yet to be deciphered.
A second function of the 19S RP is to
open an orifice in the α-ring of the 20S
CP that will allow entry of the substrate
into the internal proteolytic chamber. Even
in its opened-state, the passage through
the α-ring is too narrow to allow folded
proteins through. It is assumed that the
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19S regulatory particle unfolds substrates
and inserts the unstructured polypeptide
chain into the 20S CP. Both the channel
opening function and the unfolding of the
substrate require metabolic energy, and
indeed, the 19S RP contains six different
ATPase subunits. Biochemical characteri-
zation and mutational analysis have shown
these ATPases to be involved in the unfold-
ing and channel gating properties.

Following degradation of the substrate,
short peptides derived from the substrate
are released from the proteasome. The
bulk of these peptides are further degraded
in the cytoplasm into free amino acids by
cytosolic amino- and carboxypeptidases. A
small fraction of product peptides is trans-
ported by the TAP (transporter associated
with antigen processing) across the ER
membrane, further trimmed by specific
proteases within the ER, bind to the MHC
class I complex, and are carried to the
cell surface where they are presented to
cytotoxic T cells. In this manner, the pro-
teasome is the major producer of antigenic
peptides. Since the proteasome degrades
both natural proteins as well as foreign (vi-
ral or mutated) proteins, both ‘‘self’’ and
‘‘nonself’’ antigens are produced. When
these peptides are derived from a ‘‘non-
self’’ protein, the T cell lyses the presenting
cell. In rare instances, the proteasome may
even splice nonconsecutive segments to-
gether, creating a new peptide with a novel
sequence not found ‘‘as is’’ in the protein
it was derived from. If substantiated as a
general phenomenon, peptide splicing will
have far reaching implications to the study
of antigen presentation.

It should be emphasized that proteaso-
mal degradation does not always continue
to completion. In some cases, the protea-
some can carve the ubiquitinated substrate
in a limited manner, releasing a stable and

functional truncated product. The best-
studied example is the case of the NF-κB
transcriptional regulator: an active subunit
(p50 or p52) is generated by the protea-
some from a longer inactive precursor
(p105 or p100).

In addition to proteolysing the substrate
(partially or in full) in the 20S CP, a totally
unrelated proteolytic activity is present
in the 19S RP and is intimately linked
to proteasome function. Proteasomes hy-
drolyze the peptide or isopeptide bond
immediately following the final residue of
ubiquitin, thus severing the link between
ubiquitin and the substrate or one ubiq-
uitin unit and another in a polyubiquitin
chain. This ubiquitin-specific protease ac-
tivity has been mapped to a subunit of
the 19S RP, Rpn11/POH1, as well as to a
number of tightly associating components
such as UCH37 and ubp6/USP14. The
combined action of these DUBs releases
ubiquitin, sparing it from being degraded
along with the target protein and allowing
it to be reused by the ubiquitin system.

1.4
Regulation of the Ubiquitin System

The ubiquitin-proteasome pathway can be
regulated at the level of ubiquitination
or at the level of proteasome activity.
Since conjugation and proteasomal degra-
dation are required for numerous cellular
functions, regulation must be delicately
executed. In a few cases, general regula-
tion of the entire pathway is observed in
response to physiological signals that call
for increased or decreased proteolysis. For
example, in fungi and plants, a dramatic in-
crease in levels of ubiquitin, ubiquitinating
enzymes, and proteasome subunits is ob-
served under many stress conditions such
as heat shock or oxidative damage. In an-
imals, upregulation of the entire pathway
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is observed during massive degradation of
skeletal muscle proteins that occurs under
normal fasting, and also under pathologi-
cal conditions such as malignancy-induced
cachexia, severe sepsis, metabolic acidosis,
or following denervation. In general, these
conditions are correlated with accumula-
tion of damaged or misfolded proteins,
which should be efficiently removed for
cell survival; hence, the need for increased
rates of proteolysis. Conversely, it has re-
cently been shown that some conditions re-
quire less proteolysis for survival of the cell.
During long-term starvation or prolonged
and severe heat exposure, proteasome ac-
tivity is inhibited and general proteolysis
rates are slowed down in yeast cells.

In most cases, however, regulation is
specific targeting defined substrates that
are recognized by specific ligases. By far,
the greatest degree of molecular complex-
ity in the ubiquitin system is among the
E3 ligases. There are hundreds of ubiq-
uitin ligases encoded in the genomes
of multicellular eukaryotes, in addition
to hundreds of substrate-recognition sub-
units that function together with the E3
ligases to target specific substrates. The
modular nature of these ligase complexes
ensures that slight changes in ratios of
the components will direct the pathway to
degradation of specific pathways. Thus,
many substrate-recognition components
of E3 ligases are either differentially ex-
pressed or stabilized only upon certain
physiological signals.

E3 activity or specificity can also be
regulated by posttranslational modifica-
tions of defined motifs within the ligase
or the substrate. The targeting motif can
be a single amino acid residue (e.g. the
N-terminal residue), a specific sequence
(the destruction box in cyclins), or a do-
main (such as a hydrophobic patch) that is
not normally exposed. In other cases, the

motif is generated by a posttranslational
modification such as phosphorylation (two
neighboring serine residues in the case of
IκBα, or a single serine residue in the case
of p27), or oxidation (hydroxyproline in the
case of the hypoxia-inducible factor-1α−
HIF1α). Interestingly, phosphorylation is
required also to activate certain ligases,
such as c-Cbl. Many proteasome subunits,
both in the 20S CP and in the 19S RP can be
modified by phosphorylation or glycosyla-
tion. These modifications alter proteasome
stability or activity, though it is still un-
clear whether the effect is general toward
all substrates, or more interestingly, in-
fluence the efficiency of degradation of a
subset of substrates.

Eukaryotic genomes also usually encode
several dozen different deubiquitinating
enzymes. Such a large number suggests
that some of them may act only on partic-
ular substrates, and raises the possibility
that the rate of degradation of some pro-
teins is determined by how fast ubiquitin
is removed from them rather than by how
fast it is added. Furthermore, substrate
delivery to the 26S proteasome probably
requires accessory or adaptor molecules,
which may be differentially expressed to
promote degradation or some ubiquiti-
nated substrates over others.

2
Biological Processes Regulated
by the Ubiquitin System

The list of cellular proteins that are targeted
by ubiquitin is growing rapidly. By re-
moving these cellular proteins, ubiquitin-
mediated proteolysis plays an important
role in regulating many basic cellular pro-
cesses. Among these processes are cell
cycle, cell division, differentiation, organ
development, cellular response to stress
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and extracellular effectors, morphogenesis
of neuronal networks, modulation of cell
surface receptors ion channels and secre-
tory pathways, DNA repair, transcriptional
regulation, transcriptional silencing, long-
term memory, circadian rhythms, regu-
lation of the immune and inflammatory
responses, and biogenesis of organelles.

The paradigm of regulated degrada-
tion, where involvement of the ubiquitin-
proteasome pathway is well understood,
is the cell cycle. Numerous cell cycle reg-
ulators such as cyclins, cyclin-dependent
kinase inhibitors, proteins involved in sis-
ter chromatid separation, tumor suppres-
sors, transcriptional activators and their
inhibitors are all short-lived proteins that
are rapidly proteolysed upon the correct
cues. For example, mitosis must follow
duplication of the chromosomes, so cer-
tain factors required for DNA synthesis
are degraded at the end of S phase and are
stabilized only once mitosis has been com-
pleted. Progression of mitosis requires that
certain inhibitors of mitosis are quickly
degraded only once the chromosomes are
aligned and are ready to be separated to
opposite poles, allowing the cell cycle to ad-
vance. The SCF family of ubiquitin-protein
ligases is largely responsible for protein
ubiquitination in the G1/S phase and the
related APC/cyclosome complex performs
similar functions in G2/M.

Signal transduction at numerous levels
is kept in check by specific ubiquitina-
tion and degradation of key components
from cell surface receptors, through ki-
nases or phosphatases and down to the
ultimate transcription factors. Receptor
downregulation (such as growth-hormone
receptor) by ubiquitin-dependent degra-
dation is an important aspect of signal
transduction. Downstream adaptor pro-
teins such as c-Cbl have been shown to be
ubiquitinated, as well. Recently, a number

of kinases from the MapK, or other sig-
naling pathways have been shown to be
substrates of ubiquitinating enzymes. The
synthesis of proteins and transcriptional
regulation is also regulated in part by the
ubiquitin-proteasome system. Numerous
transcription factors are rapidly degraded,
usually when dissociated from their DNA
sequence. An incomplete list of short-lived
transcription factors that are substrates
of specific E3 ligases includes members
of the AP-1, Id, HIF, P53, NF-κB fami-
lies. Finally, metabolic pathways are under
strict regulation as well. For example, the
rate-limiting enzymes in both the sterol
and unsaturated fatty acid biosynthetic
pathways are located in the membrane
of the ER, and their levels are regu-
lated by ubiquitin-dependent degradation.
Ubiquitin-dependent degradation of these
enzymes is crucial for reducing their ac-
tivity when levels of sterols or unsaturated
fatty acids, respectively, become too high.

Proteasome-dependent proteolysis is a
vital component of combating viral infec-
tions and aiding the immune response.
Upon viral infection, Interferon-γ causes
mammalian cells to synthesize new cat-
alytic subunits of the 20S proteasomes
with a preference for cleaving peptide
bonds between hydrophobic amino acids.
These βi subunits are incorporated into
newly assembled proteasomes – the so-
called immuno-proteasomes – with an in-
creased ability to generate protein frag-
ments appropriate for MHC class I presen-
tation. Interferon-γ also induces expres-
sion of the 11S regulator, which facilitates
the production of antigenic peptides for
optimal binding to MHC class I molecules
and accelerating the cytotoxic lympho-
cyte response.

The ubiquitin-proteasome system plays
a critical role in heat shock and oxidative
damage response by removing mutated,
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denatured, or misfolded proteins. It ap-
pears that in some cases, chaperones
(such as Hsp70) cooperate with the ubiq-
uitinating machinery to recognize and
ubiquitinate unfolded proteins. By selec-
tively removing these proteins, the system
plays a key role in protection against ag-
gregate buildup and in the quality control
of the proteome.

All secretory proteins and most trans-
membrane proteins are inserted into or
pass through the membrane of the ER.
These proteins must fold, assemble into
complexes with other proteins, and un-
dergo various posttranslational modifica-
tions. If these proteins fail to fold or
assemble properly, or lack appropriate
glycosylation, they are prevented from pro-
ceeding to the Golgi and instead they are
sent back to the cytosol for proteasomal
degradation in a process known as ER-
associated degradation (ERAD). Elaborate
machinery exists on the cytoplasmic side
of the ER membrane to recognize tar-
get proteins, to polyubiquitinate, to extract
from the membrane in an ATP-dependent
manner and to shuttle to the protea-
some for proteolysis. Extraction from the
membrane into the cytosol is probably
carried out mainly by a hexameric AT-
Pase ring called Cdc48 or p97. This
complex is located on the cytoplasmic
surface of the membrane, can bind to
polyubiquitinated substrates and undergo
ATP-dependent conformational changes
that ratchet the substrate through the
ER channel.

Finally, it is important to note that
ubiquitination also plays nondegradative
roles in regulating certain biological pro-
cesses. For example, histone H2A is mono-
ubiquitinated in many places, though
not proteolysed. Histone ubiquitination
is thought to influence chromatin struc-
ture and accessibility. Ubiquitination can

also serve to target proteins to certain
localizations in the cell. In one case,
monoamine oxidase A is ubiquitinated
and inserted into the outer membrane
of the mitochondria though there is no
evidence so far that it is targeted for protea-
some proteolysis on the way. Modification
by polyubiquitin chains that polymerase
via lysine 63 on each ubiquitin molecule
(rather than the more common poly-
merization via Lys48) plays a role in a
variety of processes, including endocyto-
sis, postreplicative DNA, stress response,
mitochondrial DNA inheritance, riboso-
mal function. Even though such chains
probably do bind the proteasome, ex-
perimental evidence so far suggests that
this type of modification does not in-
volve proteolysis of the target substrate,
but rather the modification plays a role
in the activation/inactivation of the tar-
get protein.

3
Modification by Other Ubiquitin-like
Proteins

In parallel to the ubiquitin-conjugating
system, there are additional protein conju-
gation systems. The modifiers are always
small globular proteins structurally re-
lated to ubiquitin and are known as
ubiquitin-like modifiers (Ubls). These in-
clude SUMO, Nedd8/Rub1, ISG15, Apg8,
and Apg12. In all the cases so far, the
conjugation process has been carried out
in an analogous manner to ubiquitina-
tion, utilizing conjugating enzymes that
are similar to (yet distinct from) ubiqui-
tinating enzymes. Modification is always
on a lysine side chain of the modified
proteins to which the carboxyl-terminus
of the Ubl is covalently attached. Thus,
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SUMO (small ubiquitin modifier), for ex-
ample, is conjugated by a heterodimeric
E1 – Aos1/Uba2, and the E2-conjugating
enzyme Ubc9. Though Ubc9 can recog-
nize the SUMOylation motif and trans-
fer SUMO directly to certain substrates,
for some proteins, specific E3 enzymes
have been described that mediate these
processes. A notable distinction between
ubiquitination and modification by Ubls,
however, is that the latter modification is
monomeric, with only one Ubl molecule
attached to the target. Recently, evidence
has been provided that the ubiquitin-
like modifiers SUMO-2 and SUMO-3 may
form short chains. Similarly to ubiquitina-
tion, modification by Ubls is reversible
on account of ubiquitin-like proteases
(Ulps) that can shave the modifier off
its target. A rapidly increasing number
of Ulps have been identified, usually
with clear homology to deubiquitinat-
ing enzymes.

Both enzymes and substrates of the
ubiquitin system as well as other pro-
teins have been found to be modified
by ubiquitin-like proteins. The process
serves many functions, such as activation
of enzymes and transcriptional regula-
tors, subcellular localization, or protecting
proteins from ubiquitination. One role
of modification by Ubls is to modu-
late the ubiquitin system. Modification
of E3 ubiquitin ligases by ubiquitin-like
molecules affects their activity. For exam-
ple, conjugation of NEDD8/Rub1 to the
cullin component of the SCF ligase com-
plex increases its affinity to bind the E2
component of the conjugation machin-
ery, thus increasing overall efficiency of
conjugation. In the case of substrates,
since modification occurs on lysines – the
same residue to which ubiquitin is con-
jugated – modification can block ubiquiti-
nation and consequently enhance cellular

stability. For example, in the case of IκBα,
the inhibitor of the transcriptional reg-
ulator NF-κB, modification by SUMO-1
was shown to protect the substrate from
ubiquitination. The activity of yet other
transcription factors such as C-Jun, p53,
c-Myb to name a few is also altered upon
SUMOylation. In a completely different
case, SUMOylation of RanGAP1 targets
the protein to its final subcellular destina-
tion in the nuclear pore complex, NPC.
Many SUMOylated proteins are found
in promyelocytic leukemia (PML) nuclear
bodies suggesting that SUMO may serve
as a targeting signal to these or other lo-
cals. Complicating matters is that p53 can
also be modified by NEDD8, though the
exact relationship between ubiquitination,
SUMOylation, and NEDDylation of this
protein is not yet understood. Modifica-
tion by the Ubl proteins Apg12 and Apg8
participates in autophagy, while modifi-
cation by ISG15 functions in interferon-
γ signaling.

A completely different group of
ubiquitin-like proteins are those that are
not involved in protein modification.
Thus, certain proteins contain an intrinsic
domain that folds into a ubiquitin-like
domain. Many are proteins that are part
of the ubiquitin system: among them
are some E3 ligases, deubiquitinating
enzymes, and polyubiquitin-binding
proteins. For example, Parkin is an
E3 ligase that contains a ubiquitin-
like domain that probably facilitates its
interaction with other components of
the system. hHR23/Rad23, hPLIC/Dsk2,
and Ddi1 are ubiquitin-binding proteins
that all have an N-terminal Ubl. These
proteins have all been implicated in the
recognition and turnover of substrates
targeted for degradation. They probably
shuttle polyubiquitinated substrate to the



100 Ubiquitin-Proteasome System for Controlling Cellular Protein Levels

proteasome to which they bind via their
Ubl domain.

4
Ubiquitination in Health and Disease

Inactivation of the key junctions in the
ubiquitin–proteasome pathway, such as
the enzyme E1 or the proteasome is lethal.
Yet, mutations or acquired changes in en-
zymes or recognition motifs in substrates
that do not affect vital pathways or that
only partially affect proteolysis may result
in a broad array of diseases. Pathological
cases include those that result from loss
of function – stabilization of a substrate
that is normally targeted for degradation
by evading the ubiquitin system or due
to a mutation in a ubiquitin system en-
zyme – and those that result from gain of
function such as abnormal or accelerated
degradation of the protein target. Follow-
ing are a number of well-studied cases that
tie the ubiquitin system to pathogenesis
of malignancies, neurodegenerative disor-
ders, genetic diseases, and disorders of the
immune and inflammatory responses.

4.1
Cancer

Alterations in ubiquitination and deubiq-
uitination reactions have been directly
implicated in the etiology of many ma-
lignancies. In general, cancers can result
from stabilization of oncoproteins, or desta-
bilization of tumor suppressor gene prod-
ucts. Some of the natural substrates of the
system are oncoproteins that if not prop-
erly removed from the cell, can promote
malignant transformation. For instance,
ubiquitin targets N-Myc, c-Myc, c-Fos, c-
Jun, Src, and the adenovirus E1A proteins.
Similarly, inadvertent destabilization of

tumor suppressors such as p53 and p27
has also been implicated in the pathogen-
esis of malignancies.

In the case of uterine cervical carcinoma,
the level of the tumor suppressor protein
p53 is extremely low. Most of these ma-
lignancies are caused by high-risk strains
of the human papillomavirus (HPV). De-
tailed studies have shown that the sup-
pressor is targeted for ubiquitin-mediated
degradation by the virally encoded on-
coprotein E6. Degradation is mediated
by the normal and naturally occurring
HECT domain E3 enzyme E6-associated
protein – E6-AP, where E6 serves as an an-
cillary protein that allows recognition of
p53. E6-AP will not recognize p53 in the
absence of E6. E6 associates with both the
ubiquitin ligase and the target substrate
and brings them to the necessary prox-
imity that is assumed to allow catalysis
of conjugation to occur. Removal of the
suppressor by the oncoprotein is proba-
bly an important mechanism used by the
virus to transform cells. While the na-
ture of the native substrates of E6-AP is
still elusive, a mutation in the enzyme
has been implicated directly as the cause
of Angelman Syndrome characterized by
mental retardation, seizures, out of context
frequent smiling and laughter, and abnor-
mal gait. It is possible that the protein,
which accumulates as a result of the mu-
tation, is selectively toxic to the developing
neuronal cells.

Similar to the case of p53, low levels
of the cyclin-dependent kinase inhibitor
p27Kip1 have been demonstrated in col-
orectal, prostate, and breast cancers. p27
acts as a negative growth regulator/tumor
suppressor that binds and negatively reg-
ulates CDK2/cyclin E and CDK2/cyclin A
complexes and thus does not allow cell cy-
cle progression from G1 and entrance into
the S phase. As noted, its level is markedly
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reduced in several cancers, and in many
of these cases there was a strong corre-
lation between the low level of p27 and
the aggressiveness of the disease – tumor
grading, clinical staging, and poor prog-
nosis of the patients. Dissection of the
mechanism that underlies the decrease in
p27 revealed that the protein is of the WT
species and it is probably abnormal ac-
tivation of the ubiquitin system, and, in
particular, dysregulated overexpression of
its cognate E3, the F-box protein Skp2, that
leads to rapid removal of the suppressor.

β-catenin plays an important role in sig-
nal transduction and differentiation of the
colorectal epithelium, and aberrations in
ubiquitin-mediated regulation of its levels
may play an important role in the multistep
development of colorectal tumors. In the
absence of signaling, casein kinase I (CKI)
and glycogen synthase kinase 3β (GSK3β)
are active and promote phosphorylation,
recruitment of the β-TrCP ubiquitin ligase,
ubiquitination, and subsequent degrada-
tion of β-catenin. Signaling promotes
dephosphorylation, stabilization, and sub-
sequent activation of β-catenin via complex
formation with otherwise inactive sub-
units of transcription factor complexes. β-
Catenin interacts with the 300 kDa tumor
suppressor APC (adenomatous polyposis
coli) and Axin to generate a complex that
appears to regulate, in a yet unknown man-
ner, its intracellular level. Aberrations in
degradation of β-catenin that lead to its sta-
bilization, accumulation, and subsequent
oncogenic activation, can result from two
distinct mechanisms: (1) mutations in the
phosphorylation motif of the protein by
CKI and GSK3β, and (2) mutations in the
targeting APC/Axin machinery.

Mutations in components of the ubiq-
uitination machinery can also cause ma-
lignancies. Mutations in one germline
copy of VHL predisposes individuals to

a wide range of malignancies, including
more then 80% of sporadic cases of re-
nal cell carcinoma, pheochromocytoma,
cerebellar hemangioblastomas, and reti-
nal angiomas. A hallmark of VHL−/−
tumors is a high degree of vascularization
that arises from constitutive expression of
the α-subunit of the master switch tran-
scription factor hypoxia-inducible factor-1
(HIF-1), which results in overexpression
of hypoxia-inducible gene products in-
cluding the crucial vascular endothelial
growth factor (VEGF). It has been re-
cently shown that pVHL is a subunit
in a ubiquitin ligase that is involved in
targeting of HIF-1α for ubiquitin- and
proteasome-mediated degradation. HIF-
1α heterodimerizes with the constitutively
expressed HIF-1β to generate the active
transcription factors. Under normoxic, and
obviously hyperoxic, conditions, HIF-1α is
hydroxylated specifically on Pro residue
564 to generate a hydroxyproline deriva-
tive. This hydroxylated proline residue is
recognized by the pVHL E3 complex that
targets the molecule for ubiquitination and
subsequent degradation. Under hypoxic
conditions, HIF-1α is stable, as the effi-
ciency of the hydroxylation reaction under
these conditions is extremely low. Loss
of VHL function stabilizes HIF-1α, which
can explain the stimulation of vascular
growth in tumors in which VHL is mu-
tated or lacking. Since overexpression of
VEGF alone or many of the other known
target proteins of HIF does not lead to
malignant transformation, and since WT
VHL can restore normal growth control
in these malignant cells, researchers as-
sume that pVHL and/or HIF must have
additional, yet unknown substrates.

Defects in deubiquitinating enzymes
can also lead to aberrations in growth con-
trol and to tumorigenesis. Overexpression
of the ubiquitin proteases (UBP) Unp has
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been found in lung carcinoma in humans
and in mouse tumors. Unp may have a
role in regulating the degradation of spe-
cific, yet unidentified, substrates in these
tissues, though it does not seem to be
crucial for general proteolysis. An interest-
ing deubiquitinating enzyme is CYLD that
is involved in deubiquitinating K63-Ub
from NEMO (NF-kB essential modifier),
TRAF2 [tumor necrosis factor receptor
(TNFR)-associated factor 2] and TRAF6.
Ubiquitination of NEMO [a regulator of the
IKK (IκB kinase) signaling complex] and
the TRAF proteins (which are ubiquitin
ligases), and generation of polyubiquitin
chains linked via Lys63 of the ubiquitin
moiety, does not target these proteins for
degradation, but results in their activa-
tion. Thus, inhibition of deubiquitination
of NEMO, by mutation in CYLD, for ex-
ample, may lead to uncontrolled activation
of the IKK complex with increased activity
of NF-κB. Indeed, CYLD was found mu-
tated in familial cylindromatosis, a rare
pathology characterized by predisposition
to multiple tumors of the skin appendages
and the salivary gland.

4.2
Neurological Disorders

Accumulation of ubiquitin conjugates
and/or inclusion bodies associated with
ubiquitin, proteasome, and certain disease-
characteristic proteins, have been reported
in a broad array of chronic neurodegener-
ative diseases, such as the neurofibrillary
tangles of Alzheimer’s disease (AD), brain-
stem Lewy bodies (LBs) – the neuropatho-
logical hallmark in Parkinson’s disease
(PD), and nuclear inclusions in CAG re-
peat expansion (polyglutamine extension)
disorders such as occurring in Hunting-
ton’s disease. However, in all these cases,

a direct pathogenetic linkage to aberra-
tions in the ubiquitin system has not been
established. One factor that complicates
the establishment of such linkage is the
realization that many of these diseases,
such as Alzheimer’s and Parkinson’s, are
not defined clinical entities, but rather
syndromes with different etiologies. Ac-
cumulation of ubiquitin conjugates in
Lewy inclusion bodies in many of these
cases may be secondary, and reflects
unsuccessful attempts by the ubiquitin
and proteasomal machineries to remove
damaged/abnormal proteins. While the
initial hypothesis was that inclusion bod-
ies are generated because of the inherent
tendency of the abnormal proteins to as-
sociate with one another and aggregate,
it is now thought that the process maybe
more complex and involves active cellu-
lar machineries, including inhibition of
the ubiquitin system by the aggregated
proteins. This aggregation of brain pro-
teins into defined lesions is emerging as
a common but poorly understood mech-
anistic theme in sporadic and hereditary
neurodegenerative disorders.

The case of Parkinson’s disease high-
lights the complexity of the involvement
of the ubiquitin system in the pathogen-
esis of neurodegeneration. Mutations in
several proteins such as α-synuclein that
plays a role in synaptic vesicles dynam-
ics and that leads to its stabilization and
accumulation, or in the deubiquitinating
enzyme UCH-L1, have been described that
link the ubiquitin system to the pathogen-
esis of the disease. One important player
in the pathogenesis of Parkinson’s dis-
ease is Parkin, which is a RING-finger
E3. Mutations in the gene appear to be
responsible for the pathogenesis of au-
tosomal recessive juvenile Parkinsonism
(AR-JP), one of the most common familial
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forms of Parkinson’s disease. Parkin ubiq-
uitinates and promotes the degradation
of several substrates, such as CDCrel-1
(cell division control related protein), a
synaptic vesicle-enriched septin GTPase
or the Pael receptor, a putative G protein-
coupled ER transmembrane polypeptide.
It is possible that aberration in the degra-
dation of one of these substrates that
leads to its accumulation is neurotoxic
and underlies the pathogenesis of AR-JP.
However, it should be noted that such
a protein has not been identified with
any certainty. Complicating the situation
is the recent finding that inactivation of
the Parkin gene in mice does not lead to
any symptoms that are even reminiscent
of Parkinson’s disease.

Alzheimer’s disease is characterized
by accumulation/association of ubiquitin
with the phosphorylated form of Tau in
neurofibrillary tangles and senile plaques,
two lesions that are characteristic of the
neuronal abnormalities associated with
the disease. However, the role of Tau
and other putative target proteins in the
pathogenesis of the disease is still not
clear. A more direct, relationship between
the ubiquitin system and pathogenesis of
Alzheimer’s disease was established with
the discovery of a frameshift mutation in
the ubiquitin transcript, which leads to ex-
tension of the molecule with 20 amino
acid residues [Ub(+1)], and, which has
been selectively observed in the brains
of Alzheimer’s disease patients, including
those with late onset, nonfamilial dis-
ease. Ub(+1) is an efficient acceptor for
polyubiquitination, though it cannot be ac-
tivated by E1 (as it lacks the essential G76
residue) and be transferred to a substrate
or to another ubiquitin moiety. The result-
ing polyubiquitin chains are refractory to
disassembly by deubiquitinating enzyme,
in particular, isopeptidase T that requires

for its activity an exposed G76 residue
at the proximal ubiquitin moiety. The
accumulated polyubiquitin chains block
proteasomal degradation, which results in
neuronal apoptosis. Thus, expression of
Ub(+1) in the brain, that increases ap-
parently with aging, can potentially result
in dominant inhibition of the ubiquitin-
proteasome system, leading to accumula-
tion of toxic proteins with neuropathologic
consequences. Since (Ub(+1)) was de-
scribed also in other disorders such as
Down’s syndrome or supranuclear palsy,
it is clear that it is not entirely spe-
cific to Alzheimer’s disease and a major
problem of how the mutation leads to
distinct pathologies in different patients
remains unsolved.

4.3
Cystic Fibrosis

The cystic fibrosis gene encodes the CF
transmembrane regulator (CFTR) that is
a chloride channel. Only a small fraction
of the protein matures to the cell sur-
face, whereas most of it is degraded from
the endoplasmic reticulum (ER) prior to
its maturation by the ubiquitin system.
One frequent mutation in the channel
is �F508. The mutation leads to an au-
tosomal recessive inherited multisystem
disorder characterized by chronic obstruc-
tion of airways and severe maldigestion
due to exocrine pancreatic dysfunction.
Despite normal ion channel function,
CFTR�F508 does not reach the cell sur-
face at all, and is retained in the ER
from which it is degraded. It is possible
that the rapid and efficient degradation
results in complete lack of cell surface
expression of the F508 protein, and there-
fore contributes to the pathogenesis of
the disease.
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4.4
Immune Response and Inflammatory
Disorders

A wide array of immune and inflamma-
tory disorders can be caused by untoward
activation of the immune system central
transcription factor NF-κB. Activation of
the factor stimulates transcription of many
cytokines, adhesion molecules, inflamma-
tory response, and stress proteins, and
immune system receptors. The factor is
activated by the ubiquitin system via a two-
step proteolytic mechanism: (1) limited
processing of the precursor protein p105 to
yield the active subunit p50, and (2) signal-
induced phosphorylation and subsequent
degradation of the inhibitor IκBα that en-
ables translocation of the factor into the
nucleus where it initiates specific tran-
scriptional activity. An interesting case in
that respect involves mutations in NEMO.
Mutations in the protein lead to a series
of diseases that affect the skin, among
them incontinentia pigmenti (IP), hypo-
hidrotic/anhidrotic ectodermal dysplasia,
but also, as expected, immune deficiency.
The immunological and infectious fea-
tures observed in patients result from
impaired NF-κB signaling, including cel-
lular response to LPS, and a variety
of cytokines.

As described above, the HPV evolved
a mechanism for proteolytic removal of
p53 that enables continuous replication
and propagation of the virus under con-
ditions of DNA damage (insertion of
the viral genome into the cellular DNA)
that normally would have ended with
p53-induced apoptosis. Two other viruses
evolved mechanisms that also utilize the
ubiquitin system, here to escape immune
surveillance. In one case, the Epstein-
Barr Virus (EBV) EBV nuclear antigen 1
(EBNA1) persists in healthy virus carriers

for life, and is the only viral protein reg-
ularly detected in all EBV-associated ma-
lignancies, such as Burkitt’s lymphoma.
Unlike EBNAs 2–4 that are strong im-
munogens, EBNA1 is not processed and
cannot elicit a cytoxic T-cell response.
The persistence of EBNA1 contributes,
most probably, to some of the patholo-
gies caused by the virus. An interesting
structural feature common to all EBNA1
protein is a relatively long and unusual
glycine–alanine repeat at the N-terminal
domain of the molecule. These Gly–Ala
repeats constitute a cis-acting element
that inhibits processing of the protein by
the 26S proteasome and subsequent pre-
sentation of potential antigenic epitopes.
Thus, the evolution of the Gly–Ala re-
peat enabled the virus to evade proteolysis
and subsequent presentation to the im-
mune system. An additional interesting
observation involves the pathobiology of
the human cytomegalovirus (CMV). The
virus genome encodes two ER proteins,
US2 and US11, that downregulate the
expression of MHC class I heavy chain
molecules. The MHC molecules are syn-
thesized, transported to the ER where they
are glycosylated, but shortly thereafter, in
cells expressing US2 or US11, are trans-
ported back to the cytosol, deglycosylated,
and degraded by the proteasome follow-
ing ubiquitination. It appears that the viral
products bind to the MHC molecules and
escort\dislocate them to the translocation
machinery where they are transported back
into the cytosol.

Thus, it appears that evolution of many
viruses has involved intimate recognition
with a variety of proteolytic processes.
This enabled the evolution of viral mech-
anisms that enhance the function, via
subversion of the normal proteolytic ma-
chinery, of the viral replication and propa-
gation machinery.
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5
Summary and Outlook

Ubiquitination is involved in the major-
ity of regulated protein degradation in
the cell. For proteolytic purposes, usu-
ally a polyubiquitin chain is assembled
on the protein allowing for tight bind-
ing to the 26S proteasome and efficient
degradation. However, it should be em-
phasized that the process is not a uni-
directional irreversible process and that
ubiquitinated proteins are in a dynamic
state balancing further rounds of ubiqui-
tination, deubiquitination, or degradation
by the proteasome. Ubiquitin-like proteins
have also been found to be regulators of
ubiquitination enzymes, or of intracellular
targeting and localization. Many questions
are still unanswered. Is ubiquitin a strict
requirement for proteasome-dependent
intracellular degradation, or can some
substrates be degraded in an ubiquitin-
independent manner? Furthermore, does
the ubiquitin-proteasome pathway play ad-
ditional nonproteolytic roles, such as pro-
tein remodeling, transcriptional activation
or altering protein–protein interactions or
with nucleic acids?

Because of the central role the ubiquitin
system plays in such a broad array of basic
cellular processes, development of drugs
that modulate the activity of the system
may be difficult. Inhibition of enzymes
common to the entire pathway, such as
E1 or the proteasome, may inhibit many
processes nonspecifically, although at the
right dosage they could affect some targets
more than others. One example in which
such inhibitors have shown to be beneficial
is multiple myeloma, a malignancy that
affects the bone marrow. Alternatively,
development of small molecules that
interfere with the recognition step between
specific E3s and their substrates, or

site-specific inhibitors of deubiquitinating
enzymes may be productive approaches
as well.

See also Alzheimer’s Disease; Motor
Neuron Diseases: Cellular and An-
imal Models; Mucoviscidosis (Cys-
tic Fibrosis), Molecular Cell Biology
of; Oncology, Molecular; Protea-
somes; Protein and Nucleic Acid
Enzymes; Transcription Factor NF-
κB: Function, Structure, Regula-
tion, Pathways, and Applications;
Triplet Repeat Diseases.

Bibliography

Books and Reviews

Amerik, A.Y., Hochstrasser, M. (2004)
Mechanism and function of deubiquitinating
enzymes, Biochim. Biophys. Acta 1695,
189–207.

Glickman, M.H., Ciechanover, A. (2002) The
Ubiquitin-proteasome proteolytic pathway:
destruction for the sake of construction,
Physiol. Rev. 82, 373–428.

Goldberg, A.L., Elledge, S.J. Wade, J. (2001)
The Cellular Chamber of Doom, Scientific
American, January, 68–73.

Hicke, L., Dunn, R. (2003) Regulation of
membrane protein transport by ubiquitin and
ubiquitin-binding proteins, Annu. Rev. Cell
Dev. Biol. 19, 141–172.

Hilt, W., Wolf, D.H. (Eds.) (2000) Protea-
somes: The World of Regulatory Proteolysis,
Eurekah.com/LANDES BIOSCIENCE Pub-
lishing Company, Georgetown, TX.

Pickart, C.M. (2001) Mechanisms of
ubiquitination, Annu. Rev. Biochem. 70,
503–533.

Pickart, C.M., Cohen, R.E. (2004) Proteasomes
and their kin: proteases in the machine age,
Nat. Rev. Mol. Cell Biol. 5, 177–187.

Schwartz, D.C., Hochstrasser, M. (2003) A
superfamily of protein tags: ubiquitin, SUMO



106 Ubiquitin-Proteasome System for Controlling Cellular Protein Levels

and related modifiers, Trends Biochem. Sci. 28,
321–328.

Weissman, A.M. (2001) Themes and variations
on ubiquitylation, Nat. Rev. Mol. Cell Biol. 2,
169–179.

Wolf, D.H., Hilt, W. (2004) The proteasome:
a proteolytic nanomachine of cell regulation
and waste disposal, Biochim. Biophys. Acta
(BBA) – Mol. Cell Res. 1695, 19.

Primary Literature

Bloom, J., Pagano, M. (2003) Deregulated
degradation of the cdk inhibitor p27 and
malignant transformation, Semin. Cancer Biol.
13, 41–47.

Boyd, S.D., Tsai, K.Y., Jacks, T. (2000) An intact
HDM2 RING-finger domain is required for
nuclear exclusion of p53, Nat. Cell Biol. 2,
563–568.

Buschmann, T., Fuchs, S.Y., Lee, C.G., Pan,
Z.Q., Ronai, Z. (2000) SUMO-1 modification
of Mdm2 prevents its self-ubiquitination and
increases Mdm2 ability to ubiquitinate p53,
Cell 101, 753–762.

Chen, Z., Hagler, J., Palombella, V.J., Melandri,
F., Scherer, D., Ballard, D., Maniatis, T. (1995)
Signal-induced site-specific phosphorylation
targets I κ B α to the ubiquitin-proteasome
pathway. Genes Dev. 9, 1586–1597.

Ciechanover, A., Hod, Y., Hershko, A. (1978)
A heat-stable polypeptide component of
an ATP-dependent proteolytic system from
reticulocytes, Biochem. Biophys. Res. Commun.
81, 1100–1105.

Ciechanover, A., Heller, H., Katz-Etzion, R.,
Hershko, A. (1981) Activation of the heat-
stable polypeptide of the ATP-dependent
proteolytic system, Proc. Natl. Acad. Sci. U.S.A.
78, 761–765.

Ciechanover, A., Elias, S., Heller, H., Hershko,
A. (1982) ‘‘Covalent affinity’’ purification of
ubiquitin-activating enzyme, J. Biol. Chem.
257, 2537–2542.

Ciechanover, A., Heller, H., Elias, S., Haas,
A.L., Hershko, A. (1980) ATP-dependent
conjugation of reticulocyte proteins with the
polypeptide required for protein degradation,
Proc. Natl. Acad. Sci. U.S.A. 77, 1365–1368.

Elsasser, S., Chandler-Militello, D., Muller, B.,
Hanna, J., Finley, D. (2004) Rad23 and Rpn10
serve as alternative ubiquitin receptors for the
proteasome, J. Biol. Chem. 279, 26817–26822.

Etlinger, J.D., Goldberg, A.L. (1977) A soluble
ATP-dependent proteolytic system responsible
for the degradation of abnormal proteins in
reticulocytes, Proc. Natl. Acad. Sci. U.S.A. 74,
54–58.

Finley, D., Ciechanover, A., Varshavsky, A. (1984)
Thermolability of ubiquitin-activating enzyme
from the mammalian cell cycle mutant ts85,
Cell 37, 43–55.

Finley, D., Ozkaynak, E., Varshavsky, A. (1987)
The yeast polyubiquitin gene is essential for
resistance to high temperatures, starvation,
and other stresses, Cell 48, 1035–1046.

Finley, D., Bartel, B., Varshavsky, A. (1989) The
tails of ubiquitin precursors are ribosomal
proteins whose fusion to ubiquitin facilitates
ribosome biogenesis, Nature 338, 394–401.

Fraser, J., Luu, H.A., Neculcea, J., Thomas,
D.Y., Storms, R.K. (1991) Ubiquitin gene
expression: response to enviormental changes,
Curr. Genet. 1–2, 17–23.

Galan, J., Haguenauer-Tsapis, R. (1997)
Ubiquitin Lys63 is involved in ubiquitination
of a yeast plasma membrane protein, EMBO
J. 16, 5847–5854.

Geyer, R.K., Yu, Z.K., Maki, C.G. (2000) The
MDM2 RING-finger domain is required to
promote p53 nuclear export, Nat. Cell Biol. 2,
569–573.

Giles, R.H., van Es, J.H., Clevers, H. (2003)
Caught up in a Wnt storm: Wnt signaling in
cancer, Biochim. Biophys. Acta 1653, 1–24.

Glotzer, M., Murray, A.W., Kirschner, M.W.
(1991) Cyclin is degraded by the ubiquitin
pathway, Nature 349, 132–138.

Goebl, M.G., Yochem, J., Jentsch, S., McGrath,
J.P., Varshavsky, A., Byers, B. (1988) The yeast
cell cycle gene CDC34 encodes a ubiquitin-
conjugating enzyme, Science 241, 1331–1335.

Goldknopf, I.L., Busch, H. (1977) Isopeptide
linkage between nonhistone and histone
2A polypeptides of chromosomal conjugate-
protein A24, Proc. Natl. Acad. Sci. U.S.A. 74,
864–868.

Goldstein, G., Scheid, M.S., Hammerling, V.,
Boyse, E.A., Schlesinger, D.H., Niall, H.D.
(1975) Isolation of a polypeptide that has
lymphocyte-differentiating properties and is
probably represented universally in living cells,
Proc. Natl. Acad. Sci. U.S.A. 72, 11–15.

Gong, L., Yeh, E.T. (1999) Identification of the
activating and conjugating enzymes of the
NEDD8 conjugation pathway, J. Biol. Chem.
274, 12036–12042.



Ubiquitin-Proteasome System for Controlling Cellular Protein Levels 107

Gray, D.A., Inazawa, J., Gupta, K., Wong,
A., Ueda, R., Takahashi, T. (1995) Elevated
expression of Unph, a proto-oncogene at
3p21.3, in human lung tumors, Oncogene 10,
2179–2183.

Gross-Mesilaty, S., Hargrove, J.L., Chiechanover,
A. (1997) Degradation of tyrosine amino-
transferase (TAT)via the ubiquitin-proteasome
pathway, FEBS Lett. 405(2), 175–180.

Haas, A.L., Rose, I.A. (1982) The mechanism
of ubiquitin activating enzyme, J. Biol. Chem.
257, 10329–10337.

Haas, A.L., Rose, I.A., Hershko, A. (1981)
Purification of the ubiquitin activating
enzyme required for ATP-dependent protein
breakdown, Fed. Proc. 40, 1691.

Heessen, S., Masucci, M.G., Dantuma, N.P.
(2005) The UBA2 domain functions as an
intrinsic stabilization signal that protects
Rad23 from proteasomal degradation, Mol.
Cell 18, 225–235.

Hershko, A., Tomkins, G.M. (1971) Studies on
the degradation of tyrosine aminotransferase
in hepatoma cells in culture, J. Biol. Chem.
246, 710–714.

Hershko, A., Ciechanover, A., Rose, I.A. (1979)
Resolution of the ATP-dependent proteolytic
system from reticulocytes: a component that
interacts with ATP, Proc. Natl. Acad. Sci. U.S.A.
76, 3107–3110.

Hershko, A., Ciechanover, A., Rose, I.A. (1981)
Identification of the active amino acid residue
of the polypeptide of ATP-dependent protein
breakdown, J. Biol. Chem. 256, 1525–1528.

Hershko, A., Eytan, E., Ciechanover, A., Haas,
A.L. (1982) Immunochemical analysis of the
turnover of ubiquitin-protein conjugates in
intact cells, J. Biol. Chem. 257, 13964–13970.

Hershko, A., Heller, H., Elias, S., Chiechanover,
A. (1983) Components of ubiquitin-protein
ligase system, J. Biol. Chem. 258, 8206–8214.

Hershko, A., Ciechanover, A., Heller, H., Haas,
A.L., Rose, I.A. (1980) Proposed role of ATP
in protein breakdown: conjugation of proteins
with multiple chains of the polypeptide of
ATP-dependent proteolysis, Proc. Natl. Acad.
Sci. U.S.A. 77, 1783–1786.

Hicke, L., Riezman, H. (1996) Ubiquitination of
a yeast plasma membrane receptor signals
its ligand-stimulated endocytosis, Cell 84,
277–287.

Honda, R., Tanaka, H., Yasuda, H. (1997)
Oncoprotein MDM2 is a ubiquitin ligase E3 for
tumor suppressor p53, FEBS Lett. 420, 25–27.

Huang, D.T., Walden, H., Duda, D., Schulman,
B.A. (2004) Ubiquitin-like protein activation,
Oncogene 23, 1958–1971.

Huang, L., Kinnucan, E., Wang, G., Beaudenon,
S., Howley, P.M., Huibregtse, J.M., Pavletich,
N.P. (1999) Structure of an E6AP-UbcH7
complex: Insights into ubiquitination by
the E2-E3 enzyme cascade, Science 286,
1321–1326.

Hunt, L.T., Dayhoff, M.O. (1977) Amino-
terminal sequence identity of ubiquitin and
the nonhistone component of nuclear protein
A24, Biochem. Biophys. Res. Commun. 74,
650–655.

Ivan, M., Kaelin, W.G. (2001) The von Hippel-
Lindau tumor suppressor protein, Curr. Opin.
Genet. Dev. 11, 27–34.

Jensen, D.E., et al. (1998) BAP1: a novel ubiquitin
hydrolase which binds to the BRCA1 RING
finger and enhances BRCA1-mediated cell
growth suppression, Oncogene 16, 1097–1112.

Kishino, T., Lalande, M., Wagstaff, J. (1997)
UBE3A/E6-AP mutations cause Angelman
syndrome, Nat. Genet. 15, 70–73.

Kitada, T., et al. (1998) Mutations in the parkin
gene cause autosomal recessive juvenile
parkinsonism, Nature 392, 605–608.

Klotzbucher, A., Stewart, E., Harrison, D., Hunt,
T. (1996) The ‘destruction box’ of cyclin A
allows B-type cyclins to be ubiquitinated,
but not efficiently destroyed, EMBO J. 15,
3053–3064.

Kovalenko, A., Chable-Bessia, C., Cantarella, G.,
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DNA (genetic or nucleic acid) vaccination
Stimulating an immune response to antigen(s) produced in vivo by cells transfected
with injected expression plasmid DNA.

� In genetic or nucleic acid (DNA or RNA) vaccination, antigenic information
is delivered by in vivo expression of antigen from inoculated vector DNA (or
RNA). Combining different antigen-encoding sequences, modifying their sequence
and/or codelivering them with sequences encoding immune-stimulating factors
(readily achieved through recombinant DNA technologies) strikingly enhances and
modulates the immunogenicity of genetic vaccines and extends the repertoire of
epitopes to which different compartments of the adaptive immune system can be
specifically primed. Large-scale production of DNA vaccines, their formulation and
alternative modes of delivery are currently optimized. Experimental DNA vaccines
have demonstrated efficacy in priming antibody and/or cellular immune responses
that protect against a variety of pathogens or transplantable tumors in animal models.
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Genetic vaccination has therefore become an unrivaled tool in preclinical research.
Although highly attractive in principle, the practical development of DNA vaccination
for clinical applications is at an early and experimental stage, and will have to resolve
different issues before entering widespread use.

1
Principles

1.1
The Emerging Technique of DNA
Vaccination

Active immune prophylaxis (vaccination)
has been undeniably one of the great-
est achievements in medicine. Vaccine
development started centuries ago with
the identification and large-scale produc-
tion of attenuated pathogens. As these
induced only limited clinically apparent
disease after infection but expressed many
of the immunogenic determinants of the
pathogenic strain, they could elicit specific,
protective immunity with a low burden of
clinical disease after deliberate infection.
This vaccination strategy evolved into the
use of defined products of pathogens fea-
sible after their molecular identification,
inactivation (if they displayed a pathogenic
potential like toxins, for e.g.), and formula-
tion (to enhance their often weak intrinsic
immunogenicity).

Genetic (nucleic acid) vaccination is a re-
cently developed immunization technique
in which antigen is expressed in im-
munogenic form (i.e. able to specifically
prime an immune response) from inoc-
ulated nucleic acid fragments containing
antigen-encoding sequences. The nucleic
acid fragments are engineered to effi-
ciently support expression of the respective
antigen(s) in situ. Nucleic acid fragments
used as genetic vaccines can be either plas-
mid DNA (DNA vaccines), or messenger

(m) RNA (RNA vaccines). If cloned into
suitable expression vectors, and delivered
in an appropriate formulation at a suitable
dose by a suitable route, these vaccines
efficiently prime humoral and cellular im-
mune responses to a large spectrum of
protein antigens. The different steps in de-
veloping and testing a DNA vaccine are
outlined in Table 1.

1.2
The Novel Aspect of DNA Vaccination

Genetic vaccination introduced new pros-
pects into the field of vaccinology, which
remain to be fully explored. Antigens pro-
duced in situ from DNA or RNA vaccines
undergo all posttranslational modifica-
tions, such as folding, glycosylation, and
oligomerizations (with host cell-derived
or pathogen-derived molecules). This is
a key issue in eliciting protective, neutral-
izing antibody (B cell) responses to many
pathogens, as these usually bind only con-
formational epitopes. This is difficult to
achieve by recombinant protein vaccines
(expressed in a heterologous source and
subjected to extensive purification proce-
dures), but comparatively easy to achieve
by genetic vaccines. Furthermore, genetic
immunization has been shown to be ex-
ceptionally potent in stimulating cellular
(T cell) responses. Antigenic peptides are
generated from proteins produced from
the DNA or RNA vaccine within a cell
of the host. These can be introduced into



114 Vaccination, Genetic

Tab. 1 The objectives of consecutive steps in DNA vaccination and the issues that have to be
addressed.

Step Objective Issues to be addressed

1. Construction of DNA vaccine • Type of vector
• Selection of antigen, antigenic domains, epitopes
• Choice of costimulator (cytokine) to be codelivered

2. Evaluate antigen expression from
DNA vaccine

• Test amount, integrity, longevity of antigen
expressed from the DNA vaccine in transient
transfection assays

3. Large-scale DNA vaccine
production

• Production and isolation of supercoiled plasmid
DNA on a large scale

• Quality control (quantitative assessment of
contaminants)

• Define storage and shipment conditions

4. Formulation of DNA vaccine • Nonpackaged (‘‘naked’’) plasmid DNA
• Plasmid DNA packaged into liposomes, lipoplexes,

polymers, cationic peptides, aluminum phosphate
• Particle-coated plasmid DNA
• Transformation of bacteria

5. Delivery of DNA vaccine • Intramuscular, subcutaneous, intradermal injection
• Directly ‘‘shooting’’ DNA-coated gold

microprojectiles into cells of the skin or the mucosa
with the ‘‘gene gun’’

• Electroporation
• Oral infection with DNA vaccine-carrying bacteria

6. In vivo expression of antigen from
a DNA vaccine

• In situ production of secreted antigen for priming
antibody responses (humoral immunity)

• Production and processing of antigen to (cross)
prime T-cell responses (cellular immunity)

7. Evaluate the vaccine-induced,
specific immunity

• Follow over weeks postvaccination the specific
serum antibody titers elicited

• Measure numbers and functional properties of
specifically primed CD4 and CD8 T-cell responses

• Test response to boost injections
• Test longevity of specific immunological memory
• Test protective efficacy of the specific immunity

8. Evaluate long-term safety issues • Persistence of integrated plasmid DNA in the
vaccinated individual

• Autoimmune reactions

different processing pathways to gener-
ate presentation-competent major histo-
compatibility complex (MHC) (class I or
class II) molecules, an essential prerequi-
site to prime cellular (T cell) responses.
Modifications introduced into the anti-
gen expressed by a DNA vaccine can

facilitate its processing, thereby enhanc-
ing its antigenicity for T cells. Hence, both
compartments of the specific immune
system can be specifically stimulated by
genetic vaccines.

Large numbers of vaccine candidates
have been identified in different pathogens
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through sequencing of their genomes.
DNA vaccination is an attractive tool
to evaluate this expanding repertoire of
potentially interesting antigens to experi-
mentally identify vaccine candidates, and
to evaluate and modulate their immuno-
genicity. This can be achieved through
either expression library immunization,
or genomic vaccination. DNA vaccines
opened new ways to produce (native, vari-
ant, or chimeric) antigens in heterologous
expression systems including complex,
chimeric antigens that prime multivalent
responses to different proteins of the same
or different pathogens. Genetic vaccina-
tion has been shown to efficiently prime
immune responses to viral, bacterial, par-
asitic, and tumor antigens in informative,
preclinical animal models (including e.g.
mice, rats, woodchuck, pig, rabbit, sheep,
cattle, dogs, monkeys, chimps, fish, and
chicken). Some of these vaccines demon-
strated protective value, that is, either in-
duced specific resistance to pathogens, or
primed immunity that specifically rejected
transplantable tumors. DNA vaccination
contributed to the rational design of ad-
juvants by defining factors that modulate
the immunogenicity and/or the polariza-
tion of an immune response (i.e. the
repertoire of immune effector functions
specifically activated).

Though similar to vaccines based on re-
combinant viruses, genetic vaccination has
distinct advantages. The antigen load de-
livered by a genetic vaccine is restricted
and readily controlled. DNA or RNA vac-
cines do not replicate, thus avoiding the
complications of uncontrolled infections
in immunodeficiency conditions. Many
viral proteins selectively and efficiently
interfere with distinct steps of antigen-
processing pathways that generate and/or
present antigenic peptides. They thereby
inhibit immune responses. This does not

operate in genetic vaccines, which can fo-
cus the response to selected determinants
and exclude suppressive interfering deter-
minants or molecules. This stresses the
value of genetic vaccination as an attractive
candidate for prophylactic or therapeu-
tic immunization against intracellular and
extracellular (viral, bacterial, or parasitic)
pathogens and cancer.

2
Techniques

2.1
Basic Structure of a Eukaryotic Expression
Vector

A ‘‘DNA vaccine’’ is a nonreplicative,
closed circular, double-stranded plasmid
DNA often 2 to 10 kb in size. Plasmids
>10 kb in size are often ineffective as DNA
vaccines. The vector contains 2 units. In
the transcription unit, the target antigen-
encoding sequence is cloned downstream
from appropriate promoter/enhancer se-
quences that control transcription in hu-
man cells. Additional sequences regulat-
ing transcription (e.g. intron sequences,
termination, and polyadenylation signals)
are usually inserted into this unit. The
bacterial backbone is required to produce
the recombinant DNA in bacteria. It con-
tains a bacterial origin of replication and
a prokaryotic selection marker. These se-
quences are not essential constituents of
DNA vaccines as minimal expression con-
structs with a transcription unit (as a
covalently closed, linear DNA fragment)
but no bacterial backbone have been suc-
cessfully used as DNA vaccines. Plasmids
used for DNA vaccination should be de-
signed to minimize chances for integration
into the host cell genome although it
is difficult to exclude integration events.
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Most genetic vaccines are DNA vectors
because work with DNA is easier than
work with RNA. However, successful vac-
cination with antigen-encoding mRNA has
been reported. The half-life of antigen ex-
pression, the persistence of the vaccine
(and the related safety issues), and the in-
trinsic adjuvant effect differ between RNA-
and DNA-based vaccines.

2.2
Increasing the Antigenic Information
Delivered by DNA Vaccines

A key objective in vaccinology is the de-
velopment of multivalent vaccines. This
facilitates acceptance and logistics of the
vaccine, and decreases its cost. It is
furthermore desirable to include differ-
ent antigens of the same pathogen to
increase the chance to prime protec-
tive immunity in an outbred population.
DNA vaccine technology offers different
options to achieve this goal. The tech-
nology comprises expression strategies
that range from the expression of ‘‘mini-
genes’’ encoding only a single epitope
(at the one extreme), to the coexpression
of different, large antigens at stoichio-
metrically defined ratios (at the other
extreme).

Minigenes inserted into DNA vaccines
focus the immune response to only a sin-
gle epitope. This allows selective priming
of a monospecific response, excluding in-
terferences from coprimed and potentially
suppressive (regulatory or immunodomi-
nant) responses. Although an interesting
tool to study the requirements for the in-
duction and regulation of monospecific
immune responses, the approach has lim-
ited practical value. Combining different
minigenes into a single sequence leads
to polytope vaccines. Different short se-
quences encoding only a single epitope

inserted into a DNA vaccine like ‘‘pearls on
a string’’ are coexpressed by these vaccines
that have been shown to successfully prime
multispecific responses in inbred animal
species. By fusing sequences encoding
large antigens (or antigenic domains),
DNA vaccines that produce chimeric anti-
gens can be generated. Such constructs
specifically stimulate multispecific T-cell
responses. Coexpression of different anti-
gens by either polycistronic expression
constructs or bidirectional promoters, or
a combination of both, generates com-
plex expression vectors in which up to
four complete antigens can be coex-
pressed at stoichiometrically defined ratios
in immunogenic form. The large size
of such vectors limits their usefulness
as DNA vaccines. Expression of different
antigens from alternative reading frames
of the same nucleotide sequence is an-
other way to increase the antigenic in-
formation delivered by a DNA vaccine
of limited size. Coinjection of mixtures
of DNA plasmid vectors encoding dif-
ferent antigens can prime multispecific
antibody and T-cell responses. Extreme
cases of mixing different expression plas-
mids are the immunization with mix-
tures of plasmids containing either large
numbers of transcripts generated in ex-
pression libraries, or genomic fragments
representing the complete genome of a
pathogen. These studies showed that as
few as one plasmid in 105 can give rise
to an immune response. Rapidly evolv-
ing strategies for expressing antigens in
DNA vaccines thus cover a broad range,
from a strictly monospecific T-cell re-
sponse, to a single epitope (present in
a minigene), to multispecific T- and B-
cell responses, to epitopes on independent
antigens coexpressed by complex expres-
sion constructs.
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2.3
Strategies to Enhance the Immunogenicity
of DNA Vaccines

Immune responses to DNA vaccines alone
have been weak, especially in humans. To
be immunogenic (i.e. to prime a specific
immune response), an antigen has to be
produced by a DNA vaccine in situ in suffi-
cient quantity with ‘‘costimulatory signals’’
mostly provided by antigen-presenting
cells (APC). DNA vaccines can be designed
to optimize antigen expression (through
the choice of promoter sequences and
optimization of codon usage) in the rel-
evant tissues (secondary lymphoid tissues,
i.e. lymph nodes) by appropriate APCs
(macrophages, B cells, or dendritic cells).
‘‘Costimulatory signals’’ are ligands that
activate receptors expressed by cells of
the innate immune system or APC. Some
of the molecularly defined ‘‘costimulatory
factors’’ are of microbial origin while oth-
ers are produced early in infection as
‘‘danger signals’’ by the host. Codeliv-
ery of such factors is often essential to
prime a specific response, but can some-
times be bypassed by copriming responses
in different compartments of the spe-
cific immune system (e.g. eliciting CD4+
T-cell and CD8+ T-cell responses to differ-
ent epitopes of the same antigen). Here,
the specific interaction of APCs with two
different T-cell subsets allows initiation
of both T-cell responses through mutual
‘‘help.’’

2.3.1 Synthetic Genes
Recently, synthetic genes have been de-
signed with optimized codon usage that
can strikingly enhance translation effi-
ciency of antigens from some vector
constructs. This technology is particularly
interesting for expressing bacterial anti-
gens in eukaryotic cells.

2.3.2 Promoter/Enhancer Sequences
To support optimal translation of the pro-
tein antigen from a DNA vaccine, the
antigen-encoding sequence in the tran-
scription unit has to be inserted down-
stream from strong promoter/enhancer
sequences. Different promoter sequences
can be used to construct effective DNA
vaccines. Viral sequences (e.g. from cy-
tomegalo, papova, or retroviruses), espe-
cially those from the immediate early
region of the human cytomegalovirus
(HCMV), have been favored as they
drive high-level production of proteins in
many cell types. Control sequences from
other viruses (e.g. retrovirus or papova
virus) or bacteria (e.g. borrelia) have been
demonstrated to support high-level anti-
gen expression from DNA vaccines that
efficiently prime humoral and cellular im-
mune responses. Alternatives to this viral
control element have been developed be-
cause interferons (released early in an
immune response) suppress many viral
promoters. Mammalian cell–derived pro-
moter sequences (controlling e.g. desmin,
elongation factor-1α or metallothionein
expression) have therefore been used to
drive antigen production in DNA vaccine.
Attempts to selectively express antigen
from DNA vaccines in APCs (e.g. den-
dritic cells) through tissue-specific pro-
moter/enhancer sequences have been less
successful, presumably because tissue
specificity of expression requires large,
discontinuous sequence elements that are
not yet correctly defined and are difficult
to accommodate into a small DNA vac-
cine plasmid.

2.3.3 Enhancing Transfection Efficiency
of DNA Vaccines
The DNA vaccine has to be delivered to
the cytosol of the cell. The most critical
process in transfection is the transport
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of DNA from the cytosol to the nucleus.
Tagging DNA vector constructs with viral
sequences, or coupling DNA to nuclear
localization signal peptides can facilitate
the delivery of vector DNA to nuclei where
transcription can take place.

2.3.4 Subcellular Targeting of Antigen
Expression
To facilitate B-cell priming (antibody re-
sponses), antigen is usually expressed as
a membrane-anchored or secreted protein
because antibodies recognize cell surface
or extracellular antigens in their native
conformation. Antigens (or its fragments)
should be expressed as intracellular pro-
teins to facilitate T-cell priming because
the T-cell receptor for antigen recognizes
peptides generated by partial proteolytic
degradation of antigens within cells. Anti-
gen produced in the cytosol is degraded by
proteasomes into peptides that are translo-
cated into the endoplasmic reticulum by
specialized transported molecules, where
they are loaded to MHC class I molecules
before trafficking to the cell surface. This is
the prerequisite for priming CD8+ T-cell
responses. Priming CD4+ T-cell responses
is facilitated if antigens (or their anti-
genic fragments or epitopes) are targeted
to a vesicular pathway. This allows their
degradation in a specialized endolysoso-
mal compartment. The generated peptides
are ‘‘loaded’’ to MHC class II molecules
that are transported to the cell surface.
This is a prerequisite for priming CD4+
T-cell responses. Subcellular targeting of
antigen traffic by appropriate engineering
of the DNA vaccine can thus be used to
prime selected compartments of the spe-
cific immune system.

2.3.5 Targeting Antigens to APCs
Uptake of secreted antigen produced
from a DNA vaccine can be targeted to

professional APCs to enhance its immuno-
genicity. This can be achieved by fusing
the antigen-encoding sequence to a lig-
and of a receptor expressed (preferentially
or exclusively) by APCs. Ligands bind-
ing CD58, CD40, or CD80/CD86 have
been used for this purpose. Such strate-
gies also facilitate uptake of antigen by
APC through receptor-mediated endocy-
tosis, an efficient way to deliver antigen
directly to some antigen-processing com-
partments. Similarly, antigen released at
the site of DNA vaccine inoculation can be
targeted to lymph nodes (the site of prim-
ing of immune responses) by fusion with
CD62L (L-selectin) that binds to a receptor
selectively expressed by high endothelia of
venules of these tissues.

2.3.6 Codelivery of Antigen with
Immune-stimulating/modulating
Cytokines and Chemokines
Short-range humoral mediators regulate
most steps of the immune response, that
is, specific activation (priming), clonal ex-
pansion, effector cell differentiation, and
memory cell generation. The factors ex-
ert their function in situ in a paracrine
or autocrine manner at the right site (of-
ten in synapse-like contact areas between
cells) at the right time (often as a short
pulse at a critical stage of the process)
in the right dose (often at very low con-
centrations). It is difficult to develop a
DNA vaccine that codelivers a cytokine or
chemokine signal together with the anti-
gen and can fulfill all these requirements.
Nevertheless, many cytokines have been
reported to enhance priming of humoral
and/or cellular immune responses when
codelivered with DNA vaccines. In addi-
tion to enhancing the immunogenicity of
an antigen, codelivered cytokines mod-
ulate the spectrum of immune effector
functions that are specifically stimulated.
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Cytokines reported to enhance and mod-
ulate DNA vaccine-induced immune re-
sponses include GM-CSF, IL-2, IL-15, IL-6,
interferon-α, IL-10, or IL-12/IL-23. Expres-
sion plasmids encoding chemokines act as
strong adjuvant for eliciting Th1-derived
immunity when inoculated together with
DNA vaccines. In these experimental set-
tings, cytokines were codelivered by DNA
vaccines as fusion constructs with the
antigen, as plasmid mixtures, or as poly-
cistronic constructs. Delivery of cytokines
or chemokines (that are autoantigens) by
DNA vaccination can prime autoreactive
immune reactivities that neutralize the
bioactivity of these factors. Repeated ad-
ministration of DNA vaccines containing
chemokine-encoding genes inhibited the
development and progression of arthritis
through the development of chemokine-
neutralizing autoantibodies, even when
administered after the onset of disease.
However, the appearance of autoantibod-
ies binding cytokines or chemokines is also
a regular phenomenon in many chronic
infections. It is unexpected that such a
wide variety of cytokines with very differ-
ent modes of action enhance priming of
specific immunity by DNA vaccines. It is
uncertain whether the reported findings
have general validity for vaccination pro-
tocols in species other than the mouse.
However, they certainly provided informa-
tion on the molecular basis of ‘‘adjuvant
effects’’ that until recently were largely
empirically defined.

2.3.7 Codelivery of Transcription Factors
Proteins produced from DNA vaccines by
transfected cells can include transcrip-
tion factors or antiapoptotic molecules.
An example is the codelivery of inter-
feron regulatory factors (IRFs). Using an
experimental DNA vaccination model, it

was shown that IRF-3 had good activ-
ity for T cells, IRF-7 had good activity
for both antibody and T cells, and IRF-1
had good activity for antibody. This opens
a new field of manipulating intracellular
signaling pathways to induce, enhance, or
modulate inflammatory reactions to cre-
ate a supportive milieu for the initiation
of an adaptive immune response. A fur-
ther option is to extend the life span
of antigen-bearing APCs by codelivering
antiapoptotic signals that prolong the pe-
riod they can specifically stimulate T-cell
responses. These strategies target the dif-
ferentiation and the functional life span
of APC, the key regulators at the interface
between the innate and adaptive immune
system that regulate priming, magnitude,
and polarization of an immune response.

2.3.8 CpG-containing
Oligodeoxynucleotides(ODN)
Motifs in DNA sequences containing cyto-
sine/guanine (CpG) nucleotides flanked
by 2 to 3 other nucleotides exert po-
tent immune-stimulating signals through
binding to the toll-like receptor (TLR) 9.
Such motifs are present in many plasmid
DNAs used for genetic immunization. It
has been proposed that they provide a crit-
ical contribution to the immunogenicity of
these constructs. This is not supported by
the observation that TLR9-deficient mice
are perfectly able to respond to DNA vac-
cines. The role of CpG-containing motifs
in the immunogenicity of DNA vaccines is
thus unresolved.

2.3.9 Stress Proteins
Heat shock or stress proteins (hsp) have
been incorporated into DNA-, protein-, or
peptide-based vaccines as either antigens,
chaperones, or adjuvant. T- cell reactiv-
ities to many bacterial and protozoan
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pathogens (e.g. mycobacteria, chlamydia,
yersinia, malaria plasmodia, or leishma-
nia) are directed against hsp epitopes. An
immunogenicity-potentiating role of hsp
is apparent in DNA vaccines in which anti-
gen and hsp molecules are linked, either
by fusing sequence encoding antigens to
hsp-encoding sequences, or by fusing hsp-
capturing domains to antigen-encoding
sequences. This strikingly enhances the
potency of the vaccine to elicit, for ex-
ample, tumor-rejecting T-cell responses
indicating a potent adjuvant effect of
hsp molecules.

2.3.10 Copriming Specific ‘‘Help’’
DNA vaccines can deliver large protein
antigens that either contain naturally or
are engineered to contain epitopes that
stimulate CD4+ T-cell ‘‘help.’’ This specific
T-cell reactivity can ‘‘help’’ prime either
B cells (enhancing antibody responses),
or CD8+ T cells (cell-mediated cytolytic
and/or cytokine response). This has been
used to increase the potency of DNA
vaccines for priming antibody or cytotoxic
T-cell responses.

2.4
Production and Quality Control of DNA
Vaccines

Traditional production methods used so-
phisticated methodology to separate DNA
from contaminating organic components.
In contrast, new processes for manu-
facturing plasmid DNA pharmaceuticals
have been significantly improved and are
shorter but also fulfill established GMP
(good manufacturing practices) guidelines.
The core elements used in manufactur-
ing and quality control are nearly identical
(generic) for plasmids <10 kb in size, but
require modifications for the manufac-
turing and formulation process of larger

plasmids. The first step in plasmid pro-
duction is the stable transformation of a
defined Escherichia coli host strain with
the plasmid DNA vector, followed by cul-
tivation in a bioreactor, alkaline lysis of
the bacterial biomass, followed by several
filtration and chromatography steps to ob-
tain DNA pharmaceuticals of the required
quality. The most important requirements
for the plasmid purification process are:

1. separation of plasmid DNA from sub-
stances derived from the DNA isolation
process or the bacterial host cell;

2. purification of the ‘‘supercoiled’’ (ccc)
form from other plasmid DNA forms
to obtain a homogeneous product; and

3. protection of the ccc form throughout
the manufacturing, formulation, stor-
age, and delivery process.

2.4.1 Quality Control and Safety
in Plasmid DNA Vaccine Production
Plasmid DNA quality depends on man-
ufacturing, storage, and application. Its
safety depends on vector construction,
characterization, and testing by toxicol-
ogy before clinical trials. These parameters
are well defined but subjected to ongoing
improvements regarding analytical tech-
niques. Table 2 shows relevant quality
control tests for in-process-control (IPC)
and product release. A safe, state-of-the-art
manufactured, well-controlled product is
usually requested, the relevant guidelines
for the specification for clinical mate-
rial are currently subject to continuous
improvements.

2.4.2 Plasmid Identity
Plasmid DNA is tested for identity by di-
gestion with a panel of restriction enzymes
followed by agarose gel electrophoresis
(AGE) to determine the length of the di-
gestion fragments obtained. These have to
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Tab. 2 Important physical and microbial specifications for quality assurance and quality control of
plasmid DNA vaccines.

Test Analytical method

1. DNA concentration UV Absorption (260 nm)
2. General purity UV Scan (220–320 nm)
3. Homogeneity (ccc content) CGE (capillary gel electrophoresis)
4. Purity (visible) Visual inspection
5. Purity (genomic DNA) Agarose gel (visual); Southern blot, Quantitative

PCR
6. Purity (RNA) Agarose gel (visual); fluorescence assay,

quantitative PCR
7. Purity (protein) BCA test
8. Purity (LPS) LAL test
9. Purity (microorganisms) Bioburden test; sterility test

10. Identity (vector structure) Restriction fragment lengths conforms to reference
in AGE (3–4 enzymes)

11. Identity (sequence) Sequencing (double strand)

Notes: AGE: agarose gel electrophoresis; BCA: Bicinchoninic acid; ccc: covalently closed circular or
supercoiled; CGE: capillary gel electrophoresis; LAL: Limulus amebocyte lysate;
LPS: lipopolysaccharide.
Source: Schleef, M., Schmidt, T. (2004) Animal-free production of ccc-supercoiled plasmids for
research and clinical applications, J. Gene Med. 6, S45–S53.

conform to the calculated lengths of the
fragments. The nucleotide sequence of the
plasmid is determined by sequencing the
plasmid DNA.

2.4.3 Animal-free DNA Production
Because RNA from E. coli is the major
contaminant of the plasmid DNA pro-
duced, a typical and critical process in its
purification is usually the treatment with
ribonucleases (e.g. RNase A from bovine
pancreas) to destroy RNA molecules. Cur-
rent pharmaceutical DNA manufacturing
technology avoids bovine RNase treatment
to increase the quality of the product, even
in large-scale production of GMP-grade
DNA. To ensure product purity and safety,
no enzymes should be used in the pu-
rification and cultivation processes that
thus should be carried out without animal-
derived substances.

2.4.4 Genomic DNA
A major impurity in plasmid DNA prepa-
rations is chromosomal and genomic DNA
(gDNA) from plasmid-producing bacterial
cells. The most critical step is alkaline
lysis, in which gDNA as well as plas-
mid DNA are denatured by alkaline pH
shift. As chromosomal DNA is extremely
sensitive to shearing, this can result in
its fragmentation. Some gDNA fragments
can migrate as distinct bands in AGE while
smaller fragments can be detected as unde-
fined smears in overloaded AGE analyses.
Sensitive assays, for example, Southern
blot hybridization or quantitative PCR, are
often used to quantify gDNA contamina-
tion. While contaminations of gDNA in
plasmid DNA preparations were often in
the range of 5 to 10% in the past, novel
purification technologies allowed a signif-
icant reduction.
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DNA species must be completely re-
moved from the manufacturing environ-
ments at product change. This aspect of
changeover is important if different DNAs
are produced within the same facility.

2.4.5 Host Cell Impurities
Host cell–derived contaminants (e.g. pro-
teins, RNA, lipopolysaccharides) should
be reduced to minimal concentrations in
the plasmid DNA purification process.
Proteins can be detected by colorimet-
ric assays. Quantification of residual RNA
is performed by fluorescence assays after
digestion of plasmid DNA with DNase.
Lipopolysaccharides can be detected in the
Limulus polyphemus lysate assay. A strik-
ing reduction of these impurities has to be
achieved before the manufactured DNA
can be used in research or clinics.

2.4.6 Importance of Supercoiled Forms
Structural homogeneity of plasmid DNA
is usually determined by AGE. Different
forms of plasmid DNA with an identical
nucleotide sequence are present within a
given DNA preparation from E. coli cells
and can be assigned to different AGE
bands. However, the assignment of bands
to different plasmid topologies is compli-
cated because the electrophoretic mobility
of plasmids of different shapes changes
with the electrophoretic operating condi-
tions. In addition, the quantification of
DNA plasmid forms based on signal in-
tensity of stained bands in AGE may not
be reliable due to nonlinear responses. It
is well known that typically only one band
(the ccc form) is observed when only a
small amount of plasmid DNA is applied to
AGE while two prominent bands (ccc and a
slower migrating, nicked, open (oc) form),
are usually revealed by standard AGE. Cap-
illary gel electrophoresis (CGE) allows the

identification and more reliable quantifica-
tion of all forms of plasmid DNA. CGE is
performed using thin (diameter 100 µm),
coated capillaries with a length of 40 to
60 cm, filled with a liquid polymer, for ex-
ample, a solution of hydroxypropylmethyl-
cellulose. Electrophoretic separation takes
place by applying a high 5 to 30 kV voltage
followed by high-resolution detection us-
ing special intercalating dyes. This allows
quantitative detection of all plasmid forms
by laser-induced fluorescence. This auto-
mated system offers high reproducibility,
reliable quantification, and short analysis
time. In contrast to AGE, quantification
of plasmid forms by CGE is possible in
a wide range of linearity and needs only
50-ng plasmid DNA.

The ccc plasmid topology is the most
compact structure and is expected to be
the most active topology. Other plasmid
topologies also appear often and have to
be eliminated from the product. If one
strand is broken (nicked), the oc form re-
sults. This is caused either naturally by
processes within the plasmid-producing
bacteria or during processing (enzymatic
or mechanic degradation) of the biomass.
Linear forms are generated if both strands
are cleaved once at approximately the same
position. In addition, plasmids may appear
as oligomeric forms (e.g. concatemers) de-
tectable in different topologies (Fig. 1a,b).
The only intact, nondamaged form is the
ccc supercoil DNA because linear forms
and oc forms are randomly damaged at dif-
ferent gene locations and may be inactive if
promoter- or antigen-encoding regions are
destroyed. Any process development must
therefore be subjected to IPC systems to
assess the characteristics of the produced
plasmid molecules. In particular, methods
are required for obtaining supercoiled ccc
plasmid DNA in pure form.



Vaccination, Genetic 123

30

(a)

(b)

20

A

B

C

D

E

F

10

F
lu

or
es

ce
nc

e/
R

F
U

0
20 25 30 35

ccc monomer linear monomer oc monomer

ccc dimer linear dimer oc dimer

(A) (C) (E)

(B) (D) (F)

(c)

0 10 20 30 40 50

Migration time, tmig
[min]

Migration time, tmig
[min]

Migration time, tmig
[min]

30

25

20

15

10

5

0

F
lu

or
es

ce
nc

e/
R

F
U

ccc monomer

ccc dimer

oc forms

0 10 20 30 40 50

40

25

35

30

20

15

10

5

0

F
lu

or
es

ce
nc

e/
R

F
U

ccc monomer

ccc dimer

oc forms

Reference Lyophilized

Fig. 1 (a) Electropherogram indicating
individual peaks of (b) various plasmid
topologies, (c) visualized in the corresponding
graph (a and b from Schleef, M., Schmidt, T.
(2004) Animal-free production of ccc-supercoiled
plasmids for research and clinical applications, J.
Gene Med. 6, S45–S53). The comparison of the

plasmid topology pattern in DNA before
(reference) and after lyophilization indicated no
difference ((c) from Schmidt, T., Voß, C.,
Schleef, M. (2005) From Bulk to Delivery:
Plasmid Manufacturing and Storage, in:
Schleef, M. (Ed.) Plasmid Pharmaceuticals,
Wiley-VCH, Weinheim).
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2.5
Stability of DNA Vaccines

Manufacturing, formulation, storage, and
application of DNA vaccines should be easy
and cost efficient. Physical and chemical
stability of plasmid DNA is required for
DNA-based pharmaceuticals that can be
stored, shipped, and applied even under
critical environmental conditions. DNA
delivery sometimes requires protection
of the active pharmaceutical ingredient,
which is an issue of DNA formulation.

2.5.1 Storage Stability of Plasmid DNA
Recent studies have shown alterations of
plasmid DNA stored at different tempera-
tures (e.g. −80, −20, or +4 ◦C) over 13 to
30 months. Plasmid DNA stored at −20 or
−80 ◦C shows no degradation of the intact
ccc into the damaged oc form. In contrast,
ccc plasmid DNA stored at +4 ◦C is de-
graded into damaged oc and linear forms
within months. Hence, storage conditions
are critical to maintain the bioactivity of
plasmid DNA pharmaceuticals. An at-
tractive option in plasmid DNA storage
and shipment is lyophilization, a tech-
nology often applied to other vaccines or
pharmaceuticals. Although lyophilization
of plasmid DNA has been accompanied
by damage to its ccc supercoil topol-
ogy and insufficient reconstitution, recent
improvements in lyophilization could be
shown not to damage ccc supercoil plas-
mid DNA (Fig. 1c).

2.5.2 Stability in Plasmid Vector
Applications
Very little is known about the in vivo fate
of a formulated DNA vaccine after its
injection. Complexing DNA with cationic
agents provides some physical protection
in vivo but raises the question whether
plasmid topology is maintained during

formulation. This can be determined by
CGE analysis of small samples reextracted
from the complexes.

2.6
Delivery of DNA Vaccines

DNA vaccines can be delivered either
as nonpackaged (‘‘naked’’) plasmid DNA,
or as formulated or ‘‘packaged’’ plasmid
DNA. A single (intramuscular, subcuta-
neous, or intradermal) injection of a fairly
high dose (50–100 µg/mouse) of ‘‘naked’’
plasmid DNA into mice usually primes
an immune response. Unfortunately, this
is not reproducible in other species, in-
cluding man. Many formulations have
therefore been used to formulate plasmid
DNA in an effort to facilitate in vivo its
half-life, its transfection efficacy, and the
expression of an immunogenic product
from the vector. These included incorpora-
tion into cationic liposomes, virosomes or
lipoplexes; binding to cationic polymers,
peptides or proteins; mixing with alu-
minum phosphate; in vivo electroporation;
or treatment with chloroquine (to reduce
plasmid DNA degradation in an acid en-
dolysosomal compartment after uptake).
Plasmid DNA vaccines can be introduced
into invasive bacterial cells (from strains
that are used for vaccination). Following
infection after oral vaccination, the DNA
vaccine is directly delivered to the cell. An-
other promising delivery technique is a
biolistic system in which DNA-coated gold
microprojectiles are directly propelled into
cells in the living animal (‘‘gene gun’’).
This technique has been successful in ge-
netic vaccination of many animal species,
and has been employed in clinical trials.
The plethora of alternatives in this rapidly
evolving field of delivery techniques is an
indicator that the issue is not yet resolved
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in a practical way. This is a major draw-
back in introducing this technique into
clinical practice.

2.6.1 Combining DNA Vaccines
and Protein Vaccines
Traditional protein antigen vaccines and
DNA vaccines can be combined. Protein
antigens and DNA vaccines emulsified
together in aluminum phosphate can
prime multivalent immune responses to
both components of the vaccine. DNA
vaccines, delivered as a complex with
antigenic, cationic peptides, or proteins
can prime immune responses to epitopes
in the DNA vaccines and in the cationic
antigens. These preliminary data suggest
that DNA vaccines could be a part of
multicomponent vaccines.

2.6.2 Routes of DNA Vaccine Delivery
Similar to the many formulation protocols,
many different routes of plasmid DNA de-
livery have been described. These include
intramuscular, subcutaneous, or intrader-
mal injection of ‘‘naked’’ or formulated
plasmid DNA, or intradermal and mu-
cosal delivery of plasmid DNA by the gene
gun. Finding a reliable, easy, safe, and ac-
cepted route for delivering DNA vaccines
in clinical practice is a high priority in
the field.

3
Applications

3.1
Priming Immune Responses by DNA
Vaccination

DNA vaccines effectively prime and boost
immune responses, which is evident by
the generation of specific (B and/or T cell)
reactivity and/or the specific induction of

protective memory against pathogens. An
immune response primed by a conven-
tional (e.g. protein-based) vaccine can be
boosted by DNA vaccination. A response
primed by DNA vaccination can be boosted
by alternative vaccine formulations of the
relevant antigen (e.g. a protein antigen or a
recombinant virus), a protocol apparently
eliciting superior protective immunity to
some clinically important pathogens. Most
experimental studies have been performed
on the mouse, in which immune re-
sponses can be readily primed by different
DNA vaccination protocols and in which
many specific readout assays are available.
In contrast, DNA vaccination had mixed
successes in species other than the mouse,
including man.

3.1.1 Priming T-cell Responses
In contrast to most alternative vaccines,
DNA vaccines are particularly potent in
priming MHC class I-restricted CD8 T-
cell responses and MHC class II-restricted
CD4 T-cell responses. Priming CD8 T-
cell responses by genetic vaccination can
be indirect or direct. Antigens produced
from a DNA vaccine by transiently trans-
fected cells (myocytes, keratinocytes) seem
to be transferred to professional APC that
present their epitopes in an immuno-
genic way. This indirect way of antigen
expression, processing, and presentation
is called cross-priming. In contrast, resi-
dent dendritic cells (DC) in the targeted
tissue may be directly transfected by a
DNA vaccine and process the antigen it
produces for immunogenic presentation.
Direct priming may operate after intrader-
mal delivery of low amounts of plasmid
DNA with the gene gun. It is complicated
by the finding that resident DC usually
are immature and tend to elicit tolerogenic
or regulatory rather than effector/memory
T-cell responses. Engineering antigenic
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constructs in DNA vaccines to target APC
in lymph nodes, codelivery of factors that
enhance their immunogenicity, and an in-
crease of antigenic information they carry
offer attractive prospects for optimizing
potent T cell–stimulating vaccines. DNA
vaccination could prime T-cell responses
to nonstructural viral antigens that support
cross-strain protection, and could override
nonresponder status. The exceptional po-
tency of DNA vaccines to elicit specific
T-cell responses has generated the hope
that it might contribute to solve some
major current health issues, such as the de-
velopment of vaccines to be used against,
for example, HIV, mycobacteria, papillo-
maviruses, or cancer.

3.1.2 Priming B-cell (Antibody)
Responses
DNA vaccines expressing secreted anti-
gen readily prime antibody responses. In
mice, injection of a high dose of a DNA
vaccine induces high titers of specific
IgG2a antibodies (indicating Th1 prim-
ing), while injection of a low dose of
the same DNA vaccine induces preferen-
tially specific IgG1 antibodies (indicating
Th2 priming). Antibody responses have
been elicited after DNA vaccination to
subdominant (cryptic) epitopes of antigen
fragments that were difficult to detect by
conventional vaccination strategies. In situ
production of native antigen with all post-
translational modifications allows priming
of neutralizing antibodies to conforma-
tional epitopes that are usually CD4 T-cell
‘‘help’’-dependent.

3.2
DNA Vaccination as an Experimental Tool

Expression library immunization is a DNA
vaccine–based tool to identify vaccine
candidates out of a large number of

gene products expressed by a pathogen.
Although its usefulness has only been
demonstrated in a few systems, it may
gain in interest as more genomes of
pathogens are sequenced. Owing to the
ease of deleting or recombining fragments
of open reading frames, DNA vaccines
are furthermore useful in identifying anti-
genic domains or epitopes of complex
antigens. Once identified, these antigenic
determinants can be combined into poly-
valent, chimeric vaccines that contain
immunodominant domains from differ-
ent antigens and/or different pathogens.
The selective incorporation of an antigenic
domain or epitope into a DNA vaccine
has been used to generate monospecific
immunological probes, either monoclonal
antibodies, or T-cell clones.

3.3
Potential Advantages of DNA Vaccination

Genetic vaccination can provide long-lived
immunity, and multivalent vaccines can
be given by a single inoculation. As
DNA vaccines to different pathogens are
produced using similar or identical generic
production techniques, the development
of formulation, delivery, and safety issues
are greatly simplified. A particular feature
of DNA vaccination is its exceptional
potency to prime T-cell responses. DNA
vaccines have been shown to override
low responder status in preclinical animal
models to subdominant T-cell epitopes. It
can prime T cells to nonstructural virus
proteins, thereby extending the repertoire
of vaccine candidates that can be used
to control virus infections. Priming T-
cell immunity to (nonvariant) internal
viral antigens can establish cross-strain
protection against pathogenic viruses, a
goal difficult to obtain with conventional
vaccines that rely on the induction of
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neutralizing antibody responses against
variant envelope proteins. Newborn mice
immunized with DNA vaccines develop
balanced Th1/Th2 immune responses.
DNA vaccination is thus an attractive
option to prime antiviral Th1 immunity in
neonates or young children, overcoming
the bias for specific tolerance induction
of the neonatal immune system. Hence,
this type of vaccine may have advantages
for protection early in life, an objective
difficult to achieve with most conventional
vaccines currently available.

4
Perspectives

4.1
Achievement and Unresolved Issues
of the Technology

The technology introduced only a decade
ago has made striking progress in vec-
tor design, large-scale DNA production,
and optimizing the antigenic information
and the immunogenicity of antigens, their
domains or selected epitopes. Major unre-
solved issues are the efficient delivery of
the vaccine in man and the critical assess-
ment of safety issues. While the former
needs an easy, safe, and reliable technique
soon, the latter will only be resolved with
clinical experience accumulating over ex-
tended time spans.

4.2
Preclinical and Clinical Trials that Test
Potential Applications of DNA Vaccination
in Clinical Practice

In informative preclinical animal mod-
els of infectious diseases, DNA vaccina-
tion proved effective as a prophylac-
tic vaccine against a broad spectrum

of pathogens including, for example;
influenza, malaria plasmodia, leishmania,
mycobacteria, simian immunodeficiency
virus, papilloma virus, and herpes viruses.
Even more challenging is the development
of therapeutic vaccines against HIV, hep-
atitis B and C virus, and malaria plasmodia
or mycobacteria. DNA vaccine-based spe-
cific immunotherapy protocols against
these and other pathogens that cause
chronic infection are under investigation
in various informative animal species.

The specific immunotherapy of cancer
relies on induction of efficient cellular
immunity to tumor-associated antigens
by therapeutic vaccination. Because it
efficiently primes T cells, DNA vaccination
has played a prominent role in designing
treatment schemes for the treatment of
growing tumors in preclinical models.

DNA vaccination primes potent Th1 im-
munity. An established Th2 bias of an
immune response can be specifically con-
verted into a Th1 phenotype by boosting
with the relevant antigen in conjunction
with a strong Th1-driving stimulus. DNA
vaccination has been successfully used in
a preclinical model to specifically sup-
press established allergy by converting the
pathogenic Th2 response into a harmless
Th1 response.

These are some of the many potential ar-
eas of interest where DNA vaccination may
find clinical applications. Clinical trials us-
ing either DNA vaccination alone, or DNA
vaccine priming and boosting with recom-
binant viruses have been initiated. These
include vaccination of uninfected volun-
teers to assess safety and immunogenicity,
and therapeutic vaccination of chroni-
cally infected or cancer-bearing patients
to assess safety and therapeutic efficacy.
An infectious disease targeted with high
priority is AIDS caused by the human
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immunodeficiency virus (HIV). DNA vac-
cines containing >20 CD8 T cell–defined
epitopes (polytope vaccines) of HIV, its
envelope (gp160, gp40, gp120) protein or
its antigenic fragments, its nucleocapsid
gag (p17, p24), a fusion protein containing
gag and polymerase, or its small regula-
tor proteins (tat, nef) from different HIV
clades have been tested in Phase I clini-
cal trials using different formulations and
different constructs, sometimes with se-
lected cytokine adjuvants (e.g. IL-2). In
addition, some clinical trials have been
initiated to assess the efficacy of DNA-
based vaccination for the specific control
of herpes viruses; human papilloma virus,
Ebola virus; Plasmodium falciparum (caus-
ing malaria), or mycobacteria. The thera-
peutic value of DNA vaccines is currently
tested in melanomas, renal and prostate
cancers, hepatocellular carcinoma, chronic
lymphatic leukemia, and colon cancer. It
is expected that these studies will generate
a wealth of information on the safety, im-
munogenicity, and therapeutic efficacy of
DNA vaccination strategies.

4.3
Risks and Safety Issues Raised by DNA
Vaccination

Only limited experience on the long-
term safety of DNA vaccination has
been derived from preclinical animal
models and their validity for the critical
assessment of the risks under clinical
conditions is uncertain. The following
potential risks of DNA vaccination have
been discussed.

Integration of plasmid DNA into cod-
ing or regulatory sequences of cellular
DNA could lead to insertional mutagene-
sis. It is conceivable that insertion into the
genome of the germline could occur as a

rare event. The integrated ‘‘foreign’’ DNA
could contribute to tumor development by
activating oncogenes, inactivating tumor
suppressor genes, or inducing chromoso-
mal instability through the induction of
chromosomal breaks or rearrangements.
DNA vaccines usually produce only low
amounts of antigen that may induce low
zone tolerance rather than immunity. This
possibility has not been verified experi-
mentally up to now. In contrast, it has
been shown that DNA vaccine-primed
responses that were undetectable post-
priming could be readily boosted. Some
DNA vaccines were exceptionally potent
raising the concern that they could induce
autoimmunity specific for either codeliv-
ered, autologous costimulator molecules
(cytokines, chemokines), or for the trans-
fected cell. As autoantibody responses
against cytokines regularly occur during
tissue damage in the course of chronic
infections, it is uncertain whether this
is a complication typical for DNA vacci-
nation. Anti-DNA antibodies have been
only rarely induced by DNA vaccines in
experimental animal models. As the in
vivo transfection of cells by injected plas-
mid DNA of the vaccine is not controlled,
and destructive Th1 immune responses
are elicited, immune-mediated tissue le-
sions could occur. Whether this is an
advantageous (deleting genetically altered
cells) or deleterious event is uncertain.
Antibiotic resistance genes are usually
transferred with the DNA vaccine, but the
stable induction of this resistance in vac-
cinated individuals is an unlikely event
because resistance genes are expressed
under prokaryotic promoter control in the
bacterial backbone, and not expected to be
expressed at high levels for extended peri-
ods of time by human cells. Furthermore,
most of the antibiotics used for selection
are not of clinical importance.
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A., Pudollek, H.-P., Hauser, H., Schirmbeck,
R., Reimann, J. (1998) Polyvalent vaccination
against hepatitis B surface and core antigen
using dicistronic expression plasmids, Vaccine
16, 353–360.

Yasutomi, Y., Robinson, H.L., Lu, S., Mustafa,
F., Lekutis, C., Arthos, J., Mullins, J.I.,
Voss, G., Manson, K., Wyand, M., Letvin,
N.L. (1996) Simian immunodeficiency virus-
specific cytotoxic T-lymphocyte induction
through DNA vaccination of rhesus monkeys,
J. Virol. 70, 678–681.

Youssef, S., Maor, G., Wildbaum, G., Grabie, N.,
Gour, L.A., Karin, N. (2000) C-C chemokine-
encoding DNA vaccines enhance breakdown
of tolerance to their gene products and treat
ongoing adjuvant arthritis, J. Clin. Invest. 106,
361–371.

Zhang, J., Silvestri, N., Whitton, J.L., Hassett,
D.E. (2002) Neonates mount robust and
protective adult-like CD8+ T-cell responses to
DNA vaccines, J. Virol. 76, 11911–11919.





135

Vaccine Approaches
for Protection Against HIV

Stephen M. Smith1, Mahender Singh1, and Kuan-Teh Jeang2

1Saint Michael’s Medical Center & New Jersey Medical School, Newark, NJ,
USA
2Laboratory of Molecular Microbiology, NIAID, NIH, Bethesda, MD, USA

1 Introduction 136

2 Immune Responses Elicited by Viruses and Vaccines 137

3 Challenges to HIV-1 Vaccine Development 139

4 Vaccine Development Stages 140
4.1 Preclinical Phase 140
4.2 Human Trials 142

5 Animal Models 142

6 Vaccine Approaches 144
6.1 Inactivated Virus 144
6.2 Virus Subunit 145
6.3 Live-attenuated Virus 146
6.4 Viral and Bacterial Vectors 146
6.5 DNA Vectors 147

7 Conclusion 148

Bibliography 148
Books and Reviews 148
Primary Literature 149

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 15
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30652-8



136 Vaccine Approaches for Protection Against HIV

Keywords

AIDS
Acquired immunodeficiency syndrome.

CTL
Cytotoxic T lymphocytes; a type of white blood cells that can kill cells infected
with viruses.

DNA
Deoxyribonucleic acid.

HIV
Human immunodeficiency virus.

SIV
Simian immunodeficiency virus.

Vaccine
An agent that stimulates an immune response in the body in order to prevent
future infection.

� Human immunodeficiency virus/acquired immunodeficiency syndrome (HIV/
AIDS) has reached pandemic proportions globally. Currently, there are approximately
40 million individuals infected with HIV-1. The most likely solution for this disease
is a preventive vaccine that can be distributed worldwide. Despite intense efforts,
the development of a vaccine against HIV has not been realized. Here, we review
the challenges that have impeded progress and the approaches that are currently
under consideration. Vaccination results from human trials and animal models are
also discussed.

1
Introduction

The first cases of Acquired Immunodefi-
ciency Syndrome (AIDS) were described
in homosexual men in the United States

in 1981. Within three years after the
initial reports, French and American sci-
entists confirmed that the causative agent
for AIDS was a retrovirus, the human
immunodeficiency virus (HIV). Today,
more than 20 years later, over 20 million
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individuals have died of AIDS; and in 2004,
approximately 40 million people globally
are infected and living with HIV-1.

The worldwide trend for HIV/AIDS is
not encouraging. In 2003 alone, 3 million
individuals became newly infected with
HIV-1 in sub-Saharan Africa; an ad-
ditional 1 million new cases of HIV-1
infection emerged in Asia. Even in de-
veloped nations, HIV-1 infection remains
on the rise. Today, more than 950 000
and 580 000 individuals in the United
States and Western Europe, respectively,
are seropositive for HIV-1. New advances
in the treatment and prevention of HIV-
1 also appear to be insufficient to halt
the spread of HIV-1. The United Na-
tions estimate that only 7% of people in
developing countries have access to an-
tiretroviral treatment, and that only 20%
of people worldwide are reached by HIV-1
prevention programs. Indeed, data from
countries with ongoing HIV/AIDS treat-
ment/prevention initiatives have shown
that such approaches have failed to ef-
fectively blunt the spread of AIDS. In this
light, past vaccination successes in control-
ling viral epidemics such as smallpox and
polio suggest that a cost-effective preven-
tive HIV/AIDS vaccine is reasonably the
best public health solution.

The development of an effective, pro-
phylactic HIV-1 vaccine has proven to
be extremely difficult. Despite an ex-
traordinary devotion of time, effort, and
money, the incremental advances in our
attempts to generate immunogens, which
offer protective immunity to HIV-1, have
been discouraging. Nevertheless, this slow
progress has to be viewed in the context
that to date no effective vaccine against
any retrovirus has been developed. Sci-
entifically, we are just commencing our
understanding of the in vivo immunologi-
cal parameters that dictate durable control

over retroviral infections. In this chap-
ter, we summarize the approaches, the
progress, and our current state of im-
munological knowledge in developing an
HIV/AIDS vaccine.

2
Immune Responses Elicited by Viruses
and Vaccines

Viruses come in different flavors. Small-
pox, polio, and measles viruses cause acute
infections. These viruses, after an episodic
presence, are normally cleared by the host
with no lasting sequelae. By contrast, other
viruses like the herpesviruses, present
and maintain chronic and/or latent in-
fections. The latter pathogens establish a
life-long parasitic relationship with their
hosts, and likely survive in this relation-
ship because they have evolved mech-
anisms for evading immune-mediated
elimination.

The adaptive humoral and cell-mediated
immunities are the prototypic responses
mounted by human host to all vi-
ral infections (Fig. 1). In response to
replication-competent viruses, humans
are, in principle, capable of generating
neutralizing antibodies (humoral immu-
nity) and cytotoxic T lymphocytes (CTL)
(cell-mediated immunity). Our current un-
derstanding of virology and vaccinology
suggests that the key immune response,
which clears an acute infection, pre-
venting chronicity, correlates with virus-
specific neutralizing antibody. On the
other hand, cell-mediated immunity is
generally deemed necessary to control a
chronic viral infection, once established.
The latter view does not, however, ex-
clude a protective role for antibodies in
chronic infection.
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Fig. 1 The two major types of adaptive
immunity triggered by
replication-competent viruses in
mammalian hosts. (a) Humoral or
antibody responses are elicited.
Antibodies represented by the Y symbol
can target epitopes on the virus,
‘‘neutralizing’’ the virus and preventing
infection of cells. (b) MHC class I
restricted cytotoxic T-lymphocyte
response can also be provoked. The
diagram shows a cytotoxic (CD8+)
T-lymphocyte, which recognizes through
its T-cell receptor (TCR) antigen (brown
triangle) presented by the MHC class I
molecule on the surface of a
virus-infected cell. The cytotoxic T cell
can kill the virus-infected cell via two
mechanisms, exocytosis of toxic
granules that perforate target cell
membranes and induction of apoptosis
using Fas ligand (Fas L)–Fas
interaction. β2M = β-2 microglobulin.
(See color plate p. xxvii.)

A requisite step in the lifecycle of all
retroviruses is the integration of the viral
genome into the host’s cellular chromo-
some. Hence, infection by a retrovirus,
if initial entry into permissive cells is
not prevented by neutralizing antibody,
has the potential to persist and spread
chronically within the host so long as
infected cells are not eliminated. Early in-
fection studies of HIV-1 in the chimpanzee
model showed that passive infusion of
neutralizing antibodies can prevent the
establishment of a chronic infection. How-
ever, should the body’s initial opportunity
to generate neutralizing antibody to pre-
vent HIV-1 infection of cells fail, a chronic

and progressive viral infection then takes
hold. The natural viral history suggests that
humans do not effectively respond with
protective and sterilizing antibody to ini-
tial HIV-1 infection, and immunity against
reinfection is never established. Indeed,
HIV-1 does establish a chronic progres-
sive infection and can rapidly mutate its
genome to escape the restriction enforced
by initial neutralizing antibodies. Because
natural humoral correlates of protection
are not observed, it has been reasoned
that cell-mediated CTL response acts to
control chronic in vivo HIV-1 replication
and dictates the rapidity of progression
to AIDS.
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3
Challenges to HIV-1 Vaccine Development

How does one then go about developing
a vaccine against HIV-1? A major obstacle
to immunological success is the plasticity
of the viral genome. Currently, HIV-1
exists in many different subtypes (clades),
each differing from the other by about
10% in their respective genetic content.
In this context, one also notes that HIV-1
turnover in vivo is astonishingly high with
up to 109 virions being produced each day.
Superimpose onto this number the fact
that the reverse transcriptase enzyme of
HIV-1 is highly error prone (mutation rate
of approximately 1 per 105 bases), then one
expects for a genome size of 104 bases, if
all things were equal, that every possible
mutation would occur at every position of
the genome everyday. This mathematics
argues that for each epitope to which a
specific immune response is raised by the
host, the virus could and would change the
selected epitope and thus, rapidly affect
immunological evasion. If this argument
holds true, then it is very unlikely that
a useful HIV vaccine can be developed.
Accordingly, the foremost challenge for
a successful vaccine is to identify critical
viral epitopes, which the virus for reasons
of functional constraint, cannot mutate for
purposes of evading immune restriction. If
such immutable epitopes are also broadly
conserved across different HIV-1 clades,
then success could be contemplated.

A recent report lends tangible credence
to the concept for the existence of im-
mutable epitopes to which neutralizing
antibodies could be elicited against HIV-1.
Hence, researchers recently showed that a
caveolin-binding motif (CBD1) in gp41 is
highly conserved across all HIV-1 clades,
and that a broadly neutralizing antibody
against CBD-1 halts virus infection in

tissue culture. Building upon this new
finding, logical next steps in vaccine de-
velopment would be to uncover additional
epitopes in Env and Gag, which are either
linearly or conformationally conserved
across clades and to test these for ability to
elicit durable neutralizing antibody.

If a neutralizing antibody vaccine can-
not be developed to prevent HIV infection,
it still may be possible to develop a CTL-
eliciting immunogen, which would control
virus replication in vivo and delay or
prevent the onset of AIDS. In general,
HIV-1 infection in humans is not itself
symptomatic, but rather it causes gradual
immune system deterioration. Over time,
CD4+ T cells are depleted. The definition
of acquired immunodeficiency syndrome
or AIDS is when a person’s CD4+ T cells
fall below 200 cells µL−1 of blood. A person
with AIDS is susceptible to many op-
portunistic infections and malignancies,
which do not occur in people with intact
immune systems. These opportunistic ill-
nesses are the causes of death. On average,
HIV infection leads to AIDS within 8 to
10 years and has a plasma viral load of
104 –105 copies mL−1 (Fig. 2). The level
of viremia closely correlates with the rate
of CD4+ T-cell depletion. The higher a
person’s viral load is, the quicker that per-
son loses CD4+ T cells and advances to
AIDS. The goal of a vaccine, which in-
duces anti-HIV CTL, is to significantly
reduce viremia by eliminating productively
infected cells. A reduction in viremia will
slow the rate of immune suppression and
will decrease the rate of transmission to
others. This approach contrasts with that
of all other viral vaccines, which prevent or
limit acute infection. In the same way, it
eludes antibodies; HIV is facilely capable
of generating CTL-escape mutants. The so-
lution here rests on coming up with CTLs,
which target immutable epitopes. There
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Fig. 2 Typical HIV-1 infection is characterized by acute-phase viremia followed
by chronic intermediate levels of plasma viremia, a steady loss of peripheral
CD4+ T cells and the development of AIDS after 7 to 10 years. (Adapted from
Feinberg, M.B., Moore, J.P. (2002) AIDS vaccine models: challenging challenge
viruses, Nat. Med. 8(3), 207–210.)

is emerging evidence that such immutable
CTL targets exist in the HIV-1 genome. For
example, we recently showed that a CTL
epitope in the second exon of the viral Tat
protein appears to fit that definition. Going
forward, the scientific challenges are to in-
duce high titers of neutralizing antibodies
and potent cellular immune responses to
conserved viral epitopes, which cannot be
changed by HIV-1 in response to immune
restriction without drastic loss of function
for the virus.

4
Vaccine Development Stages

4.1
Preclinical Phase

Preclinical testing, which occurs in
laboratories or animal models, of vaccine
candidates takes years to decades (Fig. 3).

Initial basic experiments defined HIV’s
proteins and its basic life cycle. HIV-1 is
a retrovirus of the lentivirus genus. The
HIV-1 RNA genome is ∼9 kb and en-
codes 9 polypeptides. Posttranslation pro-
teolytic digestion results in the formation
of 15 discrete proteins. The major struc-
tural proteins are encoded by three genes,
gag (group-specific antigen), pol (poly-
merase), and env (envelope) (Fig. 4), while
the accessory proteins, Vif, Vpu, Vpr, and
Nef, and the regulatory proteins, Tat and
Rev, are the primary translation products
of multiply spliced mRNAs. In vaccine
development, each viral protein (15 sepa-
rate proteins and many subtypes of each)
represents a possible vaccine target. Af-
ter selecting a viral target or targets,
researchers next choose a delivery system
or approach, such as recombinant aden-
ovirus. Then, animal models are used to
test the immunogenicity and the safety
of the vaccine strategy. In many cases,
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Fig. 3 Challenges to HIV vaccine development.
Each stage of vaccine development takes years
to complete. In the absence of an immunologic
goal or target, researchers have attempted to
raise immune responses against many viral

antigens through several different approaches.
Despite these efforts, only one vaccine type has
been tested in Phase III trials in the 23 years of
the epidemic.
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small efficacy studies are performed in the
macaque model of AIDS (see the follow-
ing). Once a vaccine candidate successfully
passes these tests, it can then be consid-
ered for human testing or clinical trials. Of
the multitude of HIV vaccine candidates
tested in preclinical studies, only one has
been completely tested in an efficacy trial
(Phase III), which, as discussed, failed.

4.2
Human Trials

Vaccines, like new therapeutics, are evalu-
ated in three successive stages of clinical
testing, referred to as Phase I, II, and III
trials. In Phase I testing, the side effects
and safety of a given vaccine are measured
in a small number of healthy volunteers
who are at low risk of infection. Typi-
cally, 10 to 30 individuals are inoculated
with the vaccine at different doses and
immunization schedules. Participants are
closely monitored for the development of
adverse reactions, and immune responses
to the vaccine are evaluated secondarily.
Phase I trials are usually completed in
approximately 1 year. In Phase II trials,
several hundred people are given the vac-
cine to collect additional short-term safety
data and, more so, to measure the im-
munogenicity of the vaccine. Participants
in Phase II trials are individuals who have
varied rates of risk for acquiring the in-
fection, and these trials typically take 1.5
to 2 years to complete. Once a vaccine has
been determined to be safe and sufficiently
immunogenic, it is tested in an efficacy, or
Phase III, trial.

Several thousand volunteers must be
enrolled in a Phase III vaccine trial.
The study must be placebo controlled
and double-blinded such that neither
the researcher nor the volunteer knows
whether he/she is receiving placebo or

vaccine. Further, Phase III studies must be
conducted in a population with substantial
risk of HIV-1 infection and can take three
years to complete. Combined, Phase I,
II, and III trials for a candidate HIV
vaccine may require up to 6 years to yield
the necessary safety, immunogenicity, and
efficacy data.

The National Institutes of Health in
the United States has formed the HIV
Vaccine Trials Network (HVTN) to help
organize and sponsor vaccine research.
The self-stated mandate of HVTN is to
conduct ‘‘all phases of clinical trials, from
evaluating candidate vaccines for safety
and the ability to stimulate immune re-
sponses to testing vaccine efficacy. The
HVTN mission is to develop and test
preventive HIV vaccines. This research
is done through multicenter clinical tri-
als in a global network of domestic and
international sites.’’ Other countries, in-
cluding Great Britain, Thailand, Kenya,
Uganda, South Africa, Australia, and Italy,
actively support HIV vaccine trials. Several
pharmaceutical companies have developed
significant HIV vaccine projects, most no-
tably Merck, Aventis, and Glaxo Smith
Kline (GSK). For several years, the Inter-
national AIDS Vaccine Initiative (IAVI),
a nonprofit global organization, has been
an advocacy group for HIV vaccine re-
search and testing. Now, IAVI is directly
supporting clinical testing. The HIV vac-
cine effort is not lacking for governmental,
nongovernmental, or industrial support.
Rather, the many institutions and founda-
tions lack a clear immunologic target.

5
Animal Models

HIV-1 does not productively infect any
other animal, with the possible exception
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of chimpanzees. Small laboratory animals
such as mice, guinea pigs, and rabbits
have been used to evaluate the safety and
immunogenicity of various vaccine prepa-
rations. These animals have also been used
for testing the potency of adjuvants and im-
munostimulatory molecules (e.g. TNF-α,
IL-2, IL-12). However, such animals can-
not be used for evaluating the efficacy of
candidate vaccines, since these animals
are not infected by HIV-1. The lack of a
good small animal model for HIV-1 in-
fection and pathogenicity has been one
of the major difficulties in AIDS vaccine
development.

Macaques, which originate from Asia,
are the animals, most often used in
HIV vaccine development. Monkeys and
apes from Africa harbor more than 30
lentiviruses, called simian immunodefi-
ciency viruses (SIVs). The SIVs are related
to HIV in their genomic organization and
sequence homology. None of these viruses
causes disease in its natural host; how-
ever, SIV causes AIDS when inoculated
into Asian macaques. SIV does not infect
macaques in the wild. This model was de-
veloped after researchers serendipitously
discovered that macaques, which had been
housed with African monkeys, developed
AIDS via cross-species transmission of
SIV. Infection in captive macaques is used
as a disease model to study simian AIDS.

Laboratory-generated chimeras between
HIV-1 and SIV, called simian–human
immunodeficiency viruses (SHIV), have also
been created to be used in pathogenesis
and vaccine studies in macaques. SHIVs
typically have gag, pol, vif, vpx, vpr, and the
long terminal repeat (LTR) of SIV, while
tat, rev, and env are derived from HIV-
1. While not all SHIVs are pathogenic
in macaques, a subset of pathogenic
SHIVs have been identified and shown
to cause rapid immunodeficiency and

disease progression. As a result, several
pathogenic SHIVs have been utilized as
challenge viruses in vaccine studies.

Among the different species of
macaques, rhesus macaques (Macaca
mulatta), cynomolgus macaques (Macaca
fascicularis), and pigtailed macaques
(Macaca nemestrina) are most commonly
used for pathogenesis and vaccine studies.
Early studies focused on chimpanzees as
the only nonhuman animal susceptible
to infection with HIV-1; however, these
animals are infrequently used today
because of their failure to develop
significant viremia and disease following
HIV-1 inoculation. Moreover, legal and
ethical issues have created mounting
pressure for laboratories in the United
States to discontinue research using
chimpanzees. Consequently, SIV infection
of macaques has become the most
frequently used model to evaluate
candidate vaccines. Despite the ability to
establish SIV infection, this model is not
without drawbacks. Owing to the high
cost of macaques and limited supply,
vaccine studies are often constrained
to the use of a small number of
animals (<20). Often, in the interest of
economy, this initial group of animals
is further divided into subgroups of 4
to 5 macaques to simultaneously evaluate
several related strategies. An unfortunate
consequence of such small group sizes
is the loss of statistical power and the
potential for misinterpretation of results
due to inapparent biases. However, in
the absence of an alternative, research
in the SIV-macaque model has provided
valuable information on the induction
of immune responses and the efficacy
against pathogenic virus challenge for
many candidate vaccines. In the following
sections, we will review data generated in
this model encompassing several different
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vaccine strategies (Fig. 5) and the limited
work conducted in human clinical trials.

6
Vaccine Approaches

6.1
Inactivated Virus

Inactivated virus particles have been used
successfully as vaccines against several
human pathogens, including poliovirus,
influenza, and hepatitis A virus. In this
simple strategy, virus is grown in tissue
culture or other vessel, such as chicken
eggs. Next, virus is purified and chemically
inactivated, while retaining the overall par-
ticle structure. The dead virus particles are
then injected into the host. In response

to such vaccines, humans develop a pri-
mary antibody or humoral response. In
some viral diseases, these antibodies con-
fer significant protection against infection
and/or severe disease.

In the late 1980s and early 1990s, several
researchers used this approach against SIV
in macaques. This approach worked well in
initial experiments. In the following years,
whole-inactivated vaccines were shown to
protect macaques from pathogenic SIV
infection by intravenous, intrarectal, and
intravaginal routes. The initial optimism of
these results turned out to be based on false
hope. SIV used for vaccine preparations
was grown in human cells and the
human cellular proteins were incorporated
into the vaccine virus particles. Such
vaccine preparations induced antibody
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responses in vaccinated animals against
the human cellular proteins and afforded
protection against the challenge viruses,
which were also propagated in human
cells. High levels of antibodies against
human cellular proteins were detected
in the protected animals and the degree
of protection correlated with the level
of these antibody titers. This observation
of xeno antigen–induced protection was
further confirmed by experiments where
macaques immunized with human cells
alone, HLA-DR, or HLA class I proteins
were protected against SIV grown in
human cells, but not against SIV grown
in macaque cells. Several researchers tried
to exploit the finding of xeno-antigen
responses by designing vaccine strategies
based on alloimmunization, but concerns
over inducing autoimmune responses
rendered this approach unattractive.

6.2
Virus Subunit

With the advent of recombinant molecu-
lar biology, it is simple to express viral
proteins individually and separately. The
strategy has been extremely successful
against many viruses, including hepati-
tis B virus. In this approach, the gene for
a viral protein, usually the viral envelope,
is expressed in vitro. The viral protein is
purified and then injected into the host
with an adjuvant. These protein-based vac-
cines illicit a strong humoral response, but
a very limited cellular immune response.
In some cases, the viral subunit approach
induces a similar humoral response as the
inactivated viral vaccine (i.e. influenza),
but causes fewer side effects. Many at-
tempts using the subunit approach were
made in the macaque model to induce pro-
tective antibodies against pathogenic SIV.
However, they were not successful. Most

approaches used some form of viral enve-
lope, typically gp120, since this is the only
viral protein exposed to antibodies.

Despite the many failures in the
macaque model with the subunit ap-
proach, the National Institutes of Health
supported two large Phase III vaccine tri-
als, which used this simplistic strategy.
This vaccine, AIDSVAX, is a monomeric
version of the normally trimeric HIV-1
envelope glycoprotein, gp120. The vaccine
was found to induce a strong antibody re-
sponse against linear epitopes on gp120
and a CD4+ T-cell proliferative response.
However, in two independent trials, which
tested slight variations of the same ap-
proach, the vaccine failed to confer pro-
tection against HIV-1 infection and did
not significantly alter virus replication, as
measured by plasma viral load.

The first of two Phase III trials of
AIDSVAX was conducted in the United
States, Puerto Rico, Canada, and the
Netherlands and enrolled 5109 men and
309 women at high risk for acquiring
HIV-1 infection. The volunteers were ran-
domized to either the vaccine (AIDSVAX
B/B) or placebo arm of the study at a
ratio of 2 : 1. Those in the vaccine arm
received AIDSVAX B/B, which contains
two forms of gp120 derived from sub-
type B virus; the most common subtype
found throughout North America and Eu-
rope. Of those enrolled, 5009 participants
completed the three-year study. While
adverse reactions were minimal, the in-
fection rates for the vaccine and placebo
groups were 5.7 and 5.8%, respectively,
and were not statistically different. The
second efficacy trial was conducted in
Thailand and enrolled 2546 injection drug
users. For this study, the vaccine was
changed to AIDSVAX B/E to reflect the
subtypes of HIV more commonly found
in Asia (subtypes B and E). This trial again
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showed no protection against HIV-1 in-
fection providing convincing evidence that
immunization with monomeric gp120 is
ineffective as a vaccine strategy. Secondary
to its lack of efficacy, researchers currently
use this approach in conjunction with an-
other strategy and never alone.

6.3
Live-attenuated Virus

Inactivated virus particles are capable of
inducing immune responses, which for
some viral diseases can be protective.
Live-attenuated versions, however, often
produce stronger immune responses in a
larger percentage of hosts than a compara-
ble inactivated or dead version. The classic
comparison of these two approaches is
that between the Salk (inactivated virion)
polio vaccine and the Sabin (attenuated
viruses) polio vaccine. The Salk vaccine,
while effective in many, does not stimu-
late the same degree of immune response
as the Sabin vaccine. By replicating within
the host, an attenuated vector more effec-
tively mimics a limited natural infection
and elicits humoral and cell-mediated im-
mune responses. In general, attenuated
virus vaccines are more efficacious than
their inactivated counterparts. The major
disadvantage of attenuated viral vaccines
is the possibility or propensity to cause
disease. The Sabin vaccine, for instance,
causes 1 case of vaccine-associated po-
liomyelitis per 1 000 000 recipients, while
the Salk vaccine causes none.

In HIV vaccine development, no atten-
uated virus candidate has been evaluated
in clinical trials. Since HIV is a retrovirus,
even an attenuated version would not be
completely cleared from the host. While
scientists can easily modify or delete each
gene from HIV, no one knows how to at-
tenuate HIV in such a way that it makes
the virus safe and yet effective. In the

macaque model, certain forms of attenu-
ated SIV protect animals from infection
with wild-type virus. Several researchers
have confirmed this finding. Unfortu-
nately, in neonatal macaques and even
in some adults, this attenuated viral vac-
cine replicates efficiently enough to cause
gradual depletion of the immune system.
Forms of attenuated virus, which replicate
less efficiently, fail to induce protective
immunity in any animals. In conclusion,
at least in the SIV-macaque model, at-
tenuated vaccines, as currently conceived
through gene deletion or interruption, are
not capable of safely protecting a large pop-
ulation of animals. To improve the safety
profile, some groups, like ours, continue
to work on strategies that allow conditional
control of the attenuated strain. In these
models, the attenuated HIV’s replication
would be dependent upon the coadmin-
istration of a drug. Once the drug was
discontinued, the attenuated viral vaccine
would cease replicating. This approach has
not yet been tested in macaques.

6.4
Viral and Bacterial Vectors

As mentioned earlier, attenuated viral vac-
cines have the benefit of replicating within
the host and thus induce more potent im-
mune responses. Investigators have used
molecular techniques to produce viral and
bacterial vectors, which express HIV pro-
teins. Several recombinant viruses have
been tested in macaques. These include
adenovirus, different alphaviruses, various
pox viridae, and even rhabdoviruses. As
cellular parasites, each viral vector repli-
cates within the cell and uses the cell’s
protein producing machinery. Intracellu-
lar expression of foreign or viral proteins
leads to enhanced cell-mediated immune
responses. In the macaque model, many
different recombinant viruses have shown
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promise and are able to induce an immune
response that controls the replication of
SIV. Unlike the Sabin vaccine against po-
liovirus, these recombinant virus vaccines
do not protect the animals against infec-
tion, but rather against disease.

Recombinant viruses, which encode
HIV proteins, are now being tested in
human trials. A canarypox vector called
ALVAC is currently in Phase III testing.
ALVAC has been studied extensively in
Phase I and II trials, and has been shown
to have an excellent safety profile. This is
because of the fact that canarypox infects
mammalian cells, in which it completes
a single cycle of replication but does not
release infectious virions. In the current
clinical trial (designated RV144), ALVAC
is produced by Aventis and engineered
to express HIV-1 subtype E env (gp120),
subtype B env (gp41), gag, and protease
(designated ALVAC-HIV-vCP1521).

Since protection against HIV has been
impossible to achieve with any one vector
or vaccine, researchers are now using two
or more vaccines in what is termed prime-
boost strategy. The first vaccine is given
to prime the immune system’s response
against HIV antigens and then the second
is administered to boost this response.
In fact, most planned Phase II and III
trials employ this approach. One prime-
boost strategy is DNA vaccination (see
the following) followed by recombinant
poxvirus. Both vectors induce primarily
a cell-mediated immune response. This
approach has worked well in the macaque
model against pathogenic SHIVs, but not
against pathogenic SIV. In other prime-
boost regimens, the first vector is given
to raise cell-mediated responses, while the
second, usually soluble protein, is given to
induce a humoral response. This latter
approach is currently in the Phase III
study, RV144, in which ALVAC is used to

prime the cellular immune response and
soluble gp120, AIDSVAX, is administered
as the boost to raise antibodies.

Recently, Phase I and II trials with
another recombinant poxvirus, modified
vaccinia Ankara (MVA) was completed.
The immune response targets were not
reached with this vector. Plans for a
Phase III trial were scrapped. Recom-
binant adenovirus has been very effec-
tive in protecting macaques against dis-
ease and is being studied in humans
in Phase II testing. Several additional
HIV-1 vaccine strategies are now being
tested in Phase I trials. A comprehen-
sive list can be found on the International
AIDS Vaccine Initiative or IAVI Web site
(http://www.iavireport.org/trialsdb/).

Bacteria such as Salmonella and Lis-
teria can survive well intracellularly. Re-
searchers have used recombinant tech-
niques to manufacture attenuated versions
of these bacteria, which express HIV pro-
teins, to deliver intracellular expression.
In small animal models, these bacteria do
elicit anti-HIV immune responses. These
approaches have been extensively studied
in the macaque model or in human tri-
als yet.

6.5
DNA Vectors

Direct inoculation of purified preparations
of DNA as a means of immunization
has become an exciting area of research,
stemming from an unexpected observa-
tion in mice. DNA, encoding antigens,
or even adjuvant cytokines, can be deliv-
ered either intradermally, intramuscularly
or mucosally, from where it is taken
up by host cells. Host cell production
of the encoded proteins may enhance
presentation of antigenic peptides on
major histocompatibility complex (MHC)
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Class I molecules, and facilitate the devel-
opment of antigen-specific CTL responses.
Cytokine delivery by DNA allows for local-
ized delivery to the same tissue in which
antigen is being expressed and processed.
DNA vaccination is currently being tested
in early clinical trials. Early data suggest
that human immune responses to DNA
vectors are less than that seen in mice.

7
Conclusion

In the history of medicine, no vaccination
effort has been as large or as extensive
as that against HIV-1. Many different ap-
proaches and multiple attempts at each
have not yielded a clear avenue to fol-
low. From these efforts, we have learned
that prevention of infection through vac-
cination (i.e. attenuated SIV) is possible.
However, we also know that it is difficult
to induce neutralizing antibodies by vac-
cination, despite the recognition that this
approach offers the most promise for a
truly preventive vaccine. CTL-based vac-
cines can protect against disease in some
macaque models of HIV, but not in others,
and escape from CTL can lead to vaccine
failure. HIV-1 vaccine trials are expen-
sive and the current scientific landscape
suggests that a successful HIV-1 vaccine
may still be years away. Until that time,
widespread use of antiretroviral drugs of-
fers a tangible hope to slow the epidemic.

See also AIDS/HIV, Molecular and
Cell Biology; Cytomegalovirus and
Varicella–zoster Virus Vaccines;
HIV Therapeutics, Biochemistry
of; Liposome Gene Transfection;

Medicinal Chemistry; Retrovirus
Integration, Biological and Bio-
chemical Machineries for; Vacci-
nation, Genetic; Vaccine Research
and Development Methodology.
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subdivided into three phases, wherein Phase I denotes the earliest basic safety studies,
Phase II means extended efficacy and safety studies, and Phase III encompasses
large-scale trials under practical conditions. Clinical trials conducted after product
licensing are often referred to as Phase IV clinical studies.

Preclinical Research and Development
Activities preceding the clinical testing of a medicinal product. The term is usually
applied to summarize all technical work required to develop a medicinal product,
including process and analytical methods development, formulation development,
characterization, and safety studies.

Vaccine
A medicinal product, which is applied in order to confer protection against diseases,
preferably against infectious diseases. Different types of vaccines are separated by the
nature of their active ingredients or antigens as inactivated vaccines, consisting of
inactivated (usually by chemically agents), whole microorganisms, subunit vaccines,
consisting of one or few components of the whole microorganism, live attenuated
vaccines, consisting of weakened or ‘‘attenuated’’ microorganisms, conjugate vaccines,
wherein the desired antigen is linked or ‘‘conjugated’’ to a carrier that stimulates a
more effective immune response to the antigen, and toxoid vaccines, consisting of
inactivated bacterial toxins. DNA vaccines are using the genetic material encoding for
the desired antigen rather than the antigen itself. Vaccines may contain mineral salts
or more complex molecules and compositions as adjuvants to enhance the immune
response of the vaccinated individual.

� Vaccine research and vaccine development are commonly combined by the term
R&D because, in practice, these two different disciplines cannot be easily separated.
However, there are fundamental differences. Research is mainly motivated by,
and aiming at, scientific publications, which are best achieved by new methods,
inventions, and discoveries. Development is aiming at innovations, that is, new
products that will have an impact on our daily life. In research, a vaccine could
be an antigen or a preparation that has the potential of eliminating or inhibiting
microorganisms. In order to convert this into a useful vaccine, developers must
then add several other dimensions to the research product, namely, quality,
safety, a specifically defined clinical efficacy, and practical utility. For a successful
development not only scientific but also technological, commercial, and regulatory
hurdles must be taken. Designing practical utility into a product encompasses and
combines almost any aspect of the product, including a good tolerability, acceptable
application schemes with only few vaccinations, a proven and perceived effectiveness,
comfortable presentation forms, formulations that guarantee good stability and shelf
lives, and, of course, adequate product cost.
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1
From the Research Concept to a
Development Candidate

Concepts for new vaccines arise from
research and are based on combined scien-
tific findings collected over many years and
by various scientific institutions and disci-
plines. New vaccine concepts are regularly
presented and proposed in large numbers
by scientific publications or patent appli-
cations, but these concepts rarely result in
new vaccines. After being tested in mice,
most concepts slowly fade, since the orig-
inal results cannot be reproduced under
more practical conditions or turn out to be
insufficiently effective to justify additional
work. On the other hand, there are also
organizational and financial aspects that
represent serious hurdles. Most academic
institutions and scientists simply do not
have adequate resources to perform vac-
cine studies in specific models or even
in monkeys or primates. Whereas vac-
cine antigen candidates can be designed
and made by only one or a few indi-
viduals, studying these more intensively
would normally require other specialists,
specific facilities, and, of course, much
more money. The initial research project
now competes for scarce resources and
needs very convincing data to make it to
the next stage.

Scientific collaborations across institu-
tional walls are an almost absolute pre-
requisite for continuing projects beyond
testing in small laboratory animals and
in order to proceed into a more intensive
and application-oriented research phase.
During this secondary research phase,
promising concepts are taken up, repro-
duced, and improved until finally – and
in only very few cases – a viable product
and development concept can be put to-
gether. Almost invariably the efficacy of the

candidate vaccine needs to be improved
and made more reliable. For many new
indications, even the tools and models
must be established first, by which im-
munological effects or protection can be
adequately measured.

For those few candidates that remain
attractive after being studied in a more
reliable way or in better models, it will
then be important to assess the technical
and economic aspects of the vaccine
candidate very carefully. As these strongly
depend on available facilities, general
expertise, and specific experience with
certain techniques needed, these aspects
are normally evaluated by the developing
organization during a project evaluation
or ‘‘predevelopment’’ phase. At the end of
this phase, a development concept should
be available, which at least fulfills the
following three criteria:

1. There should be sufficient evidence
that the vaccine candidate is effective
and protective in humans or in the
target animal species. This normally
presupposes that meaningful animal
models have been established and that
the vaccine has been tested successfully.

2. There should be a defined technical
base or verified options by which the
vaccine can be reliably and safely pro-
duced on a large scale. This includes,
for example, cell culture or expression
systems, purification schemes, and for-
mulations that are qualified for the
production of pharmaceutical products
and do not contain hazardous compo-
nents that cannot be removed during
later process steps.

3. The expected product cost and the
resulting sales prices must be in balance
with the envisaged benefit of using the
vaccine and expected revenues should
be able to recoup the development cost
in a reasonable period of time.
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Thus, there should be rather clear ideas
as to how the vaccine is to be manufactured
and how it is characterized in its main
qualities. If this base is not yet known or
is based only on assumptions, a targeted
product development in its strict sense is
not possible, as neither the way to go nor
the target or end result are known. In this
case, the project should still be considered
to be a research project. However, particu-
larly in the case of vaccines, development
projects are frequently started with many
uncertainties, assumptions, and compro-
mises, as vaccines are highly complex
compositions, which cannot be character-
ized entirely and completely by analytical
methods. Vaccines are products that are
defined to a great deal by the process by
which they are made, by the analytical tools
by which they are tested, and even by the fa-
cilities in which they are manufactured. As
a consequence, most vaccine development
projects have no clear starting point and re-
search and process development activities
run in parallel. Although partly impossible,
this should be avoided as far as possi-
ble, as development activities need many
more people and are considerably more
expensive than research. No developing or-
ganization has sufficient resources to run

numerous complex development projects
in parallel or to change the direction of a
development again and again. By defining
adequate criteria and by a proper project
organization, critical aspects of a develop-
ment project can be identified early, so that
these are evaluated during the applied re-
search phase prior to the onset of product
development.

2
Vaccine Research Projects

An excellent overview of ongoing research
activities for vaccines is provided by the
Jordan Reports issued by the US National
Institutes of Health. According to the latest
issues of these reports, the number of
vaccine R&D projects in the United States
in the year 2000 and 2002 amounted
to more than 500 projects. Almost one-
third of these were various efforts to
develop vaccines against AIDS. A list of
the main target indications pursued by
recent vaccine research and development
efforts is given in Table 1.

The top positions of the vaccine research
‘‘hit list’’ have not changed very much over
the past few decades. Well-known viral and

Tab. 1 Main infectious agents or targets for new vaccines in advanced R&D.

Viruses Bacteria Parasites Tumors

HIV/AIDS Streptococcus Malaria B-cell lymphomas
Hepatitis C virus Helicobacter pylori Leishmania Melanomas
Herpes simplex viruses Borrelia/Lyme disease Schistosoma Prostata carcinoma
Cytomegalovirus Salmonella Toxoplasma CEA-tumors
HRSV Enterotoxigenic E. coli Trypanosoma
Parainfluenza Shigella
Rotavirus

Notes: HIV/AIDS: human immunodeficiency virus/acquired immunodeficiency syndrome;
HRSV: human respiratory syncytialvirus; CEA: carcino-embryonal antigen: an antigen that is
frequently found on colorectal, bronchial, and breast cancer cells.
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bacterial infections continue to occupy the
most prominent positions. However, the
number of individual projects for many
of these vaccine indications has increased
considerably. The simple reason for this
is that formerly complete microorganisms
or subfractions thereof, but rarely purified
single antigens, had to be used as
vaccine candidates. Modern molecular
biology and recombinant techniques result
in individual antigens or even smaller
immune response stimulating units, such
as peptide epitopes, which may be varied
or combined by almost endless options.
Of course, this increases the number
of candidates significantly and offers
many new chances and possibilities,
but it does not necessarily increase the
chances of success for each individual
approach. Molecular biology has opened
up various new possibilities to approach
antiparasite vaccines and tumor vaccines
but also, in these particularly complex
fields, the number of projects dealing
with conventional ‘‘whole’’ organisms
or cells is quite remarkable. Antitumor
vaccine projects indicate that vaccines
should no longer be regarded only as
infection prophylaxis. Immunizations can
and will in future also be used as
therapeutic measures. Vaccine research
even covers approaches that attempt to
induce temporal infertility by the induction
of antihormonal antibodies.

In comparison to current vaccine R&D
projects, the number of newly licensed
vaccines is extremely small. Most newly
licensed products are improvements or
combinations of existing vaccines; real
vaccine novelties are very rare. Thus, the
chances that a vaccine project in advanced
research finally ends up as a vaccine
product is minimal and is certainly far
below 1%. These low success rates in
research inevitably lead to long research

phases. Short time intervals of around
five years between the first publication or
patent application of a new vaccine concept
and the start of full development are an
extremely short, applied research phase for
vaccines. These may be applicable to some
veterinary vaccines, for which vaccine
protection of a candidate vaccine can be
measured directly in the target species.
For vaccines against human diseases, 10
or more years appear to be a more realistic
average estimate for this phase. If one
adds those further 10 to 12 years that
it takes on average to develop a vaccine
product, one must assume that after
the basic concept has been published or
patented for the first time, about 20 years
are needed to successfully develop a new
vaccine product. This is not different from
the average time interval of two decades
between concept and first appearance
on the market for various innovative
technical products developed during the
past 100 years (including e.g. not only
complex products, such as antibiotics, the
pacemaker, and radar but also presumably
simple products such as the zipper, dry
soup mixes, powdered coffee, ballpoint
pens, and liquid shampoo). At their times,
all innovations had to overcome serious
hurdles, such as scientific challenges,
technical difficulties, and usually financial
limitations also.

3
Scientific Challenges of Vaccine R&D

Science and technologies are the driving
forces that enable us to develop new vac-
cines. Regarding the basic technologies,
there are few discoveries to be named
that had a significant positive influence
and resulted in new vaccines. Cultiva-
tion of pure bacterial cultures is still the
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fundamental base for most bacterial vac-
cines. A remarkable breakthrough came
with the invention and development of cell
culture techniques in the 1950s, which
led to several new or significantly im-
proved antiviral vaccines, including the
current state-of-the-art vaccines against
poliomyelitis, mumps, measles, rubella,
and cell culture rabies vaccines. Current
influenza vaccines are still all based on em-
bryonated egg-derived virus antigen, but
cell culture technologies are now also ap-
plied to develope new influenza vaccines.
Compared to these fundamental bacterial
and viral propagation technologies, molec-
ular biology and recombinant techniques
up to now had a rather limited success with
essentially only one licensed recombinant
human vaccine for hepatitis B. DNA vac-
cines may be regarded as yet another new
and basic technology for new vaccines,
but only a decade after their discovery,
they certainly did not yet have enough
time to mature to practical applications.
Monoclonal antibodies or anti-idiotype an-
tibodies, however, did not lead to new
vaccines as expected, although these ba-
sic techniques were initially quoted as a
major breakthrough in vaccine research.

Apart from a few essential technologies,
continuous research in virology, micro-
biology, parasitology, and immunology
are the foundations for vaccine research.
However, even the most detailed knowl-
edge about cytokines and their regulation
of immune responses, or of fundamen-
tal genetic mechanisms controlling the
growth and replication of microorganisms
cannot be expected to bring any direct
or immediate success. For the past and
for the foreseeable future, it seems that
it is more the pragmatic, application-
oriented research that primarily fosters
vaccine development. Complex immuno-
logical hurdles must be overcome in order

to arrive at a new vaccine target, and that
is mainly done by establishing suitable
animal models and by testing all sorts of
vaccine candidate antigens in these models
in a very pragmatic way for their protec-
tive effects.

Recent efforts to develop a vaccine
against AIDS serve as a good example
of illustrating the importance of suitable
models for vaccine development. In the
United States in the year 2000, 135
different AIDS vaccine projects were
known. Only 10% of these were considered
to be basic research and development
(R&D) projects, that is, they are mainly
in a phase of selecting, constructing, and
making the desired antigen. The rest
of all these projects were allocated to
preclinical testing phases in animals or
to clinical testing in humans (compare
Fig. 1). Less than one-third of these
projects seemed to have passed small
animal testing successfully and appeared
to be worth testing in monkeys. Only
4.4% of the antigen candidates proceeded
to trials in chimpanzees. A substantial
proportion of 44% of vaccine candidates
was tested in humans for safety and
efficacy; however, only 1.5% were already
in Phase III clinical trials, indicating that
these two different vaccine candidates
appear interesting enough to go into
widespread field testing for efficacy. The
low number of projects in basic R&D
shows that after two decades of AIDS
research, there are not too many new
antigens or entirely new approaches to
be discovered. In the absence of reliable
animal models, the relatively high number
of projects in early human clinical trials
and the low number in later stage clinical
trials very clearly demonstrate that in
this case research is essentially performed
in human clinical trials – with all the
inherent limitations. Consequently, the
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Fig. 1 AIDS vaccine candidates in research and development. The numbers apply to
projects identified in the United States in year 2000.

chances of success are low, while at the
same time the cost of such research is
extremely high.

What are the scientific challenges and
difficulties to be overcome on the way
toward an effective AIDS vaccine? As sum-
marized in Table 2, infectious microor-
ganisms and parasites have developed
various mechanisms by which they ef-
fectively prevent their elimination by the
host’s immune response. All of these neg-
ative attributes have been found to be
associated with HIV infections. HIV does
not only evade the immune responses by
presenting itself by different subtypes, by
varying its main immunogenic antigens
during the protracted course of infection
in an infected individual, or by hiding it-
self in a nonaccessible form by integrating
its genome into host cell’s genes, it even
interferes actively with several important
immune functions and modifies these for
its own benefit and support. Of particu-
lar relevance is the selective preference of
HIV for CD4 immune cells, as disturbance

of their function can result in numerous
deleterious effects. The ability of HIV
to persist and replicate in macrophages
enables HIV to convert the migrating
immune cells into an efficient vehicle
across normal barriers. HIV is not only
insufficiently neutralized by antibodies, it
even uses bound antibodies to get access
to immune cells, such as macrophages,
which carry receptors for the Fc fragment
of antibodies.

Whereas AIDS and HIV was only chosen
as examples that contributes any imag-
inable difficulty to vaccine development,
Table 2 also lists many other current vac-
cine projects and their specific difficulties.
A limited number of different serotypes
may still be overcome by making and
combining several similar vaccines, once a
successful vaccine against one of these has
been accomplished. Thus, vaccines against
parainfluenza infections appear reason-
ably feasible. Other indications, such as
malaria, herpesvirus infections or Lyme
disease/Borreliosis, however, represent
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Tab. 2 Immunological challenges on the way toward new vaccines.

Attribute Examples

Different serotypes or
subtypes to be covered
by the vaccine

Parainfluenza:
Dengue:
Malaria:
Borreliosis:
Hepatitis C:

HIV/AIDS:

3 major pathogenic subtypes
4 subtypes
4 major pathogenic plasmodium species
4 genetic and immunological types
6 major genotypes and >100 subtypes

known
>10 subtypes known

Antigenic variation of
major immunogens

Malaria:

HIV:

Trypanosoma:

High variance of major antigens within
the parasite

Antigens vary during the course of
infection even within the same patient

Periodic switching of major surface
glycoproteins

Genetic restrictions of
immune recognition and
immune responses

Malaria:

HIV:

Multiple HLA restrictions for recognition
of Plasmodium falciparum CTL
epitopes even within the same
individual

HLA-restricted CTL escape mutations
associated with viral load and disease
progression

Microorganism not
accessible to immune
responses

HIV:

Herpesviruses:

Virus genetically integrated in host cell
genomes

Virus persists in a latent state in
neuronal cells

Microorganism persists in
immune cells and may
spread with these into
tissues or across
blood-brain barrier

HIV:

Herpesviruses:

Borreliosis:

Hepatitis C:

Persistence and active replication in, for
example, macrophages

Can infect endothelial cells and
macrophages

Borrelia survive in macrophages.
Complement membrane complexes
and macrophages in the
endoneutrium of Lyme
neuroborreliosis

Macrophages and T cells found to be
infected by HCV

Immune-enhancement and
immune-mediated
disease

HIV:

Dengue:

Borreliosis:

Respiratory syncytial
virus:

Antibody and Fc receptor–mediated
enhancement of infection and disease

Antibody-mediated enhancement of
infection

Immune-mediated neuropathology and
arthritis

Inactivated vaccine induced high serum
antibodies and aggravated disease
upon infection

Notes: HIV/AIDS: human immunodeficiency virus/acquired immunodeficiency syndrome; HLA:
human leukocyte antigens; CTL: cytotoxic T-lymphocytes; HCV: hepatitis C virus.
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quite significant scientific immunological
challenges, because the responsible mi-
croorganisms combine many unfavorable
immunological characteristics. Finally, the
example of a respiratory syncytial virus
(RSV) vaccine developed and tested in the
late 1960s may serve as an example to il-
lustrate the difficulties and practical effects
that some of these imponderable aspects
can have. This RSV vaccine turned out to
enhance a later disease, rather than pre-
venting it. More than 30 years after those
results were published, there is still no
real explanation for the underlying mech-
anism and almost all further efforts to
develop a new vaccine were stuck in a
preclinical phase.

Another important aspect, which seems
to be underrated in many current vaccine
research projects, is the fact that most vac-
cines are not sufficiently effective if these
are based on only single antigens. Con-
trolled vaccine studies performed under
ideal conditions in genetically homoge-
neous or inbred animals quite often lead
to the false assumption that a fully protec-
tive vaccine antigen has been identified.

Tab. 3 Protectivity of different forms of vaccine
antigens.

Type of antigen Amount of
antigen [µg]

Vaccinations

Purified whole
virus particles

1 1

Virion subunits
(12 S)

10 2

Virus protein 1 200 3
Oligopeptide

(N-142-160-C)
200 1

Notes: Type of antigen, amount of antigen, and
frequency of immunization required to achieve
protection against foot-and-mouth-disease virus
infection in the guinea pig model.

However, when the same vaccine is then
studied under more practical conditions by
fewer numbers of immunizations, in the
presence of acceptable and better-tolerated
adjuvants, it becomes evident that the se-
lected antigen candidate alone is simply
not effective enough. Table 3 summarizes
the experiences made with different foot-
and-mouth-disease (FMD) experimental
vaccines. Results from model studies with
this type of vaccine can be correlated rea-
sonably well with protective response in
the target species. The FMD virus con-
sists only of three structural proteins and
the most relevant virus-neutralizing anti-
genic epitopes are known to be located
on virus protein 1. Thus, FMD vaccines
appeared as an excellent target for new vac-
cines based on recombinant technologies.
The standard vaccine, made of inactivated
whole virus particles, required a relatively
low amount of antigen and only one
immunization in order to confer protec-
tion. Efforts to make smaller subunit or
single-protein vaccines resulted only in
a similar protection if several immuniza-
tions and/or massively increased antigen
doses were given. These results had been
established rather early in the molecular
biology vaccine era, but, despite intensive
further research, a commercially viable re-
combinant FMD vaccine has never been
achieved. Meanwhile, conventional whole
virus vaccines were successful enough to
allow for measures to eradicate the disease
completely in those countries where the
vaccine has been used intensively.

4
Technical Aspects of Vaccine Development

In an ideal situation, vaccine development
commences with a proven, protective,
and well-defined antigenic composition.
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Successful vaccine development then nor-
mally takes 10 or more years, but only
a small proportion of all development
candidates finally end up as a licensed
product; the vast majority remains stuck
in early development phases or is aban-
doned. Figure 2 summarizes the essential
tasks of a vaccine development project and
may give a rough impression of what is to
be expected. For the sake of clarity, several
time dependencies and overlaps have been
neglected in this graphic overview.

An extensive range of national and in-
ternational rules and guidelines exist, cov-
ering almost any aspect of pharmaceutical
and vaccine development and registration.
These guidelines describe standards that
are not binding in a legal sense, but adher-
ence to these is strongly recommended,
as during later registration and licensing,
the product will be judged by the same
rules. Deviations from guideline recom-
mendations may be inevitable for certain
aspects and particularly for vaccines, but
these should only be considered if convinc-
ing reasons for doing so can be presented.
A summary of relevant guideline’s require-
ments along with specific interpretations
and applications for biopharmaceuticals
and vaccines is quoted under Books and
Reviews and may be consulted by prospec-
tive developers in order to get a reasonable
understanding of the guiding principles.

4.1
Preclinical Development

Preclinical development comprises the
technical and scientific elaboration of
a process to manufacture the desired
product on a large scale. Firstly, cell
cultures and microorganisms to be used
must be established as Master Cell Banks
and Working Cell Banks, or as Master and
Working Seeds, respectively. These ensure

a constant supply of well-characterized,
uniform, biological starting materials.
Numerous tests in vitro and in vivo
are required to guarantee the absence
of undesired adventitious agents and to
confirm the identity of these cell banks
and microbial seeds.

Starting with a single aliquot of the
Working Cell Bank and/or the Working
Seed material, a process is then established
and brought up to a final scale. The term
‘‘upstream process’’ typically means a cell
culture or fermentation process up to some
100 L, but, for very common vaccines,
larger scales may be chosen. Downstream
processing summarizes activities during
the purification process and typically in-
cludes recovery and concentration steps,
followed by a secondary purification or
‘‘polishing’’ to remove specific impurities
and process-related impurities introduced
during earlier steps. Inactivation of bacte-
ria or viruses or detoxifying steps for toxoid
vaccines is usually included after an initial
concentration step.

Formulation development includes the
design of adequately buffered and well-
tolerated, stable formulations, adjuvanta-
tion, the development of specific applica-
tion forms, combination of vaccines into
compatible vaccines, and, particularly for
live attenuated vaccines, the development
of a lyophilization process. Formulation
development also extends to the selection
or design of final syringes or other pre-
sentation forms and to filling and packing
processes. Stability monitoring programs
for intermediate and final products are
of adamant importance for any develop-
ment work and should be started as early
as possible to avoid difficulties at a late
development stage.

Analytical development encompasses all
activities to design and use adequate
methods to control and specify all parts of
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the process and the product. This includes
testing of starting materials, intermediate
products, and the final product, for
example, for identity, specific activity,
conformation, purity, and impurities. For
a vaccine developed according to today’s
standards, a range of about 100 different
tests and methods will be required. Most
of these tests need to be validated for their
specific purpose in order to assess the
methods specificity, sensitivity, statistical
exactness, and its limitations.

In parallel with process development,
biological tests, and model systems must
be available to monitor the vaccine’s po-
tency, immunogenicity, or protectivity at
any stage, as vaccines are particularly la-
bile products and minor modifications of
the process can have a significant – mainly
negative – influence on the vaccine anti-
gen. Likewise, biological models must
be at hand to study the vaccine’s basic
pharmacological, immunological, toxico-
logical, and potential immunotoxicological
characteristics. As far as this can be
adequately studied, these include dose
responses, characterization of induced hu-
moral and cellular immune responses
or of their major contributing protective
mechanisms, longevity of immune re-
sponses, and potential immunological side
effects. Although vaccines rarely present
severe tolerability or toxicological risks,
abbreviated classic toxicological testing is
mandatory before the onset of studies
in humans. Most vaccines need to be
tested only in local and systemic toler-
ance studies and in repeated dose studies
in standard toxicology models, but for new
adjuvants and certain new excipients, rep-
resenting a significant part of the vaccine
composition, even a complete toxicology
program, including two years of carcino-
genicity studies, may be needed. Further
toxicology and safety studies addressing

specific risks, such as embryonal, fetal, or
peri- and neonatal toxicity may be required
for certain vaccines and applications or if
risks are expected or known. The recent
withdrawal of a newly licensed Rotavirus
vaccine that was suspected to cause intus-
susceptions and fatal bowl obstructions in
vaccinated children may serve as an exam-
ple that such studies may be required not
on entirely hypothetical grounds alone. In
this particular case, however, the true rea-
son for the fatalities could also be a mere
coincidence and the higher medicinal at-
tention and reporting of fatality cases in
vaccinated individuals.

Owing to the biological origin of
many starting materials, risks associated
with prions and potentially contaminating
viruses must be addressed. Organizational
measures are to be put in place to avoid risk
materials in addition to testing for adven-
titious agents. Potential risks by starting
materials or process contaminants can fur-
ther be evaluated and assessed by model
studies with various viral and microbial
agents. If specific risks are identified and if
safety margins appear low, specific coun-
termeasures are to be included into the
process. As far as possible, within the tech-
nical limitations of these safety studies, a
residual risk of less than 1 in 1 000 000
cases should be aimed for. In practical
terms this means, for example, that an
unnoticed contaminating virus is inac-
tivated or eliminated by the process to
a degree that no active virus would be
found in a vaccine volume equivalent to
1 000 000 doses. For live attenuated vac-
cines, viral safety must also be assured
by assessing the genetic and phenotypic
stability of the vaccine virus and by eval-
uating the chances and consequences of
transmissions of the virus to unvaccinated
individuals.
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4.2
Production Facilities

Facilities and equipment for the manufac-
turing of a vaccine are an immanent part
of the registration dossier for the product.
Any major change would have to be ap-
proved by the regulating authorities. Thus,
at least for the later clinical phases, the
product should be made in a specific plant
and with dedicated equipment. For a de-
velopment project, this means that after
the process has been defined, large in-
vestments into buildings, facilities, and
equipment are to be expected. Owing to
the inherent risks of these investments,
pilot plants should be available to pro-
duce initial clinical trial vaccine lots on an
intermediate scale. A developing organi-
zation may even choose to go into Phase
III clinical trials with a vaccine that has
been produced in a pilot plant and to seek
registration for this ‘‘preliminary’’ prod-
uct. This approach delays the investment
decision to a later point of time when all
development risks have been abolished,
but inevitably requires new clinical trials
for the vaccine that is later on made in the
final plant and extends the time to the mar-
ket by several years. The sum to be invested
greatly depends upon the scale of opera-
tion and dosage volume of the vaccine.
For a complete vaccine plant including all
auxiliary functions, the total investment
may well accumulate to far above ¤ or
US$100 million. Vaccine producers who
can use their existing infrastructure, such
as buildings, filling and packaging facili-
ties, raw material and media production
areas, quality control laboratories, and so
on, would have to invest significantly less.
For small or start-up companies, outsourc-
ing and outlicensing may be chosen to
reduce risky capital investments, as only
vaccines with high market expectations

justify establishing a complete, own man-
ufacturing operation.

4.3
Clinical Development

The clinical development of a new vac-
cine is done in three phases and normally
lasts three to seven years. The duration
mainly depends not only on the novelty and
complexity of the vaccine indication to be
explored but also on the availability of mea-
surable immunological surrogate markers
of protection. If the vaccine’s efficacy must
be evaluated by comparing randomly oc-
curring cases of the disease in test groups
and in alternatively treated control groups,
clinical studies can be extremely long last-
ing, demanding, and risky.

Prerequisites of all clinical trials are
adequate preclinical pharmacological and
toxicological safety assessments, includ-
ing animal studies, to justify tests in
humans. On the basis of the available
safety data and documentation, approval
for clinical trials must be obtained by the
relevant ethics committees and health au-
thorities. Trials will only be admitted if
these are conducted according to preestab-
lished, systematic, and written procedures
for the organization and conduct of the tri-
als, for data collection, documentation, and
statistical verification of the trial results.
The ‘‘informed consent’’ of all participat-
ing trial subjects and medical personnel
is essential. For trials involving children
or mentally handicapped persons, the in-
formed consent must be given by parents
or by the person responsible. Clinical
trials are to be planned and conducted
according to ‘‘good clinical practice’’ stan-
dards that require controlled and random-
ized trials where possible. Control groups
are to be treated by established prod-
ucts or treatments. Placebo treatments are
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only admitted where no alternative treat-
ment exists.

During the initial Phase I, the basic
safety features of the vaccine candidate are
intensively studied in a limited number
(<100) of patients or healthy volunteers.
The main purpose of these studies is to
confirm the vaccine’s local and general
tolerance before it is applied in further
clinical trial subjects, but Phase I vaccine
studies can partly be used for a first dose
finding, and immunological evaluations
for adequate immune responses. During
Phase I trials, vaccines rarely fail due to
safety concerns, but quite frequently due
to insufficient or inconsistent immune
responses below expected levels.

Phase II clinical studies usually com-
prise no more than several hundred
subjects and are normally done as con-
trolled studies comparing the test vaccine
along with an alternative prophylactic or
therapeutic treatment. Clinical evaluations
are mainly addressing the vaccine’s ef-
fectiveness and safety, doses, application
schemes, and possibly also different tar-
get groups selected by age, specific risks,
countries, or by epidemiological criteria.

Phase III clinical studies are expanded,
controlled, or uncontrolled trials on effi-
cacy and safety in various clinical settings
and under practical conditions. Altogether
several hundred to several thousand trial
subjects are enrolled at various trial
sites, which are often distributed over
several countries in order to study dif-
ferent epidemiological situations, ethnic
populations, and deviating local medical
practices. Phase III studies can also be
evaluated for risk–benefit relationships
and address practicability aspects as well
as interactions by other products or con-
comitantly applied medical treatments.
Postmarketing clinical trials of the licensed

product, often referred to as Phase IV clin-
ical trials, are, nowadays, rather often, also
requested as part of a conditioned licens-
ing of pharmaceutical products, mainly in
order to specifically investigate those as-
pects that can only be assessed by large
statistical cohorts.

For live attenuated vaccines, specific
safety aspects must also be studied clini-
cally. As live viruses or bacteria replicate in
the vaccine and may be shed into the en-
vironment, the potential transmission of
vaccine microorganisms to unvaccinated
subjects must be studied. If transmission
is possible or likely, the vaccine’s genotypic
and phenotypic stability must be carefully
studied and confirmed.

4.4
Licensing and Registration of Vaccine
Products

On the basis of previous experience and
evaluations, the process of getting a vac-
cine through the evaluation at different
national licensing authorities on average
takes about two years, which includes
time periods for working off and answer-
ing questions not adequately covered by
the registration dossier. As vaccines and
other biological pharmaceuticals are par-
ticularly complex compositions that cannot
be adequately characterized by specific
quality control methods, the entire pro-
cess, manufacturing facilities, analytical
methods used to specify the product and
its starting materials, and all ingredients
are considered as being an inherent char-
acterizing part of the product. Any change
to these affects the product’s license and
requires approval by the licensing author-
ity. Changing essential elements, such
as production cell substrates or micro-
bial strains, critical test methods such as
potency assays, purification methods, or
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formulations would almost inevitably be
seen as a change to the product that needs
to be verified by new clinical trials. Fur-
thermore, each individual batch produced
must be approved and released by the
authorities.

5
Economic Aspects of Vaccine
Development

Without any doubt, the development of
vaccines is a very costly and long-lasting
process that bears a significant risk of
failure. The following paragraphs intend
to provide some deeper insights into
the specific risks and chances, cost, and
time requirements to develop a new
vaccine, as the knowledge of those basics
drawn from experience may by helpful
in decision making. After all, successful
vaccine development depends not only
on good science and technical methods
but also to a great extent on adequate
management decisions.

5.1
Vaccine Development Cost

The number of successful vaccine projects
is fairly low and retrospective evaluations
of the specific cost incurred by these devel-
opment projects over a time period of 10
or more years are difficult. However, cost
evaluations covering developments from
the late 1960s to the early 1990s exist,
which summarize the development cost of
various pharmaceutical developments. Al-
though chemical drug products dominated
these figures, several vaccine projects were
also assessed. With all the inherent vari-
ability, we can reasonably assume that
these figures also give adequate estimates
for vaccine products. These evaluations
show that pharmaceutical development
cost during those years tended to increase
by a factor of about 10 within a decade. As
demonstrated by a simple graph (Fig. 3),
the rising cost is only in part due to the
normal inflation rate, but clearly correlates
with the increasing regulatory demands,

 Pharmaceutical development cost 1976 −1991

1976 1983 1987 1991

Guidelines 

Development
cost

Average consumer
 cost index  

Development cost 
(Mio. US $)

54
91

125
231

Year

1983
1987
1991

1976

Fig. 3 Pharmaceutical development cost. Development cost denoted for various
mainly chemical pharmaceuticals, including vaccine projects. Correlation with
rising regulatory requirements as indicated by the counts of existing guidelines at
the indicated point of time. Average consumer cost index for a household of four
persons taken from figures released by the Feral German Statistics Office
(Statistisches Bundesamt). Graphs show relative figures adjusted to a
uniform scale.
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as exemplified by the number of applica-
ble guidelines.

The latest well-founded figure of US$231
million, published in 1991, was based
on evaluations of 93 successful product
developments. This sum has since been
quoted on many occasions and has partly
been willfully and generously projected to
later dates. Thus, quoted sums of US$500
to 800 million may be encountered to
describe the cost and risks of pharmaceuti-
cal development projects. However, these
figures are misleading if several impor-
tant details about the original calculations
are not mentioned: those 231 millions in-
clude to a great extent, opportunity cost
(calculated by an interest rate of 9% of the
invested capital over a period of 12 years)
and the cost of many unsuccessful or aban-
doned projects (assuming a success rate of
23%), furthermore, tax credits were not
accounted for. All in all, the underlying
ex-pocket expenses must be assumed to
be about one-fourth of the total sum, and,
according to today’s standards, direct cost
between ¤ or US$ 60 and 100 million may
be assumed as a realistic estimate for the
development of an average new vaccine.
If, however, there is no suitable infrastruc-
ture and if investments into completely
new production facilities are to be made,
this could easily double the cost.

Apart from capital investments, person-
nel is the most relevant cost factor to be
considered. Owing to the high number
of persons involved in the preclinical and
technical development and to the long du-
ration of these activities (on average about
four years until the start of clinical trials
and several years beyond until registra-
tion), preclinical and technical activities
account for about one half or more of the
development cost. Clinical development
normally causes about one-fourth of the
development cost; the remaining quarter

is evenly spread throughout the developing
organization and covers overheads, tech-
nical support functions, quality control,
and quality assurance, as well as various
other specialists, for example, for qual-
ity assurance, regulatory affairs, patenting,
and market research.

Taken together, the average vaccine
development project requires about 170
man-years of work with average total
expenditures per person and workplace in
the pharmaceutical industry being around
¤180 000 to 200 000 or for the United
States around US$220 000 to 240 000. This
results in roughly ¤ or US$30 to 40 million
for personnel and workplace expenses.
External cost of around 20% and highly
variable capital investments into plant and
facilities are then to be added.

5.2
Risks and Chances

The success of a project during and for
the entire development process can be es-
timated by the numbers of projects that
make it until the next development phase
and finally end up as a commercial prod-
uct. On the basis of data for products
developed during the preceding decades
until 1994, one must assume that only
50% of the preclinical vaccine develop-
ment projects enter the clinical phase and
another 50% is abandoned during the
clinical trials. Having passed all preced-
ing hurdles, product registration seemed
to be uncritical, as only a loss of 1 out
of 100 vaccine projects was noted. For
pharmaceutical drug products, overall suc-
cess rates of 11% were found, that is, 100
product candidates entering the preclinical
development resulted in only 11 licensed
products. Vaccine projects appeared to be
more successful with an average of 22% li-
censed products per 100 projects (compare
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Fig. 4 Success rates of vaccine development projects in comparison with drug development.
Data represent the percentage of projects, which successfully completed the respective
development phase. Data summarized from assessments that mainly refer to projects of the
1980s. As discussed in the text, the success rates for vaccines developed today are most likely
lower than shown here.

Fig. 4). However, the figures presented in
Fig. 1 for AIDS vaccine projects of the re-
cent past show that average figures can
also be grossly misleading.

Most current vaccine candidates are
dealing with quite ‘‘difficult’’ infectious
diseases, which, under natural conditions,
do not induce a lasting protective or sterile
immunity, thus doubts about the appli-
cability of those earlier risk evaluations
to current vaccine projects are justified.
Even if AIDS vaccine projects are not
considered, a snapshot view on more re-
cent vaccine developments supports the
suspicion that success rates for today’s
projects and particularly for new vaccine
indications are much lower. As shown in
Table 4, the success rates of preclinical
development in more recent times ap-
peared to be below 50% and only 14 to
15% of all projects were found in Phase III
clinical trials. Whereas preclinical projects

represented a very wide spectrum of en-
tirely new vaccines, the majority of Phase
III clinical trials were covering alterna-
tives to already existing vaccines, such
as competitor’s developments, combina-
tions, or improved formulations. Less than
5% of these advanced projects were ap-
proaches to develop entirely new vaccines.
These figures represent only a static view
upon the vaccine development for a cer-
tain time period, but they clearly indicate
that nowadays – and particularly for really
new vaccines – development success rates
clearly below 5% appear more realistic than
earlier estimates that were above 20%.

6
Perspectives

Judged by the number of scientific publica-
tions in microbiological and biotechnology
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Tab. 4 Human vaccine development projects in the years 2000 and 2002.

Project phase No. of vaccine projects

Year 2000 Year 2002 Percentage

Preclinical development 349 331 100
Advanced to Phase I clinical development 158 154 45–47
Advanced to Phase II clinical development 102 106 29–32
Advanced to Phase III clinical development 51 47 14–15
Thereof alternatives to existing vaccines in Phase III 37 32 10–11
Thereof new vaccine indications in Phase III 14 15 4–5

Notes: Data extracted from listed vaccine projects in the year 2000 and 2002 in the United States
without consideration of AIDS vaccine projects. Vaccine projects in Phase III clinical trials for new
indications include vaccines against Coccidioides immitis, group B streptococcus/Streptococcus
pneumoniae, Plasmodium falciparum, Trypanosoma cruzi, Leishmania major, Mycobacterium leprae,
Meningococcus B and C, Rotavirus, Vibrio cholerae, and Pytium insidiosum.

journals, vaccine R&D appears to have
a great attraction for scientists from all
pertinent scientific disciplines. Whenever
new methods and technologies became
available, these have always and imme-
diately triggered a huge number of new
vaccine research projects and stimulated
research into formerly hopeless vaccines.
Along with the good reputation that vac-
cines enjoy, this scientific background is
an excellent base for new vaccines. It also
provides a favorable environment to attract
the required capital that is needed to de-
velop vaccines into marketable products.
However, considering the high risks and
the long duration of vaccine R&D, there
must also be other reasons why investors
and pharmaceutical companies invest in
this field.

Vaccines represent only a small pro-
portion of the pharmaceutical market,
but, nevertheless, vaccines are extremely
successful products. Firstly, vaccines ef-
fectively prevent diseases, rather than
only curing these. Owing to these advan-
tages, vaccines have often created their
own markets and have even defended
their market shares against competition

by very effective therapeutics or antibiotics.
Secondly, most vaccines are recommended
by public health authorities and thus en-
joy a rather safe position on the market.
Furthermore, there are usually only rather
limited numbers of competitive products
because vaccines are far too complex to
become an easy target for producers of
generic imitations. And, finally, vaccines
usually have a very long life span. As
long as vaccine products are not neglected
and become outdated, but are constantly
adapted to a better state of the art, vac-
cines do not lose their market position,
unless they are too successful and by and
by eliminate the need to use the vaccine.

Thus, vaccine R&D can be very re-
warding for both scientists and investors.
Regarding the risks, however, the investor
has a quite different perspective than the
scientist. The investor may contain risks by
putting capital into many different projects
and enterprises, thus participating in the
statistically very successful ‘‘average vac-
cine.’’ To a limited extent, large companies
who develop vaccines can also apply the
same strategy. However, small enterprises
and individual scientists working for only
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one or a few R&D projects have only few
options to manage and reduce risks. They
often choose a high-risk approach by aim-
ing only for ‘‘block buster’’ products. In
this case, they must be aware that compe-
tition in this field will be also very strong,
which increases the risks even more. How-
ever, within the given financial limitations,
risks could also be spread over a certain
number of projects in early R&D phases,
preferably by approaching different indi-
cations and concentrating on an attractive
new or improved technology.

Scientifically and commercially, vaccine
R&D is certainly not a playing ground for
those who expect fast success and rev-
enues. Any organization that intends to
invest into vaccine R&D should be pre-
pared – both mentally and financially – to
endure for at least 10 to 20 years.

See also Dendritic Cells; Hu-
man and Veterinary Classical Vac-
cines against Bacterial Diseases;
Immunologic Memory; Immuno-
logy; Liposome Gene Transfec-
tion; Medicinal Chemistry; Mu-
cosal Vaccination; Transcription
Factor NF-κB: Function, Struc-
ture, Regulation, Pathways, and
Applications.
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These guidelines are also available via
http://www.eudra.org/Document.htm

U.S. Department of Health and Human Ser-
vices: National Institutes of Health, National
Institute of Allergy and Infectious Diseases
(latest issue from 2002) The Jordan Re-
port. Accelerated Development of Vaccines 2002.
http://www.niaid.nih.gov/dmid/vaccines/
jordan20/default.htm

US-FDA guidelines and Points to Consider (PCT)
documents, as well as lists of all available
documents about human biological medicines
are available from: Congressional, Consumer
and International Affairs Staff, Metro Park
North, Building 3, 5600 Fishers Lane,
Rockville, MD 20857 and via internet under
http://www.fda.gov/cber/guidelines.htm

Primary Literature

Batelle Memorial Laboratories. (1973) Science,
Technology and Innovation. Report to the
National Science Foundation, USA.

Bienz-Tadmore, B., Dicerbo, P.A., Tadmore, G.,
Lasagna, L. (1992) Biopharmaceuticals and
conventional drugs: Clinical success rates,
BioTechnology 10, 521–525.

Di Masi, J.A., Hansen, R.W., Grabowski, H.G.,
Lasagna, L. (1991) Cost of innovation in the
pharmaceutical industry, J. Health Economics
10, 107–142.

Donelson, J.E., Hill, K.L., El-Sayed, N.N. (1998)
Multiple mechanisms of immune evasion by
African trypanosomes, Mol. Biochem. Parasitol.
91, 51–66.

Du Chateau, B.K., Munson, E.L., England, D.M.,
Lovrich, S.D., Callister, S.M., Jensen, J.R.,
Schell, R.F. (1999) Macrophages interact with
enriched populations of distinct T lymphocyte



176 Vaccine Research and Development Methodology

subsets for the induction of severe destructive
Lyme arthritis, J. Leukoc. Biol. 65, 162–170.

Ellis, D.J., Pekar, P.P. (1983) Planning Basics for
Managers, AMACON, New York.

Goulder, P.J., Brander, C., Tang, Y., Trem-
blay, C., Colbert, R.A., Addo, M.M., Rosen-
berg, E.S., Nguyen, T., Allen, R., Trocha, A.,
Altfeld, M., He, S., Bunce, M., Funk-
houser, R., Pelton, S.I., Burchett, S.K., McIn-
tosh, K., Korber, B.T., Walker, B.D. (2001) Evo-
lution and transmission of stable CTL escape
mutations in HIV infection, Nature 412,
334–338.

Gregersen, J.P. (1997) Vaccine Development:
The Long Road from Initial Idea to Product
Licensure, in: Levine, M.M., Woodrow, G.W.,
Kaper, J.B., Cobon, G.S. (Eds.) New Generation
Vaccines, Chap. 7, 2nd edition, Marcel Dekker
Inc., New York, Basel, Hong Kong, pp.
1165–1177.

Haase, A.T. (1986) Pathogenesis of lentivirus
infections, Nature 322, 130–136.

Halstead, S.B. (1979) In vivo enhancement of
dengue virus infection in rhesus monkeys by
passively transferred antibody, J. Infect. Dis.
140, 527–533.

Hansen, R.W. (1979) The Pharmaceutical De-
velopment Process: Estimates of Develop-
ment and the Effects of Proposed Regula-
tory Changes, in: Chien, R.J. (Ed.) Issues in
Pharmaceutical Economics, Lexington Books,
Cambridge, MA, pp. 151–186.

Homsy, J., Meyer, M., Levy, J.A. (1990) Serum
enhancement of human immunodeficiency
virus (HIV) infection correlates with disease
in HIV-1 infected individuals, J. Virol. 64,
1437–1440.

Horzinek, M.C. (1984) Kompendium der
allgemeinen Virologie, Enke Verlag, Stuttgart,
Germany.

Kim, H.W., Canchola, J.G., Brandt, C.D., Py-
les, G., Chanock, R.M., Jensen, K., Par-
rot, R.H. (1969) Respiratory syncytialvirus dis-
ease in infants despite prior administration of
antigenic inactivated vaccine, Am. J. Epidemiol.
89, 422–434.

Lane, H.C., Depper, J.M., Greene, W.C., Wha-
len, G., Waldmann, T.A., Fauci, A.S. (1985)
Quantitative analysis of immune functions
in patients with acquired immunodeficiency
syndrome: Evidence for a selective defect in
soluble antigen recognition, New Engl. J. Med.
313, 79–84.

Langle, L., Occelli, R. (1983) The cost of a new
drug, J. d’Economie Medicale 1, 77–106.

Le, T.P., Coonan, K.M., Hedstrom, R.C., Charo-
envit, Y., Sedegah, M., Epstein, J.E., Ku-
mar, S., Wang, R., Doolan, D.L., Maguire, J.D.,
Parker, S.E., Hobart, P., Norman, J., Hoff-
man, S.L. (2000) Safety, tolerability and hu-
moral immune responses after intramuscu-
lar administration of a malaria DNA vac-
cine to healthy adult volunteers, Vaccine 18,
1893–1901.

Luciw, P. (1996) Human Immunodeficiency
Viruses and their Replication, in: Field, B.N.,
Knipe, D.M., Howley, P.M. (Eds.) Field’s Virol-
ogy, Chap. 60, Vol. 2, 3rd edition, Lippincott-
Raven, Philadelphia, pp. 1881–1952.

Maimone, D., Villanova, M., Stanta, G., Bo-
nin, S., Malandrini, A., Guazzi, G.C.,
Annunziata, P. (1997) Detection of Borrelia
burgdorferi DNA and complement membrane
attack complex deposits in the sural nerve
of a patient with chronic polyneuropathy
and tertiary Lyme disease, Muscle Nerve 20,
969–975.

Montgomery, R.R., Nathanson, M.H., Malaw-
ista, S.E. (1993) The fate of Borrelia burgdor-
feri, the agent for Lyme disease, in mouse
macrophages. Destruction, survival, recovery,
J. Immunol. 150, 909–915.

Moore, C.B., John, M., James, I.R., Chris-
tiansen, F.T., Witt, C.S., Mallal, S.A. (2002)
Evidence of HIV-adaptation to HLA-restricted
immune responses at a population level, Sci-
ence 296, 1439–1443.

Odeberg, J., Cerboni, C., Browne, H. Karre, K.,
Moller, E., Carbone, E., Soderberg-Naucler, C.
(2002) Human cytomegalovirus (HCMV)-
infected endothelial cells and macrophages
are less susceptible to natural killer lysis
independent of the downregulation of classical
HLA class I molecules or expression of the
HCMV class I homologue, UL 18, Scand. J.
Immunol. 55, 149–161.

Roizman, B., Sears, A.E. (1996) Herpes
Simplex Viruses and their Replication,
in: Field, B.N., Knipe, D.M., Howley, P.M.
(Eds.) Field’s Virology, Chap. 72, Vol. 2,
3rd edition, Lippincott-Raven, Philadelphia,
pp. 2231–2296.

Rosen, S. (1976) Future Facts, Simon & Schuster,
New York.

Smith, J.D., Chitnis, C.E., Craig, A.G., Roberts,
D.J., Hudson-Taylor, D.E., Peterson, D.S.,
Pinches, R., Newbold, C.I., Miller, L.H. (1995)



Vaccine Research and Development Methodology 177

Switches in expression of Plasmodium
falciparum VAR genes correlate with
changes in antigenic and cytoadherent
phenotypes of infected erythrocytes, Cell 82,
101–110.

Struck, M.M. (1994) Biopharmaceutical R&D
success rates and development times,
BioTechnology 12, 674–677.

Struck, M.M. (1996) Vaccine R&D success rates
and development times, Nat. Biotechnol. 14,
591–593.

Takeda, A., Tuazon, C., Ennis, F.A. (1988)
Antibody-enhanced infection by HIV-1,
Science 242, 550–583.

Wang, R., Doolan, D.L., Le, T.P., Hedstrom,
R.C., Coonan, K.M., Charoenvit, Y., Jones,

T.R., Hobart, P., Margalith, M., Ng, J.,
Weiss, W.R., Sedegah, M., de Taisne, C.,
Norman, J.A., Hoffman, S.L. (1998) Induction
of antigen-specific cytotoxic T lymphocytes in
humans by a malaria DNA vaccine, Science
282, 476–480.

Wiggins, S.N. (1987) The Cost of Developing
a New Drug, Pharmaceutical Manufacturers’
Association, Washington, DC.

Zignego, A.L., De Carli, M., Monti, M., Carec-
cia, G., La Villa, G., Giannini, C., D’Elios,
M.M., Del Prete, G., Gentilini, P. (1995) Hep-
atitis C virus infection of mononuclear cells
from peripheral blood and liver infiltrates in
chronically infected patients, J. Med. Virol. 47,
58–64.

Vaccines (Classical) against
bacterial disease: see Human and
Veterinary Classical Vaccines
against Bacterial Diseases





179

Variation and Conservation of
the Development of Animal
Bodies: Evolutionary
Developmental Biology

Francoise Mazet1 and Sebastian M. Shimeld2

1University of Reading, Whiteknights, Reading, UK
2University of Oxford, Oxford, UK

1 Historical Perspective and Recent Developments 181
1.1 Relationship between Ontogeny and Phylogeny in Late

Nineteenth/Early Twentieth Century 181
1.2 Impact of Molecular Biological, and Other Techniques 182
1.3 Important Questions 183
1.3.1 The Microevolution of Development 183
1.3.2 Canalization and Constraint in the Evolution of Development 183
1.3.3 The Basis for Major Transitions in the Development of Body Form 183

2 Animal Phylogeny and Gene Ontology 184
2.1 The Critical Nature of Phylogenetics in Defining Taxonomic

Relationships and Gene Classification 184
2.2 Identification of a Conserved Developmental Genetic

Toolkit in Animals 187
2.3 Hox Genes and AP Axis: A Detailed Example from the Toolkit 188
2.4 The Evolution of this Toolkit via Duplication 189

3 Microevolution of Developmental Processes 189
3.1 Evolution via Changes in Coding or Noncoding Sequences 190
3.2 Parallelism in Morphological Evolution 191

4 Developmental Basis of Innovations 192
4.1 The Diploblast/Triploblast Divide: Evolutionary

Hypotheses and Key Data 192
4.2 Gene Duplication and Vertebrate Origins 193

5 Loss of Complexity in Animal Development 193
5.1 Phylogeny Suggests Loss of Genetic Complexity is Widespread 193

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 15
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30652-8



180 Variation and Conservation of the Development of Animal Bodies: Evolutionary Developmental Biology

5.2 Examples of Developmental Regulatory Changes Associated with Loss:
Snakes and Sticklebacks 194

6 Future Prospects 196
6.1 The Impact of Genomics and Postgenomics 196
6.2 Understanding Regulatory Evolution: Computational and

Empirical Methods United 196

Bibliography 197
Books and Reviews 197
Primary Literature 197

Keywords

Bilaterians
The bilaterally symmetrical animals, including all triploblasts, excluding the diploblasts
and sponges.

Clade
A group of species linked by a common ancestral species. Also called
monophyletic group.

Diploblasts
Animals possessing only two cell layers (the ectoderm and the endoderm). Includes the
cnidarians (jellyfish) and the ctenophores (comb jellies).

Genetic toolkit
Set of genes necessary to construct an embryo. Contains mostly transcription factors
and signaling molecules.

Homeobox
Conserved region of 180 nucleotides, translated in a 60 amino acid domain (the
homeodomain). Homeobox genes code for transcription factors called homeoproteins.
Examples: Otx, Hox.

Homologs
Genes sharing sequence similarity and inferred to have originally derived from an
ancestral gene at an indeterminate point. Example: otx genes.

Orthologs
Genes in different species that are related to one another by speciation events.
Example: otd in D. melanogaster is orthologous to Otx1 and Otx2 in mammals.
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Paralogs
Paralogous genes are those that in different, or the same, species are related by a gene
duplication event. Example: Otx1 and Otx2 in mice.

Promoter
Noncoding region of the DNA that lies near the start site of transcription. Contains
binding sites for the transcriptional machinery.

Pseudogenes
Nonfunctional genes. A pseudogene can be transcribed.

Triploblasts
Animals possessing three cell layers: the ectoderm, the mesoderm, and the endoderm.

� The body (or phenotype) of a multicellular organism has two histories. One is
ontogenetic, which is the development of the adult body from a fertilized egg. The
other is phylogenetic, which is the evolutionary history of the organism. These two
histories are fundamentally connected, as evolutionary change to the shape and size
of an organism’s body occurs via change in the processes regulating embryonic
development, while selection on the adult phenotype determines whether such
changes persist or are eradicated. Evolutionary developmental biology seeks to
understand how evolutionary change in developmental processes has occurred, and
how it has led over evolutionary time to the wide diversity of body forms that exist
today or have existed in the past. At the core of the subject is the study of the genes
that regulate development, and how change in such genes results in evolutionary
change of the phenotype.

1
Historical Perspective and Recent
Developments

1.1
Relationship between Ontogeny and
Phylogeny in Late Nineteenth/Early
Twentieth Century

Throughout the later part of the nine-
teenth century and early twentieth century,
the study of embryology and evolutionary
biology were deeply intertwined. The com-
parative study of embryonic development

provided authors such as Haeckel with
the basis for evolutionary hypotheses, and
helped to refine an emerging view of the
phylogenetic relationship of living animal
groups. This cozy relationship was essen-
tially split in the 1920s and 1930s by
the rise of a new biological discipline,
genetics. Evolutionary biology embraced
genetics, becoming increasingly quanti-
tative in its approaches, and resulting
in the birth of evolutionary and popula-
tion genetics. Embryology became increas-
ingly experimental, adopting both genetic
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and manipulatory methods for perturbing
embryos, and laying the foundations for
the study of developmental processes that
we now refer to as developmental biology.

With some notable exceptions, the two
disciplines remained largely separate un-
til the 1980s, when key technical advances
opened the door to a reunited field; evolu-
tionary developmental biology. Essentially,
the technical advances relate to our ability
to examine and manipulate DNA, the com-
mon bedrock on which both disciplines
could be mounted (see Sect. 1.2). Devel-
opmental biologists were now able to ex-
amine the genes responsible for regulating
embryonic development, and to determine
the precise genetic lesions responsible for
specific mutant phenotypes. A milestone
was passed in 1984, with the discovery
of Homeobox genes and the subsequent
demonstration of the conserved role of
Hox type Homeobox genes in the devel-
opment of animals with widely divergent
body plans. Homeobox gene conservation
was soon discovered to be but the tip of an
iceberg of conserved genes and pathways
that regulate animal development.

The new techniques that allowed us to
read gene sequences and understand the
relations between genotype and pheno-
type were a giant step that transformed
the study of evolutionary developmental
biology, opening the door to detailed, rigor-
ous examination of hypotheses often first
posed over a hundred years ago.

1.2
Impact of Molecular Biological, and Other
Techniques

Molecular biology techniques such as poly-
merase chain reaction (PCR), Southern
blotting, and DNA library screening have
facilitated the rapid isolation of genes.
With the application of such techniques

to multiple model species, it rapidly be-
came clear that different animals had
genes that share a high level of similar-
ity in their sequences. Degenerate PCR
could then be used to isolate related genes
from different species on the basis of
such similarities. This technique drasti-
cally accelerated the number of genes
characterized in both model and nonmodel
systems, freeing gene isolation from tradi-
tional genetic studies.

New techniques also allowed the vi-
sualization of gene products, enabling
researchers to examine their distribution
in embryos. The characterization of a gene
expression pattern is performed using two
main techniques to visualize the prod-
ucts of the gene: in situ hybridization for
the visualization of mRNA transcripts and
immunolocalization for the visualization
of proteins. Both techniques can be per-
formed either in whole fixed embryos, in
dissected parts of embryos, or on sections.
Expression domains can also be localized
in living embryos and adults using Green
Fluorescent Protein (GFP) technology.

All these techniques, however, do not
give any insight into the function of a
gene or the protein it encodes. This can
be assessed in several ways. Historically,
the most informative method has been by
creating and analyzing mutants, though
this is extremely time consuming and la-
bor intensive. Of great interest is the recent
emergence of antisense technologies, such
as RNAi and morpholino oligonucleotides,
which allow gene function to be assessed
without the need for time-consuming mu-
tant screening programs. Additional to
these loss-of-function approaches, gain-of-
function experiments can also be infor-
mative, and are usually undertaken by
injection or electroporation of RNA or
DNA constructs into embryos. Finally, ge-
nomic and postgenomic techniques for



Variation and Conservation of the Development of Animal Bodies: Evolutionary Developmental Biology 183

examining genes and proteins on a large
scale are playing an increasingly important
role in evolutionary developmental biol-
ogy. In this case, researchers can follow
the impact of one change on the expres-
sion of thousands of other molecules at
once, and thus better understand the real
impact of each genomic modification. In
the following, we address some of the
key evolutionary developmental questions
currently under investigation, highlight-
ing recent advances in our understanding
and suggesting how future developments
in biology will impact on this field.

1.3
Important Questions

1.3.1 The Microevolution
of Development
One of the central questions of evolu-
tionary biology has been the relationship
between microevolution and macroevolu-
tion, that is, how population and speciation
level processes contributed to the evolution
of diverse animal body plans. As dis-
cussed earlier, it has been demonstrated
that genes act through development to
create morphological structures, and from
this, it follows that evolutionary change in
morphology is linked to changes in devel-
opmental processes. To understand this,
we need to know how variation in genes
arises, the nature of variation in develop-
mental processes in extant populations,
and we need to be able to examine the
effect of selection on this variation. These
issues are addressed in Sect. 3.

1.3.2 Canalization and Constraint
in the Evolution of Development
Animal evolution is constrained by physi-
cal laws, such as gravity, rates of diffusion,
and rates of chemical interactions, which
act to limit morphology and physiology

in certain ways. An important question
is whether developmental processes also
provide constraints on the evolution of
animal morphology. For example, all ver-
tebrates share fundamental similarities in
their body plans, despite hundreds of mil-
lions of years of separation. Does this
imply that they are unable to ‘‘undo’’
their basic design (i.e. that certain phe-
notypic end points cannot be reached), or
is it simply that radical changes are pos-
sible, but selection continually removes
them? An answer to this question would
help us determine whether canalization
of developmental processes constrains the
evolution of animal form. Similarly, are
all processes and periods of embryonic de-
velopment equally subject to evolutionary
change, or is phenotypic variation more
likely to arise and be subject to selection
at specific times and places in develop-
ment? ‘Answers to this too would help
us understand why body plans often ap-
pear to be highly conserved in the face of
enormous finer-scale variation, as seen in
highly speciose taxa such as the insects
for example’? The consensus view is that
development does constrain the evolution
of morphology, but this is not proven and
many researchers hold alternative views.

1.3.3 The Basis for Major Transitions
in the Development of Body Form
Taxonomists divide the animal kingdom
into some 30 phyla, each with a different
body plan. Notably, the majority of such
body plans appear to have evolved in a sur-
prisingly short window in the Cambrian,
the so-called Cambrian explosion. How did
such body plan diversity evolve, and how do
other major changes in development and
morphology evolve? In particular, can such
differences be explained by the cumula-
tive effect of microevolutionary processes,
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with the extinction of intermediates giv-
ing the illusion of major transitions, or
do other factors, such as those discussed
earlier in Sect. 1.3.2, affect body plan
evolution? The discovery that homeotic
mutations, in which one part of an an-
imal’s body can be completely replaced
by a duplication of another part, such as
an antenna by a leg, can be caused by
changes in single genes of the Hox com-
plex (see Sect. 2.3), was taken by many
to indicate that major changes in body
form could be produced by relatively small
mutations. However most evolutionary bi-
ologists now dispute that such mutations
and the ‘‘hopeful monsters’’ they produced
could have contributed to the evolution
of animal morphology in such a simple
way. These issues are addressed here from
two different standpoints, the evolution
of new complex characters that define
major groups of animals (innovations)
in Sect. 4, and the loss of complexity in
Sect. 5.

Related to this issue is the degree
of underlying similarity that appears to
be present in the basic developmental
programs of different phyla. One ex-
ample of this is the role of the Pax6
gene in eye development in numerous
phyla with quite different eye structures,
for example, insects, nemertene worms,
and vertebrates. At its basic level, this
suggests that the common ancestor of
these taxa (and by extrapolation all bilat-
erally symmetrical animals: see Sect. 2)
had a photoreceptor whose development
was regulated by Pax6. Similarly, while
vertebrates and insects have nervous sys-
tems that are superficially very differ-
ent, comparisons of neural patterning
in Drosophila and mouse have suggested
further conservation of more intricate
mechanisms between widely divergent

taxa (Fig. 1). These studies have demon-
strated that the positioning of cell types
along both the dorsoventral and antero-
posterior axes of the nervous systems
of these species reflects a similar un-
derlying profile of gene expression. This
suggests a degree of molecular similar-
ity that underlies the different nervous
systems of insects and vertebrates, and
therefore that the common ancestor of
these two animal lineages also used such
mechanisms to pattern its nervous sys-
tem. The evolution of the vertebrate and
insect nervous systems, therefore, can
be seen as elaborations built upon a
complex, preexisting, molecular ground
plan, indicating how such major differ-
ences might have evolved from a com-
mon ancestor.

2
Animal Phylogeny and Gene Ontology

2.1
The Critical Nature of Phylogenetics
in Defining Taxonomic Relationships
and Gene Classification

The ‘‘tree of life’’ is a pictorial represen-
tation of the relationships between living
organisms. Early trees, such as that of
Ernst Haeckel, tended to depict an appar-
ent progression from what was regarded
as simple organisms to those considered
more complex, and ultimately, man. For-
malization of the tree-building process be-
gan with the science of cladistics, founded
by Willy Hennig. Numerous attempts have
been made to reconstruct animal phy-
logeny using adult as well as embryological
morphological characters, with the results
differing in many details. While most agree
on major relationships, such as the divi-
sion of bilaterians into protostomes and
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Fig. 1 Comparisons of gene expression
patterns in the anterior central nervous system
(CNS) of Drosophila and Mouse embryos. The
expression of msh/Msx (blue), ind/Gsh-1
(brown), NK-2/Nkx-2.2 (red), Otd/Otx (black
bars) and Hox orthologs (white bars) has a
similar topological arrangement in the two
species, despite the considerable differences in
their nervous systems. The expression patterns
of Hh/Shh (violet), gsb/Pax-3/7 (green) and
patched (yellow) differ between the two species.

The similarities in gene expression are often
considered to show that their central nervous
systems derive from a single ancestral nervous
system of considerable complexity (Reprinted
with permission from Arendt, D., Nubler-Jung, K.
(1999) Comparison of early nerve cord
development in insects and vertebrates,
Development 126, 2309–2325. Copyright 1999
The Company of Biologists Ltd.) (See color plate
p. xxviii).

deuterostomes, and the basal placement of
diploblastic phyla such as the cnidarians,
ctenophores, and sponges, such variability
in proposed phylogenetic relationships be-
tween taxa is a real problem for those
seeking to reconstruct the evolution of
animal development, as interpretation of
comparisons between taxa is entirely de-
pendent on how they relate to each other.

Over the past 20 years, molecular phy-
logenetics, primarily based on shared
derived similarities in the sequences of
genes, has helped resolve some of these
ambiguities. In theory, most molecular
changes should not result in phenotypic
change, and hence shared derived molec-
ular characters should give a view of
animal phylogeny that is independent of
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morphology. In practice, debate continues
over whether molecular or morphological
phylogenetics gives the most accurate view
of the tree of life. Despite this ambiguity,
the use of molecular phylogenetics has
proven to be a powerful tool that has been
used to redraw relationships between an-
imal phyla. A good example of this is the
phylogeny of the animal kingdom based
on 18S ribosomal RNA gene sequences
and some Hox gene sequences. This
agreed with the morphological consensus

in dividing bilaterians into protostomes
and deuterostomes, but further divided
the protostomes into the ecdysozoa (in-
cluding the arthropods and the nema-
todes) and the lophotrochozoa (including
the annelids, molluscs, and brachiopods).
This rearrangement of the phylogenetic
relationships of animal phyla has had
profound consequences for our interpre-
tation of animal evolution, suggesting that
some monophyletic groups previously cre-
ated on the basis of shared morphological
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Fig. 2 A metazoan phylogenetic tree, based on
morphology and embryology. The bilaterians are
subdivided into three major groups: the
coelomates, pseudocoelomates, and
acoelomates. The tree in (b) is based on more
recent DNA-based analyses. Under such an
analysis, pseudocoelomates and acoelomates
are included into the protostome clade, which is

itself subdivided into lophotrocozoans and
ecdysozoans (Reprinted with permission from
Adoutte, A., Balavoine, G., Lartillot, N.,
Lespinet, O., Prud’homme, B., de Rosa, R.
(2000) Proc. Natl. Acad. Sci. 97(9), 4453–4456.
Copyright 2000 National Academy of
Sciences, USA).
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resemblance were artifacts (Fig. 2) In turn,
some researchers have taken this to sug-
gest that the presumed shared morpholo-
gies were in fact convergently evolved.

2.2
Identification of a Conserved
Developmental Genetic Toolkit in Animals

The developmental genetic toolkit can be
defined as the minimum set of genes
necessary to construct the embryo, and
as such, excludes housekeeping genes that
are necessary for the metabolic processes
of the adult body. This is a loose definition
and more of a working concept than a
strict description of what makes a gene
‘‘developmental.’’ At a practical level, these
genes mostly encode transcription factors
and components of intercellular signaling
pathways. Transcription factors interact
with DNA to regulate the expression of
other genes. Differential expression of
transcription factors is a fundamental
part of cell differentiation. The most

famous part of the genetic toolkit is the
large family of transcription factors called
homeobox genes that appear to have some
functions conserved in most, if not all,
phyla (see Table 1). Other major families
of transcription factors in animals include
the zinc finger, leucine zipper, basic helix-
loop-helix, Tbx, and Fox families. Signaling
pathway molecules include members of
the TGFβ, Wnt, Hedgehog, Notch, and
fibroblast growth factor (FGF) pathways.
While transcription factors work inside
a cell’s nucleus and are essentially cell-
autonomous, signaling pathways mediate
communication between cells and are
the key components in organizing the
spatial distribution of differentiating cells.
This is a critical step in building a
multicellular organism. Many such genes
were originally characterized in Drosophila
and research over the past 20 years has
demonstrated that most such genes are
shared by many different animal phyla,
and are therefore likely to have been
evolved at an early point in animal

Tab. 1 Some examples from the developmental genetic toolkit.

Homeobox transcription factors Conserved roles
Hox Anteroposterior axis
Sox Neural differentiation
Vnd/Gsx CNS lateral patterning
Cad/Cdx Posterior patterning
Otd/Otx Anterior patterning
So/Six Neural differentiation
Msh/Msx Neural differentiation

Other transcription factors Conserved roles
Fd1/FoxC Dorsal mesoderm differentiation
Bin/FoxF Visceral mesoderm differentiation
Achaete-Scute/Ath Proneural differentiation
Tbx genes Various

Secreted signaling molecules Developmental roles
Wingless/Wnt Various
Hedgehog Various
BMP/chordin Dorsoventral patterning
Notch Various
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evolution, before the radiation of the
lineages that have given rise to most living
animals. Key examples in this context are
the Hox genes.

2.3
Hox Genes and AP Axis: A Detailed
Example from the Toolkit

The Hox genes form a subset of the
homeobox gene family. Originally isolated
in Drosophila melanogaster, Hox orthologs

have since been found in all animals. Of
special interest is the conservation of the
clustered genomic organization of Hox
genes in several bilaterian lineages (Fig. 3),
suggesting first that the common ancestor
of both protostomes and deuterostomes
had a complement of at least eight genes
organized in a single cluster, and second
that the clustered organization is impor-
tant for the proper function of these genes.
Hox genes are deployed in the developing
embryos of several bilaterian lineages in
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a strikingly similar way. Specifically, their
role in the development of the anteropos-
terior axis of the early embryo correlates
with their relative location within the clus-
ter. Thus, genes located at one end of the
cluster are expressed anteriorly in the em-
bryo, while those toward the other end have
more posterior expression. This conserved
feature is named spatial colinearity.

In many taxa, Hox genes are also in-
volved in other developmental processes,
for example: the fine sculpting of bristle
patterns on the legs of drosophilid flies,
and the differentiation of the hematopoi-
etic cell lineage in vertebrates. These
probably reflect the recent co-option of the
Hox genes to these new roles, reflecting
a fundamental property of the evolution
of genes and pathways involved in devel-
opment: their frequent co-option in the
evolution of new morphology.

2.4
The Evolution of this Toolkit
via Duplication

When compared, the genomes of
Drosophila and vertebrates show that,
although they possess members of many
of the same gene families, the number
of members of each gene family is
often different between the two lineages.
Typically, the excess of copies is in
favor of the vertebrates. Extra copies
of genes arise by gene duplication, a
phenomenon that is common in the
evolution of genomes. A paradox is that,
directly after the duplication event, the
copies of the gene should be functionally
redundant, suggesting a lack of selective
advantage and rapid elimination of
additional copies. Genome comparisons
show, however, that many gene duplicates
have been conserved for long enough to
acquire differences in their patterns of

expression. Such acquisition of different
spatial or temporal expression patterns is
one of the accepted explanations as to
why duplicates have been preserved. A
model, called the Duplication-Degeneration-
Complementation (DDC) model, provides
the most thorough and satisfying
explanation of this process, and
takes into account not only variations
within the coding sequence but also
modifications in regulatory sequences.
The DDC model proposes three possible
fates for a duplicated gene (Fig. 4):
degeneration, when a copy is eliminated
or made nonfunctional (pseudogene);
neofunctionalization, in which the
duplicates diverge by one acquiring a new
function (which was not present with the
ancestral gene); subfunctionalization, in
which the duplicates diverge by reciprocal
loss of some of the parental functions.
Evidence so far suggests that all three
fates happen depending on the gene.
In summary, duplication is clearly an
important force in evolution of the gene
families that regulate development, and
will be discussed in combination with gene
loss in Sect. 5.

3
Microevolution of Developmental
Processes

Loosely defined, the microevolution of
development includes the study of within-
population variation in developmental
processes, and the contribution of de-
velopment to speciation level processes.
There are several key questions in this
field that remain to be answered, includ-
ing, for example: How much genetically
determined variation is there in natural
populations which gives rise to develop-
mental changes? What is the nature of this
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Fig. 4 Fates of duplicated genes as proposed by the DDC model.
(A) Degeneration. One copy is eliminated after duplication.
(B) Neofunctionalization. Each copy acquires a new expression that
can replace or complement the ancestral one by acquisition of new
regulatory sequences in front of each gene. (C) Subfunction-
alization. Each duplicate becomes essential to the development of
the embryo because of reciprocal loss of the original regulatory
sequences. Note that these models are not mutually exclusive.

variation; does it primarily involve cod-
ing sequences or noncoding sequences?
How does this yield phenotypic varia-
tion on which selection can operate? Do
gene networks or other processes insu-
late individuals from phenotypic change by
buffering developmental processes? Does
convergent evolution of morphology tend
to involve parallel genetic changes in differ-
ent lineages? This section illustrates how
answers to some of these questions are
emerging from recent studies.

3.1
Evolution via Changes in Coding
or Noncoding Sequences

While mutation rate can vary substantially
across the genome, there is no evidence to
indicate that different regions of genes,
such as introns, exons, promoters, or
enhancers, have generically different mu-
tation rates. Thus, at a basic level, genetic

variation can arise in all parts of a gene.
When comparing orthologous genes from
different species, however, translated ex-
ons usually appear more highly conserved
than noncoding sequences. This implies
that variation in coding regions, specif-
ically of a sort that affects the amino
acid sequence of the encoded protein,
may be under tighter restraint than other
regions of genes. With respect to de-
velopmental genes, several studies have
demonstrated functional conservation of
protein sequences over immense evolu-
tionary distances. For example, the Otx
genes encode homeobox genes expressed
in the anterior of the developing embryos
of several phyla. Nagao and colleagues
were able to rescue the defects of fruit
flies mutated for the gene Otd, by in-
serting the human orthologs, Otx2 and
Otx1, demonstrating that the human pro-
teins could replace the Drosophila protein
despite over 500 hundred million years
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of evolutionary separation. Indeed, such
studies form the basis of the concept of
a conserved developmental toolkit, out-
lined in Sect. 2. This is not to imply that
protein-encoding sequences do not evolve.
They do, and this can have functional
consequences, for example, some insect
Hox genes have acquired new roles linked
to the evolution of new protein motifs.
However, it seems that variation between
species is concentrated in noncoding se-
quences. While much of this may reflect
genetic drift of nonfunctional sequence, it
also includes the regions responsible for
regulating the spatial and temporal deploy-
ment of gene transcription, the promoters
and enhancers.

A small number of studies have ad-
dressed the evolution of the regulation of
developmental genes at a functional level.
One of the best-studied models in this
regard is the fruit fly Drosophila. A key
example of this is the Ultrabithorax (Ubx)
gene of Drosophila and its role in the evo-
lution of leg trichome pattern. Trichomes
are small protrusions of the cuticle that
cover adults and larvae in patterns that
are typically species specific. Stern demon-
strated that regulatory changes controlling
transcription of the Ubx gene resulted in
subtle differences in the distribution of the
Ubx protein, and were the cause of subse-
quent subtle differences in leg trichome
patterns between species of Drosophila.
Such subtle changes in gene regulation
are presumed to be responsible for the
differences in the expression patterns of
orthologous genes between species, and
are presumed to underlie much of the
evolution of developmental processes.

There are also other factors that affect
the evolution of enhancers. The Drosophila
even-skipped (eve) stripe 2 enhancer is one
of the best-studied regulatory elements. eve
is expressed in stripes in a pair rule pattern

in the Drosophila blastoderm embryo, with
expression in different stripes controlling
a distinct enhancer. Ludwig and colleagues
addressed the question of the relationship
between genotypic and phenotypic varia-
tion in the stripe 2 enhancer. Comparison
of the sequence of this enhancer between
different Drosophila species showed con-
siderable sequence variation, despite the
ability of each sequence to direct correct
spatiotemporal gene expression in its en-
dogenous setting. By moving the enhancer
between species, they then showed that a
heterologous enhancer could essentially
work in another species, despite the differ-
ences in primary nucleotide sequence.

This shows that function can be pre-
served despite high levels of sequence
change in the enhancer region. This raised
the possibility that the way enhancers work
permits substantial genetic variation with-
out this impacting on the phenotype. At a
practical level, this makes understanding
enhancer evolution from sequence infor-
mation extremely problematic, and it is yet
to be definitively established whether sim-
ilar forces operate in species other than
Drosophila, although, as gene regulation
seems to be fundamentally similar be-
tween taxa, there is no a priori reason
to think they should not.

3.2
Parallelism in Morphological Evolution

Similar selective forces, provided by simi-
lar ecological conditions, tend to drive the
evolution of similar adaptive morphologies
in different lineages. Recent studies have
raised the surprising possibility that such
changes in morphology may often reflect
independent evolution of the same devel-
opmental pathway. A good example of this
is the role of the shavenbaby (svb) gene in
the evolution of larval trichome patterns in
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Drosophilid flies. Most Drosophila species
have been found to have a distinct pattern
of trichomes on the larval cuticle. In ad-
dition, some species such as Drosophila
sechellia, have lost trichomes, adopting
what is known as a ‘‘naked’’ morphology.
These naked species are scattered through
Drosophila phylogeny, clearly showing that
the morphology has evolved, convergently,
on several occasions. Shavenbaby per-
forms a key regulatory function in de-
termining where trichomes will develop,
and recent studies show that selection for
naked morphology has targeted this locus
in the evolution of different naked species.
This is a clear case of genetic parallelism in
the evolution of a convergent phenotype,
and raises the possibility that other devel-
opmental traits that vary between species
may in fact reflect parallel genetic changes.

4
Developmental Basis of Innovations

Innovations are characterized by novelty,
with the suggestion that innovations pro-
vide some adaptive advantage to a taxon. In
many respects their definition is somewhat
subjective. Characters described as inno-
vations are often inferred to have evolved
at the base of a lineage comprising the
taxa in which they are found. In reality, a
clear distinction between species that pos-
sess a particular innovation and species
that do not is probably only apparent due
to the extinction of intermediate forms.
Examples of such innovations include, in
the bilateria, the presence of the mesoder-
mal layer and bilateral symmetry of the
body, and, in vertebrates, the neural crest
cells and the internal skeleton. Each have
been proposed to be the defining features
of major animal lineages whose evolution

endowed descendants with considerable
adaptive advantage.

4.1
The Diploblast/Triploblast Divide:
Evolutionary Hypotheses and Key Data

The origin of the mesoderm is often
considered as key to the evolution of the
complex organs and body plans of the
triploblasts. All bilaterians possess this cell
layer, and as such are sometimes called
the triploblasts. In contrast, the members
of the cnidaria and ctenophora (jellyfish,
anemones and allies, and comb jellies
respectively) are usually referred to as
diploblasts, in that they lack a mesodermal
cell layer. They also do not have obvious
bilateral symmetry, instead possessing
overt radial symmetry organized around an
oral–aboral axis. Both morphological and
molecular phylogenies agree in placing
the diploblasts as basal to the bilateria.
Hence, the cnidarians and ctenophores
are considered good systems to investigate
how the mesoderm evolved. Three basic
possibilities exist in this regard. First,
mesoderm may be a genuine innovation,
the origin of which cannot be traced in
diploblasts. Second, there may be a tissue
in diploblasts that can be considered as a
predecessor to the mesoderm. Third, the
diploblasts may be secondarily simplified,
and have lost the mesoderm.

The characterization of several cnidarian
genes, orthologous to genes known as
mesodermal markers in triploblasts, sheds
light on this issue. Many such cnidarian
genes are expressed primarily in the
gastrodermis, an endodermal cell layer,
in agreement with the hypothesis that
the mesoderm is of an endodermal origin
and can be traced to a diploblastic tissue.
One scenario is that among the genes
specifying the endodermal cell layer in
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the common ancestor of diploblasts and
triploblasts, some were recruited for the
specification of the new mesodermal cell
layer. The data do not, however, exclude the
possibility that diploblasts are degenerate.

4.2
Gene Duplication and Vertebrate Origins

Vertebrates are members of the chordate
phylum, characterized by a dorsal neu-
ral tube, a notochord and an endostyle.
In addition, all vertebrates possess sev-
eral distinct characters usually considered
to be novelties, including migrating neu-
ral crest cells, a large regionalized brain,
and the endoskeleton (cartilage and bone).
The evolution of the vertebrates from an
invertebrate chordate ancestor remains a
mystery for a key reason: there is no evi-
dence of a living or fossilized animal that
shows evidence of a morphological tran-
sition state. However, it is possible to
trace the origins of some of these new
structures by comparing the morphology,
developmental processes, and genetics of
the vertebrates with their closest living rel-
atives, such as the amphioxus and the
ascidians. These organisms are classi-
fied with the vertebrates in the chordate
phylum, and their embryonic and larval
stages share many similarities with verte-
brate embryos.

Molecular comparisons have proven to
be a popular way to investigate the inver-
tebrate vertebrate transition. A fascinating
finding from these studies is that verte-
brates possess more members of most
transcription factor and signaling molec-
ular gene families than does any inver-
tebrate studied to date. Ohno in 1970
first raised the idea that large-scale gene
duplication, via duplication of the whole
genome may have played an important role
in early vertebrate evolution. Currently,

while the mechanism of duplication is still
debated, it is widely accepted that some
major duplication events happened at the
dawn of the vertebrate evolution. As dis-
cussed earlier, the direct consequences of
gene duplication for a specific gene can
vary. What is the consequence of simulta-
neous duplication of numerous or even all
of an organisms genes? This is not known;
however, many researchers consider the
co-occurrence of such gene duplications
with the emergence of vertebrates as in-
dicative that the extra genetic material may
have played an important role in the evo-
lution of vertebrates.

5
Loss of Complexity in Animal
Development

Much of the earlier discussion focused
on the evolution of new characters in
animal lineages. However, loss of complex
structures and genetic mechanisms is
also a powerful force in the evolution of
developmental processes and morphology.
The two sides of such loss, the genes
and the structures that they regulate, are
discussed here.

5.1
Phylogeny Suggests Loss of Genetic
Complexity is Widespread

When comparing the gene complements
of two species, the presence of a spe-
cific gene in one species but not in
the other can result from two processes.
First, it may have evolved specifically in
the lineage leading to one species. Sec-
ond, it may have evolved earlier but been
lost by the other species. Mapping the
gene complements of species onto a phy-
logeny reveals some surprising results: it
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is apparent that loss of genes that are
highly conserved in other taxa is extremely
common. Critical examples include the
apparent loss of the hedgehog intercel-
lular signaling pathway by the nematode
Caenorhabditis elegans, and of Hox clus-
ter cohesion in several lineages including
C. elegans and urochordates. Furthermore,
a recent large-scale analysis of the ex-
pressed genes in the cnidarian Acropora
millepora (a coral) identified many genes
shared with vertebrates but missing in
both Drosophila and C. elegans. This indi-
cates the loss of these genes in the lineage
leading to these species, as their presence
in a basally diverging lineage such as a
cnidarian clearly demonstrates their early
origin in animal evolution. Similarly, the
urochordate Ciona intestinalis lacks sev-
eral genes found in both protostomes and
vertebrates. Because of the position of uro-
chordates close to the vertebrates in the
metazoan tree, we can infer that Ciona
has lost these genes. In conclusion, there
are several examples of lineages having
lost genes. In most cases, the direct con-
sequences of such losses to development
is unknown, however, many animals that
show this feature, including Drosophila,
Ciona, and C. elegans, also show a dras-
tic reorganization of early developmental
programs, suggesting a fundamental as-
sociation between gene loss and such
evolutionary change.

5.2
Examples of Developmental Regulatory
Changes Associated with Loss: Snakes
and Sticklebacks

Considerable diversity in animal evolution
is associated with the loss or reduction
of structures. However, these modifica-
tions are not usually due to the loss of a

gene, nor are they a restoration of ances-
tral, simpler morphology. Instead, a loss of
body complexity can often be related to the
modification of expression of key develop-
mental genes. In vertebrates, for example,
the invasion of new ecological niches and
the origin of new locomotor adaptations
like burrowing or swimming have repeat-
edly involved the loss or partial reduction
of limbs. Obvious examples include whales
(which have lost their hindlimbs) and
snakes (which have essentially lost both
sets of limbs).

Snakes evolved from tetrapod lizards.
Their axial skeleton consists of up to hun-
dreds of morphologically similar thoracic
vertebrae, while the forelimbs are absent
and the hindlimbs are severely reduced
or absent. Because Hox genes are in-
volved in the patterning of the vertebrate
limbs as well as their morphological an-
tecedents, the fins, a logical step was to
analyze the expression of these transcrip-
tion factors in snakes. The genes Hoxb5,
Hoxc6, and Hoxc8, expressed in the re-
gion where thoracic vertebrate form in
other tetrapods, have been examined in a
species of python that has no forelimbs,
and has hindlimbs reduced to rudimen-
tary outgrowths (Fig. 5). The expression of
the genes was found to be altered in a
way that prefigured the expanded thoracic
zone, thus eliminating the axial terri-
tory in which forelimbs usually develop.
Hindlimb buds were initiated, but the sig-
naling pathways that are normally required
for limb development were not properly
activated, stalling further outgrowth and
development.

In sticklebacks, a large spine in the
pelvic region serves to limit predation
in marine populations; however, in some
freshwater stickleback populations, this
spine is reduced or lost entirely. Shapiro
and colleagues performed genome-wide
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Fig. 5 In limbed vertebrates, the coexpression of Hoxc6 (in dark gray)
and Hoxc8 (in light gray) in the mesodermal derivatives correlates with
the thoracic-type vertebrae (T) and with the forelimb/brachial plexus
region. In python, both domains are extended anteriorly and posteriorly
changing the identity of the vertebrae and most likely inhibiting the
induction of the forelimb development. Rudiments of the hindlimbs are
still present in the python and the morphology of the vertebrae at the
same level is of an intermediate type. C: cervical vertebrae, T: thoracic
vertebrae, L: lumbar vertebrae, S: sacral vertebrae, Cd: caudal vertebrae.
See Cohn, M.J., Tickle, C. (1999) Developmental basis of limblessness
and axial patterning in snakes, Nature 399, 474–479 for more details.

mapping of several natural populations of
stickleback fishes and deduced that the
modification was related to the alteration
of the expression of the gene Pitx1. The
experimental manipulation of Pitx1 does
indeed affect pelvic appendage develop-
ment; however, Pitx1 is also known to
be involved in the development of nu-
merous morphological features, including
the proper development of some cranio-
facial structures. The loss of this gene
thus affects multiple parts of the devel-
oping embryo, and indeed, no silencing

mutation of the gene itself was detected
in the mutant sticklebacks. This lead to
the hypothesis that the mutation instead
affects a regulatory region specifically in-
volved in driving Pitx1 expression during
the late development of the pelvic area,
with other regulatory regions remain-
ing intact. This highlights the probability
that such subtle changes in gene regula-
tory elements have the potential to bring
about startlingly large changes in mor-
phology, while preserving other essential
gene functions.
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6
Future Prospects

6.1
The Impact of Genomics
and Postgenomics

Clearly, genomics will play an increasingly
important role in evolutionary develop-
mental biology, as in many other areas of
biology. The current bottleneck in applying
genome-scale approaches to nonmodel or-
ganisms is financial rather than technical,
and this hurdle is beginning to be jumped,
with genome sequences of several non-
model taxa (including the mosquito, honey
bee, and sea squirt) already completed,
and others (including a sea-anemone, flat-
worm, mollusk, and annelid) following
close behind. How can this wealth of
sequence data be utilized to understand
animal evolution?

First, the generation of whole genome
sequences and expressed sequence tag
(EST) sets allow the entire gene com-
plement of an organism to be assessed,
giving a full picture of gene family di-
versity. When plotted onto a phylogeny,
this can indicate global patterns of gene
loss and gene family expansion over evolu-
tionary timescales. Interesting examples in
this context are the lineage specific expan-
sions of nuclear hormone receptor genes
in the Caenorhabditid nematodes, and the
Krab-like C2H2 zinc finger transcription
factors in mammals. Such lineage spe-
cific differences will be a prime source
of information, detailing how the diversity
of genomes and resultant morphologies
have evolved.

Second, genome resources allow the
rapid isolation of clones for experimen-
tal studies, either via clone libraries
or via PCR. Many studies of non-
model taxa published over the past

15 years have concerned single genes
in single species, reflecting the time-
consuming nature of generating such data.
Genome resources greatly shorten the
time-consuming gene isolation and char-
acterization stages, allowing more ambi-
tious projects focusing on multiple genes,
pathways, and networks.

Third, and perhaps most exciting, a
genome sequence provides instant access
to potential regulatory elements, at least
in silico. Modeling of regulatory networks
within organisms is a rapidly moving area
of research, most advanced in model taxa
such as yeast and the nematode C. elegans.
As the principles governing network func-
tion are deduced from these model data
sets, it will render possible their appli-
cation to nonmodel systems. Ultimately,
the changes in developmental programs
that give rise to different morphologies are
translated via such networks from muta-
tions in an organism’s DNA.

6.2
Understanding Regulatory Evolution:
Computational and Empirical Methods
United

The development of computational models
raises the possibility that we may eventu-
ally be able to fully understand the evolu-
tion of animal from genotype to phenotype.
The wealth of data means that statistical
analyses become possible and mathemat-
ical models simulating evolutionary pro-
cesses are now under construction.

Although the experimentation in vivo
will still be necessary, developmental
biologists and clinical biologists can now
compare data concerning the decoded
genomic sequences and apply them to
their own research. For instance, it is
possible to access large data sets of
regulatory sequences and thus to infer the
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possible regulatory pathways for any given
gene in any given genome.

See also Brain Development; Ge-
netic Intelligence, Evolution of; Ge-
netic Variation and Molecular Evo-
lution; Molecular Systematics and
Evolution; Preimplantation Mam-
malian Development, Regulation
of Gene Expression in; Principles
and Applications of Embryoge-
nomics; Protein Repertoire, Evo-
lution of; Regulome; Spatial and
Temporal Expression Patterns in
Animals.
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Keywords

Angiogenesis
The process by which new blood vessels are originated through the sprouting of
endothelial cells from preexistent vessels.

Vasculogenesis
Differentiation of endothelial and precursor cells from the mesoderm and their
coalescence into tubes to form a primary vascular plexus.

� The development of the vascular system is initiated by the local differentiation of
mesenchymal cells into hemangioblasts. These are pluripotent progenitors for both
endothelial and hemtopoetic cells. Subsequently, endothelial cells form vascular
channels that coalesce and circulation begins thereafter. Recruitment of smooth
muscle cells and pericytes contributes to the remodeling stage characterized by
the emergence of a hierarchical tree of vessels. Concomitantly, a second array
of vessels emerges from the cardinal vein, the lymphatic vasculature. The use of
molecular biology and genetics has allowed us to identify the key signaling pathways
involved in the specification, differentiation and homeostasis of both the vascular
and lymphatic systems. Here we have discussed the details associated with the
formation of the vasculature in concert with the key signaling pathways responsible
for these events.
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1
General Overview

The vascular system develops shortly after
gastrulation. The formation of the embry-
onic vasculature is initiated by the appear-
ance of blood islands from progenitor cells
(hemangioblasts) in the visceral yolk sac.
Within the blood islands, hemangioblasts
differentiate into either hematopioetic or
endothelial cells, with the former located
within the channel space and the endothe-
lial cells lying on the edges. This first phase
of blood vessel formation is known as vas-
culogenesis. A second phase then begins,
which is referred to as angiogenesis, in-
volving active sprouting of vessels from
preexisting blood vessels. Interconnection
of these primitive vessels results in the
formation of a primary vascular plexus,
which undergoes a complex process of re-
modeling. Eventually, the fetal vasculature
emerges from angiogenic growth, selective
fusion, and regression of primitive vessels.
Figure 1 illustrates the major processes in
blood vessel formation and highlights the
key signaling pathways required for each
step.

The morphogenesis of the heart is
concomitant with the differentiation of
blood islands. Cardiac progenitor cells

migrate to the ventral midline, forming
a linear heart tube. As the inflow and
outflow tracks are formed, the heart is
joined to the yolk sac and flow begins. All
subsequent vascular development occurs
in the presence of blood flow.

The circulatory system is the first func-
tioning organ system to develop in verte-
brate embryos and it is essential for viabil-
ity and survival. This dependency has been
advantageous to investigators. The unsus-
pected contribution of several regulatory
molecules has been revealed by hemor-
rhage and embryonic lethality. During the
last two decades, the use of homologous
recombination to ablate gene function
has provided major breakthroughs in our
understanding of vascular development.
Key signaling pathways to vascular mor-
phogenesis include vascular endothelial
growth factor (VEGF), Notch, angiopoi-
etins, ephrins, transforming growth factor
(TGF)-β, and platelet-derived growth fac-
tor (PDGF).

The identification of genes involved
in embryonic vascular morphogenesis is
important to gain a concrete understand-
ing of how vessels are formed. Many
of the events that take place during de-
velopment are recapitulated in situations
of neoangiogenesis in the adult. Thus,

VEGF
VEGF
Notch

VEGF
Notch
TGF-b
Angiopoietins
Ephris
PDGF

Commitment
E6.5–8.5

Differentiation
E7.5–9.5

Remodeling
E10.5–14.5

Blood islands Primary plexus 
Mature

vasculature

Fig. 1 Development of blood vessels: initially,
undifferentiated mesenchymal cells under the
instructive signals of VEGF become committed
to hematopoietic and endothelial cell fate
originating small groups of cells, known as blood
islands. These clumps of cells gain lumen,

coalesce, and form a primary plexus.
Subsequently, a series of remodeling events
takes place with selective fusion and regression,
as well as active expansion by sprouting of new
vessels. The end result is a hierarchic mature
vascular plexus.



204 Vascular Development and Angiogenesis

this information is central to the gener-
ation of novel and more effective ther-
apies for the manipulation of vascular
growth during pathological conditions in
the adult.

2
A Stem Cell for the Vascular System: The
Hemangioblast

The notion of a common progenitor for
both endothelial and hematopoietic cells
was first suggested in the early part of
the twentieth century by Florence Sabin,
based on her studies of vessel formation in
the chick blastodisc. Those initial observa-
tions were morphological and based on the
proximity between endothelial cells and
hematopoietic cells in the embryos. Today,
we know that endothelial and hematopoi-
etic progenitors share expression of many
genes, including VEGFR1, VEGFR2, Tie1
and Tie2, Tal1/SCL, and Runx1. We also
know that genetic ablation of VEGFR1
and R2 affects both hematopoietic and
endothelial development. Although these
findings did not provide a concrete lin-
eage link, they were consistent with at
least an interdependency of both cell
types.

Subsequently, the utilization of ‘‘ES cell
in vitro differentiation assays’’ offered an
opportunity to further explore the lin-
eage association between endothelial and
hematopoietic cells. Using a subpopula-
tion of embryonic stem (ES) cells that
expressed VEGFR2, Choi and colleagues
demonstrated that under appropriate cul-
ture conditions those cells could give rise to
both blast-colony forming cells (BL-CFC)
and endothelial cells. Subsequent analysis
demonstrated that not all VEGFR2 cells
could generate BL-CFC, but cells coex-
pressing both VEGFR2 with Tal1/SCL are

enriched for BL-CFC. Tal1/SCL is a tran-
scription factor required for the initiation
of primitive and definitive hematopoietic
development. Overexpression of Tal1/SCL
in Flk1-expressing ES cells significantly
increased the number of BL-CFCs in cul-
ture. Consistent with those observations,
ES cells lacking Tal1/SCL do not differenti-
ate into endothelial cells or hematopoietic
cells. However, some degree of endothe-
lial cell development has been noted in
Tal1-null mice.

Additional evidence for the existence
of a common link between endothelial
and hematopoietic cells comes from the
finding that during development, certain
endothelial cells give rise to hematopoi-
etic progenitors. Functional evaluations
in vivo have demonstrated that defini-
tive hematopoietic stem cells (HSC) can
arise from yolk sac, and in the intraem-
bryonic aorta-gonad-mesonephros (AGM)
region. A large morphological body has
also noted budding of hematopoietic pro-
genitors from the ventral region of the
dorsal aorta, umbilical, and vitelline ar-
teries in chicken, mouse, and human
embryos. This potential of endothelial cells
to give rise to hematopoietic progenitors is
temporally restricted to early developmen-
tal stages. Currently, there is no evidence
that mature endothelial cells can give rise
to hematopoietic progenitors.

Primordia of blood vessels form by the
interconnection of hemangioblast clumps
that coalesce into blood lakes, and subse-
quently give rise to a primitive network
of endothelial tubes. The process, known
as vasculogenesis, marks the initiation of
vascular development. While, initially con-
fined to an extraembryonic location (yolk
sac), shortly thereafter (8–12 h) vasculo-
genesis is also noted within the embryo
proper.
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3
Development of the Vascular System

3.1
Early Vascular Morphogenesis

The primitive vascular plexus is composed
of differentiated endothelial cells that ini-
tiate their function as barrier between the
bloodstream and tissues. The main char-
acteristic of this plexus is its uniformity.
Channels of the vascular plexus are of the
same width, and are separated by similar
distances, with no evidence of vascular hi-
erarchy. The vascular plexus is transient
and must be altered to accommodate the
physical forces associated with the pres-
sures of blood flow. Failure to differentiate
this primitive vascular plexus results in
embryonic death, generally by E9.5 to
E12.5, a feature that has enabled the identi-
fication of several genes critical to vascular
remodeling.

The vascular plexus expands by vascular
sprouting (angiogenesis). During angio-
genesis, endothelial cells migrate and
proliferate in response to various stim-
uli, assembling into tubules containing
cell–cell tight junctions characteristic of
the endothelium. Recently, studies in the
developing retina have indicated that the
column of cells forming a sprout is hetero-
geneous. The leading cell, referred to as the
tip cell within a vascular sprout, does not
proliferate in response to growth factors.
The tip cell responds to VEGF signaling by
sending cellular processes (filopodia) and
sensing its environment. The presump-
tion is that, much like the neurons, these
cells act to provide directionality to the
sprout and the location of the future vas-
cular bed. Recruitment and differentiation
of supporting cells associated with mature
vessels, such as smooth muscle cells, fi-
broblasts, and pericytes is also initiated at

this time, but is not as prevalent in this
stage. Recruitment events are highly reg-
ulated and require the coordinated action
of a large number of molecules. How-
ever, the main group of signaling pathways
that is essential to the early morphogenetic
events include: VEGF and Notch. Genetic
inactivation of molecules within these two
signaling pathways results in lethality at
E10.5. In addition, haploinsufficiency has
been noted in VEGF and delta4 (ligand for
Notch) embryos, suggesting that dosage
of these ligands is critical to vascular
morphogenesis.

3.2
Vascular Patterning and Remodeling

As it develops, the vascular system forms
stereotypical blueprints reproducible
within the same species and in a few
cases even conserved across ontogeny. Pat-
terning results from the combined effect
provided by directionality of sprouting,
selective vascular fusion, and apoptosis.
Thus, some vessels are eliminated, while
others increase in size providing the typ-
ical treelike structure of blood vessels.
Although in both events, patterning and
remodeling occur concurrently, for didac-
tic they will be addressed sequentially.

3.2.1 Vascular Patterning
The remarkable conservation of vascular
patterning suggests that specific genetic
programs coordinate its formation. Inter-
estingly, there is a growing body of exper-
imental evidence to indicate that many of
the signaling pathways involved in neu-
ral pathfinding also guide endothelial cells
during development. The interconnection
between neural and vascular patterning
has been demonstrated by the finding that
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sensory nerves instruct arterial differenti-
ation and blood vessel patterning in the
skin. There is an expanding list of neu-
ral guidance gene families that regulate
migration and proliferation of endothelial
cells, suggesting that developmental simi-
larities coupled with physical associations
between the vascular and nervous system
rely on common molecular mechanisms.

Recently, the sprouting and selective
fusion of growing capillaries has been doc-
umented by recording zebra fish embryos
labeled with fli-EGFP, a construct that
enables visualization of endothelial cells.
This method has shown that tip cells in
sprouts exhibit numerous active filopodia,
which extend and retract in an intermittent
fashion. Their directionality is guided by
the combined set of attractive and repulsive
cues, which, in turn, determine the selec-
tion of the branching site, the direction,
and the fusion. Elucidation of the signal-
ing pathways involved in this process is still
in its infancy; however, a subset of these
has been identified. Clearly, VEGF plays an
important role in the guidance of sprouts,
but more specifically the VEGF isoforms
that bind to matrix proteins (VEGF188) are
responsible for stimulation of sprouts and
guidance cues.

Neuropilin, a receptor initially identified
for its ability to promote axonal guidance,
was later found to bind specific splice
isoforms of VEGF. Genetic experiments
later confirmed that ablation of neuropilin
1 resulted in abnormal vascular develop-
ment. In particular, these mice exhibit
poor branching in the subventricular zone
of the brain indicating that neuropilin 1 is
necessary for tip cell guidance, at least in
the brain.

Another important group of signaling
molecules in patterning are the plexins. In
particular, loss of plexin D1 in both zebra

fish and in mouse result in abnormali-
ties in pathfinding. Plexin D1 null mice
showed abundant branching in the inter-
somitic vessels with concomitant loss of
the normal vascular pattern. The results
indicate that disruption of plexin D1 sig-
naling removes the repulsion signals that
are necessary for correct guidance during
vascular sprouting events. The ligand for
plexin D1, Semaphorin 3E has also been
inactivated in mouse and reveals a very
similar phenotype.

3.2.2 Vascular Remodeling
Remodeling is best understood in the
retina. The relatively planar distribution of
the capillaries combined with postnatal de-
velopment make this an excellent system
to study vascular morphogenesis. In this
system, it is easy to note how specific ves-
sels fuse to form larger vascular channels
and others regress giving the vasculature
its typical hierarchical structure.

Several pathways have been implicated
in vascular remodeling. Essentially, an in-
terruption in the evolution of the primary
plexus into the hierarchical vascular tree
is considered as a remodeling defect. Sig-
naling molecules, which contribute to the
recruitment of mural cells, such as Tie2
and Angiopoietin-1 result in remodeling
defects. Also, pathways that affect the lu-
men and the stability of vessels have also
been implicated in remodeling, such as
Notch 1. These signaling pathways and
their specific contributions will be de-
scribed later in this chapter.

The contribution of extracellular ma-
trix molecules appears to be extremely
important in vascular stabilization and,
consequently it can play a role in remodel-
ing events. There is experimental evidence,
for example, that type XVIII collagen, a
component of basement membranes, is
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required for the regression of hyaloid ves-
sels in the developing eye. The hyaloid
vessels are formed to provide nutrients to
the lens capsule. After this structure dif-
ferentiates, these vessels regress as part of
the normal development of the eye. Ab-
sence of type XVIII collagen prevents this
regression. The specific mechanisms that
drive the regression of these vessels by type
XVIII collagen are yet to be determined.
It is likely that the signals from matrix
molecules are conveyed through integrins.
Several integrin proteins have been inac-
tivated and some have revealed important
roles in vascular stability, including α v,
α5, and β3 among others. Thus, it appears
that extracellular matrix proteins, through
integrins, are important contributors to
vascular remodeling and stability.

3.3
Arteries and Veins

A functional vascular circuit requires the
separation of arterial and venous networks
that only interconnect within the capillary
beds of distal target organs. Whereas the
endothelial tubes that makeup primitive
vascular plexus are morphologically in-
distinguishable, mature arteries and veins
differ in their arrangement of extracellu-
lar matrix, smooth muscle cells, and other
supporting cells that provide specialized
mechanical and physiological properties.
Thus, it is conceivable that the formation of
arterial and venous networks might differ
from one another. Indeed, it appears that
during differentiation, endothelial cells
become committed to either arterial or
venous identities. However, their specific
timing of differentiation and segregation
during vascular morphogenesis is poorly
understood.

Acquisition of arterial or venous fea-
tures was previously attributed to local

environmental factors. Specifically, hemo-
dynamic forces such as blood pressure and
blood flow imprinted arterial or venous
character to vessels, depending upon the
pressure load imposed. During develop-
ment, however, this was not to be the case.
Genetic predetermination drives fate of ar-
terial and venular endothelial cells before
any physical regulatory event takes place.
Evidence of a genetic program that directs
the development of arterial–venous iden-
tity comes largely from the characteriza-
tion of gene-targeted mice and mutational
analysis in zebra fish. The first compelling
data arose from the observation that the
transmembrane ligand, ephrin B2, and its
cognate tyrosine kinase receptor, EphB4
are differentially expressed within the arte-
rial and venous endothelium, respectively,
of embryonic and extraembryonic vessels
prior to the onset of circulation. Genetic
inactivation of either ephrin B2 or EphB4
disrupts angiogenic remodeling of arteries
and veins that is likely due to inappro-
priate interactions between arterial and
venous angiogenic sprouts. As a result,
animals die at midgestation from vascular
anomalies and lack of remodeling.

More recently, the Notch signaling path-
way has been implicated as an important
mediator of arterial differentiation in zebra
fish. In fact, inactivation of Notch in zebra
fish blocks arterial differentiation, as deter-
mined by the expression of arterial-specific
markers. Supporting these findings, ex-
pression of Notch ligands and receptors
in mice is restricted to the arterial vascu-
lature. Similarly, expression of neuropilin
1 and 2 is also segregated in arteries and
veins, respectively. Combined, the find-
ings support a critical role for genetic
programs regulating arterial and venous
fates. However, these genetic programs
do not explain how arterial and venous
endothelial cells are guided to common
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distal targets along parallel but distinct
paths.

Failure to establish or maintain proper
arterial–venous boundaries in mutants
may partially relate to a disruption of
normal sprouting mechanisms during an-
giogenesis. Normally, arteries and veins
sprout from the primitive vasculogenic
vessels to form parallel but distinct vas-
cular networks that only interconnect at
the capillary beds of the target organs.
Patients afflicted by hereditary hemor-
rhagic telangiectasia (HHT) suffer from
multiple arteriovenous malformations, di-
rect, and abnormal connections between
arterial and venous vascular beds. As
will be discussed in more detail, HHT
is caused by haploinsufficiency in either
activin receptor-like kinase 1 (ALK-1) or
endoglin, both are members of the TGF-
β superfamily of receptor and ligands.
Mice lacking Akt1 or endoglin lose the
morphological, molecular, and functional
distinctions between arteries and veins.
These observations led to the hypothe-
sis that genes responsible for guiding
endothelial tubes to their appropriate des-
tinations might be differentially expressed
in mutant mice lacking Akt or endoglin.
Differential evaluation of these mice re-
sulted in the identification of Robo-4, an
endothelial-specific member of the Robo
family of proteins. Combined, it appears
that establishment of arterial and venous
identity has to occur in parallel to pattern-
ing and selective fusion of new sprouts.

Finally, it is important to stress that ar-
terial and venous molecular signatures,
although established early during develop-
ment, may not be sufficient to maintain
the arterial–venous identity. It has been
experimentally demonstrated that after
transplanting the arterial endothelium into
veins and vice versa, the transplanted en-
dothelium adopts the specific molecular

programs of the host vessel, suggesting
that local cues modulate vessel speci-
ficity. The specific identity of these cues
is unknown; however, it is also likely
that mechanical forces, including flow and
pressure might play important roles.

4
Lymphangiogenesis

In addition to blood vessels, the circulatory
system also includes a group of lymphatic
vessels. Unlike the circulatory loop formed
by the heart and blood vessels, the lym-
phatic vasculature consists of blind-ended
capillaries that permeate most tissues to
drain interstitial fluid and proteins, and
return them to the blood circulation by
large lymphatic conduits (thoracic duct)
that drain into the left subclavian vein.
Lymphatics are also responsible for fat up-
take from the gut and play an essential role
in the immune system by directing leuko-
cytes and antigen presenting cells to the
lymph nodes. The blood and lymphatic sys-
tems complement each other to maintain
tissue homeostasis; an interdependence
that is also reflected in their coordinated
development during embryogenesis.

As first described by Florence Sabin
in 1901, the lymphatic vessels arise in
midgestation (E10.5 in mouse) after the
development of the blood vascular network
from progenitor cells in the cardinal
vein. Subsequent to the formation of
the lymph sacs, progressive expansion
of lymphatic vessels occurs by active
sprouting, in a manner similar to blood
vessel sprouting, but under regulatory
control of a different cast of molecules.
Prox-1, a homeobox gene related to the
Drosophila Prospero, is one of such
molecules. Mice lacking this transcription
factor fail to develop lymphatics and die
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at midgestation from generalized edema.
It appears that Prox-1 is essential for
the commitment and differentiation of
endothelial cells from the cardinal vein to
the lymphatic lineage. Figure 2 illustrates
the process of lymphangiogenesis from
the budding of endothelial cells from
the cardinal vein to the organization
of lymphatic capillaries. In the absence
of Prox expression, cells that bud from
the cardinal vein continue to display a
cell-surface marker profile of the blood
vascular system suggesting that expression
of Prox-1 is sufficient for the specification
of lymphatic endothelial cells. In fact,
overexpression of Prox-1 is sufficient to
reprogram cultured blood vascular cells
into lymphatic endothelial cells.

Maturation of the lymphatic vascular
system, as well as homeostatic function
of lymphatics vessels requires expression
of VEGF-C and VEGFR3. Activation of
VEGFR3 by either VEGF-C or D leads

to enhanced proliferation, migration, and
survival of cultured human adult lym-
phatic endothelial cells. In addition, ac-
tivation of VEGFR3 by overexpression of
VEGF-C in adult transgenic mice results
in lymphangiogenesis, and blocking of
VEGFR3 signaling in vivo by expression
of a soluble form of the receptor leads to
lymphedema in adult. Finally, the associ-
ation of missense mutation of the human
VEGFR3 gene in patients with chronic
lymphedema (Milroy’s disease) supports a
requirement for VEGFR3 signaling in the
adult. It should be stressed that expression
of VEGFR3 is initially not restricted to lym-
phatic vessels. In fact, VEGFR3 is highly
expressed in vascular endothelium during
development and mice die from disrup-
tions in the morphogenesis of the vascular
system. After E13.5 in the mouse, VEGFR3
is downregulated in blood vessels and
becomes highly expressed in lymphatic
endothelium.

Vein

Steps in the
development
of lymphatics

Commitment Migration and
differentiation

Morphogenesis
and maturation

Prox1

Prox1
LYVE

VEGFR3
Prox1
LYVE
Podoplanin

Fig. 2 Lymphangiogenesis: the initiation of lymphatic vessels occurs by the
specification of subdomains within veins. These showed commitment to the
lymphatic fate by expressing Prox1, a transcription factor that regulates
expression of certain lymphatic genes. Subsequently these cells depart from the
parental veins and migrate to organize a parallel vascular system that only drains
its contents into major veins, but it is otherwise completely independent from
blood vessels. Markers for lymphatic endothelial cells include: VEGFR3, Prox1,
LYVE, and podoplanin.
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VEGFR2 is expressed in lymphatic en-
dothelium, as well as in blood vascular
endothelium. In lymphatic vessels, VEGF-
C is able to activate both VEGFR2 and
VEGFR3. However, mice deficient for
VEGF-C display a defect in the forma-
tion of the initial lymphatic vessels sprouts
from veins, but specification of the lym-
phatic lineage is not impaired. Evaluation
of heterozygous mice for VEGF-C revealed
that dosage of this ligand is critical for
normal lymphatic function in the adult.
In fact, VEGF-C +/− mice display lym-
phedema in the lower limbs as well as
chylous ascites from impaired lymphatic
function in the gut.

The angiopoietin-Tie2 signaling path-
way is also important in lymphangiogene-
sis. The contribution of Ang-Tie, however,
appears to be more important for the func-
tion rather than to the development of
lymphatics. Mice lacking Ang2 develop
chylous ascites, an accumulation of in-
terstitial fluid in the gut that is associated
with a loss of gut lymphatic function. This
requirement for Ang2 in the lymphatic
system can be substituted by Ang1, as
demonstrated by gene replacement. In ad-
dition, a subset of embryos deficient for
Tie1 displays severe tissue edema that
is independent of placental or cardiac
dysfunction.

Abnormal development of peripheral
lymphatics results in severe edema and
impairment of lymphatic development
in mouse models can be lethal. Equally
importantly, lymphatic vessels are created
by tumors and these vessels are used by
tumors to metastasize from their site of
origin. Growth of lymphatics in some
tumors even appears to be rate limiting
for metastasis. Thus, identification of
molecular pathways regulating lymphatic
growth may provide new strategies to treat
vascular and neoplastic diseases.

5
Key Signaling Pathways in Vascular
Morphogenesis

The molecular nature of the signaling
pathways involved in blood vessel devel-
opment has become an intense area of
investigation, and great strides have been
made toward elucidating the functions of
the required genes. The mouse has proven
to be a robust model system for studying
vascular morphogenesis, not only because
its developmental processes are similar to
humans but also because of the wealth
of available methods to manipulate the
genome and create mutant animals. Many
mutant mouse lines with a multiplicity of
early and late vascular defects are currently
available and allow for detailed analysis of
the role of single genes or combination
of genes during development, homeo-
static functions, and under pathological
conditions.

There are four most extensively studied
ligand/receptor families that are essen-
tial for vascular morphogenesis: VEGF-
VEGFRc; Notch-DSL; angiopoietin(Ang)-
Tie2, and ephrin B2-ephB4. Their critical
roles during development have been es-
tablished by diverse ranges of approaches
including the use of genetically ablated
mouse lines for each gene. In addition,
the TGF-β and PDGF pathways are also
essential and will be discussed. Figure 1
provides an overall assessment of the
impact of each of these pathways dur-
ing vascular maturation. While we will
constrain our comments to these major
signaling pathways, it is important to stress
that a large number of extracellular ma-
trix proteins and their receptors, adhesion
molecules, and other growth factors con-
tribute extensively to the overall process of
vascular maturation.
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5.1
The VEGF Signaling Pathway

Initially identified for its ability to me-
diate vascular permeability, VEGF was
later found to be a mitogenic agent for
endothelial cells. Today, VEGF is recog-
nized as an essential cytokine for the
development and homeostasis of the car-
diovascular system. Inactivation of a single
VEGF allele results in embryonic lethality
at midgestation due to severe cardiovas-
cular defects. Interestingly, increase of
VEGF in the heart, also leads to embry-
onic lethality. In the adult, overexpression
of VEGF by basal epidermal cells (ex-
pressing keratin-14 promoter) results in
increased microvascular density, leukocyte
adhesion, and hypersensitivity to inflam-
mation. Together these results indicate
that unlike most genes, alterations in

VEGF levels can result in significant patho-
logical outcomes.

Although the major focus of interest has
been on VEGF-A (or simply VEGF), this
molecule is only one member of a family
of proteins that also comprises VEGF-
B, VEGF-C, VEGF-D, VEGF-E, and PlGF
(placenta growth factor). These proteins
interact with three major tyrosine kinases:
VEGFR1, VEGFR2, and VEGFR3 and two
nonreceptor tyrosine kinases; neuropilin 1
and neuropilin 2, which also bind to other
ligands. Figure 3 provides a schematic
view of these receptors and their respective
specificity for each ligand. While this
chapter will focus mostly on VEGF-A,
referred herein as VEGF, much research
has been done in the biological functions
of the other family members.

The biologic activities of VEGF are
mediated principally by two related

Neuropilins

VEGFR1

VEGFR2

VEGFR3

VEGF-A
VEGF-B
PIGF
VEGF-A
VEGF-C
VEGF-D
VEGF-E

VEGF-C
VEGF-D
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NRP1

NRP2

VEGF-A165
VEGF-B
VEGF-E
SEMA III
SEMA IV
SEMA E

VEGF-A165
SEMA IV
SEMA E

Tyrosine kinases

Fig. 3 VEGF receptors and ligands: VEGF
signaling is essential for blood vessel
development and homeostasis. This pathway
includes a series of tyrosine kinases: VEGFR1,
VEGFR2, and VEGFR3 that belong to the class III
receptor tyrosine kinases of the platelet-derived
growth factor receptor superfamily. All three
receptors are characterized by the presence of
seven immunoglobulin homology domains (in
the extracellular region) and two intracellular

kinase domains. The relative binding affinities of
each receptor for the ligands is indicated.
Neuropilins and accessory receptors to the
VEGF pathway. The structure of neuropilin
(NRP) 1 and 2 comprise two α, two β, and one γ

subdomains, in addition to a short intracellular
tail that does not show significant homology to
any known proteins. The interaction of NRP 1
and 2 with their respective ligands is shown on
the right.



212 Vascular Development and Angiogenesis

cell-surface receptors, Flt1/VEGFR1 and
KDR/Flk-1/VEGFR2 with extracellular
ligand-binding domains and intracellular
protein-tyrosine kinase domains. It has
been determined that VEGFR1 is the high
affinity receptor, while VEGFR2 is the
low affinity receptor. In addition, some
VEGF isoforms can bind to neuropilin
receptors; these receptors will be dis-
cussed separately. VEGFR2 is the main
signaling receptor for VEGF. Activation of
this receptor has been shown to promote
differentiation of progenitors, migration,
mitogenesis, survival, nitric oxide release,
and vascular permeability. In contrast, the
biological role of VEGFR1 remains enig-
matic. Treatment of VEGFR1-expressing
endothelial cells with VEGF typically does
not stimulate migration or DNA synthe-
sis. Other reports using chimeric receptors
or neutralizing anti-VEGFR1 antibodies
to distinguish VEGFR1 and VEGFR2-
mediated pathways suggest that VEGFR1
may indeed transmit signals that down-
modulate endothelial cell responses to
VEGF via VEGFR2. VEGFR1 appears to
suppress both VEGF-stimulated chemo-
taxis and proliferation in endothelial cells.

Other evidence indicates that VEGFR1
performs important functions during vas-
cular development. These might be me-
diated by VEGF, but could also be
directed through activation by placenta-
derived growth factor, another ligand
for VEGFR1. Furthermore, in the adult,
VEGFR1 appears to regulate monocyte
function.

In situ hybridization reveals that pat-
terns of VEGFR1 expression partially
parallel those of VEGFR2 and VEGF
in the developing mouse embryo. More-
over, homozygous knockout of VEGFR1
in mice results in embryonic lethality
between days E9.5 and E11.5 character-
ized by a superabundance of endothelial

cells and their hemangioblast precursors
and the failure to form vascular chan-
nels. It was postulated that VEGFR1, as a
buffer for embryonic VEGF, serves to keep
endothelial cell expansion within limits
appropriate for efficient vascular channel
assembly. The VEGFR1-null phenotype
is distinct from that seen in VEGFR2
homozygous knockout mice, which died
in utero between days E8.5 and E9.5
with marked deficits in hematopoietic and
endothelial cell numbers. Intriguingly,
transgenic mice homozygous for tyrosine
kinase–null VEGFR1 containing intact ex-
tracellular and transmembrane domains
developed a normal, functional vascula-
ture, but showed defects in monocyte
chemotaxis. These findings reinforce the
concept that, in endothelial cells, VEGFR1
may serve a modulatory function by virtue
of its ligand-binding activity and potential
to interfere with VEGFR2 or neuropilin 1,
in addition to a signaling function.

While in neonatal mice expression of
VEGF is required for survival, the func-
tion of VEGF signaling in adult ves-
sels is less clear. There is evidence that
activation of this signaling pathway is
required for the maintenance of fenes-
trations in certain vascular beds. Blockade
of VEGF signaling in adult mice has re-
sulted in reduced capillary density and
proteinuria.

5.1.1 Soluble VEGFR1, an Endogenous
VEGF Antagonist
In addition to the major VEGFR1 mRNA
species of 6.5 to 8.5 kb (presumed to
encode the full-length receptor protein),
Northern blotting typically detects other
VEGFR1 hybridizing mRNA, originally
detected in human placenta and endothe-
lial cells, which arises by alternative RNA
splicing. This mRNA encodes a protein,
termed soluble or secreted VEGFR1 (or
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sFlt1), in which a unique intron 13-
encoded C-terminal peptide replaces the
membrane-anchoring and tyrosine kinase
segments, resulting in release of VEGF-
binding receptor fragment from cells.
Mouse VEGFR1 gene structure reveals that
sFlt-1 mRNA is generated by the failure to
excise intron 13 and the use of a presumed
intronic polyadenylation signal. Recombi-
nant sFlt1 binds VEGF with high affinity
(Kd 20 pM) and acts as a potent inhibitor
of VEGF biological activities in vitro. sFlt1
binds heparin, which may favor its reten-
tion close to sites of release in tissues
containing heparan sulfate proteoglycans.
Additional soluble forms of VEGFR1 have
been described although their origin and
properties remain unclear.

sFlt1 and chimeric analogs have been
used experimentally as potential therapeu-
tic agents and to test the role of VEGF in a
variety of physiologic and pathological pro-
cesses in vivo. For example, sFlt1 has been
investigated as an experimental therapy
for neoplasms that constitutively produce
VEGF. Increased expression of sFlt1, ei-
ther via transfected or infected tumor cells
or administration of adenoviral vectors can
dramatically inhibit vascularization and/or
growth of tumor xenografts in mice. Sim-
ilarly, virus-directed expression of sFlt1
reduced subretinal neovascularization in
rats and ischemia-induced retinal neo-
vascularization in mice. In a small-scale
study, sFlt1 protein in the systemic circu-
lation was marginally increased in patients
with proliferative retinopathy compared to
healthy controls.

Although it is clear that sFlt1, when
overexpressed, can effectively inhibit bi-
ological actions of VEGF in vivo, little is
known about the physiological function(s)
of sFlt1 or the mechanisms controlling its
biosynthesis. Since sFlt1 expression can
occur only where the parental VEGFR1

pre-mRNA is produced, the fundamental
level of control is transcriptional, governed
by the endothelial-selective promoter ele-
ments for VEGFR1. In cell cultures or
tissue explants, expression of mRNAs for
VEGFR1, but not for VEGFR2, can be in-
duced by hypoxia. This pattern of VEGFR1
inducibility can be recapitulated in animals
exposed to systemic hypoxia.

Neuropilins and semaphorins. Neuropi-
lins are transmembrane receptors best
understood for their interaction with
semaphorins. However, recently it has be-
come clear that in addition to semaphorins,
neuropilins also bind to VEGF isoforms
164 and 188. Eight classes of semaphorins
have been identified and most of these
appear to be specific to the neural sys-
tem. They provide negative neuronal
guidance cues: repel axons and collapse
growth cones. Class-3 semaphorins, how-
ever, bind to neuropilin receptors also
expressed by endothelial cells, in addi-
tion to neurons. There are six members
of class-3 semaphorins (sema A–F) and
they exhibit some relative degree of speci-
ficity. Thus, sema-3A activates neuropilin
1 and sema 3F activates neuropilin 2.

Clear demonstration of the impact of
semaphorins in the cardiovascular system
has been obtained from genetic knockout
studies. Sema-3A–null mouse in 129/SV
background die from cardiac failure ap-
proximately 3 days after birth. In the CD-1
background, they also exhibit a number
of vascular defects in the head and abnor-
malities in trunk vessels. At E9.5, cranial
blood vessels of the mutant embryos fail
to remodel and the formation of the ante-
rior cardinal vein is disrupted. Neuropilin
1–null mice also showed vascular remod-
eling defects with onset of lethality at E12.5
to E13.5. They also display agenesis of
some branchial arch-derived vessels and
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transposition of aortic arches. Overexpres-
sion of neuropilin 1 in mice also results
in vascular defects. These include: vascu-
lar dilation, excess of vascular growth, and
cardiac malformation.

Sema-3C–null mice die just after birth
due to aortic arch malformations and sep-
tation defects in the heart. Interestingly,
these were not noted in neuropilin 2–null
mice. Instead, neuropilin 2 deficiency
showed reduction of small lymphatic ves-
sels and capillaries.

Interestingly, removal of both neu-
ropilins showed a more severe vascular
phenotype than either receptor alone.
Embryonic lethality occurs at E8.5 with
defects in yolk sac and embryonic vas-
culature. Overall, there seems to be a
decreased number of endothelial cells in
a manner similar to the one observed
in VEGFR2–null mouse. Together these
findings indicate that activation of neu-
ropilins by semaphorins is an essential
component of vascular morphogenesis.

5.2
The Notch Signaling Pathway

The Notch signaling pathway impacts
a large variety of cell types including
hematopoietic, neuronal, muscle, epithe-
lial, and more recently, endothelial. It has
been shown to participate in cell fate de-
cisions either by initiating differentiation
processes or by maintaining the undiffer-
entiated state of cells. The contribution
of Notch to the vasculature was initially
recognized by the association of ligands
and receptors with hereditary vascular
anomalies. CADASIL (cerebral autosomal
dominant arteriopathy with subcortical
infarcts and leukoencephalopathy), is a
disease of adult onset manifested by
strokes, migraines, and progressive de-
mentia. CADASIL has been linked to

mutations in notch 3 resulting in a progres-
sive degeneration of the smooth muscle
layer surrounding cerebral and skin arteri-
oles. Alagille syndrome has been attributed
to mutations in jagged 1. Patients suffer-
ing from this syndrome exhibit abnormally
formed blood vessels, arterial stenosis, and
heart disease, in addition to hepatic lesions
and skeletal defects.

In mammals, there are four distinct
Notch receptors (notch 1–4) and five lig-
ands (jagged 1–2 and δ1, 3, and 4). Unlike
the VEGF signaling pathway, Notch re-
ceptors and ligands are transmembrane,
thus interaction requires cell–cell con-
tacts. Most frequently, associations occur
between cells (homotypic or heterotypic)
resulting in trans-signaling events. How-
ever, activation of receptors in cis can
also occur. There does not appear to
be ligand specificity between the ligands
and receptors; however, recent experi-
mental evidence suggests that not all
receptor/ligand pair results in signaling.
Activation of Notch requires a series of
proteolytic events that are trigged by bind-
ing to receptors. The enzymes implicated
in processing include members of the
ADAM family (ADAM10/Kuzbanian and
gamma secretase). Interestingly, genetic
inactivation of both these enzymes has re-
sulted in embryonic lethality with vascular
anomalies similar to those found in Notch
mutants. Once released, the intracellular
domain of Notch (ICD) translocates to the
nucleus where it binds to the transcription
factor RBPJ-k (also known as CBF-1/RJBk
in mammals, and Su(H) in Drosophila).
The complex then activates a cohort of
specific downstream effectors. The best
characterized direct targets of Notch activa-
tion include the Hairy genes in Drosophila
and the related bHLH transcription factor
genes, Hes/Hey in vertebrates.
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Targeted inactivation of notch 1 has
confirmed its relevance to the development
of the cardiovascular system. Embryos
homozygous for a null allele of notch
1 die by day 9.5 with clear defects in
somitogenesis and severe cardiovascular
anomalies. Targeted mutation of another
Notch receptor, notch 4, showed no
defects in homozygous mutant mice, but
compound homozygous for notch 1 and
4 had a more severe vascular defect
than embryos homozygous for the notch
1 receptor alone. Interestingly, gain of
function of notch 4 in the endothelium
has an abnormal vascular development
and early lethality. Like VEGF, it seems
that vascular morphogenesis is extremely
susceptible to levels of Notch signaling.

Several Notch ligands have been in-
activated by homologous recombination.
Embryos lacking a functional jagged-1
gene die at embryonic day 10.5, with vas-
cular defects including lack of vascular
remodeling and absent vitelline vessels.
More recently, inactivation in delta4 re-
sults in haploinsufficiency with lethality at
E 9.5. Mice die from lack of remodeling of
the primary vascular plexus, a finding that
was evident in both the yolk sac and in the
embryo proper.

While all Notch receptors and ligand mu-
tants do not link this pathway in heman-
gioblast or endothelial cell specification, a
possible contribution in Notch signaling
in cell fate choice might occur in the lym-
phatic system. Activated Notch appears to
directly transactivate VEGFR3, and thus,
it might contribute to the specification of
lymphatic endothelial cells from veins.

5.3
Angiopoietins – Tie Signaling Axis

Initially isolated through a secretion-trap
expression strategy aimed at identifying

the ligand for Tie2, Angiopoietin-1 belongs
to the family of ligands currently compris-
ing four members (Ang 1–4). From these,
Ang 1 and 2 are more understood with
respect to their roles in developmental
and pathological angiogenesis. Although
these two ligands bind to the receptor ty-
rosine kinase Tie2 with similar affinities,
Ang2 can inhibit Ang1 under some spe-
cific physiological contexts. Some studies
in vitro, however, have shown that Ang2
can induce Tie2 phosphorylation in en-
dothelial cells depending on dose, duration
of exposure, and whether the source is au-
tocrine or paracrine. Interestingly, Ang2 is
expressed at angiogenic and vascular re-
modeling sites and it contributes to the
detachment of smooth muscle cells. This
enables the exit, migration, and prolifera-
tion of endothelial cells during the process
of angiogenesis. These findings explain
why Ang2 can either participate in the re-
gression of the formation of new blood
vessels, since destabilization of vessels is
also a requirement for angiogenesis.

Inactivation of Tie2 by homologous re-
combination results in embryonic lethality
by midgestation (E12.5) from cardiovas-
cular abnormalities. Mice exhibit lack of
remodeling of the primary plexus and
sprouting deficiency. Genetic ablation of
Ang-1 results in a similar phenotype,
indicating that at least during develop-
ment, these two molecules are codepen-
dent. Gain of function of Ang1 results
in increased vascularization and abnormal
permeability.

Although ligands for the related kinase,
Tie1, are yet to be identified, inactivation
of this receptor is also embryonically lethal
(from E13.5 to neonates). Deficiency in
Tie1 results in edema and microvascular
fragility with hemorrhage. Together the
data indicates that Tie1 is not required for
the early differentiation of endothelial cells
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and, unlike Tie2, is not necessary for initial
patterning.

In adult settings, it is clear that Ang1 is
a natural antipermeability factor protect-
ing against excessive plasma leakage and
counteracting the pathological permeabil-
ity induced by VEGF.

5.4
Ephrins and Eph Receptors

The family of Eph receptors includes a
large group of receptor tyrosine kinases (14
in total) that regulate an impressive array
of biological effects, including: embryonic
patterning, neuronal targeting, epithelial
differentiation, and vascular development,
among others.

Activation of Eph receptors by their
ephrin ligands requires cell–cell contact,
as ephrins are also membrane bound.
Signaling between ligands and receptors
is bidirectional and dependent on the
dimerization state of the ligand. The effects
of ephrins have been well studied in
neurons. In this system, ephrins provide
guidance by repulsion of contact of the
growing axon. There have been eight
ephrin ligands identified thus far; however,
only a subset of these appear to impact the
cardiovascular system.

The first indication that Eph signaling
was involved in vascular morphogenesis
came from genetic inactivation analysis. In
fact, removal of either ephrin B2 or EphB4
results in early embryonic lethality (E10.5)
with alterations in vascular remodeling
and lack of arterial and venular identi-
ties. Interestingly, expression analysis of
LacZ reporter mice under the regulatory
control of ephrin B2 and EphB4 revealed
complementary expression patterns, with
ephrin B2 in arteries and EphB4 in veins.
Expression of ephrin B2 and EphB2 is also
found in mesenchymal cells, suggesting

a possible role for this signaling system
in the recruitment of mural cells during
remodeling events.

The signaling consequences initiated by
Eph-ephrins have been also explored in
vitro. Thus, signaling of EphA2 by ephrin
A1 in aortic endothelial cells attenuates
proliferative signals mediated by VEGF,
through what appears to be the Erk
pathway. In addition, this system regulates
cell–cell recognition, as was anticipated by
the defects noted in the null mouse.

5.5
TGF-β Signaling

TGF-β is a member of a large super-
family that includes: bone morphogenetic
proteins, activins, inhibits, and Mulle-
rian inhibitory substance all relevant to
developmental processes. Three mem-
bers of the TGF-β family (TGF-β1–3)
have been identified all with partially
overlapping expression, but distinct func-
tions. The growth factors are secreted
as latent forms and its activation is de-
pendent on either proteolytic processing
or binding to thrombospondin-1. Signal
transduction by TGF-β requires a series
of serine/threonine receptors, accessory
receptors, Smad proteins, and Smad tran-
scription factors that convey these signals
to specific genes.

Because of its early expression and broad
distribution, it was extremely surprising to
find that targeted disruption of the TGF-β1
gene does not necessarily lead to embry-
onic lethality or congenital anomalies and
mice tend to die 3 weeks after birth from
immunological deficiencies. Initially, the
potential issue of redundancy was a plau-
sible explanation. Subsequently, it was
shown that TGF-β could be transferred
from mother to fetuses by the placenta
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and to pups through the milk. This trans-
fer is likely to account for the lack of a
more severe phenotype, as the transfer
would rescue the lack of endogenous pro-
duction of the growth factor. While the
maternal source of TGF-β could rescue
some animals, still only about 50% of
homozygous mice were recovered. The
lethality was associated with defects in both
hematopoiesis and vasculogenesis result-
ing in lethality around E9.5 to E11.5.

Genetic inactivation studies have clearly
shown that TGF-β signaling is impor-
tant for differentiation of endothelial cells.
However, a further understanding of its
contribution has been difficult to ascer-
tain, particularly since the effects of TGF-β
appear to be multiple and altered by other
factors. In two-dimensional cultures, TGF-
β has been shown to inhibit endothelial
cell proliferation. Interestingly, in three-
dimensional cultures, TGF-β does not
affect proliferation, but appears to mod-
ulate differentiation. More recently, these
opposing results have been conciliated by
a more concrete understanding of TGF-β
signaling pathways.

TGF-β signaling is mediated by its type
I and II serine/threonine kinase receptors.
There are two type I receptors: ALK-1 and
5 and one type II receptor, also known as
TGF-β receptor II (TGFβRII). By activa-
tion of Smad1/5, it has been shown that
ALK1 is responsible for the stimulation
of endothelial cell proliferation and mi-
gration; while ALK5 through activation of
Smad2/3 results in inhibition of cell prolif-
eration and migration. Consequently, the
net expression of these two receptors and
their respective target Smads dictates the
end result of TGF-β response in endothe-
lial cells.

Mutations in ALK1 or on its acces-
sory receptor, endoglin, have been linked
to HHT. Consistent with these findings,

ALK1-null mice die at E10.5 to E11.5 with
defects in smooth muscle cell develop-
ment and angiogenesis. ALK1 knockout
animals also display vascular branching
defects, dilations, and abnormal vascu-
lar connections (arterial–venular fusions).
Mice lacking either TGF-βRII or ALK5 die
at E10.5 due to defects in vascular devel-
opment clearly seen in the yolk sac. Mice
lacking endoglin also display embryonic
lethality, with defects in vascular remodel-
ing and abnormalities in arterial–venous
boundaries. The contribution of this sig-
naling pathway to vascular development
has also been reinforced by the experimen-
tal inactivation of several Smad proteins
in mice.

5.6
Platelet-derived Growth Factor

The PDGF family of dimeric growth fac-
tors shares a significant degree of sequence
similarity to VEGF, yet its expression pat-
terns and functional properties are clearly
distinct. PDGFs and their tyrosine ki-
nase receptors are expressed and impact
a large number of tissues including fibrob-
lasts, smooth muscle cells, neurons, and
endothelium. This expression pattern ex-
plains why deregulation of this pathway
has been associated with a myriad of hu-
man diseases, including atherosclerosis,
fibrosis, and cancers.

The classical PDGFs include homo- and
heterodimeric associations of the A and
B chains, forming PDGF AA, BB, and
AB respectively. The A and B polypep-
tides share similar protein domains, and
are secreted as fully active factors. Like
VEGF, these classical PDGFs also con-
tain ‘‘retention matrix’’ motifs that allow
them to interact with extracellular matrix
proteins and regulate their biological avail-
ability to specific sites. Signaling occurs by
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three receptors resulting from the associa-
tion of two transmembrane polypeptides:
PDFGR-α and β that also function as homo
and heterodimers.

The contribution of PDGFs to the vas-
culature has been revealed by gene inac-
tivation in mice. Phenotypic analysis of
null mice implicated PDGF-B in the mat-
uration stages of vascular development.
PDGF-BB is expressed by endothelial cells
and its receptor, PDGF-β, is located in vas-
cular smooth muscle cells and pericytes.
Absence of PDGF-B results in reduced per-
icyte association with capillaries, vascular
fragility, and hemorrhage with subsequent
lethality. Both PDGF-B and PDGFR-β-
null mice had decreased numbers and pro-
liferation of smooth muscle cells/pericytes
progenitors. This was more noticeable
in the brain, heart, and brown adipose
tissue.

Recently, two additional growth factors
have been identified in this family: PDGF-
C and D. In contrast to A and B, the novel
PDGFs are secreted as zymogens and
require activation by proteolytic cleavage of
their N-terminal CUB domains. Following
proteolytic processing, PDGF-C binds as a
homodimer to PDGFR-α, whereas active
PDGF-D interacts with PDGFR-β. Both
are also able to activate PDGFR-α and
β heterodimers in cells that expressed
these two chains. Genetic inactivation of
PDGF-C results in defects in secondary
palate formation and the dermis. The
contribution, if any, of PDGF-C and D in
the vascular system is yet to be elucidated.

6
Multiple Forms of Vascular Expansion

Angiogenesis is also a vital and dynamic
process in adult vertebrate organisms. Vas-
cular expansion is essential for normal

tissue growth, wound healing, endometrial
cycling, and pregnancy. Moreover, angio-
genesis can be a beneficial adaptation to
myocardial ischemia and peripheral vas-
cular insufficiency.

Postnatal neovascularization has been
thought to occur by a sprouting mech-
anism, that is, angiogenesis. While this
process has been well studied and char-
acterized during development, additional
modes of vascular expansion have been
recently proposed. In particular, the con-
tribution of circulating endothelial cell
progenitors (ECPs) has been clearly doc-
umented in a wide array of models and
the existence of ‘‘resident-cell progenitors’’
that contribute to the growth of vessels
upon injury has also been recognized. In
addition, it appears that a mechanism of
intraluminal bridging of vessels, known as
intussusception, has also been noted as a
mode for vascular expansion. These pro-
cesses are discussed in greater length in
the following sections.

6.1
Circulating Endothelial Cell Progenitors

The growth of blood vessels in adult an-
imals has been traditionally considered
to occur only as the result of angiogen-
esis, sprouting from preexisting vessels,
rather than de novo endothelial recruitment
from progenitor cells. Recent studies, how-
ever, have documented the existence of
bone marrow–derived endothelial cells
that participate in adult vascular growth,
particularly in the context of rapidly gener-
ated tumor vasculature. Characterization
of these circulating endothelial precur-
sors has demonstrated that they are likely
hematopoietic in origin and are recruited
by VEGF signals to home in sites of vascu-
lar growth.
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Similar to embryonic progenitors, adult
bone marrow–derived endothelial precur-
sors, including Sca1, appear to share
antigenic determinants with hematopoi-
etic progenitors. They also respond to
similar factors, prominent among them
is VEGF, which mobilizes Sca1+ cells,
and stimulates their proliferation and mi-
gration, and probably their differentiation.
ECPs have been detected in the peripheral
blood and have the capacity to differenti-
ate in vivo and in vitro. Their incorporation
into sites of neovascularization has also
been documented. Specifically, bone mar-
row–derived endothelial cell precursors
(BMD-ECP) have been shown to partici-
pate in neoangiogenesis after postmyocar-
dial ischemia, limb ischemia, wound heal-
ing, atherosclerosis, endothelialization of
vascular grafts, retinal neovascularization,
and cardiac impaired neovascularization
during aging. Furthermore, the growth of
at least certain tumors appears to be de-
pendent on the recruitment of ECPs from
bone marrow. Transplantation of wild-
type marrow into Id3/4 knockout mouse
was reported to rescue the otherwise im-
paired tumor neovascularization of Id3/4
deficient animals. At least in this model
system, tumor vascularization was depen-
dent on bone marrow–derived endothelial
cells.

Contributions of bone marrow cells to
the vascular smooth muscle cell com-
partment have been examined as well.
Smooth muscle cells from arterioles in
the infarcted heart were found to have
bone marrow origin. Furthermore, smooth
muscle–like cells can be derived from cul-
tures flk-positive ES cells. These studies
indicate that bone marrow cells can con-
tribute to smooth muscle cell formation in
pathological conditions, but do not address
their potential role in normal vascular
formation.

While investigators have agreed on their
presence, the relative contribution of vas-
cular progenitors to sites of neovascular-
ization in the adult has been a point of
heated debate, mostly because the assess-
ments are not equivalent. Engraftment of
ECPs, either from blood circulation or
adult tissues have been reported to range
from 3.5 to 10%. The information contrasts
other studies that indicate progenitor con-
tribution of up to 95%. Again, the source of
bone marrow (or purified subpopulation)
and the experimental models have been
variable, therefore, this question remains
to be answered.

If, indeed, the contribution of bone
marrow–derived progenitors to the growth
of the tumor vasculature is significant,
manipulation of the ECP population might
result in suppression of angiogenesis and
tumor expansion. Consequently, several
groups have now initiated significant
efforts to ascertain the potential value
of ECPs for therapeutic intervention.
However, progress in this arena has been
hampered by lack of a solid means to
identify these cells.

The cell-surface makeup and full char-
acterization of ECPs is still unclear and
the subject of active investigation. Ex-
periments using CD34+ sorted precur-
sors have shown that ECPs display this
marker, both while in the bone marrow
and also in the circulation. In contrast,
other studies have reported the presence
of tissue-resident CD34 negative cells that
can contribute to endothelial cells. These
latter studies were performed with lo-
cal progenitors, so it is possible that
there are indeed multiple precursors, some
bone marrow–derived; and some resident.
More consistently, CD34+, AC133 (CD133
or prominin A in mouse) and VEGFR2
are the markers most agreed upon in
the literature. Why has it been difficult to
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fully characterize this population of bone
marrow–derived cells? Models that can
identify these cells are currently missing,
and the isolation of ECPs using CD34
is challenging, with low yield. Other in-
vestigators have used a combination of
markers, yet the proof of principle for
their identity relies on vascular integra-
tion. This adds another layer of difficulty,
as once they become incorporated, the dif-
ferentiation pathways are initiated and the
makeup of the precursor population is lost.
Thus, the transient nature of the pheno-
type has hindered progress in this area.
Clearly, genetic markers that could trace
this population of cells can add a strong
advantage to this research.

6.2
Vascular Intussusception

The term intussusception is used to describe
the process of intravascular growth by the
formation of transendothelial cell bridges.
These bridges are subsequently reinforced
by tissue columns that grow into the lumen
of these vessels. Subsequently the bridges
gain mural cells, that is, pericytes and/or
smooth muscle components, and undergo
remodeling. Through this process a large
vessel can branch, or be subdivided into
smaller daughter vessels. Little informa-
tion is available in the literature about
this process. At this point, it is difficult
to ascertain the frequency of intussuscep-
tion in vivo and its relevance to vascular
expansion.

7
Mechanical Forces and Angiogenesis

Mechanical factors, such as shear stress,
wall tension, and stretch, have long been
implicated in vascular growth. Ligation

of vessels and subsequent interruption in
flow results in severe disruption in normal
vascular patterning and morphogenesis.
However, caveats in the interpretation of
these experiments include the possible
contribution of oxygenation.

Technological advances have allowed the
application of laminar, pulsatile, and cir-
cular shear stress on cultured endothelial
cells to study the effect of these forces
on gene expression. There is increasing
experimental evidence that shear stress,
and other consequences of vascular ac-
tivity, modulate gene expression and that
different types of stress activate distinct
gene programs. Stretch of cardiomyocytes
activates several second messenger path-
ways including Ras/MAP kinase, tyrosine
kinases, and protein kinase C. Stretch has
been shown to activate all three MAP
kinase family members. Furthermore, it
has been shown that stretching of skeletal
muscle results in transcriptional activation
of VEGF.

In vivo evidence also indicates a role for
stretching in angiogenesis. Stretching the
left ventricle for 30 min via an intraven-
tricular balloon resulted in nearly a sixfold
increase in VEGF message level. Stretch-
ing of endothelial cells also precipitates
changes that activate and facilitate an-
giogenesis. They include rearrangement
of the cytoskeleton and the release of
plasminogen activators and metallopro-
teinases, which disrupt the basement
membrane thus enabling cell migration,
proliferation, and activation of ion chan-
nels with consequent mobilization of cal-
cium. These factors modulate the relative
generation of cellular force by the cy-
toskeleton and integrins, which combined
with the relative rigidity offered by the
matrix results in either thinner or wider
capillary tubes in vitro. Clearly, a con-
crete understanding of how mechanical
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forces are interpreted by cells during an-
giogenesis is precarious; however, this is
an active area of investigation that is likely
to reveal important functions of hemody-
namics forces in the vasculature.

8
Angiogenesis Inhibitors

The concept that tumor progression could
be regulated by pharmacological and/or
genetic suppression of blood vessel growth
has engendered a long-standing inter-
est in the identification of molecules
or synthetic compounds that block an-
giogenesis. Among recognized angio-
genesis inhibitors are: platelet factor 4
(PF4), thrombospondin-1 (TSP1) and 2
(TSP2), angiostatin, endostatin, pigment
epithelial-derived factor, and more recently
proteolytic fragments of type IV collagen.
Interference in the signaling pathways of
specific stimulators, such as VEGF/VPF
(vascular permeability factor) has proven
effective in blocking blood vessel growth.
In addition, blockage of integrin binding,
in particular, αvß3, has been shown to
suppress angiogenesis in several tumor
types.

Antiangiogenesis has been appealing
for cancer therapy for three main rea-
sons: (1) it is likely that most tumors
are dependent on angiogenesis, thereby
providing a common target in the treat-
ment of widely heterogeneous disease;
(2) endothelial cells are considered to be
less likely to develop adaptations to bypass
drug effects (i.e. drug-resistant phenotype,
as seen in some tumors); (3) it is antici-
pated that tumor vessels are proliferative
providing a differential target than the qui-
escent vessels present in normal tissues.

Results from angiogenesis research dur-
ing the last decade have questioned some

of those earlier assumptions. Clinical tri-
als designed to test antiangiogenic therapy
have met with variable and rather dis-
appointing success. In particular, not all
tumor vessels appear equally susceptible
to a single modality of antiangiogenic ther-
apy. The reasons for this outcome are likely
multiple. For example, the participation
of tumor cells to the vascular wall (‘‘vas-
cular mimicry’’) has been demonstrated
in uveal carcinoma, and more recently in
melanoma. How responsive are these cells
to antiangiogenic therapy? The molecular
nature of tumor microvessels appears to
be more variable than anticipated and dif-
ferences in the tumor microenvironment
will likely influence therapeutic outcome.
It has been well acknowledged that the
‘‘context’’ poses a direct (and reciprocal)
effect in the tumor cells. Additional rea-
sons for the ‘‘disconnect’’ between bench
and clinical results have been attributed to
poor design of trials and efficacy of some of
the tested drugs. More recently, the evalua-
tion of ‘‘combination therapy’’ (antiangio-
genic and ‘‘metronomic’’ chemotherapy)
has received experimental attention with a
higher degree of success than either ther-
apy alone. Regardless, the relative success
of therapeutic approaches using VEGF
has engendered hope for this modality
of therapy both in cancer (to block ves-
sels) and in cardiac ischemia (to enhance
angiogenesis).

VEGF has shown experimental success
in animal models to treat vascular insuf-
ficiency in the heart and in peripheral
blood vessels. Accordingly, clinical studies
have been undertaken in which VEGF has
been administered as recombinant pro-
tein or expressed from plasmids or viral
vectors for stimulatory reasons. The sit-
uation is particularly complex in diabetic
patients, where the potential benefits of
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proangiogenic therapy for peripheral vas-
cular disease must be weighed against
the risks of exacerbating the progres-
sion of ‘‘diabetic retinopahy,’’ a condition
characterized by excessive vascular pro-
liferation. Inhibition of VEGF signaling
has been used for suppression of vascu-
lar growth during cancer progression. In
addition, the role of VEGF in other pro-
cesses, such as atherosclerosis, arthritis,
and retinopathies has engendered a lot of
interest in attempting to block this sig-
naling pathway in pathologies other than
tumors. The efficacy of these treatments
is currently under evaluation. It is clear
that understanding the control of cellular
events associated with VEGF-dependent
angiogenesis will facilitate the rational de-
sign of therapeutic interventions.
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Keywords

Gene Therapy
A therapeutic technique to eradicate genetic malfunctions by introducing new gene or
repairing defective gene in the host cell. The therapy, initially aimed toward treating
inheritable disorders, is also used in treating acquired disorders such as AIDS, cancer
and so on.

Lipoplex
A charged complex made of DNA and cationic lipid. The complex is formed by
electrostatic combination of negatively charged DNA with positively charged cationic
lipids. Preformed cationic liposomes made of cationic lipids and/or colipids interact
and condense DNA by cooperative interaction of positively charged head group of
aggregated surface of lipids with negatively charged DNA.

Lipopolyplex
An entity formed by mixing the preformed liposomes made of cationic, anionic or
neutral lipids, and/or colipids with cationic polymer induced precondensed DNA.
Electron microscopic studies revealed a lipid-based envelope, carrying the
polyplex-containing core.
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Nonviral Gene Delivery
A special gene delivery technique, which does not use viral mechanism to deliver genes
to cells. It involves various physical techniques, chemical methods, and biomimetic
synthetic agents to introduce genes to cells.

Polyplex
Another charged complex as lipoplex, but here the cationic entities are polymers.
Cationic polymers associated with net positive charges also condense negatively
charged DNA by electrostatic combination to form polyplex.

Abbreviations

CHEMS: cholesteryl hemisuccinate
DC-Chol: 3β̃-[N-(N′,N′-dimethylaminoethane)-carbamoyl] cholesterol
DDAB: dimethyldioctadecylammonium bromide
14Dea2: O,O′-ditetradecanolyl-N-(trimethylammonio acetyl)

diethanolamine chloride
DHDEAB: (N,N-di-n-hexadecyl-N,N-dihydroxyethylammonium bromide)
DMDHP: N,N-(2-hydroxyethyl)-N-methyl-2,3-bis(myristoyloxy)-1-

propanaminium iodide
DMRIE: N-(2-hydroxyethyl)-N,N-dimethyl-2,3-bis(tetradecyloxy)-1-

propanaminium chloride
DOPE: 1,2-dioeoyl-sn-glycero-3-phosphatidylethanolamine
DORIE: N-[1-(2,3-dioleyloxy)propyl]-N-hydroxyethyl-N,N-

dimethylammonium chloride
DOSPA: 2,3-dioleyloxy-N-[2(sperminecar-boxamido)ethyl]-N,N-dimethyl-1-

propanaminium trifluoroacetate
DOTAP: N-[1-(2,3-dioleyloxy)propyl]-N′,N′,N′-trimethylammonium chloride
DOTIM: 1-[2-[9-(Z)-octadecenoyloxy]ethyl]]-2-[8](Z)-heptadecenyl]-3-

[hydroxyethyl]imidazolinium chloride
DOTMA: N-[1-(2,3-dioleyloxy)propyl]-N,N,N-trimethylammonium chloride
GAP-DLRIE: N-(3-aminopropyl)-N,N-dimethyl-2,3-bis(dodecyloxy)-1-

propaniminium bromide
LPLL: lipopoly(L-lysine)
MP: monomethylphosphonate
PAMAM: polyamidoamine
PEG: polyethyleneglycol
PEI: polyethyleneimines
PLL: poly-L-lysine
PO: phosphodiester
PS: phosphorothioate
TC-Chol: 3β-[N-(N′,N′,N′-trimethylaminoethane)carbamoyl] cholesterol
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� In gene therapy, nonviral gene delivery has earned a special position on its own
right. This delivery system enjoys several favorable properties, such as, the delivery
efficiency is not limited by the size of the genetic cargo, and it is less immunogenic
and less toxic than their viral counterpart. One of the methods of delivery is direct
injection of naked DNA to the organs of interest. Plasmid DNAs (pDNA), which carry
recombinant genes of interest, are used for introducing genes to cells and organs.
Various physical methods, for example, gene gun and electroporation, increase the
efficiency of the naked DNA incorporation. Lipid-based vectors have the advantage
of protecting the DNA against degradation by endogenous DNase in vivo, and can
be targeted to a specific cellular site in some special cases. Varieties of lipid-based
systems have been designed, mostly containing cationic lipids of different structures.
Second-generation vectors containing polymers are more stable and more targetable
than the first generation vectors. Although significant progress has been made,
nonviral vectors are still limited in their efficiency and by some cytotoxicity inherited
in the bacterial pDNA, which hosts the gene of interest. Understanding mechanisms
and means to overcome the cellular barriers for the DNA delivery will undoubtedly
promote further development of pDNA mediated gene delivery.

1
Overview of Plasmid-mediated Gene
Therapy

Postgenomic era has thrust new respon-
sibilities on humankind. Many defective
genes responsible for various disease phe-
notypes have already been discovered. It
now becomes a daunting challenge for
multidisciplinary field experts to think
of strategies to introduce normal genes
efficiently into the target cells and/or tis-
sues to complement the defective genes.
Hence, gene therapy faces new tasks. This
methodology originally designed to correct
inheritable disorders, is now being consid-
ered for treating acquired disorders, such
as cancer and AIDS.

Gene therapy is largely classified into
two modes of gene delivery, it either
utilizes viruses or it does not. Replica-
tion defective viruses such as retrovirus,
adenovirus, adeno-associated virus, her-
pes simplex virus, papilloma virus, Sendai

virus, and so on with part of the genes
replaced by a therapeutic gene are used
to transduce cells with very high effi-
ciency. They are in use for various gene
therapy approaches either clinically or ex-
perimentally. There are several drawbacks,
which have partially eclipsed or limited the
widespread use of viral vectors albeit their
excellent transducing efficacy in cells and
tissues. For example, induction of strong
host-immune response followed by toxic-
ity is common in adenoviral vector–based
treatment, which limits the duration of the
transgene expression. Additionally, the im-
posing immunogenicity makes repeated
dosing impossible. Retroviral vector re-
quires dividing cells for gene expression,
but it poses the risk of random integration
into the host genome, leading to mutation
and neoplastic transformation. A large, in-
dustrial scale production of viral vectors
is difficult. There is limitation for the size
of the gene cassette to be included in vi-
ral vectors. These concerns have prompted
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the development of nonviral vectors as a
less toxic and more scalable alternative for
gene therapy. However, nonviral vectors
still need improvement, both in efficiency
as well as in the duration of the transgene
expression. These aspects are the central
concerns of the current nonviral vector
development.

Nonviral vectors often use recombinant
plasmid DNA (pDNA) as the carrier of
the therapeutic gene. Recombinant DNA
is an artificial, synthetic DNA-based re-
combinant molecule, made by addition
of several DNA fragments obtained from
different sources, whereas pDNA is an ex-
trachromosomal, circular, predominantly
supercoiled bacterial DNA, which can be
produced on a large scale by fermenta-
tion in bacterial cultures. Through simple
recombination techniques, any therapeu-
tic or marker gene of any size can be
introduced into pDNA. Nowadays with
the help of existing advanced technolo-
gies, a single lot can produce multigram
quantities of pDNA, which can be finally
purified using simple physical and chem-
ical methods. Generally, standard pDNA
is 4–10 kbp in size (molecular weight:
1 × 106 to 3 × 106). Other than the usual
bacterial sequences, pDNA for gene ther-
apy contains an expressible sequence of

genomic DNA, popularly known as com-
plementary DNA (cDNA) that codes for a
specific protein. This genetic sequence,
also called transgene, remains under the
controlling influence of another gene se-
quence called promoter, located upstream
of the coding sequence of transgene. This
promoter sequence controls transcription,
that is, transgene to messenger RNA con-
version. A transcription termination gene
is often inserted downstream of coding
sequence to ensure proper termination
of transgene transcription. A polyadeny-
lation sequence and sometimes an intron,
that is, a nonexpressible gene sequence,
is also added to ensure proper processing
of the m-RNA product of the transgene
(see Fig. 1). The major advantage of plas-
mid expression vectors is that the cells
upon transfection produce homogeneous,
correctly folded, posttranslationally mod-
ified proteins within itself. This thwarts
the attempt to purify and isolate proteins,
which often leads to partial degradation or
inactivation of the protein.

This chapter is, however, intended to
summarily emphasize the role of pDNA
as a gene-carrying cask, which finds its
role in gene therapy using nonviral-based
delivery techniques toward deciphering
various biological functions, and use

Fig. 1 Schematic
representation of a typical
plasmid DNA. Promoter:
promoter sequence; Intron:
intron sequence; cDNA:
complementary DNA encoding
a gene; Poly A: polyadenylation
sequence; Termn:
termination sequence.
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those facts in finding gene therapy–based
therapeutically useful tools against various
disease pathologies.

2
Direct Delivery with Naked Plasmid DNA

2.1
History and Recent Efforts Toward
Attaining Long-term Expression

The simplest of all DNA delivery systems
is the injection of naked pDNA to the
organ or tissue of interest. Skeletal muscle
was first transfected by intramuscular (IM)
injection of naked pDNA. Since then, a
plethora of tissues such as, the interstitial
space of liver, thyroid, heart muscles,
brain, urological organs, and so on have
been transfected with direct gene transfer.
The delivery by direct injection of naked
DNAs containing one or more anticancer
genes was also tested against various
tumors with mixed efficacies.

This technique of direct injection of
pDNA was thoroughly used in several
other experimentations as well. This tech-
nique of direct injection has become a
useful tool to analyze the gene expression
and promoter function in the respective
organ. Utilizing viral promoter, such as
that from cytomegalovirus (CMV), a high
level of initial expression was attained,
which, however, declined sharply to near
background within two to three weeks. Al-
though within two days of pDNA injection
the maximum decrease in the expression
level was observed, but the pDNA contin-
ued to be scantily detected till the end of 12
weeks (0.2 copies per genome). The ma-
jor cause of this early decline was believed
to be because of viral promoter activated
immune responses, and this fact was
later corroborated by experimentations in

immunosuppressed mice that showed ex-
tended levels of transgene expressions.

Sustained therapeutic benefit needs as-
surance for long-lasting gene expression of
pDNA associated therapeutic genes with-
out eliciting any expression related cytotox-
icity. Classically, several experimentations
were performed, with fewer cases show-
ing chances of extended expression time.
For example, high-expressing human fac-
tor IX (hFIX) pDNA upon transfection
in mouse liver yielded therapeutic-level
gene expression over 1 1

2 years, eliciting
no transgene expression–related cytotoxi-
city or long-term therapy related toxicity.
However, with liver regeneration, there
was a decline in transgene expression,
which suggested the possibility of decline
in maintenance of plasmid, rather than
the possibility of transgene integration
into the host genome. Hence, sustained
gene expressions required a transcription-
ally active vector DNA that could persist
for a long time in the organ. Let us also
not forget that a random genomic integra-
tion in host genome is contrary to health
benefit. Therefore, with the help of this
transcriptionally active vector, pDNA non-
viral gene transfer could lead to extended
life of transgene-expression level without
leaving scope for genomic integration.

For extended transgene expressions of
conventional plasmid vectors, a new tech-
nique was involved. The plasmid vector
was modified to contain Eppstein–Barr
virus (EBV) episomal vectors that consisted
of EBNA1 (EBV nuclear antigen-1) gene,
and oriP element. Interestingly, nuclear lo-
calization and transcriptional upregulation
of the oriP-bearing plasmid was assisted
with the help of EBNA-1. This enabled
efficacious transgene expression and long-
term maintenance of the expression in
cells transfected with the EBV/lipoplex.
EBV plasmid vector played an important
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role in various disorders such as con-
genital, malignant, chronic, and infectious
diseases. This plasmid was used in gene
therapy against tumor malignancies, such
as in reducing tumor size by intratumoral
injection of EBV plasmid vector encoding
HSV1-TK anticancer gene. EBV plasmid-
based interleukin genes, IL-12 and IL-18
gene transfer to tumors elicited natural
killer (NK) cell activities and cytotoxic
T-cell (CTL) responses, which lead to
tumor retardation. Cardiomyopathic ani-
mals experienced extended cardiac output
upon intracardiomuscular transfer of EBV-
based β-adrenergic receptor gene. EBV-
based plasmid gene transfer was also used
for genetic vaccination against acute vi-
ral infections.

Another school of thought sprouted
while developing and fine-tuning the con-
ditions for long-term transgene expres-
sion. We know that virus-mediated gene
transfer lead to random integration into
the host chromosome. This often leads
to abnormality in gene expression. How-
ever, site-specific genetic integration into
inconspicuous genomic sequence might
be one of the most-sought-after precondi-
tions for stable, long-lasting, and powerful
transgene expressions mediated through
recombinant plasmids. This became possi-
ble with phage integrases. These enzymes
mediate unidirectional site-specific recom-
bination between two specific DNA se-
quences, one containing phage attachment
site (attP) and the other bacterial attach-
ment site (attB). These DNA sequences are
short, yet specific on a genetic scale. A plas-
mid containing the bacterial attachment
site flanking the gene of interest in both
the ends was transfected into cells. The
integrases of the serine family showed ef-
ficient recombination in mammalian cells.
They mediated efficient integration at in-
troduced att sites or native sequences

with partial att sites (pseudo-attP). Human
α1-antitrypsin and hFIX gene associated
with attB cassette, coadministered with
integrase plasmid, upon liver delivery to
mice showed elevated long-term expres-
sion (therapeutic level of protein obtained
for about 8 months). Upon partial hepa-
tectomy, the expression did not decline,
indicating that the DNA was integrated to
the mouse genome. Similar results were
obtained during the functional restoration
of human type VII collagen protein in skin
cells obtained from recessive dystrophic
epidermolysis bullosa (RDEB) patients.
Additionally, this technique could be use-
ful in developing big transgenic animals
dedicated to the preparation of therapeutic
proteins on large scales.

2.2
Recent Therapeutic Uses: Treating Cancer

Nonviral gene therapy had become a use-
ful tool in generating various therapeutic
effects in diverse animal models. One of
these effects is to induce anticancer re-
sponse in tumor models by introducing
anticancer genes. NO synthase II (NOS
II) gene that catalyzes nitric oxide (NO)
production was incorporated in plasmid
under CMV promoter control. This plas-
mid, upon injecting in medullary thyroid
cancer (MTC), elicited anticancer effect in
tumorigenic cells. The gene triggered a sui-
cidal effect (apoptosis) on the tumor cells
by the production of NO, which specifi-
cally activated the macrophages against the
fast dividing tumor cells, leaving normal
cells untouched. NO was also observed to
mediate bystander antitumor effect: The
activated NOS gene in a tumor cell in-
duced the cytotoxicity in the neighboring
tumor cells. The fact that NO mediated
tumorogenic effect does not require trans-
fection of all neoplastic cells promised a
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capable suicide gene therapy approach to
human cancer.

Fas ligand is another apoptotic inducing
molecule that showed similar bystander ef-
fect. The membrane protein receptor Fas
and its ligand FasL mutual interaction ini-
tiate an apoptotic signal in Fas-bearing
cells. pDNA could be used to deliver
these apoptosis-inducing genes to initiate
killing of transfected and nontransfected
surrounding cells. On direct injection of
FasL encoding pDNA vector into the in-
flamed thyroid, pathogenic lymphocytes
were inhibited to enter into thyroid, leaving
the already infiltrated T cells dead. Thus,
FasL expressing in thyroicytes might lead
to potential remedial therapy for the exper-
imental autoimmune thyroiditis (EAT).

2.3
Understanding Physiological Role
of Protein-transduction Pathways

Direct pDNA transfer technique could find
its use in examining the role of a physiolog-
ically related protein-transduction signal
pathway toward certain endogenous dis-
ease phenotype, such as investigating the
functional role of the tissue kallikrein-
kinin system (KKS) in the central control
of blood pressure homeostasis. Kallikrein
is a proteinase enzyme that converts
kininogen to vasodialative kinin peptides.
To understand the role of vasodialative
KKS on the pathogenesis of hyperten-
sion, the human tissue kallikrein gene
CMV-cHK, was intracerebroventricularly
injected into hypertensive rats. Cortex,
cerebellum, brain stem, hippocampus,
and hypothalamus identifiably expressed
human tissue kallikrein protein. The ex-
pression level and its effect could lead to
verify the role of the KKS system.

Similarly, the method of Direct injec-
tion of pDNA to rat fibroblast had been

used to study the consequences of over-
expressing dominant negative forms of
the ubiquitous mitogen-activated protein
kinase (MAP-kinase) toward inhibition
of cell proliferation. Direct pDNA mi-
croinjection technique was also used to
demonstrate the absolute requirement of
the protein Cyclin A in DNA synthesis,
as opposed to the popular belief that the
Cyclin A was uniquely involved in the mi-
totic activation only. An SV40 expression
vector encoding the full-length, antisense
Cyclin A RNA, upon direct microinjec-
tion into synchronized mammalian cells,
completely suppressed Cyclin A expres-
sion at S phase, resulting in inhibition of
DNA synthesis.

2.4
Gene Transfer to Skeletal Muscle

A variety of diseases such as muscular
dystrophies, chronic ischemic limb syn-
dromes and so on, were treated by the
technique of direct gene transfer to skele-
tal muscle. Specifically engineered pDNAs
and the vector systems were developed
that enabled regulated and tissue-specific
transgene expression in skeletal muscle
in vivo. Naked pDNA–based gene transfer
had been used in different animal models,
for example, in correcting Duchenne Mus-
cular Dystrophy, to supply sources of ther-
apeutic protein systemically, for genetic
vaccination against pathogens and tumor
cells. However, larger animals showed lim-
ited clinical utility owing to inefficient gene
expression in them.

On quantifying the gene-uptake in the
muscles, the IM injection showed less than
1% uptake of injected dose and was lim-
ited to cells adjacent to the needle track.
Using hypertonic sucrose, or muscle revi-
talizers, the efficiency and reproducibility
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of gene expression could be increased. In-
traarterial injection of naked pDNA into
the femoral arteries of rats showed 2 orders
of magnitude higher transgene-expression
level throughout the muscles of hind limb
compared to that obtained in direct mus-
cular injection. Myofibers were 10% more
transfected through intravascular delivery
than with the direct IM injection. This
intraarterial injection technique was ex-
tended to the nonhuman primates also.
Hypothetically, the pDNA upon intravas-
cular injection extravasates out by the
intravascular pressure following the con-
vective flow across the endothelium, and
was soon picked up by the in situ muscle
cells with the help of membrane receptors.
This was evidenced by the fact that the
naked pDNA was taken up by hepatocytes
in vivo by a receptor-mediated process.
Several DNA receptors had been dis-
covered in human leukocytes, peritoneal
macrophages, and in wide variety of tissues
and tumor cells. For the enhancement of
IM gene expression, a fresh look is needed
toward the poorly understood mechanism
of molecular recognition and characteriza-
tion of the cell surface receptor(s) involved
in the binding and internalization of DNA.
It is reported that rapid injection of pDNA
in a large volume (e.g. 5 µg of DNA/20 g
mouse in 1.5 to 2.0 mL of saline solu-
tion) through the tail vein left the injected
DNA in the inferior vena cava. The DNA
flowed back to the tissues linked to this
vascular system, primarily the liver. The
hydrodynamic pressure forced DNA into
the liver cells before it was mixed with
blood. By this process, the liver showed
the highest expression of gene; internal
organs such as lung, spleen, heart, and kid-
ney were also efficiently transfected. It was
also shown that briefly clamping the vena
cava following tail vein injection of pDNA
in a small volume efficiently transfected

both liver and diaphragm. The result is
potentially important because diaphragm
is barely transfected by hydrodynamics-
based method. The full-length dystrophin
cDNA can be delivered to the diaphragm
for the treatment of Duchenne Muscular
Dystrophy. It is well known that patients
with Duchenne Muscular Dystrophy often
suffer from fatal respiratory failure due to
the dystrophic diaphragm muscle collapse.

2.5
Gene Delivery for Myocardial Diseases

Myocardial gene delivery via direct injec-
tion or through coronary vasculature with
naked pDNA usually showed low levels
of gene transfection. However, the re-
sults so obtained had invaluable impact
in characterizing the role of promoters in
cardiac tissue and further helped in ex-
amining the effect on transferred foreign
gene expression by the influences of natu-
rally occurring mechanical and hormonal
stimuli of the myocardium.

It was demonstrated that the tissue-
specific promoter chimeras injected into
the heart could respond accurately to shift
in thyroid hormone levels in vivo. In-
jection of pDNA with gene constructs
driven by cellular promoters resulted in
detectable levels of reporter gene activi-
ties. The cellular promoter was derived
from the rat α-myosin heavy chain (α-
MHC) gene. The expression of this gene
in vivo is restricted to cardiac muscle and
is positively regulated by thyroid hormone.
The regulatory portion of genes expressing
specifically in cardiac muscles could be
identified using this method. Direct DNA
injection had been extended to evaluate
and characterize the activation properties
of a cardiac-specific promoter/enhancer of
the slow/cardiac troponin C (cTnC) gene
that express in cardiac striated muscles.
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Myocardial direct DNA injection was also
utilized to analyze the transcriptional reg-
ulation of brain creatine kinase (BCK)
gene in the developing heart. pDNA con-
structs containing BCK promoter and CAT
or luciferase reporter gene was delivered
into the left lateral wall and apex of the
ventricle on the heart. The study might
provide insight into the embryonic gene
expressing mechanism during cardiogene-
sis. Because the BCK gene, the major gene
for cytoplasmic creatine kinase expressed
in the embryonic heart, is downregulated
during cardiogenesis, it is reinstated in
response to stimuli such as ischemia, hy-
pertrophy, or heart failure in the adult.

The method of direct pDNA injection
was used to explore the effect of specific
pathophysiological state on cardiac gene
expression, such as ischemia, myocardial
infarction, reperfusion injury, hyperten-
sion and so on. Ischemia is a disease
state that is formed when tissues are
starved of blood supply and nutrients be-
cause of deficient supply of blood through
possibly narrowed or blocked arteries.
Sporadic myocardial ischemia is preva-
lently associated with coronary arterial
diseases. Ischemia related disease phe-
notype needs a therapeutic gene, which
could be selectively upregulated by the el-
evated signals for ischemic activity and
consequently downregulated when the ac-
tivity represses. In this context, Prentice
et al. introduced expression plasmids con-
taining muscle-specific α-MHC promoters
and hypoxia-responsive enhancer (HRE)
elements linked to a reporter gene in cul-
tured cells or into the rabbit myocardium,
and measured the regulation of these
constructs by hypoxia or experimental is-
chemia. It was shown that the expression
of reporter gene was induced by both hy-
poxia in vitro and by a short interval of
ischemia in vivo.

There were different reports concerning
the stability of plasmid-based transgenes
in both skeletal and cardiac muscles. It
was shown that the rat cardiac myocytes
could express β-galactosidase gene under
the control of the Rous sarcoma virus
promoter, by the injection of pDNA
encoding the reporter gene directly into
the left ventricular wall. β-galactosidase
expressed in cardiac myocytes was detected
in rat hearts for at least four weeks after
injection of the β-galactosidase gene. In
postmitotic cardiac and skeletal muscle
cells, the transgene expression of the
pDNA declines with time, probably due
to the episomal localization of the DNA.
The reason that the striated muscles
showed higher capacity for uptake and
expressing of pDNA following direct
injection was not clear; the efficient gene
transfer might be induced by cellular
membrane rupturing and destabilization,
followed by inflammation caused by the
injection needle.

2.6
Gene Therapy for Angiogenesis

Because ischemia is formed as a result of
deficient supply of blood to tissues, for-
mation of new blood vessels is a remedy
against this disease. One of the mecha-
nisms that involves the formation of new
blood vessels is angiogenesis. Angiogene-
sis is the process of new blood vessel devel-
opment for the vascularization of various
organs, for wound healing, and to allow
cancer development and proliferation.

Therapeutic angiogenesis involves re-
plenishing angiogenic growth factors by
administering recombinant proteins or
endothelial growth-factor gene. The re-
combinant proteins have severe limitation
on its usage, as they are expensive and
difficult to produce on a large scale.
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On the other hand, gene therapy pro-
vides a systemic and long-term effect with
modification in the effective dosage of
the therapeutic agent. To evade poten-
tial problems of pathological angiogenesis,
transient gene expression is usually pre-
ferred for this kind of treatment. Tsurumi
et al. introduced naked pDNA encoding
vascular endothelial growth factor (VEGF)
by (IM injection into ischemic hind limb
muscles of a rabbit model and observed
that the vessels and blood-capillaries were
increased in rabbit muscles injected with
VEGF compared to controls. An enhanced
vascularity-induced perfusion followed by
increased blood flow in the ischemic limbs
was also observed. In clinical trial, Simovic
et al. introduced naked pDNA encoding
human VEGF gene by direct IM injection
to chronic ischemic limbs of patients, to
treat peripheral neuropathy caused by crit-
ical limb ischemia. The patients showed
decreased neuropathic disability in the
treated limbs, indicating that long-term
therapy might improve the integrity in
tissues of ischemic limb and consequent
retrieval of limb.

2.7
Gene Therapy for Autoimmune Diseases

Autoimmune disease is a pathogenic con-
dition in which ones immune system
erroneously targets and aggresses a per-
son’s own cells, tissues, and organs. The
most prevalent symptom of this disease
is inflammation, which is caused by the
abundant presence of a large number of
immune cells and molecules in the target
site of the body. Autoimmune diseases
or other inflammatory conditions were
primarily and successfully confronted by
gene therapy through the delivery of cy-
tokines or cytokine inhibitors. Interferon
γ . (IFN-γ ), interleukin-1 (IL-1, α or β),

IL-12, and tumor necrosis factor α (TNFα)
are recurrently addressed inflammatory
cytokines in illnesses related to autoim-
mune/inflammatory diseases. Other than
these cytokines, transforming growth fac-
tor β (TGF-β) is also a key regulatory
cytokine, because TGF-β inhibits T and B
cell responses, irregularity of which leads
to elevation of autoimmunity invoked dis-
ease conditions.

In animal models, pDNA constructs
with the encoding anti-inflammatory cy-
tokine genes for IL-10, IL-4, and TGF-β1
were injected into either tibialis anterior
or rectus femoris muscles in nonobese
diabetic (NOD) mouse against autoim-
mune diabetic disease. Although there
was no marked decrease in severity of
insulitis, the diabetes was reduced in
NOD mice injected with IL10 as com-
pared to untreated NOD mice. In another
experiment, treatment of autoimmunity
prone NOD mice with pCMV-TGF-β1 re-
sulted in considerable elevation of TGF-β1
level in the plasma. The increased levels
of TGF-β1 exerted various immunosup-
pressive effects such as suppression of
delayed-type hypersensitivity (DTH), and
prevention of insulitic and diabetic inci-
dence in this kind of mice. TGF-β1, IL-4,
and IFN-γ gene coding plasmid vectors
were also injected intramuscularly into
rodent models for treating experimental
allergic encephalomyelitis (EAE), systemic
lupus erythematosus (SLE), colitis, and
Streptococcal cell wall-induced arthritis
(SCW arthritis).

3
Improving Plasmid DNA-mediated Gene
Transfer by Electroporation

Electroporation is a process of exposing
cells to controlled electric field for the
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purpose of cellular membrane permeabil-
ity. The electric pulses, intensely local-
ized to destabilize the membrane, allow
molecules to enter cells. A variety of ge-
netic materials were inserted into the
cells in vitro by electroporation. Elec-
trochemotherapy facilitates the cellular en-
try of hydrophilic anticancer agents such as
bleomycin to obtain drastically improved
antitumor effect in malignant melanoma.

Recently, in vivo electroporation has
emerged as a leading technology for devel-
oping nonviral gene therapies and nucleic
acid vaccines (NAV). Naked pDNA in-
jections accompanied by electroporation
showed 10 to 1000-fold increases in gene
expressions as compared to the nonelec-
troporated direct injections. However, the
duration of a gene expression following in
vivo electroporation was dependent on tar-
get tissue and plasmid constructs. Despite
this fact, a broader variety of cells showed
reporter gene expressions.

The major advantage of electroporation
is that a treatment-area specific in vivo
gene expression is possible wherein spe-
cific tissue could be directed by using
specifically designed electrodes. A high
level of controlled expression of specific
gene was obtained by using tissue-specific
promoter directed against specific tissue
with a different pulsing parameter.

Various disease pathologies underwent
electroporation-mediated in vivo gene
transfer. The successful utilization of
this technique was done in targeting
hepatic parenchyma, hepatocellular car-
cinoma (HCC), skin, skeletal muscle,
mouse testes, melanoma, human primary
myoblast, glomeruli, brain, human pri-
mary hematopoietic stem cells, human
esophageal tumor, and rat skeletal mus-
cle for correcting anemia of renal failure.
Furthermore, electroporation of TGF-β1
gene to the wound models in diabetic mice

resulted in higher cell proliferation, denser
yet organized extracellular matrix forma-
tion, collagen synthesis, and angiogenesis
in the treated wound site.

Electroporation utilizing high electric
field strength induces tissue damage.
This restricts its usage. Efficient and safe
electrotransfer for delivering exogenous
material into tissues must be developed
before the clinical potential of gene
therapy can be realized. Recently, a novel
syringe electrode was developed. With
this electrode, electric field was directly
delivered to the cells in which pDNA had
been injected, the injected DNA could
be confined to the high field region
without affecting the adjacent areas. High
transfection efficiency was observed with
comparatively lower field strength that
caused minimal tissue damage.

A technique called microelectroporation
was utilized locally to introduce a trans-
gene into chick embryo and for expressing
the gene in a spatial and temporal manner.
By the microelectroporation technique,
DNA molecules were efficiently intro-
duced into the optic vesicle, sensory pla-
codes, surface ectoderm, neuroepithelium
of the central nervous system (CNS), and
into the somites and limb mesenchyme.

4
Improving Plasmid DNA Transfer
Mediated by Gene Gun

Gene gun is a physical way of administer-
ing gene in vitro or in vivo. pDNA makes
electrostatic complex with gold or tungsten
microparticles. The DNA-metal particle
upon targeting to specific tissue is forcibly
expelled by a flow of regulated, highly com-
pressed helium gas. The delivery is highly
localized to the tissue part. The delivery
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to different tissue depths and areas is reg-
ulated by adjusting the speed and hence
impact-pressure of the projectile. The pro-
cess involves easy and speedy preparation
of the delivery vehicle while keeping DNA
intact. This technique sometimes allows
DNA to gain direct access to nucleus by-
passing the endosome/lysosome. These
cellular compartments may induce pos-
sible enzymatic degradation. Because of
the benefit of accessibility, this technique
is especially suitable for gene transfer to
skin and for superficial wounds. There
are several examples in various animal
models, which have shown a high level of
transgene expression in the epidermis and
dermis of the skin.

By the gene gun technique, mouse skin
was transfected with IL-6 and hemagglu-
tinin encoded DNA to elicit protective im-
mune responses against equine influenza
virus. Several different large animals such
as rhesus monkeys, pigs, and horses were
also immunized against virus by transfect-
ing gene encoding the viral antigen.

Detectable transgene activities were also
noticed in various nonsuperficial organs,
such as lungs, pancreas, kidney, muscle,
and cornea. Gene gun was also used to treat
against tumor growth. Intradermal tumor
upon IL-12 gene delivery by gene gun gave
detectable levels of the gene product at
the treatment site. This eventually led to
complete tumor regression within seven
days. TGF-β1 encoded plasmid bombard-
ment to rat tissue enhanced the tensile
strength of the tissue by almost twofold,
as compared to the control constituting
nongene gun mediated direct injection.
Porcine partial-thickness wounds, when
transfected with a vector expressing epi-
dermal growth factor (EGF) showed an
increased rate of epithelial cell formation.
This increased epithelialization shortened
the wound healing time by 20%.

5
Lipid-based Vectors

5.1
Idea Behind Lipid-based Vectors: Recent
and Classical Uses

The lipid-based DNA delivery system was
first utilized on the premise that naked
DNA upon injection in vivo might be
degraded by endogenous DNase. The DNA
would remain protected inside the lipid-
based delivery vehicle during its run
through the circulating blood stream.
With necessary chemical modification,
this vehicle would target the DNA toward
specific cellular sites.

These lipids are a class of molecule
that self-assemble in aqueous or organic
media. Depending on its molecular archi-
tecture and in the presence or absence of
cosolute, they assume structures such as
micelle, emulsion, or liposome in aque-
ous media, and reverse micelle in organic
media. However, among all the systems,
liposomal systems found most biological
usage, probably owing to its close resem-
blance with the cellular membrane. They
constitute a bilayered structure, which
can encapsulate water-soluble molecules
in its aqueous hydrophilic core or water-
insoluble molecules in its hydrophobic
bilayer. Liposome-based drug delivery sys-
tems have shown promise in clinical use
and several products have already been
approved by the FDA. Fraley et al. had
shown for the first time that encapsu-
lating DNA in liposomal aqueous core
could also deliver DNA to cellular tar-
gets. They used a composite liposomal
system containing anionic and nonionic
lipids. The DNA encapsulation efficiency
for this system was low. Toward enhanc-
ing gene delivery and targeting ability of
the liposome to specific tissue site, anionic
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liposomes encapsulating DNA were coated
with target-specific antibody to make pH-
sensitive immunoliposomes. These lipo-
somes upon intraperitoneal (IP) injection,
showed specific transfection to tumor cells
in an ascites tumor model in nude mice.
Very recently, the immunoliposomes were
revisited for targeting brain. An exogenous
gene was targeted to brain through the
blood brain barrier by intravenous (i.v.)
injection of pegylated immunoliposomes
conjugated with antibody to rat transfer-
rin receptor. The whole entity was targeted
to brain via the transcytosis of transfer-
rin receptor.

Felgner et al. for the first time used
cationic liposomes for gene transfection.
The primary idea was to electrostatically
condense DNA with more than one equiv-
alent of cationic lipid and the negatively
charged cells would take up the net pos-
itively charged entity when fed to the
cell. Overall gene delivery to the cells was
very high compared to any contemporary
nonviral gene delivery techniques. This
opened up a new vista in the field of gene
therapy. Soon a plethora of literature de-
veloped, which chronicled the painstaking
fine-tuning of the chemical structure of
lipids by systematic structure-activity stud-
ies. These studies were done to dig out the
structure of the potentially most potent
cationic lipid for gene transfection.

pDNA played a significant role in this
context. pDNA reconstructed with recom-
binant marker/reporter gene and suitable
promoter is primarily used as a tool to
screen the efficient transfection lipid from
a library of cationic lipidic molecules. The
electrostatic lipid–DNA complex that is
formed by the recombination of these first
generation cationic lipids with DNA is
termed lipoplex. Cationic polymers also
condense DNA and, with or without the

presence of lipid, these polymers can de-
liver DNA to cells. This makes the basis
of the second-generation gene delivery
systems. Cationic polymers, cationic den-
drimers, and so on condense DNA to
make a complex called ‘‘polyplex’’. If li-
posomes, cationic or anionic are used
to encapsulate the precondensed cationic
polymer–DNA complex, and are used to
deliver DNA to cells, then the whole entity
is termed lipopolyplex. We will talk about
these second-generation gene delivery sys-
tems later in this chapter.

5.1.1 Structures of First Generation
Cationic Lipids
In the process of finding out the best
cationic transfection lipid, several groups
throughout the world, over the last 15
to 17 years, explored different chemistries
to evolve different chemical structures,
which made quite a big library of
molecules. It is very interesting to know
that several architectural differences in
the molecular infrastructure of cationic
lipids evolved, which lead to the forma-
tion of cationic lipids of varied transfection
ability. Here, we will briefly yet broadly
classify the categories of cationic lipids
with varied degrees of chemical moieties
(Fig. 2).

1. Lipids with glycerol backbone contain-
ing aliphatic carbon chain(s): DOTMA,
DMRIE, DORIE, DOSPA, GAP-DLRIE,
DOTAP, DMDHP and so on. These
lipids are linked to glycerol moiety
through ether or ester bond and have ei-
ther a single cationic charge with none,
single, or multiple hydroxyl groups, or
have multiple cationic charges by pos-
sessing spermidine derivatives.

2. Lipids with long-chain alkylamine/alkyla-
mide moiety: DDAB, DOGS, LPLL,
GS2888, 14DEA2, diC14amidine,
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Fig. 2 Structures of some representative cationic lipids.

DHDEAB, TFX and so on. These
are basically nonglycerol-based lipids
with single or multiple charges. The
charges arise because of the presence
of ammonium or multiple amines or
spermidines. Some of these lipids also
possess multiple hydroxyl groups.

3. Lipids with cholesterol moiety: DC-Chol
and other cholesterol derivatives, bigly-
cosylated cholic acid derivative and
cholesterol with polyamines, sper-
midines and so on.

4. Lipids with L-α-phosphatidylethanola-
mine derivatives with spermidines:
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1,2-dipalmitoylphosphatidylethanol-
amidospermine (DPPES) or L-α-phos-
phatidylcholine with phosphonate
diester.

5. Lipids with imidazole derivative: DOTIM
or nonglycerol-based lipids with long-
chain alkyl acyl carnitine ester.

There were many other lipids that were
synthesized and tested for gene transfec-
tion. Only a few of these lipids had shown
consistent and relatively high level of trans-
fection in various cell lines and in animal
models in vivo. Most of these first genera-
tion formulations were not long circulating
in the blood, owing to the fact that the
DNA/cationic lipid complex disintegrates
in the presence of negatively charged blood
proteins. Additionally, they showed no spe-
cific targeting of cells. Finally, in spite of
such a big library of molecules, no con-
sensus thumb-rule could be predicted or
ascertained regarding the magic structure
of lipid, which might show best transfec-
tion in all kinds of cells consistently. This
is because there were so many parameters
involved in the whole process of transfec-
tion. In order to develop the potentially best
nonviral gene delivery system, we have to
understand various barriers confronting
transfection. Here, we will briefly discuss
these barriers.

5.2
Cellular Barriers for Transfection

To develop an efficient gene delivery sys-
tem, it seems necessary to understand the
extra- and intracellular processes involved
in the overall transfection mechanism.
This will lead to comprehending the chal-
lenge before the task of developing efficient
lipid-based nonviral vectors for gene ther-
apy applications. For this purpose, cationic
liposomes and pDNA are used widely to

understand the cellular mechanism in-
volved in the transfection (see Fig. 3).

5.2.1 Structure of Lipid/DNA Complex
Positively charged cationic liposomes
electrostatically interact with negatively
charged nucleic acid sequences to form
fused, aggregated complexes, which are ca-
pable of entering a cell. These aggregates
have a very heterogeneous size distri-
bution with respect to particle size and
net charge. The lipid-to-DNA mass and
charge ratio, which defines the size and
net surface charge of the complex, is an
important factor to determine transfection
efficiency. Hence, the structural features
associated with this kind of complex
need complete interpretation. Structural
features revealed by electron microscopy
include lipid-coated DNA strands, ag-
gregates of liposome intercalating DNA,
DNA entrapped between the lamellae of
aggregated multilamellar structure, and
tubular structure consisting of fused li-
posome around DNA. Polycations such
as polylysine or multivalent cationic lipid
condense DNA into small compact par-
ticles. Cells can take these compacted
DNA much more efficiently than the
lipid/DNA condensed particles obtained
by the interaction of DNA by monovalent
cationic lipids.

5.2.2 Entry of DNA into Cells
The presence of glycophospholipids and
negatively charged proteins such as pro-
teoglycans, glycosaminoglycans and so
on imparts negative charges on the cell
surfaces. It was hypothesized that mem-
brane fusion between cationic liposome
and negatively charged cell membrane is
the primary means of cell entry. The hy-
pothesis was based on the supposition
that cationic and anionic liposomes readily
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Fig. 3 Schematic illustration of the processes involved in gene delivery and expression.

fuse. It was conceptualized that the inter-
action of the cationic complex with the cell
is primarily electrostatic, and does not in-
volve any specific receptor for the cationic
moiety. Other experiments also suggested
that the mechanism of DNA transfer

to animal cells from cationic liposomes
might not entail a simple fusion of lipo-
somal and cellular membrane. However,
it was shown that heparin sulfates, the
highly anionic polysaccharides, serve as an
important cell surface receptor for cationic
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lipid–DNA complexes. The nondifferen-
tiated edged airway epithelial cells en-
docytose liposome–DNA complexes con-
sequent to their relatively high negative
charge and phagocytic activity compared
to relatively more differentiated cells. Ev-
idences now strongly suggest that slow
endocytosis of intact lipid/DNA complex
could be the primary method for cellu-
lar entry.

5.2.3 Fate of Complex Inside the Cell:
Escape into Cytosol
After cellular entry, the lipoplex is en-
gulfed into the lower pH compartment
called early endosomes in the perimembra-
nous region. The intracellular trafficking
was ascertained by an experiment wherein
a liposome composed of lipopolylysine
(LPLL) and DOPE (1,2-dioleoyl-sn-glycero-
3-phosphatidylethylamine) was first used
to condense DNA to form electron-dense
particles recognized by thin-section trans-
mission EM and upon treatment to the
cells a majority of them were found to
reside in vesicular compartments. The
endosomal contents usually pass into lyso-
some, the cell organelle in the perinuclear
region that houses a host of degredative
enzymes. The hydrolytic enzymes degrade
most if not all of the lysosomal contents.
So, it becomes necessary that the endoso-
mal content must free itself at the early
endosome stage to keep the DNA intact.
Disruption of endosomal vesicle is visu-
alized in the liposomal system containing
DOPE as a helper colipid. DOPE, with its
tendency to promote significant polymor-
phic changes in the lipid phase, stimulates
membrane fusion or destabilization. This
is followed by leakage of endosomal con-
tent into the cytoplasm. DOPE, in aqueous
media, assumes inverted hexagonal phase
II structure, which is frequently obtained
in regions of membrane where it fuses

with another membrane. Thus, one may
assume that DOPE, or liposome for-
mulation containing DOPE, might fuse
with endosomal membrane and desta-
bilize it to leak out the content from
the endosome.

If the early endosomal release is not pos-
sible, then another way to keep DNA intact
in lysosome is to protect the DNA from
lysosomal degradation. Cationic liposomes
formulated with cholesterol are believed to
offer a useful role in keeping DNA intact.
It was demonstrated that the lysosomal en-
zymes work at lower pH, that is, pH < 6. It
was also shown that cholesterol-containing
liposomes, which possess greater stability
and lower ion-permeability compared to
DOPE-containing liposomes, provide an
improved stability to the lipid–DNA com-
plex in the cytosol. It is easily conceivable
that if the endosomal content passes onto
lysosome before being released from endo-
somes, the lipoplex could remain secured
in the lysosome.

Cationic lipids can destabilize a cellular
membrane because of its intrinsic deter-
gent property. Therefore, destabilization
of endosomal and/or lysosomal mem-
brane may be a contribution from the
cationic lipids itself. In the same context,
it was shown that the cationic lipid/DOPE
or cationic lipid/cholesterol liposome for-
mulation, exhibit surface anisotropies in
terms of increased liposomal surface pH.
The surface pH of the liposomal formula-
tions exhibits at least two pH units higher
than the pH of the solution at which they
are made. Therefore, a liposomal solution
made at physiological pH may in reality
exhibit a surface pH > 9, which is detri-
mental for both the stability of endosome
and activity of lysosomal enzymes. Endo-
somal disruptions were also done with
fusogenic peptides, which promote pH-
dependent fusion of small liposomes when
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associated with lipid bilayer. When these
peptides were codelivered with lipid/DNA
complex, they imparted formidable endo-
somal disruption by changing its usual
random coil conformation into amphi-
pathic α-helix conformation at lower pH,
resulting in consequent cytoplasmic deliv-
ery of DNA.

5.2.4 Entry of DNA in Nucleus
The success of lipid-mediated gene trans-
fer is severely limited by the inefficient
transport of transfected DNA from the
cytoplasm into the nucleus. In gen-
eral, macromolecules enter the nucleus
through nuclear pores. Molecular aggre-
gates with size more than 55 Å in diameter
or molecular weight greater than 40 KD
utilize the nuclear pore complex (NPC) to
access the nucleus. NPC bind with molec-
ular aggregates associated with nuclear
localization signal (NLS) peptide and help
it to translocate across the nuclear mem-
brane. One of the typical signals is the NLS
from SV40 large T antigen (PKRRRKV),
which had been conjugated to many differ-
ent molecules to gain nuclear access. NLS
peptide-conjugated pDNA was delivered
efficiently inside the nucleus with an en-
hanced gene expression. Similarly, SV40
T antigen NLS codelivered with DOTAP
cationic liposome mediated efficient gene
transfer and expression in the cell. The
genes delivered inside the nucleus require
uncoating from the lipidic shell before
the transcription starts. It is generally as-
sumed that pDNA is displaced from the
complex by anionic macromolecules in the
nucleus. In this regard, an alternative hy-
pothesis for cytosolic release of DNA from
lipid/DNA complex had been proposed.
Demonstration through model studies
showed that the pDNA was released from
cationic liposome/DNA complexes by an-
ionic liposomes exhibiting compositions

mimicking the cytoplasmic face of the
lipid monolayer of the cellular membrane.
Membrane destabilization followed by flip-
flop of the liposome/DNA complex by the
anionic lipids by electrostatic interaction
resulted in charge neutralized lipidic ion
pairs followed by release of pDNA.

To evade the nuclear transport, an
alternative approach was developed, which
utilizes T7-based cytoplasmic expression
vectors. Here, the inefficiently nuclear-
transported DNA could be expressed in
the cytoplasm itself.

6
Second Generation of Lipidic Delivery
System (Lipopolyplex)

6.1
Polycation-condensed DNA Entrapped
in Cationic Liposome: LPD-I Formulation

One of the prerequisites for a bioentity en-
tering the cell and the nucleus is to possess
a small size. The delivery of DNA was effi-
cient through cationic lipidic formulation
mediated gene delivery, but the nuclear
transport from cytoplasm was quite an
inefficient process. Generally, lipoplexes
formed by multiple charged cationic lipids
made small (∼20 nm), highly condensed
DNA/lipidic complex. These complexes
were found to be more transfecting than
the lipoplex formed by monocationic lipids
and DNA. Synthetic cationic polymers like
poly-L-lysine (PLL) could also condense
DNA into very small compacted parti-
cles. This compact complex was allowed
to freely mix with cationic liposomal solu-
tion. The overall complex so formed was
termed lipid-protamine-DNA (LPD-I). A
sucrose gradient ultracentrifugation of the
heterogeneous mixture showed the exis-
tence of various populations associated
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with varied amounts of lipid. Negative-
stain EM studies of purified complexes
showed electron-dense structures ranging
from elongated rod-shaped to ball-shaped
particles. The purified fractions were sev-
eral fold more transfection efficient than
unpurified ones. The fractions that con-
tained more lipids were more efficient in
gene transfection than those containing
fewer lipids. The transfection efficiency of
LPD-I was many folds higher than the cor-
responding cationic liposome–DNA com-
plex. It is hypothesized that (1) the small
compacted structure of DNA resulted in
high cellular and nuclear uptake, (2) the
DNA is protected efficiently against enzy-
matic degradation, and (3) PLL may have
mimicked the NLS for nuclear delivery of
DNA. An alternative cationic polymer, pro-
tamine sulfate, from salmon sperm was
used as a substitution for PLL. Protamine
sulfate is a small (MW ∼4000 vs ∼18 500
for PLL), highly positively charged pep-
tide and very basic due to the presence
of 21 arginine residues, which contains
an NLS. It is naturally occurring (whereas
PLL is synthetic), a USP grade compound,
FDA approved and finds use as an anti-
dote to heparin-induced anticoagulation.
With a routine history of human ad-
ministration, the issues of toxicity and
immunogenicity were minimal for pro-
tamine sulfate.

Both protamine sulfate and PLL were
compared for their transfection efficien-
cies. With the same amount of DNA
and cationic lipid, PLL reached its ef-
ficiency plateau at an amount that was
half the amount of protamine sulfate,
but the overall efficiency of protamine
sulfate was 2 to 7-fold higher than PLL
in different cell lines. The extent of
transfection efficiency for LPD-I was 7
to 45-fold higher than the levels shown

by DNA/cationic lipid complex. Phos-
phate and free-base forms of protamine
showed lower levels of transfection and
the activity was comparable to lipoplex.
It is noteworthy that arginine, which
exists as a salt of sulfate, and the ly-
sine, which exists as a free base or as
a phosphated salt, showed a variance
in the relative transfection efficiencies
even though the percentage of basic
(arginine + lysine) residues remained rel-
atively constant.

Upon i.v. injection, LPD-I made with
DOTAP had shown very high gene ex-
pression in heart, lung, liver, spleen, and
kidney, with the highest expression found
in the lung. The in vivo gene expression
had steadily increased with increase in
cationic lipid and/or protamine, but the
protamine–DNA charge ratio was kept be-
low 2 : 1 to avoid the formation of large
aggregates. After LPD injection, transgene
expression was detected as early as 1 h,
peaked at 6 h, and declined thereafter.
Lung had consistently shown the highest
gene expression, which lasted for 2 days.
Even after 4 days of LPD injection, gene
expression could still be detected in lung,
spleen, and liver.

In a biodistribution study with labeled
DNA and liposome, it was revealed
that DNA was rapidly removed from
circulation by the liver after injection of
protamine–DNA complexes, and uptake
by the lung was always less than 10% of
injected dose at all time points. But DNA
when formulated in LPD was trapped in
lung to an extent of 40% within 5 min of
LPD injection. In Southern blot analysis, it
was revealed that the pDNA injected with
LPD was detectable in the lung in a much
higher quantity than the control, even after
6 h of i.v. injection. Intraportal injection
gave significantly lower gene expression
than with i.v. injection.
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6.2
Polycation-condensed DNA in Anionic
Liposomes: LPD-II Formulation

Some disadvantages always accompany
the cationic lipid-mediated gene transfec-
tion. Cytotoxic effect in cells/tissues is
the primary concern that requires early
attention. The cationic lipids exhibit rela-
tively large sizes, while complexation with
DNA provide suboptimal DNA conden-
sation and have limited efficiency and
lack of tissue specificity, whereas anionic
liposomes used in gene therapy have
shown poor encapsulation efficiencies due
to the large size and excessive negative
charge of uncondensed pDNA. The uti-
lization of anionic liposome was revisited
during a recent approach, which also uti-
lized the concept of condensing DNA by
cationic polymers. A delivery vector was
developed wherein polylysine-condensed
pDNA was entrapped into folate-targeted
anionic liposomes via charge interaction.
It had structural similarity as LPD-I and
it was named LPD-II. It differed from
LPD-I in that anionic lipids instead of
cationic lipids were used. This novel vec-
tor was more efficient and less cytotoxic
compared to conventional cationic liposo-
mal vectors.

Folate-targeted LPD-II particles were
generated by mixing anionic liposomes
composed of DOPE/CHEMS/folate-PEG-
DOPE and the cationic DNA–polylysine
(1 : 0.75, w/w) complexes. Structural anal-
ysis of LPD-II by negative-stain EM showed
that the DNA–polylysine (which appears
as rod shaped individually) and lipid com-
plex appeared as a highly electron dense,
spherical core with a low-density coat-
ing. The mean diameter of these particles
was 74 ± 14 nm, that is, smaller than the
empty liposomes.

KB cells expressing folate receptors were
transfected with LPD-II particles contain-
ing luciferase reporter gene and high
transfection efficiency was observed. The
activity could be inhibited by the pres-
ence of excess free folate. Control LPD-II
particles generated with nontargeted lipo-
somes was only active at low lipid/DNA
ratios, suggesting that the transfection by
LPD-II particles was only receptor depen-
dent when the overall charge was negative.
Compared with DC-Chol/DOPE/DNA-
liposome complexes, LPD-II showed ∼20
to 30-fold more transfection activity. On re-
placing DOPE with DOPC in the original
formulation, the transfection was severely
reduced. This indicated that the fusogenic
activity of DOPE was essential for the trans-
fection activity of LPD-II particles.

Their low physiological stability, ineffi-
cient cellular uptake, and the lack of tissue
specificity currently limit the therapeutic
applications of antisense oligonucleotides
(ODN). The use of various vectors ren-
ders phosphodiester (PO) ODN resistant to
enzymatic digestion. KB cells, which over-
express folate binding protein, were also
transfected with LPD-II containing target-
ing ligand folate to deliver ODN against
epidermal growth-factor receptor (EGFR).
This resulted in downregulation of EGFR
and growth inhibition of KB cells. The
modified backbone-ODN, namely, phos-
phorothioate (PS) and monomethylphos-
phonate (MP) are more stable to enzymatic
degradation compared to PO ODN, but
they suffer from increased toxicity and de-
creased specificity. In a study, PO ODN
against EGFR had shown growth in-
hibitory effect to KB cells compared to
that of PS/PO ODN when delivered with
LPD-II, indicating that LPD-II could also
protect PO ODN from attack by enzymes
inside cells.
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7
Emulsion-mediated Gene Transfer

7.1
General Development

Emulsions are one of the most widely
studied colloidal dispersion systems for
the delivery of drugs. The oil-in-water
emulsion is made of oil dispersed in an
aqueous phase with a suitable emulsifier
such as phospholipids, nonionic or ionic
surfactants. Castor oil or soybean oil is
predominantly used as the core oil phase.
Nonionic surfactants such as Tween, Span,
Brij, and pluronic copolymers are used as
coemulsifiers. The ionic coemulsifiers are
phospholipids or cationic lipids. A num-
ber of structure/activity studies had been
done with different emulsion formula-
tions, which were subsequently used for
gene delivery in vitro and in vivo. The non-
ionic surfactants such as Tween, Span,
Brij, and pluronic copolymers were found
to be excellent coemulsifiers when used
along with castor oil, DC-Chol, and DOPE.
The in vitro transfection study on BL-6
cells showed that the Tween surfactant
containing formulations had more serum
resistivity and exhibited higher transfec-
tion in serum-containing media than in
the absence of serum. One of the Brij
containing formulations, that is, one with
2-oxyethylene chains, showed the highest
transfection efficiency in the presence of
serum. The toxicity of each formulation is
minimal. In a DOTAP, soybean oil, and
pDNA emulsion complex, it was observed
that in spite of the change of zeta po-
tential with varying amounts of DNA, the
structure and the size of the emulsion
complex remained mostly unchanged. The
stability of this emulsion complex was
shown to be high, and inhibited DNase-
I digestion of pDNA. In serum-containing

media, the emulsion showed much higher
transfection efficiency compared to lipo-
fectamine/DNA transfection complex. On
inclusion of polyethyleneglycol-PE in the
emulsion complex, a high level transfec-
tion was observed even in the media
containing 90% of serum. This result
suggested that in vivo transfection could
be done with this emulsion complex.
Another soybean oil-DOTAP emulsion
was used to transfer genes to the ep-
ithelial cells of the mouse nasal cavity
via intranasal instillation. The emulsion
showed enhanced stability against hep-
arin exchange and exhibited higher level
of transfection compared to commercially
available liposome/DNA complex in nasal
cavity mucosa.

7.2
Reconstituted Chylomicron Remnants
for Gene Transfer

Chylomicrons are triglyceride rich lipopro-
teins that are slowly modified during
circulation in blood. The core glyceride
structure is hydrolyzed by the lipoprotein
lipase. It is by the apolipoprotein-specific
receptors that the hepatocytes in the liver
consume these remnants. It had been
shown that even reconstituted chylomi-
cron remnants (RCR) formed by purified
lipids could also be taken up by the hep-
atocytes following i.v. injections. In our
lab, we modified the system and used
it for delivery of DNA into liver cells.
DNA being predominantly hydrophilic in
nature cannot be included in the hy-
drophobic interior of the RCR. TC-Chol,
a quaternary ammonium analog of DC-
Chol, was used in various amounts to
make complexes with DNA. The resul-
tant hydrophobic complexes upon ex-
traction from aqueous solution were
emulsified with commercially available
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lipids (olive oil: L-α-phosphatidyl choline:
L-α-lysophosphatidyl choline: cholesteryl
oleate) by homogenization. DNA/TC-Chol
complex was incorporated into the internal
oil space of RCR and remained protected
against Dnase-I digestion. The RCR con-
taining DNA/TC-Chol complex, injected
intraportally, gave the transgene luciferase
expression in the liver 100-fold higher than
with naked DNA injection. The expression
was also obtained in the spleen, lung, and
heart, but was 25 to 800-fold lower than that
in the liver. The gene expressions obtained
through tail vein injection was 100-fold
lower than that of the mice injected intra-
portally. This was likely because the RCR
did not contain any apolipoproteins on
its surface, which could have otherwise
facilitated the receptor-mediated uptake.
Moreover, the colloidal stability might not
have been as good as the ones containing
apolipoproteins. RCR did not employ any
protein or peptide that acts as an antigen.
So, it could be injected repetitively by using
a catheter method that had been estab-
lished for multiple portal vein infusion. We
have recently improved the formulation by
adding pegylated lipid to the surface of
RCR and showed that the circulation time
of the particle was prolonged significantly.

8
Use of Cationic Liposome/DNA Complex
(Lipoplex)

Lipoplexes are widely used for transfer-
ring genes to various in vivo targets with
comparative ease and least toxic effect
to the host. Use of lipoplexes in gene
therapy clinical trials comprises almost
one-fourth of the total gene therapy clinical
trials. pDNA containing various therapeu-
tic genes were used to treat a variety of

disease pathologies. A vast amount of liter-
ature is available on the in vitro, preclinical,
and clinical evaluations. Lipoplexes en-
joy the property of easy administration
in body without eliciting any extradis-
comfort to the patient or the animal.
Intravenous, intradermal, intraperitoneal,
and direct injections are the common ways
through which lipoplexes are injected in
to the body. In the targeting front, sev-
eral ligand associated cationic liposomes
were developed to target genes to spe-
cific cell targets such as cancer. Recently,
a cationic liposomal stealth gene delivery
system was developed utilizing a sigma lig-
and associated polyethylene glycol–based
lipid. The system could target and deliver
genes specifically to sigma receptor over-
expressing breast adenocarcinoma cells
without showing any targeting ability to
sigma receptor non-overexpressing cancer
cells. Additionally, the stealth lipoplex was
serum stable. The PEG lipid was chem-
ically modified with a neuroleptic drug,
haloperidol (used for over three decades to
treat psychotic patients), to target cancer
cells that overexpress sigma receptors. No
conclusive links were ascertained between
cancer pathogenicity and overexpressing
sigma receptors in certain cancer cells.
But, this versatile sigma receptor targeting
stealth cationic liposomal system could be
potentially used to target therapeutic an-
ticancer genes to breast cancer or other
cancer models that were implicated with
overexpressing sigma receptors.

8.1
In Vivo Biodistribution Through
Intravenous Injection: Therapeutic
Implications

Intravenous injection is a widely used
mode of gene delivery in animals. On i.v.
lipoplex injection in vivo, the residence
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of DNA primarily in heart and lungs
even after nine days with minimal tox-
icity was observed. Intravenous injected
lipoplex expressed transgene in almost
all organs including lung, kidney, heart,
spleen, liver, brain and so on, and the
expression stayed for nine weeks with
apparently no treatment related toxicity.
Toxicity and antitumor response was eval-
uated on mice and pigs with high doses
of lipoplex containing MHC gene incorpo-
rated pDNA.

Recently, more work has been done to
increase the overall transfection efficiency
with much higher targeting capability
and reproducibility of the liposomal de-
livery system. Intravenously administered
lipoplex avidly reacts with blood compo-
nents. So, it is necessary to keep the
complex intact in the blood till it reaches
the organ of interest. It was shown that
in the presence of erythrocytes, cationic
lipid/cholesterol formulation did not in-
duce fusion between erythrocytes, whereas
the cationic lipid/DOPE formulation pos-
sessing high fluidity in its structure in-
duced fusion between the erythrocytes
after a short incubation period. This of-
fered an explanation as to why cholesterol
makes a superior formulation with cationic
lipids for in vivo purpose.

A repeated systemic i.v. injection of cy-
tokine gene (IFNβ1) by lipoplexes gave a
systemic expression of human interferon-
β in mice, thereby increasing the pos-
sibility of cytokines used for therapeutic
purposes in a systemic manner. An en-
hanced and highly selective liver targeting
by i.v. injection of cationic lipoplex contain-
ing β-sitosterol beta-D-glucoside (Sit-G)
gene was also observed. Intravenous in-
jections showed gene expression in all
major organs including heart, lung, liver,
spleen, and kidney, with lung being
most efficiently transfected. For efficient

targeting and gene expression in the
lung, i.v. injection was favored over in-
tratracheal instillation. Uyechi et al. had
shown by injecting fluorescently tagged
lipoplexes through the vein that the entire
lung lobe was homogeneously fluorescent,
whereas intratracheal administration re-
sulted in regional distribution of lipoplex,
concentrated around bronchioles and dis-
tal airways.

LPD-I lipopolyplex particles upon i.v.
injection were also distributed to spleen
along with the major organs, where they
were endocytosed and released to the cyto-
plasm. Administrations of these particles
containing unmethylated CpG motif in
pDNA elicit immunostimulation that sub-
sequently showed tumorostatic effect. The
effect of CpG will be discussed in detail
in the later part of this chapter. How-
ever, the spleen delivery idea was utilized
to deliver antigenic peptides entrapped in
LPD particles to the cytoplasm of splenic
antigen presenting cells. It is known that
E6 and E7 are two oncogenes responsi-
ble for the maintenance of the malignant
state of HPV-positive tumors. Therefore,
an arginine containing small peptide epi-
tope derived from tumor antigen, HPV-E7
protein was electrostatically attached to
pDNA. The preattached peptide-DNA was
condensed by protamine and finally the
whole entity was enclosed in LPD using
cationic lipid. The particle upon i.v. in-
jection was delivered to the splenic APCs
and thereby induced E7 mediated immune
response against syngeneic HPV-induced
tumor in mice.

8.2
Directly Injected Lipoplexes Used Against
Cancer and Other Diseases

Direct injection to tissue is a common
approach for cationic lipid-mediated gene
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therapy. Intratumoral injection of DNA-
liposome complexes containing either E6
or E7 antisense plasmid resulted in signifi-
cant growth inhibition of C3 tumors grown
in a syngeneic mouse model. A direct in-
jection of recombinant pDNA containing
murine class I major histocompatibility
complex (MHC) gene into localized arterial
segment of various major organs showed
that the direct gene transfer by liposomal
transfection did not lead to treatment re-
lated toxicity, autoimmunity, or gonadal
localization of the transgene in mice. The
toxicity of gene delivery by DNA liposomes
was also analyzed in pigs and rabbits in
vivo. There were no clinically significant
immunopathology in major organs such
as, brain, heart, lung, liver, kidney, spleen,
and skeletal muscles. To stimulate local
tumor immunity in patients with stage
IV melanoma, Nabel et al. injected pDNA
encoding MHC class I protein complexed
with cationic lipid directly into the cu-
taneous tumor nodules. Treated lesions
exhibited the presence of T cell, followed
by an enhanced reactivity of tumor in-
filtrating lymphocytes. As a result, local
inhibition of tumor followed by complete
diminution of tumor was observed in
some of the treated patients. Mohr et al.
had shown that direct lipolex injection
to intrahepatic hepatocellular carcinoma
produced by human HCC cells appeared
far superior to systemic administration for
gene therapy for localized intrahepatic tu-
mors, because the direct administration
to tumors left the surrounding normal
hepatic cells untouched. In another typ-
ical example, in vivo direct intratumor
injection of plasmid containing the cod-
ing sequence for the human IL-2 gene
complexed with cationic lipid formulation
resulted in retention of intact pDNA in
the tumor tissue and IL-2 secretion by cell
cultures derived from the injected tumors.

Formulation of this lipid with the cationic
lipid inhibited DNA degradation and en-
hanced in vivo transfection efficiency over
pDNA alone.

Airway administration of liposome com-
plexes was used for the treatment of
pulmonary diseases including cystic fibro-
sis (CF). Cationic liposome/DNA complex
showed no adverse effect toward airway
epithelial integrity; hence, the cationic
lipid-based delivery system proved to be
appropriate for use in human trials for CF.
A series of preclinical trials were done in
CF patients with intranasal instillation to
evaluate the risk factors associated with
the treatment. Since there was no appar-
ent toxicity associated with lipoplexes as
was seen from these trials, progress has
been made in delivering the complexes to
the entire lung by aerosol in CF patients.
By nebulization, lipoplex was delivered
into the airways of mutant mice to ob-
tain human cystic fibrosis transmembrane
conductance regulator (CFTR) cDNA ex-
pression in the respiratory tract. A study
conducted on CF patients revealed that
pCMV-CFTR/cationic liposome complex
on administration to the nasal epithelium
gave no evidence of excess nasal inflam-
mation, or any adverse events related to
active treatment. Gene transfer and expres-
sion assayed by PCR revealed the presence
of transgene DNA in seven of the eight
treated patients up to 28 days after treat-
ment. Intranasal instillation technique was
also used in the mouse model, to in-
corporate cationic lipid/DNA complexes.
The CFTR dysfunctional gene gives rise
to several multiple defects in airway ep-
ithelia, one of them being altered Cl−and
Na+ permeability. Zhang et al. had shown
that the goblet cells were more efficiently
targeted with lipoplexes than any other
cells in the entire spectrum of lung air-
way epithelia. This was ascertained by
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the fact that an efficiently reduced mu-
cous sulfation to levels seen in non-CF
airways was observed with lipoplex/DNA
in spite of low levels of CFTR gene ex-
pression in lung epithelial cells in human
bronchial xenograft model of mice as
compared to non-CF airways of control
mice. These kinds of apparent complex-
ities in CFTR function presented chal-
lenges in the design of different lipoplex
formulations that were capable of gener-
ating the endogenous patterns of CFTR
gene expression in specific lung epithe-
lial cells.

8.3
Intraperitoneal Injection of Lipoplex
for Treating Cancer

IP injection of lipoplex was done to
transfect cells in the peritoneum region.
Nude mice bearing disseminated human
ovarian tumors derived from the p185-
overexpressing SKOV-3 ovarian cancer
cells were injected with E1A gene/lipoplex
intraperitoneally. These tumors resemble
stage III of human ovarian cancer. The
expression of E1A protein decreased the
expression of p185 oncoprotein, and hence
increased the survival rate of mice. Seventy
percent of the treated group survived
for 1.5 years from the last injection, but
the untreated group barely survived more
than 16 weeks. The treatment of complex
containing 1/13 of the original lipid dose
also worked as efficiently as the normal
dose. There was no apparent toxicity or
major organ pathologic change. There
was no trace of E1A DNA in the liver,
lung, heart, spleen, brain, uterus, and
ovaries of the treated mice even after
1 1

2 years.

9
Gene Delivery by Polymeric Systems
(Polyplex)

9.1
General Development and Uses

An alternative nonviral gene delivery sys-
tem has been developed, which utilizes
polymers, cationic or neutral. Cationic
polymers are predominantly used since
they efficiently condense DNA to very
small particles. These complexes are called
polyplexes. Wu et al. for the first time uti-
lized polylysine-asialo-orosomucoid conju-
gate to condense pDNA and targeted the
pDNA to liver. pDNA condensed with pro-
tamine/polylysine conjugate of iron trans-
port protein, transferrin, was efficiently de-
livered to eukaryotic cells. pDNA was deliv-
ered to primary peripheral blood lympho-
cytes utilizing CD3 T-cell receptors. pDNA
condensed by CD3 antibody–polylysine
conjugate showed receptor-mediated en-
docytosis to efficiently internalize pDNA
into T lymphocytes. Depending on the
cell-binding ligand, specific targeting was
obtained in different cell lines.

Several of the most effective polymeric
delivery systems were polyamidoamine
(PAMAM) dendrimers and polyethylenei-
mines (PEI). Being nonbiodegradable,
these synthetic polymers posed a potential
toxicity to cell, and hence biodegradable
polypeptides like PLL and protamine were
used for condensation and delivery of gene
but with limited efficacy in transfection.
They were usually used with cationic lipids
to obtain enhanced transfection activity.
Among the biodegradable polymers, chi-
tosan and β-cyclodextrin–based polymers
were also used for gene transfection.

Although the cationic polymers shared
the same mechanism of DNA conden-
sation, the transfection efficiency greatly



Vector System: Plasmid DNA 313

varied between polymers. Even differ-
ent molecular weight and isomeric forms
of the same polymer showed different
physicochemical characteristics, transfec-
tion efficiency, and toxicity.

Ligand conjugated polymers were used
for in vivo targeting and expression of
gene. Kircheis et al. reported an enhanced
level of transfection in subcutaneous
Neuro2a tumors on intratumoral injection
of transferrin-PEI/pDNA compared with
naked pDNA injection. On pegylation,
Tf-PEI/pDNA complex became serum re-
sistant without losing its targetability, and
the complex could be efficiently targeted to
neuro2a tumors in mouse tumor model af-
ter i.v. injection. Neurotensin cross-linked
PLL polyplexed with pDNA upon injection
into the substantia nigra of rat, showed a
high level of transfection in nigrostriatal
dopamine neurons that was detectable up
to 15 days.

EBV-based plasmid vector containing
thymidine kinase (TK) gene coupled with
PAMAM dendrimer (EBV/polyplex) was
used in suicide gene therapy of cancer.
Intratumoral injection of TK gene contain-
ing EBV/dendrimer polyplex into Huh7
HCC tumors in severly compromised
immuno-deficient (SCID) mice showed re-
markable suppression of tumor growth
leading to prolongation of survival time.
Gene transfer to the lung was obtained by
i.v. injection of G9 PAMAM dendrimer-
complexed pDNA into mice. This resulted
in high levels of transgene expression in
the alveoli at 12 and 24 h, followed by a
second peak of expression three to five
days after administration. But bronchial
epithelium was primarily targeted with
the direct endobronchial administration
of this polyplex. Topical in vivo deliv-
ery of pDNA to the hairless mice skin
was done with PAMAM dendrimer poly-
plex. The polyplex was incorporated in or

coated on the surface of poly (DL-lactide-
co-glycolide) (PLGA) or collagen-based
biodegradable membranes.

In an effort to transfer gene to rab-
bit carotid artery, Turunen et al. used
DNA/fractured dendrimer (generation 6)
polyplex to obtain a high level of gene
transfer (4.4%) compared with what was
obtained by lipoplex. The arterial gene
transfer was particularly useful because
it could be used as a tool for treating
various vascular diseases. In vivo gene
transfer method, in this study, employed a
gene delivery reservoir (collar) around the
carotid artery, which served as a reservoir
for the gene delivery solution. This type
of local gene transfer with cationic poly-
plex provided a technically efficient way of
treating arterial diseases during vascular
surgeries, such as by-pass and other surg-
eries. These dendrimer-based polyplexes
showed a clear advantage over polylysine
in that polyplexes largely buffer the drop
of endosomal pH inside the endosome
leading to increase in in vitro transfection
efficiencies.

Qin et al. used starburst PAMAM den-
drimers to transfer genes into a murine
cardiac transplantation model. These star-
burst dendrimers are a special class of its
kind, which are highly branched spherical
polymers with large numbers of amino
groups on the surface. At the time of
transplantation of whole heart in the re-
cipient mice, the dendrimer/β-gal pDNA
was directly injected into the graft tissue.
X-gal staining revealed a highly efficient
and widespread transgene expression in
both myocytes and the graft infiltrating
cells with the peak lasting up to 14 days.
For organ transplantation, severe tissue-
rejection is a common immune response.
Viral IL-10, a cytokine synthesis inhibitory
factor is able to regulate a variety of nega-
tive immune responses by suppressing the
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synthesis of IFN-γ , or inhibiting IL-1, IL-
6, IL-8, IL-12, and TNF-α. Direct injection
of this dendrimer/viral IL-10 gene with
α-MHC promoter polyplex to the cardiac
tissue showed an increased survival of the
cardiac allograft. As little as 0.31 µg of the
injected pDNA led to an increased mean
survival from 13.9 to 38.6 days.

9.2
Targeted Gene Delivery by Antibodies
Conjugated with Polycations

Polyamines had shown efficient trans-
fection to lung endothelium. An effi-
cient targeted transfection vector to lungs
could be achieved by conjugating a tar-
geting ligand against platelet endothelial
cell adhesion molecule-1 (PECAM-1) to
polyamines. This ligand–polyamine com-
plex was targeted efficiently to the pul-
monary endothelial cells. A chemical vec-
tor was synthesized by covalent conjuga-
tion of polyethylenimine and anti-PECAM
antibody (Ab). The cationic complex was
shown to deliver DNA specifically to
mouse lung endothelial cells. The highest
gene expression was obtained at relatively
low plus-to-minus charge ratios. The PEI,
conjugated with a control IgG, did not
enhance transfection of mouse lung en-
dothelial cells. Intravenous injection of this
anti-PECAM Ab-PEI /DNA showed an in-
creased lung expression in mice compared
to other modes of injection.

Immunostimulatory cytokine, TNF-α in
blood was found to be about fivefold less
in the mice injected with PEI-anti-PECAM
Ab/DNA than in the mice injected with
PEI/DNA. The decrease in TNF-α was
partially reversible by pretreating mice
with Ab to PECAM. Immunosuppres-
sant dexamethasone, when injected along
with anti-PECAM Ab/DNA, not only im-
proved the persistence and level of gene

expression in the lung but also shortened
the refractory period for repeated dosing.
This supported a potential therapeutic role
of dexamethasone in lung gene transfer
with Ab-polymer conjugates.

Similarly, Ferkol et al. targeted the poly-
meric immunoglobulin receptor (pIgR),
which are expressed in lung and liver
tissues and transferred pDNA to these tis-
sues. The targeting ligand, anti-secretory
component (SC) Fab antibody was cova-
lently linked to PLL. The polycation upon
condensing pDNA was delivered success-
fully to airway epithelium in vivo. Tissues
that do not express the pIgR, spleen,
and heart, were not transfected. In ad-
dition, conjugate prepared with irrelevant
Fab fragments did not produce detectable
transgene activity. This complex specifi-
cally targeted pIgR-bearing tissues, but
after repeated dosing increased humoral
immune response against anti-SC Fab an-
tibody was observed.

10
Nonviral Vector Related Cytotoxicity

It is known from the 1980s that the bac-
terial DNA stimulates the formation of
cytotoxic IFN-α, β, and IL-12 when the
DNA is taken up by macrophages. It
in turn leads to NK cell activation and
production of proinflammatory cytokine
IFN-γ . This is accompanied by the pro-
liferation of B cell and hence reduction
of apoptosis and release of IL-6 and IL-
12. These proinflammatory effects were
found to be due to some immunostimu-
latory sequences in prokaryotic DNA that
contained unmethylated CpG dinucleotide
motif flanked by two 5′ purines and two 3′
pyrimidines. pDNA, which is derived from
bacterial DNA, induces these immune
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responses. The unmethylated CpG mo-
tif–containing sequence occurs four times
more frequently in prokaryote DNA than
in eukaryotic DNA. Moreover, the CpG
motifs are usually 75% more methylated
in mammalian DNA than in prokaryotic
DNA. On methylation of the cytosine bases
in plasmid, the immunostimulatory ef-
fect is decreased considerably. Immature
dendritic cells tend to produce proinflam-
matory IFN-α, β, IL-6, IL-12, and TNF-α
on exposure to CpG containing oligonu-
cleotide or bacterial plasmid.

These immune-stimulatory effects lead-
ing to inflammatory cytokine produc-
tions had negative impact on the sys-
temic gene delivery of cationic lipid/DNA
complexes. On recognition of pDNA by
splenic macrophages during circulation,
there was every chance that the pDNA
would elicit an immune response, which
might lead to phagocytosis of the com-
plex and hence to decreased transgene
expression. A high level of proinflamma-
tory cytokine also led to inactivation of
several promoters, resulting in a decrease
in transgene expression. The death of an-
imals by high dose lipoplex injection for
obtaining high transgene expression could
be attributed both to the high concen-
tration of lipid and to pDNA mediated
toxicity. In the case of local lipoplex ad-
ministration in animals, minimal toxicity
was observed. However, on i.v. injection
or intratracheal instillation, high levels of
IFN-γ and TNF-α were observed. Pre-
treating cytokine-neutralizing antibodies
during i.v. injection of lipoplex, CpG
triggered inflammation and immune re-
sponses were minimized and prolonged
gene expression was obtained. Repeated
dosing without any antibody treatment led
to silenced transgene expression after one
or two weeks.

It is not clear though how cytokine
production decreases the transgene ex-
pression, but various ongoing efforts to
minimize CpG related immune responses
and toxicity, and to enhance transgene ex-
pression is worth mentioning. Hofmann
et al. had used PCR-amplified fragments
containing encoded therapeutic gene and
regulatory elements for preparing LPD. On
delivering, a similar level of gene expres-
sion comparable to pDNA lipoplex was
obtained. However, a much lower level
of cytokine response was observed, which
sustained the gene expression for a longer
period than pDNA. PCR fragment con-
tains fewer CpG motifs than the full-length
pDNA, which led to reduced CpG triggered
adverse effects. Yew et al. had shown that
on mutating CpG or its flanking motifs in
the plasmid, a decreased level of cytokine
and increased transgene expression could
be obtained. A limited interaction of plas-
mid with immune cells could also lead to
decreased cytokine response. It could be
achieved by sequentially injecting cationic
liposomes and free pDNA. Song et al. used
this process for the purpose of efficiently
transfecting the lung by prolonging the res-
idency time and interaction of DNA with
pulmonary endothelium. Tan et al. used
the same concept to show that sequential
injection led to the formation of a lower
level of cytokines as compared to lipoplex
injection. It is evident from the above
efforts that understanding the detailed
mechanism of CpG induced immune
response is required for increasing the
efficacy of pDNA mediated gene delivery.

11
Conclusion

Since the first attempt of utilizing pDNA
for gene delivery to cells, the two decades
have seen many attempts to enhance the
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efficacy of genetic vectors, to test various
therapeutically important genes, to under-
stand the mechanism of gene delivery,
associated toxicity, and factors inhibiting
gene expression. A number of gene ther-
apy clinical trials were also performed.
Although no single vector is superior to
other vectors, each in vivo gene trans-
fer application will find its vector system
for optimal performance. Understanding
cellular barriers and possible means to
overcome them will undoubtedly further
improve the performance of a nonvi-
ral vector.
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Fiber (of Viruses)
Extracellular structure protruding from each vertex of the virus capsid, which plays an
important role in virus infection by binding to its primary receptor.

Promoter
A DNA sequence recognized by RNA polymerase, which initiates transcription and
contributes to specific transgene expression by regulation of viral DNA
transcription process.

Transcription
The process of copying DNA to RNA by RNA polymerase, in which protein expression
level can be controlled for specificity.

Transcriptional Targeting
To achieve selective transgene expression by placing the therapeutic gene under the
control of specific promoters that are activated in target cells but not in untarget cells.

Transductional Targeting
To achieve selective transgene expression by redirecting binding of the fiber capsid
protein away from a native receptor to an alternative cell-selective receptor.

Tropism
Movement in an organism in response to some environmental stimulus, which is
utilized as affinity of adenovirus vectors to the cells representing infectivity in
vector targeting.
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� In gene therapy, current vector systems demonstrate insufficient expression and
lack of specificity, resulting in poor curative effects in target cells and/or high toxicity
to nontarget cells. Thus, vector optimization is critical for the derivation of efficient
clinical gene therapeutics. Recently, adenoviral vectors have been targeted at the
level of transduction and transcription to overcome these issues. Using genetic
capsid modification techniques, adapter molecules with tissue-specific antibodies
and tissue-specific promoters (TSPs), these vectors can be efficiently targeted.
These strategies are applicable for many types of target cells and are compatible
with a variety of targeting molecules. These combinations are aimed at improving
therapeutic index of diseases such as cancers, as well as nonmalignant diseases such
as pulmonary hypertension.

1
Introduction

Genetic-based therapies, such as gene ther-
apy, represent a novel approach under
investigation for the diagnosis and treat-
ment of a wide variety of diseases. As with
most conventional therapies, the balance
between target cell and nontarget cell tox-
icity determines the therapeutic index of
gene therapy. All gene therapy strategies
are fundamentally based on the expression
of transgenes and require efficient delivery
of the therapeutic gene. However, correla-
tive laboratory studies have demonstrated
the limited ability of current generation
vector systems to efficiently transduce tar-
geted cells. In addition, limitations in
vector specificity can lead to transduction
of normal cells and untoward toxicity even
in the setting of compartmental dosing.
Thus, vector optimization is critical for the
derivation of efficient clinical gene ther-
apeutics. In this regard, adenovirus (Ad)
serotype 5 (Ad5) is the predominant aden-
ovirus vector for gene therapy, since it can
transduce both dividing and nondividing
cells and infect a wide variety of cell types.
However, an increasing number of tumor

types have been reported to be relatively re-
fractory to Ad5 infection due to the paucity
of the native Ad5 receptor, coxsackievirus-
adenovirus receptor (CAR). On the other
hand, its wide tropism, which is medi-
ated by Ad5 fiber protein and CAR, allows
infection of many types of cells express-
ing CAR in normal human tissues such
as hepatocytes, precluding in vivo target-
ing and provoking immune responses that
can prevent repeated administration and
even shorten the duration of therapeutic
gene expression.

In the last two decades, Ad5 has been
well characterized in its life cycle, capsid
proteins function and, more importantly,
the biology of infection in cells. Thus, there
is much data on which to base Ad vector
targeting strategies. Briefly, three distinct
sequential steps are required for Ad infec-
tion and transgene expression: (1) binding
of the Ad to specific receptors on the sur-
face of the target cell; (2) internalization
of the virus; and (3) transfer of the viral
genome to the nucleus in which the trans-
gene is expressed through transcription
and translation (Fig. 1). On the basis of
these steps, three opportunities for target-
ing intervention are implied: (1) Ad deliv-
ery to targeted organs/sites; (2) Ad binding
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Fig. 1 Strategies for retargeting
of Ad vectors.

and entry in targeted cells through primary
and/or secondary Ad receptor; (3) protein
expression of the transgene in the targeted
cells through transcription and translation.
This review outlines a series of Ad vectors
that have addressed the issue of the vector
targeting of gene therapy.

2
Transcriptional Targeting

To date, vectors employed for cancer gene
therapy have included constitutively ac-
tive promoters such as the cytomegalovirus
(CMV) promoter, simian virus 40 (SV40)
promoter and cytomegalovirus immediate-
early enhancer, chicken β-actin promoter
and the rabbit β-globin polyadenylation

signal (CAG) promoter. The CMV pro-
moter is a strongly positive regulator but
lacks expression specificity. Owing to this
and other reasons, mammalian cellular
promoters are being explored for cancer
gene therapy; the goal is specific and it
is the persistent expression of therapeutic
genes in tumors or target tissues.

One goal of targeting is to minimize
the ectopic transgene expression in order
to prevent toxicity when the therapeutic
gene is cytocidal or an enzyme that ac-
tivates a prodrug. Adverse effects due to
gene expression in nontarget cells, most
abundantly liver toxicity and toxicity to the
bone marrow, have been reported in pre-
clinical studies. Furthermore, ectopic gene
expression in immune cells may be re-
sponsible for an immune response to the
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transgene, thus limiting therapeutic effi-
cacy. Target cell–specific gene expression
may be accomplished through restriction
of gene expression by using tissue-specific
promoters (TSPs). To achieve this, efficient
gene therapy regimens require transgene
expression in the tumor, which has been
denoted as the ‘‘on’’ status, and absence
of expression in the relevant normal tis-
sues, particularly in liver, which has been
denoted as the ‘‘off’’ status.

Most TSPs reflect the natural prop-
erty of the normal cells in target tis-
sue/organs. Pathological changes in target
tissues/organs, such as degeneration or
malignant transformation, can alter ex-
pression of TSPs (i.e. activation of TSPs
may be caused by these pathological
changes). Thus, utilizing TSPs can enable
a successful transcriptional targeting by
maintaining higher transductional activ-
ity and specificity. To identify the best TSP
for targeting cancer, one approach is to use
‘‘organ specific’’ promoters. Some of the
targeted organs such as thyroid, breast, and
pancreas secrete organ-specific proteins,
such as thyroglobulin (TG), lactalbumin,
and insulin. Promoters of these proteins
are candidates of TSP and promoter activi-
ties can be predicted via monitoring these
proteins. On the other hand, ectopic ex-
pression of these TSPs in normal cells in
the organ must also be considered, except
in particular cancers in which the function
of the organ does not require preserva-
tion, such as uterus and prostate. However,
TSPs often become overexpressed during
transformation and may have a high ther-
apeutic index without damaging normal
cells/tissues. Another approach is to use
‘‘cancer specific’’ promoters, the genes of
which are linked to malignant transfor-
mation and are expressed in a variety of
cancers. In this case, promoter activity

should also be analyzed in normal cells,
such as stem cells and germ cells.

2.1
Gastrointestinal Cancers

Advanced gastrointestinal cancers, es-
pecially those associated with distant
metastatic disease, are excellent candi-
dates for gene therapy. A number of colon
cancer targeting strategies have been re-
ported. Carcinoembryonic antigen (CEA)
promoter is the most frequently used TSP
for colon cancer targeting. CEA is an on-
cofetal protein and is often detected at high
levels in the serum of patients with colon
cancers. Cytosine deaminase (CD), herpes
simplex virus-thymidine kinase (HSV-tk),
and diphtheria toxin are common ther-
apeutic genes, and suicide gene therapy
strategies using Ad vector constructed with
HSV-tk or CD gene driven by the CEA pro-
moter have been reported. One approach
utilized the Cre/loxP recombination sys-
tem, consisting of a Cre-producing Ad
driven by the CEA promoter (Ad.CEA-Cre)
and another Ad designed for inducible
expression of the HSV-TK gene by Cre
(Ad.lox-TK), to overcome the low activity
of CEA promoter.

Human telomerase reverse transcriptase
(hTERT) promoter, which is the catalytic
subunit of the telomerase, is another pro-
moter widely used for colon cancer and
other cancers. It is expressed in most
cancer cells but is quiescent in normal
cells. Ad vectors with hTERT promoter
driving expression of CD or Bax gene
have been currently used in colon can-
cer models. Cyclooxygenase-2 (cox-2), an
inducible isoform of the cyclooxygenase
family, is closely linked to carcinogene-
sis and progression of colon cancers and
about half of benign colon polyps. An
Ad vector constructed with a cox-2 driven
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HSV-tk gene demonstrated specific tumor
cell killing with reduced liver toxicity using
in vitro and in vivo models. Other colon
cancer–specific promoters such as, the
CTP1 promoter (beta-catenin-dependent
promoter), the EGP-2 promoter (human
epithelial glycoprotein-2 promoter), and
the p21/WAF-1 promoter can also drive
CD, HSV-tk or iNOS; these are useful
promoters for carcinoma directed treat-
ment modalities. For example, the EGP-2
promoter is epithelium specific, but there
is highly abundant expression in the hu-
man epithelium, while the p21/WAF-1
promoter is an X-ray inducible promoter.

Gastric cancer is one of the leading
causes of cancer-related death, and it
remains endemic, especially in Asia,
Africa, and parts of Europe. Targeted gene
therapy could be one of the candidates for
an innovative therapeutic approach in the
treatment of advanced gastric cancer. The
majority of gastric as well as colon cancers
have been reported to show increased
expression of cox-2 and CEA. Ad vectors
with cox-2 or CEA-driven HSV-tk or CD
genes showed specific cell killing for the
treatment of gastric cancer. Nakaya et al.
reported that suicide gene therapy with α-
fetoprotein (AFP) promoter-driven HSV-tk
was useful for the treatment of AFP-
producing gastric cancer.

2.2
Hepatocellular Carcinoma

Hepatocellular carcinoma (HCC) is one
of the most common malignancies world-
wide. Since most conventional therapies
have shown no survival benefit, gene ther-
apy may provide an alternative therapeutic
approach for the treatment of HCC. Many
trials for targeting HCC have been re-
ported and most of these were targeted

using the AFP promoter. AFP is a gly-
coprotein that is similar to albumin and
is produced by the fetal liver. The AFP
gene is normally expressed in fetal liver
and is transcriptionally silent in adult liver
but is overexpressed in HCC. The level of
AFP elevation in HCC has been shown to
correlate with poor tumor differentiation,
increased tumor burden, early recurrence
following tumor resection, and unfavor-
able prognosis. A number of strategies
using AFP promoter driving the suicide
genes, CD or HSV-tk, have been reported,
some of which were constructed in com-
bination with the Cre/loxP system or with
the phosphoglycerate kinase (PKG) pro-
moter to overcome the low transcriptional
activity of the AFP promoter. Other TSPs
for HCC have not been reported yet in the
context of Ad-based gene therapy. How-
ever, Onishi et al. demonstrated hTERT
transcripts in surgically resected HCC by
in situ hybridization and suggested that the
hTERT promoter is a good candidate as a
target for HCC.

2.3
Pancreas/Pancreatic Carcinoma

The pancreas is both an exocrine and
an endocrine organ. Amylase and in-
sulin are representative proteins that are
secreted from this organ. Therefore, tar-
geting pancreatic carcinoma using these
promoters is a rational strategy. The home-
odomain transcription factor activating the
insulin promoter, the pancreatic duode-
nal homeobox-1 (PDX-1), is an essential
regulator of pancreatic endocrine cell de-
velopment and adult islet β-cell function.
Recently, expression of PDX-1 was found
in several human pancreatic cancer cell
lines. Wang et al. showed that the rat in-
sulin promoter (RIP), used to drive the
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HSV-tk and CD genes, resulted in cytotox-
icity of PDX-1–positive insulinoma cells.
The murine pancreatic amylase promoter
was also tested for LacZ reporter gene ex-
pression in the pancreas for the treatment
of metabolic disease therapy. In approxi-
mately one-third of pancreatic cancers, the
proto-oncogene, erbB2, is overexpressed
due to transcriptional upregulation of the
erbB2 gene with or without amplifica-
tion. Harris et al. constructed an Ad vector
with the CD gene driven by the erbB2
promoter, which demonstrated pancreatic
cell–specific killing. Several other cancer-
specific promoters such as the midkine,
cox-2, and hTERT promoters, driving ei-
ther reporter or suicide genes have shown
specific transduction and therapeutic ef-
fect in pancreatic carcinoma.

2.4
Lung Cancers/Mesothelioma

Lung cancer has the highest mortality rate
of all malignancies in developed coun-
tries; thus, novel therapeutic approaches
such as gene therapy is required in this
field. Small-cell lung cancer (SCLC), which
comprises about 25% of lung cancers,
characteristically secretes a variety of neu-
ropeptides, such as adrenocorticotrophin
hormone (ACTH), gastrin-releasing pep-
tide (GRP), gastrin, neuron-specific eno-
lase (NSE), cholecystokinin, and arginine
vasopressin promoter (AVP). Many of
these peptides can act as autocrine growth
factors to the tumor. Yoshizawa et al. con-
structed vectors with HSV-tk driven by the
NSE or GRP promoter and demonstrated a
therapeutic effect in SCLC in an in vitro or
in vivo model. Coulson et al. showed spe-
cific reporter gene transduction in SCLC
cells using an AVP driven vector, indicat-
ing that AVP is also a candidate TSP for
SCLC targeting.

Carcinogenesis related promoters,
which are also candidate TSPs for other
cancers, demonstrate lung cancer–specific
transduction. For example, vascular
endothelial growth factor (VEGF), which
is one of the most effective mitogens
specific for endothelial cells (EC), has
been implicated in the neovascularization
of a variety of tumors including lung
cancers, especially in hypoxic conditions
such as that found inside solid tumors. The
mouse lung cancer cell line, A11, which
was transfected with a vector harboring
the VEGF promoter fused to the HSV-
tk gene were demonstrated to give specific
sensitivity to ganciclovir (GCV). This effect
was enhanced by exposure to hypoxia
followed by reoxygenation. The cytotoxic
effect of the proapoptotic gene, Bax, was
evaluated using an Ad vector expressing
the human Bax gene under the control
of the human VEGF promoter, suggesting
a possible therapeutic application using
this cancer-specific proapoptotic gene.
Hexokinase type II (HKII), one of
the hexokinases (HKs; ATP: D-hexose-6-
phosphotransferase) that catalyzes the first
committed step of glycolysis, is found in
insulin-responsive tissues such as skeletal
muscle, adipose tissue, and heart. In
addition, tumors at various stages of
malignancies show an increase in HK
II activity compared with normal tissues.
Katabi et al. reported that HKII promoter is
another candidate TSP for non–small cell
lung cancer by showing specific reporter
gene expression and therapeutic effect of
suicide gene therapy in an in vivo model.

Other TSPs, such as EGP-2/Ep-CAM
and hTERT, which were previously utilized
in gastrointestinal cancers and HCCs,
were also successful for targeting lung can-
cer. Ad vectors with HSV-tk, CD and Bax,
driven by these promoters demonstrated



338 Vector Targeting in Gene Therapy

specific gene transfer and therapeutic ef-
fects using both in vitro and in vivo models.
Fukazawa et al. reported that a dual pro-
moter system using the human surfactant
protein A1 (hSPA1) promoter and the
hTERT promoter were useful for targeting
lung cancer as demonstrated by reporter
gene analysis.

2.5
Breast Cancer

Breast cancer remains one of the most
common malignancies in women today
and many gene therapy strategies are
studied in this field. In some women,
breast cancer is a local disease without dis-
tant spread. However, most women with
primary breast cancer have subclinical
metastases. Therefore, systemic adminis-
tration of targeted Ad vector is a reasonable
approach in the treatment of breast cancer
patients with metastasis.

Human α-lactalbumin (ALA) is an
enzyme involved in lactose production
and the breast cancer antigen ALA,
which is normally expressed in the fully
differentiated lactating mammary gland at
the onset of parturition. ALA was shown to
be expressed in more than 60% of breast
cancer tissues in the clinical cases tested.
The ovine β-lactoglobulin (BLG) protein
is the most abundant whey protein in
the milk of ruminants and it is regulated
in a hormone-dependent manner similar
to ALA, although it is not normally
expressed in mice or humans. Leonard
et al. constructed a series of Ad vectors that
express CD gene under the transcriptional
control of either the ALA or the BLG
promoter, and demonstrated a therapeutic
effect in a breast cancer xenograft model.
CEA, previously mentioned as a TSP for GI
cancers, is also a tumor marker of breast
cancers, and increased CEA level in the

serum has been observed in approximately
10% of the total breast cancer patients
and 40 to 70% of recurrent ones. Qiao
et al. reported that an Ad vector with
HSV-tk gene driven by the CEA promoter
demonstrated CEA-specific breast cancer
cell killing using both in vitro and in
vivo models.

Highly malignant cancers, such as
breast cancer, are usually thermoresis-
tant because they produce heat shock
protein 70 (hsp70). Braiden et al. exam-
ined the effects of hsp promoter-mediated
suicide gene therapy using the HSV-
tk/GCV system for breast cancer in com-
bination with hyperthermia. This report
demonstrated that combination strategies
were synergistically effective in mediat-
ing Fas-dependent apoptosis for breast
cancer–specific gene therapy. Another
stress-inducible chaperone protein with
antiapoptotic properties is GRP78. GRP78
is overexpressed in transformed cells and
during glucose starvation, acidosis, and hy-
poxic conditions, characteristic of poorly
vascularized tumors. Dong et al. demon-
strated that the GRP78 promoter is able
to eradicate tumors using murine cells
in immunocompetent models by driving
expression of the HSV-tk suicide gene.
Further, this system offers the advantage
of positron-emission tomography (PET)
imaging in combination with the suicide
gene therapy in a breast cancer model.

Breast cancers usually arise from ep-
ithelial cells, and epithelial-based cancers
have a variety of target specific TSPs. L-
plastin (LP), which gene codes for an
actin-binding protein, has been shown to
be expressed at high levels in human ep-
ithelial cancer cells, but not in normal
cells. Thus, LP is also a candidate TSP
for targeting breast cancer. An Ad vec-
tor with an LP-driven CD or E1 gene
demonstrated a therapeutic effect in breast
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cancer xenograft model. Additionally, the
chemokine receptor, CXCR4, was recently
reported to be markedly upregulated in
breast cancer cells, but undetectable in
normal mammary epithelial cells. An Ad
vector with a CXCR4 promoter-driven re-
porter gene showed breast cancer–specific
transduction, indicating that it is also a
candidate TSP for targeting breast can-
cer. In breast cancer, overexpression of
erbB-2 has been observed in approximately
20% and has been associated with reduced
relapse-free patients and overall poor pa-
tient survival. Pandha et al. have shown
that the tumor-specific erbB-2 promoter
driving the CD gene resulted in levels of
CD expression in a phase I clinical trial of
breast cancer patients. Finally, two promot-
ers of note are the hTERT and hexokinase
promoters. The analysis of reporter gene
expression driven by hTERT promoter or
hexokinase promoter has demonstrated
breast cancer–specific transduction, indi-
cating that they are candidate TSPs for
targeting breast cancer.

2.6
Urological Cancers

Gene therapy studies in urological diseases
have been performed in prostate, bladder,
and renal cell cancers. A variety of
clinical gene therapy trials for prostate
cancer have been reported, because of
the large numbers of patients that are
available and regional localization allowing
a variety of direct intratumoral approaches.
Prostate-specific antigen (PSA), a 34-kDa
chymotrypsin-like serine protease and its
promoter are known to be highly specific
to prostate tissue and multiple PSA-
targeted gene therapy strategies have been
utilized for prostate cancer using reporter
genes and suicide genes. However, due
to low activity, some PSA promoter

approaches have used a Cre/loxP system
to enhance promoter activity. Prostate-
specific membrane antigen (PSMA) is a
type-2 membrane protein expressed in
the prostate, and it is highly expressed
in metastatic or poorly differentiated
adenocarcinomas. Ad vectors with HSV-
tk or CD gene driven by PSMA promoter,
demonstrated a therapeutic effect using
in vitro and in vivo models. These results
illustrate that PSMA is also a candidate
TSP for targeting prostate cancer.

Dihydrotestosterone (DHT)-inducible
third-generation probasin-derived pro-
moter, ARR(2)PB, which has been mod-
ified to contain two androgen response
elements, has also been one of the prostate
cancer–specific promoters used. Thera-
peutic viruses constructed with the Bax
or Bad apoptotic protein gene driven by
ARR(2)PB induced specific overexpression
of these gene and apoptosis in prostate
cancer cells. The T-cell receptor γ -chain
alternate reading frame protein (TARP),
is a protein that is uniquely expressed in
prostate epithelial cells and prostate cancer
cells. Cheng et al. showed that the tran-
scriptional activity of an Ad vector with
a chimeric sequence comprising of the
TARP promoter and the PSA enhancer
is highly active in testosterone-deprived
prostate cancer cells. Caveolin-1 (a struc-
tural component of caveolae), human
glandular kallikrein 2 (hK2) and osteocal-
cin (a major noncollagenous bone matrix
protein) are upregulated in higher-grade
stage, androgen resistant or metastatic
prostate cancer. Ad vectors with these pro-
moters have been demonstrated to possess
prostate cancer cell–specific transduction
or killing with reporter gene expression or
suicide gene therapy.

Compared to prostate cancer, very few
gene therapy strategies have been studied
in bladder cancer or renal cell carcinoma
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(RCC). In bladder cancer gene therapy, Ad
vectors with either an LacZ or a CD gene
driven by the L-plastin promoter demon-
strated specific reporter gene expression
and therapeutic effect, respectively. An Ad
vector with the luciferase reporter gene
driven by CXCR4 (one of the chemokine
receptors), showed specific transduction
of RCC cells with liver off status in vivo,
indicating that the CXCR4 promoter is a
novel candidate for transcriptional target-
ing of RCC.

2.7
Gynecological Cancers

In the gynecological field, ovarian and cer-
vical cancers are good candidates for gene
therapy. A number of targeting strategies
for ovarian cancer have been reported,
with targeting using hTERT promoter be-
ing utilized most frequently. Ad vectors
in combination with luciferase, HSV-tk
and Bax gene demonstrated ovarian can-
cer–specific transduction and cell killing.
KDR/flk-1 and flt-1 are receptors of VEGF
and are known to display dysregulated ex-
pression in both tumor vasculature and
their progressions. These promoters were
used for Ad construction with reporter
and CD genes, showing usefulness for
targeting certain ovarian cancers, such as
nonendothelial originated ovarian cancer
and teratocarcinomas.

The whey-acidic protein human epi-
didymis protein 4 (HE4) is frequently
overexpressed in ovarian cancer, suggest-
ing that the HE4 promoter is highly
transcriptionally active in this disease. Lu-
ciferase expression Ad vector driven by
the HE4 promoter exhibited significant
expression in ovarian cancer cells, but
not in normal cells. Secretory leukopro-
tease inhibitor (SLPI) is a 12-kDa serine

protease inhibitor expressed in some hu-
man carcinomas, including breast, lung,
endometrium, and ovary. Selective Ad-
mediated transgene expression could be
achieved through the use of the SLPI pro-
moter in the context of ovarian cancer.
Mesothelin (MSLN), a cell surface glyco-
protein, is overexpressed in ovarian cancer,
but not in normal tissues with the ex-
ception of mesothelial cells. MSLN-driven
luciferase expression Ad vector achieved
transcriptional targeting in the context of
ovarian cancer cells. Cox-2, midkine, hK2
and LP promoters have also been used for
targeting ovarian cancer cells in the con-
text of Ad vectors with reporter genes and
suicide genes, demonstrating their utility
as candidate TSPs for ovarian cancer.

For targeting cervical cancer cells, sev-
eral TSPs, such as SLPI, cox-2, midkine,
flt-1, VEGF, Survivin, and CXCR4 pro-
moters have recently been screened using
luciferase reporters in Ad vectors, with
results demonstrating that VEGF and mid-
kine are the most promising TSPs. Ad
vectors with hTERT promoter-driven Bax
and monocyte chemoattractant protein-
1 (MCP-1) gene have also demonstrated
tumor-specific cell killing in cervical can-
cer cells.

2.8
Brain Tumors

Brain tumors are some of the most fatal
malignancies, and do not respond to con-
ventional therapies, such as chemotherapy
and radiotherapy. A number of gene
therapy strategies, such as suicide gene
therapy, have been performed with respect
to these types of cancers. However, few sys-
temic transcriptional targeting strategies
have been studied in this field, because
brain tumors exist in a compartment pro-
tected by a blood-brain barrier. This fact
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also means that little amounts of virus
flowing out from the compartment would
occur in the context of local administration
of therapeutic Ad vectors. Glial fibrillary
acidic protein, GFA2, is an intermediate
filament protein expressed primarily in
astrocytes. Vandier et al. constructed a re-
combinant Ad vector, Adgfa2TK, in which
the HSV-tk was gene driven by GFA2 pro-
moter, demonstrating inhibition of glioma
cells growing in vitro and in vivo. Ad vec-
tors with the hTERT promoter driving the
caspase-8 or the Fas associated protein
with death domain (FADD) genes showed
specific cell killing, which indicated that
hTERT is also a candidate TSP for target-
ing gliomas. Human glandular kallikrein
2 has also been reported to be useful for
gliomas as well as cervical cancer men-
tioned earlier.

Pituitary tumors producing prolactin
(PRL) were successfully treated using
Ad vectors containing the HSV-tk gene
driven by the PRL promoter both in vitro
and in vivo. Proopiomelanocortin (POMC)
gene encodes ACTH, which causes Cus-
ing’s syndrome, when overexpressed. The
POMC promoter provided useful treat-
ment of ACTH-producing pituitary tumors
via Ad transduction.

2.9
Thyroid Tumors

The thyroid gland is a relatively common
site of malignant neoplasms, giving rise
to 90% of all endocrine cancers, and tar-
geted therapy is especially important for
this disease in regard to preserving normal
thyroid function. Thyroid carcinomas are
pathologically classified into papillary, fol-
licular, anaplastic, and medullary cancers.
The two most frequent entities, papil-
lary and follicular thyroid cancers, are

usually referred to as differentiated thy-
roid carcinoma and are always positive for
TG immunohistochemical staining. The
Ad vectors with HSV-tk gene driven by
the TG promoter–mediated thyroid can-
cer–specific cell-killing ability, with less
toxicity to normal cells. On the other hand,
some poorly differentiated, metastatic or
most anaplastic thyroid carcinomas show
diminished TG expression, accompanied
by loss of some thyroid-specific tran-
scription factors. The promoter from the
calcitonin/calcitonin gene-related peptide
(CT/CGRP) gene was tested for targeting
medullary thyroid carcinoma, and showed
higher, specific transduction by reporter
gene analysis. Undifferentiated thyroid
carcinoma was successfully targeted using
an hTERT promoter-driven luciferase Ad
vector, and an hTERT-targeted HSV-tk Ad
vectors demonstrated specific cell killing.

2.10
Malignant Melanoma

Melanoma is a relatively rare disease,
but its biological characteristics are well
investigated because of its accessibil-
ity. Melanoma inhibitory activity (MIA)
protein, which is highly expressed in
melanoma, plays an important role in
melanoma metastasis and invasion, and
MIA has been identified as a highly spe-
cific and sensitive marker for malignant
melanoma. Tyrosinase, the enzyme cat-
alyzing the rate-limiting step in melanin
production, is exclusively expressed in
melanocytes, pigment cells of the retina
and melanoma cells. Rothfels et al. re-
ported that MIA and tyrosinase promoters
mediated suicide gene therapy of malig-
nant melanoma, resulting in melanoma-
specific cell killing. Survivin, a novel
member of the inhibitor of apoptosis
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(IAP) protein family, is expressed in hu-
man cancers, but is quiescent in normal
differentiated tissues. A survivin-driven lu-
ciferase expression Ad vector showed high
activity in melanoma cells with liver off
status. Cox-2 is also reported to be ex-
pressed in melanoma cells and an Ad
vector containing cox-2 promoter driving
the luciferase gene, demonstrating activity
of the cox-2 promoter in melanoma cell
lines as well as in primary melanoma cells
but not in normal cells.

2.11
Other Cancers

Several transcriptional targeting strate-
gies have been reported in squamous
cell cancer and pediatric tumors. Two in-
ducible promoters, early growth response
(Egr-1), which is radiation sensitive, and
Hsp70 were demonstrated to induce squa-
mous cell cancer–specific transduction.
In pediatric tumors, tyrosine hydroxylase
promoter and midkine promoter were
tested using neuroblastoma and Wilms’
tumor cells, demonstrating their useful-
ness for targeting these cancers. Osteo-
calcin (OS) is a major noncollagenous
protein of bone regulated by 1,25dihy-
droxyvitamin DJ [1,25-(OH)pDa] and it is
believed to be expressed only by differen-
tiated osteoblasts. The OS promoter for
osteosarcoma and the hTERT promoter
for fibrosarcoma were reported as useful
TSPs for specific cell killing or therapeu-
tic effects.

2.12
Normal Tissue/Organs

Fewer numbers of gene therapy strate-
gies have been studied for nonmalignant
diseases for the following reasons. First,

nonmalignant targeted cells, such as en-
dothelial cells, muscle cells, neurons and
hematopoietic cells, are relatively resistant
to Ad infection. Further reduction of trans-
gene expression through transcriptional
targeting would result in insufficient ther-
apeutic effects, since most transcriptional
targeting involves the loss of transgene ac-
tivity in exchange for specificity. Second,
most therapeutic genes for nonmalignant
diseases are nontoxic ones, such as en-
zymes, hormones, and other important
factors of cell function, which do not
cause nontargeting cell death that would
have resulted in severe side effects. Some
gene therapy strategies for nonmalignant
diseases, which would be inappropriate
for targeting by constitutively active pro-
moters, utilize targeting by TSPs (see
Table 1).

2.13
Transcriptional Targeting
of Replication-competent Ad

Conditionally replicative adenovirus
(CRAd) agents have recently been applied
for a variety of neoplastic diseases as a
novel cancer gene therapy (see Fig. 2).
In this approach, the virus replicates
conditionally in transduced tumor cells,
which lead to infection of neighboring
cancer cells with progeny virus, result-
ing in virus-mediated oncolysis. Therefore,
it is important to target CRAd agents
more strictly than replication-incompetent
Ad since even marginal levels of expres-
sion of TSP in untargeted normal cells
could result in severe toxicity. Some TSPs
that have been proved to be useful for
targeting in the context of replication
deficient Ad vectors have been studied
in replication-competent CRAds agents
(Table 2).
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Fig. 2 Schematic representation of types of CRAd agents.

Tab. 1 Transcriptional targeting of nonmalignant cells.

Promoter Target cells Transgene Investigator

Flt-1 (VEGFR-2) Endothelial cells Reporter gene Nicklin
ICAM-1
Von Willebrand factor
KDR (VEGFR-1) HUVEC CD Huang
Skeletal a-actin Skeletal muscle Reporter gene Frauli
b-Enolase
Creatine kinase
Synapsin 1 Neuron Reporter gene Kugler

BclX Kilic
ICAM-2 Endothelial cells Endoglin Velasco
K18 (keratin 18) Airway cells Reporter gene Toietta
Platelet-specific glycopron Iib Platelets Factor VIII Shi

Megakaryocytes
Fascin Dendritic cells (DC) Reporter gene Ross
Dectin-2 Langerhans cells (LC) Reporter gene Morita
Albumin Hepatocytes Reporter gene Walther
α1-Antitrypsin Reporter gene Walther
Liver-type pyruvate kinase (LPK) Reporter gene Park

Notes: DC: dendritic cells; LC: Langerhans cells; LPK: liver-type pyruvate kinase.

2.14
Summary

A number of promoters have already been
and will be reported as TSPs for transcrip-
tional targeting, allowing us to choose a
variety of targeting strategies that would
be the best for the patients or diseases.

In addition, transcriptional targeting is
more advantageous compared to trans-
ductional targeting in respect to a ‘‘liver
off’’ phenotype. However, the use of many
TSPs results in reduced transgene expres-
sion in exchange for excellent specificity,
which often causes insufficient therapeutic
effect. Transductional augmentation, such
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Tab. 2 Transcriptional targeting of replication-competent Ad.

Promoter Driving Target disease/cells Investigator
gene

Calcitonin ICP4 Leiomyosarcoma Yamamura
Cyclooxygenase-2 E1A Pancreatic cancer Yamamoto

E1A Ovarian cancer Kanerva
E1A Esophageal cancer Davydova
E1A Bladder cancer Shirakawa

Flk-1 E1A Endothelial cells Savontaus
Human telomerase reverse E4 Breast cancer Hernandez-Alcoceba

transcriptase (hTERT) E1A Gastric cancer Wirth
Cervical cancer
Hepatocellular carcinoma
Renal cell carcinoma

E1A Hepatocellular carcinoma Huang
E1A Lung cancer Kim

Hepatocellular carcinoma
Cervical cancer
Brain tumor

E1A, E1B Lung cancer Kawashima
E1A Breast cancer Huang

Ovarian cancer
Colon cancer

E1A Lung cancer Irving
Hepatocellular carcinoma
Prostate cancer
Colon cancer
Pancreatic cancer
Breast cancer

IAI.3B E1A Ovarian cancer Hamada
L-plastin E1A Breast cancer Zhang

Melanoma
Midkine E1A Neuroblastoma Adachi

Ewing’s sarcoma
E1A Glioma Kohno
E1A Hepatocellular carcinoma Yu

MN/CA9 E1A Cervical cancer Lim
Secretory laukoprotease inhibitor E1A Lung cancer Maemondo

(SLPI)
Surfactant protein B (SPB) E4 Hepatocellular carcinoma Doronin

Cervical cancer
Colon cancer
Prostate cancer

Tyrosinase E1A Melanoma Nettelbeck
E1A Melanoma Peter
E1A Melanoma Liu
E1A, E4 Melanoma Banerjee

Vascular endothelium growth factor E1A Ovarian cancer Lam
(VEGF)

Notes: SPB: Surfactant protein B.
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as high dosage of the vector in combination
with transductional targeting may result in
a good therapeutic index.

3
Transductional Targeting

The extensively characterized capsid struc-
ture, genome, and replication cycle of
Ad, particularly of the most commonly
employed serotype 5, have allowed the
molecular modifications required for their
utilization of Ads as gene transfer vec-
tors. Adenoviral infection is initiated by
the recognition of the primary cellular
receptor the CAR on target cells by the
C-terminal portion of the fiber protein,
termed the knob. After binding of the
fiber knob domain, entry of the virus into
the cell occurs via interaction of the Arg-
Gly-Asp (RGD) sequence located in the
viral penton base protein with cellular in-
tegrins (see Fig. 3). The development of
genetically modified adenovirus (Ad) vec-
tors with specificity for a single-cell type
will require both the introduction of novel
tropism determinants and the ablation of

endogenous tropism. Consequently, it will
not be possible to exploit the native cel-
lular entry pathway in the propagation
of these targeted Ad vectors. On this ba-
sis, Ad vector can be targeted at the level
of transduction through CAR-independent
infection pathways by both ablation of
its wide native tropism and introduction
of novel infectivity preference for target
cells, a concept that is otherwise known as
retargeting.

As most transductional targeting strate-
gies have shown, the advantage of trans-
ductional targeting is that the retargeted
Ad vector would function not only with re-
spect to enhanced specificity but also with
respect to enhanced activity of transgene
expression due to improved infectivity via
the receptor of interest that would typically
be sacrificed in exchange for specificity
in most cases of transcriptional targeting.
Retargeting of Ad vectors was originally
initiated with two different approaches,
genetic Ad capsid modification and adap-
tor targeting molecules, both of which are
designed to attain CAR-independent trans-
duction pathway while forgoing the native
CAR pathway. Recently, the combination

Fig. 3 The pathway of Ad entry.
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of these two distinct methods was success-
fully achieved in an Ad vector by using the
phage T4 fibritin motif.

3.1
Genetic Capsid Modification

3.1.1 Chimeric Ad Vector with Different
Serotype or Species Fiber
The adenovirus fiber protein is respon-
sible for attachment of the virion to cell
surface receptors. The identity of the cel-
lular receptor with which subgroup C
adenoviruses, including Ad5 and Ad2,
interact is CAR. Other subgroups in-
cluding A–F except B also share this
common CAR receptor for primary at-
tachment. There is also evidence that
suggests that Ad5 can also associate with
other receptors including MHC class I
proteins, heparin sulfate. Subgroup B
adenoviruses, such as Ad3, Ad7, Ad11,
Ad16, and Ad35 do not utilize CAR for
cell entry. Several putative receptors for
these viruses have been identified includ-
ing CD46 for Ad35 and CD80/86 for
Ad3. Stevenson et al. carried out a se-
ries of competition binding experiments
using recombinant native fiber polypep-
tides from Ad5 and Ad3 and chimeric
fiber proteins in which the head domains
of Ad5 and Ad3 were exchanged. The re-
sults demonstrated that the determinants
of Ad receptor binding are located in the
knob (head) domain of the fiber, suggest-
ing the possibility of altering the receptor
specificity of the fiber protein by manipu-
lation of sequences contained in the head
domain. This very concept was initially
tested by Krasnykh et al. and Stevenson
et al., whereby an Ad vector containing
chimeric fibers composed of the Ad3 fiber
knob domain fused to the Ad5 fiber tail
and shaft (Ad5/3). Ad5/3, which targets
the Ad3 receptor, displayed high efficiency

in circumventing CAR deficiency and en-
hancing gene delivery into neuroblastoma,
B-lymphocytes, ovarian cancer, RCC, squa-
mous cell carcinoma of the head and neck
and melanoma cells.

Shayakhmetov et al. screened different
Ad serotypes, namely, Ad3, Ad4, Ad5, Ad9,
Ad35, and Ad41, for interaction with non-
cycling human CD34(+) cells and K562
cells at the level of virus attachment, in-
ternalization, and replication. Ad serotype
35 emerged as the variant with the high-
est tropism for CD34(+) cells, resulting in
the completion of the chimeric Ad vector
Ad5/F35, the fiber of which consists of
the tail and shaft domains of Ad5 and the
knob domain of Ad35. Ad5/F35 demon-
strated enhanced transduction in many
nonmalignant cells, such as hematopoi-
etic cells, bone marrow cells, endothelial
cells, fibroblasts, DCs, and retinal cells as
well as glioma, leukemia, osteosarcoma,
melanoma, colon cancer, and cervical can-
cer cells.

Various other chimeric Ad vectors have
been reported, including Ad2 with Ad17
fiber (Ad2(17f)), Ad5 with Ad16 fiber
(Ad5.Fib16) and Ad5 with Ad11 fiber
(Ad5/11), demonstrating efficient trans-
duction in airway epithelia, cardiovascu-
lar tissue, and hematopoietic cells, re-
spectively. Interestingly, Schoggins et al.
demonstrated that a chimeric Ad5 vector
with the Ad41 fiber decreases transduc-
tion to hepatocytes and is useful for
liver nontargeting. The Toronto strain
of canine adenovirus type 2 (CAV2) ex-
hibits native tropism and it has been
evaluated as a gene therapy vector.
An Ad5 vector containing the nonhu-
man CAV2 knob can efficiently bind
to and enter CAR-deficient cells, with
up to 30-fold augmentation in gene de-
livery in comparison to the Ad5 con-
trol vector.
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3.1.2 Ad Vector with Modified Fiber
Proteins
Retargeting approaches based on genetic
alternation of the virion capsid via fiber
knob modification with small peptides
have achieved cell-specific gene delivery.
Certain targeting motifs may be incorpo-
rated in this manner to route the virus
toward nonnative cellular entry pathways.
Wickham et al. constructed two Ad vec-
tors that contained insertions in the Ad
fiber coat protein to redirect virus binding
to either α(v) integrin or heparan sulfate
cellular receptors by inserting Arg-Gly-Asp
(RGD) or polylysin (pK7) at the C terminus
of the fiber knob region respectively. These
vectors demonstrated increased transduc-
tion 5- to 500-fold in numerous cell types
lacking sufficient levels of the primary
Ad receptor including macrophage, en-
dothelial, smooth muscle, fibroblast, and
T cells. Krasnykh and Dmitriev et al. have
shown that peptides incorporated into the
HI loop of the fiber knob remains avail-
able for binding in the context of mature
virions containing modified fibers, sug-
gesting that heterologous ligands, such as
RGD, could be incorporated into the HI
loop of the fiber knob and that this lo-
cale possesses properties consistent with
its employment in adenovirus retargeting
strategies. These integrin- and/or heparan
sulfate-targeting Ad vector demonstrated
enhanced transgene expression in den-
dritic, leukemic, myeloma, head and neck
cancer, ovarian cancer, and renal cell can-
cer cells.

Douglas et al. demonstrated retargeting
of an Ad vector via nonadenoviral, artificial
receptor with six histidine (6His) incor-
porated Ad in the knob and anti-6His
single-chain antibody (scFv) expressing
cells. Nicklin et al. generated genetically
modified Ad fiber proteins with selective

tropism to EC by engineering human en-
dothelial cell-binding peptides SIGYPLP
into the HI loop of the Ad fiber, demon-
strating efficient and selective tropism for
EC compared with control Ad vectors.

In summary, genetic capsid modifica-
tion allows progeny virions to maintain
the same physical and genome structure
as their parent viruses. This property is es-
sential when applying targeting methods
to replication. Genetic capsid modifica-
tion has proven to be a useful method
for enhancing the infectivity of CRAds as
described below. Despite the gains that
have been achieved with transductional
targeting via genetic methods, challenges
still remain. In designing serotype or xeno-
type chimeras, it is difficult to predict the
targeting effect in advance since cellular
receptors and therefore the viral tropism
of Ads other than those conventionally
applied as vectors are unknown. Genetic
fiber modification is complicated by the
limited size restriction of peptides that can
be incorporated due to the structural in-
compatibility between the fiber and the
targeting ligand. Moreover, RGD and pK7,
which are recognized by integrins and hep-
aran sulfate that are broadly expressed in
many types of cells, may contribute to en-
hance transductional activity but not its
specificity. Combination with the other
control mechanisms, such as transcrip-
tional targeting, may be recommended to
achieve more selective results.

3.2
Adaptor Molecules

Several retargeting strategies to abro-
gate native tropism and redirect Ad
uptake through defined receptors have
been attempted using bifunctional adaptor
molecules. In this strategy, one element
of the bispecific adaptor binds to the
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Ad knob, blocking its interaction with
CAR and hence its native tropism. Such
attachment may be accomplished with
anti-adenovirus knob Fab, single-chain Fv
fragments (scFv), and the extracellular do-
main of CAR. The second component of
the bispecific adaptor is chemically or ge-
netically conjugated to the knob-binding
portion, introducing specificity for the tar-
get cells. Some of these molecules have
been antibodies (Fab, scFv) or ligands that
bind to specific receptors expressed on
target cells.

Particularly, these candidate molecules
have included fibroblast growth factor
(FGF) for Kaposi’e sarcoma, melanoma,
and ovarian cancer cells; epidermal growth
factor (EGF) for glioma, head and neck,
skin, ovarian, and lung cancer cells;
CD40 ligand for DC and ovarian cancer
cells; epithelial cell adhesion molecule
(Ep-CAM) for head and neck, ovarian,
hepatocellular, and prostate cancer cells;
angiotensin converting enzyme (ACE) for
pulmonary ECs; CEA for breast cancer
cells; PSMA for prostate cancer cells;
MSLN for ovarian cancer cells; and high
molecular weight melanoma-associated
antigen (HMWMAA) for melanoma cells
and the pancarcinoma antigen tumor-
associated glycoprotein 72 (TAG-72), for
ovarian cancer. (Table 3)

Transductional targeting with adaptor
molecules was originally developed using
a chemical conjugate comprising the Fab
fragment of a monoclonal antibody di-
rected against the Ad5 fiber and a full
monoclonal antibody against the target
molecules. However, chemical conjugates
consisting of two individual portions may
be difficult to manufacture as they have
homogeneity property, which is undesir-
able in a product intended for clinical
use. Recombinant fusion proteins offer
a number of technological advantages

including simplified production and pu-
rification when compared with chemical
conjugates. Therefore, using bispecific
adaptor-based Ad targeting with a recom-
binant fusion protein consisting of an
extracellular portion of the Ad receptor
CAR linked to an scFv or ligand to the
targeting molecule may be a more rational
approach (Table 3).

The use of bifunctional adaptors allows
a myriad of molecules to be considered as
candidates for rational vector targeting de-
sign. This method may be accomplished
without concerns regarding size restric-
tions or perturbation of virus function
that are commonly encountered in genetic
modification techniques. With specific,
defined targets incorporated into the de-
sign, cell receptor levels may be examined
beforehand with flow cytometry or PCR
analyses. Also, a great advantage is the fact
that bispecific conjugates may be applied
to the multitude of available Ad5-based
vectors that have already been constructed
for specific disease contexts. These vectors
contain the unmodified Ad5 knob with
which the conjugates can interact. On the
other hand, retargeting in this case is suc-
cessful only during the initial transduction,
but not in replication-dependent situations
involving subsequent infection by progeny
virions, unless the adaptor molecules are
continuously and appropriately provided
in situ. Therefore, it is unclear how feasi-
ble this method would be in the context of
replication-competent Ad vectors.

3.3
Genetic Capsid Modification Combined
with Adaptor Molecules

A potential barrier to the development
of Ad targeting with the aforementioned
adaptor molecules for cell-specific delivery
lies in the fact that several types of targeting
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protein ligands require posttranslational
modifications, such as the formation of
disulfide bonds. This fact poses a problem
especially for Ad capsid proteins that
do not undergo such posttranslational
modifications and are mostly localized in
the nucleus during assembly of the virions.
In addition, recombinant or chemically
engineered adaptor molecules have to be
specifically tailored for each particular
targeting situation. To overcome these
problems, a new general targeting strategy,
which combines genetic modifications of
the Ad capsid with a protein bridge
approach, was recently developed, allowing
the direct formation of vector–ligand
complexes with monoclonal antibodies
against cell surface antigens for targeting
of Ad vectors. This capsid modification
method entails the genetic incorporation
of the Fc-binding domain derived from
staphylococcal protein A into the Ad
fiber protein. Significant augmentation
of transduction efficiency using EGFR or
CD40 specific monoclonal antibodies was
achieved by applying this scheme.

Another approach of capsid modifica-
tion with a protein bridge is avidin-based
targeting with metabolically biotinylated
Ad vector. In this strategy, a biotin accep-
tor peptide (BAP) was genetically fused
to the Ad capsid fiber protein, which,
during propagation would be biotinylated
by the endogenous biotin ligase in 293
cells to produce covalently biotinylated
virions. The resulting biotinylated vector
could be retargeted to new receptors by
conjugation to biotinylated antibodies via
tetrameric avidin, resulting in increased
transduction 10- to 30-fold over untargeted
Ad-Fiber-BAP-TR in the case of biotiny-
lated anti-CD59 or anti-CD71 antibodies in
HeLa cells. In addition to the many advan-
tages of targeting with adaptor molecules,

the combination of genetic capsid mod-
ification and adaptor proteins is useful
especially for the screening of targeting
molecules and would enable dual targeting
with plural antibodies.

3.4
Genetic Capsid Modification with
Incorporation of Larger-sized Targeting
Molecules

Transductional targeting using adaptor
molecules requires a more complicated
procedure, especially for clinical usage.
However, as noted above, attempts to alter
Ad tropism by genetic modification of
the Ad fiber have had limited success
due to structural conflicts between the
fiber and the targeting ligand. Additionally,
adaptor molecule systems may only work
effectively in situations not requiring virus
replication. Therefore, novel approaches
compatible with adenovirus replication are
required to apply targeting to oncolytic
Ad vectors. Krasnykh and Belousova et al.
reported the use of the phage T4 fibritin
trimerization motif to facilitate the genetic
incorporation of larger targeting ligands
into the Ad fiber. They validated this
strategy with the human CD40 ligand
(CD40L), demonstrating the incorporation
of a large sized targeting molecule in the
modified Ad5 fiber that had not been
accomplished previously. This complex
chimera was fully functional, conferring
specific transgene expression in CD40
expressing cells.

4
Transductional and Transcriptional Dual
Targeting

As stated above, various transductional
and transcriptional approaches have been
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devised to improve targeting of Ad vec-
tors. Transductional targeting alters the
natural infection pathway of the Ad vec-
tor to enhance gene delivery to the
target tissue and to reduce transgene
expression in the liver. However, ge-
netic modifications of Ad to ablate CAR
recognition have not reduced hepatic
transgene expression. Secondary interac-
tions between the RGD motif in the
Ad penton base and cell surface in-
tegrins, which normally mediate inter-
nalization of the virion after primary
attachment to CAR, may account for
some of the residual hepatocyte transduc-
tion. These findings suggest the need for
complementary approaches to achieve im-
proved targeting.

Transcriptional targeting has achieved
exceptional specificity to the target cells
while maintaining a ‘‘liver off’’ profile.
However, transcriptional targeting alone
is of little merit if the target cells are
poorly transduced. Also, no promoter is
entirely specific without having to sacri-
fice promoter strength. On the basis of
these considerations, combining the com-
plementary approaches of transductional
and transcriptional targeting, neither of
which is perfect or ‘‘non-leaky’’ by itself
may be a rational approach.

4.1
Combination of Targeting with Adaptor
Molecule and Transcriptional Targeting

The first report of dual targeting by com-
bining both transductional and transcrip-
tional targeting was accomplished in the
pulmonary endothelium. The transduc-
tional targeting utilized was on the basis of
a bispecific antibody consisting of anti-
ACE (pulmonary endothelium marker)
and anti-Ad5 knob Fabs while transcrip-
tional targeting was achieved with the

endothelial-specific promoter flt-1. Tran-
scriptionally targeted Ad vectors were
complexed with transductional targeting
proteins to redirect the transduction of
cells in a specific manner. This approach
resulted in a synergistic, 300 000-fold im-
provement in the selectivity of transgene
expression for the lungs in comparison
to the usual site of vector sequestra-
tion, the liver. For targeting brain tu-
mors and osteosarcoma cells, the bis-
pecific antibody consisting of anti-EGFR
and anti-Ad5 knob Fabs was utilized for
transductional and OS promoter, which
is TSP for osteosarcoma, was utilized
for transcriptional targeting, respectively,
showing enhanced transduction of re-
porter genes while retaining specificity.
The aforementioned fusion protein con-
sisting of EGF, one of the EGFR ligands,
and sCAR was also utilized for dual tar-
geting. Ad vectors constructed with a
reporter or the HSV-tk gene driven by
the SLPI promoter, which is one of the
TSPs for ovarian cancer, demonstrated
enhanced transduction and therapeutic ef-
fect in ovarian cancer both in vitro and
in vivo.

4.2
Genetic Capsid Modification Coupled
with Transcriptional Targeting

Genetic capsid modification has demon-
strated the ability of the cyclic RGD-4C
peptide to retarget Ad tropism toward
αv integrins, leading to enhanced gene
delivery to a repertoire of cell types. How-
ever, vectors modified in this manner are
not selective in that they can transduce
a wide variety of cells. In fact, RGD-
modified vectors were originally devel-
oped to broaden the tropism of Ad-based
vectors and achieve enhanced infectiv-
ity. Strategies to maintain the increased
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transduction afforded by RGD modifica-
tion, but on a more cell-selective basis,
have been exploited by combination with
transcriptional targeting using TSPs. Work
et al. combined transcriptional targeting
using the endothelial-specific promoter,
flt-1, with genetic fiber modification using
the RGD motif for targeting endothelial
cells, showing that double modification
substantially shifted transduction profiles
toward vascular endothelial cells in rat
hepatocytes and endothelial cells. Nick-
lin et al. also combined transcriptional
targeting on the basis of the flt-1 pro-
moter with genetic fiber modification
using the human endothelial cell-binding
peptide SIGYPLP, demonstrating efficient
and selective transduction of some cancer
cell lines.

The combination of genetic capsid
modification and transcriptional target-
ing with TSP gives full play to its
abilities in CRAd, since the enhanced
infectivity achieved by transductional tar-
geting with capsid modification would
lead to robust replication in target can-
cer cells, producing progeny virus that
can go on to infect the surrounding
cells. These replication and lateraliza-
tion functions of CRAds greatly influence
their efficacy. As noted in the previ-
ous section, fiber-modified Ad vectors,
such as Ad5RGD and Ad5/3, show en-
hanced infectivity in various cancer cells
by exploiting CAR-independent infection
pathways. Cox-2 promoter-based CRAds
with RGD fibers or Ad5/3 chimeric fibers
have been constructed, demonstrating
dramatic improvements in oncolysis of
pancreatic, esophageal, and ovarian can-
cer cells both in vitro and in vivo. For
melanoma treatment, a tyrosinase pro-
moter–based CRAd was generated with
an Ad5/3 chimeric fiber, also resulting in
enhanced oncolysis.

5
Conclusions

In any treatment modality, a low thera-
peutic index resulting from poor curative
effects in target cells and/or high toxicity
to nontarget cells presents great obstacles
hindering successful treatment of the dis-
ease. In this regard, Ad vectors can be
targeted at the level of transduction and
transcription to overcome these issues,
contributing enhanced specificity and ef-
ficiency of therapeutic transgene expres-
sion. Transcriptional targeting is practical
only for specificity, while transductional
targeting can achieve both increased ef-
ficiency and specificity. Each targeting
strategy possesses both advantages and
disadvantages, perhaps making neither
one alone adequate for gene therapy goals.

On the basis of the above considerations,
combined transductional and transcrip-
tional targeting represents a viable target-
ing method for the following two reasons.
First, combined targeting enables both ef-
ficient and specific transduction that is es-
sential for effective therapy. Additionally,
increased transgene expression resulting
from transductional targeting approaches
that provide enhanced gene delivery would
make it possible to apply TSPs that show
high specificity, but have been disregarded
due to their low promoter activity. Sec-
ond, transgenes were screened stringently
for specificity through both transductional
and transcriptional targeting.

The number of gene therapy strate-
gies carried out to date, however, has
fallen short of expectations. It is obvious
that seeking better efficiency and speci-
ficity are major considerations that need
to be addressed. Current methodology for
dual targeting may be too complicated at
present for clinical usage. As introduced
above, radically modified Ad vectors with
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large-sized targeting molecules have been
generated and they mainly contribute to
simplifying clinical protocols through the
combination of transcriptional targeting
portion inside the capsid. Further inves-
tigation of Ad biology and identification
of novel targeting molecules will lead to
an improvement of current gene ther-
apy approaches.
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Adeno-associated Virus
A nonenveloped single-stranded DNA virus that may be modified to produce a gene
transfer vector.

Adenovirus
A nonenveloped double-stranded DNA virus that may be modified to produce a gene
transfer vector.

Ex vivo Gene Transfer
Transfer of genetic material to cells cultured outside the body of a living organism.

Gene Therapy
The introduction of genetic sequences into cells of a living organism, resulting in an
alteration of cell or tissue function in a manner that corrects or treats a
pathological process.

Gene Transfer Vector
Reagent used to deliver genetic material to the interior of cells.

Herpes Simplex Virus
An enveloped neurotropic double-stranded DNA virus that may be modified to produce
a gene transfer vector.

In vivo Gene Transfer
Transfer of genetic material to cells by introduction of a vector into the body of a
living organism.
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Lentivirus
An enveloped single-stranded RNA virus that may be modified to produce a gene
transfer vector.

Nonviral Vector
Gene transfer vector that does not contain viral components.

Replication defective
A virus that has been modified to prevent its replication in target cells following
gene transfer.

Tropism
The natural host cell range of a vector.

Viral Vector
Gene transfer vector made by genetic engineering of a virus.

� Gene therapy may be defined as the introduction of genetic sequences into cells of a living
organism, resulting in an alteration of cell or tissue function in a manner that corrects or
treats a pathological process.

This might be accomplished in one of two broad ways: (1) The therapeutic
genetic material is transported ex vivo into cells taken from a patient – the cells can
be subsequently reintroduced, with or without expansion, as an homologous cell
transplant. The reintroduced cells engraft and produce a therapeutic product that can
alter the biology of the transduced cell to correct a genetic abnormality or deficiency,
or may serve as a factory for production of a protein product used by other tissues
exposed to the circulation. (2) The therapeutic genetic material is introduced into
the cells of the body by direct in vivo gene transfer. Direct in vivo gene transfer may
be used if procurement of appropriate cell explants requires unacceptably invasive
procedures, or for gene transfer to essentially nonregenerating tissues (e.g. brain
or heart).

The genetic material transferred (‘‘transgene’’) may encode a complete therapeutic
gene to replace a defective function, or coding sequences whose products interfere
with an acquired or inherited pathologic cellular function. Gene transfer may also
be used to enhance normal function to achieve a therapeutic effect, such as the
induction of an immune response or the reversal of autoimmune activity. Finally,
a large effort in gene therapy has been directed toward the use of gene transfer to
destroy unwanted tissue, such as malignant cells, or fight infectious agents, such as
human immune deficiency virus (HIV).

The diverse potential gene therapy applications suggest that genes as molecular
medicines hold great promise for the future. In part this promise is beginning to be
realized, but much more research (and testing in patients) is required before gene
therapy becomes standard medical practice.



236 Vectors and Gene Therapy

1
Introduction

In this article, we discuss the science
and the current status of gene therapy.
This includes a review of methods used
for gene transfer, current attempts to
apply gene therapy to treat disease, and a
discussion of serious adverse reactions to
gene therapy. One example of gene therapy
will be described in more detail in order to
better acquaint the reader with the steps
needed to develop this type of therapy.
Finally, an attempt will be made to make
some projections regarding the future of
gene therapy research and practice by
describing where the field may be headed
in the next 10 years.

2
The Science of Gene Transfer

A major effort in gene therapy research
has concerned the development of effi-
cient, safe methods to introduce genetic
information into cells either outside or
within the body. These gene delivery tools
are referred to as gene vectors and can be
constructed from modified viruses (‘‘viral
vectors’’) or directly from chemical con-
structs (‘‘nonviral vectors’’).

The advent of gene cloning and the
ability to make recombinant viruses in
the early 1980s portended an era in
which viral gene vectors would become
the working tools for gene therapists
(Table 1). All that was needed was the
removal of a critical gene from the virus
that allowed it to grow or cause disease
(Table 2) and replace that gene with one
that is useful to the cell. Gene therapy
researchers soon found that reporter genes
like the Escherichia coli lacZ gene encoding
β-galactosidase could be introduced into

almost any tissue by various recombinant
viruses, and β-gal activity detected using
a colorigenic agent. Depending on the
target cell, a nonintegrating or integrating
vector could be used to introduce the
reporter gene. Curing a disease using this
technology should have been a simple
matter of replacing the reporter transgene
with a therapeutic gene. So why did this
clear path to success fail to rapidly yield
new therapeutic products? To answer this
question, it is important to understand the
technology of virus-mediated gene transfer
and the nature of clinical studies targeted
by this approach to treatment.

Why choose viruses? It has been known
for many years that viruses can deliver
their genes to cells by the process of virus
infection. Depending on the class of virus,
a variety of highly evolved mechanisms for
redirecting cellular processes for making
new virus particles come into play. Viruses
are essentially inert particles outside the
body and are vulnerable to the outside
world, making their expectant viability
short-lived, in the absence of available
hosts. The life cycle of viruses, in the
simplest terms, involve virus attachment
to a susceptible cell, entry into the cell,
capsid removal in a process referred
to as uncoating to expose the virus
genome in an active form, either in the
cytoplasm or nucleus. The virus genes are
transcribed and expressed as proteins or
active RNA molecules, requiring at least
partial use of the cellular transcriptional
and translational machinery. The most
sophisticated viruses have hundreds of
genes (e.g. vaccinia), whereas the most
simple have as few as four to six genes
(e.g. polyoma virus and adeno-associated
virus). The viral genome, single- or double-
stranded DNA or RNA, is replicated
and encapsidated into new virus particles
that are released by cell lysis or by a
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process called budding in which the virus
capsid is enclosed in a membrane or
envelope. These nascent particles are then
competent to invade other cells. For details
of viral replication and life cycles, see
excellent and exhaustive chapters in Field’s
Virology. Summary figures of the life
cycles of major viruses used as vectors
are shown below.

Viruses have evolved sophisticated
mechanisms for either rapid spread or
the ability to remain relatively quiescent
in cells of the body until an opportunity
presents itself for transmission to a naı̈ve
host. Many viruses (e.g. adenovirus) do
not persist in the host but rather rapidly
replicate and produce large numbers
of infectious particles that can be
spread to other susceptible hosts. Vectors
based on such viruses are less useful
for long-term gene delivery but can
be used for applications that require
transient transgene expression, such as
the induction of immunity or destruction
of tumors. The life cycle of other viruses
(e.g. retroviruses and lentiviruses) involves
a persistent phase in which the virus
genome may become integrated into a host
chromosome and can thus be passed on
to daughter cells following cell division.
Vectors created from these viruses can be
useful for applications in which persistent
transgene expression is required. Herpes
viruses persist in the host as nonintegrated
forms that either remain associated with
nondividing cells or can replicate their
genetic information in synchrony with
cell division. Most viruses that persist in
the host have evolved sophisticated means
for transiently avoiding host detection by
the immune system, often reaching a
stalemate between their elimination by the
immune system and their disease-causing
activity. Most human infecting viruses that
persist do so by a system referred to

as latency where few, if any, viral genes
are expressed in cells where latency is
established and virus persistence generally
lasts for the life of the host.

Early studies of viral vector-mediated
gene transfer for therapeutic purposes
have been focused on a few viruses
(Tables 1 and 2). The choice of viral vector
for a specific application depends on the
biology of the wild-type virus and the
degree to which the virus life cycle and
genes have been characterized. As more
insight is gained into virus biology, it is
likely that additional viral gene transfer
vectors will be developed.

3
Principles of Vector Engineering

3.1
Retroviruses

It has been known for some time that
retroviruses can integrate their genomes
into the host cell by a process of reverse
transcription, using reverse transcriptase
to allow the RNA tumor virus genome to
become integrated into the DNA genome
of a cell. Virus entry into the nucleus is
largely dependent on cell division and
thus these viruses most efficiently infect
dividing cells.

One of the best-studied retroviruses is
the mouse Moloney leukemia virus. It
was discovered in the 1980s that ‘‘pack-
aging’’ cell lines could be engineered to
express the virus coat protein and enve-
lope protein constitutively. On transfection
of these packaging cells with a DNA copy
of the virus, infectious packaged particles
were produced, even though the vector
genome contained only terminal repeat
elements and the packaging signal from
the original virus – the internal sequences
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having been replaced by nonviral genes.
These infectious packaged particles could
be used to transduce other cells, and by
virtue of their terminal repeat elements,
the nonviral genes were incorporated into
cellular DNA. Following successful trans-
fer of the adenosine deaminase (ADA)
gene in preclinical studies, this first virus
gene transfer vector was used in the
first gene transfer clinical trials in the
early 1990s in an attempt to treat the
ADA-deficiency form of severe combined
immunodeficiency (SCID). Gene transfer
with these first-generation vectors was not
efficient enough to produce a therapeutic
outcome, and indeed the study design
almost ensured failure. An initially un-
recognized shortcoming of retroviruses
and lentiviruses is the propensity for the
vector genome to integrate into the cell
genome, preferentially near sites of active
transcription. This process can lead to rare
insertional mutagenesis events and activa-
tion of cellular genes that have oncogenic
potential. In a more recent clinical trial
using a retroviral vector to treat X-lined
SCID, two of the patients cured of the dis-
ease by gene transfer developed leukemic
transformation as a result of insertional
mutagenesis (see Sect. 5.2). Investigators
are now attempting to engineer retroviral
vectors, which are either directed in their

integration activity or lack the ability to
activate cellular genes.

3.2
Lentiviruses

Vectors constructed from modified lenti-
viruses, a group of RNA viruses closely re-
lated to the oncogenic retroviruses (Figs. 1
and 2), have come to the forefront in
the last five years because of their effi-
ciency of gene transduction, their larger
capacity for foreign DNA, and their abil-
ity to infect nondividing cells. Engineering
human lentiviruses to create a vector re-
quires retention of the natural integrase
function part of the nucleocapsid and the
viral polymerase (Fig. 3). Methods have
been developed in which elements of
lentiviruses, the Moloney virus, and the
envelope components of vesicular stomati-
tis virus (VSV-G) have been incorporated
into three expression plasmids, which can
be transfected into cells for vector produc-
tion (Fig. 4). Transfection methods are not
as efficient as using packaging cell lines
for retroviral vectors, but lentiviral vec-
tors can be concentrated by centrifugation
since the VSV-G envelope component is
stable. Another advantage of VSV-G is that
it utilizes a common cell surface proteo-
glycan, which is ubiquitously expressed

Envelope

Matrix

Nucleocapsid

Viral RNA genome

110 nm

Fig. 1 The structure of Human Immunodeficiency Virus – A
schematic depiction of a mature HIV-1 virion is shown, to illustrate key
structural components of this prototypical lentivirus.
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LTR LTR
Gag

SD ψ

Pro Pol

Vif

Vpu

Env

Vpr

Rev

Tat

RRE

Nef

Fig. 2 The HIV-1 genome – The HIV-1 RNA genome is illustrated
diagrammatically (not to scale) to demonstrate overlapping genomic locations
and splicing of viral genes. Abbreviations: LTR, long terminal repeat (containing
promoter for viral transcripts); SD, major splice donor; �, packaging signal;
RRE, rev-response element. The names of viral genes are shown within the
boxes. gag encodes the core antigens, pol/pro encodes the reverse transcriptase
and protease enzymes necessary for genomic integration and posttranslational
processing of viral proteins respectively, and env encodes the viral envelope
proteins necessary for cell entry. tat encodes a transactivator of viral
transcription and rev encodes a splicing/export regulator – see Fig. 3.

on many cells as a receptor, and thus
the host range for the lentiviral vector is
greatly broadened. It should be noted that
despite the use of human immune defi-
ciency virus (HIV) components for many
applications, this vector does not cause
AIDS or other diseases. Other lentiviruses
may also be suitable for the construction
of lentiviral-based vectors. Nevertheless,
lentiviral vectors have the same propen-
sity for random integration that has been
observed with retroviral vectors, although
chromosomal breaks are less targeted by
lentivirus than by oncogenic retrovirus
since the lentivirus has the ability to cut
and religate double-stranded DNA as part
of the enzyme systems that are contained
within the particle. Lentiviral vectors have
proven especially useful in transduction of
brain and bone marrow stem cells. They
have yet to be tested clinically, but this is
likely to occur within the next few years.

3.3
Adenoviruses

After retroviruses, adenoviruses have been
used most often for gene transfer (Fig. 5).

Replication-defective viruses lacking the
tumor-causing gene of adenovirus, E1a,
had been made in the early 1980s and
propagated in cell lines that contained the
E1a gene integrated into the cell chro-
mosome (see Figs. 6, 7). Such cell lines
were designated as complementing cells
since the missing viral function was sup-
plied in trans on infection. The deletion of
E1a prevented the virus from replicating
in most wild-type cells (Fig. 7), although
there was leaky expression of the other vi-
ral functions, including structural proteins
and the viral polymerase. Transduction of
a number of target tissues in experimen-
tal models was demonstrated using early
adenoviral (AdV) vectors. Deletion and
complementation of further adenoviral
genes enabled generation of more effi-
cient and less toxic vectors. One attractive
property of AdV vectors is their remark-
able ability to express transgenes at very
high levels. Because the wild-type virus
causes a respiratory infection, it was ini-
tially thought that Ad vectors would prove
to be ideal for gene transfer to lung, for
example, in the common inherited respira-
tory disease, cystic fibrosis. Unfortunately,
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Viral entry to cell

Reverse
transcription

Nucleocapsid
disassembly

Formation of Pre
integration complex

Integration

Proviral transcription

Multiple splicing single or no splicing

Tat Rev Pol
Gag
Env

Viral
genome

Virion assembly

+

+

–

Nuclear import

Fig. 3 Major events in the life cycle of lentiviruses – The early part of
the life cycle is depicted in the upper portion of the diagram; entry,
reverse transcription, formation of the preintegration complex (PIC) and
nuclear import of the PIC culminate in the integration of proviral DNA
into the host cell genome. The late part of the cycle is characterized by
transcription of viral genes. All of the viral genes are encoded by a
single primary transcript, and the expression of different proteins is
controlled by regulation of RNA splicing and posttranslational protein
processing. Initially, multiply spliced RNA isoforms encode regulatory
proteins (tat and rev) that transactivate proviral transcription, and drive
a shift toward the production of unspliced or singly spliced RNA. The
latter encodes the virion structural proteins and forms the viral
genome, enabling assembly of virions. Vectors are constructed by
deleting all viral genes from the genome contained in the particle,
thereby disrupting replication at multiple levels – see Fig. 4.
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ORF

ORF

Vif

Vpr

Rev

Tat

Nef

PolyApCMV IE

SD ∆ψ

Gag

Pro Pol

Env

Vpu

ORF

pCMV IE

SD ψ

Gag
LTR LTRTransgene

RRE

SA

pCMV IE VSV-G PolyA

Fig. 4 Construction of replication-defective lentivirus vectors – The system described
by Naldini et al. is illustrated. Replication-defective lentiviral vectors may be generated
by cotransfection of mammalian cells with the three plasmids shown. A. The
packaging construct provides all of the genes that encode viral structural proteins.
Thus, gag-pol, rev, and tat are expressed from this construct. The genes encoding
these essential proteins are not incorporated into the virion, however, as the viral
LTRs and packaging signal (ψ) are deleted from this vector. In addition, the accessory
gene Vpu and envelope gene contain frame-shift mutations, abolishing expression of
the relevant proteins. B. The transfer vector contains an expression cassette for the
therapeutic or experimental transgene, in addition to the viral LTRs and packaging
signals. This vector sequence is transcribed, and the resulting RNA is packaged into
lentiviral particles generated from the structural proteins encoded by plasmid A. As
the transfer vector contains no sequences encoding functional viral genes (the gag
gene is truncated and frame shifted), the resulting vectors are replication defective.
C. The envelope plasmid contains an expression cassette encoding a viral envelope
protein to replace that encoded by the lentiviral env gene, which is deleted from the
packaging construct. The G-spike envelope glycoprotein from Vesicular Stomatitis
Virus is commonly used to pseudotype lentiviral vectors.

AdV vectors have not proven useful for this
application for two major reasons. First,
adenoviral receptors are not present on the
apical (airway) surface of airway cells, and
so intrabronchial or aerosol application
of the vector does not give rise to effi-
cient infection of the appropriate target cell
required for cystic fibrosis transmembrane

conductance regulator (CFTR) expression
in the lung. Second, innate and acquired
immune response to vector enhanced by
the leaky gene expression in the first-
generation Ad vector constructs made
them susceptible to immune elimination.
The immune response to Ad vectors has
proven to be a difficult problem for many
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dsDNA genome

Capsid

Bulb

Fiber

75 nm

Fig. 5 The structure of Adenovirus – A schematic depiction of a mature
adenovirus virion is shown to illustrate key structural components of
the virus.

L1 L2 L3 L4 L5

E3
E1B

E1A

E4E2A

E2B

ML

Fig. 6 The adenovirus genome – The adenoviral genome consists of 35 kb of
dsDNA, in which the viral gene-encoding sequence is enclosed by two inverted
terminal repeats (grey boxes). Although there are only eight basic transcriptional
units, approximately 40 transcripts are produced by a bewildering array of
alternative splicing events. In particular, the major late promoter gives rise to
transcripts that share a tripartite leader sequence, culminating in a splice boundary
with one of a possible 18 coding sequences. These are grouped, according to the
polyA signal at which the transcripts terminate, into L1, L2, and so on. Viral
transcription depends on the presence of the viral gene E1A (see Fig. 7);
first-generation vectors were deleted for E1A and E1B and the genes supplied in
trans using special cell lines. Later vectors are deleted for other genes, for
example E3, in addition to E1. The so-called ‘‘gutless’’ vectors contain only the
packaging signals and transgene DNA, the viral genome being supplied in trans by
use of a helper virus to express structural proteins, and thus allow the generation of
virion-like particles. These vectors can accommodate up to 30 kb of transgene
sequence, but are difficult to prepare in high titer and purity.

proposed applications. Alterations to the
vector, which eliminate all of the viral com-
ponents from the vector genome, improve
vector stability in vivo, but this is not suf-
ficient to eliminate immune rejection of

AdV-infected cells. This was most dramati-
cally demonstrated by the finding that AdV
inoculation of liver in immune-competent
mice results in high levels of hepato-
cyte transduction, but expression is lost.
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Late gene
expression

Virion structural
proteins

Virion synthesis

Viral DNA replication

Host cell enters S phase

Prevention of apoptosis

E1B, E2, E3, E4
gene expression

E1A
gene expression

Viral DNA
transported to

nucleus

Viral entry to cell

Fig. 7 Major events in the life cycle of adenovirus – The major events in
regulation of viral gene expression are shown. Following entry to the
nucleus, expression of the viral gene E1A is essential to allow expression
of the remaining components of the viral genome. The gene expression
program of adenovirus results in the subversion of a number of cellular
processes, facilitating the production of progeny virions. There is no
latent infection and the result of infection is cell lysis and release of
adenoviral particles. Deletion of the E1 region halts the viral
transcriptional program, and the resulting particles can be used as gene
transfer vectors. Later versions of these vectors have multiple genes
deleted to enhance the cloning capacity of the vectors and reduce
cytotoxicity resulting from leaky expression of the remaining viral genes.

In contrast, the use of immunodeficient
mice in the same experiments resulted in
long-term gene expression. In addition to
immune rejection, AdV vectors cannot be
administered to patients with high levels

of circulating antibody, and the vector can-
not be readily repeat dosed in patients,
even those without preexisting immunity,
since vector inoculation results in high-
titer antibody production. There have been
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attempts to protect AdV from immune
recognition by coating the particle and
AdVs of alternative serotypes or from other
species or have been isolated with differ-
ent coat protein structures in the hope that
these particles will avoid immune recogni-
tion. The AdV particle itself, however, has
the ability to induce cytokines (for example
interleukin-6) that can result in elimina-
tion of the virus genome. A liver gene
transfer clinical trial, using high-titer AdV,
led to the death of one patient as a result
of a vector-induced cytokine storm, lead-
ing to organ failure (see Sect. 5.1). There
are two important uses of AdV vectors
that are likely to be effective in the fu-
ture. The first is the use of AdVs carrying
immune-activating genes in the treatment
of solid tumors, and the second is the
use of recombinant AdVs for vaccination
against newly arising infectious agents.
Both applications take advantage of high-
level transgene expression, efficient gene
delivery, and immunogenicity of the vec-
tor substrate.

3.4
Adeno-associated Viruses

Adeno-associated virus (AAV) was initially
discovered as a contaminant of aden-
oviral preparations (Figs. 8, 9 and 10).
AAV-based vectors have enjoyed a broad

appeal following their initial development.
The reasons for this include the follow-
ing: (1) AAV causes no known disease;
(2) the AAV genome can be manipulated
as a simple plasmid; (3) the small size of
AAV allows the particle to infiltrate many
different tissues; (4) certain tissues (e.g.
muscle) are transduced very efficiently. Al-
though its small size (22 nm) does not
allow packaging of more than 5 kb of
foreign sequence, this is sufficient to ac-
commodate most gene coding sequences
as cDNAs (i.e. the coding sequence of a
gene with the introns and flanking re-
gions deleted). In vitro, wild-type AAV
integrates into a specific location on chro-
mosome 19q, but this specific integration
event is dependent on replicase, a viral
gene that must be eliminated from vec-
tors because of its considerable toxicity
to cells. AAV replication requires several
helper functions that can be provided by
either adenovirus or herpes simplex virus.
Like adenovirus, AAV is highly suscepti-
ble to neutralization and cannot be easily
repeat dosed, but AAV vector-mediated
transgene expression in some tissues pro-
vides for long-term expression; the lack
of induction of immunity to the trans-
gene product may reflect low infectivity
in antigen-producing cells, such as the
dendritic cells located in the skin. The
optimal method for producing AAV is still

ssDNA genome

Capsid

22 nm

Fig. 8 The structure of adeno-associated virus – A schematic
depiction of a mature adeno-associated virus virion is shown, to
illustrate key structural components of the virus.
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Rep78

Rep68

Rep52

Rep40

VP1

VP2, 3

p5 p19 p40

Rep Cap pA

Fig. 9 The adeno-associated virus genome – The AAV genome consists of 5 kb of
ssDNA. The coding sequences are flanked by inverted terminal repeats (grey boxes).
There are two major genes, rep (encoding proteins necessary for gene expression,
genomic integration, and replication) and cap (encoding the structural components of
the virion). There are three viral promoters giving rise to six transcripts by alternative
splicing. All of the transcripts terminate at a single polyA signal. Seven proteins are
encoded by the six transcripts because the VP2,3 transcript can be translated using one
of two different translational start codons. Gene transfer vectors are generated by
deletion of rep and cap, supplying these genes in trans by cotransfection of a plasmid, to
allow generation of particles. Unfortunately, the products of the rep gene are toxic to
host cells, and so packaging cell lines have not been possible to generate.

under development, but the most common
approach is a triple-plasmid transfection
method in which one plasmid is the vec-
tor, another expresses the replicase and
capsid functions, and the final plasmid
provides the adenovirus helper functions.
This method produces AAV vector parti-
cles without contamination from helper
virus since the adenovirus packaging sig-
nals have been removed, but is not very
efficient. The scale-up manufacture of
AAV is also complicated by the remark-
ably low transduction efficiency of AAV,
compared with other vectors. Transduc-
tion with AAV in vivo thus requires very
high doses of virus per cell. Although AAV
may integrate into the host genome dur-
ing its normal life cycle, this is inefficient
and cell division is usually required. In

contrast to other vectors, AAV appears to
require concatemerization in the nucleus
for expression, a process that can take
weeks for maximum transgene expression.
Unless the efficiency of AAV transduction
can be improved, its utility as a vector
for the treatment of patients will be lim-
ited; manufacturing considerations will
preclude treatment of more than a few
patients at the required doses of >1012 per
patient. High vector dosing also risks pro-
voking toxic immune responses. Despite
these concerns, AAV remains promising.
For certain applications, such as gene
transfer to the heart, it may prove to be
the vector of choice. In addition, new
serotypes are proving to be more efficient
in some tissues such as liver where pre-
vious vectors based on AAV type 2, for
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AAV entry to cell

Viral DNA
transported to

nucleus

Low-level Rep
gene expression

Adenovirus
super-infection

E1A, E1B, E2A, E4, VA
gene expression

Rep and Cap
gene expression

Virion structural
proteins Viral DNA replication

Virion synthesis

“Rescue” of
integrated genomes

In presence of high AAV
multiplicity and absence of Adv
super-infection, AAV genome
may undergo Rep-dependent
site-specific integration into

human chromosome 19

Strongly inhibits

+

Fig. 10 Major events in the life cycle of adeno-associated virus – Following entry of AAV into
the cell, one of two chains of events may ensue the following: 1. In the absence of super
infection with a helper virus (AdV is shown, but HSV can also provide helper functions),
concatemerized AAV genomes may undergo rep-dependent site-specific integration into human
chromosome 19, giving rise to a latent infection. Alternatively, the viral genome may persist in
the cell nucleus. Low-level expression of rep proteins is strongly inhibitory to expression of viral
transcripts. 2. Infection of an AAV-harboring cell with adenovirus, or transfection with a
plasmid containing the minimal essential AdV helper functions (E1A, E1B, E2A, E4, and VA)
allows high-level expression of rep and cap, and also forces the cell to enter the S-phase of the
cell cycle. This allows replication of AAV viral DNA, synthesis of virion components and
assembly of AAV virions. High-level expression of rep and cap, in association with AdV helper
functions can rescue integrated genomes from the chromosome of a latently infected cell.
Replication-defective vectors are generated by deletion of rep and cap from the AAV genome.
The vector particles are prepared by cotransfection of packaging cells with a rep/cap plasmid, an
AdV helper function plasmid, and a gene transfer plasmid containing the transgene of interest
and the AAV packaging signals. As the resulting particles are deficient in the rep gene,
integration into the host chromosome is very inefficient and occurs randomly, but with a
predilection for transcriptionally active genes.

example, were considerably less effective.
Perhaps, when increased manufacturing
and transduction efficiency is achieved, op-
portunities for engineering better vectors
may arise.

3.5
Herpes Simplex Virus

The last vector under serious consideration
for human studies is Herpes simplex virus
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(HSV) type 1 (Figs. 11, 12, 13 and 14). The
wild-type virus causes the common cold
sore, and is transmitted through the skin
by direct contact with a lesion from an in-
fected individual. The wild-type virus can
replicate in skin and mucous membranes
but does not persist in the epithelium,
instead entering sensory nerve terminals
in the skin from which they are trans-
ported in a retrograde manner to the nerve
cell body in sensory ganglia (Fig. 13). In
the sensory ganglia, the lytic viral life cy-
cle is curtailed within days, after which
the wild-type virus enters a latent state,

with concomitant silencing of lytic genes.
During latency, only the latency locus is
transcriptionally active, and latently in-
fected nuclei accumulate a stable intron
called the latency-associated transcript or
LAT RNA. The ability to persist in neu-
rons for life suggests that HSV may be
engineered for gene transfer to nerves
and that vector delivery can result from
simple skin inoculation. The general strat-
egy for engineering HSV vectors from the
wild-type virus is to eliminate genes that
contribute to virus replication and reactiva-
tion from latency while taking advantage

Envelope

Tegument

Capsid

Viral DNA genome

100 nm

Fig. 11 The structure of herpes simplex virus – A schematic depiction of a
mature HSV-1 virion is shown to illustrate the key structural components
of the viral particle.

Nonessential for replication in vitro

Essential for replication in vitro

UL US

Fig. 12 The HSV-1 genome – The HSV-1
genome is illustrated diagrammatically. The
genome is 154 kb and encodes 84 genes. The
genome is divided into unique long and short
segments flanked by repeat sequences. Genes
that are essential and nonessential for viral
replication in vitro are indicated. Nonessential
genes (which encode a variety of functions that
optimize the interaction of HSV with the host
organism) can be removed from the virus

without compromising replication in vitro,
allowing their replacement with transgenes of
interest. The capacity for the insertion of foreign
DNA sequences into the HSV genome is large;
genomic vectors can accommodate around
40 kb of transgenic material and amplicons
(particles that have all viral genes removed and
supplied in trans) can accommodate 120 kb of
foreign sequence.
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Fig. 13 The life cycle of HSV-1 in vivo – The key events occurring
during infection of a human host are depicted schematically
as follows: 1 – Lytic cycle of replication at epithelial port of entry;
2 – Virions released from epithelia enter sensory nerve terminals;
3 – Nucleocapsid and tegument undergoes retrograde axonal
transport to soma; 4 – Viral DNA enters neuronal nucleus and
either initiates lytic cascade of gene expression or becomes latent;
5 – During latency, viral genome remains episomal and nuclear.
Only the LAT genes are expressed; 6 – Immunosuppression,
intercurrent illness, or other stimulus ‘‘reactivates’’ lytic infection;
7 – Virions formed by budding from nuclear membrane;
8 – Nucleocapsid and glycoproteins transported separately by
anterograde axonal transport; 9 – Virion assembly and egress from
nerve terminal; 10 – Recurrent epithelial infection at or near the site
of primary lesion.

of the latent genome as a platform for
transgene expression (Fig. 14). The virus
depends on expression of four genes, ac-
tivated upon entry into the nucleus and
referred to as immediate early functions for
replication to occur. In the absence of these
genes, other viral functions fail to be ex-
pressed or are expressed at exceedingly low
levels. Thus, despite the fact that the virus
contains approximately 84 genes (Fig. 12),

engineering HSV vectors is not as complex
as it may seem. Two of the immedi-
ate early genes are essential functions,
but complementation of all four genes is
required for high virus vector yield on
production in complementing cells. The
latency promoter elements have been par-
tially characterized and can be used to drive
the transgene expression for considerable
time periods in sensory nerves. While
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Fig. 14 Regulation of HSV-1 gene expression during lytic infection – This flow chart illustrates
the important regulatory events in gene expression occurring during lytic HSV-1 infection. In
order to proceed to the later stages of infection, during which the viral genome is replicated and
new virions assembled, both of the essential immediate-early genes ICP4 and ICP27 must be
expressed. Deletion of one or other essential IE gene results in a replication-defective virus by
eliminating early and late gene expression; these vectors are easily propagated and prepared to
high titer and purity in cell lines expressing ICP4 and ICP27. Later vectors have multiple IE genes
deleted to reduce cytotoxicity. In addition, many of the large number of genes that are
nonessential for replication in vitro can be deleted to allow insertion of multiple or large
transgene sequences. Herpes amplicon genomes contain the HSV origin of replication and
packaging signals, in addition too the transgene of interest, but do not contain any viral coding
sequences. A BAC containing the HSV genome expresses all viral structural genes in a
cotransfection preparation, to allow generation of particles. Although the amplicon system may
be thought advantageous owing to the absence of viral genes and large capacity for insertion of
transgenic material, (120 kb), amplicons are very difficult to prepare in useful amounts and
current technology strongly favors the use of replication-defective genomic vectors.
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multiple essential viral genes have been
complemented in cell lines engineered for
this purpose, a packaging cell line has not
yet been produced that takes full advantage
of the large genome for delivering foreign
DNA. This may be difficult since a number
of the virus functions are toxic to cells and
their expression requires coordinated reg-
ulation, a feat difficult to accomplish using
virus genes embedded in cellular chromo-
somes. Nevertheless, efforts are ongoing
to eliminate more virus functions, creat-
ing additional room for foreign sequences.
The large genome of HSV of 152 kb in
length suggests its potential utility for
transferring multiple genes and perhaps
even genomic sequences. Current vectors
can accommodate up to 50 kb.

Another class of HSV-based vectors is
referred to as amplicons. These are plas-
mids that mimic defective interfering
particles that arise spontaneously during
high multiplicity passage of the virus in
cell culture. Amplicons can be generated
with wild-type or conditional mutant virus
as a helper, provided the amplicon con-
tains a packaging signal and an origin of
replication. As the viral genes are sup-
plied in trans, the capacity of insertion
of cloned DNA is large. Unfortunately,
the Ori signal increases the recombination
frequency, and it is therefore difficult to
avoid recombination between the ampli-
con and helper virus, so that completely
pure vector stocks are difficult to ob-
tain. This problem can be ameliorated
to a substantial degree by using helper
plasmids for amplicon packaging, but
virus reconstitution may occur. Manufac-
ture of amplicons is a difficult task for
use in patients, since consistent prepara-
tions are difficult to achieve. Thus, vectors
that are produced by complementation
are more likely to be developed as gene
therapy products, at least with current

technology. As is the case with AdV and
AAV-based vectors, a substantial propor-
tion of the population has been infected
with HSV and has antibodies against
the virus. However, antiviral immunity
is not effective in preventing HSV in-
fection, rather it is the extent of virus
replication and frequency of reactivation
that is controlled by the immune re-
sponse. Immune competent individuals
can have HSV reactivation events, but
this frequency is considerably greater in
immune-compromised individuals. Reac-
tivation, of course, does not occur with
replication-defective vectors.

3.6
Vector Targeting

Over the past decade, substantial empha-
sis has been placed on manipulating the
host range of viral vectors. Targeting could
be used (1) to transduce cells that are not
naturally infected by the wild-type virus or
(2) to increase the uptake of vector into a
limited subset of cells. In the best-case sce-
nario, a vector could be engineered to be
defective in its natural targeting function,
but redirected to recognize an epitope on a
desired target cell, allowing systemic vec-
tor inoculation, to achieve distributed, yet
targeted, transduction. Enveloped viruses
have been retargeted by using different en-
velope glycoproteins from other enveloped
viruses. In addition, novel ligands have
been inserted into the coding sequence
of specific virus envelope genes. How-
ever, virus binding to target cells has not
always led to infection, since a second
fusion step is required either at the cell
surface or within the endosome compart-
ment (Figs. 15, 16). Recent studies with
AAV have discovered sequences that can
be modified without disrupting virus un-
coating. Although efficient retargeting has
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1. Attachment
2. Receptor

binding 3. Fusion

4. Entry

Glycosamino-
glycans

Nectin1

Fig. 15 Cell entry of an enveloped virus – HSV-1 is shown for illustration.
Following an initial attachment event (involving interaction of HSV
glycoproteins gC and gB with cell surface glycosaminoglycans), a specific
receptor interaction occurs between viral glycoprotein gD and cell surface
nectin-1 (also called HveC). This results in fusion of viral envelope with the
cell membrane, a process dependent on viral glycoproteins gB and gH/L.
The nucleocapsid and tegument proteins then enter the cytoplasm, leaving
the viral glycoproteins on the cell surface. Subsequently, the nucleocapsid
and some of the tegument proteins are transported to the cell nucleus.
The viral DNA is uncoated and enters the nucleus with some of the
tegument proteins, initiating viral gene transcription (see Fig. 14).

1. Receptor
    binding

2. Second binding
    event

CAR

3. Endocytosis

4. Acidification;
    breakdown of endosome

5. Entry

Integrins

Fig. 16 Adenovirus is shown for illustration. Following an initial receptor binding event,
involving interaction of the terminal bulb of the virus fibre protein with the
coxsackie-adenovirus receptor (CAR), a second receptor interaction occurs between the
AdV penton base protein and cell surface integrins. This results in the endocytosis of the
receptor and virus. As the endosome matures, and its environment acidifies, viral
components cause the endosome to break down, releasing the partially degraded viral
particle into the cell. The nucleocapsid is then transported to the nucleus, where uncoating
and nuclear entry of the viral genome are followed by viral gene expression.
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not yet been achieved with AAV vectors,
enhancement of entry into cells that ex-
press low levels of AAV receptor has been
achieved by modification of the capsid to
display a cell-specific receptor on the AAV
virion. The most effective retargeting of
viral vectors has involved the modification
of coat protein components of adenovirus.
Adenovirus infects cells by binding to the
coxsackie/adenovirus receptor (CAR) us-
ing the extended knob structure of the
hexon capsid protein at the particle sur-
face. The virus penton base binds to a
specific integrin, αVβ5, using a specific
motif arginine-glutamate-aspartate (RGD).
This dual receptor binding recognition is
typical of many viruses and ensures speci-
ficity. The adenovirus is endocytosed and
is released from endosome as it acidi-
fies. A number of strategies have been
used to retarget adenoviruses. These in-
clude extension of the hexon, using an
antibody ligand or a receptor ligand, or
engineering the knob function directly
by genetic engineering. In addition, the
RGD amino acid motif has been altered,
so that different integrins can be recog-
nized. This combination has specifically
altered receptor interactions that lead to
adenovirus infection, in a quantitatively
significant manner. Such retargeting holds
promise for safe, directed in vivo use, es-
pecially for targeting cancer cells involved
in metastasis.

3.7
Regulation of Gene Expression

If gene delivery cannot be restricted to the
cell of interest, targeting of gene expres-
sion can be attempted using promoters
with tissue specificity. It should be noted
that promoter function in the background
of a virus genome may be unpredictable. In
addition, some tissue-specific promoters
are complex, requiring large amounts

of sequence (including elements located
within introns) to be active, and most
vector systems cannot accommodate such
large sequences. Considerable effort has
gone into determining the critical motifs
for promoter specificity and a variety of
interesting sequences have been charac-
terized, including locus control regions,
matrix attachment functions, transcription
factor recognition sequences, and insula-
tor elements. Transcriptional control has
proven to be a complex problem to un-
ravel; native promoters in their minimum
state have not proven satisfactory. More-
over, as indicated earlier, the context of
the gene is important, such that some
promoters are quite active until the virus
genome becomes integrated or is sub-
ject to chromatin formation. Engineering
vectors that respond to chromatin remod-
eling for gene expression has not been
satisfactorily worked out, so that gene con-
trol in vectors often relies on empirical
rather than rational methods. There are
exceptions; ‘‘housekeeping’’ gene promot-
ers tend to be functional most often (if not
most vigorously), although targeted gene
expression involves another level of com-
plexity in design. For some vectors, the
virus contains naturally occurring strong
constitutive promoters, such as the retro-
virus LTRs, or tissue-specific promoters
such as the nerve-specific latency promoter
of HSV. While this is a promising area of
investigation for further gene vector devel-
opment, the use of enhancer elements out
of context can lead to an expression that is
not appropriately controlled.

A related issue concerns control of when
and how long the gene product should
be expressed. Some vector-expressed hor-
mones, for example, are highly active in
small doses – long-term expression could
be harmful or could lead to malignant
transformation. It would be highly useful
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if a gene switch were available for use
in vectors, in which a safe and bioavail-
able drug could be used to turn gene
expression on and off. Several systems
have been developed (Table 3). The com-
mon theme shared by these systems is
that a chimeric transcription factor both
(1) recognizes a specific target promoter
driving the therapeutic transgene, and
(2) is activated by a drug. These sys-
tems require the constitutive expression
of one or more transcriptional activator
gene products. There are several problems
associated with all of the available sys-
tems: the promoters are usually ‘‘leaky’’
(low-level transcription persists even in the
absence of the activating drug or presence
of the repressor); the constitutively ex-
pressed chimeric transcription factors are
frequently immunogenic; maintenance of
activator gene transcription is as diffi-
cult as effecting long-term expression of
any transgene; and the targeted promoter
may become unresponsive due to methy-
lation, chromatin structure, and so on.
Despite these difficulties, evidence for
gene switch function in animal models
appears promising; perhaps these systems
will be improved in various ways, including
humanization of the activator gene prod-
ucts to reduce immunogenicity. Another
strategy for achieving the same end result
might be engineered gene products that
are constitutively expressed, but function-
ally inert in the absence of an ‘‘activator’’
drug. Such a system might be simpler to
apply, but more difficult to design or apply
broadly and may only work in special cases.
This remains a fertile area of investigation
for the field.

3.8
Nonviral Vectors

A compelling argument for the gene
therapy field has been that if nonviral

vectors could be developed with similar
efficiency and maintenance of transgene
expression could be done as viral vec-
tors, several difficult problems in the
field would be addressed. These include
scalable and more controlled manufac-
turing processes, since DNA can be
readily produced in bioreactors to very
high concentrations. The products would
be more consistent and better charac-
terized, and delivery could be simple,
involving direct injection into tissue.
Theoretically, the immune response to
nonviral vectors should be attenuated
because there are no protein compo-
nents in the particles – if true, repeat
dosing might also be possible. These ar-
guments have been especially attractive
to the pharmaceutical industry and thus
a considerable amount of resources has
been invested in the field of nonviral
gene delivery.

Despite these efforts, several problems
have arisen that have been very diffi-
cult to address. The first is that DNA
alone has proven to be highly immuno-
genic, particularly when CpG repeat se-
quences are present, and when used
with various delivery agents such as
cationic liposomes. The second is that
targeting is generally not possible, even
when specific ligands are attached to
the DNA or the delivery vehicle, and
gene delivery by nonviral vectors is rela-
tively inefficient compared to viral vector-
mediated gene transfer. Third, transgene
expression is highly variable and gener-
ally very short lived. There have been
some exceptions to these general obser-
vations. DNA delivery to some tissues
such as skeletal muscle is reasonably
efficient, and nonviral vector-mediated
DNA delivery has proven to be useful
for immune priming as part of vaccine
strategies.
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4
Clinical Applications and Genes

4.1
Single Gene Disorders

Gene delivery to treat Mendelian single
gene disorders would allow the fundamen-
tal genetic abnormalities to be addressed,
rather than the current best practice of
intermittently delivering gene products or
devising some other compensatory strat-
egy for the genetic lesion. The list of
potential gene therapy targets in this
category is very large – theoretically, any
genetic disease could be treated this way.
There are, however, a few examples that
have been instructive in terms of under-
standing the factors likely to determine
a successful outcome, and some disease
targets are attractive, because the factors
governing successful development of ther-
apy are likely to be less stringent than in
other diseases. The following paragraphs
present a selection of applications, in-
cluding some where clinical efficacy has
already been demonstrated and others
where practical gene therapy seems a re-
mote prospect at present.

4.1.1 Hematological Disease
These disorders provide an attractive tar-
get for the gene therapist. The diseases are
often very severe or fatal and have limited
effective therapy at present. Many of the
diseases are well characterized at a molec-
ular level, so that the genes that should
be delivered are well known. Finally, many
of these conditions result from defects in
genes necessary for the function of cells
during or after differentiation from bone
marrow multipotent precursors. Conse-
quently, the transduction event may be
carried out ex vivo in autologous harvested
bone marrow stem cells, so that the vector

only enters the target cells, and a degree of
selection or expansion is possible before
the cells are returned to the host. A list of
possible disease targets in this category is
shown in Table 4.

Gene therapy for SCID has been ongo-
ing for more than a decade, beginning in
1990. While there are some 60 genetic de-
fects that lead to the SCID phenotype, the
availability of patients and a clear under-
standing of the disease process has focused
attention on two genes, ADA deficiency
and the gamma c chain of the cytokine
receptor (γ c). ADA deficiency leads to tox-
icity to developing immune cells (T and
B lymphocytes) and γ c deficiency results
in a defective growth factor receptor on T
and B cells that is needed for responsive-
ness to cytokine induction of proliferation
and maturation of immune lymphocytes.
Current management of ADA deficiency
is carried out by infusing the ADA pro-
tein into the blood, which is taken up by
immune cells primarily macrophage. This
results in partial restoration of the im-
mune system. The enzyme is PEGalated
to enhance stability in the serum and
to increase uptake. The first landmark
SCID-ADA clinical trial was carried out
by French Anderson and Michael Blease,
who were then members of the National
Institutes of Health (NIH). The patients
were given autologous bone marrow cells
derived from the circulation that had been
infected with a Moloney-based retroviral
vector carrying the ADA gene. Infusion of
these cells did prove to be safe, but pa-
tients continued to receive PEG-ADA for
safety reasons. Other trials have continued
along these lines until a recent study in
Italy carried out by Claudio Bordignon has
attempted this treatment in the absence
of PEG-ADA therapy. Patients appear to
be responding without toxicity and it is
likely that the potential success of this trial
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Tab. 4 Possible disease targets for gene transfer to hematopoietic stem cells.

Disease Gene

Red Cell Defects
β-Thalassaemia β-Globin
Sickle-cell disease β-like globin
G6PD deficiency G6PD
Porphyria Ferrochelatase, others
Cytoskeletal defects Spectrin

Leukocyte defects
Chronic granulomatous disease gp91phox, p47phox
Leukocyte adhesion defect CD18

Stem-cell defects
Fanconi anemia FANC A–E

Immune deficiency syndromes
Severe combined immunodeficiency (SCID) γ c, ADA, JAK3 kinase
Wiskott–Aldrich syndrome WASP
CD40 ligand deficiency CD154
Agammaglobulinemia BTK

Lysosomal storage disease
Gaucher disease Glucocerebrosidase
Hurler’s syndrome α-Iduronidase
Leukodystrophies X-adrenoleukodystrophy ALDP
Metachromatic leukodystrophy Arylsulphatase A

can be attributed to the removal of PEG-
ADA therapy. ADA expression should lead
to selection of the gene-repaired cells
in vivo, whereas continued use of PEG-
ADA prevents this selection. This brings
up an important point for gene therapy,
which is that the most efficient outcomes
may occur in circumstances where trans-
duction occurs in a tissue where there
is cellular turnover, and the transduced
cells acquire a selective growth advan-
tage. This seems to have contributed to
the unprecedented clinical success of the
SCIDX gene therapy trial described in the
section below.

A number of other targets for HSC
gene therapy are contemplated, including
hemoglobinopathies, leukodystrophies,
lysosomal storage diseases, porphyrias,
and leukocyte defects.

4.1.2 Restoration of Circulating Proteins
Some hereditary diseases are caused by
genetic defects that abolish the expression
of circulating proteins. Hemophilias are
the commonest of these disorders. Ab-
sence of circulating clotting factor VIII
(hemophilia A) or IX (hemophilia B) re-
sults in defective blood coagulation, with
a tendency to bleed spontaneously into
joints (hemarthrosis), following dental ex-
tractions or surgical procedures, or fol-
lowing even minor trauma causing life-
threatening hemorrhage. Both diseases are
transmitted as Mendelian X-linked traits
and are therefore usually manifested only
in boys. Current treatment involves infu-
sion of purified protein factors, providing
temporary resolution of the clotting de-
fect at large expense, inconvenience, and
at a finite risk of transmitting infection,
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where factors are obtained from pooled
blood donations.

These diseases are attractive targets for
gene therapists for several reasons. First,
they are relatively common and disabling.
Second, the blood levels of the clotting
factors necessary to restore physiologi-
cal clotting function are low; levels of
>1% normal are rarely associated with
spontaneous hemorrhage; levels above 5%
normal are associated with posttraumatic
bleeding only; and levels above 20% nor-
mal are associated with a normal pheno-
type. This means that complete restoration
of the blood levels produced physiologi-
cally (by the liver and endothelium) is not
necessary to have a clinical impact, and
also that the regulation of expression levels
might not be as critical as in some dis-
eases, where, for example, stoichiometry
with other components of a multiprotein
complex is important, or the levels of a po-
tently bioactive protein controlled closely to
prevent toxicity. Finally, the requirements
for restoration of function are that the pro-
tein should be present in the bloodstream,
and so the site or tissue of transduction
might not be critical, as long as the ‘‘de-
pot’’ tissue has access to the circulation.
This means that transduction of more ac-
cessible sites than the site of physiological
production (the liver) might be possible,
or that engineered cells created by ex vivo
transduction might be able to correct the
underlying defect.

Using animal models of hemophilia
(there are both mouse and dog mod-
els), transient restoration of hemostatic
levels of factors VIII and IX was demon-
strated using first- and second-generation
adenoviruses. However, the inflammatory
response that occurs in response to ade-
novirus was responsible for limiting the
time span of gene expression, an effect that
was partially mitigated using a gutless AdV

vector. Similar studies using lentiviruses
in mouse models have shown a sustained
increase in levels of factor IX, but not of
factor VIII owing to an immune response
to the human protein used in the mouse
model. More recently, adeno-associated
viral vectors have been shown to allow
sustained expression of clotting factors at
therapeutic levels, following transduction
of either liver or muscle in animal models.
In one clinical trial, hemophilia B patients
have been treated with hepatic arterial in-
fusions of an AAV2 vector carrying the
factor IX gene. At low dosage (2 × 1011

particles), no toxicity or elevation of factor
IX above background was detectable. One
patient received an intermediate dosage
(1 × 1012 particles). Circulating factor IX
levels of 10 to 12% were detectable within
2 to 3 weeks after transduction. Unfortu-
nately, the levels of factor IX then dropped
back to the baseline as the levels of circulat-
ing transaminases increased, indicative of
hepatocellular injury. A similar dose of vec-
tor produced a therapeutic level of factor IX
lasting 1 to 2 years in the canine model. It
is unclear at present whether the pattern
seen in the single reported patient will be
reiterated, or whether there will clinical
benefit, in other patients. Another study
using AAV2 injected into muscle reported
a transient increase in factor IX levels at
a lower vector dose, but no measurable
increase at a higher vector dose. Finally,
a phase I trial used endogenous fibrob-
lasts transduced with the factor VIII gene
ex vivo to investigate cell-based delivery
systems. Following expansion, 1–4 × 108

cells were reimplanted into the omentum
of six patients. Four of these had detectable
elevations in serum factor VIII levels, but
these were transient and all had returned to
baseline by one year. It seems that better
understanding of the processes regulat-
ing antibody responses to factors VIII and
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IX, the immune response to viral vector
components, and the regulatory events in-
volved in long-term gene expression and
implanted cell senescence, may be neces-
sary to take this work forward.

α1-antitrypsin (α1AT) deficiency is an-
other example of a genetic disease asso-
ciated with loss of a circulating protein.
This serine protease inhibitor is normally
produced in the liver and secreted into
the circulation. Patients with loss of the
circulating enzyme inhibitor develop ab-
normal lung proteolysis and a severe form
of emphysema. As one primary site of
pathology is the lung, it has been suggested
that therapy directed at local extracellular
expression in the lung might be easier
to accomplish than systemic delivery, and
equally therapeutically efficacious for the
lung disease. However, to prevent the liver
disease that accompanies α1AT deficiency
in the circulation, it will be necessary to
express normal α1AT in the liver. This is
because the liver pathology is caused by
misfolding of a mutant protein rather than
loss of its function, and so local synthesis of
wild-type protein will be necessary to sup-
press production of the mutant. Animal
studies have been carried out using adeno-
associated virus and adenovirus vectors
expressing α1AT. By hepatic or muscular
delivery of the vectors, it is possible to pro-
duce detectable levels of circulating protein
for sustained periods. One reported clini-
cal trial used a liposome complex to deliver
the AAT gene to the nasal epithelium of
subjects with α1AT deficiency. Other clin-
ical trials have yet to commence, including
one aiming to express circulating α1-AT in
skeletal muscle using an AAV vector.

4.1.3 Respiratory Disease
Cystic fibrosis (CF) is the commonest
autosomal recessive genetic disorder in
the western world, with an estimated gene

carrier frequency of 1 : 20, resulting in
1 : 1600 livebirths being affected by the
condition. CF is a multiorgan disease
affecting the respiratory system, pancreas,
digestive system, skin, and reproductive
organs. The product of the CF gene, the
CFTR is an integral membrane protein
involved in ionic flux in exocrine glands.
Its loss results in extremely thickened
secretions causing bacterial colonization,
repeated infection, and bronchiectasis in
the lungs, and exocrine dysfunction in the
pancreas. The latter is amenable to enzyme
replacement therapy; however, despite
optimal antibiotic therapy, CF patients
generally die in their teens or in their
20s from the respiratory complications of
the disease.

Gene therapy has focused on the intro-
duction of the normal CFTR gene into
bronchial airway epithelial cells to restore
normal CFTR function and thereby alle-
viate the respiratory problems that cause
fatality. In principle, the airway epithelium
should be easily accessible to viral and
nonviral vectors applied topically, through
aerosols or bronchoscopic instillation. As
the nasal epithelium is histologically sim-
ilar to that found in the bronchioles and
exhibits similar functional deficits in cys-
tic fibrosis, some studies have focused on
gene transfer to nasal epithelium to show
proof of principle. Early studies showed
proof of principle that a number of differ-
ent vector platforms could introduce the
CFTR gene into airway epithelium, result-
ing in expression of CFTR. Despite early
optimism, however, clinical gene trans-
fer to correct the abnormal pulmonary
phenotype of CF has proved very diffi-
cult and therapeutic results have yet to
be achieved. Latest clinical gene transfer
trials show that adenovirus and adeno-
associated virus vectors are extremely
inefficient in transducing the bronchial
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epithelium, and there are major problems
with repeat dosing each of these vectors
(as would be necessary because of short-
lived gene expression) owing to immunity.
Although nonviral techniques, including
liposomes and cationic lipid formulations,
can be repeatedly administered, they ap-
pear even less efficient than the viral
techniques, and are not entirely devoid of
toxicity – one study reporting fever, mus-
cle and joint pain in half of the subjects
after aerosol delivery. Recent advances
have included identification of factors such
as mucus and glycocalyx that contribute to
the poor efficiency of transduction in vivo.
Although measures designed to mitigate
these effects may enhance gene transfer,
unfortunately, the location of receptors
for adenovirus and AAV on the basal
(nonairway) surface of the bronchiolar ep-
ithelium may prove an insurmountable
obstacle to the use of these vectors for
topical gene transfer in CF, unless their
tropism can be redirected to apical re-
ceptors. Recently, other viral vectors have
been developed that may transduce airway
cells via the apical (airway) surface, includ-
ing lentivirus pseudotyped with envelope
glycoproteins from viruses that naturally
infect the airway epithelia via the apical
surface. Finally, inefficient transduction
of epithelia has been demonstrated us-
ing nonviral vectors and oligonucleotides
via the bronchial circulation, raising the
possibility that gene delivery to the basal
surface of the cells may be achievable. It
remains to be seen whether these modi-
fied vectors or other approaches can solve
the problems of efficiency, gene expres-
sion longevity, and toxicity inherent in
techniques used hitherto.

4.1.4 Neurological Disease
Gene transfer to the brain presents a
number of formidable challenges. Brain

tissue is inaccessible to vectors from the
circulation, enclosed in dense bone, ex-
tremely sensitive to functional disruption
by mechanical manipulation, nonregener-
ating and physiologically vital. This means
that ex vivo transduction cannot be carried
out, except in rare circumstances where
there is good reason to think that bone
marrow stem cell transduction will allow
correction of a neurological phenotype. For
example, in the severe childhood cerebral
inflammatory type of adrenoleukodystro-
phy, bone marrow transplantation early
in the course of the illness appears to
arrest the progressive cerebral disease,
and it is reasonable to suppose that ge-
netic modification of endogenous bone
marrow stem cells might also be effica-
cious. For most neurogenetic diseases,
however, in vivo gene transfer will be
necessary to correct the genetic abnormal-
ity present in the brain or spine. This
might be achieved through direct inoc-
ulation of vector into the area of the
brain in which the pathological process
is manifest. For example, replacement of
the Parkin gene in juvenile onset Parkin-
son’s disease might be targeted to the
substantia nigra as the bulk of the ini-
tial pathology appears here. Alternatively,
some viruses are transported into the CNS
from peripheral sites, or within the CNS
from one location to another, by axonal
transport. This may allow vector inocu-
lation at a remote and more accessible
site, for example, muscle inoculation in
gene therapy targeted at diseases of the
motor neuron.

The pathology in many types of hered-
itary neurological diseases is widely dis-
tributed, and there is no good method at
present for widespread in vivo gene de-
livery in the brain, as would be needed
to correct the phenotype of recessive dis-
eases like Friedreich’s ataxia, fragile X
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mental retardation, or Hallervorden-Spatz
disease. Consequently, clinical optimism
at present is limited to diseases in which
the pathology is localized, or rare condi-
tions in which the missing gene product
is normally located extracellularly or can
be taken up by cells adjacent and re-
mote to those transduced. Examples of
the latter groups of diseases include the
rare mucopolysaccharidoses with CNS in-
volvement, where successful phenotypic
outcomes have been seen following gene
transfer in animal models.

Two further barriers present obstacles
for gene therapy of single-gene diseases
of the CNS. First, most of the adult-
onset and many of the childhood-onset
conditions are inherited in an autoso-
mal dominant pattern and are caused by
pathological gain of function or dominant
negative effects. Examples of these dis-
eases include the spinocerebellar ataxias,
Huntington’s disease, inherited prion dis-
eases, and familial Alzheimer’s diseases,
the commonest forms of dystonia and
some developmental diseases. Gene ther-
apy in these cases would depend on gene
targeting, possibly with gene replacement,
rather than gene delivery on its own. There
has been progress in this field, including
development of RNA interference technol-
ogy, but there have been no clinical gene
therapy trials in these diseases. Second,
the majority of these disease run their
course over years and decades, and, as
the brain is not an accessible site for
repeated vector inoculation, long-term ex-
pression of transgenes would be highly
desirable before gene therapy for these
disease could be contemplated. It is likely
that, for these type of applications, success
will be achieved by exploiting the prop-
erties of viruses that persist long-term in
the nervous system as part of their natural
life cycle.

4.1.5 Muscle
Duchenne muscular dystrophy (DMD) is
a common (1 : 3500 male births) genetic
disease of muscle that results in progres-
sive muscle wasting and death by the age
of 15 to 20 from respiratory impairment
or cardiac disease. It is caused by the loss
of a muscle protein, dystrophin, which
forms part of a large complex of pro-
teins that localize to the sarcolemma of
muscle fibers and function to maintain
the integrity of the muscle cell mem-
brane during contraction. The dystrophin
gene is very large (the cDNA is >10 kb)
and therefore can only be accommodated
within gutless adenovirus or herpes sim-
plex virus vectors – both of which are
inefficient vehicles for transduction of
muscle. Much work has been carried out in
trying to develop truncated functional ver-
sions of the dystrophin gene that may be
accommodated in adeno-associated virus
vectors, which appear more promising
as vectors in muscle tissue. A group of
conditions, the sarcoglycanopathies, are
closely related to DMD. They are caused by
mutations in genes encoding other com-
ponents of the protein complex of which
dystrophin is part. These genes are smaller
and can be readily accommodated within
adeno-associated virus vectors. Success-
ful correction of either the dystrophin- or
sarcoglycan-deficient phenotypes presents
a number of significant challenges, how-
ever, even if a useful vector system can
be developed. First, the tissue compart-
ment requiring transduction by the vector
is vast and is distributed throughout the
body, necessitating many multiple points
of inoculation or systemic delivery. Sec-
ond, functional recovery of an individual
muscle is likely to depend on the transduc-
tion of a threshold proportion of muscle
fibers, by introduction of a transgene at a
number of sites along the syncitial muscle
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fiber, so inefficient or incomplete trans-
duction would likely be ineffective even if
distributed over the large tissue compart-
ment. Although a number of preclinical
and clinical studies have shown proof of
concept that dystrophin and other missing
proteins can be expressed transiently in
dystrophic muscle, no clinical studies have
yet demonstrated any phenotypic benefit.

4.2
Delivery of Proteins for a Pharmacological
Action

Gene therapy has much broader potential
application than the delivery of genes that
are missing in inherited Mendelian reces-
sive diseases. There are many examples of
potently active biological proteins whose
delivery to specific sites might be useful
to correct the abnormalities in certain dis-
eases. Delivery of these proteins might be
best accomplished by gene transfer, either
because of convenience or costs issues (it
is very expensive to manufacture purified
recombinant proteins, and difficult to con-
tinuously administer them to sites such as
the brain or joints), or because of biological
necessity (for example, proteins that act in-
tracellularly, or proteins intended to act at
the cell surface of targeted cells only, would
have to be expressed within the target
cell unless some form of highly efficient
protein transduction could be developed).
The following paragraphs describe some
potential applications of gene therapy to
allow protein pharmacology rather than
gene function replacement.

4.2.1 Transplantation
Rejection is a serious and common con-
sequence of organ transplantation, ne-
cessitating the use of potent and toxic
immunosuppressant drugs, often with

incomplete suppression of rejection. Re-
jection of transplanted tissue depends on
host CD4 and CD8 T-cells becoming acti-
vated in response to the transplantation of
foreign antigens. There has been much
work focusing on molecular definition
of the events that follow stimulation of
the T-cell receptor by antigen bound to
the surface of antigen presenting cells
(APC). It appears that interaction of T-
cell CD28 with antigens CD80 and CD86
present on the antigen presenting cells
favors immune activation, whereas sig-
naling through another T-cell receptor,
CTLA-4, results in downregulation of the
immune response. Systemic blockade of
the CD28 – CD80/86 interaction in ani-
mal models, using a chimeric antibody,
results in systemic immune suppression.
Recent work has examined the possibility
of expressing the blocking antibody locally
in the allograft by gene transfer; although
this improved graft survival, it also resulted
in systemic immune suppression. A sim-
ilar approach to blocking the interaction
between T-cell ligand CD154 with the APC
receptor CD40 resulted in suppression
of acute rejection, but not chronic rejec-
tion. Following costimulation, T helper
cells secrete cytokines, with particular pro-
files that correlate with either rejection
(Th1 response) or lack of rejection (Th2
response). Consequently, it has been sug-
gested that creating a Th2 response in
the transplanted tissue may prevent rejec-
tion. As most cytokines are associated with
severe adverse side effects on systemic ad-
ministration, the local production of Th2
cytokines, for example IL-10, in the graft
has been suggested, using gene transfer.
This approach enabled modest prolonga-
tion of graft survival in animal models.
Other parallel approaches have focused on
genetic modification of antigen presenting
cells, causing them to synthesize immune
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tolerance–inducing factors like TGF-β, or
factors that specifically cause elimination
of activated T cells, for example, Fas ligand.
Finally, another approach to the induction
of immune tolerance using gene trans-
fer relies on the observation that hosts
carrying allogeneic bone marrow trans-
plants exist in a state of mixed host-donor
hematopoietic cell chimerism, in which
specific tolerance to donor antigens de-
velops. On the basis of this observation,
gene transfer strategies have been devised
in which donor MHC molecules are ex-
pressed in host hematopoietic cells using
ex vivo gene transfer. In several animal
models, this seems to induce hypore-
sponsiveness to the transplanted antigens,
allowing prolonged graft survival without
compromising systemic immunity. None
of these approaches has yet proven suffi-
ciently successful in preclinical studies to
warrant testing in a clinical trial, although
the field is moving rapidly and the potential
applications for gene transfer expanding in
parallel with understanding the processes
involved in transplant rejection.

4.2.2 Ischemic Heart Disease
Ischemic heart disease is the leading
cause of death in the western world, and
is most commonly caused by atheroma-
tous occlusion of the coronary vessels.
The blood supply to the myocardium be-
comes compromised and there may be
a supply/demand mismatch resulting in
cardiac ischemia or infarction. Conven-
tional therapy includes addressing factors
that may contribute to the development
of atheroma, drugs that improve cardiac
perfusion or reduce cardiac oxygen and en-
ergy demand, or various re-vascularization
procedures. The success rate of these pro-
cedures is less than perfect, and restenosis
is common after revascularization proce-
dures like angioplasty or bypass grafting.

Consequently, there has been consider-
able interest in gene therapy approaches
that might help to encourage endogenous
neovascularization in areas of ischemic
myocardium through the local expression
of potent peptide factors that encourage
growth of new blood vessels (for exam-
ple vascular endothelial growth factors,
VEGF1 and VEGF2, and fibroblast growth
factors FGF1 and FGF4), or the intro-
duction of genes encoding transcription
factors that are instrumental in execut-
ing the coordinated neovascularization
response (for example hypoxia-inducible
factor-1α, HIF1α). Transfer of these genes
to ischemic myocardium or limb tissues
has been demonstrated in preclinical stud-
ies using adenovirus and adeno-associated
virus vectors in addition to nonviral vec-
tors. First- and second-generation AdV
gene transfer, as elsewhere in the body,
gives rise to nonsustained gene expres-
sion and a local inflammatory response.
In many of the preclinical studies, expres-
sion of the growth factor or transcription
factor resulted in significant angiogene-
sis. Clinical studies have demonstrated
the feasibility of intracardiac or intracoro-
nary administration of the gene transfer
reagents encoding angiogenic growth fac-
tors. Most of the studies have been small
and primarily aimed at assessing safety
rather than efficacy. Even so, markers
of cardiac ischemia that would not be
expected to be susceptible to placebo
artifact, such as SPECT scanning or an-
giography, were improved in two of the
trials examining VEGF2 expression in the
myocardium or endocardium. A single
double-blind placebo-controlled trial exam-
ined intracoronary gene transfer using an
adenovirus vector encoding FGF-4. This
trial did not demonstrate any statistically
significant benefit from the treatment.
Understanding the factors, for example,
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the longevity of gene expression, that un-
derlie successful revascularization is still
incomplete and it is expected that further
advances in gene delivery technology and
vascular biology will pave the way for suc-
cess in this field.

4.2.3 Neurological Disease
The common sporadic form of Parkinson’s
disease does not have a known or defined
genetic basis, yet many potential protein-
based interventions have been identified
through work in tissue culture and an-
imal models. These include intracellular
proteins (for example antiapoptotic fac-
tors to prevent cell loss or enzymes to
enable functional rescue of the abnor-
mal neurochemical phenotype following
cell loss) or extracellular proteins (for ex-
ample growth factors that might allow
restoration of the damaged basal ganglia
circuitry). One recent study described the
intraputaminal infusion of recombinant
glial cell-line derived neurotrophic factor
(GDNF) in PD patients, with beneficial ef-
fects on functional imaging surrogates of
cell integrity. The infusion of GDNF may
prove to be clinically efficacious and was
associated with few minor adverse effects.
The route of administration is, however,
cumbersome and expensive; therefore,
GDNF gene delivery has many possible
advantages over the local infusion of re-
combinant factor. These advantages might
include the capacity for prolonged local
synthesis and delivery of the factor in situ,
in addition to convenience and cost issues.
However, it will be essential to develop
vectors that allow regulated gene expres-
sion and sustained transgene expression
before GDNF gene delivery might be con-
templated.

Using a different approach for PD gene
therapy, a clinical trial is about to com-
mence using an AAV vector to transfer

a gene encoding the enzyme glutamic
acid decarboxylase (GAD) to the brain.
This strategy is based on a number of
observations concerning the functional ab-
normalities present in the basal ganglia of
patients with PD. Neurons of the subthala-
mic nucleus (STN) are generally overactive
in PD and secrete an excitatory neurotrans-
mitter, glutamate, which acts to increase
the firing rate of postsynaptic neurons in
the internal globus pallidus and substantia
nigra pars reticulata. It is known that electri-
cally evoked reduction in STN overactivity
in PD can be therapeutically efficacious.
GAD is involved in the synthesis of an in-
hibitory transmitter, γ -amino butyric acid
(GABA). STN neurons expressing GAD
produce mixed excitatory/inhibitory post-
synaptic responses. This may functionally
alleviate the effects of STN overactivity by
partially antagonizing the postsynaptic re-
sponses to STN overactivity. The clinical
trial has recently begun to recruit patients
and will address toxicity and dosing issues
rather than therapeutic effectiveness in the
first instance.

Other examples of gene transfer–
mediated protein pharmacology in neu-
rology might include the targeting of neu-
roimmunological regulatory molecules in
diseases with a prominent inflammatory
or immune component, such as mul-
tiple sclerosis (MS). For example, it is
known that the antiinflammatory cytokine
β-interferon is weakly efficacious when
administered systemically in relapsing-
remitting MS. Various animal models
of autoimmune myelin destruction have
shown that pathological effects can be
mitigated by expression of a range of
antiinflammatory cytokines in the cere-
brospinal fluid and extracellular fluid of
the CNS parenchyma, following transduc-
tion of the meninges as depot sites for
production. It is possible that this may be
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a viable way to deliver immunomodulatory
molecules to the CNS.

4.2.4 Cancer Gene Therapy
Despite recent advances in clinical oncol-
ogy and radiotherapy, many types of cancer
are still associated with a poor prognosis,
and many of the current best treatments
are highly toxic. Gene therapy thus pro-
vides an attractive experimental approach
to developing novel therapeutic reagents
to tackle malignancy. Of human clinical
gene therapy trials carried out so far, the
majority have been in patients with vari-
ous cancers, reflecting both the desperate
need for better treatments and the per-
ceived potential for this technology to yield
favorable results.

The aims of cancer gene therapy are
rather different to those of other gene
therapy applications, in that the gene
therapist seeks to selectively destroy target
cells. This has been accomplished in a
number of ways, including the following:

(a) Suicide gene therapy. The transgene
product is toxic to expressing cells.
An example is the HSV-thymidine
kinase-ganciclovir (TK-GCV) system in
which expression of viral TK allows
activation of a prodrug (GCV) that
interferes with DNA replication in
rapidly dividing cells.

(b) Radiosensitization. The transgene
product enhances the toxicity of
gamma irradiation in the tumor. TNF-
α is an example.

(c) Immunotherapy. The transgene prod-
uct stimulates an immune response
directed against tumor. Examples in-
clude CD80, TNFα, GM-CSF, IL-2,
interferon-γ , and IL-12.

(d) Restoration of cellular functions altered
during oncogenesis. Many tumors ac-
quire means of avoiding apoptosis in

response to the mutations in cellular
DNA that often occur during oncogen-
esis. A common example is the loss of
p53 signaling that occurs in many types
of solid tumors. Replacement of p53
function in this instance can cause the
malignant cells to undergo apoptosis.
Other examples might include deliv-
ery of other tumor suppressor genes
that are mutated in the tumor, or
targeting oncogene products or their
related cellular pathways to suppress
tumor growth.

(e) Disruption of tumor blood supply.
Most tumors excite an angiogenic re-
sponse that allows continuing, and
adequate, metabolic support for the ex-
panding the tumor mass. Gene therapy
can be designed to interfere with this
process, causing the tumor to outgrow
its blood supply and undergo necrosis.

The mode of action of these reagents is
to effect selective destruction of malignant
cells. It follows that some means of tar-
geting is essential to prevent destruction
of normal tissue. This might be accom-
plished in several ways. Firstly, strategies
might be designed that rely on limiting
the expression of a universally toxic gene
product to cancer cells. For example, tar-
geted viral delivery, by engineering the
tropism of the vector, or targeted trans-
gene transcription in malignant cells, by
using specific regulatory elements in the
transgene expression cassette, might ac-
complish the limited spatial expression of
a toxic suicide gene product. Secondly,
strategies might be deigned that rely on
the differential toxicity of a gene product
expressed in both normal and malignant
cells. Gene products that are directly and
selectively toxic to cancer cells could be
expressed by both normal and malignant
cells, with a preferential effect on the lat-
ter. An example might include the HSV-TK
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system, where the rapid cell division char-
acteristic of malignant cells renders them
especially sensitive to disruption in cellular
DNA synthesis. Alternatively, gene prod-
ucts could be expressed within a tissue,
in order to induce an immune response,
which is preferentially directed against the
tumor, by virtue of its abnormal anti-
genic signature. The first of these general
approaches is still in early stages of de-
velopment, as the problems inherent in
effecting targeted vector transduction and
cell-specific vector-mediated transcription
have yet to be fully overcome. In addition,
these targeting strategies will depend upon
better definition of tumor-specific features,
such as tumor-restricted cell surface re-
ceptors and cis-acting regulatory elements
that are preferentially active in cancer cells.
This type of strategy is extremely attractive,
however, because there is a theoretical
possibility that avid and highly specific
targeting would allow systemic administra-
tion of the vector, with resulting selective
destruction of metastatic tumor deposits.
This is rarely achievable in current prac-
tice, with few notable examples, such as the
ablation of metastatic well-differentiated
thyroid tumors through targeting a de-
fined cellular phenotype, the uptake of
iodine, allowing selective sequestration of
radioactive iodine. It is hoped that similar
molecular targeting through gene therapy
will allow parallel approaches to be taken in
targeting defined cellular processes unique
to tumor tissue.

Various gene transfer vectors have been
used in preclinical and clinical trials of
cancer gene therapy, including replication-
deficient lentiviruses, adenoviruses and
herpes simplex viruses, and conditionally
replicating HSV and adenoviruses. It is
not yet known which vector is optimal,
and it is likely that different vectors
will show utility for specific applications.

For example, the high-level transient
expression and immunogenicity of AdV
may have application for suicide gene
therapy and immunotherapy applications
in rapidly dividing tumors, whereas the
long-term gene expression and capacity
for multiple transgenes seen with HSV
vectors may make them good candidates
for use in slower growing tumors where
multiple simultaneous pathways must be
targeted to achieve tumor eradication, for
example, glioblastoma.

5
Adverse Events

Considering the number of patients
treated with gene therapy in clinical trials,
there have been relatively few serious ad-
verse events that have threatened the lives
of participants. Nevertheless, those that
have occurred have been rather dramatic.

5.1
Multiple Organ Failure Secondary to
Cytokine Storm

In the late 1990s, a dose-escalation phase
I trial was carried out by the Human
Gene Therapy Institute at the University
of Pennsylvania. This trial involved the
use of replication-defective adenovirus,
carrying the gene encoding ornithine
transcarbamylase (OTC), to treat inherited
OTC deficiency. OTC normally functions
as part of the urea cycle, to detoxify
nitrogen produced during hepatic amino
acid metabolism. The disease phenotype
varies in severity; the most significant
disease is associated with a completely
defective gene. Failure to detoxify hepatic
nitrogen leads to hyperammonemia and
metabolic coma, which may be fatal if
left untreated. It was hoped that successful
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safety testing of the AdV-OTC vector would
eventually lead to the treatment of children
suffering from this fatal disease, following
successful gene transfer in preclinical
studies. However, following review of the
protocol, the study was redesigned to
enroll adult patients with mild disease.
One such patient, Jesse Gelsinger, received
the highest dose of vector (3.8 × 1023

infectious particles) at the top end of the
dose-escalation schedule. Within hours,
he developed a fever, accompanied by
biochemical evidence of hepatic damage.
Inflammatory cytokines appeared in the
blood, followed by signs of disseminated
intravascular coagulation, and respiratory
and multiorgan failure. He died within
four days of receiving the vector. A second
patient had received a similar dose of
vector, but did not experience severe
side effects.

It was concluded from this study that
adenovirus introduced through the hepatic
portal vein was not confined to the liver,
and that the virus had a greater propensity
to infect Kupffer cells than hepatocytes in
humans. Kupffer cells are reticuloendothe-
lial cells, which were probably responsible
for the release of high levels of circulating
cytokines following transduction with re-
combinant adenovirus. This result differed
enormously from the experience in mouse
models of OTC deficiency, in which the
AdV vector largely infected hepatocytes by
the same route of administration. Studies
in primates showed toxicity similar to that
observed in the patient who died.

This outcome demonstrated that the ini-
tial immune response to very high doses of
vector can be potentially life threatening.
Indeed, high doses of any virus will proba-
bly result in toxicity, due to the significant
load of virus proteins, rather than the trans-
gene. A fire storm of criticism directed at

the field of gene therapy followed this un-
fortunate adverse event. The development
of stricter control over gene therapy clini-
cal research was an inevitable result. This
outcome at Penn essentially eliminated
the use of adenovirus-based vector for liver
gene transfer and reduced the interest in
using adenovirus in vivo for applications
other than cancer gene therapy or vaccines,
where the immunogenicity of the vector
would be advantageous. This has, in turn,
focused attention on other vector systems
and accelerated progress in other areas.

5.2
Leukemia Secondary to Insertional
Mutagenesis

The one true cure of an inherited disease by
gene therapy was achieved in the treatment
of severe combined immunodeficiency
(SCID). There are 60 genetic defects that
can lead to the SCID phenotype. Deficiency
of the common γ c chain of the cytokine re-
ceptor results in failure of maturing B and
T cells to respond to cytokine induction for
both proliferation and maturation. The γ c
gene is located on the X chromosome, and
correspondingly, the disease is inherited as
a Mendelian X-linked recessive trait. Death
at an early age, secondary to recurrent in-
fections is the usual outcome, unless the
children can be treated by donor-matched
bone marrow transplantation, which has
approximately an 80% success rate. Chil-
dren without matched donors are treated
by transplant with a relatively low success
rate and at considerable risk.

Replacement of the missing γ c chain
gene by ex vivo gene transfer to autol-
ogous CD34+ hematopoietic stem cells
was carried out in patients after success-
ful outcomes in preclinical studies, using a
retroviral vector encoding the γ c cDNA un-
der transcriptional control of the retroviral
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LTR promoter. The transduced cells were
reintroduced into the patients, and ini-
tial results showed repopulation of bone
marrow with differentiating cell lineages
and appearance of the missing differ-
entiated cell types in peripheral blood.
Correspondingly, there was recovery of
immune functions, with many of the 10
treated patients no longer experiencing
recurrent infections and dependence on
antibiotic therapy (see above).

Unfortunately, after an interval of three
years, it became apparent that two of the
patients had developed clonal expansion
of a T-lymphocyte subpopulation, with pe-
ripheral lymphocytosis, bone marrow infil-
tration and splenomegaly – clinical signs
of leukemia. In each case, the clone, which
in retrospect was detectable in samples
from the patients at earlier time points
in the follow-up process, contained a sin-
gle copy of the retrovirus integrated into
the host cell chromosome 11, within or
near the LMO2 gene. The leukemia cells
contained additional dyskaryotic abnor-
malities, including a t(6 : 13) translocation
in one patient and clonal populations with
various abnormalities including trisomy
11 in the other. Both patients are under-
going chemotherapy at the time of writing
this review.

It is acknowledged that there was no
reason to suspect that this outcome would
occur – a decade of clinical trials using
retroviruses to transduce hematopoietic
stem cells preceded the SCIDX trial, with-
out a single case of leukemia occurring.
In all reports of mice receiving retrovirally
transduced HSCs, there is one description
of a single animal that developed myeloid
leukemia secondary to integration of the
vector within a protooncogene that was
previously implicated in leukemogenesis.
LMO2 is a leukemogenic oncoprotein, as

determined by murine transgenic overex-
pression experiments, which is activated
in human childhood acute leukemia. It is
transcriptionally active in progenitor cells,
which may explain the propensity of the
vector to integrate within this gene. It is
unclear how integration into this gene con-
tributed to the formation of leukemia in
the SCIDX trial patients. The prolonged
latency between retroviral integration and
malignant clonal emergence argues that
additional factors must have been involved,
other than insertional mutagenesis follow-
ing the transduction event. For example,
unregulated expression of the γ c chain
from the viral LTR promoter may have
contributed to malignant transformation;
there are reported precedents of leukemias
that are dependent on γ c cytokine signal-
ing. Furthermore, the disease may have
provided unique circumstances resulting
in oncogenic interaction between multiple
factors. The combination of LMO2 upreg-
ulation, unregulated γ c expression, and
the disease-related immune deficiency pre-
venting detection and eradication of ma-
lignant clones may have allowed subclones
with additional oncogenic mutations to
emerge. These possibilities are currently
being investigated further.

The implications for the development
of gene therapy mediated by integrating
vectors are significant. First, there will be
more interest in the integration of vec-
tors into protooncogenes, and preclinical
trials and toxicity studies will have to ad-
dress site of integration issues. Second,
vector design may be modified to incor-
porate tissue-specific regulatory elements,
self-inactivating viral LTR sequences and
insulators to prevent the inadvertent ac-
tivation of neighboring genes following
integration. Third, it may be desirable to
incorporate a suicide gene into the vec-
tors so that transduced clones that become
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malignant can be eradicated pharmacolog-
ically. Finally, research in understanding
the processes that determine the site of
vector integration may be expanded, with
the aim of learning how to manipulate the
mechanisms involved and direct insertion
into an inert part of the genome.

While there is still great skepticism re-
garding the future of gene therapy, the
majority of workers remain optimistic that
many of the problems encountered are not
substantially more difficult than those seen
in other fields where new technology is
under development, including transplan-
tation and cancer chemotherapy.

6
From Bench to Clinic – HSV-mediated
Gene Therapy of Pain as an Example

One example of therapeutic gene transfer
is the use of HSV vectors in the treatment
of chronic pain. Chronic pain is defined
as pain that persists beyond the course
of the acute insult, or pain that accompa-
nies a chronic primary process that cannot
be cured. Although the majority of chronic
pain can be effectively treated with existing
remedies, a significant minority of patients
cannot, resulting in substantial morbid-
ity and cost. The neuroanatomic pathways
involved in pain are identical to those in-
volved in the perception of acute painful
stimuli, but alterations in gene expression
in neuronal and nonneuronal elements at
many levels of the neuraxis produce an
altered substrate that result in symptoms
that are refractory to medical management.
The traditional pharmacologic approach to
chronic pain is epitomized by the search
for small molecule agonists that would be
selective for elements in the pain pathway,
but most of those components are not
unique to nociceptive neurotransmission.

Opioid receptors, for example, are present
at all levels of the neuraxis, including the
central and peripheral terminals of pri-
mary nociceptors, second-order neurons
in dorsal horn of spinal cord, and nuclei in
the brain and brain stem and are also found
in nonneural tissues including bladder,
gut, and inflammatory cells. Even though
opiate drugs are highly effective, their con-
tinuous use for treatment of chronic pain is
limited by side effects that occur because
activation of receptors in nonnociceptive
pathways results in sedation, constipation,
urinary retention, and respiratory suppres-
sion. Continued use results in tolerance so
that increasing doses of the drug are re-
quired to achieve maintain the therapeutic
effect and abuse is a potential problem.
The gene therapy approach to the treat-
ment of chronic pain exploits gene transfer
to achieve local release of neuroactive pep-
tides to reduce pain. HSV-based vectors are
uniquely suited to this purpose because
subcutaneous inoculation of the vector
can be used to transduce dorsal root gan-
glia (DRG) in an anatomically predictable
manner to effect the release of analgesic
peptides from axonal terminals of the DRG
neurons in the dorsal horn of spinal cord.

Animal models have been developed
that recapitulate the essential features
of inflammatory pain, neuropathic pain,
and pain caused by metastatic cancer,
which can be used to predict the re-
sponse of human patients to analgesic
drugs. We tested HSV vectors in each of
these models. We constructed an HSV
vector containing the coding sequence for
human proenkephalin under the control
of a human cytomegalovirus immediate-
early promoter (HCMV IEp) in a vector
background deleted for a single essential
immediate-early HSV gene (ICP4), termed
vector SHPE. We demonstrated in vitro
that neurons transduced with the vector
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produce human proenkephalin, and re-
lease enkephalin into the medium, and
demonstrated in vivo that subcutaneous
inoculation of the vector resulted in trans-
duction of DRG neurons and production
of proenkephalin in vivo. In the formalin
test, a model of inflammatory pain created
by injection of a dilute solution of for-
malin, inoculation with SHPE produced
a substantial and statistically significant
reduction pain that was reversed by in-
trathecal naltrexone, a relatively selective
delta opiate receptor antagonist. The ef-
fect of vector inoculation was maximal in
animals tested one week after vector ad-
ministration, waned over the subsequent
three weeks, but could be reestablished by
reinoculation of the vector.

Pain resulting from nerve damage (neu-
ropathic pain) can be modeled by selective
ligation of a single spinal nerve. Subcuta-
neous inoculation of SHPE into the plantar
surface of the foot one week after selec-
tive L5 spinal nerve ligation provided an
antiallodynic effect that began one week
after inoculation and persisted for five
weeks. Like the analgesic effect of SHPE
in the formalin model of inflammatory
pain, the antiallodynic effect of SHPE
inoculation in neuropathic pain was re-
versed by intraperitoneal naloxone, and
reinoculation of the vector after the initial
effect had waned promptly reestablished
the allodynic effect. The antiallodynic ef-
fect of SHPE-mediated enkephalin expres-
sion was continuous throughout the day,
was additive with morphine, shifting the
ED50 for morphine from 1.8 mg kg−1 to
0.15 mg kg−1, and the effect of SHPE-
mediated enkephalin expression persisted
in the face of tolerance to morphine. An-
imals treated with the maximum dose of
morphine (10 mg kg−1 twice a day) de-
veloped tolerance by one week, so that

morphine no longer provided any antiallo-
dynic effect. In contrast, animals that had
been inoculated with SHPE continued to
demonstrate an antiallodynic effect even
after three weeks of morphine treatment.

An important consideration in moving
from preclinical animal studies to human
trials is the selection of an appropriate
condition so that the potential risks of
the novel therapy are justified, and even
though chronic pain is a cause of signif-
icant suffering, the condition itself is not
life threatening. Therefore, we examined
the analgesic effect of the subcutaneous
inoculation of SHPE in a murine model
of pain resulting from cancer metastatic to
bone. Tumor-bearing mice develop a spon-
taneous pain behavior that can be rated.
Animals inoculated with a control vector
manifested spontaneous pain-related be-
havior that increased over the subsequent
two weeks, while mice inoculated with
SHPE one week after establishment of
the tumor showed a substantial and statis-
tically significant reduction in pain-related
behavior, and an effect that was synergistic
with morphine and could be reversed by
intrathecal naltrexone.

On the basis of the preclinical data
in the several different rodent models
of pain, we are moving forward with
plans for a human trial. The plans for
this phase I/II safety/dose-escalation trial
of the proenkephalin-expressing vector
was reviewed by the recombinant DNA
Advisory Committee (RAC) of the NIH
in June 2002, and the request for an
investigational new drug (IND) waiver
to the Food and Drug Administration
has been submitted. The HSV vector for
the human trial will be deleted for two
IE HSV genes (ICP4 and ICP27) and
contains deletions in the promoters for
two other IE genes (ICP22 and ICP47).
The proenkephalin transgene has been
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placed in both copies of ICP4, so that in
the unlikely event of recombination with a
latent wild-type virus, the recombinants
would be replication defective. In the
trial, we will enroll patients with cancer
metastatic to a vertebral body, resulting
in pain refractory to maximal medical
management. The primary outcome of
this phase I/II trial will involve standard
measures of safety assessed by common
criteria. Secondary measures will include
an evaluation of the focal pain using
an analog pain ‘‘thermometer’’, global
measures of total pain using a similar
tool, as well as assessment of pain-related
phenomena such as sleep and depression
and the concurrent use of analgesic
medication, including opiate drugs.

In animal models, HSV-mediated gene
transfer to DRG neurons achieved by
subcutaneous inoculation is effective in
expressing peptides to be released locally
from sensory neurons to achieve focal
therapeutic effects. The proposed human
trial will allow us to determine whether
the same approach may be used in the
treatment of patients, and will be the
first step in the use of this therapy for
pain and polyneuropathy. Proenkephalin
is not the only transgene that may be
used in gene therapy for chronic pain.
In other studies, we have found that
HSV-mediated expression of glutamic acid
decarboxylase, antiinflammatory peptides
(interleukin 4 or the tumor necrosis
factor alpha soluble receptor), or the
glial cell derived neurotrophic factor,
all have analgesic effects in different
models of chronic pain. HSV-based vectors
may ultimately serve as the platform
to deliver a number of different genes
whose products have analgesic properties
in the treatment of specific types of
chronic pain.

7
Future Prospects – What will Gene
Therapy Likely be About in 10 Years?

Gene transfer as a method to alter the biol-
ogy of cells has almost unlimited potential
providing safe and effective methods for
gene delivery and expression can be de-
veloped. It appears likely that this can
be achieved and indeed certain human
viruses have largely accomplished this
task. Vectors that integrate have great po-
tential for gene delivery to dividing cells
where long-term expression is required.
The retroviruses are currently the vector
of choice and lentiviruses in particular
may become the dominant vector type
since cell division is not required for vec-
tor entry into the nucleus and integration
can be mediated by the vector integrase.
However, integration is essentially ran-
dom with a propensity for integrating at
sites of open chromatin and active genes.
The problems associated with gene in-
activation by insertional mutagenesis or
the activation of potential oncogenes is
not just theoretical, posing safety con-
cerns with the use of these vectors. Future
work on the development of these viruses
will endeavor to target integration, re-
move promiscuous enhancers in the vector
LTRs, and attempt to take advantage of
tissue-specific enhancers that may limit
expression to certain stages of develop-
ment or cell type. Also, the possibility
exists that certain phage integrases may be
useful if expressed from the vector along
with movable elements that might achieve
targeting to specific loci or chromoso-
mal sites. Another important development
may result from a better understand-
ing of mechanisms of vector uncoating
and gene expression. For example, AAV
transduces many cell types with poor ef-
ficiency, requiring large multiplicities to
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achieve transgene expression. Uncoating
may be enhanced through use of differ-
ent serotypes or through manipulation of
the capsid. AAV may also be delivered
in recombinant form within the genome
of larger vectors such as HSV, where
transient expression of rep, for example,
may induce excision and subsequent in-
tegration of the AAV genome into a safe
site within chromosome 19. HSV has a
very large packaging potential, which can
be fully realized if there were a packag-
ing cell line available. The engineering
of such cell lines is possible and may
be achieved in the coming years. Other
possibilities for improvement involve the
establishment of precise methods of vector
targeting and transgene expression. There
are likely to be numerous viral or cellu-
lar genomic sequences that act in cis to
influence transgene expression and these
must be discovered, characterized, and ap-
plied in the context of the virus genome.
The rules that govern gene expression in
the virus genome are still unclear. En-
gineering the virus coat or envelope will
continue until suitable methods are devel-
oped. Secondary targeting at the nuclear
membrane may also be possible. The fu-
ture will also include multigene therapies
requiring the interaction of multiple gene
functions to achieve a therapeutic outcome
including genes, which trigger the differ-
entiation and survival of stem cells that can
rebuild damaged tissues. In general, gene
transfer may become a very important tool
for directed tissue development.

Diseases that are the most likely targets
for gene therapy within the next 5 to
8 years will include the modification of
responses in the host that either lead to
improved immunity to infectious diseases
or cancer, alter the host response to painful
stimuli, reduce autoimmune reactions,
and improve transplant tissue survival or

improve the outcome for damaged tissue
such as ischemia in the heart. Also, in
the short term, it is likely that certain
metabolic diseases such as hemophilia or
inborn errors of metabolism that result
in immunodeficiency or toxic metabolic
states will show signs of success. Longer
term, the use of gene transfer for tissue
engineering, and stem cell applications for
tissue repair will began to unfold. While
these comments are only speculative, there
is reason to believe that many of these
applications are nearing the era of real
benefit to patients and even if only a few of
these applications are successful in the
near term, gene therapy as a practical
modality of medical therapy will have
reached its early stages of promise.

See also Cytomegalovirus and Vari-
cella–zoster Virus Vaccines; Lipo-
some Gene Transfection; Medici-
nal Chemistry; Nucleic Acid Pack-
aging of DNA Viruses; Nucleic
Acid Packaging of RNA Viruses;
Plasmids; Regulation of Stem Cell;
Retrovirus Integration, Biological
and Biochemical Machineries for;
Somatic Gene Therapy.

Bibliography

Books and reviews

Bagley, J., Iacomini, J. (2003) Gene therapy
progress and prospects: gene therapy in organ
transplantation, Gene Ther. 10, 605–611.

Burton, E.A., Glorioso, J.C., Fink, D.J. (2003)
Gene therapy progress and prospects:
Parkinson’s disease, Gene Ther. 10,
1721–1727.



274 Vectors and Gene Therapy

Burton, E.A., Fink, D.J., Glorioso, J.C. (2002)
Gene delivery using herpes simplex virus
vectors, DNA Cell Biol. 21, 915–936.

Burton, E.A., Wechuck, J.B., Wendell, S.K.,
Goins, W.F., Fink, D.J., Glorioso, J.C. (2001)
Multiple applications for replication-defective
Herpes Simplex virus vectors, Stem Cells 19,
358–377.

Cheng, S.H., Smith, A.E. (2003) Gene therapy
progress and prospects: gene therapy of
lysosomal storage disorders, Gene Ther. 10,
1275–1281.

Fields, B.N., Knipe, D.M., Howley, P.M. (1996)
Fields Virology, 3rd Edition Lippincott- Raven,
Philadelphia, PA.

Griesenbach, U., Ferrari, S., Geddes, D.M.,
Alton, E.W. (2002) Gene therapy progress
and prospects: cystic fibrosis, Gene Ther. 9,
1344–1350.

Khan, T.A., Sellke, F.W., Laham, R.J. (2003)
Gene therapy progress and prospects:
therapeutic angiogenesis for limb and
myocardial ischemia, Gene Ther. 10,
285–291.

Luciw, P.A. (1996) Chapter 60: Human Im-
munodeficiency Viruses and Their Repli-
cation, in: Field’s, B.N., Knipe, D.M., How-
ley, P.M. (Eds.) Fields Virology, Lippincott-
Raven, Philadelphia, PA pp. 1881–1952.

Niidome, T., Huang, L. (2002) Gene therapy
progress and prospects: nonviral vectors, Gene
Ther. 9, 1647–1652.

Roizman, B., Sears, A.E. (1996) Chapter 72:
Herpes Simplex Viruses and Their
Replication, in: Fields, B.N., Knipe, D.M.,
Howley, P.M. (Eds.) Fields Virology, Lippincott-
Raven, Philadelphia, PA pp. 2231–2295.

St George, J.A. (2003) Gene therapy progress
and prospects: adenoviral vectors, Gene Ther.
10, 1135–1141.

Stecenko, A.A., Brigham, K.L. (2003) Gene
therapy progress and prospects: alpha-1
antitrypsin, Gene Ther. 10, 95–99.

Walsh, C.E. (2003) Gene therapy progress and
prospects: gene therapy for the hemophilias,
Gene Ther. 10, 999–1003.

Primary Literature

Aitken, M.L., Moss, R.B., Waltz, D.A., Dovey,
M.E., Tonelli, M.R., McNamara, S.C., Gibson,
R.L., Ramsey, B.W., Carter, B.J., Reynolds,
T.C. (2001) A phase I study of aerosolized
administration of tgAAVCF to cystic fibrosis

subjects with mild lung disease, Hum. Gene
Ther. 12, 1907–1916.

Aiuti, A., Vai, S., Mortellaro, A., Casorati, G.,
Ficara, F., Andolfi, G., Ferrari, G., Tabuc-
chi, A., Carlucci, F., Ochs, H.D., Notarangelo,
L.D., Roncarolo, M.G., Bordignon, C. (2002)
Immune reconstitution in ADA-SCID after
PBL gene therapy and discontinuation of en-
zyme replacement, Nat. Med. 8, 423–425.

Aiuti, A., Slavin, S., Aker, M., Ficara, F., De-
ola, S., Mortellaro, A., Morecki, S., Andolfi, G.,
Tabucchi, A., Carlucci, F., Marinello, E., Catta-
neo, F., Vai, S., Servida, P., Miniero, R., Ron-
carolo, M.G., Bordignon, C. (2002) Correction
of ADA-SCID by stem cell gene therapy com-
bined with nonmyeloablative conditioning,
Science 296, 2410–2413.

Akkina, R.K., Walton, R.M., Chen, M.L., Li, Q.X.,
Planelles, V., Chen, I.S. (1996) High-efficiency
gene transfer into CD34+ cells with a hu-
man immunodeficiency virus type 1-based
retroviral vector pseudotyped with vesicular
stomatitis virus envelope glycoprotein G, J.
Virol. 70, 2581–2585.

Amalfitano, A., Hauser, M.A., Hu, H., Serra, D.,
Begy, C.R., Chamberlain, J.S. (1998) Produc-
tion and characterization of improved aden-
ovirus vectors with the E1, E2b, and E3 genes
deleted, J. Virol. 72, 926–933.

Anderson, D.B., Laquerre, S., Goins, W.F., Co-
hen, J.B., Glorioso, J.C. (2000) Pseudotyp-
ing of glycoprotein D-deficient herpes sim-
plex virus type 1 with vesicular stomati-
tis virus glycoprotein G enables mutant
virus attachment and entry., J. Virol. 74,
2481–2487.

Armentano, D., Thompson, A.R., Darling-
ton, G., Woo, S.L. (1990) Expression of human
factor IX in rabbit hepatocytes by retrovirus-
mediated gene transfer: potential for gene
therapy of hemophilia B, Proc. Natl. Acad. Sci.
U. S. A. 87, 6141–6145.

Babiss, L.E., Young, C.S., Fisher, P.B., Gins-
berg, H.S. (1983) Expression of adenovirus E1a
and E1b gene products and the Escherichia
coli XGPRT gene in KB cells, J. Virol. 46,
454–465.

Bagley, J., Iacomini, J. (2003) Gene therapy
progress and prospects: gene therapy in organ
transplantation, Gene Ther. 10, 605–611.

Bai, Q., Burton, E.A., Goins, W.F., Glorioso, J.C.
(2002) Modifying the tropism of HSV
vectors for gene therapy applications, in:
Vector Targeting for Therapeutic Gene Delivery,



Vectors and Gene Therapy 275

Douglas, J., Curiel, D. (Eds.) John Wiley &
Sons, New York.

Barr, D., Tubb, J., Ferguson, D., Scaria, A.,
Lieber, A., Wilson, C., Perkins, J., Kay, M.A.
(1995) Strain related variations in adenovi-
rally mediated transgene expression from
mouse hepatocytes in vivo: comparisons
between immunocompetent and immun-
odeficient inbred strains, Gene Ther. 2,
151–155.

Batshaw, M.L., Roan, Y., Jung, A.L., Rosen-
berg, L.A., Brusilow, S.W. (1980) Cerebral dys-
function in asymptomatic carriers of ornithine
transcarbamylase deficiency, N. Engl. J. Med.
302, 482–485.

Bellon, G., Michel-Calemard, L., Thouvenot, D.,
Jagneaux, V., Poitevin, F., Malcus, C., Ac-
cart, N., Layani, M.P., Aymard, M., Ber-
non, H., Bienvenu, J., Courtney, M., Dor-
ing, G., Gilly, B., Gilly, R., Lamy, D., Lev-
rey, H., Morel, Y., Paulin, C., Perraud, F.,
Rodillon, L., Sene, C., So, S., Touraine-
Moulin, F., Pavirani, A., et al. (1997) Aerosol
administration of a recombinant adenovirus
expressing CFTR to cystic fibrosis patients:
a phase I clinical trial, Hum. Gene Ther. 8,
15–25.

Ben-Gary, H., McKinney, R.L., Rosengart, T.,
Lesser, M.L., Crystal, R.G. (2002) Systemic
interleukin-6 responses following administra-
tion of adenovirus gene transfer vectors to
humans by different routes, Mol. Ther. 6,
287–297.

Bensadoun, J.C., Pereira de Almeida, L.,
Fine, E.G., Tseng, J.L., Deglon, N., Aebis-
cher, P. (2003) Comparative study of GDNF
delivery systems for the CNS: polymer rods,
encapsulated cells, and lentiviral vectors, J.
Controlled Release 87, 107–115.

Blaese, R.M., Culver, K.W., Miller, A.D., Carter,
C.S., Fleisher, T., Clerici, M., Shearer, G.,
Chang, L., Chiang, Y., Tolstoshev, P., et al.
(1995) T lymphocyte-directed gene therapy for
ADA-SCID: initial trial results after 4 years,
Science 270, 475–480.

Bloom, D.C., Lokensgard, J.R., Maidment, N.T.,
Feldman, L.T., Stevens, J.G. (1994) Long-
term expression of genes in vivo using
non-replicating HSV vectors, Gene Ther. 1,
S36–S38.

Brigham, K.L., Lane, K.B., Meyrick, B., Stecenko,
A.A., Strack, S., Cannon, D.R., Caudill, M.,
Canonico, A.E. (2000) Transfection of nasal
mucosa with a normal alpha1-antitrypsin

gene in alpha1-antitrypsin-deficient subjects:
comparison with protein therapy, Hum. Gene
Ther. 11, 1023–1032.

Buning, H., Ried, M.U., Perabo, L., Gerner,
F.M., Huttner, N.A., Enssle, J., Hallek, M.
(2003) Receptor targeting of adeno-associated
virus vectors, Gene Ther. 10, 1142–1151.

Burton, E.A., Glorioso, J.C., Fink, D.J. (2003)
Gene therapy progress and prospects:
Parkinson’s disease, Gene Ther. 10,
1721–1727.

Burton, E.A., Bai, Q., Goins, W.F., Glorioso, J.C.
(2001) Targeting gene expression using HSV
vectors, Adv. Drug Delivery Rev. 53, 155–170.

Burton, E.A., Wechuck, J.B., Wendell, S.K.,
Goins, W.F., Fink, D.J., Glorioso, J.C. (2001)
Multiple Applications For Replication-
Defective Herpes Simplex Virus Vectors, Stem
Cells 19, 358–377.

Caplen, N.J., Alton, E.W., Middleton, P.G.,
Dorin, J.R., Stevenson, B.J., Gao, X., Durham,
S.R., Jeffery, P.K., Hodson, M.E., Coutelle, C.,
et al. (1995) Liposome-mediated CFTR gene
transfer to the nasal epithelium of patients
with cystic fibrosis, Nat. Med. 1, 39–46.

Cavazzana-Calvo, M., Hacein-Bey, S., de Saint
Basile, G., Gross, F., Yvon, E., Nusbaum, P.,
Selz, F., Hue, C., Certain, S., Casanova, J.L.,
Bousso, P., Deist, F.L., Fischer, A. (2000)
Gene therapy of human severe combined
immunodeficiency (SCID)-X1 disease, Science
288, 669–672.

Chao, H., Monahan, P.E., Liu, Y., Samulski, R.J.,
Walsh, C.E. (2001) Sustained and complete
phenotype correction of hemophilia B mice
following intramuscular injection of AAV1
serotype vectors, Mol. Ther. 4, 217–222.

Chao, H., Liu, Y., Rabinowitz, J., Li, C.,
Samulski, R.J., Walsh, C.E. (2000) Several log
increase in therapeutic transgene delivery
by distinct adeno-associated viral serotype
vectors, Mol. Ther. 2, 619–623.

Chen, X., Schmidt, M.C., Goins, W.F., Glo-
rioso, J.C. (1995) Two herpes simplex virus
type 1 latency-active promoters differ in their
contributions to latency-associated transcript
expression during lytic and latent infections,
J. Virol. 69, 7899–7908.

Chow, C.M., Athanassiadou, A., Raguz, S.,
Psiouri, L., Harland, L., Malik, M., Aitken,
M.A., Grosveld, F., Antoniou, M. (2002) LCR-
mediated, long-term tissue-specific gene
expression within replicating episomal



276 Vectors and Gene Therapy

plasmid and cosmid vectors, Gene Ther. 9,
327–336.

Colombo, F., Zanusso, M., Casentini, L., Cav-
aggioni, A., Franchin, E., Calvi, P., Palu, G.
(1997) Gene stereotactic neurosurgery for re-
current malignant gliomas, Stereotact. Funct.
Neurosurg. 68, 245–251.

Corbeau, P., Kraus, G., Wong-Staal, F. (1996)
Efficient gene transfer by a human
immunodeficiency virus type 1 (HIV-1)-
derived vector utilizing a stable HIV packaging
cell line, Proc. Natl. Acad. Sci. U. S. A. 93,
14070–14075.

Croyle, M.A., Chirmule, N., Zhang, Y., Wil-
son, J.M. (2002) PEGylation of E1-deleted
adenovirus vectors allows significant gene ex-
pression on readministration to liver, Hum.
Gene Ther. 13, 1887–1900.

Crystal, R.G., McElvaney, N.G., Rosenfeld, M.A.,
Chu, C.S., Mastrangeli, A., Hay, J.G., Brody,
S.L., Jaffe, H.A., Eissa, N.T., Danel, C. (1994)
Administration of an adenovirus containing
the human CFTR cDNA to the respiratory
tract of individuals with cystic fibrosis, Nat.
Genet. 8, 42–51.

Curiel, D.T. (1999) Strategies to adapt adenoviral
vectors for targeted delivery, Ann. N. Y. Acad.
Sci. 886, 158–171.

David, A., Chetritt, J., Guillot, C., Tesson, L.,
Heslan, J.M., Cuturi, M.C., Soulillou, J.P.,
Anegon, I. (2000) Interleukin-10 produced
by recombinant adenovirus prolongs survival
of cardiac allografts in rats, Gene Ther. 7,
505–510.

Davidson, B.L., Allen, E.D., Kozarsky, K.F.,
Wilson, J.M., Roessler, B.J. (1993) A model
system for in vivo gene transfer into the central
nervous system using an adenoviral vector,
Nat. Genet. 3, 219–223.

DeLuca, N.A., McCarthy, A.M., Schaffer, P.A.
(1985) Isolation and characterization of
deletion mutants of herpes simplex virus
type 1 in the gene encoding immediate-early
regulatory protein ICP4, J. Virol. 56, 558–570.

DeMatteo, R.P., Chu, G., Ahn, M., Chang, E.,
Burke, C., Raper, S.E., Barker, C.F., Mark-
mann, J.F. (1997) Immunologic barriers to
hepatic adenoviral gene therapy for transplan-
tation, Transplantation 63, 315–319.

Desmaris, N., Bosch, A., Salaun, C., Pe-
tit, C., Prevost, M.C., Tordo, N., Perrin, P.,
Schwartz, O., de Rocquigny, H., Heard, J.M.
(2001) Production and neurotropism of

lentivirus vectors pseudotyped with lyssavirus
envelope glycoproteins, Mol. Ther. 4, 149–156.

Dmitriev, I.P., Kashentseva, E.A., Curiel, D.T.
(2002) Engineering of adenovirus vectors
containing heterologous peptide sequences in
the C terminus of capsid protein IX, J. Virol.
76, 6893–6899.

Dobson, A.T., Margolis, T.P., Gomes, W.A.,
Feldman, L.T. (1995) In vivo deletion analysis
of the herpes simplex virus type 1 latency-
associated transcript promoter, J. Virol. 69,
2264–2270.

Dobson, A.T., Margolis, T.P., Sedarati, F., Ste-
vens, J.G., Feldman, L.T. (1990) A latent,
nonpathogenic HSV-1-derived vector stably
expresses beta-galactosidase in mouse
neurons, Neuron 5, 353–360.

Dobson, A.T., Sederati, F., Devi Rao, G., Flana-
gan, W.M., Farrell, M.J., Stevens, J.G., Wag-
ner, E.K., Feldman, L.T. (1989) Identification
of the latency-associated transcript promoter
by expression of rabbit beta-globin mRNA in
mouse sensory nerve ganglia latently infected
with a recombinant herpes simplex virus, J.
Virol. 63, 3844–3851.

Dolman, C.L., Clasen, R.A., Dorovini-Zis, K.
(1988) Severe cerebral damage in or-
nithine transcarbamylase deficiency, Clin.
Neuropathol. 7, 10–15.

Dull, T., Zufferey, R., Kelly, M., Mandel, R.J.,
Nguyen, M., Trono, D., Naldini, L. (1998) A
third-generation lentivirus vector with a
conditional packaging system, J. Virol. 72,
8463–8471.

During, M.J., Kaplitt, M.G., Stern, M.B., Eidel-
berg, D. (2001) Subthalamic GAD gene trans-
fer in Parkinson disease patients who are
candidates for deep brain stimulation, Hum.
Gene Ther. 12, 1589–1591.

Einfeld, D.A., Schroeder, R., Roelvink, P.W., Li-
zonova, A., King, C.R., Kovesdi, I., Wick-
ham, T.J. (2001) Reducing the native tropism
of adenovirus vectors requires removal of both
CAR and integrin interactions, J. Virol. 75,
11284–11291.

Emery, D.W., Yannaki, E., Tubb, J., Stamatoy-
annopoulos, G. (2000) A chromatin insulator
protects retrovirus vectors from chromosomal
position effects, Proc. Natl. Acad. Sci. U. S. A.
97, 9150–9155.

Emi, N., Friedmann, T., Yee, J.K. (1991)
Pseudotype formation of murine leukemia
virus with the G protein of vesicular stomatitis
virus, J. Virol. 65, 1202–1207.



Vectors and Gene Therapy 277

Ferrari, G., Rossini, S., Giavazzi, R., Mag-
gioni, D., Nobili, N., Soldati, M., Ungers, G.,
Mavilio, F., Gilboa, E., Bordignon, C. (1991)
An in vivo model of somatic cell gene therapy
for human severe combined immunodefi-
ciency, Science 251, 1363–1366.

Fields, B.N., Knipe, D.M., Howley, P.M. (1996)
Fields Virology, 3rd Edition, Lippincott- Raven,
Philadelphia, PA.

Fink, J.K., Correll, P.H., Perry, L.K., Brady, R.O.,
Karlsson, S. (1990) Correction of glucocere-
brosidase deficiency after retroviral-mediated
gene transfer into hematopoietic progenitor
cells from patients with Gaucher disease, Proc.
Natl. Acad. Sci. U. S. A. 87, 2334–2338.

Fink, D.J., Sternberg, L.R., Weber, P.C.,
Mata, M., Goins, W.F., Glorioso, J.C. (1992)
In vivo expression of beta-galactosidase in
hippocampal neurons by HSV-mediated gene
transfer, Hum. Gene Ther. 3, 11–19.

Frenkel, N., Singer, O., Kwong, A.D. (1994)
Minireview: the herpes simplex virus
amplicon–a versatile defective virus vector,
Gene. Ther. 1(Suppl 1), S40–S46.

Friedman, R.L. (1985) Expression of human
adenosine deaminase using a transmissible
murine retrovirus vector system, Proc. Natl.
Acad. Sci. U. S. A. 82, 703–707.

Furlan, R., Poliani, P.L., Marconi, P.C., Ber-
gami, A., Ruffini, F., Adorini, L., Glo-
rioso, J.C., Comi, G., Martino, G. (2001) Cen-
tral nervous system gene therapy with
interleukin-4 inhibits progression of on-
going relapsing-remitting autoimmune en-
cephalomyelitis in Biozzi AB/H mice, Gene
Ther. 8, 13–19.

Gansbacher, B. (2003) Report of a second serious
adverse event in a clinical trial of gene
therapy for X-linked severe combined immune
deficiency (X-SCID). Position of the European
Society of Gene Therapy (ESGT), J. Gene. Med.
5, 261–262.

Gill, S.S., Patel, N.K., Hotton, G.R., O’Sulli-
van, K., McCarter, R., Bunnage, M., Brooks,
D.J., Svendsen, C.N., Heywood, P. (2003)
Direct brain infusion of glial cell line-derived
neurotrophic factor in Parkinson disease, Nat.
Med. 9, 589–595.

Giraud, C., Winocour, E., Berns, K.I. (1994) Site-
specific integration by adeno-associated virus
is directed by a cellular DNA sequence, Proc.
Natl. Acad. Sci. U. S. A. 91, 10039–10043.

Girod, A., Ried, M., Wobus, C., Lahm, H.,
Leike, K., Kleinschmidt, J., Deleage, G.,

Hallek, M. (1999) Genetic capsid modifica-
tions allow efficient re-targeting of adeno-
associated virus type 2, Nat. Med. 5, 1438.

Goins, W.F., Lee, K.A., Cavalcoli, J.D., O’Malley,
M.E., DeKosky, S.T., Fink, D.J., Glorioso, J.C.
(1999) Herpes simplex virus type 1 vector-
mediated expression of nerve growth factor
protects dorsal root ganglion neurons from
peroxide toxicity, J. Virol. 73, 519–532.

Goins, W.F., Sternberg, L.R., Croen, K.D.,
Krause, P.R., Hendricks, R.L., Fink, D.J.,
Straus, S.E., Levine, M., Glorioso, J.C. (1994)
A novel latency-active promoter is contained
within the herpes simplex virus type 1 UL
flanking repeats, J. Virol. 68, 2239–2252.

Goins, W.F., Yoshimura, N., Phelan, M.W.,
Yokoyama, T., Fraser, M.O., Ozawa, H.,
Bennett, N.J., de Groat, W.C., Glorioso, J.C.,
Chancellor, M.B. (2001) Herpes simplex virus
mediated nerve growth factor expression
in bladder and afferent neurons: potential
treatment for diabetic bladder dysfunction, J.
Urol. 165, 1748–1754.

Gordon, Y.J., Johnson, B., Romanowski, E.,
Araullo Cruz, T. (1988) RNA complementary
to herpes simplex virus type 1 ICP0 gene
demonstrated in neurons of human trigeminal
ganglia, J. Virol. 62, 1832–1835.

Goss, J.R., Goins, W.F., Lacomis, D., Mata, M.,
Glorioso, J.C., Fink, D.J. (2002) Herpes
simplex-mediated gene transfer of nerve
growth factor protects against peripheral
neuropathy in streptozotocin-induced diabetes
in the mouse, Diabetes 51, 2227–2232.

Goss, J.R., Mata, M., Goins, W.F., Wu, H.H.,
Glorioso, J.C., Fink, D.J. (2001) Antinocicep-
tive effect of a genomic herpes simplex virus-
based vector expressing human proenkephalin
in rat dorsal root ganglion, Gene Ther. 8,
551–556.

Grines, C.L., Watkins, M.W., Helmer, G.,
Penny, W., Brinker, J., Marmur, J.D., West, A.,
Rade, J.J., Marrott, P., Hammond, H.K., En-
gler, R.L. (2002) Angiogenic Gene Therapy
(AGENT) trial in patients with stable angina
pectoris, Circulation 105, 1291–1297.

Guillot, C., Guillonneau, C., Mathieu, P., Gerdes,
C.A., Menoret, S., Braudeau, C., Tesson, L.,
Renaudin, K., Castro, M.G., Lowenstein, P.R.,
Anegon, I. (2002) Prolonged blockade of
CD40-CD40 ligand interactions by gene
transfer of CD40Ig results in long-term
heart allograft survival and donor-specific



278 Vectors and Gene Therapy

hyporesponsiveness, but does not prevent
chronic rejection, J. Immunol. 168, 1600–1609.

Guillot, C., Mathieu, P., Coathalem, H., Le
Mauff, B., Castro, M.G., Tesson, L., Usal, C.,
Laumonier, T., Brouard, S., Soulillou, J.P.,
Lowenstein, P.R., Cuturi, M.C., Anegon, I.
(2000) Tolerance to cardiac allografts via local
and systemic mechanisms after adenovirus-
mediated CTLA4Ig expression, J. Immunol.
164, 5258–5268.

Hacein-Bey, S., Basile, G.D., Lemerle, J., Fis-
cher, A., Cavazzana-Calvo, M. (1998) gammac
gene transfer in the presence of stem cell
factor, FLT-3L, interleukin-7 (IL-7), IL-1, and
IL-15 cytokines restores T-cell differentiation
from gammac(-) X-linked severe combined
immunodeficiency hematopoietic progenitor
cells in murine fetal thymic organ cultures,
Blood 92, 4090–4097.

Hacein-Bey, H., Cavazzana-Calvo, M., Le
Deist, F., Dautry-Varsat, A., Hivroz, C., Riv-
iere, I., Danos, O., Heard, J.M., Sugamura, K.,
Fischer, A., De Saint Basile, G. (1996) Gamma-
c gene transfer into SCID X1 patients’ B-cell
lines restores normal high-affinity interleukin-
2 receptor expression and function, Blood 87,
3108–3116.

Hacein-Bey-Abina, S., von Kalle, C., Schmidt, M.,
Le Deist, F., Wulffraat, N., McIntyre, E., Rad-
ford, I., Villeval, J.L., Fraser, C.C., Cavazzana-
Calvo, M., Fischer, A. (2003) A serious adverse
event after successful gene therapy for X-
linked severe combined immunodeficiency,
N. Engl. J. Med. 348, 255–256.

Hacein-Bey-Abina, S., Le Deist, F., Carlier, F.,
Bouneaud, C., Hue, C., De Villartay, J.P.,
Thrasher, A.J., Wulffraat, N., Sorensen, R.,
Dupuis-Girod, S., Fischer, A., Davies, E.G.,
Kuis, W., Leiva, L., Cavazzana-Calvo, M.
(2002) Sustained correction of X-linked severe
combined immunodeficiency by ex vivo gene
therapy, N. Engl. J. Med. 346, 1185–1193.

Haj-Ahmad, Y., Graham, F.L. (1986) Develop-
ment of a helper-independent human aden-
ovirus vector and its use in the transfer of the
herpes simplex virus thymidine kinase gene,
J. Virol. 57, 267–274.

Hao, S., Mata, M., Goins, W., Glorioso, J.C.,
Fink, D.J. (2003) Transgene-mediated enke-
phalin release enhances the effect of morphine
and evades tolerance to produce a sustained
antiallodynic effect in neuropathic pain, Pain
102, 135–142.

Harding, B.N., Leonard, J.V., Erdohazi, M.
(1984) Ornithine carbamoyl transferase
deficiency: a neuropathological study, Eur. J.
Pediatr. 141, 215–220.

Heim, D.A., Hanazono, Y., Giri, N., Wu, T.,
Childs, R., Sellers, S.E., Muul, L., Agri-
cola, B.A., Metzger, M.E., Donahue, R.E., Tis-
dale, J.F., Dunbar, C.E. (2000) Introduction of
a xenogeneic gene via hematopoietic stem cells
leads to specific tolerance in a rhesus monkey
model, Mol. Ther. 1, 533–544.

Hermonat, P.L., Muzyczka, N. (1984) Use of
adeno-associated virus as a mammalian DNA
cloning vector: transduction of neomycin
resistance into mammalian tissue culture
cells, Proc. Natl. Acad. Sci. U. S. A. 81,
6466–6470.

Hershfield, M.S. (1995) PEG-ADA: an alternative
to haploidentical bone marrow transplantation
and an adjunct to gene therapy for
adenosine deaminase deficiency, Hum. Mutat.
5, 107–112.

Hershfield, M.S., Chaffee, S., Sorensen, R.U.
(1993) Enzyme replacement therapy with
polyethylene glycol-adenosine deaminase in
adenosine deaminase deficiency: overview and
case reports of three patients, including two
now receiving gene therapy, Pediatr. Res. 33,
S42–S47; discussion S47-8.

Hofmann, A., Nolan, G.P., Blau, H.M. (1996)
Rapid retroviral delivery of tetracycline-
inducible genes in a single autoregulatory
cassette, Proc. Natl. Acad. Sci. U. S. A. 93,
5185–5190.

Hoppe, U.C., Marban, E., Johns, D.C. (2000)
Adenovirus-mediated inducible gene expres-
sion in vivo by a hybrid ecdysone receptor,
Mol. Ther. 1, 159–164.

Hyde, S.C., Southern, K.W., Gileadi, U., Fitz-
john, E.M., Mofford, K.A., Waddell, B.E.,
Gooi, H.C., Goddard, C.A., Hannavy, K.,
Smyth, S.E., Egan, J.J., Sorgi, F.L., Huang, L.,
Cuthbert, A.W., Evans, M.J., Colledge, W.H.,
Higgins, C.F., Webb, A.K., Gill, D.R. (2000)
Repeat administration of DNA/liposomes to
the nasal epithelium of patients with cystic
fibrosis, Gene Ther. 7, 1156–1165.

Iida, A., Chen, S.T., Friedmann, T., Yee, J.K.
(1996) Inducible gene expression by retrovirus-
mediated transfer of a modified tetracycline-
regulated system, J. Virol. 70, 6054–6059.

Im, S.A., Gomez Manzano, C., Fueyo, J.,
Liu, T.J., Ke, L.D., Kim, J.S., Lee, H.Y.,
Steck, P.A., Kyritsis, A.P., Yung, W.K. (1999)



Vectors and Gene Therapy 279

Antiangiogenesis treatment for gliomas:
transfer of antisense-vascular endothelial
growth factor inhibits tumor growth in vivo,
Cancer Res. 59, 895–900.

Kaiser, J. (2003) Gene therapy. Seeking the cause
of induced leukemias in X-SCID trial, Science
299, 495.

Kanno, H., Hattori, S., Sato, H., Murata, H.,
Huang, F.H., Hayashi, A., Suzuki, N., Ya-
mamoto, I., Kawamoto, S., Minami, M., Miy-
atake, S., Shuin, T., Kaplitt, M.G. (1999) Exper-
imental gene therapy against subcutaneously
implanted glioma with a herpes simplex virus-
defective vector expressing interferon-gamma,
Cancer Gene Ther. 6, 147–154.

Kantoff, P.W., Kohn, D.B., Mitsuya, H., Ar-
mentano, D., Sieberg, M., Zwiebel, J.A., Egli-
tis, M.A., McLachlin, J.R., Wiginton, D.A.,
Hutton, J.J., et al. (1986) Correction of adeno-
sine deaminase deficiency in cultured human
T and B cells by retrovirus-mediated gene
transfer, Proc. Natl. Acad. Sci. U. S. A. 83,
6563–6567.

Kashentseva, E.A., Seki, T., Curiel, D.T., Dmi-
triev, I.P. (2002) Adenovirus targeting to c-
erbB-2 oncoprotein by single-chain antibody
fused to trimeric form of adenovirus receptor
ectodomain, Cancer Res. 62, 609–616.

Kawada, T., Nakazawa, M., Nakauchi, S., Ya-
mazaki, K., Shimamoto, R., Urabe, M.,
Nakata, J., Hemmi, C., Masui, F., Naka-
jima, T., Suzuki, J., Monahan, J., Sato, H.,
Masaki, T., Ozawa, K., Toyo-Oka, T. (2002)
Rescue of hereditary form of dilated cardiomy-
opathy by rAAV-mediated somatic gene ther-
apy: amelioration of morphological findings,
sarcolemmal permeability, cardiac perfor-
mances, and the prognosis of TO-2 hamsters,
Proc. Natl. Acad. Sci. U. S. A. 99, 901–906.

Kay, M.A., Manno, C.S., Ragni, M.V., Lar-
son, P.J., Couto, L.B., McClelland, A.,
Glader, B., Chew, A.J., Tai, S.J., Herzog, R.W.,
Arruda, V., Johnson, F., Scallan, C., Skars-
gard, E., Flake, A.W., High, K.A. (2000) Evi-
dence for gene transfer and expression of
factor IX in haemophilia B patients treated
with an AAV vector, Nat. Genet. 24, 257–261.

Keir, S.D., Mitchell, W.J., Feldman, L.T., Mar-
tin, J.R. (1995) Targeting and gene expression
in spinal cord motor neurons following intra-
muscular inoculation of an HSV-1 vector, J.
Neurovirol. 1, 259–267.

Khan, T.A., Sellke, F.W., Laham, R.J. (2003)
Gene therapy progress and prospects:

therapeutic angiogenesis for limb and
myocardial ischemia, Gene Ther. 10, 285–291.

Kim, S.H., Chung, J.M. (1992) An experimental
model for peripheral neuropathy produced by
segmental spinal nerve ligation in the rat, Pain
50, 355–363.

Kim, V.N., Mitrophanous, K., Kingsman, S.M.,
Kingsman, A.J. (1998) Minimal requirement
for a lentivirus vector based on human
immunodeficiency virus type 1, J. Virol. 72,
811–816.

Kitada, T., Asakawa, S., Hattori, N., Mat-
sumine, H., Yamamura, Y., Minoshima, S.,
Yokochi, M., Mizuno, Y., Shimizu, N. (1998)
Mutations in the parkin gene cause autosomal
recessive juvenile parkinsonism, Nature 392,
605–608.

Knowles, M.R., Hohneker, K.W., Zhou, Z.,
Olsen, J.C., Noah, T.L., Hu, P.C., Leigh, M.W.,
Engelhardt, J.F., Edwards, L.J., Jones, K.R.,
et al. (1995) A controlled study of adenoviral-
vector-mediated gene transfer in the nasal
epithelium of patients with cystic fibrosis, N.
Engl. J. Med. 333, 823–831.

Kochanek, S., Schiedner, G., Volpers, C. (2001)
High-capacity ‘gutless’ adenoviral vectors,
Curr. Opin. Mol. Ther. 3, 454–463.

Koeberl, D.D., Alexander, I.E., Halbert, C.L.,
Russell, D.W., Miller, A.D. (1997) Persistent
expression of human clotting factor IX from
mouse liver after intravenous injection of
adeno-associated virus vectors, Proc. Natl.
Acad. Sci. U. S. A. 94, 1426–1431.

Kohn, D.B., Sadelain, M., Glorioso, J.C. (2003)
Occurrence of leukaemia following gene
therapy of X-linked SCID, Nat. Rev. Cancer
3, 477–488.

Koponen, J.K., Kankkonen, H., Kannasto, J.,
Wirth, T., Hillen, W., Bujard, H., Yla-
Herttuala, S. (2003) Doxycycline-regulated
lentiviral vector system with a novel reverse
transactivator rtTA2S-M2 shows a tight control
of gene expression in vitro and in vivo, Gene
Ther. 10, 459–466.

Kordower, J.H., Emborg, M.E., Bloch, J., Ma,
S.Y., Chu, Y., Leventhal, L., McBride, J.,
Chen, E.Y., Palfi, S., Roitberg, B.Z., Brown,
W.D., Holden, J.E., Pyzalski, R., Taylor, M.D.,
Carvey, P., Ling, Z., Trono, D., Hantraye, P.,
Deglon, N., Aebischer, P. (2000) Neurodegen-
eration prevented by lentiviral vector delivery
of GDNF in primate models of Parkinson’s
disease, Science 290, 767–773.



280 Vectors and Gene Therapy

Krisky, D.M., Marconi, P.C., Oligino, T., Rouse,
R.J., Fink, D.J., Glorioso, J.C. (1997) Rapid
method for construction of recombinant HSV
gene transfer vectors, Gene Ther. 4, 1120–1125.

Krisky, D.M., Marconi, P.C., Oligino, T.J., Rouse,
R.J., Fink, D.J., Cohen, J.B., Watkins, S.C.,
Glorioso, J.C. (1998) Development of herpes
simplex virus replication-defective multigene
vectors for combination gene therapy applica-
tions, Gene Ther. 5, 1517–1530.

Krisky, D.M., Wolfe, D., Goins, W.F., Mar-
coni, P.C., Ramakrishnan, R., Mata, M.,
Rouse, R.J., Fink, D.J., Glorioso, J.C. (1998)
Deletion of multiple immediate-early genes
from herpes simplex virus reduces cytotoxic-
ity and permits long-term gene expression in
neurons, Gene Ther. 5, 1593–1603.

Lachmann, R.H., Efstathiou, S. (1997) Utiliza-
tion of the herpes simplex virus type 1
latency-associated regulatory region to drive
stable reporter gene expression in the nervous
system, J. Virol. 71, 3197–3207.

Lamartina, S., Silvi, L., Roscilli, G., Casimiro, D.,
Simon, A.J., Davies, M.E., Shiver, J.W., Rin-
audo, C.D., Zampaglione, I., Fattori, E., Col-
loca, S., Gonzalez Paz, O., Laufer, R., Bu-
jard, H., Cortese, R., Ciliberto, G., Toni-
atti, C. (2003) Construction of an rtTA2(s)-
m2/tts(kid)-based transcription regulatory
switch that displays no basal activity, good
inducibility, and high responsiveness to doxy-
cycline in mice and non-human primates, Mol.
Ther. 7, 271–280.

Lang, F.F., Yung, W.K., Sawaya, R., Tofilon, P.J.
(1999) Adenovirus-mediated p53 gene therapy
for human gliomas, Neurosurgery 45,
1093–1104.

Le Gal La Salle, G., Robert, J.J., Berrard, S.,
Ridoux, V., Stratford-Perricaudet, L.D., Perri-
caudet, M., Mallet, J. (1993) An adenovirus
vector for gene transfer into neurons and glia
in the brain, Science 259, 988–990.

Ledley, F.D., Grenett, H.E., McGinnis-Shel-
nutt, M., Woo, S.L. (1986) Retroviral-mediated
gene transfer of human phenylalanine
hydroxylase into NIH 3T3 and hepatoma cells,
Proc. Natl. Acad. Sci. U. S. A. 83, 409–413.

Lee, L.Y., Patel, S.R., Hackett, N.R., Mack, C.A.,
Polce, D.R., El-Sawy, T., Hachamovitch, R.,
Zanzonico, P., Sanborn, T.A., Parikh, M.,
Isom, O.W., Crystal, R.G., Rosengart, T.K.
(2000) Focal angiogen therapy using
intramyocardial delivery of an adenovirus
vector coding for vascular endothelial growth

factor 121, Ann. Thorac. Surg. 69, 14–23;
discussion 23-4.

Li, X., Mukai, T., Young, D., Frankel, S., Law, P.,
Wong Staal, F. (1998) Transduction of CD34+
cells by a vesicular stomach virus protein G
(VSV-G) pseudotyped HIV-1 vector. Stable
gene expression in progeny cells, including
dendritic cells, J. Hum. Virol. 1, 346–352.

Lim, B., Apperley, J.F., Orkin, S.H., Williams,
D.A. (1989) Long-term expression of human
adenosine deaminase in mice transplanted
with retrovirus-infected hematopoietic stem
cells, Proc. Natl. Acad. Sci. U. S. A. 86,
8892–8896.

Linden, R.M., Ward, P., Giraud, C., Wino-
cour, E., Berns, K.I. (1996) Site-specific
integration by adeno-associated virus, Proc.
Natl. Acad. Sci. U. S. A. 93, 11288–11294.

Loeser, J., Butler, S., Chapman, C., Turk, D.
(2001) Bonica’s Management of Pain, 3rd
Edition, Lippincott Williams & Wilkins,
Philadelphia, PA.

Loiler, S.A., Conlon, T.J., Song, S., Tang, Q.,
Warrington, K.H., Agarwal, A., Kaptur-
czak, M., Li, C., Ricordi, C., Atkinson, M.A.,
Muzyczka, N., Flotte, T.R. (2003) Targeting
recombinant adeno-associated virus vectors to
enhance gene transfer to pancreatic islets and
liver, Gene Ther. 10, 1551–1558.

Losordo, D.W., Vale, P.R., Hendel, R.C., Mil-
liken, C.E., Fortuin, F.D., Cummings, N.,
Schatz, R.A., Asahara, T., Isner, J.M., Kuntz,
R.E. (2002) Phase 1/2 placebo-controlled,
double-blind, dose-escalating trial of myocar-
dial vascular endothelial growth factor 2 gene
transfer by catheter delivery in patients with
chronic myocardial ischemia, Circulation 105,
2012–2018.

Luo, J., Kaplitt, M.G., Fitzsimons, H.L., Zuzga,
D.S., Liu, Y., Oshinsky, M.L., During, M.J.
(2002) Subthalamic GAD gene therapy in a
Parkinson’s disease rat model, Science 298,
425–429.

Machein, M.R., Kullmer, J., Fiebich, B.L., Plate,
K.H., Warnke, P.C. (1999) Vascular endothe-
lial growth factor expression, vascular volume,
and, capillary permeability in human brain
tumors, Neurosurgery 44, 732–740.

Mack, C.A., Song, W.R., Carpenter, H., Wick-
ham, T.J., Kovesdi, I., Harvey, B.G., Magov-
ern, C.J., Isom, O.W., Rosengart, T., Falck-
Pedersen, E., Hackett, N.R., Crystal, R.G.,



Vectors and Gene Therapy 281

Mastrangeli, A. (1997) Circumvention of anti-
adenovirus neutralizing immunity by admin-
istration of an adenoviral vector of an alternate
serotype, Hum. Gene Ther. 8, 99–109.

Maestri, N.E., Clissold, D., Brusilow, S.W. (1999)
Neonatal onset ornithine transcarbamylase
deficiency: A retrospective analysis, J. Pediatr.
134, 268–272.

Maestri, N.E., Brusilow, S.W., Clissold, D.B.,
Bassett, S.S. (1996) Long-term treatment
of girls with ornithine transcarbamylase
deficiency, N. Engl. J. Med. 335, 855–859.

Manno, C.S., Chew, A.J., Hutchison, S., Lar-
son, P.J., Herzog, R.W., Arruda, V.R., Tai, S.J.,
Ragni, M.V., Thompson, A., Ozelo, M., Couto,
L.B., Leonard, D.G., Johnson, F.A., McClel-
land, A., Scallan, C., Skarsgard, E., Flake,
A.W., Kay, M.A., High, K.A., Glader, B. (2003)
AAV-mediated factor IX gene transfer to skele-
tal muscle in patients with severe hemophilia
B, Blood 101, 2963–2972.

Marconi, P., Tamura, M., Moriuchi, S., Krisky,
D.M., Niranjan, A., Goins, W.F., Cohen, J.B.,
Glorioso, J.C. (2000) Connexin 43-enhanced
suicide gene therapy using herpesviral vectors,
Mol. Ther. 1, 71–81.

Markowitz, D., Goff, S., Bank, A. (1988)
Construction and use of a safe and efficient
amphotropic packaging cell line, Virology 167,
400–406.

Mastrangeli, A., Harvey, B.G., Yao, J., Wolff, G.,
Kovesdi, I., Crystal, R.G., Falck-Pedersen, E.
(1996) ‘‘Sero-switch’’ adenovirus-mediated in
vivo gene transfer: circumvention of anti-
adenovirus humoral immune defenses against
repeat adenovirus vector administration by
changing the adenovirus serotype, Hum. Gene
Ther. 7, 79–87.

Mazarakis, N.D., Azzouz, M., Rohll, J.B., El-
lard, F.M., Wilkes, F.J., Olsen, A.L., Carter,
E.E., Barber, R.D., Baban, D.F., Kings-
man, S.M., Kingsman, A.J., O’Malley, K.,
Mitrophanous, K.A. (2001) Rabies virus gly-
coprotein pseudotyping of lentiviral vectors
enables retrograde axonal transport and ac-
cess to the nervous system after peripheral
delivery, Hum. Mol. Genet. 10, 2109–2121.

McLaughlin, S.K., Collis, P., Hermonat, P.L.,
Muzyczka, N. (1988) Adeno-associated virus
general transduction vectors: analysis of
proviral structures, J. Virol. 62, 1963–1973.

Mercier, S., Gahery-Segard, H., Monteil, M.,
Lengagne, R., Guillet, J.G., Eloit, M., De-
nesvre, C. (2002) Distinct roles of adenovirus

vector-transduced dendritic cells, myoblasts,
and endothelial cells in mediating an immune
response against a transgene product, J. Virol.
76, 2899–2911.

Miao, C.H., Ohashi, K., Patijn, G.A., Meuse, L.,
Ye, X., Thompson, A.R., Kay, M.A. (2000)
Inclusion of the hepatic locus control
region, an intron, and untranslated region
increases and stabilizes hepatic factor IX gene
expression in vivo but not in vitro, Mol. Ther.
1, 522–532.

Min, W.P., Gorczynski, R., Huang, X.Y., Kushi-
da, M., Kim, P., Obataki, M., Lei, J., Suri, R.M.,
Cattral, M.S. (2000) Dendritic cells genetically
engineered to express Fas ligand induce donor-
specific hyporesponsiveness and prolong allo-
graft survival, J. Immunol. 164, 161–167.

Miyanohara, A., Sharkey, M.F., Witztum, J.L.,
Steinberg, D., Friedmann, T. (1988) Efficient
expression of retroviral vector-transduced
human low density lipoprotein (LDL) receptor
in LDL receptor-deficient rabbit fibroblasts
in vitro, Proc. Natl. Acad. Sci. U. S. A. 85,
6538–6542.

Miyoshi, H., Takahashi, M., Gage, F.H., Verma,
I.M. (1997) Stable and efficient gene transfer
into the retina using an HIV-based lentiviral
vector, Proc. Natl. Acad. Sci. U. S. A. 94,
10319–10323.

Miyoshi, H., Blomer, U., Takahashi, M., Gage,
F.H., Verma, I.M. (1998) Development of a
self-inactivating lentivirus vector, J. Virol. 72,
8150–8157.

Miyoshi, H., Smith, K.A., Mosier, D.E., Verma,
I.M., Torbett, B.E. (1999) Transduction of
human CD34+ cells that mediate long-term
engraftment of NOD/SCID mice by HIV
vectors, Science 283, 682–686.

Mizuguchi, H., Xu, Z.L., Sakurai, F., Mayumi, T.,
Hayakawa, T. (2003) Tight positive regulation
of transgene expression by a single adenovirus
vector containing the rtTA and tTS expression
cassettes in separate genome regions, Hum.
Gene Ther. 14, 1265–1277.

Mizuguchi, H., Koizumi, N., Hosono, T., Uto-
guchi, N., Watanabe, Y., Kay, M.A., Haya-
kawa, T. (2001) A simplified system for con-
structing recombinant adenoviral vectors con-
taining heterologous peptides in the HI loop
of their fiber knob, Gene Ther. 8, 730–735.

Molinier-Frenkel, V., Gahery-Segard, H., Meh-
tali, M., Le Boulaire, C., Ribault, S., Bou-
langer, P., Tursz, T., Guillet, J.G., Farace, F.
(2000) Immune response to recombinant



282 Vectors and Gene Therapy

adenovirus in humans: capsid components
from viral input are targets for vector-
specific cytotoxic T lymphocytes, J. Virol. 74,
7678–7682.

Moriuchi, S., Oligino, T., Krisky, D., Marconi, P.,
Fink, D., Cohen, J., Glorioso, J.C. (1998)
Enhanced tumor cell killing in the presence
of ganciclovir by herpes simplex virus type 1
vector-directed coexpression of human tumor
necrosis factor-alpha and herpes simplex virus
thymidine kinase, Cancer Res. 58, 5731–5737.

Morral, N., O’Neal, W., Rice, K., Leland, M.,
Kaplan, J., Piedra, P.A., Zhou, H., Parks, R.J.,
Velji, R., Aguilar-Cordova, E., Wadsworth, S.,
Graham, F.L., Kochanek, S., Carey, K.D.,
Beaudet, A.L. (1999) Administration of helper-
dependent adenoviral vectors and sequential
delivery of different vector serotype for long-
term liver-directed gene transfer in baboons,
Proc. Natl. Acad. Sci. U. S. A. 96, 12816–12821.

Mount, J.D., Herzog, R.W., Tillson, D.M., Good-
man, S.A., Robinson, N., McCleland, M.L.,
Bellinger, D., Nichols, T.C., Arruda, V.R.,
Lothrop, C.D., Jr., High, K.A. (2002) Sustained
phenotypic correction of hemophilia B dogs
with a factor IX null mutation by liver-directed
gene therapy, Blood 99, 2670–2676.

Muller, O.J., Kaul, F., Weitzman, M.D., Pasqua-
lini, R., Arap, W., Kleinschmidt, J.A., Tre-
pel, M. (2003) Random peptide libraries dis-
played on adeno-associated virus to select for
targeted gene therapy vectors, Nat. Biotechnol.
21, 1040–1046.

Naldini, L., Blomer, U., Gallay, P., Ory, D., Mul-
ligan, R., Gage, F.H., Verma, I.M., Trono, D.
(1996) In vivo gene delivery and stable trans-
duction of nondividing cells by a lentiviral
vector, Science 272, 263–267.

Nathwani, A.C., Davidoff, A.M., Hanawa, H.,
Hu, Y., Hoffer, F.A., Nikanorov, A., Slaugh-
ter, C., Ng, C.Y., Zhou, J., Lozier, J.N., Man-
drell, T.D., Vanin, E.F., Nienhuis, A.W. (2002)
Sustained high-level expression of human fac-
tor IX (hFIX) after liver-targeted delivery of
recombinant adeno-associated virus encoding
the hFIX gene in rhesus macaques, Blood 100,
1662–1669.

Niranjan, A., Moriuchi, S., Lunsford, L.D.,
Kondziolka, D., Flickinger, J.C., Fellows, W.,
Rajendiran, S., Tamura, M., Cohen, J.B.,
Glorioso, J.C. (2000) Effective treatment of
experimental glioblastoma by HSV vector-
mediated TNFalpha and HSV-tk gene transfer
in combination with radiosurgery and

ganciclovir administration, Mol. Ther. 2,
114–120.

No, D., Yao, T.P., Evans, R.M. (1996) Ecdysone-
inducible gene expression in mammalian cells
and transgenic mice, Proc. Natl. Acad. Sci.
U. S. A. 93, 3346–3351.

Noone, P.G., Hohneker, K.W., Zhou, Z., John-
son, L.G., Foy, C., Gipson, C., Jones, K.,
Noah, T.L., Leigh, M.W., Schwartzbach, C.,
Efthimiou, J., Pearlman, R., Boucher, R.C.,
Knowles, M.R. (2000) Safety and biological
efficacy of a lipid-CFTR complex for gene
transfer in the nasal epithelium of adult
patients with cystic fibrosis, Mol. Ther. 1,
105–114.

Oligino, T., Poliani, P.L., Wang, Y., Tsai, S.Y.,
O’Malley, B.W., Fink, D.J., Glorioso, J.C.
(1998) Drug inducible transgene expression
in brain using a herpes simplex virus vector,
Gene Ther. 5, 491–496.

Palmer, T.D., Hock, R.A., Osborne, W.R., Miller,
A.D. (1987) Efficient retrovirus-mediated
transfer and expression of a human
adenosine deaminase gene in diploid skin
fibroblasts from an adenosine deaminase-
deficient human, Proc. Natl. Acad. Sci. U. S. A.
84, 1055–1059.

Palmer, J.A., Branston, R.H., Lilley, C.E., Robin-
son, M.J., Groutsi, F., Smith, J., Latch-
man, D.S., Coffin, R.S. (2000) Development
and optimization of herpes simplex virus vec-
tors for multiple long-term gene delivery to
the peripheral nervous system, J. Virol. 74,
5604–5618.

Park, F., Ohashi, K., Kay, M.A. (2000) Therapeu-
tic levels of human factor VIII and IX using
HIV-1-based lentiviral vectors in mouse liver,
Blood 96, 1173–1176.

Parker, J.N., Gillespie, G.Y., Love, C.E., Ran-
dall, S., Whitley, R.J., Markert, J.M. (2000)
From the cover: engineered herpes simplex
virus expressing IL-12 in the treatment of ex-
perimental murine brain tumors, Proc. Natl.
Acad. Sci. U. S. A. 97, 2208–2213.

Paulus, W., Baur, I., Boyce, F.M., Breake-
field, X.O., Reeves, S.A. (1996) Self-contained,
tetracycline-regulated retroviral vector system
for gene delivery to mammalian cells, J. Virol.
70, 62–67.

Pawliuk, R., Westerman, K.A., Fabry, M.E.,
Payen, E., Tighe, R., Bouhassira, E.E., Acharya,
S.A., Ellis, J., London, I.M., Eaves, C.J.,
Humphries, R.K., Beuzard, Y., Nagel, R.L.,
Leboulch, P. (2001) Correction of sickle cell



Vectors and Gene Therapy 283

disease in transgenic mouse models by gene
therapy, Science 294, 2368–2371.

Perricone, M.A., Morris, J.E., Pavelka, K., Plog,
M.S., O’Sullivan, B.P., Joseph, P.M., Dor-
kin, H., Lapey, A., Balfour, R., Meeker, D.P.,
Smith, A.E., Wadsworth, S.C., St George, J.A.
(2001) Aerosol and lobar administration of a
recombinant adenovirus to individuals with
cystic fibrosis. II. Transfection efficiency in
airway epithelium, Hum. Gene Ther. 12,
1383–1394.

Podsakoff, G.M. (2001) Lentiviral vectors
approach the clinic but fall back: National
Institutes of Health Recombinant DNA
Advisory Committee review of a first clinical
protocol for use of a lentiviral vector, Mol. Ther.
4, 282–283.

Poliani, P.L., Brok, H., Furlan, R., Ruffini, F.,
Bergami, A., Desina, G., Marconi, P.C.,
Rovaris, M., Uccelli, A., Glorioso, J.C.,
Penna, G., Adorini, L., Comi, G., t Hart, B.,
Martino, G. (2001) Delivery to the central
nervous system of a nonreplicative herpes
simplex type 1 vector engineered with
the interleukin 4 gene protects rhesus
monkeys from hyperacute autoimmune
encephalomyelitis, Hum. Gene Ther. 12,
905–920.

Ponnazhagan, S., Erikson, D., Kearns, W.G.,
Zhou, S.Z., Nahreini, P., Wang, X.S., Srivas-
tava, A. (1997) Lack of site-specific integration
of the recombinant adeno-associated virus 2
genomes in human cells, Hum. Gene Ther. 8,
275–284.

Puck, J.M., Deschenes, S.M., Porter, J.C., Du-
tra, A.S., Brown, C.J., Willard, H.F., Hen-
thorn, P.S. (1993) The interleukin-2 receptor
gamma chain maps to Xq13.1 and is mu-
tated in X-linked severe combined immun-
odeficiency, SCIDX1, Hum. Mol. Genet. 2,
1099–1104.

Qian, H.S., Channon, K., Neplioueva, V.,
Wang, Q., Finer, M., Tsui, L., George, S.E.,
McArthur, J. (2001) Improved adenoviral
vector for vascular gene therapy: beneficial
effects on vascular function and inflammation,
Circ. Res. 88, 911–917.

Ragot, T., Vincent, N., Chafey, P., Vigne, E.,
Gilgenkrantz, H., Couton, D., Cartaud, J.,
Briand, P., Kaplan, J.C., Perricaudet, M., et al.
(1993) Efficient adenovirus-mediated transfer
of a human minidystrophin gene to skeletal
muscle of mdx mice, Nature 361, 647–650.

Raper, S.E., Yudkoff, M., Chirmule, N., Gao,
G.P., Nunes, F., Haskal, Z.J., Furth, E.E.,
Propert, K.J., Robinson, M.B., Magosin, S.,
Simoes, H., Speicher, L., Hughes, J., Taze-
laar, J., Wivel, N.A., Wilson, J.M., Bat-
shaw, M.L. (2002) A pilot study of in vivo
liver-directed gene transfer with an adenoviral
vector in partial ornithine transcarbamylase
deficiency, Hum. Gene Ther. 13, 163–175.

Reddy, P.S., Sakhuja, K., Ganesh, S., Yang, L.,
Kayda, D., Brann, T., Pattison, S.,
Golightly, D., Idamakanti, N., Pinkstaff, A.,
Kaloss, M., Barjot, C., Chamberlain, J.S.,
Kaleko, M., Connelly, S. (2002) Sustained
human factor VIII expression in hemophilia
A mice following systemic delivery of a gutless
adenoviral vector, Mol. Ther. 5, 63–73.

Reiser, J., Harmison, G., Kluepfel-Stahl, S.,
Brady, R.O., Karlsson, S., Schubert, M. (1996)
Transduction of nondividing cells using
pseudotyped defective high-titer HIV type 1
particles, Proc. Natl. Acad. Sci. U. S. A. 93,
15266–15271.

Rivera, V.M., Clackson, T., Natesan, S., Pol-
lock, R., Amara, J.F., Keenan, T., Mag-
ari, S.R., Phillips, T., Courage, N.L., Cera-
soli, F., Jr., Holt, D.A., Gilman, M. (1996) A
humanized system for pharmacologic control
of gene expression, Nat. Med. 2, 1028–1032.

Rock, D.L., Nesburn, A.B., Ghiasi, H., Ong, J.,
Lewis, T.L., Lokensgard, J.R., Wechsler, S.L.
(1987) Detection of latency-related viral RNAs
in trigeminal ganglia of rabbits latently
infected with herpes simplex virus type 1, J.
Virol. 61, 3820–3826.

Rosen, C.A., Sodroski, J.G., Haseltine, W.A.
(1985) The location of cis-acting regulatory
sequences in the human T cell lymphotropic
virus type III (HTLV-III/LAV) long terminal
repeat, Cell 41, 813–823.

Rosenfeld, M.A., Siegfried, W., Yoshimura, K.,
Yoneyama, K., Fukayama, M., Stier, L.E.,
Paakko, P.K., Gilardi, P., Stratford-
Perricaudet, L.D., Perricaudet, M., et al.
(1991) Adenovirus-mediated transfer of a
recombinant alpha 1-antitrypsin gene to the
lung epithelium in vivo, Science 252, 431–434.

Rosenfeld, M.A., Yoshimura, K., Trapnell, B.C.,
Yoneyama, K., Rosenthal, E.R., Dalemans, W.,
Fukayama, M., Bargon, J., Stier, L.E., Stratford-
Perricaudet, L., et al. (1992) In vivo transfer
of the human cystic fibrosis transmembrane
conductance regulator gene to the airway ep-
ithelium, Cell 68, 143–155.



284 Vectors and Gene Therapy

Rosengart, T.K., Lee, L.Y., Patel, S.R., Sanborn,
T.A., Parikh, M., Bergman, G.W.,
Hachamovitch, R., Szulc, M., Kligfield, P.D.,
Okin, P.M., Hahn, R.T., Devereux, R.B.,
Post, M.R., Hackett, N.R., Foster, T., Grasso,
T.M., Lesser, M.L., Isom, O.W., Crystal, R.G.
(1999) Angiogenesis gene therapy: phase
I assessment of direct intramyocardial
administration of an adenovirus vector
expressing VEGF121 cDNA to individuals with
clinically significant severe coronary artery
disease, Circulation 100, 468–474.

Roth, D.A., Tawa, N.E., Jr., O’Brien, J.M., Treco,
D.A., Selden, R.F. (2001) Nonviral transfer of
the gene encoding coagulation factor VIII in
patients with severe hemophilia A, N. Engl. J.
Med. 344, 1735–1742.

Ruffini, F., Furlan, R., Poliani, P.L., Bram-
billa, E., Marconi, P.C., Bergami, A.,
Desina, G., Glorioso, J.C., Comi, G., Mar-
tino, G. (2001) Fibroblast growth factor-II gene
therapy reverts the clinical course and the
pathological signs of chronic experimental
autoimmune encephalomyelitis in C57BL/6
mice, Gene Ther. 8, 1207–1213.

Ruiz, F.E., Clancy, J.P., Perricone, M.A., Be-
bok, Z., Hong, J.S., Cheng, S.H., Meeker,
D.P., Young, K.R., Schoumacher, R.A., Weath-
erly, M.R., Wing, L., Morris, J.E., Sindel, L.,
Rosenberg, M., van Ginkel, F.W., McGhee,
J.R., Kelly, D., Lyrene, R.K., Sorscher, E.J.
(2001) A clinical inflammatory syndrome at-
tributable to aerosolized lipid-DNA adminis-
tration in cystic fibrosis, Hum. Gene Ther. 12,
751–761.

Sacks, W.R., Greene, C.C., Aschman, D.P.,
Schaffer, P.A. (1985) Herpes simplex virus
type 1 ICP27 is an essential regulatory protein,
J. Virol. 55, 796–805.

Sailaja, G., HogenEsch, H., North, A., Hays, J.,
Mittal, S.K. (2002) Encapsulation of recom-
binant adenovirus into alginate microspheres
circumvents vector-specific immune response,
Gene Ther. 9, 1722–1729.

Sakhuja, K., Reddy, P.S., Ganesh, S., Canta-
niag, F., Pattison, S., Limbach, P., Kayda, D.B.,
Kadan, M.J., Kaleko, M., Connelly, S. (2003)
Optimization of the generation and propaga-
tion of gutless adenoviral vectors, Hum. Gene
Ther. 14, 243–254.

Samulski, R.J., Zhu, X., Xiao, X., Brook, J.D.,
Housman, D.E., Epstein, N., Hunter, L.A.

(1991) Targeted integration of adeno-
associated virus (AAV) into human
chromosome 19, EMBO J. 10, 3941–3950.

Sarkar, N., Ruck, A., Kallner, G.S.Y.H., Blom-
berg, P., Islam, K.B., van der Linden, J., Lind-
blom, D., Nygren, A.T., Lind, B., Brodin, L.A.,
Drvota, V., Sylven, C. (2001) Effects of in-
tramyocardial injection of phVEGF-A165 as
sole therapy in patients with refractory coro-
nary artery disease–12-month follow-up: an-
giogenic gene therapy, J. Intern. Med. 250,
373–381.

Scherr, M., Battmer, K., Blomer, U., Schiedl-
meier, B., Ganser, A., Grez, M., Eder, M.
(2002) Lentiviral gene transfer into
peripheral blood-derived CD34+ NOD/SCID-
repopulating cells, Blood 99, 709–712.

Schlegel, R., Tralka, T.S., Willingham, M.C.,
Pastan, I. (1983) Inhibition of VSV binding
and infectivity by phosphatidylserine: is
phosphatidylserine a VSV-binding site? Cell
32, 639–646.

Schmeisser, F., Donohue, M., Weir, J.P. (2002)
Tetracycline-regulated gene expression in
replication-incompetent herpes simplex virus
vectors, Hum. Gene Ther. 13, 2113–2124.

Schroder, A.R., Shinn, P., Chen, H., Berry, C.,
Ecker, J.R., Bushman, F. (2002) HIV-1
integration in the human genome favors active
genes and local hotspots, Cell 110, 521–529.

Schwei, M.J., Honore, P., Rogers, S.D., Salak-
Johnson, J.L., Finke, M.P., Ramnaraine, M.L.,
Clohisy, D.R., Mantyh, P.W. (1999) Neuro-
chemical and cellular reorganization of the
spinal cord in a murine model of bone cancer
pain, J. Neurosci. 19, 10886–10897.

Seshidhar Reddy, P., Ganesh, S., Limbach, M.P.,
Brann, T., Pinkstaff, A., Kaloss, M.,
Kaleko, M., Connelly, S. (2003) Development
of adenovirus serotype 35 as a gene transfer
vector, Virology 311, 384–393.

Shapiro, E., Krivit, W., Lockman, L., Jam-
baque, I., Peters, C., Cowan, M., Har-
ris, R., Blanche, S., Bordigoni, P., Loes, D.,
Ziegler, R., Crittenden, M., Ris, D., Berg, B.,
Cox, C., Moser, H., Fischer, A., Aubourg, P.
(2000) Long-term effect of bone-marrow
transplantation for childhood-onset cerebral
X-linked adrenoleukodystrophy, Lancet 356,
713–718.

Shi, W., Bartlett, J.S. (2003) RGD inclusion in
VP3 provides adeno-associated virus type 2



Vectors and Gene Therapy 285

(AAV2)-based vectors with a heparan sulfate-
independent cell entry mechanism, Mol. Ther.
7, 515–525.

Smith, C., Lachmann, R.H., Efstathiou, S. (2000)
Expression from the herpes simplex virus
type 1 latency-associated promoter in the
murine central nervous system, J. Gen. Virol.
3, 649–662.

Snyder, R.O., Flotte, T.R. (2002) Production of
clinical-grade recombinant adeno-associated
virus vectors, Curr. Opin. Biotechnol. 13,
418–423.

Snyder, R.O., Miao, C.H., Patijn, G.A., Spratt,
S.K., Danos, O., Nagy, D., Gown, A.M.,
Winther, B., Meuse, L., Cohen, L.K., Thomp-
son, A.R., Kay, M.A. (1997) Persistent and
therapeutic concentrations of human factor IX
in mice after hepatic gene transfer of recom-
binant AAV vectors, Nat. Genet. 16, 270–276.

Sonntag, K.C., Emery, D.W., Yasumoto, A.,
Haller, G., Germana, S., Sablinski, T., Shi-
mizu, A., Yamada, K., Shimada, H., Arn, S.,
Sachs, D.H., LeGuern, C. (2001) Tolerance to
solid organ transplants through transfer of
MHC class II genes, J. Clin. Invest. 107, 65–71.

Spivack, J.G., Fraser, N.W. (1987) Detection of
herpes simplex virus type 1 transcripts
during latent infection in mice, J. Virol. 61,
3841–3847.

Starcich, B., Ratner, L., Josephs, S.F., Oka-
moto, T., Gallo, R.C., Wong-Staal, F. (1985)
Characterization of long terminal repeat
sequences of HTLV-III, Science 227, 538–540.

Stecenko, A.A., Brigham, K.L. (2003) Gene
therapy progress and prospects: alpha-1
antitrypsin, Gene Ther. 10, 95–99.

Stevens, J.G., Wagner, E.K., Devi Rao, G.B.,
Cook, M.L., Feldman, L.T. (1987) RNA
complementary to a herpesvirus alpha gene
mRNA is prominent in latently infected
neurons, Science 235, 1056–1059.

Su, H., Arakawa-Hoyt, J., Kan, Y.W. (2002)
Adeno-associated viral vector-mediated hy-
poxia response element-regulated gene expres-
sion in mouse ischemic heart model, Proc.
Natl. Acad. Sci. U. S. A. 99, 9480–9485.

Su, H., Lu, R., Kan, Y.W. (2000) Adeno-
associated viral vector-mediated vascular
endothelial growth factor gene transfer
induces neovascular formation in ischemic
heart, Proc. Natl. Acad. Sci. U. S. A. 97,
13801–13806.

Suzuki, M., Singh, R.N., Crystal, R.G. (1996)
Regulatable promoters for use in gene therapy

applications: modification of the 5′-flanking
region of the CFTR gene with multiple cAMP
response elements to support basal, low-level
gene expression that can be upregulated by
exogenous agents that raise intracellular levels
of cAMP, Hum. Gene Ther. 7, 1883–1893.

Suzuki, Y., Isogai, K., Teramoto, T., Tashita, H.,
Shimozawa, N., Nishimura, M., Asano, T.,
Oda, M., Kamei, A., Ishiguro, H., Kato, S.,
Ohashi, T., Kobayashi, H., Eto, Y., Kondo, N.
(2000) Bone marrow transplantation for the
treatment of X-linked adrenoleukodystrophy,
J. Inherit. Metab. Dis. 23, 453–458.

Sykes, M. (2001) Mixed chimerism and
transplant tolerance, Immunity 14, 417–424.

Takanashi, J., Kurihara, A., Tomita, M., Kana-
zawa, M., Yamamoto, S., Morita, F., Ike-
hira, H., Tanada, S., Kohno, Y. (2002) Dis-
tinctly abnormal brain metabolism in late-
onset ornithine transcarbamylase deficiency,
Neurology 59, 210–214.

Takayama, T., Kaneko, K., Morelli, A.E., Li, W.,
Tahara, H., Thomson, A.W. (2002) Retroviral
delivery of transforming growth factor-beta1
to myeloid dendritic cells: inhibition of T-
cell priming ability and influence on allograft
survival, Transplantation 74, 112–119.

Tao, N., Gao, G.P., Parr, M., Johnston, J.,
Baradet, T., Wilson, J.M., Barsoum, J., Fawell,
S.E. (2001) Sequestration of adenoviral vector
by Kupffer cells leads to a nonlinear dose
response of transduction in liver, Mol. Ther. 3,
28–35.

Tratschin, J.D., West, M.H., Sandbank, T.,
Carter, B.J. (1984) A human parvovirus, adeno-
associated virus, as a eucaryotic vector:
transient expression and encapsidation of
the procaryotic gene for chloramphenicol
acetyltransferase, Mol. Cell. Biol. 4, 2072–2081.

Tuchman, M., McCullough, B.A., Yudkoff, M.
(2000) The molecular basis of ornithine
transcarbamylase deficiency, Eur. J. Pediatr.
159(Suppl 3), S196–S198.

Vale, P.R., Losordo, D.W., Milliken, C.E., Mc-
Donald, M.C., Gravelin, L.M., Curry, C.M.,
Esakof, D.D., Maysky, M., Symes, J.F., Is-
ner, J.M. (2001) Randomized, single-blind,
placebo-controlled pilot study of catheter-
based myocardial gene transfer for therapeutic
angiogenesis using left ventricular electrome-
chanical mapping in patients with chronic my-
ocardial ischemia, Circulation 103, 2138–2143.

Wade-Martins, R., Smith, E.R., Tyminski, E.,
Chiocca, E.A., Saeki, Y. (2001) An infectious



286 Vectors and Gene Therapy

transfer and expression system for genomic
DNA loci in human and mouse cells, Nat.
Biotechnol. 19, 1067–1070.

Walsh, C.E. (2003) Gene therapy progress and
prospects: gene therapy for the hemophilias,
Gene Ther. 10, 999–1003.

Wang, L., Muramatsu, S., Lu, Y., Ikeguchi, K.,
Fujimoto, K., Okada, T., Mizukami, H., Hana-
zono, Y., Kume, A., Urano, F., Ichinose, H.,
Nagatsu, T., Nakano, I., Ozawa, K. (2002) De-
layed delivery of AAV-GDNF prevents nigral
neurodegeneration and promotes functional
recovery in a rat model of Parkinson’s disease,
Gene Ther. 9, 381–389.

Wesseling, J.G., Bosma, P.J., Krasnykh, V.,
Kashentseva, E.A., Blackwell, J.L., Reynolds,
P.N., Li, H., Parameshwar, M., Vickers, S.M.,
Jaffee, E.M., Huibregtse, K., Curiel, D.T.,
Dmitriev, I. (2001) Improved gene transfer
efficiency to primary and established human
pancreatic carcinoma target cells via epidermal
growth factor receptor and integrin-targeted
adenoviral vectors, Gene Ther. 8, 969–976.

Woolf, C.J., Salter, M.W. (2000) Neuronal
plasticity: increasing the gain in pain, Science
288, 1765–1769.

Wu, H., Seki, T., Dmitriev, I., Uil, T., Kashent-
seva, E., Han, T., Curiel, D.T. (2002) Double
modification of adenovirus fiber with RGD and
polylysine motifs improves coxsackievirus-
adenovirus receptor-independent gene trans-
fer efficiency, Hum. Gene Ther. 13, 1647–1653.

Xiao, X., Li, J., Samulski, R.J. (1998) Production
of high-titer recombinant adeno-associated
virus vectors in the absence of helper
adenovirus, J. Virol. 72, 2224–2232.

Xie, Q., Bu, W., Bhatia, S., Hare, J., Somasun-
daram, T., Azzi, A., Chapman, M.S. (2002)
The atomic structure of adeno-associated virus
(AAV-2), a vector for human gene therapy,
Proc. Natl. Acad. Sci. U. S. A. 99, 10405–10410.

Yaksh, T.L. (1999) Spinal systems and pain
processing: development of novel analgesic
drugs with mechanistically defined models,
Trends Pharmacol. Sci. 20, 329–337.

Ye, X., Rivera, V.M., Zoltick, P., Cerasoli, F.,
Jr., Schnell, M.A., Gao, G., Hughes, J.V.,

Gilman, M., Wilson, J.M. (1999) Regulated
delivery of therapeutic proteins after in vivo
somatic cell gene transfer, Science 283, 88–91.

Zhang, X.Y., La Russa, V.F., Bao, L., Kolls, J.,
Schwarzenberger, P., Reiser, J. (2002) Lentivi-
ral vectors for sustained transgene expression
in human bone marrow-derived stromal cells,
Mol. Ther. 5, 555–565.

Zielske, S.P., Gerson, S.L. (2002) Lentiviral
Transduction of P140K MGMT into Human
CD34(+) Hematopoietic Progenitors at Low
Multiplicity of Infection Confers Significant
Resistance to BG/BCNU and Allows Selection
in Vitro, Mol. Ther. 5, 381–387.

Zou, L., Zhou, H., Pastore, L., Yang, K. (2000)
Prolonged transgene expression mediated by
a helper-dependent adenoviral vector (hdAd)
in the central nervous system, Mol. Ther. 2,
105–113.

Zufferey, R., Nagy, D., Mandel, R.J., Naldini, L.,
Trono, D. (1997) Multiply attenuated lentiviral
vector achieves efficient gene delivery in vivo,
Nat. Biotechnol. 15, 871–875.

Zwaagstra, J., Ghiasi, H., Nesburn, A.B., Wech-
sler, S.L. (1989) In vitro promoter activity
associated with the latency-associated tran-
script gene of herpes simplex virus type 1,
J. Gen. Virol. 70, 2163–2169.

Zwaagstra, J.C., Ghiasi, H., Nesburn, A.B.,
Wechsler, S.L. (1991) Identification of a major
regulatory sequence in the latency associated
transcript (LAT) promoter of herpes simplex
virus type 1 (HSV-1), Virology 182, 287–297.

Zwaagstra, J.C., Ghiasi, H., Slanina, S.M., Nes-
burn, A.B., Wheatley, S.C., Lillycrop, K.,
Wood, J., Latchman, D.S., Patel, K., Wech-
sler, S.L. (1990) Activity of herpes simplex
virus type 1 latency-associated transcript (LAT)
promoter in neuron-derived cells: evidence for
neuron specificity and for a large LAT tran-
script, J. Virol. 64, 5019–5028.

Zwiebel, J.A., Freeman, S.M., Kantoff, P.W.,
Cornetta, K., Ryan, U.S., Anderson, W.F.
(1989) High-level recombinant gene ex-
pression in rabbit endothelial cells trans-
duced by retroviral vectors, Science 243,
220–222.



367

Vertebrate Mitochondrial DNA

Max Ingman and Ulf Gyllensten
Uppsala University, Uppsala, Sweden

1 Structure and Function 368
1.1 Structure of the Mitochondrial Genome 368
1.2 Gene Content and Function 369
1.3 Gene Organization 370
1.4 Genetic Code 371
1.5 Transcription and Replication 372

2 Origin of Mitochondria 373

3 Genetics of Mitochondrial DNA 374
3.1 Inheritance 374
3.2 Heteroplasmy and Segregation 374
3.3 Recombination 375
3.4 Substitution Rate 376

4 Mitochondrial Dysfunction and Human Disease 376
4.1 Point Mutations 377
4.2 Deletion-insertion Mutations 377
4.3 Mutations and Neurodegenerative Diseases 378
4.4 Contribution of Mitochondrial Mutations to Aging 378

5 Tracing Human History Using Mitochondrial DNA 379
5.1 Pros and Cons of Using Mitochondrial DNA for Evolutionary

Studies 379
5.2 Mitochondrial Genomics 381
5.3 Human Migration Patterns 382
5.4 Natural Selection in Mitochondrial DNA 383

Bibliography 383
Books and Reviews 383
Primary Literature 384

Encyclopedia of Molecular Cell Biology and Molecular Medicine, 2nd Edition. Volume 15
Edited by Robert A. Meyers.
Copyright  2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30652-8



368 Vertebrate Mitochondrial DNA

Keywords

Chloroplast
A cytoplasmic organelle that is central to the photosynthetic process in plants.

Heteroplasmy
The occurrence of multiple forms of mitochondrial DNA (mtDNA) in the
same individual.

Mitochondria
Cellular organelles containing the protein machinery for oxidative phosphorylation.

Oxidative Phosphorylation
A cell metabolism process by which cellular energy (ATP) is produced from ADP.

� The mitochondria of eukaryotes contain a genome of their own, the mitochondrial
DNA (mtDNA). The mitochondrial genome of metazoans is a covalently closed
circular molecule with a size of about 16 kilonucleotide pairs (kntp). Considerable
length differences exist between organism groups (e.g. ciliata >40 kntp, fungi
17–176 kntp, higher plants 200–800 kntp). In vertebrates, the genome encodes 2
rRNAs, 22 tRNAs, and 13 proteins involved in oxidative phosphorylation. This is a
multicopy genome with a predominantly maternal inheritance, and in vertebrates,
a high substitution rate. A number of mtDNA mutations in humans have been
associated with muscular or neurological disease, and the accumulation of mutations
in this genome may result in premature aging and contribute to the natural aging
process. MtDNA has been one of the main tools used in studies of human evolution
and has provided some of the strongest evidence for an African origin of modern
humans. This review is biased toward the vertebrate genome due to the wealth
of information available from this group. A number of unique characteristics set
vertebrate mitochondrial DNA apart from the mtDNA in other organisms, justifying
this focus.

1
Structure and Function

1.1
Structure of the Mitochondrial Genome

The mitochondria of multicellular animals
(Metazoa) as well as of other eukaryotes

contain a genome of their own: mitochon-
drial DNA. Most mtDNAs are organized
as covalently closed circular molecules
(or appears as such when a gene map
is constructed). Linear molecules have
been observed in the coelenterates (hy-
dra), fungi (hansenula, candida), ciliates
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(paramecium, tetrahymena), chlorophyte
algae (Chlamydomonas), and chrysophyte
algae (Ochromonas). Metazoan mtDNA
genome range from about 14 kilonu-
cleotide pairs (kntp) in the nematode
Caenorhabditis elegans to about 42 kntp
in scallop, Placeopecten magellanicus. All
metazoan mtDNA genomes are organized
as a single molecule, except that of the
cnidarian Hydra attenuata, which appears
to consist of two 8-kntp circles. By contrast,
the mtDNA of other organismal groups
are highly variable in size. For instance,
the genome of Paramecium aurelia ex-
ceeds 40 kntps; fungi are sized between
17–176 kntps and higher plants have a
genome size of 200 and 800 kntp. Particu-
larly in plants, the genome is divided into
a number of circles, with the subgenomic
circles ranging from 60 to 240 kntp. In
certain protozoans (order Kinetoplastida),
the mtDNA is found in certain compart-
ments of the mitochondria (kinetoplasts)
and consists of maxicircles (14–39 kntp)
and minicircles (0.6–2.5 kntp).

1.2
Gene Content and Function

In contrast to the enormous size vari-
ation among the mtDNAs of different
species, the gene content is to a large
extent conserved. Metazoan mtDNA con-
tains the genes for two rRNAs homologous
to the 16 S and 23 S ribosomal RNAs of
Escherichia coli, 22 tRNAs, and 13 open
reading frames (ORFs). Six of these ORFs
encode enzymes, or components thereof,
that are involved in oxidative phosphory-
lation (cytochrome b, CO subunits I−III,
ATPase6 and ATPase8). The other seven
ORFs encode subunits of the respiratory
chain NADH dehydrogenases (commonly
referred to as ND1 and ND4L). In addi-
tion, a single noncoding region termed the

displacement loop or D loop is found be-
tween the coding sequences (See Fig. 1).
The term ‘‘D loop’’ refers to the short
three-stranded structure formed by dis-
placement of the heavy (H) strand by a
short, newly synthesized, H-strand seg-
ment. Although noncoding, the D loop
contains a number of regulatory signal
sequences necessary for the initiation of
H-strand replication and for both H-strand
and L-strand (light strand) transcription.
Extensive length variation has been ob-
served between the D loops of different
metazoans and appears to be due to dif-
ferent types of directly repeated segments.
While the D-loop region spans about 1
to 2 kntp in vertebrates, it is only about
100 ntp in some species of sea urchins.
The intraspecific variability in the length of
the D loop is also extensive in some species
and is similarly caused by variation in the
number of directly repeated segments.

In addition to the homologs for the
protein-coding genes in the mtDNA of
all metazoan species, plants carry the
genes for several other subunits of the
respiratory chain (e.g. ATP synthetase F1
complex, and ATP synthetase subunit 9),
as well as genes not previously found in
mitochondrial genomes, such as the gene
for reverse transcriptase. Also, all plant
mtDNA carry the gene for 5 S rRNA, not
present in animals and only occasionally
in fungal mtDNA.

In protozoans, the genome (maxicircle)
contains the same protein-coding genes
as in metazoan mtDNA and in addition,
components of complex I (ND7 and ND8)
that are found in the nuclear DNA of
metazoan species or the chloroplast DNA
of plants. Other components that have
been found in the protozoan mtDNA
genome are genes for apocytochrome b
and CO subunits I, II, and III. In some
fungi, a number of additional ORFs have
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Fig. 1 Outline of the mammalian mitochondrial genome. The location of genes
encoding the 2 rRNAs and the 13 proteins are indicated. The locations of the tRNA
genes are indicated as white bars in between the protein-coding genes and labeled
using standard nomenclature. The major noncoding region (D loop) is located
between the tRNA phenylalanine and tRNA proline genes. The origins and direction of
replication for the heavy (OH) and light (OL) strands are also shown.

been identified, but except for a few (e.g.
the variant 1 protein (VAR1) thought
to encode a mitochondrial ribosomal
protein), no function has been assigned
to the products of these ORFs. The genes
involved in the translation process also
vary in distribution among taxa. While the
tRNA genes are present in the mtDNA
of most taxa, the number of rRNA genes
located in the mtDNA varies between 28
for aspergillus to zero for trypanosomes.

The genes for the ribosomal proteins are
located in the mtDNA of bryophytes and
to some extent in angiosperms and some
protists, but are lacking entirely from the
mtDNA of other organisms.

1.3
Gene Organization

Most vertebrates and invertebrates have a
conserved gene content, but the gene order
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may vary considerably between phyla. For
instance, among five vertebrate species:
human, mouse, bovine, rat, and Xenopus
(phylum Chordata), the gene order is
identical. The gene order in species from
the phyla Echinodermata and Anthropoda
differ from the vertebrate gene order
by a minimum of two translocations
and three inversions. By contrast, species
from the phylum Nematoda have such
deviating gene orders that no simple
scheme has been constructed to account
for the differences relative to the gene
order of vertebrates.

The organization of animal mtDNA is
extremely compact and in contrast to that
of nuclear genes, the genome lacks introns
(excluding parts of the D loop for which no
functional role has been defined). As the
only exception to date, the sea anemone
(Metridium) apparently contains intron
sequences. Also, the coding sequences
of many species display variable degrees
of overlap, either between the 3′-ends of
two genes that are encoded from opposite
strands of the molecule or between genes
encoded by the same strand. For example,
ATPase8 overlaps with ATPase6 by 2
to 46 ntps in vertebrates and in higher
invertebrates and ND4L overlaps with ND4
by 7 ntp in vertebrates.

The genome size of fungal mtDNA
spans a wide size range (17.6–176 kntp)
while being relatively conserved with re-
spect to gene content. This size variation
is due to expansion of AT-rich intergenic
spacer regions and the existence of large in-
trons. For instance, in species of Podosora,
the CO1 gene covers a total of 24.5 kntp
(26% of the genome) and includes 16
introns. The fungi mtDNA genome also
appears to encode two proteins associ-
ated with introns: intron-encoded mat-
urases, which function in intron excision
during posttranscriptional processing of

precursor RNAs, and intron-encoded site-
specific endonucleases, necessary for in-
tron transposition. In the light of the enor-
mous diversity in genome sizes among
fungi, it is not surprising to find that gene
order or gene organization differ consider-
ably among species. It is believed that the
fungal mtDNA genomes, as a result of the
high frequency of intergenic noncoding
iterated spacer sequences, can change in
organization to exhibit a higher frequency
of recombination.

Our understanding of genome organi-
zation in higher plants may be biased,
since information is to a large extent based
on flowering plants. As is the case in
fungi, the large and diverse genome size
(200–2400 kntp) in flowering plants is due
to the occurrence of intron sequences. To
an even larger extent than in fungi, plant
mtDNA appear to have a propensity for
rapid structural change coupled with a low
rate of sequence divergence. The plastic-
ity of the genome has been related to the
existence of repeated blocks, several kntps
long, that occur in both orientations and
function as recombination hotspots. Re-
combination between such regions will
generate ‘‘minicircles,’’ which can join
other ‘‘minicircles’’ carrying the same re-
peat motif. Possibly as a consequence of
this organization, the gene order is not
strongly conserved among plant species,
and genetic exchange between the chloro-
plast and mitochondrial genomes appears
to occur frequently. In contrast to fungi,
most of the noncoding mtDNA in plants
show no distinctive nucleotide bias (e.g. no
AT-rich spacer as in fungi).

1.4
Genetic Code

On the basis of comparisons between the
predicted amino acid sequences (using
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nucleotide sequence data) and protein
sequencing, mitochondrial DNA has a
unique genetic code. For example, rather
than functioning as a stop codon as it
does in nuclear DNA, the triplet TGA
specifies tryptophan in all mtDNAs except
those of plants. This alteration is likely
to have occurred before the divergence of
Fungi, Protista, and Metazoa. With the ex-
ception of cnidarians, the AGA and AGG
triplets of mtDNA specify serine instead
of arginine as in the nuclear genome. This
alteration appears to have occurred after
the cnidarian ancestral lineage diverged
from that leading to all other inverte-
brates. In echinoderms, the AUA codon
specifies isoleucine and AAA specifies as-
paragine instead of lysine. The AAA codon
is also thought to specify asparagine in
platyhelminths, indicating that the speci-
ficity of AAA has changed from lysine to
asparagine on two independent evolution-
ary lineages.

The metazoan transcription machinery
also employs unorthodox translation ini-
tiation codons. All four ATN triplets are
being used as initiation codons in mtDNA
in different species (although the subset of
codons used varies considerably between
species). Finally, the translation termina-
tions of some mammalian mitochondrial
proteins end either in T alone or TA, in-
stead of the complete termination codon
TAA or TAG. The primary transcript of the
mtDNA is a multicistronic RNA, and pre-
cise RNA cleavage and posttranscriptional
polyadenylation will generate the complete
termination codons.

1.5
Transcription and Replication

Transcription of vertebrate mtDNA is
initiated at two promoters, heavy-strand
promoter (HSP) and light-strand promoter

(LSP) located in the major noncoding
region of the mtDNA. These promoters
mainly direct the synthesis of transcripts
from one strand, although they have been
shown to be bidirectional under certain
circumstances. The evolution of separate
promoters for the different strands may
be a characteristic that has evolved in the
mammalian lineage, since in amphibians
(Xenopus) the promoters have a much
more pronounced bidirectionality and in
birds (chicken) the single available pro-
moter is completely bidirectional. At least
two proteins are necessary for transcrip-
tion initiation: mitochondrial transcription
factor 1 (mtTF1) and mtDNA polymerase.
The mtTF1 binds −10 to −40 ntps up-
stream from the promoter and initiates
transcription together with the mtRNA
polymerase. The function of the mtTF1 is
highly conserved among mammals since
the mouse and the human mtTF1 can
be experimentally exchanged with each
other. MtTF1 shows sequence similarity
with nuclear high mobility group (HMG)
proteins and a nuclear rDNA transcription
factor (pol1). There is no known differ-
ence between the HSP and LSP promoters
with regard to the proteins required for
proper initiation of transcription, support-
ing the hypothesis that they originated by
duplication. Termination of transcription
of mammalian mtDNA appears to occur at
a single site located at the 3′ terminus of
the rRNA region.

Mammalian mtDNA has two origins
of replication – one for each strand – and
a similar organization appears to exist
in all vertebrate mtDNA. The origin for
heavy-strand (OH) synthesis is located
within the D loop, while that for the
light strand (OL) is surrounded by a
cluster of tRNA genes (Fig. 1). Replication
always begins at the OH and synthesis
of the light strand is not initiated until
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the OL has been displaced as a single-
stranded molecule. The replication event
begins with the synthesis of an RNA
strand and later shifts into the synthesis
of a DNA strand. In the case of the
mouse, RNA synthesis appears to begin at
the transcription promoter, and therefore
replication priming at the OH depends
on transcription promoter function. One
transcription initiation event could thus
serve for both transcription and replication
priming. The transition from RNA to
DNA is over a set of conserved sequence
blocks (CSB) in the D loop and mediated
by an RNAase MRP (mitochondrial RNA
processing) enzyme. Priming from the
OL is through a DNA primase that
recognizes the target site (OL). With
regard to OH priming, a stretch of about
15 ribonucleotides is synthesized before
the transition to DNA is made. In this
case, the transition is located in a tRNA
gene: this is the second occasion during
which a tRNA gene sequence forms part
of the regulatory sequences in mtDNA.
After priming and transition to DNA, the
mitochondrial γ -polymerase extends each
of the strands. This enzyme has the 3′
to 5′ exonuclease activity associated with
proofreading activity.

2
Origin of Mitochondria

The difference in the genetic code, circular
genome organization and the localization
of the mtDNA relative to the nuclear
genome suggest that mtDNA has a sep-
arate evolutionary origin from the nuclear
genome. Two alternative hypotheses have
been presented: (1) the mitochondrion
and its genome arose through a process
of intracellular compartmentalization and
functional speciation, occurring within a

single kind of cell (autogenous origin),
or (2) the mitochondria are evolution-
ary remnants of endosymbionts, probably
of bacterial origin (xenogenous origin).
Phylogenetic analyses of mitochondrial
sequence data have been performed to
address these hypotheses. The most in-
formative analyses have been based on
comparisons of ribosomal RNA sequences
because of the presence of these genes
in all the genome types compared, their
functional constancy and equivalence, and
the highly conserved primary and sec-
ondary structure of the rRNA allowing
for precise and relatively unambiguous
alignment of sequences. Analyses of rRNA
sequences have suggested a new primary
subdivision of living organisms. Instead
of the five kingdoms (Animalia, Plantae,
Fungi, Protista, and Monera) previously
recognized, it has been suggested that
organisms should be divided into three
primary lineages: the archaebacteria, the
eubacteria, and the eukaryotes. Archae-
bacteria contain two major divisions of or-
ganisms: (1) sulfur-dependent, extremely
thermophilic bacteria, and (2) methane
producers and extreme halophiles. Phy-
logenetic analyses as well as a wealth of
other information clearly indicate that ar-
chaebacteria have a different origin than
eubacteria (containing plastid genomes
such as mitochondria and bacteria), al-
though there is still debate over whether
they are monophyletic (having a single
origin) or paraphyletic (having multiple
genetic origins).

In the phylogenetic tree, the mitochon-
drial tRNA sequences are found in the
eubacterial group, showing that they must
have a different evolutionary origin than
the eukaryotic cells in which they are
presently found. In particular, the closest
contemporary relatives of mitochondrial
rRNA are members of a subgroup of
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purple bacteria, providing unambiguous
evidence in favor of the endosymbiotic
origin of mitochondria of animals, fungi,
plants, and ciliates from within aerobic
eubacteria. Extant relatives of the aerobic
eubacteria family that form intracellular
associations with eukaryotes include rhi-
zobacteria, agrobacteria, and rickettsiae.

Although the general origin of mito-
chondria and mtDNA has been elucidated,
a number of issues remain to be de-
termined. Was there a single event of
symbiosis or multiple events? Are mito-
chondrial and plastids monophyletic or
polyphyletic? Did mitochondria and plas-
tids (chloroplasts) arise simultaneously
or serially? How has lateral gene flow
among chloroplasts, plastids, and the nu-
clear genome affected the present gene
content of the different genomes?

It is well known that genes can be
transferred between the mitochondrion
and the chloroplast, as well as between
the chloroplast and the nucleus. Among
animals, a number of copies of mtDNA
fragments have been inserted into the
nuclear genome, but no examples of
expressed sequences have been reported.
In the mungbean and the cowpea, a copy
of the mitochondrial COII gene has been
found in the nucleus and is transcribed.
This transfer is estimated to have occurred
60–200 million years ago, while the loss
of mitochondrial COII expression appears
to be much more recent. The probable
pathway of gene transfer in this case
involved reverse transcription of an RNA
intermediate. The frequency of transfers
that are followed by successful expression
appears to be relatively low in higher
organisms. This may be partly because,
to accomplish expression of the gene,
the transcription control element must be
present and the gene must contain the

sequence of the signal peptide necessary
for transport into the mitochondria.

3
Genetics of Mitochondrial DNA

3.1
Inheritance

The mitochondrial DNA of most metazoan
species is predominately maternally inher-
ited. In interspecific crosses of mice, the
mtDNA of 5–10 mitochondria in the mid-
piece of the sperm is able to enter the egg
and become established in the zygote. The
contribution in mice is on the order of 10
paternal mitochondria in 10 000 maternal
mitochondria per generation. In humans,
one case has been observed where pater-
nal contribution has been documented.
Given the very large number of transmis-
sions that have been examined in different
human studies, all consistent with an ex-
clusively maternal mode of inheritance,
the circumstances under which paternal
contribution can occur in humans must
be very unique. When paternal contribu-
tion occurs, it may generate individuals
with multiple types of mtDNA. Low levels
of paternal contribution of mtDNA have
also been reported in Drosophila. In bi-
valves (mussels), the contribution appears
to be almost equal among sexes, and in
forest trees, the mitochondria are inher-
ited through the paternal parent. Hence,
there is wide variation between different
organisms with respect to the pattern of
inheritance of the organelle.

3.2
Heteroplasmy and Segregation

In metazoan species, single individu-
als frequently contain a population of
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molecules differing either by point mu-
tations or in length: a state known as
heteroplasmy. A heteroplasmic state could
arise within individuals through muta-
tional mechanisms, or the mutant mtDNA
might be acquired through paternal con-
tribution. The high frequency of some
of the variant molecules (50–90%) im-
plies that forces other than the muta-
tion rate are involved in determining
the frequency of variant molecules. Mu-
tated mtDNA may increase in proportion
as a consequence of selection or strong
segregation (genetic drift) during oogen-
esis or embryogenesis. Different tissues
may show different frequencies of vari-
ant molecules due to the independence
of cellular division and mitochondrial
replication.

A number of reports have described the
stability of the heteroplasmic state between
generations in metazoans, suggesting that
segregation during oogenesis is limited. In
contrast to these studies, extremely rapid
and dramatic shifts in the frequency of
different mtDNA types have been reported
over a single generation in some mam-
malian species (Holstein cows). Also, in
studies of mtDNA mutations associated
with human disease, dramatic changes in
the frequency of different mutations have
sometimes been seen from one generation
to the next. However, the rules govern-
ing the transmission and segregation of
mitochondria between sexual generations
are at present only partly known. Analy-
ses of single cells have shown different
levels of heteroplasmy. The mitochondrial
vesicles within each of these cells contin-
uously fuse and divide and the mtDNA
content of individual vesicles may vary
from zero to approximately 15 copies.
However, it is not known whether mtDNA
distribute among vesicles during the pro-
cess of fusion.

3.3
Recombination

Recombination in mitochondrial DNA is
quite common in plants, where it gives
rise to the large number of different sized
molecules present. Particular recombina-
tion sites (repeats) in plant mtDNA appear
to function as hot spots for sequence ex-
change. Also, in fungi, mtDNA appears
to participate in recombination. In mam-
mals, mitochondria are usually inherited
from the mother through the egg cyto-
plasm. In humans, the egg cytoplasm
contains a large number of mitochon-
drial particles whereas the sperm midpiece
only carries five to ten. During fertil-
ization, these paternal mitochondria are
labeled for degradation through the ubiq-
uitin pathway, resulting in an exclusively
maternal inheritance pattern. This uni-
parental mode of inheritance means that
recombination between maternal and pa-
ternal mitochondria should not occur.

As early as 1980, Giles and colleagues
demonstrated maternal inheritance in
human mitochondrial DNA. This was
confirmed in intraspecific mouse crosses,
while in interspecific crosses, paternal
contribution was observed. On the basis of
phylogenetic and linkage disequilibrium
(LD) analyses, evidence of recombination
has been claimed between paternal and
maternal human mitochondrial DNA.
The results of these studies have been
controversial, with criticisms focusing
mainly on the statistical method used and
a biased dataset. Reanalyses of the dataset
using the standard LD measure D’ show
that there is no association of linkage
disequilibrium with physical distance.

Paternal mtDNA has been detected in
the muscle tissue of a single patient suf-
fering from myopathy while the blood, hair
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roots, and cultured fibroblasts of this in-
dividual contained only maternal mtDNA.
This individual was later shown to harbor
recombinant mtDNA, demonstrating that
it is possible for paternal mitochondria
from the sperm to escape the degradative
ubiquitin pathway and potentially recom-
bine with maternal mtDNA. While this
may happen in isolated cases, the absence
of evidence of recombination in large
datasets of human mtDNA sequences sug-
gests that it is rare and does not contribute
significantly to the evolution of human
mitochondrial DNA.

3.4
Substitution Rate

The substitution rate in the human mi-
tochondrial genome is typically 5 to 10
times higher than that of nuclear DNA,
a figure that is consistent across verte-
brates. The reason for this higher rate is
thought to be due to either a high rate of
nucleotide misincorporation or low DNA
polymerase repair efficiency. A high con-
centration of oxidative radicals (superoxide
anions H2O2) by-products of oxidative
phosphorylation have been implicated as
a contributing factor to this high substi-
tution rate. These compounds react with
lipids, proteins, and nucleic acids and form
thymine glycols and 8-hydroxyguanosine
in DNA, which may inhibit replication
and transcription, leading to longer expo-
sure of triple-stranded DNA to mutagenic
compounds. In addition, studies on the
reliability of mitochondrial DNA repli-
cation have shown that the net average
fidelity of the human mitochondrial DNA
polymerase (pol γ ) is about 1 error per
1–20 million base pairs, a rate that is
1000-fold higher than the error frequency
expected for the replication of nuclear

DNA. Also, the high turnover rate of mi-
tochondria in tissues would provide more
rounds of replication during which errors
could be generated. Compounding these
factors is an enhanced chance of fixation
of new mutations due to low functional
constraints on mitochondrial products.

However, an elevated rate of substitution
has not been detected for invertebrate, or
plant mtDNA, or for chloroplast DNA,
where the rate appears to be similar or
lower than the substitution rate of nuclear
genes. For instance, in plants, the mtDNA
substitution rate has been found to be
about sixfold lower than that of nuclear
genes and threefold lower than that of
chloroplast DNA.

4
Mitochondrial Dysfunction and Human
Disease

The mitochondrial genome supplies parts
of the protein machinery that is necessary
for efficient oxidative phosphorylation, us-
ing a series of five multiple-subunit en-
zymes located within the mitochondrial
inner membrane. The components needed
for oxidative phosphorylation are encoded
by both nuclear and mitochondrial genes.
The nuclear genome provides a total of 65
subunits, compared to the 13 mitochondri-
ally encoded subunits. A genetic defect in
oxidative phosphorylation could be due to
mutations in genes of either the nuclear or
the mitochondrial genome. On the basis
of the number of different genes involved,
it may be assumed that nuclear muta-
tions causing mitochondrial malfunction
should predominate by a factor of 5.
However, differences in the frequency by
which new mutations are introduced in
the two genomes (see Sect. 3.4), as well
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as the clonal inheritance pattern of mito-
chondrial DNA, may compensate for this
difference and indeed result in a higher
proportion of mitochondrial dysfunction
being due to mtDNA mutations.

4.1
Point Mutations

Point mutations resulting in amino acid
replacements have been found to be asso-
ciated with Leber’s hereditary optic neu-
ropathy (LHON) and neurogenetic muscle
weakness, ataxia, and retinitis pigmentosa
(NARP). A number of different point mu-
tations have been associated with these
symptoms, some (like the one at ntp1
1778) account for more than 50% of the
LHON cases, while a number of others
are private mutations that either alone, or
through synergistic effects, cause a similar
phenotype. The segregation of the main
LHON mutation may occur very rapidly:
the proportion of mutated genomes has
been found to rise from less than 50% to al-
most fixation in a single sexual generation.

NARP patients have a very diverse
set of symptoms ranging from ataxia
and dementia to proximal neurogenic
muscle weakness. They have in common a
missense mutation at ntp 8993, resulting
in a change of amino acid 156 of the
ATPase6 from a leucine to an arginine.

Since the mitochondria have their own
set of tRNAs, mutation in any of these may
cause systemic effects by partial or com-
plete inhibition of mitochondrial mRNAs.
A number of different point mutations
have been found to be associated with dis-
eases such as myoclonic epilepsy with red-
ragged fibers (MERRF) and mitochondrial
encephalomyopathy, lactic acidosis, and
stroke-like symptoms (MELAS). Patients
suffering from MERRF (point mutation
at ntp 8344) have uncontrolled myoclonic

epilepsy and mitochondrial myopathy that
may translate into symptoms such as
hearing loss, dementia, myoclonus, and
respiratory failure. The severity of the
symptoms appears to be related to the
proportion of mutated genomes, and the
disease has a progressive development.
Therefore, an individual with a moder-
ate proportion of mutated mtDNA (20%)
and no symptoms at age 20 may have de-
veloped severe complications by the age
of 65. This progression is believed to be
due to the age-related decline of oxidative
phosphorylation. Similarly, most MELAS
patients have point mutations in the tRNA
for leucine (ntp 3243), which also result
in an inactivation of an overlapping tran-
scription termination sequence.

4.2
Deletion-insertion Mutations

Insertions/deletions of the mtDNA have
been found in patients with Kearns–Sayre
syndrome (KSS), chronic external oph-
thalmoplegia (CEOP) and Pearson’s syn-
drome. The majority of cases of KSS and
CEOP involve the deletion of the region
in between, but not including, the origins
of replication (OH and OL). Conceivably,
deletions that encompass the two origins
of replication, inhibit replication and such
mutations are lost during mitochondrial
regeneration. More than 95% of cases carry
deletions between OH and OL: the most
frequent deletion (between ntp 8468 and
13 446) occurs in 30 to 50% of patients. In
most of the CEOP, KSS, and Pearson’s syn-
drome cases, only a single type of deletion
is found, suggesting that these mutations
have been generated by a single event, ei-
ther through slip-replication, homologous
recombination, or topoisomerase cleavage.
Since most cases are single spontaneous
mutations with no family history, they are
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likely to have been generated de novo in
a specific cell lineage during embryoge-
nesis. This may also explain the large
differences in the proportion of genomes
carrying deletions between tissue types. In
many KSS and CEOP patients, there is a
progression of the severity of the disease
with age, concomitant with an increase
in the proportion of deleted mtDNA in
the muscle fibers. The deleted genomes
in these diseases may be postulated to
accumulate over time simply as a conse-
quence of replicative advantage (i.e. their
shorter length). In the case of point muta-
tions, such as those described in Sect. 4.1,
additional factors (e.g. selection) must be
invoked to explain the rapid shift observed
between generations or tissue types.

Duplications extending from the COII
gene to the cytochrome b gene, and
spanning both origins of replication, have
been found in the mtDNA of patients
with Pearson’s syndrome. Because of
the added number of replication origins,
these mutations may have a replicative
advantage that contributes to their rapid
accumulation.

Cases of respiratory failure, lactic acido-
sis, and failure of muscle or kidneys have
also been found to be associated with ex-
tremely low amounts of mtDNA. In a case
of lethal mitochondrial myopathy, only 2
to 12% of the normal amount of mtDNA
was detected. Similar symptoms have been
observed in AIDS patients as a result of zi-
dovudine treatment, which is intended to
block viral DNA replication, but, as a side
effect also has a similar effect on mtDNA.

4.3
Mutations and Neurodegenerative
Diseases

The diseases discussed thus far are but
a few of those in which mitochondrial

mutations have been implicated. Some
families with diabetes mellitus have been
shown to carry a deficiency of oxida-
tive phosphorylation coupled with an
mtDNA deletion, which, in the heteroplas-
mic state, removed OL and large parts
of the mtDNA genome. Also, mtDNA
mutations have been implicated in neu-
rodegenerative diseases (e.g. Parkinson’s,
Alzheimer’s, Huntington’s). The brain tis-
sue of Parkinson’s disease patients has
been shown to contain mtDNA deletions
and a deficiency of complex I has been
reported in both the brain and muscle tis-
sue. Most Parkinson’s cases are sporadic,
and only occasionally will family mem-
bers be affected, as would be expected if
the decline in oxidative phosphorylation
were genetically based. Similarly, some
Alzheimer’s patients have complex IV de-
fects and most of the cases appear to be
spontaneous (with a fraction being au-
tosomal dominant). Attempts have been
made to correlate the frequency of mtDNA
deletions with Alzheimer’s disease, but
at present there is no strong evidence
that these patients carry aberrant levels
of mutations compared with age-matched
asymptomatic controls. In addition, de-
creased level of CO activity was recently
reported in certain brain regions of a
patient with schizophrenia. This finding
indicates that mitochondrial dysfunction
may also be involved in the etiology of
psychiatric disorders.

4.4
Contribution of Mitochondrial Mutations
to Aging

A confounding factor in the analysis of
mitochondrial diseases is the natural ac-
cumulation of mutations with age. A
number of studies have shown that in-
sertion–deletion mutations in rat skeletal
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muscle and deletions in human hearts
tend to accumulate with age. Similar stud-
ies indicate that certain point mutations
may also accumulate with age. Taken to-
gether, these studies suggest that there
may be a progressive accumulation of
mtDNA mutations, which may in turn
contribute to the decline in oxidative phos-
phorylation that is characteristic of aging
individuals. Therefore, it has been postu-
lated that biological aging is related to and
partially caused by the accumulation of
mitochondrial mutations. One concern is
that the frequency of mutations in asymp-
tomatic aging people appears to be too
low to be able to exert a significant effect
on oxidative phosphorylation. Also, exper-
iments from cell hybrids indicate that the
main age-related decline in oxidative phos-
phorylation is under the control of nuclear,
rather than mitochondrial, genes. How-
ever, the age-dependent accumulation of
mtDNA mutations is still important in the
prognosis for carriers of mtDNA disease
mutations. Recently, a mouse model in
which the proofreading activity of the mi-
tochondrial polymerase had been partly
altered showed the accumulation of a
high number of mutations and also symp-
toms of premature aging. This provides
evidence that high levels of mtDNA mu-
tations may result in symptoms similar to
that observed during biological aging.

5
Tracing Human History Using
Mitochondrial DNA

5.1
Pros and Cons of Using Mitochondrial
DNA for Evolutionary Studies

MtDNA has been heavily utilized for stud-
ies of human evolution. This is largely

due to a handful of appealing features that
set mtDNA apart from nuclear DNA. Pos-
sibly the most important factor is that,
like the Y chromosome, mitochondria are
uniparentally inherited. While the lack of
apparent recombination means that only
the history of women in a population can
be investigated, it allows the tracing of a
direct genetic line where all polymorphism
is due to mutation (however, see Sect. 3.3).
The high substitution rate in the mitochon-
drial genome compounds this advantage
and allows for phylogenetic resolution of
more closely related individuals than is
possible with nuclear DNA sequences of
similar length. If mtDNA is evolving 5 to
10 times faster than nuclear DNA, then 5 to
10 times the amount of nuclear sequence
data would be required to give the same
amount of phylogenetic data. Also, as the
mitochondrial genome is of an immedi-
ately finite length (∼16 500 ntp), a wealth
of data from the same locus is available
for comparison. In fact, over 10 000 hu-
man mitochondrial hypervariable region
sequences (from the mitochondrial D loop)
have been produced to date, many for
the purpose of forensic analyses. The D
loop is an important source of informa-
tion for forensic scientists for many of
the same reasons that it appeals to pop-
ulation geneticists. It can be possible to
extract mtDNA from sources when the nu-
clear DNA is degraded beyond use. This
is mainly because many more copies of
the mitochondrial genome exist in each
cell. In fact, mtDNA has been extracted,
amplified and sequenced from the fos-
silized remains of Neanderthal bones at
least 30 000 years old.

However, estimation of the number of
nucleotide substitutions between a pair
of sequences is not a straightforward
task. If the genetic distance between two
mtDNA sequences is very high, there
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is the likelihood that the same site
may have undergone substitution more
than once (multiple substitution). Another
confounding factor coupled to a high
genetic distance is parallel substitution,
in which the same site undergoes the
same nucleotide substitution in multiple
lineages independently. In either case, two
substitutions would have occurred, but
neither will be observed in a pairwise
comparison. Both these situations will lead
to underestimation of the genetic distance
between the sequences and will affect
the calculation of the time at which they
diverged. In a sample of 53 mitochondrial
D-loop sequences, it was found that some
sites had undergone parallel substitution
in up to 10 separate lineages. This means
that at some loci, a large percentage

of sequences share polymorphisms by
chance rather than by descent.

The problem of multiple substitutions is
illustrated in Fig. 2. While the substitution
rate has remained relatively constant, the
accumulation of substitutions between
these species is not linear over time. In
fact, the rate of accumulation of pairwise
synonymous substitutions ranges from 17
per million years in species that diverged
2 million years ago to 4.5 per million
years in species that diverged 20 million
years ago. This is due to a saturation of
mutations, making multiple substitutions
more common. However, in agreement
with the molecular clock hypothesis, the
rate of accumulation of nonsynonymous
substitutions (and therefore amino acid
replacements) remains fairly constant.

Fig. 2 Total nucleotide substitutions between pairs of mitochondrial cytochrome
c oxidase subunit II gene (684 bp) from various bovid taxa versus time since
divergence (from Janecek, L.L., Honeycutt, R.L., Adkins, R.M., Davis, S.K. (1996)
Mitochondrial gene sequences and the molecular systematics of the Artiodactyl
subfamily Bovinae, Mol. Phylogenet. Evol. 6, 107–119).
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Of course, this is an extreme exam-
ple and, because there is considerably
less time depth, the problem is not so
pronounced for analysis of human mi-
tochondrial DNAs. Nevertheless, due to
these complications, it is necessary to use a
mathematical model to estimate the num-
ber of nucleotide substitutions between
pairs of sequences.

5.2
Mitochondrial Genomics

Prior to the year 2000, few studies pre-
sented phylogenetic analyses based on
the complete mitochondrial genome, but
rather focused on particular sites that
are thought to be variable, or the rapidly
evolving mitochondrial control region (D
loop). One of the human population ge-
netics studies that stands out above all
others employed mtDNA genetic variation
to study the evolutionary relationships be-
tween individuals of diverse origins. In
1987, a group of researchers at the Uni-
versity of California campus at Berkeley
presented data that indicated a recent
African origin of modern humans. This
landmark study was based on restriction
fragment length polymorphism (RFLP)
variation among the mtDNA of 147 hu-
mans from five populations. In this study,
12 restriction enzymes were used to cut
the mtDNA of each of these individu-
als at an average of 370 positions. Using
this technique, Cann and colleagues as-
sayed a total of about 9% of the mtDNA
of each individual and identified 195
polymorphic sites. The 147 individuals in-
cluded in the study yielded 133 distinct
mitochondrial haplotypes, which were as-
sembled into a phylogenetic tree using the
maximum parsimony method. The oldest
group (clade) on the tree was comprised
of mtDNA types derived from African

people and, given the number of differ-
ences between the two most divergent
mtDNA types, the common ancestor of
all the haplotypes was estimated to have
existed (in Africa) between 140 000 and
280 000 years ago.

The mitochondrial D loop comprises
about 1100 ntp and makes up less than 7%
of the complete mitochondrial genome.
Sequencing the D loop for use in molec-
ular population genetics has been popular
due to the high degree of polymorphism
that can be found in this relatively short se-
quence. The advantage of copious amounts
of published data from the human D loop
continues to make it an attractive source of
phylogenetic information. The main prob-
lem of the D loop stems from extensive
heterogeneity in substitution rate that re-
sults from an extreme rate of substitution
at some sites. The consequence of this is
a high frequency of multiple substitutions
and, as a result, specific algorithms for es-
timating genetic distance have appeared in
an attempt to take this into account. Never-
theless, information gleaned from D-loop
sequences has added significantly to our
level of understanding of human evolu-
tion and the genetic relationships among
populations.

Since 2000, when the first large-
scale study utilized complete mitochon-
drial genomes, more than 2000 complete
or near complete human mitochondrial
genomes have been published. Complete
mitochondrial genomes provide increased
phylogenetic resolution of closely related
lineages, as well as facilitating more ac-
curate estimations of genetic dates for
demographic events since all substitutions
are available, including singleton changes
(present in just one lineage). While RFLP
data can define some major clades, the
complete genome data provide more topo-
logical support and also distinguish a
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number of additional clades. In addition,
the availability of complete mitochondrial
genomes has allowed a more detailed anal-
ysis of the pattern of selection across the
mitochondrial coding region as well as
comprehensive surveys for evidence of mi-
tochondrial recombination.

5.3
Human Migration Patterns

Our understanding of the global pattern
of the movements of modern human
peoples is based on a synthesis of physical
and cultural anthropology with molecular
data from multiple genetic systems and
loci (see Fig. 3). Also taken into account
are geological factors such as the degree
of glaciation, which can affect migration
paths and raise or lower sea levels.

Analyses of mtDNA have provided im-
portant information about human evolu-
tion and migration for nearly 20 years. The
earliest and some of the strongest evidence
for the ‘‘recent African origin’’ hypothesis
have been based on mtDNA. This hypoth-
esis is now a general (but incomplete)
consensus and states that anatomically
modern humans evolved in Africa 100 000
to 200 000 years ago, and all extant hu-
mans are descended from a small number
of females that lived at that time. MtDNA
analyses in concert with studies of nu-
clear DNA and physical evidence have also
shown that modern humans exited Africa
in the last 100 000 years to the Levant, the
Mediterranean region between Turkey and
Egypt. From there, they radiated toward
East Asia, Europe, Australia, and eventu-
ally to the Americas. As modern humans

Fig. 3 The origin and dispersal of modern humans. Evidence from mitochondrial
genomes bolsters the hypothesis that the place of origin was sub-Saharan Africa between
100 000 and 200 000 years ago and that the dispersal from Africa occurred within the past
100 000 years. The earliest known fossil and archaeological evidence on each continent,
shown on the map, is consistent with this view (redrawn after Hedges, S.B. (2000) A start
for population genomics, Nature 408, 652–653).
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advanced across the world, they must have
encountered archaic humans that were res-
ident in their new range. A key question
is whether there was total replacement of
these previous occupants or if admixture
between modern and archaic forms has
contributed to the contemporary human
gene pool. While barriers to fertility are
slow to develop, making admixture bio-
logically feasible, the absence of evidence
of this from clonal loci such as mtDNA
and the Y chromosome suggests that ar-
chaic forms such as Homo erectus have not
contributed significantly to current human
genetic variation.

5.4
Natural Selection in Mitochondrial DNA

There are several examples of non-
neutrality of mtDNA mutations, such as
cytoplasmic male sterility in plants and in
humans, and in a muscle disease known as
mitochondrial myopathy. Effects of natural
selection in mitochondrial coding regions
are also evident in the discordance be-
tween the numbers of synonymous and
nonsynonymous substitutions. Also, when
mitochondrial lineages are subdivided into
groupings that are thought to reflect their
historical habitat, a larger proportion of
nonsynonymous substitutions are seen
among the ‘‘arctic’’ lineages relative to the
‘‘tropical’’ and ‘‘temperate’’ lineages in the
ATPase6 gene. This could be due to chang-
ing environmental pressures on mitochon-
drial lineages as humans moved from the
African climate to exploit new habitats.

This may be especially important in cold
environments as mitochondrial oxidative
phosphorylation (OXPHOS) employs di-
etary calories to produce ATP, which can be
utilized to generate heat for body tempera-
ture maintenance. Mitochondrial lineages
may therefore vary functionally depending

on their long-term environment and the
rate of evolution of lineages from different
habitats could be quite different.

See also Metabolic Basis of Cellu-
lar Energy; Mitochondrial Porins,
Eukaryotic.
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Keywords

Cytokine
One of a class of inducible biologically active proteins that exercise specific,
receptor-mediated effects in target cells or in the cytokine-producing cells themselves.

Homology
Degree of structural similarity.

Interferon
One of a group of cytokines with antiviral activity, also displaying antimicrobial,
antiproliferative, and immunomodulatory activities.
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Interferon Receptors
Transmembrane glycoproteins specifically binding IFN and capable of signal
transduction across the cell surface membrane.

Interferon/Type I
Acid-stable species of interferon, including, IFN-α, -ß, -ω, -κ , and -τ .

Interferon/Type II
Acid-labile species of interferon, IFN-γ .

Interferon/Type III
A small family of interferon-like molecules known as IFN-λs. Alternatively designated
interleukin-28A and B and interleukin-29.

Subtype
One of two or more molecularly and antigenically related IFNs.

Tumor Cell
Cell that is capable of producing a tumor and that is unresponsive to mediators of
normal cell growth control.

� The interferons (IFNs), a category of biologically active proteins or cytokines with
common antiviral activity, are induced by a variety of pathological stimuli, includ-
ing viruses, bacteria, protozoa, and foreign antigens, as well as by endogenous
cellular interactions. IFNs are secreted locally from induced cells to stimulate, via
specific cell surface receptors, host defense mechanisms in the surrounding tissues.
Such mechanisms are manifested as a wide spectrum of antiviral, antimicrobial,
antitumor, and immunomodulatory actions, and have led to the belief that IFNs
could have therapeutic potential in the treatment of many infections and invasive
diseases.

Clinical investigations, begun in earnest in the 1980s with the abundant availability
of ‘‘recombinant’’ IFNs, have demonstrated that IFNs, used as single therapeutic
agents, induce beneficial responses in a select number of virus-mediated and
malignant diseases, but not in the major human cancers, such as breast, lung,
and colon. IFNs also induce significant, undesirable, but reversible, side effects.
Nevertheless, IFNs continue to be widely used, for example, in the cancer area,
and increasingly so for disease indications such as chronic hepatitis, caused by
hepatitis-B and -C viruses, and multiple sclerosis, a chronic degenerative disease of
unknown etiology.
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1
Historical Perspective

The phenomenon of ‘‘interference’’ in
virus infections was studied from the end
of the 1940s. In 1957, Isaacs and Linde-
mann discovered a biological substance
produced in virus-infected cells that in
turn produced an antiviral response in
cell cultures infected by the same virus.
The word interferon (IFN) was coined for
this substance. Initially, there were dif-
ficulties in characterizing IFN because
under laboratory conditions it was made
in only minute quantities. Gradually how-
ever, with the introduction of large-scale
production facilities and the development
of efficient purification procedures, the na-
ture of IFN began to emerge. First, it was
established that IFN was protein in na-
ture. Second, it was discovered that there
were different molecular species (types) of
IFN. Third, it became evident that IFNs
were associated with a growing number
of biological activities beside their antiviral
activity. One of these activities, the anti-
tumor action, was the spur to increased
efforts during the 1970s to develop IFN as
an anticancer agent. Progress was made
particularly in the area of purification and
in the sequencing of the N-terminal re-
gions of pure IFN proteins. However, the
development of rDNA technology in the
late 1970s was to revolutionize both the
production of IFNs and their characteriza-
tion. This technology was also to reveal that
one type of human IFN, designated IFN-α,
was composed of many different, but struc-
turally related, IFN proteins, now known
as subtypes. Using nucleotide-sequencing
techniques, the amino acid sequences of
IFN molecules could be deduced once
complementary DNA (cDNA) copies of
individual IFN messenger RNA (mRNA)

were cloned. Genes for individual IFN pro-
teins were also isolated, characterized, and
their chromosomal location established.
By comparing the IFN genes of other
animal species to those of humans, evo-
lutionary relationships and the ancestry of
IFN genes were deduced.

The early 1980s were times of intensive
research investigations into all aspects
of IFN biochemistry and biology and
the period that saw the instigation of
many clinical trials to evaluate IFN as
a potential therapeutic agent in cancer
patients. Reports of initial successes in
the clinic were followed by more sober
analyses of IFN’s worth as an anticancer
agent. IFN clearly had potential, but tumor
responses were seldom large enough to
cure cancer patients. In addition, IFN
produced a number of undesirable side
effects in patients. The cloning in the mid-
1980s of the second major type of IFN,
now designated IFN-γ , led to a further
expansion of biochemical and biological
investigations and more clinical trials.

The period from around 1985 to date
has witnessed many new discoveries about
IFNs and their biological actions and
featured the cloning of their cell surface re-
ceptors, responsible for triggering cellular
responses following IFN binding. There
has been a rationalization of the clinical
results leading to the now-accepted view
that IFN administrated as a single anti-
cancer agent is beneficial in only a handful
of malignancies, for example, hairy cell
leukemia (which is extremely rare), renal
cell carcinoma, AIDS-related Kaposi’s sar-
coma and chronic myelogenous leukemia
(CML). Nevertheless, further attempts to
exploit IFN’s potential have and are being
made by combining it with other anti-
cancer drugs. IFN-α is now having some
success as an antiviral agent in the treat-
ment of hepatitis-B and -C virus infections,
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while IFN-β has emerged as a therapeutic
agent for multiple sclerosis.

2
Interferon Genes and Proteins

2.1
Identification and Nomenclature

Originally two types of human IFN were
defined on the basis of the capacity of
the biological activity of IFN preparation
to withstand acidification to pH 2. These
were designated type I (acid-stable) IFN
and type II (acid-labile) IFN. On the basis of
the cell source, type I IFN was subdivided
into two subclasses: leukocyte IFN and
fibroblast IFN. These were subsequently
shown to be antigenically distinct. Type II
IFN was often referred to as immune IFN
to denote its production by stimulated T
lymphocytes.

In 1978, an international IFN nomencla-
ture committee recommended that leuko-
cyte IFN should become IFN-α, fibroblast
IFN, IFN-ß, and immune IFN, IFN-γ .
These designations were widely accepted,
but nowadays with increased knowledge of
IFN genes, protein structures, and recep-
tors, IFN-α and IFN-β are often classified
as type I IFNs and IFN-γ as type II IFN.
However, complications arose when it was
discovered that IFN-α was heterogeneous
and contained many different, but struc-
turally and antigenically related species,
now commonly referred to as subtypes.
Some groups labeled these subtypes αA,
αB, αC, αD, and so on, while others
adopted the numerical system of α1, α2,
α4, and so on. The latter nomenclature
now prevails. However, there is no gen-
eral correspondence between letters and
numbers, for example, αA = α2; αB = α8;
αD = α1. When an IFN preparation is a

mixture of IFN-α subtypes, these are often
designated IFN-αn. The discovery in the
mid-1980s of additional IFN-α-like pro-
teins antigenically distinct from the main
family of IFN-α subtypes then created an-
other problem. At first, the new IFN-α-like
proteins were classified as IFN-α subclass
II, with members of the original IFN-α
family being referred to as IFNα subclass
I. However, a radical departure from the
sequence of letters in the Greek alphabet
resolved this complex nomenclature. IFN-
α subclass II has become IFN omega (ω)!
Recently, another human type I IFN dis-
tantly related to either IFN-α or IFN-ω and
expressed only in epidermal keratinocytes
has been characterized; this is designated
keratinocyte-derived IFN, or IFN-κ . The
most recent addition to the human type
I IFN family is IFN-ε, which appears dis-
tantly related to IFN-β but whose function
remains uncertain.

In mice, similar IFN-α subtypes, IFN-
β, and IFN-ε are present, but IFN-κ
and IFN-ω are absent. However, a type
I IFN-like molecule called limitin, which
is 30% related to human IFN-ω, has
recently been identified in mice. In other
animal species (e.g. bovines), besides
multiple IFN-α subtypes similar to those
in humans, there are frequently several
different IFN-ß and/or IFN-ω subtypes,
although besides mice IFN-ω is also absent
in canines. Further, other classes of IFN-
α-like proteins have been identified in
certain animal species, but not in humans;
the trophoblast (τ ) and delta (δ) IFNs are
produced by the trophectoderm and are
involved in the maternal recognition of
pregnancy in ruminants (e.g. bovines) and
pigs, respectively.

All members of the type I (α, β, δ, ε, κ ,
τ , and ω) and II (γ ) IFNs induce antiviral
activity. A further small family of human
cytokines with limited homology to type I
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IFNs have recently been characterized as
also having antiviral activity. They have
been designated IFN-λ1 (alternatively,
interleukin-29 (IL-29)), IFN-λ2 (IL-28A),
and IFN-λ3 (IL-28B) and collectively as
type III IFNs. Their counterparts probably
exist in other animal species, but IFN-λ1
(IL-29) is absent in mice.

The nomenclature system for designat-
ing IFNs according to their animal species
of origin is reasonably straightforward.
The first two letters of the animal name
are most often used: human, Hu; murine,
Mu; bovine, Bo, and so on. However, Mo
is sometimes used for mouse IFN and Ra
for rat IFN to distinguish between these
murine species. In other cases, no abbre-
viations are used, as in, for example, chick
IFN and rabbit IFN.

2.2
Interferon Genes

The number of IFNs varies among differ-
ent animal species, but those of the IFN-α
family are usually the most numerous.
In humans, there are 13 nonallelic IFN-α
genes (Note that these genes are desig-
nated as IFNA1, IFNA2, and so on, so
that they correspond exactly to the IFN-α
proteins they encode), plus four nonal-
lelic IFNA-like pseudogenes (i.e. genes
that cannot give rise to functional IFN-α
molecules). In addition, allelic variants of
some IFNA subtype genes (e.g. for IFNA2)
have been found. There is one HuIFN-ß
gene (designated IFNB1), one IFN-ε gene
(designated IFNE1) one HuIFN-κ gene
(designated IFNK), one HuIFN-ω gene
(designated IFNW1) and several IFNW-
like pseudogenes. All of these genes and
pseudogenes are located on the short arm
of human chromosome 9 where they are
arranged in tandem. The equivalent site

for mouse IFNA genes is in mouse chro-
mosome 4. Each of the genes specifying
IFN-α, -ß, -ε and -ω proteins has no in-
trons, but the IFNK gene contains one
intron in the 3′ noncoding region. Lack of
introns is an unusual feature among mam-
malian cytokine genes, in which there are
usually three or more introns (IFNs are
considered to belong to the cytokine su-
perfamily of multifunctional, intercellular
biological mediators). The lack of introns
suggests a very ancient origin of the com-
mon ancestral gene. It has been predicted
that the primordial type I IFN gene arose
some 500 million years ago. A split about
400 million years ago appears to have given
rise to the first IFNA and IFNB genes.
Since then, the IFNA gene has evolved
and duplicated many times to give the
multiple IFNA genes found in present day
mammals. Around 100 million years ago,
an IFNA gene apparently diverged enough
to give rise to the IFNW gene family, which
is found in most mammals. In ruminants,
the IFNW gene family appears to have split
around 60 to 80 million years ago to give
the IFNT gene family, which is now only
found in the Ruminantia suborder Artio-
dactyls (sheep, cattle). The relationship of
the pig IFN-δ gene and the mouse lim-
itin gene to the IFNA, W , T gene family
remains uncertain. However, IFNE1 and
IFNK genes are more likely related to the
IFNB gene than to the IFNA, W , T genes.

In contrast, throughout evolution there
appears to have been no duplication of
the IFN-γ gene (designated IFNG). Only
a single IFNG gene has been found in all
animal species tested. This gene has four
exons and three introns, a common orga-
nizational feature of many cytokine genes,
and is located on chromosome 12 in hu-
mans and chromosome 10 in the mouse.
The IFNG gene also shares other struc-
tural features in common with cytokine
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genes such as an inducible transcriptional
enhancer in the 5′ flanking region found,
for example, in the interleukin-2 gene.

The genes for IFN-λ1-3 (type III IFNs)
are located on human chromosome 19
and contain introns. These genes appear
to have emerged about the same time as
type I IFN genes and are widespread in
mammals, although the mouse lacks a
functional IFN-λ1 gene.

All the active IFN genes have regulatory
regions in their 5′ noncoding promoter
sequences, which control transcription.
In all coding regions, the part of the
gene that encodes the mature IFN protein
is preceded by a nucleotide sequence
specifying an N-terminal signal peptide.

2.3
Interferon Proteins

2.3.1 IFN-α
All IFN-α’s are secreted proteins and, as
mentioned earlier, are transcribed from
mRNA as precursor proteins, pre-IFN-α,
containing N-terminal signal polypeptides
of about 23 amino acids. The signal
polypeptide is cleaved off before the ma-
ture IFN-α molecule is secreted from the
cell. The mature form of most HuIFN-α
subtypes contains 166 amino acids (ex-
cept HuIFN-α2, 165 amino acids: (Fig. 1).
IFN-α subtypes from the mouse are of
a similar size with 166 or 167 amino
acids (except mouse IFN-α4, 162 amino
acids). The calculated molecular weight
of HuIFN-α subtypes is approximately
18.5 kDa, although apparent molecular
weights in sodium dodecyl sulfate (SDS)-
polyacrylamide gels vary between 17 and
26 kDa. The amino acid sequences of
HuIFN-α subtypes are highly related, with
complete identity at 85 of the 166 (amino
acid) positions. Many of the positions
where amino acids differ from subtype

to subtype are conservative substitutions.
Interestingly, HuIFN-α subtypes contain
four cysteine residues whose positions (1,
29, 99, and 139) are highly conserved
(Fig. 1). These four cysteines form two
disulphide bridges (1–99, 29–139), which
induce folding of the IFN-α molecule and
whose integrity is essential for biological
activity. IFN-α subtypes are predicted to
have a high proportion (ca 60%) of α-
helical regions and are folded to form
globular proteins. The three-dimensional
structure of HuIFN-α2 revealed by X-
ray crystallographic analysis comprises
5α-helices (A–E) connected by loops in
the ‘‘classic’’ up-up-down-down configu-
ration. This α-helical ‘‘bundle’’ structure
IFN-αs share with many other cytokines,
particularly those of the hematopoietin
family. Only one of the HuIFN-α sub-
type sequences contain sites for N-linked
glycosylation; however, limited O-linked
glycosylation may occur in several. Natural
HuIFN-α2, for example, appears to contain
some O-linked oligosaccharides (N.B. Re-
combinant IFN-α subtypes produced by
Escherichia coli are nonglycosylated since
bacteria lack the biosynthetic machinery
to add sugar residues to polypeptides).

Although the mouse IFN-α subtypes,
of which 10 have been cloned and
expressed, are only approximately 40%
related in amino acid sequence to their
HuIFN-α subtype counterparts, they are
likely to be structurally similar. However,
in contrast to HuIFN-α subtypes, most
mouse IFN-α subtypes contain one N-
linked glycosylation site and are probably
glycoproteins when produced from mouse
somatic cells.

2.3.2 IFN-ß
Pre-HuIFN-ß contains 187 amino acids,
of which 21 comprise the N-terminal
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Fig. 1 Amino acid sequences of human IFNs, α1, α2, αII (ω), ß and
γ . Sequences are aligned to show maximum structural relatedness.
Sites of N-linked glycosylation (Asn = N) are underlined.

signal polypeptide. The signal polypep-
tide is cleaved on secretion to yield the
mature HuIFN-ß protein of 166 amino

acids, the same size as most HuIFN-α
subtypes (Fig. 1). However, HuIFN-ß
shows only approximately 30% amino acid



Viral Inhibitors and Immune Response Mediators: The Interferons 395

sequence relatedness with HuIFN-α and is
antigenically distinct from it. The mature
HuIFN-ß molecule lacks the N-terminal
cysteine residue at position 1 found in
HuIFN-α subtypes, but contains three
other cysteines at position 17, 31, and 141.
The cysteines at position 31 and 141 are
equivalent to those found at positions 29
and 139 in HuIFN-α and are joined to
form a single disulphide bond. Replace-
ment of the cysteine residue at position
17 by serine does not result in any loss of
biological activity, whereas serine substitu-
tion of Cys141 does. Unlike most HuIFN-α
subtypes, HuIFN-ß’s amino acid sequence
contains one site, asparagine at position
80, for N-linked glycosylation and it is
known that HuIFN-ß produced by human
fibroblasts is a glycoprotein of approxi-
mately 23 kDa. Like HuIFN-α subtypes,
HuIFN-ß is predicted to have a high α-
helical content, and folds up as an α-helical
bundle of 5 domains.

Mouse IFN-ß contains 161 amino acids
and shows some 60% relatedness to

HuIFN-ß: in contrast, however, mouse
IFN-ß contains only one cysteine residue
and thus intramolecular disulphide bonds
are impossible. There are three N-
glycosylation sites present in mouse IFN-
ß, and the rather high apparent molecular
weight of 35 kDa probably reflects exten-
sive glycosylation of this molecule. The
three-dimensional crystal structure of re-
combinant mouse IFN-ß has been solved,
revealing that the structure consists of five
α-helices folded into a compact α-helical
bundle (Fig. 2). There are many struc-
tural similarities between mouse IFN-β
and HuIFN-α2. Subsequently, the three-
dimensional structure of HuIFN-β has
also been shown to be similar, but dimers
may form through a zinc-binding site
present at the interface between two
protomers. On the basis of comparative
sequence analyses, it is predicted that
in all mammalian IFN-α, IFN-ß, and
IFN-ω proteins, the five α-helical do-
mains are conserved. Pig IFN-δ, mouse
limitin, IFN-ε, and ruminant IFN-τ are

Fig. 2 Schematic drawing of the ‘‘side’’
view of a recombinant MuIFN-ß
molecule. Helices A-E and an
intervening loop AB are labeled N- and
C-termini are marked. The three shaded
areas along loop AB, helix D, and loop
DE appear to comprise a spatially
continuous binding site for the IFN
receptor(s). (Reprinted with permission
of Senda, et al. (1992) EMBO J. 11, 3193;
Copyright EMBO/IRL Press Ltd., UK).
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also predicted to have the same ba-
sic structure.

2.3.3 IFN-κ
HuIFN-κ , made principally by keratino-
cytes, is a recently identified novel member
of the type I IFN family displaying around
30% homology to HuIFN-α, HuIFN-β,
or HuIFN-ω. In distinction to the latter,
HuIFN-κ contains an additional cysteine
at its C-terminus following the four
conserved cysteines, and an insertion of
12 amino acids between the C and D
helices. Its full amino acid sequence is
therefore predicted to comprise 180 amino
acids. However, sequence alignment with
other type I IFNs predicts that HuIFN-
κ has an overall structure typical of this
family. Molecular modeling of HuIFN-κ
has indicated a structure consisting of five
α-helices as in other type I IFNs.

2.3.4 IFN-ω
The structure of IFN-ω is similar to
that of IFN-α subtypes, but there have
been sufficient amino acid substitutions
to make it only about 60% related and
thus antigenically distinct from them
(HuIFNω is only 30% related to HuIFN-
ß). Like pre-IFN-α, pre-IFN-ω has a signal
sequence of 23 amino acids. However,
the mature form of HuIFN-ω contains
172 amino acids, six more at the C-
terminal end than HuIFN-α subtypes
(Fig. 1). The four cysteine residues occur
in precisely the same positions, 1, 29, 99,
and 139, as they do in HuIFN-α subtypes.
With regard to glycosylation, HuIFN-ω
resembles HuIFN-ß more than HuIFN-
α in having a single N-glycosylation site
at Asn78.

IFN-ω is not found in mice or dogs, but
three functional IFN-ω subtypes have been
identified in sheep, cattle, and horses.

2.3.5 IFN-τ
Over a decade ago, it was discovered
that ovine trophoblastic protein-1 (OTP-1),
a hormonelike molecule having antilu-
teolytic activity produced by the preim-
plantation ruminant conceptus during the
second and third weeks of pregnancy, has
antiviral activity. This led to the finding
that OTP-1 was itself structurally related
to type 1 IFN, in particular to IFN-ω. As a
consequence, OTP-1 and related proteins
have been designated by one group of re-
searchers as trophoblast IFNs or IFN-τ .
Preovine IFN-τ contains 195 amino acids;
a signal sequence of 23 amino acids fol-
lowed by the mature polypeptide of 172
amino acids. IFN-τ molecules all contain
the precisely conserved cysteines at posi-
tions 1, 29, 99, and 139 found both in
IFN-α and IFN-ω molecules. Like IFN-ω,
some IFN-τ subtypes possess a potential
site for N-glycosylation on Asn78. It is
predicted that IFN-τ will have a similar
three-dimensional structure to IFN-α and
IFN-ß (i.e. a bundle configuration of five
α-helices).

IFN-τ subtypes are only found in the
Ruminantia suborder Artiodactyla (e.g.
sheep, goats, cattle), where they appear
to have evolved to perform a special anti-
luteolytic function in early pregnancy. In
man and other mammals, the fertilized
egg, the conceptus, immediately attaches
to the uterine wall and therefore there
is no special need to maintain the corpus
luteum as in ruminants, where the concep-
tus undergoes extensive preimplantation
development.

2.3.6 IFN-γ (type II IFN)
The nucleotide sequence of HuIFN-γ
mRNA contains an open-reading frame
of 166 codons. At first, it was believed that
the mature HuIFN-γ protein contained
146 amino acids, the 20 N-terminal amino
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acids of pre-HuIFN-γ forming the signal
peptide. However, this proved incorrect,
inasmuch as cleavage of the signal pep-
tide and the mature HuIFN-γ occurred
between residues 23 and 24 of the pre-
HuIFN-γ (Fig. 1). It was also shown that
the N-terminal amino acid of HuIFN-γ
was pyroglutamic acid and that several of
the C-terminal amino acids of the natu-
ral 143 amino acid polypeptide could be
cleaved off without loss of biological activ-
ity. The predicted molecular weight of the
unmodified polypeptide is approximately
17 kDa, but there are two N-glycosylation
sites (Asn25 and Asn97), both of which are
used to yield fully glycosylated HuIFN-γ
molecules of 25 kDa (Note that HuIFN-γ
preparations derived from T lymphocytes
often contain minor amounts of a 20-kDa
molecule representing glycosylation at one
site only.). In its native state, HuIFN-γ is
not only heavily glycosylated but is also a
homodimer of two 25-kDa molecules (sub-
units). The role of the oligosaccharide side
chains is not known. Since unglycosylated
HuIFN-γ produced from E. coli contain-
ing IFN-γ cDNA is biologically active, they
appear to be dispensable.

The amino acid sequence of HuIFN-
γ shows very little homology with those
of type I IFNs (α, ß, κ , ω, or τ ). De-
spite this, rather interestingly the three-
dimensional structure of HuIFN-γ (illus-
trated in Fig. 3), which was reported in
1991, contains some features in com-
mon with IFN-ß. Like the type I IFNs,
IFN-γ molecules are essentially α-helical
in content, with no ß-sheet. IFN-γ sub-
units have six α-helical regions as op-
posed to the five present in the IFN-ß
structure. On dimerization of IFN-γ sub-
units, five of the 12 helices are folded
to form a structural domain that resem-
bles the folded arrangement of the five
helices in IFN-ß. Other similarities in

folding topology between IFN-γ and IFN-
ß are apparent, suggesting that despite
their present low degree of homology,
an ancient precursor to both types might
have existed.

Mouse IFN-γ containing 133 amino
acids is smaller than HuIFN-γ and is only
40% related in sequence. It also is heavily
glycosylated and the molecular weight of
the natural dimeric molecule is around
38 kDa. Its structure, and those of IFN-
γ from other species, are expected to be
similar to that worked out for the three-
dimensional structure of HuIFN-γ .

2.3.7 IFN-λ (type III IFNs)
The IFN-λs contain 200 amino acids: in
sequence IFN-λ1 is 81% related to IFN-λ2;
IFN-λ2 is 96% related to IFN-λ3. IFN-λ1
contains an N-glycosylation site that is not
present in IFN-λ2 or IFN-λ3. The IFN-λs
are distantly related to type I IFNs (15–19%
homology) and to the interleukin-10 (IL-10;
11–13% homology) family of cytokines.
The 3-D structures of IFN-λs are not yet
known, but since cysteine patterns are
conserved on alignment of amino acid
sequences with those of IFN-α and IL-
10, it is predicted that IFN-λs are helical
cytokine family members.

3
Regulation of IFN Synthesis

3.1
Type I IFNs

3.1.1 IFN-α
IFN-α can be induced by a whole vari-
ety of stimuli, including viruses, bacte-
ria, xenogeneic or allogeneic tumor cells,
virus-infected cells, B-cell mitogens, and
so on. IFN-α subtypes are produced by
stimulated or activated null lymphocytes,
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Fig. 3 Schematic drawings of (a) the recombinant human IFN-γ D′ dimer
and (b) IFN-ß. On the left-hand side, the α helices are represented as
cylinders, and the nonhelical regions are shown as tubes. The N- and
C-terminal ends are marked. On the right-hand side, the α-helices are shown
as circles, and the nonhelical regions are shown as solid or dashed lines,
depending on whether they are above or below the plane of the figure. The
regions labeled B* represent a kinked region of IFNß that is not helical, but
shows some helical features. (Reprinted with permission of Ealick, et al.
(1991) Science, 252, 698. Copyright 1991 by American Association for the
Advancement of Science).

monocytes, and lymphoblastoid cell lines
of B-cell origin. More recently, plasmacy-
toid dendritic cells, a subset found mainly
in lymph nodes and thymus, have been

characterized as IFN producer cells (IPC)
that produce large amounts of IFN-α fol-
lowing virus stimulation. The proportion
of each IFN-α subtype in the mixtures
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of subtypes produced as a consequence
of stimulation/activation varies accord-
ing to the nature of the stimulus and
the producer cell type. It is still un-
clear why so many IFN-α subtypes are
required and how their proportions are
regulated at the level of their genes (but
see below).

Normally, IFNA genes are tightly re-
pressed, but when cells are infected by a
virus, for example, ‘‘virus-responsive ele-
ments’’ in the IFNA genes are activated
leading to derepression. IFNA genes con-
tain several IFN gene regulatory elements
(IREs), termed positive-response domains
(PRDs) and negative-response domains
(NRDs), in their 5′ noncoding promoter
region whose sequences appear to gov-
ern inducibility by various inducers. Such
IREs are acted upon by host cell inter-
feron regulatory factors (IRF), a family of 9
known structurally related proteins, which
act as transcriptional enhancers (e.g. IRF-
1, −3, −5, −7) or repressors (e.g. IRF-2).
It is now believed that IRF-3, which is
constitutively present and phosphorylated
by a serine kinase early after virus infec-
tion, plays a key role in IFN-α induction.
Phosphorylated IRF-3 dimerizes, translo-
cates to the nucleus, and activates the
transcription of an ‘‘early’’ IFNA (most
likely IFNA4) gene together with IFNB.
The newly made ‘‘early’’ IFNs act in
an autocrine/paracrine manner to acti-
vate type I IFN signaling pathways (see
under Sect. 4.1.2) leading to transcrip-
tion of IFN responsive genes, including
IRF-7, an inducible transcription factor,
which, following phosphorylation in virus-
infected cells, activates several other IFNA
genes plus many host defense genes (e.g.
cytokines, chemokines). Thus, IFN-α pro-
duction appears to be amplified in a
controlled manner subject to the virus-
dependent, sequential activation of specific

IRFs. However, IFNA gene transcription
leading to synthesis of IFN-α mRNAs con-
tinues only for a short interval before the
genes are shut down again, even if the
presence of the inducer is maintained,
though IFN-α mRNA expression can be
extended by certain drugs (e.g. cyclohex-
imide, which blocks protein synthesis and
hence the formation of labile repressors
such as IRF-2).

3.1.2 IFN-ß
The regulation of transcription of the
IFNB gene has been more closely studied
than that of IFNA genes. Here, it is
known that within the 120 bp 5′ to
the transcription initiation site, there are
at least six IRE, four PRD (I–IV), and
two NRD (I, II). PRDI and PRDII are
involved in both positive control and in
postinduction repression. Several protein
factors have been identified, which bind
to PRDI including IRF-1 and IRF-3,
transcriptional enhancers, and IRF-2, a
repressor. PRDII resembles an NFκB
transcription factor binding site and agents
that activate NFκB (e.g. viruses, double-
stranded RNA, phorbol esters), therefore
promote IFN-ß induction. In contrast to
IFNA gene regulation, active NFκB is
probably a requirement for efficient IFNB
gene transcription.

Although the major regulatory elements
within the IFNB gene promoter have been
identified, the mechanisms by which the
gene is differentially induced and shut
off are still not completely understood.
However, research into the signaling path-
ways involved in following virus, double-
stranded RNA (dsRNA), or cytokine stim-
ulation has increased our knowledge of
potential mechanisms for induction. For
example, it is apparent that dsRNA, often
an intermediate in viral genome-directed
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nucleic acid synthesis, can act as a ‘‘proxi-
mal’’ inducer (e.g. via Toll-like receptor-3)
of IRF-3 and NFκB activation, which are
then able to activate transcription of the
IFNB gene. The production of IFN-β ap-
pears to be the first stage in the cooperative
activation of other IRFs (e.g. IRF-5, IRF-7),
which appear to be crucial for transcrip-
tional induction of IFNA and IFNW genes.
In the absence of IRF-2, viral induction of
IFN-ß is increased.

3.1.3 IFN-κ
Unlike other type I IFN genes, the IFNK
gene appears to be constitutively active
to some extent, particularly in IFN-κ -
producer cells such as keratinocytes. How-
ever, IFN-κ mRNA expression is reported
to be upregulated by viral infection, by
other type I IFNs, and characteristically,
by IFN-γ (type II IFN) in monocytes and
dendritic cells. Currently, there is no infor-
mation about which transcription factors
are involved in IFNK gene activation.

3.1.4 IFN-ω
The IFNW gene is virus-inducible, like
IFNA and IFNB genes, and, since there
is much sequence identity with many of
the IFNA subtype genes, it is assumed
that its regulation will also be similar
to that applying to IFNA genes. As a
proportion of the antiviral activity present
in the IFN mixture secreted by virally
induced leukocytes, IFN-ω constitutes
approximately 15% of the total.

3.1.5 IFN-τ
The IFNT genes are not virus-inducible
and are therefore regulated in a different
manner to the other type I IFN genes.
IFN-τ is produced by trophoblast cells
and the temporal pattern of expression
depends on the time frame of maternal

recognition of pregnancy, which varies
from one to three weeks in ruminants.
For instance, ovine (Ov) IFN-τ is only
produced in large amounts between the
13th and 21st days of pregnancy, although
OvIFN-τ mRNA can be detected as early
as 8 to 10 days. It is believed that a
factor(s) in the luteal phase environment
of the uterus is required to trigger and
maintain expression of IFN-τ genes. The
promoter regions of IFNT genes appear
to be under different regulatory control
than other type I IFN genes, despite a
high degree of superficial similarity in
nucleotide sequences across all members
of this gene family.

3.2
Type II IFN

3.2.1 IFN-γ
IFN-γ is produced mainly by antigen-
or mitogen-stimulated mature, T lym-
phocytes and natural killer (NK) cells.
Some T-cell lymphoblastoid lines, es-
pecially those chronically infected with
HLTV-I, also can be stimulated to pro-
duce IFNγ . Like IFN-τ , IFN-γ does not
appear to be virus-inducible. The gene
structure of IFNG is quite apart from
the intron-less type I IFN genes and re-
sembles more the four exon–three intron
arrangement found in cytokine genes (e.g.
IL-2, IL-4, and GM-CSF). There are also
similarities in the 5′ flanking region, up-
stream from the initiation site, of the IFNG
gene and the 5′ flanking regions of such
cytokine genes. IFNG gene transcription
is probably controlled by binding of nu-
clear transcription factors to regulatory
sequences in the 5′ flanking region. Since
phorbol esters can act as (co)-stimulators
of IFN-γ induction, it is probable that
activation of NFκB is involved in gene
derepression.
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3.3
Type III IFNs

3.3.1 IFN-λs
Transcription of IFN-λ genes is stimulated
by the same inducers of IFN-α, -β, and
-ω genes, that is, several viruses, dsRNA
(e.g. poly I.C.), in a variety of cell lines
and dendritic cells. Virus-infected cells
produce IFN-λ activity. The regulation
of mRNA expression of IFN-λ genes
is likely to involve a positive feedback
mechanism, similar to that operating for
IFN-α/β genes, but details are not yet
available.

4
Regulation of Cellular Gene Expression
by IFNs

4.1
IFN Receptors

4.1.1 Molecular Characteristics
IFNs exercise their actions in cells via
IFN-specific cell surface receptors. These
receptors bind IFNs with high affinity and
transduce the signal occasioned by ligand
(IFN)-binding across the cell membrane
into the cytoplasm. All type I IFNs ap-
pear to share a common receptor, whereas
the sole type II IFN, IFN-γ , has a distinct
receptor. This division of receptors has
been corroborated by the cloning of both
type I and type II IFN cell surface bind-
ing proteins, which revealed little apparent
relatedness of their respective amino acid
sequences. However, these IFN binding
proteins, two for type I IFN and one for
type II IFN, share structural features that
are frequently found in cytokine receptors;
each has a large N-terminal extracellular
domain, which is glycosylated, and which
forms the binding site for IFN, a compar-
atively small transmembrane region and

an intracellular domain of variable size
(Fig. 4). The genes for the type I IFN
binding proteins are located on human
chromosome 21 and that for the type II
IFN binding protein on human chromo-
some 6. It seems probable that the type
I IFN binding proteins are intimately as-
sociated and together form high-affinity
receptors. The type II IFN binding protein
also appears to require a second compo-
nent or accessory factor (AF), coded for
by a gene located on chromosome 21,
to form a functional receptor. One group
has deduced that possibly the two types
of receptor are evolutionarily connected
and in their extracellular domains resem-
ble the structures of cytokine receptors
of the hematopoietin family (Fig. 4). It is
now widely accepted that IFN receptors
together with the individual receptors for
IL-10 and its paralogs constitute a distinct
subclass of hematopoietin receptors, cur-
rently referred to as type II cytokine receptor
family (CRF2).

Comparison of protein sequences of
the IFN receptors of different species has
indicated that these have evolved with their
cognate IFNs in a concerted fashion, and
this has resulted in some degree of species
specificity for most IFNs. For example,
most HuIFN-α subtypes, HuIFN-ß and
HuIFN-γ are poorly bound by mouse IFN
receptors and vice versa. However, in some
instances some IFNs are able to act across
species; for example, HuIFN-α subtypes
bind as well or better to bovine type I IFN
receptors and can trigger antiviral activity
in bovine cells.

It has recently been shown that the
receptors for IFN-λs are contained within
the CRF2 family. All IFN-λs bind to
a unique receptor chain known as IL-
28Rα (CRF2-12), which forms a functional
heterodimeric receptor by combining with
the accessory receptor chain of IL-10,
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Fig. 4 Schematic drawing of the domain organization of the human type I
IFN and type II IFNγ receptors and representative, analogous
hematopoietin receptors. The extracellular segments of the
granulocyte-macrophage colony-stimulating factor receptor (GM-CSFR)
and interleukin-3 receptor (IL-3R) are drawn to linear scale, and conserved
cysteines are marked by black bands. Adapted from Bazan, Shared
architecture of hormone binding domains in type I and type II interferon
receptors, Cell (1990) 61, 753. Copyright Cell Press.

designated IL-10R2. It is not unusual for
different cytokine ligands to share receptor
components; besides IL-10 and IFN-λs,
IL-10R2 is also an accessory receptor chain
of the IL-22 and IL-26 receptors.

4.1.2 Receptor Signaling
The intracellular domains of the type I
and type II IFN receptors are not pre-
dicted to have kinase activity of any sort:
many growth factor receptors (e.g. epi-
dermal growth factor receptor) contain
integral tyrosine kinase, which is essen-
tial for phosphorylation of downstream,
intracellular mediators of the signaling
pathway. Nevertheless, IFN receptors do
associate with intracellular, nonreceptor
kinases. The type I IFN-receptor chains are
linked with nonreceptor tyrosine kinases,
designated TYK2 (R1) and JAK1 (R2),

whereas the type II IFN-receptor chains are
associated with JAK1 (R1) and JAK2 (R2
or AF). In type I IFN signaling, TYK2 and
JAK1 tyrosine kinases further link to what
is known as interferon-stimulated gene
factor-3 (ISGF-3), a complex of three/four
distinct proteins that contains the primary
transcriptional activator for IFN-induced
genes. ISGF-3 is normally present in an
inactive form being composed of inactive
ISGF-3α (three related proteins: p84/91,
two alternatively spliced transcripts of the
same gene, and p113) and a constitutive
and IFN-inducible functional component
ISGF-3γ (now synonymous with IRF-9)
that is associated with p113. The ISGF-
3α components have been redesignated
as ‘‘Signal Transducers and Activators of
Transcription’’ (STATs); p84/91 and p113
are thus STAT1 and STAT2, respectively.
STAT1 contains a DNA-binding domain
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and a nuclear location signal (NLS), which
is absent in STAT2; IRF-9 does have an
NLS and thus by binding to STAT2 confers
ability to be translocated to the nucleus.
Following phosphorylation by TYK2 and
JAK1, STAT1 and STAT2 dimerize and
the ISGF-3 complex (STAT1/STAT2/IRF-
9) translocates to the nucleus, where it
acts as a transcription factor for the activa-
tion of type I IFN-inducible genes (Fig. 5).
In contrast, type II IFN (IFN-γ ) stimu-
lation leads to phosphorylation of only
p91 STAT1: homodimers of STAT1 act

as transcription factors for the activation
of IFN-γ inducible genes.

For type III IFNs, the IFN-λs, it
appears that the same signal transduction
pathway operating for type I IFNs is
activated, despite the distinct receptors
for IFN-λs. This similarity in signaling
is probably due to JAK1 and TYK2
association with IL-28Rα and IL-10R2,
respectively, the two receptor chains of
the IFN-λ (IL-28/-29) receptor complex,
and the contingent activation of ISGF3
(see above).
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Fig. 5 Schematic drawing depicting signal transduction pathways from type I and type II
IFN receptors at the cell membrane to the cell nucleus. ISGF3, interferon-stimulated gene
factor-3. The ISGF3α complex contains three structurally related proteins (p84), p91[STAT1]
and p113 [STAT2], and the ISGF3γ subunit is composed of a single protein, p48/IRF-9.
ISRE, interferon-stimulated response element, present in IFN-inducible genes. GAS,
γ -activated sequences, present in IFN-γ -inducible genes. JAK1, JAK2 and TYK2,
nonreceptor protein tyrosine kinases involved in the phosphorylation of ISGF3α proteins,
p91 [STAT1] and p113 [STAT2].
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While the ‘‘JAK-STAT pathway’’ is the
major intracellular signaling mechanism
activated in IFN-treated cells, it may not
be the only one. There has been some,
albeit somewhat controversial, evidence to
implicate protein kinase C (PKC) path-
ways as well. In particular, the type II IFN
receptor appears to trigger PKC transloca-
tion from membrane to cytoplasm upon
IFN-γ binding. However, possibly other
non-PKC serine/threonine kinases are ac-
tivated and are responsible for further
signal amplification and activation of tran-
scription factors. IFN-γ is a known inducer
of IRF-9, which is necessary for the translo-
cation of type I IFN-activatable ISGF-3
from cytoplasm to nucleus.

4.2
IFN-response Gene Sequences

Soon after the binding of type I IFNs to
their cognate receptors, a number of nu-
clear genes are activated and transcripts
(mRNA) of a variety of proteins are syn-
thesized. The type I IFN-inducible genes
have in common a regulatory nucleotide
sequence in their 5′ flanking promoter
region, and this type of sequence, which re-
sembles the IRE present in IFN genes, has
been designated IFN-stimulated response
element (ISRE). The resemblance between
ISRE and IRE could account for the fact
that many IFN-inducible genes are tran-
scriptionally activated by virus infection or
dsRNA, which also activate the transcrip-
tion of IFN genes (but not IFNT genes).
The ISRE for type II IFN (IFN-γ ), are sim-
ilar, but generally known as γ -activation
sequences (GAS). In contrast to the al-
most consensus ISRE sequences in type I
IFN-inducible genes, it appears that GAS
are likely to be heterogeneous. It is evident
that signaling pathways of both type I and

type II IFN systems share common sig-
nal transduction components (e.g. STAT1)
leading to ‘‘convergent’’ transcriptional ac-
tivation of a common set of IFN-inducible
genes (Fig. 5). However, IFN-γ also in-
duces a unique set of protein genes not
induced by type I IFNs suggesting the in-
volvement of other transcription factors.
For example, IRF-1 (formerly known as
ISGF-2) forms complexes with ISRE in
both type I and type II IFN-stimulated cells,
but is most particularly involved in tran-
scription of type II IFN-inducible genes,
for example, class II major histocom-
patibility (MHC) antigen genes. Current
experimental evidence strongly indicates
that type III IFNs, the IFN-λs, induce the
same genes as type I IFNs, although prob-
ably more weakly.

5
Proteins Induced by IFNs

It is well established that the biological
activity of IFNs depends on selective
protein synthesis. Thus, it is clear that
at least some of the set of IFN-inducible
proteins must mediate the biological
activity of IFN. IFN-inducible proteins,
whose number probably runs into the
100s, include both those proteins induced
early after IFN stimulation and those
proteins that are produced at later times,
often in response to the actions of
early IFN-inducible proteins. Many IFN-
inducible proteins are induced by both type
I IFN and type II IFN, although some may
be preferentially induced by either type
of IFN. Yet other proteins are exclusively
induced by either type I or type II IFN.
In some cases, IFN-inducible proteins
may be completely absent from the cell
before IFN stimulation, but in other
cases the effect of IFN causes an overall
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increase in production of proteins that are
already being expressed. Table 1 shows an
incomplete list of IFN-inducible proteins
together with their likely functions and
their relative inducibility by type I and
type II IFNs. Note that since IFN-inducible
proteins tend also to be cell type specific,
not all of the proteins listed will be
expressed in all cell types.

6
Biological Activities Associated with IFNs

6.1
Antiviral Activity

6.1.1 Molecular Mechanisms
As mentioned earlier, viruses often induce
IFN responsive genes, including type I
IFNs, IFNA, IFNB, and IFNW and type

Tab. 1 IFN-inducible proteins.

Protein Function Induction by

Type I
IFN

Type II
IFN

2,5 A-synthetase dsRNA-dependent synthesis of ppp-
(A2p)n-A (2-5A); activator of
RNase L

+ +

Protein (p68) kinase (PKR),
dsRNA-activatable protein kinase

Phosphorylation of peptide initiation
factor eIF-2α

+ +

MHC class I (HLA-A, B, C) Antigen presentation to CTL + +
MHC class II (HLA-DR) Antigen presentation to

Th-lymphocytes
± +

Indoleamine 2, 3-dioxygenase Tryptophan catabolism − +
Guanylate-binding proteins (GBP;

γ 67)
GTP, GDP binding ± +

Mx Specific inhibition of influenza virus + −
IRF1/ISGF2 Transcription factor ± +
IRF2 Transcription factor + −
IP-10 Related to chemotactic IL-8-like

cytokines
± +

Metallothionein Metal detoxification + +
(TNF) receptors Mediate TNF action ± +
IL-2 receptors Mediate IL-2 action − +
Intercellular adherence molecule-1

(ICAM-1)
Endothelial cell adhesion protein − +

Immunoglobulin Fc-receptor (FcR) Ig binding by
macrophages/neutrophils

± +

Thymosin ß4 Induction of terminal transferase in
lymphocytes

+ ?

ß2-microglobulin Immune function + +
Nitric oxide synthetase Production of nitric oxide from

arginine. Increased microbicidal
activity in macrophages

− +

200 family From cluster of 6 genes; p204 is
located in nucleolus

+ −

6–16 Unknown; extracellular + ±
1–8/9–27 Cell surface proteins + +
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III IFNs. The corresponding IFNs proba-
bly act in a paracrine manner on adjacent
cells to induce antiviral mechanisms. The
vast number of viruses with different
replication strategies notwithstanding, it
appears that these agents can be countered
by relatively few IFN-inducible ‘‘antiviral’’
proteins. One of the best characterized of
these proteins is an enzyme known as
2-5A synthetase which, in the presence
of dsRNA (often an intermediate of viral
RNA synthesis), catalyzes the formation of
an unusual oligonucleotide, ppp (A2′p)nA
(2-5A), which in turn activates a latent en-
donuclease, RNase L. This endonuclease
degrades viral (and cellular) mRNA and
therefore inhibits viral protein synthesis.
Small RNA viruses (Picornaviridae), such
as Mengo virus or murine encephalomy-
ocarditis virus (EMCV), whose replication
is cytoplasmic are most affected by the
induction of 2-5A synthetase. A second
important antiviral protein is a dsRNA-
activatable protein kinase, now designated
PKR, which in the active form phospho-
rylates the peptide initiation factor, eIF2,

involved in polyribosomal translation of
mRNA. Phosphorylated eIF2 is inactive
and thus protein synthesis is inhibited.
This inhibition has been associated with
the loss of replicating capacity of rhab-
doviruses such as vesicular stomatitis virus
(VSV). Both type I and type II IFNs have
the potential to induce 2-5A synthetase and
PKR, but induction occurs more slowly in
type II IFN-treated cells. A third ‘‘antiviral’’
protein, Mx, is however primarily induced
by type I IFNs; type III IFNs probably
weakly induce Mx too. The Mx protein in-
hibits the replication of influenza viruses
in rodent cells, specifically by inhibiting
the nuclear stage of influenza viral nucleic
acid synthesis.

Probably there are other antiviral pro-
teins and mechanisms by which virus
replication is inhibited. For instance, some
viruses (e.g. herpesvirus and certain retro-
viruses) appear to be inhibited at the
relatively late stage of virus particle matura-
tion and budding. Table 2 summarizes the
antiviral mechanisms applying to different
virus families.

Tab. 2 Antiviral mechanisms for different virus groups.

Virus family Principal antiviral mechanism

Small RNA viruses (picornaviruses),
including rhinoviruses, poliovirus,
encephalomyocarditis virus, Coxsackie
viruses

2-5A synthetase system, inhibition of viral polypeptide
synthesis by RNase L degradation of viral mRNA.

Rhabdoviruses, e.g. vesicular stomatitis
virus (VSV)

dsRNA-activatable protein kinase, phosphorylation of
initiation factor eIF-2 to inhibit viral polypeptide
synthesis

Influenza viruses (orthomyxoviruses) Mx protein, inhibition of early nuclear phase
transcription of viral mRNAs (type I IFN only)

Retroviruses, e.g. Rous sarcoma virus,
human immunodeficiency viruses
(HIV-1, 2)

Acute infections: early inhibition of proviral DNA
synthesis or integration. Chronic infections: late
inhibition of virion (virus particle) assembly or
maturation

Herpesviruses, e.g. herpes simplex
viruses 1 and 2, varicella virus

Possibly early inhibition of viral protein synthesis by
2-5A synthetase system. Late stage inhibition of
viral glycoprotein assembly
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6.1.2 Defense Mechanisms of Viruses
In the course of evolution, many viruses
have developed countermechanisms by
which they can disrupt the antiviral
mechanisms induced by IFNs. The IFN-
inducible, dsRNA-dependent protein ki-
nase PKR is one of the main targets, and
different viruses overcome this by var-
ious means. For example, adenoviruses
and Epstein–Barr virus (a member of the
herpesvirus family) produce small RNA
molecules, VAI-, and EBER-RNAs, respec-
tively, which bind to PKR and block its
activation by dsRNA. Reoviruses and vac-
cinia virus (a member of the poxvirus
family) produce proteins, sigma 3 and SKI
respectively, that bind to dsRNA and thus
impair the activation of PKR. Interestingly,
if IFN-treated VSV-infected cells are coin-
fected by vaccinia virus, VSV-replication
is rescued, presumably by the inhibitory
effect of SKI on PKR. Vaccinia also pro-
duces a nonfunctional protein analog of
eIF2, which competes with eIF2 for phos-
phorylation by PKR and thus dilutes out

the antiviral effect of activated PKR. Other
viruses (Table 3) may ‘‘defeat’’ the kinase
by yet other means.

The 2-5A synthetase-RNase L system
can also be attacked. For example, en-
cephalomyocarditis virus (EMCV), a picor-
navirus, can inactivate RNase L in several
cell lines, but this inactivation is usually
blocked by IFN treatment. Herpesviruses
in contrast appear to impair RNase L acti-
vation by producing competing analogs of
2-5A.

Some viruses even have the capability
to block the transcription of (normally)
IFN-inducible genes. The E1A protein
of adenoviruses, for example, which is
produced early in viral replication, pre-
vents activation of ISGF3 by IFNα (type
I IFN). Hepatitis C virus uses a vi-
ral protease to block IRF-3 activation
and IFN synthesis, while in hepatitis-B
virus-infected cells, the so-called virus-
specified ‘‘terminal protein’’ inhibits both
type I and type II IFN-inducible gene
expression.

Tab. 3 Viral defense mechanisms against IFN antiviral effects.

Virus family Defense mechanism

Small RNA viruses, e.g.
encephalomyocarditis virus

Inactivation of RNase L of 2-5A synthetase system

Herpesvirus Viral analogs of 2-5A block 2-5A synthetase
Epstein–Barr virus (a herpesvirus) Production of small RNA molecules, EBER-DNA, which

block activity of dsRNA-dependent protein kinase (PKR)
Adenoviruses Production of small RNA molecules, VAI-RNA, which

block activity of dsRNA-dependent protein kinase
(PKR). Early adenoviral E1a protein blocks activation of
ISGF-3 by type I IFN

Reoviruses and poxviruses, in particular
vaccinia virus

Production of viral proteins that bind dsRNA and
therefore inhibit activation of PKR. Vaccinia also
produces a nonfunctional analog of the initiation factor
eIF-2, which competes for PKR-mediated
phosphorylation with the cellular PKR

Influenza viruses Activate preexisting inhibitor of PKR
Human immunodeficiency virus-1

(HIV-1)
HIV-1 TAT gene mediated inhibition of PKR synthesis.

HIV-1 TAR RNA may also inhibit PKR activity
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Finally, members of the poxvirus family,
including vaccinia, encode IFN binding
proteins, which are soluble and thus
able to act as decoy receptors for either
type I or type II IFNs. These viral
decoy IFN receptors competitively bind
IFNs and therefore reduce their antiviral
activity.

6.2
Antiproliferative Activity

The antiviral actions wrought by IFNs are
mediated by enzymes whose mechanisms
have broad implications for cell growth
and proliferation. Virus replication may be
regarded as a form of pathological growth
of a foreign, cell-like, entity at the cell’s
expense. In the presence of IFN, enzymes
that generally curtail protein synthesis
are activated, but because viral protein
synthesis is normally rapid, the inhibitory
effect on virus replication appears more
dramatic than on the slower and more
complex cellular growth. Possibly, the
type I IFN system was evolved as part
of a complex, interactive network of
intercellular mediators that regulate cell
growth and proliferation.

The dsRNA-dependent protein kinase,
PKR, is constitutively produced in low
amounts in a variety of cell types and
is made in larger amounts following IFN
induction. If a mutant form of this enzyme,
which is unable to phosphorylate eIF2,
is introduced into cells they undergo
neoplastic transformation. This result
suggests that normal PKR acts as a
tumor-suppressor gene product whose
activity is abrogated in the presence of
dominant-negative (catalytically inactive)
PKR mutants. The 2-5A synthetase-RNase
L system could also have tumor-suppressor
activity. For example, the levels of these two
enzymes are high in growth-arrested cells.

Introduction of 2-5A-like oligoadenylates
into proliferating cells causes growth
impairment, probably through activation
of RNase L.

The foregoing observations indicate that
enzymes such as PKR, 2-5A synthetase,
and RNase L are involved in negative
growth control mechanisms. That these
enzymes are increased and activated in
IFN-treated cells correlates well with IFN’s
antiproliferative activity. The increase in
synthesis of these enzymes is however
dependent on IFN-inducible transcription
factors. Two of these transcription factors,
IRF-1 and IRF-2, behave antagonistically;
IRF-1 is a transcriptional activator while
IRF-2 is a transcriptional inhibitor of the
same set of IFN-inducible genes. IRF-1 has
a short half-life and thus transcription of
IFN-inducible genes is normally inhibited
by the longer lasting IRF-2. After IFN
induction, IRF-1 is transiently increased
and leads to derepression of IFN-inducible
genes. If IRF-2 is overexpressed, cells
become transformed, probably because
even low-level constitutive production of
IFN-inducible gene products, such as
PKR and 2-5A synthetase, is blocked.
This transformation can be reversed by
overexpressing IRF-1.

6.3
Antimicrobial Activity

A variety of microorganisms, including
bacteria, mycoplasma, rickettsiae, chlamy-
dia, protozoa, and fungi, have been cited
as IFN inducers. Since, however, they lack
IFN receptors, they are not directly suscep-
tible to IFN actions. Nevertheless, IFNs
tend to inhibit the growth of many of
these microorganisms, particularly those
that are intracellular parasites. It is un-
likely, though, that the actions of the
enzymes (e.g. 2-5A synthetase, PKR) that
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inhibit viral replication will affect the
replication of intracellular parasites, since
their biosynthetic machinery is protected
by their cell membrane. Other indirect
mechanisms are therefore implicated. For
example, type II IFN induces the en-
zyme indoleamine 2,3-dioxygenase (IDO),
which catalyzes the conversion of tryp-
tophan to N-formyl-kynurenine, resulting
in tryptophan starvation, an activity that
could also contribute to IFN-mediated an-
tiproliferative effect. The growth of certain
intracellular parasites (e.g. the protozoan
Toxoplasma gondii) is inhibited by type
II IFN, and tryptophan deprivation ap-
pears to be one of the inhibitory mech-
anisms involved. In phagocytic cells such
as macrophages, which can be invaded
by protozoans (e.g. Leishmania), IFNs,
particularly type II IFN, inhibit parasite
growth, probably by the induction of syn-
thesis of reactive oxygen intermediates
(ROI) and reactive nitrogen intermedi-
ates (RNI, e.g. NO•), which are toxic.
The production of ROI following type
II IFN induction may also contribute
to the killing of intraerythrocytic malar-
ial parasites.

There is rather less evidence to support
a protective role of IFNs in bacterial
and mycobacterial infections. Few bacteria
appear to be growth inhibited by IFNs, but
one exception is Legionella pneumophilia,
whose replication inside macrophages is
inhibited by type II IFN. Again, the
production of ROI appears to be involved.
It is noteworthy that patients with chronic
granulomatous disease (CGD), who are
inherently deficient in the respiratory
burst oxidase system required for ROI
generation, suffer from repeated severe
bacterial infections of the deep tissues. At
least some CGD patients benefit from type
II IFN therapy.

6.4
Immunoregulatory Activity

Emerging evidence strongly suggests the
involvement of IFNs not only in innate
defense mechanisms but also in shaping
adaptive immune responses to microbial
attack. For example, type I IFN production
by PDC following viral stimulation prob-
ably mediates T and NK cell maturation.
However, the most crucial action is the
increased expression of MHC antigens in
leukocytes and other cell types triggered by
IFNs. (The MHC antigens are cell surface
glycoproteins essential for recognition of
foreign, nonself, antigens). Both type I and
type II IFNs induce expression of class I
MHC antigens (i.e. HLA-A, B, C), but only
type II IFN can induce de novo synthesis
of class II MHC antigens (i.e. HLA-DR,
DP, DQ). Class II MHC antigen expres-
sion is critically required for presentation
of foreign antigen by macrophages and
dendritic cells to T-helper (Th) (CD4+)
lymphocytes leading to their activation.
Th-lymphocytes then secrete a range of
cytokines that regulate B-lymphocyte pro-
liferation and immunoglobulin (antibody)
synthesis. Class I MHC antigen expres-
sion occurs more widely and is required
for recognition of foreign antigen by cy-
totoxic T lymphocytes (CTL, CD8+). For
example, recognition of virus-infected cells
by CTL depends on class I MHC antigen
presentation of viral antigens at the cell
membrane. Another category of leukocytes
composed of large granular lymphocytes
and known as NK cells are also activated
by IFN, particularly type I IFN. It is not
presently known how type I IFN augments
the cytotoxic function of NK cells whose
recognition of virus-infected cells or tumor
cells appears to be independent of MHC
antigen expression.
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In the presence of antigen-specific an-
tibodies, macrophages can effect cell-
mediated cytotoxicity. Such antibody-
dependent cell-mediated cytotoxicity
(ADCC) can be enhanced by IFN through
augmentation of immunoglobulin G-Fc re-
ceptor (IgG-FcR) expression.

Other cell surface proteins whose ex-
pression is increased by IFNs include cell
adhesion molecules. Intercellular adhe-
sion molecule 1 (ICAM-1) in particular
is highly induced by type II IFN, but
not by type I IFN, in vascular endothelial
cells. The increased expression of ICAM-1
and other cell adhesion molecules leads
to lymphocytes and monocytes bearing
counterreceptors, for example, those ex-
pressing the integrin LFA-1, sticking to
the endothelial cell lining of blood vessels
from where they can migrate into injured
or infected tissues.

Apart from the upregulation of cell sur-
face molecules, IFNs also appear to be
involved in the proliferation and func-
tions of B lymphocytes, particularly im-
munoglobulin (antibody) synthesis. For
example, type I IFNs inhibit antibody
production when present at high con-
centrations but may stimulate antibody
production at low concentrations. In com-
parison, type II IFN may act as a cos-
timulant for B-cell proliferation as well
as an immunoglobulin isotype switch
in antibody-producing cells. Type II IFN
(IFN-γ ) enhances IgG2a synthesis and in-
hibits IgG1 and IgE production, an action
that is opposed to that of interleukin-
4 (IL-4). Type II IFN may also act by
an unknown mechanism as a matura-
tion factor for certain classes of cytotoxic
T lymphocytes (CTL). IFNs, in general,
are inhibitory for the proliferation of
hematopoietic progenitor cells and there-
fore can depress hematopoiesis and the
production of leukocytes.

7
Potential Physiological and
Pathophysiological Roles of IFNs

7.1
Do IFNs have Physiological Roles?

All of the biological activities ascribed to
IFNs were discovered through in vitro ex-
perimentation. Here it is possible to pick
and choose conditions that favor particular
outcomes (e.g. the antiviral response) by
adjusting doses of IFN, times of incuba-
tion, levels of virus challenge, and so on.
Experiments are frequently performed in
cell systems where IFNs are the only exoge-
nous, biologically active reagents present.
The whole range of IFN-inducible activ-
ities is not demonstrable in a single-cell
type; thus in vitro experimentation, often
involving multiple cell ‘‘targets,’’ includ-
ing tumor cell lines, tends to illustrate, and
perhaps exaggerate, the potential of IFNs
as multifunctional regulators rather than
define their ‘‘true’’ physiological roles. In
vivo, IFNs together with other cytokines
are often coinduced; therefore, it can be
difficult to deduce whether IFN, or rather
a particular type of IFN, has a major
physiological role or one or more sub-
ordinate or accessory roles. Furthermore,
although IFNs can be shown to have
actions that regulate cell growth and dif-
ferentiation in vitro, it is much harder
to show unequivocally that IFNs are in-
volved in physiological processes such as
embryogenesis, organ and tissue devel-
opment, and homeostatic mechanisms.
That IFNs have the potential for induc-
ing antiviral, antimicrobial, and antitumor
activity suggests that their true physiolog-
ical worth is as regulators of host defense
mechanisms, to prevent pathophysiologi-
cal events.



Viral Inhibitors and Immune Response Mediators: The Interferons 411

7.2
Ways of Studying IFN ‘‘Physiology’’

Probably the best approach to determine
how IFNs work in vivo is to investigate
animals in which a deficiency of the
IFN system exists or can be induced.
For the IFN system, however, natural
genetic deficiencies, either in the IFN
genes or in the IFN-receptor genes, are
probably very rare. Nevertheless, it is
now possible to knockout the function of
particular genes by specific site-directed
disruption of the gene, for example, in
mice. This approach involves targeting a
nonfunctional gene by means of a vector
into the mouse embryonic stem (ES) cell
genome resulting in disruption of gene
expression. Subsequently, ES cell lines
are selected for the disrupted gene and
injected into blastocysts. A program of
breeding of the resulting chimeric animals
and selection of offspring carrying the
disrupted gene in the germline eventually
leads, as long as this is not prenatally
lethal, to the generation of viable null or
knockout mice, which are homozygous for
the disrupted gene.

To date, knockout mice with disrupted
IFN, IFN-receptor, IRF, JAK, and other
IFN-stimulated genes have been gener-
ated. For example, knockout mice with
either a disrupted type II IFN gene or a
disrupted type II IFN-receptor gene have
been produced. Both kinds of mice de-
veloped normally and were healthy, but
they exhibited a defect in natural resis-
tance when challenged with pathogens
(e.g. vaccinia virus or Listeria monocytogenes
or mycobacteria). Macrophages in these
mice showed impaired ROI and nitric ox-
ide production and expression of class II
MHC antigen expression; NK cell activity,
but not CTL activity, was reduced while
splenocytes proliferated in an uncontrolled

manner in response to mitogen or alloanti-
gen. Knockout mice deficient in the IFN
receptor lacked an antigen-specific IgG2a

response. It thus has been clearly demon-
strated that type II IFN (IFN-γ ) is essential
for immune responses to pathogens by
several cell types.

Production of macrophage nitric oxide
is crucially dependent on type II IFN-
inducible nitric oxide synthetase (iNOS),
whose gene transcription is regulated by
IRF-1, a transcriptional enhancer. Thus,
mice deficient in IRF-1 are also deficient
in iNOS and susceptible to mycobacterial
(e.g. M. tuberculosis) infections, which they
are unable to clear. IRF-1 knockout mice
also share other phenotypic similarities,
such as reduced NK activity, with IFN-γ R
knockout mice.

Although IFN-γ R knockout mice were
susceptible to vaccinia virus, they were
no more susceptible to other viruses (e.g.
Semliki Forest virus (SFV), VSV) than their
normal littermates. In contrast, knockout
mice defective in type I IFN-receptor R1
gene, while displaying no overt phenotypic
abnormalities, were unable to counter
infection with several different viruses,
including SFV and VSV. These findings
indicate that type I and type II IFNs exert
their antiviral effects through different,
partially nonredundant pathways.

Certain mouse strains are more suscep-
tible to infection by viruses or microor-
ganisms, and in some cases this can be
attributed to low type I IFN production. In
addition, injection of mice with antitype I
IFN antibody has been shown to increase
their susceptibility to a range of virus
infections. Children who suffer repeated
rhinovirus (common cold) infections also
have been shown to secrete lower than
average levels of type I IFNs.

There are many molecularly differ-
ent species of type I IFN (e.g. IFN-α1,
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α2, . . . αn, IFN-ß, IFN-κ , IFN-ω, IFN-τ ).
Except for IFN-τ , which has a special role
as an antiluteolytic agent in ruminant preg-
nancy, there is no good evidence why such
a large diversity of type I IFN molecules is
necessary. Qualitatively, there are no dif-
ferences in the in vitro biological activities
of IFN-α, IFN-ß, and IFN-ω. Quantita-
tive differences among these IFNs can be
demonstrated, but these probably reflect
their differing affinities for the type I IFN
receptor. Possibly, differences in their hy-
drophobicity causes individual type I IFNs
to locate more efficiently to particular tis-
sues or anatomical sites but, as yet, there
is little to support this hypothesis.

7.3
IFNs and Pathophysiological Phenomena

IFN genes are normally switched off and
only expressed transiently during inter-
vals of acute illness or injury. IFNs are
thus induced to contribute to the host’s
specific and nonspecific defense mecha-
nisms to combat infectious diseases and
resolve tissue injuries. They are part of
a network of mediators, including many
other cytokines, responsible for regulatory
immune responses and inflammatory re-
actions. However, if immunity and inflam-
mation are excessive, pathophysiological
phenomena often arise. IFNs are usually
secreted locally, but can, if overexpressed,
find their way into the circulation and pro-
duce symptoms such as fever, malaise,
and headache, often associated with such
acute viral infections as influenza. Such
symptoms can be reproduced in patients
receiving therapeutic doses of exogenous
IFN-α or IFN-ß for malignancies and so
it is clear that it is the IFN molecule itself
that has the capacity to induce undesirable
‘‘side effects.’’

IFNs, and particularly type II IFN (IFN-
γ ), are proinflammatory. By increasing
recognition of infected cells through aug-
mentation of MHC antigen expression
and enhancing cell adhesion molecules,
leukocytes (neutrophils, lymphocytes, and
macrophages) are recruited to sites of in-
fected or injured tissues, are activated by
antigen and cytokines to become cytotoxic
or phagocytic, and synthesize a range of in-
flammatory and vasoactive mediators. In
damaged skin, for instance, this results in
local reddening and swelling before heal-
ing and resolution of the damaged area
occurs. Infection or injury occurring a sec-
ond time at the same site sometimes leads
to a more severe inflammatory reaction as
leukocytes are ‘‘primed’’ to infiltrate the
site. This phenomenon is known as de-
layed hypersensitivity (DH). The severe
complications (e.g. hemorrhagic shock)
observed in children suffering from a sec-
ond dengue virus infection (normally of a
different serotype to the one that caused
the primary infection) probably result from
DH reactions. In a murine model, DH has
been shown to be inhibited by neutraliz-
ing antibody against IFN-γ , thus strongly
implicating IFN-γ as a proximal mediator
of DH.

7.4
IFNs and Pathogenesis

On some occasions, the presence of IFNs
correlates well with disease progression.
Again, in a murine model, Plasmodium
berghei induces cerebral malaria, often a
severe complication of human infection
with Plasmodium falciparum. Neutralizing
antibodies to IFN-γ injected prior to in-
fection with P. berghei, however, prevented
the development of cerebral malaria. IFN-
γ and other cytokines (e.g. TNF-α) are
also partly responsible for the formation
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of granulomas, nodular-like tissue masses
characteristic of infections caused by some
microorganisms, particularly mycobacte-
ria (e.g. Mycobacterium leprae, the microbe
that causes leprosy). Granulomas prevent
spread of the mycobacteria, and since they
contain large numbers of macrophages
and neutrophils, mycobacteria can be
killed by IFN-γ induction of ROI and ni-
tric oxide synthesis. If, for example, ROI
production fails to clear the mycobacte-
ria and persists over an extended period,
however, this cell-mediated response may
lead to chronic inflammation and tissue
damage. In such cases, chronic disease
might result not from excessive IFN-γ
levels, but from continuous, low-level pro-
duction, which is insufficient to induce
resolution of the disease. Other types of
acute illnesses (e.g. viral hepatitis) may
also become chronic due to a failure of
the IFN system to clear the virus or mi-
croorganism. In both hepatitis-B and -C
virus infections, viral mechanisms actively
inhibit type I IFN production and action,
and probably contribute to the establish-
ment of chronic virus infection.

IFNs have also been associated with au-
toimmune diseases, but while levels of
certain IFN types may be raised in such dis-
eases, it is difficult to distinguish whether
the IFNs are contributing to pathogen-
esis or whether they are by-products of
underlying pathological processes. Au-
toimmune diseases usually result from a
breakdown in immunological tolerance to
self-antigens, but the causative agents are
mostly unknown. It is, however, widely
believed that viruses, bacteria, or my-
coplasma, often infecting individuals years
prior to the onset of disease, are re-
sponsible for lymphocyte sensitization to
self-antigens. There are some genetic fac-
tors also (e.g. MHC antigen haplotypes)
that increase susceptibility to particular

autoimmune diseases. The inbred New
Zealand Black (NZB) mice, for example,
‘‘spontaneously’’ develop autoantibodies
and glomerulonephritis; this autoimmune
disease progresses more rapidly if the mice
are injected with type I or type II murine
IFN and less rapidly if the mice are given
neutralizing antitype II murine IFN an-
tibody. Type I IFN-receptor deficiency in
homozygous IFN-α/βR gene deleted NZB
mice also resulted in reduced lupus-like
disease. These findings suggest that IFNs
have a pathogenic role in this autoimmune
disease of NZB mice.

A small number of people suffer from
systemic lupus erythematosus (SLE), an
autoimmune disease characterized by high
titers of autoantibodies of a range of speci-
ficities, including nuclear components,
DNA, and nucleosomes leading to im-
mune complex induced vasculitis and
kidney failure, a feature in common with
the NZB mice’s autoimmune disease. Cir-
culating IFN-α can be found in some SLE
patients, with levels correlating to disease
activity. Its role remains enigmatic, but
there is increasing evidence of IFN-α be-
ing involved on both the initiation and
maintenance of the central autoimmune
processes of SLE. It is hypothesized that
a specific class of dendritic cells is stim-
ulated by viruses to secrete IFN-α in the
first phase and by immune complexes in
the second phase, thus creating a vicious
cycle mechanism driving autoimmune
processes. The unabated IFN-α production
might contribute to autoimmune disease
in a number of ways (e.g. by stimulat-
ing B-cell production of autoantibodies,
by increasing MHC antigen expression
and thus stimulating autoreactive T and
B cells. In support of this hypothesis, an
IFN-α ‘‘signature’’ of many IFN-induced
genes has been demonstrated in white
blood cells from patients with active SLE.
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Tab. 4 IFNs and disease correlations.

Disease IFN type Putative pathogenic mechanism(s)

Systemic lupus erythematosus
(SLE)

IFN-α Stimulation of autoantibodies,
autoreactive T and B cells

Insulin-dependent diabetes
mellitus (IDDM)

IFN-α/IFN-γ Upregulation of MHC class I and class II
antigens in ß-islet cells, generation of
autoreactive cytotoxic T lymphocytes

Behçets disease (eye lesions) ‘‘Acid labile’’ –
IFN-α/IFN-γ

Increased MHC class I and class II
antigen expression.

Increased autoantibody production
Grave’s ophthalmopathy

(immunological cytotoxicity
against eye muscle cells)

IFN-γ Increased MHC class II antigen
expression. Increased ADCC of eye
muscle cells

Multiple sclerosis IFN-γ Generation of autoreactive
CTL in central nervous system

Sj
..
ogren’s syndrome (chronic
inflammatory disease of
exocrine glands)

IFN-γ Downregulation of type I IFN receptors
in NK cells leading to loss of NK cell
activity

Aplastic anemia (primary disorder
of hematopoietic system)

IFN-α/IFN-γ Inhibition of hematopoietic precursor
proliferation

In tissue-restricted autoimmune diseases,
such as insulin-dependent diabetes melli-
tus (IDDM), localized IFN secretion in a
particular tissue or tissues may also be in-
volved. For example, the ß-islet cells in the
pancreas of IDDM patients hyperexpress
class I and class II MHC antigens suggest-
ing the presence of types I and II IFN,
respectively. This has been confirmed by
immunohistochemical staining of sections
of pancreases. There are several other au-
toimmune or autoimmune-like diseases
for which IFNs have been associated and
these are summarized in Table 4.

8
Clinical Uses of IFNs

The potent antiviral activity of IFNs to-
gether with their potential antitumor ac-
tions provided the spur to the large-scale
manufacture of IFNs for the purpose

of clinical evaluation in a variety of vi-
ral and malignant diseases. In the early
1970s, large-scale production was lim-
ited by the quantities of human buffy
coats (leukocytes) which could be used to
make type I IFN. Later in that decade,
human lymphoblastoid cells (e.g. Na-
malwa cell line), which could be grown
to large culture volumes, became avail-
able for type I IFN production. By the
1980s, following the cloning of IFN-α
subtype genes, some IFN species were
mass-produced in E. coli or, in some in-
stances, in mammalian cells, leading to
abundant availability of certain subtypes
(e.g. IFN-α2). Production of IFN-ß, IFN-
ω and IFN-γ by this means followed.
Synthesis or construction of consensus
sequence IFNA genes and various hy-
brid IFNA genes (e.g. A1/A2, A1/A8) has
led to the production of nonnatural IFN-
α molecules with enhanced activities or
stability.
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As a result of the anecdotal or of-
ten uncontrolled clinical studies of the
1970s, there was great enthusiasm in the
1980s, both from manufacturers of IFNs
and clinicians, to test the therapeutic po-
tential of interferons. It was only after
many controlled or randomized studies
had been conducted that it became ob-
vious that IFN administered as a single
agent was not beneficial for the treatment
of the majority of malignant diseases, in-
cluding the major cancers, lung, breast,
colon. The initial optimism all but van-
ished and was replaced in the mid-1980s
by a more sober and realistic appreci-
ation of the potential therapeutic value
of IFNs.

One major problem remains, that is:
there is little real understanding of how
IFNs were having their antitumor effects.
Although IFNs had been shown to have an-
tiproliferative activity in many tumor cell
lines in vitro, it was also known that other
tumor cell lines that were resistant to IFNs
in vitro were nevertheless destroyed by IFN
treatment when grown as transplantable
tumors in mice. This indicated that IFNs
probably acted on tumors in vivo by indi-
rect mechanisms (e.g. augmentation of NK
cell activity or enhancement of MHC anti-
gen expression and antitumor immunity).
In other words, their antitumor effects
had more to do with modifying biologi-
cal responses than direct antiproliferative
actions. IFNs and cytokines in general
are sometimes referred to as biological
response modifiers (BRMs). However, it
is still not clear what biological and phar-
macological responses are necessary for
IFN-induced tumor regression to occur.

In patients IFNs are administered in
high doses, often close to the maximum
tolerated dose (MTD): IFN, a ‘‘biological
drug’’ is thus being used as if it were a
chemical drug, a practice that sometimes

Tab. 5 Side effects of type I IFN therapy.

Observed clinical responses (frequent)
Fever
Chills
Malaise/Fatigue
Myalgia
Headache
Anorexia/weight loss

Pharmacological toxicity (infrequent)
Liver and kidney toxicity
Inhibition of hematopoiesis, leukopenia
Central nervous system toxicity, e.g. confusion,

altered mental states
Heart disturbances, e.g. arrhythmia, ischemia

Immunological responses
Depressed natural killer cell activity and ADCC

on prolonged therapy schedules
Induction of autoantibodies

leads to severe side effects (Table 5) and
toxicity. Therefore, it is difficult to estab-
lish whether IFN is acting on tumors in
the manner of a chemotherapeutic agent
(i.e. direct action) or as a BRM (i.e. indirect
action) or as both. It has become appar-
ent nonetheless that IFNs administered
at low doses are generally less effective
in causing tumor regression. In addition,
high-dose IFN therapy over a long period
causes leukopenia (i.e. reduced numbers
of leukocytes that respond to IFN and
mediate indirect IFN antitumor effects),
relative immunosuppression, and autoim-
mune phenomena. It is therefore difficult,
against a background of generalized toxic
effects, to ‘‘harness’’ whatever antitumor
activity IFNs may have for particular tu-
mor types.

So far IFNs have only been partially suc-
cessful in the treatment of cancers, and
only for a very limited number of types
of malignancy. Clinical trials have shown
that the efficacy of individual IFN-α sub-
types, in particular IFN-α2, is more or
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less the same as heterogeneous, multi-
component, type I IFN preparations such
as lymphoblastoid and leukocyte IFN, both
of which contain mixtures of IFN-α sub-
types. IFN-ß is probably as efficacious, but
it has not been used as widely as IFN-
α preparations in antitumor therapies.
IFN-γ , despite its apparent greater im-
munoregulatory activity, has been found
to be rather less potent than IFN-α. All
IFNs in high doses cause significant, but
readily reversible, side effects (Table 5).
The most responsive cancer to IFN-α ther-
apy is a very rare form of leukemia known
as hairy cell leukemia (HCL), where up
to an 80% response rate has been re-
ported. In HCL patients, the ‘‘hairy cells’’
invade the spleen and bone marrow. It
has been convincingly shown that IFN-
α therapy continued over several months
leads to clearance of ‘‘hairy cells’’ and in
some patients, a long-term remission is
achieved. Some patients develop neutral-
izing antibodies against IFN, particularly
IFN-α2, which may cause resistance to fur-
ther treatment. In these cases, beneficial
responses maybe rescued by switching
to a multicomponent IFN-α preparation.
On the whole, IFN-α therapy of HCL ap-
pears at least as effective and durable as
chemotherapy with the drug pentostatin
(2-deoxycoformycin).

IFN-α therapy has also been shown to
slow down the progression of CML. In
this cancer, leukemic cells grow slowly
in the initial chronic phase and persist
for 2 to 4 years, but there follows a
dramatic ‘‘blast crisis,’’ producing rapidly
proliferating myeloid leukemia cells and a
fatal outcome. CML patients can be treated
with IFN-α in the chronic phase, and some
achieve complete hematological remission
(i.e. disappearance of leukemic cells, and
often increased survival). Recently, IFN-
α therapy of CML has been replaced

by the administration of tyrosine kinase
inhibitors such as Gleevec, which block
c-abl activity in leukemic cells, and thus
their proliferation.

Other malignancies in which IFN-α
therapy seems to work, although with
a lower percentage of patients respond-
ing than in HCL and CML, include
low-grade non-Hodgkin’s lymphoma, cu-
taneous T-cell lymphoma, AIDS-related
Kaposi’s sarcoma, carcinoid tumors, re-
nal cell carcinoma, squamous epithelial
tumors of the head and neck, multi-
ple myeloma, and malignant melanoma
(Table 6). In most of these cancers, com-
plete responses are low compared to partial
responses, but IFN-α may help with main-
tenance therapy of disease in some cases.
In preclinical systems, the combination of
IFN therapy and conventional chemother-
apy has appeared to offer greater chances
of producing effective treatment of many
cancers, but in clinical trials this strat-
egy has produced mostly disappointing
results, probably because optimal com-
binations of IFNs with cytotoxic drugs
cannot be deduced owing to a lack of
understanding of the physiological inter-
action of these agents.

As mentioned earlier, IFN therapy in-
duces leukopenia and generalized im-
munosuppression. This effect may be
useful for the treatment of diseases in
which there is uncontrolled leukocyto-
sis (e.g. thrombocytosis: markedly ele-
vated platelet numbers) associated with
various myeloproliferative diseases. Par-
enteral (subcutaneous or intramuscular)
injection of IFN-ß appears to benefit mul-
tiple sclerosis (MS) patients in the early
stages of this disease by leading to a
reduced rate of exacerbations. This, how-
ever, could be a result of the relative
immunosuppression caused by IFN-ß (e.g.
by inhibiting IFN-γ actions and thereby
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Tab. 6 Responses seen in human malignancies following IFNα therapy.

Approximate
response ratea [%]

Hematological malignancies: Hairy cell leukemia 80
Chronic myelogenous leukemia (preblast

crisis)
79

Cutaneous T-cell lymphoma 52
Non-Hodgkin’s lymphoma 46
Multiple myeloma 20

Solid tumors: Squamous tumors of head and neck 91%
Carcinoid tumors 55
Bladder cancer 65
Cervical cancer 43
Kaposi’s sarcoma (AIDS-related) 30
Ovarian cancer 19
Renal cell carcinoma 17

Notes: Intermediate and high-grade lymphomas, Hodgkin’s disease, and chronic lymphocytic
leukemia, all less than 20%. Malignant melanoma, breast cancer, colorectal carcinoma, lung cancer,
osteogenic sarcoma, all around 10% or less.
aResponse rate includes complete, partial, and minor responses.

suppressing the growth and activity of au-
toreactive T lymphocytes in the central
nervous system.

Type II IFN, IFN-γ , has been rather
less successful in the treatment of can-
cers, but uniquely it has been found
to benefit some chronic granuloma-
tous disease (CGD) patients, probably
by boosting and thus correcting the
impaired ROI producing capacity of
macrophages and neutrophils. IFN-γ may
also be useful in the adjunctive treat-
ment of leishmaniasis and mycobacterial
diseases.

In the treatment of viral diseases, IFNs,
despite having proven antiviral activity in
vitro, have not proved to be the panacea
for most common viral infections of
man. IFNs prevent the replication of
rhinoviruses in cell cultures when ad-
ministered to volunteers in the form of a
nasal spray, but IFNs cannot ‘‘cure’’ colds
once established. IFNs are only partially

effective in preventing influenza infection.
Topical applications of IFN in the form
of creams or ointments to herpesvirus
lesions (e.g. in herpes zoster) and gen-
ital warts caused by papilloma viruses
have been tried but have given limited
beneficial effects. It has been found that
parenteral administration (i.e. intramus-
cular or intravenous injection) has greater
beneficial effects of IFN-α on virus-caused
lesions and warts, although not to the
extent that IFN therapy has become the
treatment of choice. Another wartlike dis-
ease, juvenile laryngeal papilloma (JLP),
which can severely obstruct the airways
of young children, also has been found
to respond beneficially to IFN-α therapy.
Nevertheless, it appears neither curative
nor of substantial value as an adjunc-
tive agent in the long-term management
of JLP.

Probably, the most successful applica-
tion of IFN-α therapy in virus-mediated
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diseases is in the treatment of chronic
active hepatitis, caused by either hepatitis-
B or -C viruses. A certain proportion of
chronic active hepatitis-B patients respond
positively to IFN-α treatment. For instance,
viral infectivity markers disappear and
seroconversion and cure follows. It is in-
teresting that in the case of hepatitis-B
virus, viral activity is probably responsible
for inhibiting the endogenous IFN system,
and therefore the administration of ex-
ogenous IFN-α constitutes a replacement
therapy. In hepatitis C virus infection,
the most common cause of transfusion-
linked hepatitis, IFN-α is the treatment of
choice. Recent improvements in combina-
tion therapies using ‘‘pegylated’’ IFN-α2
(the pegylation markedly increases the
half-life of IFN in the circulation) and
the antiviral drug ribovarin have resulted
in cure rates approaching 70%. However,
some strains of the virus, in particular
genotype 1, which is the most preva-
lent worldwide, are strongly resistant to
IFN therapy. This resistance has been re-
cently demonstrated to be associated with
the capacity of the virus to block IRF-3
activation, which is essential for antivi-
ral activity.

Type I IFN, both IFN-α and IFN-ß,
has been shown to inhibit HIV-1 repli-
cation in vitro. However, in vivo there
is little evidence showing IFN-α has
any long-term beneficial effect in HIV-
1 positive individuals. IFN-α can cause
tumor regression in some AIDS pa-
tients with Kaposi’s sarcoma, but this
possibly has more to do with IFNs an-
titumor or antiangiogenic activity than
with its antiviral one. Combination ther-
apies for HIV-1 infections involving IFN-
α, antiviral drugs such as 3′-azido-2′,3′-
dideoxythymidine (AZT) and cytokines,
such as granulocyte-macrophage colony-
stimulating factor (GM-CSF), appeared

promising, but have not been fol-
lowed up.

9
Final Remarks

Since their discovery over four decades
ago, IFNs have ceased to be poorly char-
acterized antiviral factors; both at the
molecular and cell biological levels; they
are now among the best defined and
better understood biologically active in-
tercellular mediators. However, despite
the large body of information concern-
ing IFNs and their actions, there are
still many issues to be resolved. Why,
for example, is the type I IFN fam-
ily so heterogeneous? There is a need
to find more ways to translate the po-
tent antiviral, antimicrobial, and antitumor
activities of IFNs into the means for com-
bating human disease. Future progress
will depend on further understanding
not only of IFN-mediated actions at the
molecular and cellular level but also of
the numerous ways IFNs can interact
with other biologically active mediators,
including cytokines, hormones, and chem-
ical drugs.

See also Cytokines: Interleukins;
Medicinal Chemistry; Molecular
Mediators: Cytokines; Nucleic Acid
Packaging of DNA Viruses; Signal-
ing Through JAKs and STATs: In-
terferons Lead the Way; Transcrip-
tion Factor NF-κB: Function, Struc-
ture, Regulation, Pathways, and Ap-
plications; Virus-Cell Interactions.
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Keywords

Attachment Factor
Cell surface molecule that permits virus binding without triggering conformational
rearrangements in the viral envelope, and without permitting viral entry.

Innate Immunity
Immediate cellular response without previous exposure of the host cell to an
infectious agent.

Interferons
Large family of multifunctional secreted proteins involved in antiviral defense, cell
growth regulation, and immune activation.

Intracellular Trafficking
Translocation of cellular and viral macromolecules within a cell. A phenomenon that
occurs at both early and late stages of viral replication.

Receptor
Cellular surface molecule that binds virus and permits viral entry.

Ribonucleoprotein
A complex that is composed of both RNA and protein.
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Viral Restriction
A block to virus replication due to the presence of constitutively-expressed genes, or to
the absence of a required component in the infected cell.

Abbreviations

AAV: adeno-associated virus
ACE2: angiotensin converting enzyme 2
ADAR: adenosine deaminase
Ag: antigen
AIDS: acquired immunodeficiency syndrome
ALV: avian leukosis virus
APOBEC: apolipoprotein B mRNA-editing enzyme-catalytic

polypeptide-like
ASLV: avian sarcoma and leukosis virus
ASV: avian sarcoma virus
ATF: activating transcription factor
BAF: barrier-to-autointegration factor
BDV: Borna disease virus
CAT: cationic amino acid transporter
CBP: cAMP Binding Protein
ccc: covalently closed circle
CD4: cluster differentiation 4
CDK: cyclin dependent kinase
CIITA: MHC class II transcription factor
CK2: calcium kinase 2
CMV: cytomegalovirus
c-onc: cellular proto-oncogenes
c-PKA: cAMP-dependent protein kinase
CPSF: cleavage and polyadenylation specificity factor
CREB: cyclic-AMP response element binding
CRM-1: chromosome maintenance region 1
CTD: carboxy terminal domain
CTE: constitutive transport RNA elements
CTL: cytotoxic T lymphocytes
DC: dendritic cells
DC-SIGN: dendritic cell-specific ICAM-3 grabbing nonintegrin
dsRNA: double-stranded RNA
EBV: Epstein–Barr virus
eEF1α: eukaryotic elongation factor-1 alpha
EGF: epidermal growth factor
EIAV: equine infectious anaemia virus
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eIF: eukaryotic initiation factor
EMCV: encephalomyocarditis virus
eRF1: eukaryotic release factor 1
ESCRT: endosomal sorting complex required for transport
FADD: Fas associated death domain
FIV: feline immunodeficiency virus
FMDV: foot-and-mouth disease virus
FV: foamy virus
Fv-1: Friend virus susceptibility factor-1
Gag: group specific antigen
gD: glycoprotein D
GLUT: glucose transporter
GM-CSF: granulocyte-macrophage colony-stimulating factor
HAT: histone acetyl transferase
HBV: hepatitis B virus
HCMV: human cytomegalovirus
HCV: hepatitis C virus
HDAC: histone deacetylases
HDM2: human double minute 2 protein
HDV: hepatitis delta virus
HHV8/KSHV: human herpes virus 8/Kaposi’s sarcoma-associated

herpesvirus
HIV: human immunodeficiency virus
HIVD: HIV-associated dementia
HLA: human leukocyte antigen
HMG: high-mobility group protein
HNF: hepatocyte nuclear factors
hnRNP: heterogeneous nuclear ribonucleoprotein
hnRNP A2: heterogeneous nuclear ribonucleoprotein A2
HPV: human papillomavirus
HSPG: heparan sulfate proteoglycans
HSV: herpes simplex virus
HTLV-I: human T-cell leukemia virus
IFN: interferon
IFNAR: IFN-α Receptor
IFNGR: IFN-γ Receptor
IKK: IκB kinase
IL: interleukin
IN: integrase
INI1 or hSNF5: integrase interactor 1
iNOS: inducible nitric oxide synthase
IRES: internal ribosome entry site
IRF: IFN regulatory factor
IRS-1: insulin receptor substrate 1
IS: immunological synapse
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ISG: IFN-stimulated gene
ISGF3: IFN-stimulated gene factor 3
ISRE: IFN-stimulated response elements
IκB: inhibitory factor κB
Jak: Janus kinase
kDa: kiloDaltons
LEDGF/p75: lens epithelium-derived growth factor
LT: large T antigen
LTR: long terminal repeat
MA: matrix
MAP: mitogen-activated protein
MCP-1: monocyte chemoattractant protein 1
MCV: molluscum contagiosum virus
MHC: major histocompatibility complex
MIP-1: macrophage inflammatory protein 1
MKKK: MAP 3 kinase
ML: major late
MLV: murine leukemia virus
MPSV: Mason-Pfizer simian virus
MTOC: microtubule organizing center
MVB: multivesicular body
NC: nucleocapsid
NES: nuclear export signal
NF-κB: nuclear factor-κB
NK: natural killer
NLS: nuclear localization signal
NP: nucleoprotein
OAS: 2′ –5′ oligoadenylate synthetases
P/CAF: P300/CBP-associated factor
PA: polymerase subunit A
PABP: polyA binding protein
PACT: PKR activator
PDI: protein disulfide isomerase
PIC: preintegration complex
PKC: protein kinase C
PKR: dsRNA-activated protein kinase
PML: promyelocytic leukemia protein
pRb: retinoblastoma susceptibility protein
PyV: polyomavirus
RANTES: regulated upon activation, normal T-cell expressed and

secreted
RdRp: RNA-dependent RNA polymerase
Ref1: restriction factor 1
RISC: RNA-induced silencing complex
RLI: RNAse L Inhibitor
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RNAi: RNA interference
RNAP: RNA polymerase
RNAse L: endoribonuclease L
RNP: ribonucleoprotein
RRE: Rev responsive element
RsSV: Rous sarcoma virus
RSV: respiratory syncytial virus
RT: reverse transcriptase
RVFV: Rift Valley fever virus
RxRE: Rex responsive element
Sam68: Src-associated during mitosis 68 kDa protein
SARS-CoV: coronavirus that causes severe acute respiratory syndrome
SFV: Semliki Forest virus
siRNA: small-interfering RNA
SIV: simian immunodeficiency virus
SOCS3: suppressor of cytokine signaling-3
ST: small T antigen
Stat: signal transducer and activator of transcription
SU: envelope surface unit
SV40: simian virus 40
TAP: transporter associated with antigen processing
TAR: trans-activation response element
TBEV: tick-borne encephalitis virus
TBP: TATA–binding protein
TGFβ: transforming growth factor β

TLR: toll-like receptor
TM: envelope transmembrane unit
TNFR: tumor necrosis factor receptor
TNFα: tumor necrosis factor α

TORC3: transducer of regulated CREB protein 3
TRAIL: TNF-related apoptosis-inducing ligand
TRBP: TAR RNA binding protein
TRIM: tripartite repeat motif protein
Tsg101: tumor susceptibility gene 101 protein
UNG2: uracil-DNA glycosylase 2
vhs: virion host shut-off
Vif: viral infectivity factor
v-onc: viral oncogenes
Vpr: viral protein R
VS: virological synapse
VV: vaccinia virus
VZV: varicella zoster virus
WNV: West Nile virus
X-PBP: X-promoter binding protein
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� Viruses are obligatory parasites of their host cells. During the viral replication cycle,
many host-cell components are co-opted or hijacked to favor viral replication and
virus production. The interactions between the virus and the host induce multiple
cellular responses that modify normal cell function and can lead either to clearing of
the virus or to enhanced virus replication and pathogenesis. Most, if not all steps of
the viral replication cycle are characterized by critical virus–host interactions. These
begin with the earliest steps of the replication cycle (e.g. viral entry into the target cell)
to later steps including mRNA synthesis, genome replication, and protein and viral
genome trafficking within the nucleus and cytoplasm to sites of viral assembly. The
understanding of the molecular details of these virus-cell interactions will ultimately
help in the design of new and specific therapies against viral infection. The purpose
of this review is to highlight various virus–cell interactions. Because of the extensive
nature of this topic, we will be presenting general themes and specific examples of
virus–cell interactions where appropriate rather than a comprehensive catalog of
every virus–cell interaction that has been uncovered.

1
Virus Entry

Virus entry designates the process that
ultimately permits delivery of the viral
content into the target cell cytoplasm,
to be replicated by viral and cellular
proteins. This process can be grossly
divided into two distinct major processes:
recognition of the surface of a suitable
target cell by the virus and the translocation
process itself, that is, for enveloped viruses,
fusion between the viral and cellular lipid
membranes. These functions, receptor
binding and virus-cell fusion, are mediated
by the viral envelope proteins. The first
step, the recognition of suitable target cells
itself comprises several distinct, though
partly overlapping, functions that are
interactions with defined structures on the
cell surface.

Nonenveloped viruses, such as small
DNA-containing viruses and the RNA-
containing viruses of the Picornaviridae
and Reoviridae families, are devoid of
a viral lipid bilayer and thus have to

break the host-cell membrane instead of
merging with it. Their entry mechanism
into target cells is therefore fundamentally
different from that of enveloped viruses, on
which we will concentrate in this review.
However, the principles guiding entry
remain the same: nonenveloped viruses
use cellular receptors to recognize and
attach to target cells and receptor binding
is followed by the activation of a viral
fusion protein.

1.1
Virus Attachment to Target Cells

Attachment is defined as a low affinity,
but high avidity interaction that permits
velcro-like virus–cell association. These
interactions facilitate the following entry
steps, especially the interaction of the viral
envelope with specific protein receptors,
but alone do not lead to major conforma-
tional rearrangements in the viral proteins
and the cellular attachment factor. Most
attachment factors are repetitive carbohy-
drate structures, such as heparan sulfate
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proteoglycans (HSPG) and glycolipids, but
some lipids may also be involved in attach-
ment. The nonexhaustive list of viruses
binding to cell surface HSPG comprises
viruses as different as papillomaviruses,
parvoviruses, dengue virus, hepatitis C
virus (HCV), herpesviruses, and human
immunodeficiency virus (HIV). Herpes
simplex viruses (HSV) are somewhat more
selective in that they require the activity
of specific sulphotransferases to generate
HSV glycoprotein D (gD) binding sites.
The importance of the contribution of the
virus–HSPG interaction to viral entry is
illustrated by the finding that treatment
of target cells with heparitinase drastically
reduces infectivity. Similarly, a role for
phosphatidylserine in vesicular stomatitis
virus (VSV) entry has been described, but
the interaction of the viral envelope pro-
tein with the lipid does not actually fulfill
the criteria for a viral receptor (see the
following), but rather those of an attach-
ment factor.

Another virus–carbohydrate interaction
occurs between the glycosylated viral en-
velope proteins and C-type lectins such
as dendritic cell-specific ICAM-3 grab-
bing nonintegrin (DC-SIGN), L-SIGN or
hMGL. Virus binding to lectins seems,
as interaction with HSPG, neither to in-
duce major conformational changes in the
envelope, nor to trigger membrane fusion
and thus entry. Virus binding to DC-SIGN,
which was first identified with HIV, nev-
ertheless has dramatic consequences, as it
increases the half-life of infectious virions
and facilitates transmission to susceptible
target cells. The lectin-bound virus may be
internalized in intracellular vesicles, trav-
els with the dendritic cell, and is presented
to susceptible target cells at distant sites
such as the lymph node. Virus–lectin in-
teractions therefore enhance viral spread,
and are far from being unique to HIV. As

yet, DC-SIGN has been shown to inter-
act with HCV, Ebola virus, Marburg virus,
and coronavirus that causes severe acute
respiratory syndrome (SARS-CoV).

A third mechanism by which viruses
can enhance the efficiency of virus–cell
contacts is the incorporation of cellular re-
ceptors in the viral envelop during egress.
For example, incorporation of ICAM-1
and other cellular adhesion molecules into
HIV-1 virions clearly affects the viral repli-
cation cycle and enhances the efficiency of
infection (Table 1). Although not yet sys-
tematically studied in other viruses, it is
possible that this mechanism has evolved
as a general mechanism for enveloped
viruses to optimize viral entry.

1.2
Viral Receptors

Viral receptors in the strict sense of the
term are transmembrane proteins that
are sufficient to permit viral fusion with
any given cell type. Unlike attachment
factors, they lead to conformational re-
arrangements in the envelope protein(s),
and unfolding cascades of events that ulti-
mately permit viral entry. Therefore, in
vivo cell tropism directly relates to the
capacity of viruses to infect targets via
the expressed viral receptor. Of note, for
many viruses there are multiple recep-
tors that form either a receptor complex
(e.g. receptor and coreceptor), or are alter-
natively used to gain entry into different
types of target cells. A good example for
this interplay between obligatory and/or
alternative viral receptors are those per-
mitting HIV-1 entry into target cells. All
known HIV-1 strains depend on the single
transmembrane domain receptor cluster
differentiation 4 (CD4). Interaction be-
tween the viral envelope surface unit (SU)
and CD4 is followed by envelope-binding
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to one of two alternative chemokine recep-
tors: CCR5, which is used by all viral strains
in the initial phase of infection, or CXCR4,
which is mainly used by strains isolated
in advanced stages of HIV disease. These
chemokine receptors contain seven trans-
membrane domains and their extracellular
regions are far closer to the cellular mem-
brane than the envelope-binding domains
of CD4. Consequently, a two-step mech-
anism for this virus–receptor interaction
has been proposed: the first interaction
permitting ‘‘capture’’ of the virion and
induction of conformational changes in
the envelope that expose a structure that
will interact with the chemokine corecep-
tor. This second interaction triggers, by a
still not well-understood mechanism, the
activation of the fusion peptide in the en-
velope transmembrane unit (TM), which
will lead eventually to membrane fusion
(see the following). In the case of HIV,
both receptor and coreceptor restrict viral
tropism, and the switch from CCR5-usage
to CXCR4-usage permits the virus to gain
access to immature and naı̈ve CD4+-T
cells. However, anecdotal reports also de-
scribe the occasional usage of CD8 as a
primary receptor of some HIV strains. The
identification of CD134, but not CD4, as a
primary receptor for the closely related fe-
line immunodeficiency virus (FIV), which
also depends on CXCR4, further illustrates
that there is, in principle, some evolution-
ary plasticity for receptor usage by viruses,
as long as the new target cells permit
efficient viral replication downstream of
virus entry.

For many viruses, only one receptor has
been identified as yet. These include one
transmembrane domain receptor with sev-
eral globular extracellular domains, such
as the epidermal growth factor (EGF) re-
ceptor, which permits entry of the human
cytomegalovirus (HCMV) into target cells,

or the angiotensin converting enzyme 2
(ACE2) that is a receptor for the SARS-
CoV. Receptors containing multiple mem-
brane spanning domains can also function
alone as viral receptors. One example is
the human serotonin receptor 5HT2AR
that mediates entry of the human polyoma
virus JCV. Moreover, most retroviruses de-
pend on multiple transmembrane domain
containing transporter proteins, such as
the glucose transporter (GLUT)-1 for the
human T-cell leukemia virus (HTLV-I), the
cationic amino acid transporter (CAT)1 for
ecotropic murine leukemia virus (MLV),
and many other similar transporters for
the gamma (γ )-retroviruses.

There is an increasing number of viruses
for which a complex interplay between
several cell surface receptors, coreceptors,
and attachment factors is reported, such
as HSV, HCV, HIV, and adeno-associated
virus 2 (AAV-2), and it is not always easy
to determine which role is played by which
molecule. Additional complexity comes
from entry factors that are not mandatory
but alternative, and determine entry in
different target cells, that is viral tropism.
Therefore, viral entry may be expected to
remain a dynamic research field with many
surprises in store.

1.3
Virus Fusion

Fusion between the viral and cellular lipid
bilayers is ultimately achieved by the action
of the fusion peptide. The action of this
peptide is irreversible as it inserts into the
host’s cell membrane. This is triggered
by events that differ between viruses, and
is in many cases not well understood.
Interestingly, there is increasing evidence
that, at least in the case of HIV-1,
the envelope-coreceptor interaction alone
is insufficient to trigger efficient fusion
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peptide activation, but requires the activity
of extracellular enzymes of the host, such
as protein disulfide isomerase (PDI).

There are some differences in the fuso-
genic structures of different viruses, and
these can be classified as N-terminal (class
I) fusion peptides or internal (class II)
fusion peptides. Some viruses, such as in-
fluenza virus, are efficiently endocytosed
by the host cell after receptor binding, and
the decrease of the pH in endosomes trig-
gers activation of the fusion peptide. For
HIV-1, fusion is pH-independent and can
occur at the plasma membrane, although
endocytic HIV-1 uptake cannot categori-
cally be ruled out. The event that triggers
the activation of the HIV-1 TM fusion pep-
tide remains elusive, but depends on SU
interaction with chemokine receptors. In-
triguingly, the fusion events downstream
from fusion peptide activation seem simi-
lar between HIV-1 and influenza virus, de-
spite their distance in evolutionary terms.
Indeed, in both cases, intramolecular in-
teractions between proximal and distal
helices within the triple-stranded helical
fusion protein bundles lead to rapproche-
ment of the viral and cellular bilayers.

2
Innate Cellular Response to Virus Infection

2.1
Immediate Cell Response to Virus
Infection

2.1.1 Cytokine and Chemokine Induction
upon Virus Infection
As an immediate response to virus at-
tachment or entry, the host cell will
produce a large number of cytokines
and chemokines. This induction has
been well documented for herpesviruses,
poxviruses, paramyxoviruses, influenza

virus, adenovirus, VSV, hepatitis B virus
(HBV), HIV-1, and HTLV-I, but probably
occurs for most viruses. The triggering
event is either the virus–receptor inter-
action, the early release of viral glyco-
proteins, nucleocapsid, or double-stranded
(ds)RNA. The cytokines produced vary
with the inducer and include tumor necro-
sis factor (TNF) α, various interleukins
(IL)1–18, granulocyte-macrophage colony-
stimulating factor (GM-CSF), macrophage
inflammatory protein (MIP)-1α/β, trans-
forming growth factor (TGF)β, monocyte
chemoattractant protein (MCP)-1, regu-
lated upon activation normal T-cell ex-
pressed and secreted (RANTES), and in-
terferon (IFN)-α/β, and γ . Interestingly,
infection with Lassa, Ebola, and Marburg
viruses, three viruses that cause hemor-
rhagic fevers with high mortality rates, do
not induce cytokine production when they
cause death, emphasizing the protective
role of the innate cell response.

2.1.2 Interferon α/β Production
One of the most important cell responses is
the production of IFNα/β proteins (Fig. 1).
Virus attachment to toll-like receptor (TLR)
family proteins, viral nucleocapsid (NC),
viral glycoproteins, and double-stranded
RNA (dsRNA) will trigger the activation
of multiple signal transduction cascades.
One such cascade is the activation of the
IκB kinase (IKK)-α, -β, and -γ complex that
will lead to the activation of the inhibitory
factor κB (IκBα) and the liberation of nu-
clear factor-κB (NF-κB). Another cascade
is the IKK-related complex composed of
TANK/I-TRAF, IKK-ε, and TBK1 that will
lead to the activation of the IFN regula-
tory factor (IRF)3. Activating transcription
factor (ATF) -2/cJun dimers will also be
produced from the mitogen-activated pro-
tein (MAP) 3 kinase (MKKK) pathway.
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Fig. 1 Early events of the innate immune response after virus infection leading to IFN production
and cytokine release.

These factors will be activated by phospho-
rylation and will translocate to the nucleus
and bind to the IFN-α and -β promoters.
IRF3 homodimers will transcriptionally in-
duce the production of IFNα1, whereas
ATF2/cJun, IRF3/IRF3, and NF-κB with
the chromatin associated high-mobility
group protein (HMG)I/Y will recruit the
histone acetyl transferase (HAT) cAMP
binding protein (CBP)/p300 and the chro-
matin remodeling protein SWI/SNF lead-
ing to the activation of IFN-β promoter.
IRF1, IRF5, and IRF7 are also involved in
the early production of IFN-α/β as shown
for HIV-1 and paramyxoviridae.

2.1.3 IFN-γ Production
IFN-α/β are produced in most cells in
response to a large number of viruses,

whereas IFN-γ is produced mostly in T
cells, macrophages, natural killer (NK)
cells, and polymorphonuclear neutrophils.
Although IFN-γ is mainly induced by
antigens (Ags), mitogens, and cytokines,
human papillomavirus (HPV), HSV, en-
cephalomyocarditis virus (EMCV), in-
fluenza, respiratory syncytial virus (RSV),
cytomegalovirus (CMV), and HBV induce
its production. Its induction pathways are
not fully elucidated, but likely involve IL-
12, IL-18, and MIP-1α-mediated signaling.

2.2
The Interferon Pathway

The IFN-α/β produced in response to viral
infection are secreted and bind to their re-
ceptor composed of IFN-α Receptor (AR)-1
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and IFNAR-2 chains, which are associ-
ated with the Janus kinases Tyk2 and
Jak1, respectively (Fig. 2). IFN-γ binds to
the receptor IFN-γ Receptor (GR)1 and
IFNGR2 chains associated with Jak1 and
Jak2. Both will activate the Jak/Stat sig-
nal transduction pathway. The Jaks will
phosphorylate Stat1 and Stat2 leading to
the formation of Stat1-Stat2 heterodimers
and Stat1 homodimers. Stat1-Stat2 het-
erodimers, mainly induced by IFN-α/β,
will associate with IRF9 (p48) and the
trimer, called ISGF3, will translocate to the
nucleus and bind to the IFN stimulation re-
sponse element (ISRE), a DNA element in
the promoter of IRF7 and IFN-stimulated
genes (ISGs). IRF7 will become phospho-
rylated, will associate with IRF-3, and will
further contribute to an increased activa-
tion of IFN-α and -β promoters during
the delayed events. Following activation by

IFN-γ , Jak1 and Jak2 will induce Stat1
phosphorylation and dimerization. The
Stat1 dimer will translocate to the nucleus
and will bind to the IFN-γ -activated site
(GAS) element. Stat1 bound to the GAS
motifs will activate or inhibit IFN-γ regu-
lated genes.

2.3
Activation of Host Genes in Response
to Interferon

IFNs induce the synthesis of more than
300 ISGs. Some of them have been studied
extensively for their antiviral activities, and
the activity of many others are likely to be
elucidated in the near future.

2.3.1 2′ –5′ A Synthetase and RNAse L
2′ –5′ Oligoadenylate synthetases (OAS)
are a family of enzymes activated by
dsRNA that catalyze the synthesis from

IFNAR 1
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IFN-g

IFNGR 1, 2
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Jak1
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Jak2

Stat1
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Fig. 2 Interferon pathways mediated by the binding of IFN-α/β and IFN-γ to their receptors.
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ATP of oligomers of adenosine linked by
2′ 5′ phosphodiester bonds. The 2′ –5′A
oligoadenylates bind to endoribonuclease
L (RNAse L) with high affinity. They
induce its dimerization and endonuclease
activity on viral and cellular RNA. In the
context of virus infection, HIV-1 trans-
activation response (TAR), HTLV-I Rex
responsive element (RxRE), Epstein–Barr
virus (EBV), EBER-1, and adenovirus
VAI RNAs are very good activators. In
Picornaviridae, the activation of the OAS
pathway correlates very well with the
inhibition of viral replication. This system
also plays a role in the antiviral effects
of IFN-α/β against vaccinia virus (VV),
EMCV, and reovirus.

2.3.2 Mx GTPase
The IFN-α/β-induced Mx proteins were
first identified in the infection by influenza
and Thogoto viruses, two members of
the Orthomyxoviridae family. They belong
to the dynamin-like GTPase family and
exert their activity either by blocking the
transport of viral nucleocapsid to the
cytoplasm or by inhibiting viral RNA
synthesis in the nucleus. MxA shows
antiviral activities on several RNA virus
members of the Orthomyxo-, Bunya-,
Paramyxo-, Rhabdo-, and Togaviridae, but
not Picornaviridae.

2.3.3 RNA-Specific Adenosine
Deaminase, ADAR1
IFN-α and IFN-γ induce adenosine deam-
inase (ADAR1), that converts adenosine
to inosine in viral RNA and cellular
mRNA. A-to-I editing modifies RNA poly-
merase and ribosome recognition of the
RNA and alters the sequence of replicated
RNA and its translation. Extensive RNA
editing leading to hypermutation occurs
in measles virus, parainfluenza virus 3,
VSV, Borna disease virus (BDV), avian

leukosis virus (ALV), and polyomavirus
(PyV), whereas limited selective editing is
essential for hepatitis delta virus (HDV)
protein synthesis.

2.3.4 Protein Kinase PKR
The IFN-inducible serine/threonine pro-
tein kinase PKR is activated by autophos-
phorylation, dsRNA, and homodimeriza-
tion. Its best-characterized substrates are
the α-subunit of the translation initiation
factor 2 (eIF2α) and IκBα. The phospho-
rylation of eIF2α leads to inhibition of
translation of viral and cellular mRNA,
which strongly contributes to an antivi-
ral state. All dsRNAs more than 30 nt in
length can potentially activate PKR. Specif-
ically, highly structured RNA such as HIV
TAR, reovirus S1, and HDV RNAs are very
good PKR activators. The antiviral activity
of PKR has been demonstrated in cell cul-
ture for EMCV, influenza, HIV-1, VV, and
VSV. This activity is certainly very broad
and its intensity varies with the presence
or absence of PKR antagonists in the viral
genome.

2.3.5 ISG56
ISG56 is very strongly induced by virus
infections including VSV, EMCV, Sendai,
and influenza viruses as well as IFN, IRF3,
and dsRNA. The gene encodes the P56
protein that interacts with the p48 subunit
of the translation initiation factor eIF3
and blocks initiation of protein synthesis.
Overexpression of the protein does not
block VSV or EMCV replication in cell
culture, but it contributes, with PKR,
to the inhibition of HCV translation by
IFN treatment.

2.3.6 Major Histocompatibility Complex
Proteins
The major histocompatibility complex
(MHC)/human leukocyte antigen (HLA)
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class I and II molecules present the
antigenic peptides derived from viral
protein antigens to cytotoxic T cells. MHC-
I and MHC-II are both activated during
viral infection. MHC-I is induced by both
IFN-α/β and IFN-γ , whereas only IFN-γ
induces MHC-II proteins. Stat1 and IRF1
are involved in the IFN-induced expression
of MHC class I antigens. The MHC-
II transcription factor (CIITA) activates
MHC-II protein expression and is the key
mediator of IFN-γ activity. MHC-restricted
recognition and killing of infected cells by
lymphocytic T cells is a key component of
the host response to viral infection.

2.3.7 Other Genes Induced by Virus
Infection
Recent studies have used DNA microar-
rays to analyze the RNA profile of cells
either treated by IFN or overexpressing
IRF3. Similar studies have used virus-
infected cells including CMV, papillo-
mavirus, HCV, HSV, enterovirus, HBV,
HDV, varicella zoster virus (VZV), ade-
novirus, and HIV-1. They all show the
induction or suppression of known genes
but also reveal unknown genes that may
have a functional importance in the cell
response to viral infection. Among them,
the induction of ISG15, a ubiquitin-like
protein, the inducible nitric oxide syn-
thase (iNOS), and the P200 family involved
in inhibition of gene transcription, cell
growth, and differentiation show an in-
creasing functional importance in viral
replication.

2.4
Viral Antagonists to the IFN Response

A functional innate immune response to
viral infection can lead to the suppres-
sion of viral replication. To complete their
life cycle, viruses have evolved several

mechanisms that involve virus–cell inter-
actions to counter the cellular responses
to viral infection. These include the in-
hibition of IFN synthesis, blocking IFN
signaling and ISG function (Table 2). An
additional mechanism to counter these cel-
lular responses is to interfere with normal
immune response.

2.4.1 Inhibitors of IFN Synthesis
The first mechanism to inhibit the IFN
response is to prevent its synthesis ei-
ther during the early events or during the
late events of viral replication. To over-
come the cellular IFN response, several
viruses encode inhibitors of IRF3. HCMV
pp65 suppresses the activation of IRF3.
Ebola VP35, influenza NS1, HPV16 E6
bind to IRF3 and inhibit its activation and
transduction pathways. Influenza NS1 and
the V proteins of some paramyxoviruses
block the activation of IRF3, IRF7, NFκB,
and ATF2/cJun transduction pathways by
dsRNA or viral products. Poxvirus protein
N1L inhibits NF-κB and IRF3 signaling
by TLR by association with the compo-
nents of the IKK complexes. HCV NS3/4A
protease blocks IRF3 activation by block-
ing more than one step upstream of the
IKKε/TBK1 activity. In addition, E7 of
HPV16 binds IRF1 and human herpes
virus 8/Kaposi’s sarcoma-associated her-
pesvirus (HHV8/KSHV) encodes a viral
(v)IRF1 protein and a vIRF3 that pre-
vent IRF1 and IRF3 activities by binding
to CBP/p300.

ORF-C of HBV, the ML protein of
Thogotovirus, the matrix protein of VSV,
and NSs proteins of bunyaviruses inhibit
IFN α/β synthesis, but the mechanism
is not well characterized. A stronger
inhibition of IFN synthesis by wild type
measles virus compared to the vaccine
strain may correlate with the expression
of C and V virulence factors.
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Tab. 2 Viral antagonists of the IFN response.

Virus Viral protein Mechanism of inhibition

1. Inhibition of IFN synthesis
HCMV pp65 Inhibits IRF3
Ebola VP35 Binds to and inhibits IRF3
HCV NS3/4A Blocks IRF3 phosphorylation
HPV16 E6 Binds to and inhibits IRF3

E7 Binds IRF1
Influenza NS1 Blocks the activation of IRF3, IRF7, NFκB and ATF2/cJun
Paramyxoviruses V Blocks the activation of IRF3, IRF7, NFκB and ATF2/cJun
HHV8 vIRF1 and vIRF3 Binds CBP/p300, prevents IRF1, IRF3 activity
Adenovirus E1A Binds CBP/p300, prevents IRF3 activity
HBV ORF-C Unknown
Thogotovirus ML Unknown
VSV Matrix Unknown
Bunyaviruses NSs Unknown

2. Inhibition of IFN signaling
Myxoma virus MT-7 Decoy receptor, binds IFN-γ
Vaccinia virus B8R Decoy receptor, binds IFN-γ

B18R Decoy receptor, binds IFN-α/β
VH1 Dephosphorylates Stat1

Adenovirus Unknown Downregulates IFN-γ -R2 receptor chain
E1A Decreases Stat1 and IRF9

Interferes with Stat1-CBP and Stat1-IRF1
HCMV Unknown Decreases Jak1 and IRF9
Murine polyomavirus LT Binds to Jak1
Sendai virus C Interacts with Stat1, inhibits Tyk2, Stat1 phosphorylation
hPIV-2, SV5, MUV V Degrades or inhibits Stat1 or 2
HPV18 E6 Binds to Tyk2
HPV 16 and 31 E6 Downregulates Stat1

E7 Binds to IRF9
VSV Matrix Blocks Stat3 phosphorylation
HSV-1 ICP0 Inhibits ISGs transcription

UL41, UL13 Induces SOCS, a host Jak–Stat inhibitor
HCV Core Induces SOCS, a host Jak–Stat inhibitor

2.4.2 Inhibitors of IFN Signaling
IFN signaling is initiated by association of
IFN with its cognate receptor. This step
is inhibited in poxviruses that synthesize
viral mimics of both IFN-α/β and IFN-
γ receptors. Myxoma virus MT-7 and VV
B8R are decoy receptors that bind IFN-
γ , whereas B18R from VV and B18R-like
from other orthopoxviruses bind IFN-α/β.
They prevent IFNs binding to their native
receptors and the subsequent signaling

pathways. Interference with signal initi-
ation also occurs with adenoviruses that
downregulate the expression of IFNγ -R2
receptor chain.

Another major target of viral interfer-
ence is the Jak–Stat signaling pathway.
Although some proteins like HBx of HBV,
or HTLV-I Tax activate the Jak–Stat path-
ways, many viruses encode inhibitors to
shut down the IFN response. HCMV
decreases the levels of Jak1 and IRF9,



440 Virus-Cell Interactions

whereas the large T (LT) antigen of murine
PyV binds to Jak1, inhibiting IFN-α/β and -
γ pathways. The C proteins of Sendai virus
physically interact with Stat1 and medi-
ate Tyk2, Stat1 phosphorylation inhibition
and Stat1 degradation. Other members of
the paramyxoviridae have a V protein that
interacts with Stats and either degrade
or inhibit Stat1 or 2. HPV18 E6 protein
binds to Tyk2, prevents its binding to IF-
NAR1 and inhibits the Jak–Stat pathway of
IFN-α/β. HPV16 and HPV31 E6 downreg-
ulate Stat1, whereas the E7 protein blocks
ISGF3 formation by competitively binding
to IRF9. Similarly, adenovirus E1A pro-
tein decreases the levels of Stat1 and IRF9,
which blocks ISGF3 formation. E1A also
interferes with Stat-CBP/P300 and Stat1-
IRF1 interactions, resulting in a block in
transcriptional activation of Stat1. VSV
matrix protein blocks Stat phosphoryla-
tion via the IL-6 signal transducer gp130,
and VV virion phosphatase VH1 dephos-
phorylates Stat1. HSV-1 ICP0 blocks the
transcription of ISGs by a process that
involves the host proteasome–mediated
degradation.

HSV-1 and HCV infection lead to
a marked suppression of IFN-induced
phosphorylation of Jak1, Tyk2, Stat1, and
Stat2 indicating an inhibition that precedes
the Jak phosphorylation step. Indeed,
these two viruses transcriptionally induce
the suppressor of cytokine signaling-3
(SOCS3), a host Jak/Stat inhibitor, at an
early step of infection. This activity is
mediated by the UL41 RNAse, and UL13
protein kinase of HSV1, and by the core
protein of HCV.

2.4.3 Inhibitors of ISGs
A very common way for viruses to coun-
teract the IFN response is to inhibit
the function of ISGs that inhibit virus

replication. One of the best-known mech-
anisms is the inhibition of PKR by
viruses. The OAS/RNAse L pathway and
ADAR activity are also targeted by viral
components. Interestingly, viruses have
evolved mechanisms to counteract the
activity of ISGs by several mechanisms
(Table 3).

The best-studied poxvirus, VV, encodes
for two proteins, E3L and K3L, which in-
hibit the activity of PKR and RNAse L.
E3L is a dsRNA binding protein (dsRBP)
that directly binds to PKR and sequesters
dsRNA to prevent PKR activity. E3L also
inhibits OAS activity by dsRNA competi-
tion and ADAR1 deaminase function. In
contrast, K3L is an eIF2α homolog that
acts as a pseudosubstrate of PKR to com-
petitively inhibit eIF2α phosphorylation
and restore viral translation. Several other
poxviruses express or are predicted to en-
code homologs of E3L and/or K3L, but not
molluscum contagiosum virus (MCV). In
addition, Myxoma virus encodes a protein,
M156R, which is a structural mimic of
eIF2α.

HSV1 is the best-studied virus of the
Herpes family. The virus encodes a pro-
tein, Us11, which is sufficient to prevent
PKR activation. Us11 binds dsRNA; it
has no known RNA binding domain
but an RXP motif that mediates the
binding. It could act either by seques-
tering dsRNA or by direct binding to
PKR. Us11 also inhibits PKR activation
by the cellular PKR activator (PACT), by
protein–protein interactions. HSV-1 has
a second mechanism to increase viral
translation. The virus encodes γ134.5 pro-
tein, which associates with phosphatase
1α to dephosphorylate eIF2α. Us11 ho-
mologs can be found in several other
α-herpesviruses like HSV-2 and simian
B virus, whereas the γ -herpes virus EBV
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Tab. 3 Viral inhibition of IFN-induced enzymes.

Virus Viral factor Mechanism of inhibition

1. PKR inhibitors
Vaccinia virus E3L Binds dsRNA and PKR

K3L eIF2α homolog, pseudosubstrate for PKR
HSV1 Us11 Binds dsRNA, PKR and PACT

γ134.5 Dephosphorylates eIF2α

EBV SM Unknown
EBER RNA Binds to PKR with no activation

Adenovirus VA RNA Binds to PKR with no activation
HIV-1 Short TAR RNA Binds to PKR with no activation

Recruits TRBP to inhibit PKR
Tat eIF2α homolog, pseudosubstrate for PKR

HCV NS5A, E2 Binds to PKR
Influenza NS1 Binds dsRNA and PKR

Induces p58IPK that inhibits PKR
Reovirus σ3 Binds dsRNA and PKR
Rotavirus NSP3 Binds dsRNA and PKR
SV40 LT Unknown but after PKR phosphorylation

2. OAS/RNAse L inhibitors
Vaccinia virus E3L Sequesters dsRNA
Influenza NS1 Sequesters dsRNA
HSV1 Us11 Sequesters dsRNA

Synthesizes 2′5′A antagonists
Reovirus σ3 Sequesters dsRNA
Rotavirus NSP3 Sequesters dsRNA
EMCV Induces RNAse L inhibitor, RLI
HIV-1 Induces RNAse L inhibitor, RLI

encodes for the SM protein with RXP mo-
tifs that mediate PKR inhibition. HSV1
and HSV2 also induce the synthesis
of 2′5′A derivatives that antagonize the
OAS system.

Other mechanisms to inhibit PKR in-
clude the synthesis of large amounts of
viral RNA that prevent PKR activation. This
has been shown to be the case with the
accumulation of EBV EBER, adenovirus
VAI, and HIV-1 TAR RNAs. Viral dsRBPs
like influenza NS1, rotavirus NSP3, and
reovirus σ3 bind to PKR and prevent its
activation, whereas HCV NS5A and E2
also bind to PKR and may participate in
the IFN responsiveness in patients. HIV-1
Tat acts as a pseudosubstrate for PKR by

mimicking eIF2α. Finally, simian virus 40
(SV40) LT acts after the phosphorylation
step, all contributing to the inhibition of
PKR activity.

Some viruses use the cellular machinery
to inhibit PKR. Influenza NS1 induces
the cellular inhibitor of PKR p58IPK

by promoting its dissociation with its
negative regulator hsp40, whereas HIV-
1 TAR RNA recruits the TAR RNA
binding protein (TRBP), a potent cellular
PKR inhibitor in close proximity to PKR.
Finally, while proteins that sequester
dsRNA can inhibit the OAS/RNAse L
system, EMCV and HIV-1 downregulate
RNase L activity through the increased
expression of RNAse L Inhibitor (RLI).
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3
Early Events in Virus Replication

3.1
Uncoating

Several types of enveloped viruses enter
cells via a fusogenic route such that the
lipid bilayer that envelopes the virus fuses
with the plasma membrane. This is fol-
lowed by the penetration of the genetic
material and auxiliary factors of the cap-
sid into the cytosol. The viral capsid must
first pass through the dense cortical actin
network located immediately beneath the
plasma membrane. The cytoplasm repre-
sents a tightly packed, and somewhat or-
ganized environment, indicating that this
early event of the replication cycle must
be tightly regulated. While viral proteins
such as HIV-1 Nef have been proposed
to aid in this first assault on the cell, few
details are known about this. Subsequent
to this fusion, a capsid uncoating event
(decapsidation) occurs. The movement of
these large macromolecular complexes has
been shown to be along cytoskeletal ele-
ments such as microtubules (Fig. 3). For
HSV-1, adenovirus and HIV-1 for example,
directed vectorial transport has been visu-
alized microscopically (see next section) to
direct the capsids containing the genetic
material toward the nucleus. Few other
details about this process are known be-
cause this subject of entry inhibition has
been difficult to address experimentally.
However, recent evidence and the creation
of in vitro virus fusion and decapsida-
tion system have allowed further insight
into this process. This system allows for
reconstitution of proteins and cellular en-
vironments to study this for MLV, equine
infectious anaemia virus (EIAV), Rous sar-
coma virus (RsSV), and avian sarcoma
and leukosis virus (ASLV). The substrates

used in this system are viral particles
that are trapped before completing mem-
brane fusion. These virions are induced
to fuse out of endosomes and the viral
cores are released into solution where they
are amenable to biochemical manipula-
tion. This system revealed that membrane
fusion is not sufficient to stimulate the
formation of a reverse transcription com-
plex. Instead, ATP hydrolysis and cellular
factors that are >5 kiloDaltons (kDa) in
size are required. One salient observa-
tion is the necessity for an energy source,
ATP, reciprocating this requirement in
vivo. These in vitro systems however will
require improvement and greater flexibil-
ity to recapitulate the in vivo setting. The
identification of host-cell proteins in this
process is essential and it will also be
important to study other types of viruses
in order to gain insight into and to fully
appreciate the process of decapsidation.

3.2
Decapsidation and the TRIMs

The interest in this event has come to the
forefront of HIV-1 research through the
discovery of restriction factors that prevent
decapsidation of retroviral capsids follow-
ing viral entry. This viral restriction was
noted in very early studies that showed
restricted replication of MLV in mouse
cells of different genetic backgrounds. Ex-
pression of distinct alleles of the mouse
Friend virus susceptibility factor-1 (Fv-1)
locus dictated susceptibility to infection by
B- or N-tropic MLV. Fv-1, it turns out,
bears a striking similarity to MLV coat
proteins. Restriction factor 1 (Ref1) was
also characterized to be a restriction fac-
tor for MLV infection of human cells, but
this restriction can be overcome by infect-
ing the cells with MLV, suggesting that
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Ref1 can be saturated to allow infection by
noncognate viruses like HIV-1. Infection
of monkey cells by HIV-1 was not pos-
sible for reasons that have now become
increasingly clear. New and Old World
monkey cells express a protein that re-
stricted HIV-1 infection and the block was
shown to be at the level of decapsidation.
While the restriction was linked to the
HIV-1 capsid (CA) protein domain Lv-1,
the tripartite repeat motif protein (TRIM)
5α was identified as the dominant cellular
restriction factor that restricts HIV-1 in-
fection of monkey cells. TRIM5α inhibits
decapsidation of incoming HIV-1 capsids,
thereby preventing subsequent steps in in-
fection. Interestingly, a single amino acid
substitution found in the TRIM5α protein
from monkeys blocks HIV-1 decapsidation
and reversion can restore decapsidation
to salvage infection. Additional details of
this process will undoubtedly reveal mech-
anistic information as well as identify
other host factors that are involved in
this process. Attention to this early step
of infection could be the basis of future
anti-retroviral compounds.

3.3
Reverse Transcription and the APOBECs

The reverse transcription process has been
the focus of recent efforts to understand
the reasons behind host factor-induced re-
striction to HIV-1 infection. Recent work
points to restriction factors that are incor-
porated in virions from virus-producing
cells that restrict early steps of virus repli-
cation. In the case that will be presented
below, the acquisition of host-cell proteins
is important for the generation of infec-
tious virus particles. In the so-called ‘‘viral
infectivity factor (Vif) permissive cells,’’
HIV-1 infectious particles are generated
regardless of whether Vif is expressed in

producer cells. However, in cell lines that
were found to be nonpermissive, infec-
tious virus can only be produced when the
HIV-1 auxiliary factor, Vif, is expressed in
virus-producing cells.

Apolipoprotein B mRNA-editing en-
zyme-catalytic polypeptide-like (APOBEC)
proteins have been shown to be impor-
tant for restricting retroviral replication by
triggering massive deamination of deoxy-
cytidine within the retroviral minus (first)-
strand complementary (c)DNA during a
postentry step of the retroviral replication
cycle. The impact on viral replication is evi-
denced by high frequencies of retroviral ge-
nomic strand G-to-A transition mutations.
Recent work also points to the activity
of ribonucleotide deamination, capable of
mediating ribocytidine-to-deoxythymidine
changes in genomes of RNA viruses, indi-
cating that this may actually occur prior to
reverse transcription. This added level of
complexity may be a larger part of the in-
nate defense mechanism to viral infection,
as described above for TRIM5α. In HIV-1,
the auxiliary protein Vif was shown to be
key to overcoming this antiviral (or innate)
response to infection by binding to and
interfering with APOBEC’s incorporation
when it was expressed. This is achieved,
at least in part, by impairing APOBEC3G
translational efficiency and by targeting the
APOBEC3G for proteasomal destruction
prior to virion incorporation. Vif asso-
ciates with APOBEC3G and directs it to
the Cul5-elonginB-elonginC-RBx1 ubiqui-
tin ligase complex and, as a consequence,
APOBEC3G becomes polyubiquitinated
and degraded by proteasomes. However,
expression of Vif-defective HIV-1 was fol-
lowed by massive deamination as shown
by A->G mutations in sequence analyses
to result in a catastrophic defect in infec-
tivity. APOBEC proteins have now been
shown to interact with a few viral proteins
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to mediate incorporation and subsequent
editing activity: APOBEC3G can also as-
sociate to the Gag NC domain. It will
be interesting to determine whether Vif
and NC coordinate to promote APOBEC
interaction.

Interesting new data have revealed the
negative replicative activity of APOBEC
proteins in several viruses in addition to
HIV-1, including HIV-2, simian immun-
odeficiency virus (SIV), MLV, EIAV, and
HCV. The biochemical consequence of
deamination appears to be identical even if
most of these viruses (such as in the latter
three viruses) do not naturally express Vif.
This suggests that a Vif-like activity may
exist in the cognate hosts of these viruses,
or alternatively, these viruses have evolved
to replicate in APOBEC-negative tissues.
This perhaps reflects the narrow and re-
stricted expression pattern for several of
the APOBEC genes.

The relevance for APOBEC function
lies in APOBECs’ ability to restrict sev-
eral viruses and this appears to occur
across species. MLV replication for in-
stance is inhibited by APOBEC action
through cytidine deamidation of the de
novo synthesized DNA. In SIVs, however,
Vif’s interaction with either APOBEC3G
or APOBEC3F does not restrict strains of
SIV in human cells. Thus, we do not have
the entire picture of what is turning out
to be a more complex picture of APOBEC
function in retroviruses. APOBECs may
interact with each other suggesting addi-
tive antiviral activities of multiple APOBEC
proteins for a single virus. There are at least
11 APOBEC proteins expressed in verte-
brates that can be coordinately expressed,
and this is evidence for this added level of
complexity. A multimodal mechanism of
action for APOBEC proteins is suggested
in viral replication, but this model must

await identification of functional relation-
ships between these proteins. Implicating
multiple APOBEC proteins with temporal
and activated functions timed by the viral
replication cycle could reveal new details
about the mechanisms of viral pathogene-
sis. The determination of the cellular and
viral composition of the APOBEC com-
plexes will likely be the subject of intense
research in the upcoming year.

3.4
Intracellular Replication and Trafficking

Once inside the cell, virus capsids must
make their way to the nucleus or other in-
tracellular sites for reverse transcription,
RNA or DNA replication. A formidable
task must be undertaken by the virus to
transport its genetic material to the nu-
clear membrane. Active transport along
a microtubule-based cytoskeletal network
appears to be the case for many viruses
including adenoviruses, HSV, VV, and
retroviruses following decapsidation, and
for endocytosed viruses from the par-
vovirus family. This hijacking of vesicular
transport mechanisms might be easier to
visualize; nevertheless, viruses that unload
their capsids into the host cells will likely
require additional virus–cell interactions
to traffic. The co-opting of the microtubule
network and molecular motor proteins ap-
pears to be the mechanism of choice.
Adenovirus-activated host cell–signaling
cascades based on protein kinase A and
MAP kinases require a bona fide extra-
cellular virus–cell interaction to mediate
entry, or this virus remains inert in the cy-
tosol when entering the cytoplasm. HIV-1,
and likely other retroviral capsids, are un-
loaded and track along microtubules to the
microtubule organizing center (MTOC) re-
gion before entering the nucleus (Fig. 3).
Some evidence demonstrates that viruses
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can mediate the restructuring of the mi-
crotubule network early and late in their
replication cycle by activated signaling cas-
cades as mentioned above or by the specific
action of regulatory proteins, for example,
Rev in the case of HIV-1. A recent exam-
ple of this is the significant restructuring
of microtubules during HSV1 infection, in
order to facilitate the nuclear localization of
the major virion tegument protein, VP22.

3.5
Trafficking to the Nucleus

Viral genomes of viruses that replicate via
a nuclear step or a DNA intermediate, such
as retroviruses, hepadnaviruses, HSV1,
influenza virus, and adenovirus, must
bypass the nuclear envelope and enter the
nucleus. Most viruses enter the nucleus
via nuclear pores. However, these cellular
structures have a pore size estimated
to be 25 to 39 nm in diameter, which
is too small for most viral capsids to
penetrate, except hepadnavirus capsids.
This suggests therefore that there is
a requirement for an active transport
mechanism to achieve this critical step
of the viral life cycle. This is supported
by the identification of MLV mutants
that cannot bring their PICs into the
nucleus in dividing cells and suggests
an active transport process to bypass the
nuclear barrier. Active transport is now
known to be regulated by both viral
and host proteins in both mitotic and
nondividing cells.

To achieve nuclear import of the viral
genome in HIV-1 for example, a preinte-
gration complex or PIC is formed. This
is composed of double-stranded linear
DNA, viral proteins Matrix (MA), RT, inte-
grase (IN), and the auxiliary protein, viral
protein R (VpR). This PIC has an esti-
mated Stokes diameter of 56 nm. Except

for lentiviruses such as HIV-1, PICs from
most retroviruses are unable to enter in-
tact nuclei and must therefore ‘‘wait’’ for
the breakdown of the nuclear membrane
occurring during mitosis. Consequently,
these retroviruses, such as MLV, are de-
pendent in part on the cell cycle and cannot
replicate in nondividing cells. In contrast,
lentiviruses are able to productively infect
nondividing cells such as macrophages
or quiescent T lymphocytes, indicating
that PICs are able to actively cross the
nuclear membrane even if the cells are
not cycling. Some other retroviruses seem
to have an intermediate capacity to en-
ter the nucleus, since the PICs of RsSV
and foamy viruses (FV) are able to pene-
trate intact nuclei with a low efficiency, but
their replication is dramatically increased
in dividing cells.

3.6
Cellular Proteins and Nuclear Import

The karyopherin receptor complex is a
heterodimer of an α-subunit, which rec-
ognizes nuclear localization signal (NLS)
found within karyophilic proteins (both vi-
ral and cellular) and a β-subunit which
docks the complex at nucleoporins that
scaffold the nuclear pore. Several nu-
cleophilic viral and host-cell factors that
harbor NLSs have been shown to play key
roles in this process. For HIV-1, multi-
ple redundant functions for viral proteins
might serve as the signal to route the
PIC to the nucleus and through the nu-
clear pore, and host cell–protein factors
associated with PICs might supply NLS
activity. Indeed, several viral and host fac-
tors have been identified as components of
the HIV-1 PIC. These include, for example
Vpr, MA, IN, HMGI(Y), Ku, and barrier-
to-autointegration factor (BAF). Several
reports indicate a possible role for direct
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interactions between karyopherin α and
β with HIV-1 IN in the nuclear import
of HIV-1 PIC. HIV-1 MA also possesses
multiple NLSs and this is believed to be
a primary determinant for nuclear im-
port of the HIV-1 PICs via karyopherin
α and β. The HIV-1 auxiliary protein,
Vpr, colocalizes with karyopherin β and
regulates karyopherin β-mediated docking
of the HIV-1 PIC at the nuclear enve-
lope, but this evidence remains to be
substantiated.

Before migrating to the nucleus, HIV-1
PICs, containing IN, induce the cytoplas-
mic recruitment of integrase interactor
1 (INI1 or hSNF5) and promyelocytic
leukemia protein (PML, or TRIM19, a
member of the TRIM family of proteins),
a protein found in nuclear bodies. Other
viruses encode NLS-containing proteins
that direct nuclear import such as nu-
cleoprotein of influenza A virus. HPV16
L2 protein interacts with several karyo-
pherins by its NLSs to promote nuclear
entry via these import pathways (Fig. 3).
Thus, to be determined are the fine molec-
ular details on how particular host proteins
associated with the PICs might supply
an NLS activity to PIC. A recent ex-
ample of this is the newly discovered
involvement of importin-7 in HIV-1 PIC
transport. Importin-7 is mildly hydropho-
bic, belongs to the importin-β superfamily,
and is involved in nuclear import and
chaperoning of basic nucleic acid–binding
proteins, such as ribosomal proteins and
histone H1. Via direct interaction with
IN, importin-7 contributes to nuclear im-
port of PIC in HIV-1. Importin-7 has
also been demonstrated to have a prin-
cipal role in nuclear import of adenovirus
type 2 DNA, suggesting that importin-7
could have a more general role in medi-
ating nuclear import of viral nucleic acids
and complexes.

3.7
Cellular Proteins and Integration

As a suitable target for antiviral ther-
apeutics, the process of proviral DNA
integration by retroviruses and in partic-
ular HIV-1 has been a subject of intense
research. This process involves the intro-
duction of proviral DNA into the host
chromosome by a series of biochemical
reactions involving primarily the IN pro-
tein. The discovery of the roles of viral
and cellular proteins in this process has
led to a better understanding of this com-
plex process. We will briefly mention some
of the virus–cell interactions involved in
this process. At least two of these proteins
(i.e. INI1 and Uracil-DNA glycosylase 2 or
UNG2) are acquired by the virus during
assembly for later function in integration
(Table 1).

Viruses ensure their survival by pack-
aging some of the required cellular and
viral components during assembly for pos-
tentry replicative events. This can have
either a positive (in this case) or negative
impact on viral replication (see Sect. 3.3
and Table 1). For integration, several cel-
lular proteins have been found to interact
with structural and polymerase proteins
to achieve virion incorporation. INI1 was
found to play a role in both virus as-
sembly and earlier events in PIC nuclear
import and integration. INI1 is incor-
porated into HIV-1 virions, presumably
through its interaction with HIV-1 inte-
grase (Table 1). Interaction between these
proteins has been mapped to amino acids
183–243 of INI1 and the central domain
of HIV-1 IN (amino acids 48–188). INI1 is
part of a complex that relieves repressive
chromatin structures, allowing the tran-
scriptional machinery to access its targets
more effectively. The encoded nuclear pro-
tein may also bind to and enhance the
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DNA joining activity of HIV-1 IN. UNG2
is a glycosylase that removes uracil from
both double- and single-stranded DNA in
nuclear chromatin, thus contributing to
base excision repair in the integration re-
action. It is believed to be incorporated
into virions via IN in the context of the
precursor Gag/Pol protein since a virus
that harbors two single point mutations in
IN (L172A/K173A) is deficient for UNG2.
Alternatively, it may be brought into the
virus by a specific interaction with the
auxiliary protein Vpr. In this case, this
virus–host interaction was shown to influ-
ence HIV-1 mutation rate during reverse
transcription. Other, not so well studied
host proteins are involved in this process
through characterized interactions with IN
such as lens epithelium-derived growth
factor (LEDGF/p75) considered to be the
main lentiviral IN-to-chromatin tethering
factor in several lentiviruses, but not in on-
coretroviruses like MLV and HTLV-1. The
IN/LEDGF/p75 interaction can also target
the PIC to chromosomes and stimulate IN
strand transfer activity at the same time.
Finally, the HMG I(Y) protein mentioned
above as a component of the HIV-1 PIC has
been identified in a variety of PICs from
several retroviruses and are active in in-
tegration assays for HIV-1, avian sarcoma
virus (ASV), and MLV.

4
Viral Gene Expression

4.1
Synthesis of Viral mRNA

4.1.1 Transcription of DNA Virus
Genomes
DNA viruses synthesize their mRNA from
their DNA genome. The family with the

largest genomes, the poxviruses, repli-
cate entirely in the cytoplasm of the host
cell. They show a high level of indepen-
dence from the host cell, but borrow
several host proteins to synthesize their
mRNA. Poxviruses have similar transcrip-
tion mechanisms, and VV is the model
for this family. VV transcription can be
separated into three phases: early, inter-
mediate, and late gene transcription. The
RNA polymerase and transcription fac-
tors are included in the virion, which
allows the virus to synthesize all early
class genes without any cellular factors.
These include proteins participating in
DNA replication, nucleotide synthesis, and
intermediate gene transcription. Whereas
early transcription occurs within the virus
core particle, intermediate transcription
starts after DNA replication in a more
open environment. Key functions for both
initiation and termination of intermediate
and late transcription appear to be bor-
rowed from the cell. Several host factors,
including a nuclear DNA binding protein,
have been characterized within the tran-
scription complex formed around the viral
RNA polymerase.

Herpesviruses have a nuclear step in
their replication cycle. The prototype
of the α-herpes viruses is HSV-1. The
transcriptional control of its immediate
early promoter by viral and cellular factors
determines a latency stage or a lytic cycle.
The virion protein VP16 is a key regulator
of this mechanism through its association
with two host-cell factors, Oct1 and HCF-1.
All three proteins form a multiprotein
complex that binds to the immediate early
promoter through the Oct1 DNA binding
domain. The precise interaction with Oct1
and HCF-1 mediates the activation and
triggers the lytic cycle, whereas the binding
of Oct2 or the association of VP16 with
HCF-2 leads to promoter inactivation and
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a latent mode of infection. Zta, a bZIP
protein of the γ -herpesvirus EBV, is a
trans-activator that acts by interactions
with DNA, TFIIA-D transcription factors
and other transcriptional activators. Like
VP16 on HSV1, it triggers the lytic cycle
of EBV.

Small nuclear DNA viruses including
polyoma-, parvo-, papilloma-, and aden-
oviruses do not code for DNA or RNA
polymerases and therefore rely entirely
on the cellular enzymes to complete their
replication and transcription. The ability
of the cellular DNA polymerases to repli-
cate the viral DNA, and the presence or
absence of various transcription factors
will therefore restrict the replication and
the expression of these viruses to specific
species and cell types. The early promoter
of HPVs is recognized by cellular tran-
scription factors. The first viral proteins to
be expressed are the replication factors E1
and E2. They form a complex at the viral
origin to recruit cellular polymerases and
accessory proteins to mediate replication.
Binding of low concentrations of E2 at sites
adjacent to cellular transcription factors ac-
tivates the early promoter, whereas at high
concentrations, it induces a repression by
blocking the binding of cellular factors.

The transcription of adenovirus requires
complex interactions between cellular and
viral factors. It starts with the recognition
of the E1A transcription unit by cellular
proteins alone. As the two forms of E1A
proteins lack a DNA binding activity, they
associate with transcription factors, pro-
teins of the general transcription machin-
ery, coactivators and chromatin-modifying
enzymes to activate transcription of viral
early genes. They also release cellular re-
pression of the viral E2 promoter. The E2
late promoter is then activated by a joint
coordination between the viral E1B and
the host-cell factor YB-1 to produce the

E2 viral replication proteins. The expres-
sion of E2 genes triggers DNA replication.
The IVa2 promoter is bound by a cellu-
lar repressor and this promoter inhibition
is released when viral DNA synthesis in-
creases and binds the repressor. The IV2a
protein, a DNA binding protein, is then
produced and stimulates the major late
(ML) promoter. The complete interplay be-
tween viral and cellular factors leads to the
formation of viral particles.

HBV has a partially double-stranded
DNA, which is converted to covalently
closed circle (ccc) in the nucleus by the
host cell. This ccc DNA is the major tran-
scriptional template for the virus, and its
efficient regulation is the result of a com-
plex interplay between trans-acting factors
and their corresponding cis motifs. HBV
transcription is mediated by four different
promoters and two enhancer elements.
The precore promoter is regulated by a
number of cellular transcription factors
including nuclear receptors. These are
ubiquitous nuclear receptors or hepatocyte
nuclear factors (HNF) 3 and HNF4. They
have activating or repressing activity lead-
ing to the synthesis of either the precore or
the core RNA with different biological ac-
tivities. Whereas the basal preS1 promoter
is regulated by the TATA-binding protein
(TBP) and HNF-1 binding sites, its activ-
ity is enhanced by SP1, NF1, and HNF-3
to produce the large surface antigen. The
TATA-less promoter S2 is regulated by a
CCAAT motif bound by NF-Y/CBF tran-
scription factors. It directs the production
of the middle and major surface antigen
transcript. The S2 promoter is also indi-
rectly activated by the accumulation of the
large surface antigen to the endoplasmic
reticulum, which likely releases transcrip-
tion factors that bind to the S2 promoter.
The X promoter regulates the synthesis of
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the mRNA coding for HBx, the viral trans-
activator. The X promoter is regulated by
ubiquitous and liver-specific transcription
factors such as the X-promoter binding
protein (X-PBP). HBx does not bind DNA
directly but binds to and modifies the func-
tion of transcription factors to increase the
activity of all the other HBV promoters.

4.1.2 Transcription of Viruses Integrated
into the Host Chromosome
Retroviruses are RNA viruses that con-
vert their RNA into DNA by reverse
transcription. This DNA is then trans-
ported to the nucleus and integrated into
the host genome. Basal transcription is
regulated by cellular transcription factors
and activators. Some retroviruses also en-
code viral trans-activators whose function
requires a tight interaction with host fac-
tors. Two typical examples, the HTLV-I
Tax and the HIV-1 Tat proteins, have a
similar function but important mechanis-
tic differences (Fig. 4). The HTLV-I long
terminal repeat (LTR) contains three 21-
bp repeats required for Tax activation.
Each of these Tax-responsive sequences
(TxRE) contains cyclic-AMP response ele-
ment binding (CREB)/ATF binding sites
flanked by GC-rich sequences. In the nu-
cleus of the host cell, Tax dimerizes and
interacts with CREB, CBP, and P/CAF
cofactors. The formation of a ternary com-
plex, Tax/CREB/TxRE, mediates a specific
HTLV-I Tax trans-activation, as Tax is

not able to activate transcription at other
CREB/ATF sites on cellular promoters.
Three Tax-interacting factors are involved
in this specificity. P/CAF binds to the C-
terminal activation domain of Tax, and
the binding correlates with the trans-
activation ability of Tax. The SR-related
protein TAXREB803/SRL300 is a DNA
binding protein that binds Tax and the
3′ GC-rich sequence of TxRE. It functions
as a Tax coactivator in the expression of
HTLV-I genes. The transducer of regulated
CREB protein 3 (TORC3), a coactivator
of CREB, also binds Tax and increases
transcriptional activation at the HTLV-I
LTR. Although the exact coordination of
all these host and viral factors remains to
be fully determined, their requirement in
Tax trans-activation suggests the forma-
tion of a large multiprotein complex on
the TxRE site that will contact factors of
the general transcriptional machinery.

The HIV-1 LTR is controlled by a large
number of transcription factors with SP1
and NFκ -B as the most proximal from
the transcription start site. Cellular com-
ponents control the basal level of HIV-1
LTR expression, whereas the activated level
is regulated by the viral trans-activator
Tat. In contrast to all other known trans-
activators, Tat has an RNA target, the TAR
element, located at the 5′ end of all HIV-
1 mRNAs. In vivo trans-activation by Tat
occurs by a multistep mechanism that re-
quires a coordinated activity of cellular and
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viral factors. As a first step, Tat is acety-
lated by P/CAF at K28 and the Ac28-Tat
has a very high affinity for the positive
transcriptional elongation factor (P-TEF)b,
composed of Cyclin T1 (CycT) and the cy-
clin dependent kinase (CDK) 9. Indeed,
Tat binds directly to CycT, which itself
binds to CDK9. The Tat-CycT-CDK9 com-
plex has a very high affinity for TAR RNA
and forms a ribonucleoprotein complex.
This complex recruits p300/CBP, which
acetylates Tat at K50. As a result, Ac50Tat-
CycT-CDK9 has a decreased affinity for
TAR and will be transferred to the next
preinitiation complex paused after the car-
boxy terminal domain (CTD) of the RNA
polymerase (RNAP) II has been hypophos-
phorylated by CDK7. The association of
p300/CBP-Ac50Tat-CycT-CDK9 with the
preinitiation complex forms an efficient
transcription elongation complex in which
CDK9 hyperphosphorylates the RNAP II
CTD and maintains this phosphorylation
during the elongation of HIV-1 mRNAs.
These complex interactions between cellu-
lar and viral factors provide a very efficient
trans-activation mechanism of HIV-1.

4.1.3 Synthesis of Coding mRNA by RNA
Viruses
RNA viruses that do not use a DNA in-
termediate for their replication synthesize
their mRNA and replicate using a viral
RNA-dependent RNA polymerase (RdRp).
This viral enzyme or complex of enzymes
renders the synthesis of mRNAs largely
independent from the cell and limits
virus–cell interactions to a few neces-
sary exchanges. Plus-strand RNA viruses,
including Picorna-, Flavi-, Corona-, and To-
gaviridae, copy the genomic RNA to form
a complementary minus-strand RNA us-
ing a virus-encoded RdRp. This new RNA
in turn serves as a template for the syn-
thesis of new genomic RNA. The sites

of viral RNA synthesis are exclusively in
the cytoplasm and have been localized to
structures derived from diverse intracellu-
lar membranes, including the lysosomes,
endoplasmic reticulum (ER), Golgi ap-
paratus, and endosomes. Although most
RdRps function in vitro, their activity re-
mains low, and template specificity is
a property of the viral polymerase com-
plexes found in infected cells. Membrane-
associated replication complexes, com-
posed of viral proteins, replicating RNA,
and altered host-cell membranes, repre-
sent a common feature of all plus-strand
RNA viruses investigated thus far.

Most negative-strand RNA viruses repli-
cate in the cytoplasm of infected cells.
Their RdRp carries out two types of RNA
synthesis using the same RNA template as-
sociated with the nucleocapsid N protein:
(1) mRNA synthesis, called transcription, in
which the RdRp synthesizes each mRNA
successively, and stalls to allow polyadeny-
lation and new start; (2) replication, corre-
sponding to RNA synthesis of full-length
antigenomic RNA. In the first case the
RdRp pauses frequently, whereas it is
highly processive in the second, likely due
to the coupling of replication and viral as-
sembly. Cellular proteins participate in the
formation of either the transcriptase or the
replicase complex and likely govern RdRp
processivity.

All the dsRNA viruses also encode their
own enzymes necessary for transcription
and replication. The best-studied ones are
the rotaviruses in the Reoviridae family,
in which a core particle is released in the
cell cytoplasm after the removal of the
outer membrane. The transcription from
the dsRNA occurs within the core particle
and the exchange with the cell is limited to
pores that allow the entry of nucleotides,
S-adenosyl methionine, and ions, as well
as the exit of mRNA molecules to the
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cytoplasm. Translation takes place in the
cytoplasm, whereas genome replication
occurs in viral inclusions called viroplasms.

4.1.4 Virus-induced Cell Transcription
Shut-off
One dramatic result of a virus–cell in-
teraction is the inhibition of nuclear
transcription, a phenomenon referred to
as transcription shut-off. This mechanism
has been described with cytopathic RNA
viruses, which replicate exclusively in the
cytoplasm and encode their own RdRp.
The best-studied example of this phe-
nomenon occurs following poliovirus in-
fection. Once the viral RNA is in the cell
cytoplasm, it is translated by the host-cell
translational machinery into a polyprotein
that is then cleaved into three precursor
proteins (P1-P3) by virus-encoded pro-
teases. The P3 precursor will then give
rise to 3CD, a precursor protease that con-
tains an NLS in the additional region.
The self-cleavage of this precursor will
generate the viral protease 3Cpro in the
nucleus. 3Cpro contributes to the shut-
off of all three transcription systems by
the degradation of transcription factors
including TBP. Among the same family,
the foot-and-mouth disease virus (FMDV)
also induces transcription shut-off by the
degradation of histone 3 by its 3Cpro.

Among the negative-strand RNA viruses,
the M protein of VSV also induces tran-
scription shut-off by targeting TBP, but the
mechanism is not degradation. The Rift
Valley fever virus (RVFV) has evolved a
different mechanism by targeting TFIIH.
The NSs protein of RVFV interacts with
the p44 component of TFIIH to form
nuclear filamentous structures that also
contain the XPB subunit of TFIIH. There-
fore, NSs sequesters p44 and XPB subunits
and prevents TFIIH formation. TFIIH has

a function in RNAP II, and RNAP I tran-
scription, as well as in nucleotide excision
repair (Table 4). Viruses take advantage of
transcription shut-off to favor their own
synthesis, and this activity is certainly
correlated to pathogenesis, although not
always proven. For some viruses like HDV,
the target factor remains unknown and it
is likely that other viruses and other mech-
anisms will be discovered in the future.

4.2
Nuclear Export

4.2.1 Export of Viral RNA
Viruses that synthesize their mRNA in the
nucleus need to export it to the cytoplasm
using the cellular export machinery. Two
well-described examples are HIV-1 Rev
and HTLV-I/II Rex, two viral proteins with
similar function and mechanism (Fig. 5).
Their function is to export unspliced
and singly spliced viral RNAs through
the binding to a specific RNA sequence,
the Rev/Rex responsive element RRE or
RxRE. Following HIV genome integration
in the host chromosome, transcription is
initiated. mRNA from the entire genome
is generated and then fully spliced by
the host splicing machinery. In the early
phase, only the multiply spliced mRNAs
are exported to the cytoplasm to translate
Tat and Rev and Nef proteins (HIV), or Tax
and Rex (HTLV), whereas longer, intron-
containing mRNAs are retained in the
nucleus. Tat and Rev, Tax and Rex are
translocated to the nucleus where Tat and
Tax increase transcription, and Rev and
Rex bind to RRE and RxRE respectively,
to mediate the export of unspliced and
singly spliced mRNAs. This starts the
late phase of viral expression. RRE is
not present on multiply spliced HIV
RNAs but all HTLV transcripts contain
RxRE. Rev and Rex bind to their RNA
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Tab. 4 Mechanisms of virus-induced cell expression shut-off.

Virus Viral protein Mechanism of shut-offion

1. Transcription shut-off
Poliovirus 3C protease Degrades TBP, CREB, Oct-1, P53, TFIIICα, SL1
FMDV 3C protease Degrades Histone 3
VSV M Inhibits TBP
HSV ICP22 and UL13 Alters RNAPII hyperphosphorylation

ICP4, ICP27 and ICP8 Displaces TFIIE from RNAP II
RVFV NSs Prevents TFIIH formation

2. Nuclear export shut-off
Polio and rhinovirus Protease Degrades Nup153 and p62 in the NPC
VSV M Interacts with and inhibits Nup98
Parvovirus NS2 Sequesters CRM-1
HBV X Sequesters CRM-1
Influenza NS1 Interacts with and inhibits CPSF and PABP
HSV ICP27 Binds to splicing factors

3. Translation shut-off
HSV UL41 (vhs) Degrades cellular and viral mRNA
Picornaviruses 2A-protease Cleaves the N-terminus of eIF4G

Impairs all cap-dependent mRNA translation
Adenovirus 100 kDa Dephosphorylates eIF4E
Rotavirus NSP3 Binds to eIF4G and excludes PABP
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targets through an arginine-rich motif
and to the chromosome maintenance
region 1 (CRM-1) through their nuclear
export signal (NES). Rev (and maybe
Rex) also binds to an RNA helicase,
DDX3, required for its function and to
CRM-1. CRM-1 binds to RAN-GTP, and
this ribonucleoprotein complex binds to
nucleoporins localized in the nuclear pore
complex (NPC) to deliver the RNA in
the cytoplasm for translation and virion
packaging. Singly spliced and unspliced
mRNAs encode Gag, Gag-pol, Env, and
other accessory proteins. Many other
cellular proteins help the nuclear mRNA
export by different mechanisms. For
example, Src-associated during mitosis
68 kDa protein (Sam68) and human Rev-
interacting protein (hRIP) are cofactors
for Rev function, whereas heterogeneous
nuclear ribonucleoprotein A2 (hnRNPA2)
promotes HIV RNA export through a
different pathway. In contrast, hnRNPA1
competes with Rex for RxRE binding.

Other RNA export mechanisms have
been described. Retroviruses like the Ma-
son–Pfizer simian virus (MPSV) and
simian retrovirus type-1 have constitutive
transport RNA elements (CTE) that are rec-
ognized by the cellular protein Tap to me-
diate constitutive transport of their RNA.
Tap forms a heterodimer with a small
cofactor Nxt, and the CTE-Tap-Nxt com-
plex mediates a high affinity association
with components of the NPC to mediate
mRNA nuclear export. Herpesviruses also
use the Tap-Nxt pathway for nuclear ex-
port. The HSV protein ICP27 and its EBV
homolog SM, selectively bind to their viral
mRNAs and to a cellular factor Aly that it-
self binds to the Tap-Nxt complex, to direct
the mRNA to the NPC. The mechanisms
used by other DNA viruses are not so
well known, but some studies suggest that
adenovirus use several pathways, whereas

HBV has a posttranscriptional regulatory
element (PRE) with some functional analo-
gies with the CTE mechanism.

Most RNA viruses replicate in the
cytoplasm, but influenza, Thogoto, and
BDV negative-strand viruses replicate their
RNA in the nucleus and then need to
export it to the cytoplasm. The influenza
M1 protein promotes termination of
RNA replication and binds to vRNPs.
This complex then recruits the NS2/NEP
protein with an NES that interacts with
CRM-1. Therefore, influenza and also
probably BDV use the CRM-1/RAN-GTP
pathway, but no such evidence has been
found for Thogoto virus.

4.2.2 Virus-induced Cellular Nuclear
Export Shut-off
Whereas viruses that synthesize their RNA
in the nucleus subvert the functional cel-
lular import–export machineries for their
benefit, some viruses affect this path-
way and mediate a general inhibition
of nuclear-cytoplasmic trafficking. In po-
liovirus and rhinovirus infections, the
analysis of the NPC revealed that at least
two proteins, Nup153 and p62, were prote-
olyzed shortly after infection, likely due
to the activity of a viral protease. As
a consequence, several shuttling cellular
proteins were found mainly in the cy-
toplasm. VSV M protein interacts with
nucleoporin Nup98 to mediate inhibition
of nuclear mRNA transport. IFN treatment
increases the level of Nup98 and Nup96, re-
versing the effect of M, suggesting that the
host has evolved mechanisms to counter-
act the IFN-antagonist properties of VSV
M. The parvovirus NS2 and the HBV
X proteins use a different mechanism,
which is the cytoplasmic sequestration of
CRM-1, therefore affecting important cel-
lular processes. The influenza virus NS1
protein inhibits pre-mRNA splicing and
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polyadenylation by interaction with the
cleavage and polyadenylation specificity
factor (CPSF) and the polyA binding pro-
tein (PABP), leading to the accumulation
of pre-mRNA in the nucleus (Table 4). The
investigation of more mechanisms will
certainly determine more export pathways
affected during viral infection.

4.3
Translation

4.3.1 Initiation of Translation of Viral
mRNA
The early steps of virus replication result
from an equilibrium between viral and cel-
lular factors. Some viruses, however, have
evolved toward a large autonomy from the
cell. In contrast, no virus encodes the
components necessary for autonomous
translation of viral RNA. Therefore, all
viruses have to compete with cellular pro-
tein synthesis to ensure that their RNAs are
translated efficiently. As a consequence,
viruses use the full variety of mechanisms
available for cellular mRNA translation.
The main mechanism is the classical
scanning mechanism, whereby the 40S
ribosome binds at the 5′ cap structure on
the mRNA, and scans toward the trans-
lation initiation codon. Variations of this
mechanism include ribosome reinitiation,
leaky scanning, non-AUG start codons,
frameshifting, termination suppression,
and ribosome shunting; all are used to dif-
ferent extents by viruses. Several viruses,
mainly from the Picornaviridae and Fla-
viviridae families, have uncapped mRNAs
and use an internal ribosome entry site
(IRES) to initiate their translation.

The scanning mechanism of translation
starts with the recognition of the m7G
cap nucleotide structure by the eukary-
otic initiation factor (eIF) 4E (cap binding
protein) and eIF4G associated with the
RNA helicase eIF4A. EIF4G binds to eIF3,

which is linked to the 40S ribosome, and
to the PABP, which is bound to the 3′
polyA tail. PABP links the 3′ and 5′ ends of
the mRNA to ensure efficient translation.
Translation initiation requires the load-
ing of the 40S ribosomal subunit linked
to eIF2-GTP and the initiator Met-tRNA.
Some viruses encode factors that can sub-
stitute for cellular factors in the translation
scanning process. Rotavirus mRNAs re-
leased in the cytoplasm are capped but
not polyadenylated. To replace the PABP
and its link to eIF4G, rotaviruses encode
NSP3, a dsRBP that binds the 3′ end
of the mRNA and eIF4G with greater
affinity than PABP. Thus, NSP3 subverts
the host translation machinery to enhance
the translation of virus-encoded mRNAs.
Influenza virus may use a similar mecha-
nism because its NS1 protein binds to viral
mRNA and eIF4G, but the mechanism is
not so well understood (Fig. 6).

The IRES mechanism has been de-
scribed for several viruses but seems to
be the sole translation mechanism used
by Picornaviridae, of which poliovirus has
been the best studied. Its mRNA is un-
capped and its structured 5′ end directly
recruits the 40S ribosomal subunit without
the requirement for eIF4E, PABP, or the
N-terminus of eIF4G. Its 3′ mRNA end is
polyadenylated and binds PABP, but it is
not clear if this protein is involved in me-
diating 5′->3′ mRNA association at some
step. The flavivirus HCV IRES is also well
studied. It does not require eIF4G and its 3′
mRNA end is not polyadenylated. Its trans-
lation is initiated by direct binding of the
40S ribosomal subunit and its associated
eIF1A, 2 and 3 factors to the RNA.

4.3.2 Translational Regulation by Cellular
Factors
In addition to the activity of factors from
the general translation machinery, other
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cellular factors influence translation ef-
ficiency of either cap-dependent or cap-
independent mechanisms. One general
translation inhibition factor is PKR (as
described earlier), which is induced by
IFN and activated by dsRNA, heparin,
or PACT. Its activity results in a gen-
eral viral and cellular translation shut-off,
but cellular and viral factors counteract
its activity. One factor that acts both on
PKR and on a PKR-independent path-
way is the cellular protein TRBP that
increases translation from transcripts con-
taining HIV-1, TAR, and other structured
RNAs. Similarly, but probably by a dif-
ferent mechanism, the lupus autoanti-
gen, La, increases translation from HIV-1
TAR, but also binds to IRESs. Indeed,
La and the polypyrimidine tract binding
protein (PTB) seem to be required for

efficient translation from poliovirus and
HCV IRESs. Retroviruses provide another
example of exploiting host translation fac-
tors. The production of Gag-Pol protein of
MLV occurs by misreading a stop codon
in 5% of the translation. This codon is
normally recognized by the eukaryotic re-
lease factor 1 (eRF1) bound to eRF3 to
produce the Gag protein, but the bind-
ing of the MLV RT with eRF1 inhibits
eRF1 action and enhances the efficiency of
readthrough. Other examples of alternate
mechanisms can be found in a large vari-
ety of viruses as the result of cell-adapted
virus mechanisms.

4.3.3 Virus-induced Cell Translation
Shut-off
As a consequence of using the cell’s trans-
lation machinery, all viruses limit the
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availability of cellular translation factors
for cellular protein synthesis. In addi-
tion, some viruses have evolved specific
pathways to induce a rapid shut-off of
host cell–protein synthesis to favor their
own translation. One well-described ex-
ample is HSV. Upon viral entry, a rapid
shut-off of host cell–protein synthesis can
be observed by the disruption of preex-
isting polyribosomes and degradation of
host mRNA in the absence of de novo
viral gene expression. This mechanism
is triggered by the virion host shut-off
(vhs) protein, an mRNA-specific Rnase en-
coded by HSV UL41. This protein, located
in the virion tegument, degrades directly
or indirectly cellular mRNA in the cyto-
plasm through interactions with one or
more cellular translation initiation factor
(Table 4).

Other mechanisms involve the subver-
sion of translation factors. Picornaviruses
encode a protease (2A-pro) that cleaves the
N-terminus of eIF4G, therefore preventing
eIF4E and PABP binding and impairing all
cap-dependent mRNA translation. Among
this family, EMCV does not cleave eIF4G
but activates an eIF4E repressor. During
adenovirus translation shut-off, eIF4E is
strongly dephosphorylated, which inhibits
cap-dependent translation. Adenoviruses
encode a 100-kDa protein that replaces the
Mnk1 kinase (which normally phospho-
rylates the eIF4E cap binding protein) to
mediate the dephosphorylation of eIF4E.
To selectively continue to translate viral
cap-dependent mRNAs, adenovirus uses
ribosome shunting, which involves load-
ing of the 40S ribosome onto the mRNA
in a cap-dependent manner, followed by
direct translocation to the initiation codon
without scanning the mRNA. Several other
viruses clearly induce a translation shut-
off, and more information about these
mechanisms remains to be discovered.

5
Virus–Host Interactions Involved in Viral
Egress

5.1
Ribonucleoprotein Transport

Interesting new data reveal a role for
cellular proteins and major cellular ma-
chineries in late viral trafficking events.
The assembly of viral particles requires
the coordinated movement of all of the
viral components to sites of assembly. It
has been known for some time that the
cytoskeletal network is used as a scaffold
for the movement of viral proteins and
capsids (or assembly complexes) toward
the periphery of cell for release during
viral egress (Fig. 3). This is the case for
several retroviruses and HSV1. MPSV, a
type B retrovirus, not only accumulates
at a pericentriolar region but its spher-
ical capsids are also formed there and
are transported to the plasma membrane
on microtubules to acquire an envelope
during the budding process. Many stud-
ies have employed host cell–microtubule-
destabilizing reagents such as nocodazole
to disassemble the microtubule cytoskele-
ton. This has provided evidence for a
directed movement along microtubules
and the activity of host-cell kinesin and
adaptor proteins to propel the viral com-
ponents and assembly complexes. HSV1
capsids also require directed transport
to the periphery for budding and utilize
the cytoskeletal machinery to achieve this.
HSV1, however engages dynein, and not
one of the conventional kinesin molecules,
as the motor protein to propel it essentially
out of the cell. HIV-1 trafficking is achieved
by microtubule-dependent machinery and
it can be stopped by nocodazole treatment.
HIV-1 and MLV Gag’s association to the
molecular motor protein, kinesin KIF4A,
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likely aids in propelling HIV-1 and MLV
Gag assembly complexes through the cy-
tosol toward the plasma membrane to
sites of virus budding. To be propelled,
VV mimics signaling and phosphoryla-
tion events to promote polymerization of
actin filaments likely to provide a scaf-
fold for viral exit from the cell. This
has been visualized in cells by identi-
fying actin-rich cytosolic extensions that
trail VV particles in cells and in tubu-
lar cellular protrusions (or pseudopods).
VV (especially the enveloped form of
this virus) also utilizes the microtubule
network for virus exit from the cell. Sim-
ilar types of pseudopod structures have
also been identified during HIV-1 pro-
duction in CD4+ T lymphocytes. The
actin-based cytoskeleton has also been
shown to be important for retroviral
morphogenesis, budding, and production,
indicating that the two cytoskeletal ma-
chineries based on tubulin and actin are
both important for viral translocation in
the cell.

Nuclear proteins that are involved in
transcription and RNA posttranscriptional
processing, for example, play downstream
roles in replication, and could poten-
tially influence how the virus interacts
with host factors in subsequent steps. For
instance, nuclear RNA binding proteins
initially interact with genomes of retro-
viruses, mediate its transport, but also
potentially influence how the genomes
are translated and metabolized. This could
be due to multiple functions for a pro-
tein, its spatial distribution, or it could
serve as a signal for the engagement
of some proteins, and a corresponding
disengagement of others. The impact of
these interactions can have dramatic ef-
fects on viral gene expression and as a
consequence on pathogenesis. This has
been shown in studies examining RNA

export, and host proteins such as several
hnRNP proteins (A1, A2), and RNA heli-
cases (DDX3, RNA helicase A), proteins
that have both nuclear and cytosolic func-
tions during viral replication. The pathway
by which retroviral RNA exits the nucleus,
via different transportin/exportin proteins,
or by CRM-1, influences viral gene ex-
pression patterns likely to impact on the
spatial segregation of critical virus–host
interactions with proteins and limiting
membranes required for viral morpho-
genesis. RNA viruses have the tendency
to attract many types of RNA binding
proteins and this can impact on host pro-
tein acquisition, for instance, of proteins
that are involved later in viral assembly
or proteins that have function in the en-
capsidation of viral genomes into virions.
Cellular proteins such as nucleolin, hRIP,
eukaryotic elongation factor-1α (eEF1α),
hnRNP proteins, and Staufen interact with
retroviral genomic RNA during some of
the major gene expression events (tran-
scription, splicing, translation). Many of
these proteins are also found in highly
purified viral particles (Table 1). In many
ways this would be expected because vi-
ral RNAs are trafficked intracellularly like
most cellular RNAs. Interestingly, Staufen
is found in a complex containing the
RNA helicase proteins RHA, DDX1, and
DDX3, proteins that are involved in nucle-
ocytoplasmic RNA trafficking. It is part
of the cytosolic Gag–ribonucleoprotein
(RNP) complex and it is also found in
purified virus (Table 3). Staufen’s asso-
ciation with influenza virus NS1 in the
nucleus, indicates that this RNA traffick-
ing protein plays roles in and out of the
nucleus during viral replication in sev-
eral viruses. Furthermore, this work may
indicate a more widespread function of
these RNA trafficking proteins during the
viral gene expression stages of a variety
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of viruses from HIV-1, HSV, adenovirus,
and influenza virus in their respective host
cells. Live cell imaging of MLV RNA traf-
ficking reveals tight apposition of the viral
RNP complex that contains RNA and Gag,
to recycling endosomal membranes and a
dependence on the microtubule cytoskele-
ton. It is clear from this recent work that
viral RNA translocation requires critical as-
sociations between host-cell proteins and
the cell’s vesicular sorting machinery dur-
ing viral assembly.

5.2
Viral Protein Egress Mediated Through
Vesicular Trafficking Mechanisms

While the process of viral egress is be-
coming the focus of intense investigation,
nowhere have we investigated this process
more intensely than in retroviruses. As
one of the least understood frontiers in
viral replication, research in this area has
underscored the importance of the vesic-
ular trafficking machinery in viral protein
and RNA egress. A multitude of proteins
involved in vesicular sorting mechanisms
have been closely associated with viral
proteins in several cell types. We will
discuss some of these and the cellular
compartments to which they belong and
the implications for viral replication.

Virion assembly, a phenomenon that
was once thought to have been medi-
ated merely by diffusion of components
to the plasma membrane to initiate as-
sembly and aggregation, is shaping up
to be a highly regulated process requir-
ing the activity of a multitude of cellular
proteins and cellular machineries. HIV-1
infection in macrophages plays a deter-
minant role in the establishment, per-
sistence, and pathogenesis of infection.
In macrophages, however, it has been

appreciated for many years that virus accu-
mulates in intracellular, vacuole-like com-
partments. Ultrastructural analyses have
shown that this intracellular compartment
is the late endosome/multivesicular body
(MVB). Virus-like structures and several
organellar markers of the MVB compart-
ment such as CD63, Lamp-1, and Lamp-
2 have been identified ultrastructurally.
Many of these proteins are also found in
purified virus preparations (Table 1). Gag
targeting and assembly in this compart-
ment can occur in macrophages and CD4+
T cells and other epithelial cells (HeLa).

5.3
Virion Assembly: Morphogenesis
and Budding

The Gag proteins of several retroviruses
harbor late domains that drive viral
budding at the MVB. They were so named
because virus assembly was arrested at late
stages when they were mutated. Several
late domain motifs (P(T/S)AP, PPXY,
and YP(X)nL) have been identified in
enveloped retroviruses such as in EIAV,
MLV, MPSV, RsSV, and HTLV-I and
they have also been found in ortho- and
paramyxoviruses and in Ebola virus. In
HIV-1 and SIV, viral budding is mediated
by a conserved stretch of proline-rich
amino acids with the motif P-T/S-A-P
with their p6 domain. These data reveal
that these different families of enveloped
viruses likely bud using a common
mechanism in their respective host cells.

Deletion or mutagenesis of the late
domain resulted in a dramatic decrease
in viral release and morphologically de-
tectable budding defects. Because viral
budding is a phenomenon that occurs on
cellular membranes, these morphological
data suggested that late domains might
interact with the machinery involved in
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membrane and vesicle formation. Molec-
ular biology analyses revealed that late
domains interacted with cellular class E
proteins. The HIV-1 p6 domain for in-
stance is bound by the tumor susceptibility
gene 101 protein (Tsg101). This protein is
classified as ‘‘class E’’ because its deletion
gives rise to abnormally enlarged endo-
somal membrane compartments that fail
to mature to MVB. Tsg101 protein’s nor-
mal function is to help sort proteins into
the MVBs. The HIV-1 Gag-Tsg101 inter-
action essentially hijacks the host’s MVB
vesicle formation machinery. This in turn
recruits proteins of the 350 kDa endosomal
sorting complex required for transport (ES-
CRT) -1, which regulate MVB biogenesis
and cellular vacuolar sorting pathways to
membranes of the late endosome (Fig. 3).
ESCRT-1 is transiently recruited to lim-
iting membranes of endosomes where it
recruits two other complexes (ESCRT-2
and -3) to initiate MVB formation. Other
cellular components have been identified
to play a role in HIV-1 budding, for in-
stance AIP1, another class E protein, but
this host-cell protein binds adjacent LRSLF
and YPDL motifs in HIV-1 and EIAV,
respectively. It is likely that the over 22 can-
didate human class E proteins play a role
in virus budding but most might impact
MVB biogenesis in general rather than
directly interacting with viral components.

There are fundamental differences in the
site of budding of retroviruses depending
on cell type, but these processes are topo-
logically identical in that the membranes
must curve and bud away from the cyto-
plasm. Both CD4+ T cell (plasma mem-
brane) and macrophage (MVB) (Fig. 3)
virion budding membranes should contain
all the machinery needed for this process.
Emphasis is now focused on identifying
class E and other cellular factors that may
induce curvature in these membranes to

influence budding (AIP1 could be one
of them). The influence of viral bud-
ding could impact on pathogenesis since
MVB budding pathway used principally
by macrophages could promote directional
release of virions. The impact on pathogen-
esis could also be substantial especially
since the tropism of HIV-1 changes with
time (from macrophage to T-tropic) and
the budding pathway changes as a con-
sequence. Recent work has elucidated the
nature of viral protein egress in different
cell types.

5.4
Gag–Host Interactions: The Gag
Interactome

Group specific antigen or Gag is the major
viral structural protein and plays a central
role in many aspects of the viral repli-
cation cycle. It is generally presented as
a polyprotein that is cleaved upon mat-
uration of virions during assembly and
viral morphogenesis to give rise to multi-
ple smaller proteins. In retroviruses, these
proteins have multiple functions through-
out the life cycle. As listed above, these
proteins interact with cellular proteins
for function. Recent work has focused
on late events of retroviral replication, a
less well-characterized mesh of virus–cell
interactions (see the following). Docu-
menting these interactions is crucial to
understanding the process of HIV-1 repli-
cation and pathogenesis, and it provides
the foundation for the development of
new therapeutic and prevention strategies
to combat the acquired immunodeficiency
syndrome (AIDS). The importance of Gag
and the central role of this protein in viral
replication were the initiative to create the
HIV-1, Human Protein Interaction Data-
base (www.ncbi.nlm.nih.gov/RefSeq/HIV
Interactions/) by the National Institute
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Fig. 7 Some of the host-cell proteins that interact with retroviral Gag
protein. This cartoon depicts that Gag interacts with multiple host
proteins in addition to the genomic RNA (blue squiggle) throughout
the viral life cycle. These interactions can impact on viral egress and
assembly (motor protein KIF4A, Actin; HP68, lysyl-tRNA synthetase
(LysRS), cyclophilin A), gene expression (EF1α), viral budding
(Tsg101, AIP1), early events to influence cell-to-cell transmission and
infectivity (ICAM-1), cell restriction to viral infection (APOBEC3G,
Cyclophilin A) and signaling, and posttranslational modifications of
Gag (catalytic subunit of cAMP-dependent protein kinase, c-PKA).
Location of host-cell protein does not indicate region of Gag to which
it binds (See color plate p. xxix).

of Allergy and Infectious Diseases of the
National Institutes of Health (USA), in
which we find an up-to-date and curated
list of documented HIV-1-host cell protein
interactions. Some of the most recent in-
teractions with Gag have been highlighted
earlier and Fig. 7 shows some of these in
a cartoon. Table 1 lists a few of these in-
teractions and their possible role in the
replication cycle.

5.5
Cellular Proteins Incorporated in the Virion

A partial list of virion-associated host-cell
proteins (studied extensively in HIV-1) is
provided in Table 1. A few examples of

virion-associated host-cell proteins have al-
ready been described in the sections earlier
(ICAMs, Sect. 1.1), APOBEC3G (Sect. 3.3)
INI1 and UNG2 (Sect. 3.7), eEF1α and
Staufen (Sect. 5.1), and class E proteins
(Sect. 5.3) and their impact on viral repli-
cation steps described. These proteins are
acquired at various steps of the viral as-
sembly pathway, between the nucleus and
the budding membranes. Function can
be ascribed to many of these on the ba-
sis of biochemical data and genetic data
(using RNA interference, RNAi or an-
tisense RNA approaches), and in most
cases, the virion association can be ex-
plained by specific interactions that occur
between viral protein and RNA (or the
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viral RNP) components and these host
proteins. Earlier reports demonstrate that
virion incorporation of host proteins found
in the virus envelope may merely re-
flect the levels of expression at the cell
surface in a particular cell type. The ex-
pression of several adhesion molecules
on the virus envelope (LFA-3, ICAM-1,
and MHC-I and II) was studied, and
the adhesion molecule profile present on
the envelope of primary isolates of HIV-
1 was shown to be cell-type dependent.
Nevertheless, very recent information on
ICAM-1 in HIV-1 demonstrates that its
virion incorporation is mediated by a spe-
cific interaction with Gag. One of the first
proteins to be identified in retroviruses
was Cyclophilin A, a peptidyl-prolyl cis-
isomerase that interacts directly with CA
protein of HIV-1 Gag. Its role in viral repli-
cation appeared significant since blocking
its incorporation by mutagenesis or with
the use of cyclosporine A resulted in
compromised infectivity. This virus–cell
interaction continues to gain attention. It
has been shown to impact on viral repli-
cation in virus-producing and target cells.
These roles include regulation of assem-
bly, decapsidation, reverse transcription
and most recently, postentry viral restric-
tion to infection.

While it would seem evident that there
would be a limit to the number of pro-
teins that can be packaged into a virion,
recent work demonstrates that host pro-
tein packaging can be regulated in the
virus-producing cells, especially when the
host protein is detrimental to virus repli-
cation. In cells that are nonpermissive
to Vif for example, Vif expression can
sequester or bind APOBEC3G, to pre-
vent incorporation into virions and the
catastrophic effect on replication as de-
scribed above (see Sect. 3.3). This example
demonstrates the fact that during virus

assembly there are additional levels of
regulation to influence host-cell protein
incorporation that may rely on either viral
or host-cell proteins. Both APOBEC3G and
Staufen for example are packaged in a Gag-
independent manner, but may require the
inclusion of viral RNA and a functional
RNP assembly complex to take them into
the virus. Other documented examples of
virion-associated proteins include HO3, a
putative histidyl-tRNA synthetase in HIV-
1, but not MLV, lysyl-tRNA synthetase in
HIV-1, and the nucleolar protein, nucle-
olin, in MLV. Future work will uncover the
impact of host-cell protein packaging in
HIV-1 and in other viruses, but it is clear
that selective virion incorporation within
the viral envelope or inside the virus has a
significant impact on viral infectivity and
pathogenesis.

6
Cell-to-Cell Viral Transmission

The propagation of viruses within a host
organism is known to occur via three main
mechanisms. The first and classical mode
of entry is by cell-free virions that infect
cells via a receptor-mediated mechanism
followed by entry into the cytoplasm (see
Sect. 1). This might be the least efficient
mechanism in that free-floating virions
must seek out permissive host cells. The
second is via effector cells that engulf
or trap virions usually via a receptor-
mediated mechanism on C-type lectins
and other host cell surface receptors such
as DC-SIGN. These cells do not become
productively infected but have this capacity
to entrap virus particles and mediate
the transfer of virus at other sites in
the body. This mechanism is believed
to contribute to virus spread and to be
important for transferring virus to cellular
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compartments other than the primary site
of contact. The third mechanism of virus
propagation is characterized by cell-to-cell
transmission of virions. This transmission
route likely represents the most efficient
means of infection, but is probably the
least well characterized. This mechanism
has been recently studied in good detail
for HTLV-I and HIV-1 and there is some
evidence to suggest that the SARS-CoV
can also be transmitted via this route of
transmission. There are several advantages
for the virus to be transmitted this
way and these pertain to immunological
escape, creation of viral reservoirs, and
dissemination of virus throughout the
body, to areas, for example, that might
be impervious to antiviral therapies.

6.1
The Virological Synapse

Cell-to-cell transmission occurs via the
so-called virological synapse (VS) that
is formed between virus-harboring or
infected cells and an uninfected cell. It is
important first to draw on its similarities
with the immunological synapse (IS), a
well-characterized structure that is formed
between T cells, cytotoxic T lymphocytes
(CTL), NK T cells, and target cells. The
main similarity is the interaction between
adhesion molecules (such as ICAM-1) and
Talin/LFA-1 between cells. Noteworthy
is that immune cells will continually
sample each other, infected or not, or
in the case of the IS, antigen presenting
or not. So the bombardment might
appear to be haphazard, suggesting that
additional membrane signals derived from
a virus-expressing cell (i.e. its envelope)
will be important to engage a cell and
to initiate cell-to-cell transfer of virus
components. Evidence for the involvement
of Env comes from very early work,

which demonstrated that the addition
of recombinant HIV-1 envelope protein
to uninfected cells in culture caused a
dramatic reorganization of its cognate
receptor and coreceptor molecules and
the cytoskeleton (actin). Other similarities
are the dramatic reorganization of the
cytoskeletal machinery, as well as the
nature of the cell-to-cell interactions that
appear to be transient in nature, as shown
by live cell microscopy studies (although
this has not been accurately timed in the
case for the VS).

Immunofluorescence imaging studies
reveal a tight membrane apposition be-
tween infected and uninfected T cells.
Electron microscopy also reveals the pres-
ence of mature virions in this extracellular
compartment, suggesting that virions bud
out and are concentrated in the VS to fa-
vor immediate uptake by the target cell.
Recruitment to the site of cell-to-cell con-
tact of many receptors in the uninfected
cells such as CD4, and CXCR4/CCR5 core-
ceptors ensues. Once engaged, a series of
cellular events occur. Imaging data sug-
gest that a reorganization of cytoskeletal
networks based on actin and tubulin oc-
curs in both the infected and uninfected
or target cell. The actin coactivator, Talin,
is observed at the site of cell-to-cell con-
tact. The remarkable observation was also
made showing that the microtubule net-
work also redistributes to this area. The
principal cellular organizing center for
RNA, protein, and vesicular trafficking,
the MTOC or pericentriole, migrates to
the vicinity of the VS. This surprising re-
sponse, perhaps mediated either by the
cell–cell apposition, viral expression, or
cellular signaling cascades in the cell,
might provide efficient targeting of Gag,
viral RNA, and other components to these
sites of virion budding. This may be in
part an effective strategy to propagate viral
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genomes, but also represents a viral trans-
mission route that masks viral antigens
from an immune response that can clearly
be detrimental to viral replication. While
this mode of transmission appears to be
the only mode of transmission for HTLV-
1, other types of viruses such as HIV-1,
HSV1, and maybe SARS-CoV use this
transmission route. Cell-to-cell contact of
an HSV1-infected cell induces a significant
restructuring of cell surface receptors and
the engagement of immunoglobulin-like
receptors, nectin1 (PRR1/HveC/HIgR),
nectin2 (PRR2/HveB), and the mannose-
6-phosphate receptors. Because HTLV-I
succumbs to a block in cell-free virus infec-
tion, it will be interesting to determine the
virus–cell interactions that are overcome
when HTLV-I cell-to-cell transmission oc-
curs. Cell-to-cell contact and what ensues
clearly subvert the normal cellular pro-
cesses to allow efficient spread of viral
particles to many cell types and cellular
compartments.

6.2
Dendritic Cell to T-cell Transmission

As the primary site of infection, the epithe-
lial cells that line the vagina are usually the
sites of initial HIV-1 virus exposure. This
milieu is rich in immature dendritic cells
(DC) and upon encountering viral anti-
gens, as they would do following a sexual
encounter with a virus-infected individual,
virus is trapped within DC. This is me-
diated via the same DC-SIGN molecules
on the surface of the DC and likely, its
receptor that is expressed on the surface
of virus particles (ICAM). Virions are en-
gulfed in the DCs and these cells migrate
to secondary lymphoid tissues, where they
have the potential to transmit virus via
cell-to-cell transmission to other immune
cells. The DC cells have been shown to

mediate cell-to-cell transmission to T cells
(likely in these secondary tissues), with-
out becoming infected themselves and this
would necessarily result in the first steps
in infection. Immunofluorescence imag-
ing reveals the formation of a VS at the site
of contact between DC and T cells, a similar
redistribution of cytoskeletal proteins and
receptor molecules described above. Im-
portantly, DC-SIGN represents the means
for other pathogens including bacteria,
parasites, and emerging viruses such as
SARS-CoV to usurp the primary immune
defense mechanisms and to disseminate
in the body.

6.3
Nanotubes and Viral Transmission

Long protrusions have been demonstrated
to form between immune cells follow-
ing cell-to-cell contact. These have been
termed nanotubes, and have been visual-
ized by both light and electron microscopy.
These are very narrow membrane chan-
nels. Complexes have been shown to move
by saltatory and directed transport between
cells via this tunnel (via channeled mi-
crotubules and cellular kinesin motors).
Complexes and even cellular organelles
up to several microns in diameter are capa-
ble of trafficking through these channels.
While only shown to occur following IS
formation to date, these types of structures
can form between immune cells and any
other cell type in coculture. This struc-
ture could potentially be formed between
uninfected and infected cells and could
provide an efficient means to transfer vi-
ral genetic material and proteins to many
uninfected cells at the same time. This
could be a means once again for viruses
to avoid the immune system. Whether vi-
ral transmission occurs via nanotubes as
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a consequence of specific virus–cell in-
teractions will be the subject of further
experimentation.

7
Pathogenesis Induced by Virus–Cell
Interactions

7.1
Virus–Cell Interactions Leading
to Oncogenicity

Many viruses induce cancers in animals in-
cluding humans. The first group of viruses
is the DNA tumor viruses of the Adeno-,
Polyoma-, and Papillomaviridae families.
HPV infection represents a major risk
for the development of human cervical
carcinomas. Adenoviruses have not been
associated with human tumors, but some
serotypes transform cells in tissue culture
and induce tumors in rodents. PyV have
a host restriction. In permissive cells, they
induce a lytic cycle, whereas in nonper-
missive cells, viral entry results in abortive
infection or cell transformation. Although
the exact origin of SV40 in some human
tumors is still under investigation, JC and
BK polyomaviruses are human pathogens
with an oncogenic potential, but their as-
sociation with human cancers may be the
result of a combination with other fac-
tors. Members of the Herpesviridae, EBV
and HHV8 can also induce tumors in spe-
cific conditions. Retroviruses constitute a
large group of RNA tumor viruses, al-
though not all retroviruses cause cancers.
Several retroviruses induce different types
of cancers in animals, and HTLV is the
first discovered human retrovirus that in-
duces cancer. The mechanisms used by
these viruses are quite complex, involving
specific genes that contribute to cell-cycle
deregulation by different mechanisms.

7.1.1 Cellular Genes Targeted by Viral
Oncoproteins
The cellular retinoblastoma susceptibility
protein (pRb) and the human tumor sup-
pressor p53 play major roles in the cell cy-
cle and are the target of viral oncoproteins.
The Rb family ‘‘pocket proteins’’ nega-
tively regulate progression from G0 to G1
and progression to S phase, thus control-
ling cell-cycle progression. pRb sequesters
the E2F family of transcription factors,
therefore preventing E2F-dependent genes
like c-fos and c-myc to be activated. In
addition, pRb recruits chromatin remodel-
ing factors, histone deacetylases (HDAC)
and Grg1/Brm1 to further repress E2F-
dependent transcription. p53 protein is
a tumor suppressor encoded by a gene
whose disruption causes 50 to 55% of
all human cancers. p53 has a key role
in cell-cycle arrest and apoptosis induction
when DNA becomes extensively damaged.
In normal cells, p53 is a short-lived pro-
tein maintained at very low levels bound to
its inhibitor human double minute 2 pro-
tein (HDM2). p53 production is activated
in response to various stimuli including
DNA damage, oncogene expression, or
viral expression. It translocates to the nu-
cleus upon activation and stimulates the
expression of genes implicated in cell-cycle
arrest, DNA repair, or apoptosis. These two
mechanisms overlap when p53 produc-
tion increases and stimulates transcription
of CDK inhibitors, resulting in decreased
pRb phosphorylation and inactive E2F that
remains bound to pRb. pRb and p53 consti-
tute major targets of oncoproteins of DNA
viruses, but also contribute to oncogenesis
induced by retroviruses.

7.1.2 Viral Oncoproteins
SV40, JC, and BK polyomaviruses all
encode two proteins that contribute to
oncogenicity, the LT and the small T (ST)
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Ag; LT is sufficient to transform cells.
LT stimulates the cell cycle by binding
to several proteins that control cell-cycle
progression and apoptosis. LT binds to
pRb and p53, and these interactions are
major factors of the oncogenic transfor-
mation. LT disrupts pRb-E2F interactions,
allowing E2F activation of c-fos and c-myc
that promote G1/S phase transition. LT
binds to and inactivates p53, thus prevent-
ing inhibition of cell cycle and apoptosis.
Another interaction of LT is with the
insulin receptor substrate (IRS-1), which
causes its translocation to the nucleus and
may affect DNA repair and chromosomal
stability. LT also binds to β-catenin and
enhances expression of c-myc and Cyclin
D1. ST cooperates with LT, but also binds
to protein phosphatase 2A and inhibits its
activity. This inhibition results in an in-
creased transcription of Cyclins D and A,
and in the downregulation of the cyclin
kinase inhibitor, p27, to contribute to cell
transformation.

Adenovirus E1A, E1B, and E4 gene prod-
ucts contribute to cell-cycle deregulation.
The two forms of E1A protein inactivate the
pRb checkpoint, allowing S phase progres-
sion. E1A also interacts with chromatin
remodeling factors, including the HAT
CBP/p300 and HDACs. These interactions
affect transcription of several cellular and
viral genes that contribute to cell-cycle reg-
ulation, and also increase p53 production
and stabilization. To counteract its activity,
the E1B and E4 gene products inactivate
p53 to further prevent cell-cycle inhibition
and apoptosis.

HPV E6 and E7 are oncoproteins that
both contribute to the induction, the
progression, and the severity of human
cancers. E6 binds to p53, and this in-
teraction results in the degradation of
p53 via the ubiquitin proteolytic path-
way. This activity results in a strong

inhibition of apoptosis. E6 also acti-
vates the expression of the telomerase
enzyme, thereby decreasing the stabil-
ity of chromosome ends. It also as-
sociates with CBP/p300, which reduces
the transcriptional trans-activation of p53.
E7 associates with Rb and HDAC and
thereby releases E2F that increases cell-
cycle progression.

Herpes viruses can progress to a lytic
or to a latent phase and some members
induce cancers. HCMV, HHV-6, EBV, and
HHV-8 all encode proteins that inhibit
the p53 transcription pathway, promot-
ing oncogenesis. The clear implication
of γ -herpesviruses EBV and HHV-8 in
human cancers is linked to genetic ab-
normalities but has additional molecular
pathways to induce cell-cycle deregula-
tion. HHV-8, responsible for Kaposi’s
sarcoma, has at least three latent genes
encoding proteins that deregulate cell cy-
cle. The viral cyclin (vCyc) inactivates
pRb. LANA-1 interacts with and represses
p53 and pRb; it also interacts with H-
ras. vFLIP inhibits Fas-induced apoptosis
and activates NF-κB. EBV genes involved
in oncogenesis are the EBNA1 nuclear
antigen, the latent membrane proteins
(LMPs 1, 2A, and 2B) and the BamHIA
transcripts.

Many retroviruses are oncogenic, induc-
ing mainly sarcomas and hematopoietic
tumors. The mechanism of tumor induc-
tion by retroviruses involves viral onco-
genes (v-onc), which are derived from
cellular genes called proto-oncogenes (c-
onc). Retroviruses that carry v-onc genes
transform cells in vitro, but are gener-
ally replication-defective because some or
all the genes required for viral replica-
tion were deleted when the oncogene
was captured. Therefore, virus production
can only be obtained with a helper virus
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that provides the gene products for repli-
cation and virion packaging. More than
30 v-onc genes and their cellular proto-
oncogenes (c-onc) homologs have been
discovered including src, ras, raf, jun, fos,
and myc among the best-studied ones.
Many tumors are also induced by retro-
viruses that lack oncogenes. In this case,
the oncogenic process is generally long
and requires provirus integration in the
vicinity of a proto-oncogene, a mechanism
called proviral insertional mutagenesis. The
overexpression of the c-onc promotes cell
growth deregulation. v-onc genes have a
large variety of activities and are clas-
sified in families on the basis of the
function of the protein encoded by the
corresponding c-onc gene. They include
growth factors, growth factor receptors,
protein tyrosine kinases, adaptor signal-
ing proteins, G proteins, serine/threonine
kinases, and transcription factors. v-onc
transcription factors are often modified
compared to their cellular counterpart and
induce activation or repression of sev-
eral genes leading to cellular dysfunction.
Many of the v-onc genes cooperate, and
insertional mutagenesis may target sev-
eral loci. In some retrovirus infections,
tumor suppressor genes may also be in-
volved, indicating that retrovirus-induced
tumors are multifactor processes. HTLV-I
is different from other retroviruses be-
cause its trans-activator Tax is its major
oncoprotein, and it lacks a cellular ho-
molog. Tax has numerous effects leading
to cell-cycle deregulation. It activates the
expression of Cyclin D, cdk2, 4, and 6 and
represses most cdk inhibitors, which pro-
motes cell-cycle progression by allowing
constitutive activation of cyclin–cdk com-
plexes. Tax also mediates repression of
DNA repair by inhibition of DNA poly-
merase β and p53 and trans-activation
of PCNA.

7.2
Viral Proteins Contributing to Cell Death

Viruses and cells use a wide variety of
strategies to affect or maintain the balance
between growth and death of infected cells.
Apoptosis is a programmed cell death
for the elimination of unwanted cells,
including virus-infected cells. Two main
signaling pathways are used by the cell to
reach apoptosis. The death receptor path-
way, which includes CD95/Fas and the
tumor necrosis factor receptor (TNFR)1
and uses the adaptor molecule Fas asso-
ciated death domain (FADD), leads to the
activation of caspase 8 and 10. The mito-
chondrial pathway leads to the activation
of caspase 9, which forms the apoptosome
with cytochrome c and Apaf-1. Bcl-2, an in-
tegral mitochondrial membrane protein,
prevents apoptosis, whereas other mem-
bers of the Bcl-2 family such as Bax have
proapoptotic activities. As described in the
previous section, p53 induces growth ar-
rest and has apoptotic properties.

7.2.1 Anti-apoptotic Viral Genes
Virus infection induces the expression
of IFN and in turn IFN activates genes
that play a role in apoptosis. These
include TNF-related apoptosis-inducing
ligand (TRAIL), PKR, IRF-1, and PML.
To maintain host-cell survival and to
ensure viral replication, viruses have
evolved strategies to prevent cell death.
As examples, the herpesvirus vFLIP, the
poxvirus CrmA, and the insect baculovirus
p35 encode proteins that inhibit caspase
8 and 3 activation. The γ -herpesviruses
encode BHRF1 and KSBcl-2 that inhibit
the mitochondrial apoptotic process. HSV-
1 LANA, adenovirus E1B, HPV E6, and
polyomavirus LT inhibit p53-mediated
apoptosis. EBV, LMP1, and HTLV-I Tax
may also stimulate the expression of
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cell survival factors by activating the NF-
κB pathway.

7.2.2 Proapoptotic Viral Genes
Some viruses have an advantage to pro-
mote cell-cycle arrest for a specific step
in their replication cycle or to induce a
lytic phase. For these purposes, they en-
code proteins with proapoptotic properties.
γ -herpesviruses are able to arrest or modu-
late cell-cycle progression during the lytic
phase. EBV Zta and the HHV-8 K-bZIP
mediate these changes through increased
c/EBPα protein production and interac-
tion with this protein production. c/EBPα

upregulates the expression of p21WAF1,
also involved in cell-cycle regulation. Zta
and K-bZIP use another route to halt the
cell cycle; they both interact with p53. Zta
was shown to upregulate p53 and p27KIP1,
which contributes to cell-cycle arrest and
apoptosis, but the mechanism is likely
more complex, involving the modulation
of several other genes. HIV-1 has evolved
several ways to mediate apoptosis. Its Vpr
protein induces G2 cell-cycle arrest in pro-
liferating T lymphocytes. HIV-1 protease
directly cleaves and activates procaspase 8.
HIV-1 envelope gp120 induces apoptotic
cell death of lymphocytes, neurons, and
myocardiocytes by interaction with surface
receptors. The HPV E2 protein not only
induces cell-cycle arrest by blocking the
transcription of E6 and E7 genes but also
induces apoptosis through the caspase 8
pathway. In addition, E2 is cleaved by cas-
pases during apoptosis, which enhances
its apoptotic activity.

7.3
Viral Proteins that Affect Host Immunity

To achieve a successful invasion of their
host, viruses have developed mechanisms
to counteract the cell immune response.

In addition to interfering with the innate
immune pathways described in Sect. 2,
viruses interfere with adaptive immunity
by different mechanisms involving B and
T lymphocytes. Examples that have been
studied at the molecular level include
chemokine mimicry and decreasing MHC-
I/HLA expression, but viruses subvert
many other cellular pathways.

7.3.1 Virus-encoded Cytokine
and Cytokine Receptor Homologs
Many viruses, especially those in the
herpes- and poxvirus families encode cy-
tokine and chemokine variants, as well
as soluble or membrane-bound cytokine
and chemokine receptors. Viral (v)IL-6 en-
coded by HHV8 and vIL-10 encoded by
HCMV and EBV modify the host immune
response and lead to the activation and
growth of infected cells, thereby signifi-
cantly contributing to pathogenesis. Sim-
ilarly, soluble cytokine receptor homologs
or original viral chemokine binding pro-
teins serve as scavengers that interfere with
inflammation, immune activation, and the
migration of antiviral immune effector
cells. The biological role of virus-encoded
chemokine receptors, such as the HHV8-
encoded ORF74, remains somewhat enig-
matic. Although ORF74 is constitutively
active and sufficient for the development of
Kaposi’s sarcoma-like lesions, other virus-
encoded chemokine receptors, such as the
syntenic H. saimiri-encoded ECRF3, are
not, suggesting different functions for dif-
ferent receptors. Moreover, the finding
that HHV-8 ORF74 is expressed in the lytic
and not the latent phase of HHV-8 replica-
tion makes it difficult to conceive that the
receptor plays a major role in the transfor-
mation of latently HHV-8 infected cells.
Like ORF74, the HCMV-encoded US28
is constitutively active, but not transform-
ing, and has been proposed to serve as a
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chemokine scavenger. However, the recep-
tor also induces chemokinesis in vascular
smooth muscle cells, which is consis-
tent with the epidemiological association
of HCMV infection with atherosclerosis.
Hence, although the biological function
of virus-encoded immune modulators re-
mains still partly elusive, it is clear that
they are major determinants for virus
pathogenesis.

7.3.2 Inhibitors of MHC/HLA Molecules
The MHC-I/HLA antigen presentation
pathway plays a crucial role in immu-
nity to viruses. MHC-I molecules are
expressed on the cell surface and present
peptides derived from intracellular pro-
teins to CTLs, which then eliminate the
infected cells. The MHC-I antigen pre-
sentation pathway involves: (1) protein
processing in the cytosol by the protea-
some; (2) peptide translocation into the
ER lumen by the transporter associated
with antigen processing (TAP); (3) MHC-I
folding and assembling in the ER lumen
with ER proteins; (4) association between
the MHC-I complex with TAP and pep-
tide binding; and (5) transport of peptide
loaded MHC-I through the secretory path-
way to the plasma membrane. Many
viruses have evolved mechanisms to in-
hibit the MHC-I pathway, thus enabling
virus-infected cells to escape CTL lysis.
One first mechanism is to decrease the
amount of MHC-I molecules either by in-
hibiting their synthesis, by sequestration,
or by promoting their degradation. Her-
pes viruses represent a family in which
most, if not all, members encode proteins
that inhibit MHC-I Ag presentation. In
HSV, ICP27 mediated cell shut-off and
vhs-induced mRNA decay contribute to the
loss of MHC-I mRNA and protein. HCMV
UL18 and UL40 suppress MHC-I expres-
sion. Adenovirus E1A inhibits MHC-I

expression, whereas E1B inhibits transport
and expression. Bovine papillomavirus
and HPV E5 inhibit expression of MHC-
I/HLA by retention in the Golgi apparatus,
whereas HIV-1 Nef promotes their seques-
tration in the trans-Golgi network. HCMV
US2 and US11 promote ubiquitination of
the MHC-I heavy chain and its degradation
through the proteasome pathway. HHV7
U21 binds to MHC-I molecules in the
ER and targets them to the lysosome for
degradation. HHV8 K3 and K5 proteins
cause a rapid downregulation of MHC-I
molecules from the plasma membrane by
clathrin-dependent endocytosis. Another
mechanism is to turn off the mechanism of
peptide presentation. HSV ICP47 acts as a
competitive inhibitor of peptide binding to
TAP, whereas HCMV US6 interacts with
TAP and inhibits peptide translocation.
The adenovirus gene product E3/19K (E19)
binds to TAP and prevents TAP/MHC-I as-
sociation. HCMV US3 and US10 inhibit
the export of peptides loaded MHC-I from
the ER. These viral mechanisms contribute
to viral evasion from the cell immune
system, ensure prolonged survival in the
infected host and facilitate virus transmis-
sion and pathogenesis.

7.3.3 HIV-1 Example: Downregulation
of CD4 by Several Mechanisms
HIV induces a severe immunodeficiency
due to several mechanisms all of which
contribute to this pathogenesis. In addition
to decreasing MHC-I expression at the
cell surface by its Nef protein, HIV
induces the degradation of its receptor
CD4. A decline of CD4+ T lymphocytes,
which have a helper T-cell function and a
cytotoxic capacity, contribute to decreased
cellular and humoral immunity. HIV-
1 encodes three proteins that contribute
to CD4 downregulation. The Nef protein
decreases the number of CD4 molecules
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at the cell surface by accelerating their
clathrin-mediated endocytosis that target
them to the lysosome for degradation. The
Env gp160 precursor has a high affinity
for newly synthesized CD4 molecules and
retains them in the ER. The Vpu protein
binds to the cytoplasmic tail of CD4 and
to β-TRCP/Skp1 that targets the complex
to the proteasome degradation pathway.
The combination of these mechanisms
contributes to increased virus spread and
increased viral pathogenicity.

7.4
Viral-induced Neurotoxicity

7.4.1 Viruses Inducing Neurotoxicity
Several viruses induce neurotoxicity and
several brain disorders different from
brain cancers. The neurotropic poly-
omavirus JCV is the etiologic agent of the
fatal demyelinating disease, progressive
multifocal leukoencephalopathy. Whereas
its LT induces brain tumors in nonpermis-
sive cells, JVC-infected oligodendrocytes
are permissive for viral lytic infection and
are destroyed, leading to demyelination.
Virus-induced demyelination can also be
induced by neurotropic strains of mouse
hepatitis virus, Theiler’s virus and Sem-
liki Forest virus (SFV). Several flaviviruses,
including West Nile virus (WNV), tick-
borne encephalitis virus (TBEV) and the
Japanese encephalitis also cause neu-
ropathies. Herpes viruses and rabies that
infect neurons, poliovirus that infects
anterior horn cells have also been im-
plicated in neuropathogenesis. For most
viruses, the mechanism of neurotropism
and neuropathy is not fully elucidated.
HIV-1-associated dementia has been well
studied and has the particularity to in-
duce neuronal cell death with no or rare
neuronal infection.

7.4.2 Example of HIV-associated
Dementia
HIV-1 infects the brain via infected
macrophage/microglial cells that cross the
blood brain barrier. Although this in-
fection occurs early after HIV infection,
HIV-associated dementia (HIVD) occurs
late in the disease in about 20% of infected
individuals and is characterized by several
cellular disorders including macrophage
activation and increased death of astro-
cytes and neurons. Productive infection
of microglia leads to the release of HIV
virions and soluble Tat protein. When
the virion enters a new cell, the envelope
may be shed outside and promotes inde-
pendent toxicity. Viral Tat and envelope
have been implicated in the neurotoxic
process of HIV. Astrocytes that are also
infected by HIV, produce a very limited
amount of virus, but release cytokines that
participate to the HIVD. Tat stimulates mi-
croglia to synthesize neurotoxic molecules
including proinflammatory cytokines and
free radicals. Envelope proteins retain the
ability to interact with the cognate HIV
receptors. The interaction of soluble HIV-
1 gp120 does not require the presence of
CD4, at least on neuronal cells. This in-
teraction leads to CXCR4 signaling, and
may result in neuronal apoptosis, in the
same was as the natural CXCR4 ligand,
the chemokine SDF-1. The gp120 inter-
action with CXCR4 on other cells of the
nervous system such as astrocytes induces
signaling that leads to activation of these
targets, which, in turn, secrete neuro-
toxic products. Other lentiviruses like FIV
share some functional features in envelope
mediated neurological disorders. HIV-1
and FIV env and HIV-1 Tat induce met-
alloproteinase (MMP)-2 in macrophages,
which also participates in neuronal death.
Overall, the productive infection of mi-
croglial cells, the nonproductive infection



Virus-Cell Interactions 471

of astrocytes, the secretion of neurotoxic
molecules, the viral Tat and Env proteins,
all lead to neuronal and astrocytic cell death
and contribute to HIVD.

8
Perspectives on Therapies Based
on Virus–Cell Interactions

8.1
Virus Entry as an Antiviral Target

Virus entry as an antiviral target holds
several specific advantages as well as
drawbacks as compared to viral enzyme
drug targets. Blocking entry by viral
receptor ligands that successfully compete
with the envelope for the available binding
sites means that a protein of the host,
and not the virus, is targeted. This
strategy is currently pursued with the
development of inhibitors of HIV-1 entry
into target cells that block the chemokine
entry coreceptors. Being encoded by the
host genome, this kind of target is
invariable and will therefore not evolve
to give rise to drug resistant variants,
a mechanism that is the major cause
of failure of therapies using HIV-1 RT
and PR inhibitors. Other viral strategies
to achieve resistance can however not
be prevented and may constitute an
obstacle for the success of coreceptor-
targeting drugs: the virus may bypass
the requirement for a given coreceptor
by using another, alternative receptor. For
example, it will be important to evaluate
whether the use of CCR5 antagonists will
induce a coreceptor switch in the virus,
provoking the emergence of CXCR4-using
strains. Another conceptual problem of
targeting host molecules rather than viral
proteins is that this kind of therapy often
interferes with the natural functions of this

host protein, thereby inducing intolerable
side effects. This point clearly depends
on the given target, as illustrated by
the HIV-1 chemokine coreceptors. CCR5
is a safe target, since a homozygous
functional deletion of the CCR5 gene
exists with relatively high frequencies in
some human populations without readily
detectable phenotype. However, CXCR4 is
a housekeeping receptor with fundamental
importance. Genetic ablation of either
of the genes coding for CXCR4 or its
ligand, stromal cell-derived factor 1 (SDF-
1) in mice is perinatally lethal. Although
the importance of CXCR4 in human
adults may be somewhat lower, long-
term treatment with CXCR4 ligands seems
difficult due to severe side effects. Another
approach to interfere with viral entry is
an HIV-1 fusion inhibitor that targets
the conformational rearrangements of the
viral fusion peptide. The first of these
compounds, Enfuvirtide, is already used
in the clinic. Thus far, no other example
of successful pharmacologic inhibition of
the entry process of viruses other than
HIV is known. Whether entry inhibition
may prove an antiviral principle of general
interest that is useful for the therapy of
different viral infections, remains to be
investigated.

8.2
Antiviral Action of Interferons

Various forms of IFNs α and β are cur-
rently being used in therapeutic treatment
of viral diseases including Hepatitis B and
C. HPV diseases are also treated with IFNs
α, β, and γ with varied success: from no
response to complete effectiveness. IFN
treatment has been attempted against HIV
infection but multiple clinical trials have
shown it to be completely ineffective. Con-
sidering the multiple mechanisms and
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counter mechanisms of the virus and the
host described above, it is clear that the out-
come of IFN treatment will be dependent
on both of these responses. Cells infected
by different strains from the same virus or
family of viruses can respond differently
to IFN treatment. As an example, in the
Poxviruses, a treatment against MCV in-
fection is currently being tested with an
immunomodulator that induces IFN pro-
duction, because MCV does not encode
for E3L and K3L homologs and cannot
inhibit PKR by this means. The effective-
ness of IFNs against hepatitis C infection
is about 40%, and correlations have been
made with the activity of NS5A against
PKR in some studies but not in others. A
more complete knowledge of virus–host
interactions will help the design of com-
bination therapies using compounds that
will prevent the inhibition of the IFN re-
sponse and thereby will lead to a more
effective IFN therapy.

8.3
Inhibition of Viral Gene Expression

The targeting of viral gene expression
steps from RNA synthesis to translation
has been attempted with various small
molecules, some of which are currently be-
ing used in therapeutics. Recent improve-
ment in our understanding of virus–cell
interactions have allowed rational design
of strategies to disrupt vital interactions
by competitive peptides, transdominant
molecules, or the use of RNA-based tech-
nologies to either degrade mRNAs or pre-
vent their translation. Finding molecules
to disrupt virus–cell interactions can be
first achieved by the search of inactive
mimics of cellular factors. These can be
small peptides that can bind competitively
to a viral target without mediating the

cellular function. They can also be trans-
dominant mutant proteins that bind to the
viral protein or RNA but have no function.
Examples have been developed for HIV-1
with peptides that can block the TAR RNA
to prevent trans-activation, and with the
use of Rev mutants that have a transdom-
inant activity by a mutation in the NES
site. Large-scale screening for inactivating
peptides can be achieved by using phage
display libraries in assays that target a spe-
cific function. Recent examples of viruses
that can be inhibited by protein fragments
using this technology include hepatitis A
virus, HCV, HIV, and rotavirus.

RNA-based technologies include anti-
sense, molecular decoys, ribozymes, and
small-interfering (si)RNAs. They all use
RNA molecules that target the viral RNA
or mRNAs coding for cellular proteins
required for viral replication. RNA process-
ing of the RNA duplexes involves cellular
functions that are used to cleave the RNA
or block its translation. Antisense tech-
nology uses exogenous ssRNA (or DNA)
that will hybridize to the viral RNA to
form duplexes that will then be cleaved
by the cellular RNAse H and degraded.
Alternative and more potent technology
uses the coupling of these antisense RNA
molecules to a molecule that sterically in-
hibits a function. In this case, the RNA
targets the 5′ end of the mRNA and the
steric block prevents its translation. Anti-
sense nucleic acids, also called aptamers,
have been used to block HIV, HCV, HBV,
RSV, and HPV, but the future of their ther-
apeutic use remains to be evaluated. RNA
molecular decoys use structured RNAs that
mimic a viral RNA target to sequester viral
and cellular factors. They have been devel-
oped for the HIV-1 TAR RNA to prevent
the Tat-CycT1-CDK9 complex formation
and the trans-activation mechanism. Ri-
bozymes (Rz) are catalytic RNA molecules
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that combine an antisense RNA to an en-
zymatic activity that specifically cleaves the
targeted RNA. Various forms include hair-
pin, hammerhead, RNAse P, and HDV (δ)
Rz. Their in vitro activity indicates that they
act independently of any cellular factor, but
some variations between in vitro and in vivo
functions, and the very good adaptation of
the δRz to the cell environment suggest
that cell factors may improve their efficacy
in some cases. They have been success-
fully used to inhibit HBV, HCV, hepatitis
E virus, herpesviruses, HIV, HPV, in-
fluenza, and rhinovirus.

RNAi allows the targeting of specific
genes to explore their function during
viral replication. 21–23-bp siRNAs are
transfected into mammalian cells to in-
duce the degradation of the homologous
mRNA by RNAi. The activity of siRNAs
depends on a cellular enzyme, Dicer that
associates in an RNA-induced silencing
complex (RISC) leading to dsRNA cleav-
age at the site of hybridization. The list of
viruses that have been targeted is growing
very rapidly and include HBV, HPV, sev-
eral herpesviruses, and the polyomavirus
JC among the DNA viruses. The targeted
RNA viruses include the picornaviruses
(poliovirus, rhinovirus, FMDV, HAV, en-
terovirus), the flaviviruses (HCV, Dengue,
WNV), the togavirus, SFV, the SARS-CoV,
rotaviruses, the paramyxoviruses RSV,
and the orthomyxovirus influenza. Retro-
viruses HIV-1, HTLV-I, and RsSV have
also been successfully targeted. Cellular
factors required for viral replication have
also been inhibited by RNAi. Decreased
HIV replication can be achieved by inhibit-
ing CD4, CCR5, and CXCR4 coreceptors,
NFκB, CycT, CDK9, Staufen, Cyclophilin
A, Lys-tRNA synthetase, PARP, SPT5, and
TRBP. Inhibition of HCV can be obtained
by decreasing RNA helicase p68, La, PTB,
eIF2Bγ , and hVAP33 levels. A decrease

of La can also inhibit HBV and poliovirus
replication.

Some of these RNA-based methods,
such as siRNAs against influenza and
FMDV have been tested successfully in
animals, whereas targets against HIV,
HCV, and HPV are expressed on viral
vectors for gene therapy approaches to
treat or prevent infection. In vivo assays
using RNAi-based strategies, only three
years after the discovery of function in
mammalian cells, show promise of this
therapeutic intervention.

8.4
Inhibition of Assembly

At the forefront of basic research are the
efforts placed on the development of new
antiviral therapies. Therapies targeting vi-
ral enzymes and viral protein function
have taken a front seat in the armamentar-
ium against several viruses. Effectiveness
is a concern, while escape mutants or vi-
ral resistance to drug therapies represent
the biggest problem especially for HIV-
1. Strategies that include state-of-the-art
technologies such as RNAi have met with
good success, but again viruses including
HIV and poliovirus have managed to elude
these site-specific targets by mutagenesis.
Targeting of later events such as viral as-
sembly is really an area of intense research
with the basic cellular machinery only re-
cently uncovered. One example relied on
small molecules to target and block Gag
function (i.e. CAP-1, CAP-2 compounds
for HIV-1) but have not been touted as in-
hibitors of specific virus–cell interactions
per se.

Another emerging and fast-moving field
is the cellular mechanisms that HIV and
other viruses co-opt to get themselves out
of the cell. This includes multiple pro-
teins and interdependent complexes that
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bifurcate with other regulatory networks
such as limiting membrane compartments
and ubiquitination machineries. It would
seem that if we were to block the virus
from getting out, we would have the key
to a successful therapy. Targeting vesic-
ular trafficking machinery, including the
cytoskeletal elements on which vesicles
track, may create a hostile environment
for the cell, but if it’s to block viral spread
it’s worth it!

8.5
Viruses as Therapeutic Agents

Another aspect of virus–host interactions
in therapeutics is the use of viruses as deliv-
ery vectors or therapeutic agents. Viruses
with no pathogenic potential or viruses in
which the pathogenic determinants have
been removed can be used to deliver thera-
peutic DNA or RNA into cells by gene ther-
apy. For this purpose, retroviruses, ade-
noviruses, adeno-associated virus (AAV),
vaccinia and herpes-derived vectors have
been used or are currently in clinical trials.
To improve safety, most modifications of
these vectors include reducing the risk of
insertional mutagenesis and directing the
expression of therapeutic genes to specific
tissues. Some of these vectors and other
viruses have been developed to replicate in
and to specifically kill cancer cells. Because
of this property, they have been called on-
colytic viruses. Adenoviruses in which E1B
is deleted replicate only in cells with an
inactivated p53 gene and cause cell ly-
sis, but do not replicate in normal cells.
HSV deleted for the ICP34.5 gene repli-
cate better in cancer cells than in the
adjacent tissue. Reovirus is nonpathogenic
in humans but has a distinctive ability to
replicate in cancer cells with an activated
Ras pathway. Sindbis virus has a natu-
ral tropism for tumor cells and modified

SFV can stimulate immunity to tumor-
associated antigens and induce apoptosis
to destroy tumor cells. An attenuated strain
of Newcastle disease virus and VSV mu-
tants selectively lyses tumor cells versus
normal cells based on tumor-specific de-
fects in the interferon-mediated antiviral
response. Several oncolytic viruses have
been tested in animal models and are
currently assayed in clinical trial against
various cancers and hold strong promises
as new therapeutic agents.

9
Conclusion

The very low mutation rate of the host
genome and the in vivo effectiveness
demonstrated in some strategies provide
strong justification to pursue the study of
virus–cell interactions with the principal
aim to uncover effective therapeutic targets
to cure or treat infectious diseases. It is
definite that should a particular virus–cell
interaction be interrupted by targeting
cellular protein function, rather than
viral protein function, the question of
resistance will not be a major limitation
to the application of this knowledge to
a therapy. The use of oncolytic viruses
to treat cancers and other disorders has
already demonstrated that the study of
virus–host interactions will be beneficial
to human health.
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Keywords

Liposomes
Microscopic spherical vesicles that form spontaneously when phospholipids are
hydrated. The enclosed aqueous core may be used to transport hydrophilic, the uni- or
multilamellar shell to transport lipophilic molecules.

Somatic
Referring to cells of the body, as opposed to sex cells or gametes of the germ line.

Transfection
Insertion of small pieces of DNA into a cell. If the DNA is expressed without integration
into the host cell DNA, the transfection is transient. If the DNA integrates into the host
cell DNA, it is replicated whenever the host cell divides, and the transfection is stable.

Vectors
Sensu strictu: DNA elements used to amplify and express foreign DNA in a host cell.
Sensu latu: Also used synonymous with ‘‘gene-transfection systems,’’ that is, biological,
physical, and chemical carriers that augment the entry of pieces of DNA into a cell.

� In somatic gene therapy, nucleic acid is transferred into and subsequently expressed
in somatic cells (i.e. not in stem cells) in order to alter or substitute gene functions as
a means of prophylactic or therapeutic treatment of patients. The nucleic acid itself
is the pharmaceutical drug. For transfer of genes, viral (retro, adeno, and adenovirus-
associated viruses), physical (electroporation and bioballistics), and chemical systems
are utilized. Chemical and physical systems are united as nonviral systems.

1
What is Gene Therapy?

Gene therapy may be defined as the expres-
sion of a gene that has been introduced into
a target cell or a target tissue in order to
alter an existing function or to introduce
a new function with the aim of curing or
protecting a patient from a specific disease.
In many countries, this is restricted by law
to somatic cells. In Germany, for exam-
ple, genetic manipulation of germ cells is
forbidden according to §5 Embryoschutz

Gesetz (EschG) and is under penalty of
up to 5-years imprisonment. German leg-
islation on gene transfection as a form of
therapy or medicine is still incomplete. An
amendment specifically covering somatic
gene therapy has not yet been passed. Ger-
man Drug Regulation (§2 and §3 Deutsches
Arzneimittelgesetz, AMG) defines DNA
introduced for therapeutic purposes in a
very general manner as a pharmaceutical
product. German Gene Technology Regu-
lation (§2 (3) Deutsches Gentechnikgesetz,
GenTG) explicitly excludes the regulation
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of gene therapy. Interestingly, gene ther-
apy might be indirectly affected: theoret-
ically (sensu strictu), a patient undergoing
gene therapy becomes a genetically mod-
ified organism. Consequently, his release
from hospital should be subject to au-
thorization. When discussing DNA as a
pharmaceutical, a look at European legis-
lation, for example, at the guidelines of
the European Agency for the evaluation of
medicinal products (EMEA) is helpful. Ac-
cording to Council Regulations (EEC) No.
2309/93–ANNEX (List A), DNA is consid-
ered a pharmaceutical product for gene
therapy. The necessary vector is simply
defined as an additive.

Most likely, gene therapy will only work
for a limited number of ‘‘suitable’’ diseases
in a restricted commercial environment.
It is very costly and affords a highly
complex technology as well as an indi-
vidually tailored strategy for gene delivery,
depending on the relevant circumstances
and aims. Monogenetic diseases such as
hemophilia, sickle cell anemia, adenosine-
deaminase (ADA)-deficit, cystic fibrosis, or
Duchenne muscular dystrophy are likely
first candidates, as they require the re-
placement or substitution of only a single
gene. Trisomy 21 (Down syndrome), on
the other hand, which is also frequently
mentioned in this context, is a poor can-
didate, as it is much more difficult to
silence the additional chromosome 21 than
to replace nonfunctional genes. Further-
more, the monogenetic origin of Down
syndrome is under debate. In different
forms of cancer and heart or circulatory
failures or of acquired genetic dysfunc-
tions such as hepatitis or AIDS, two or
more genes must be substituted or other-
wise manipulated. Here, successful gene
therapy seems unlikely at the moment due
to technical limitations in DNA transport

into target cells and in tissue-specific forms
of application.

Among the known innate diseases, gene
therapy has been most intensively investi-
gated in ADA deficiency and cystic fibrosis.
Both reduce mean life expectancy to below
20 years, accompanied by severe symp-
toms that strongly affect the quality of life.

This review covers nonviral gene-
transfection strategies of current interest
with special reference to experimental re-
sults found in vivo and to clinical trials.

2
Strategies in Gene Therapy

Independent of the respective method
of gene transfer, two basic strategies
for gene therapy may be discriminated
(Fig. 1). Following the ex vivo strategy,
cells or tissue are first removed from
the patient, then exposed in vitro to
the therapeutic genetic construct. If the
transfection has been successful, the
material is reimplanted in the patient.
In the alternative in vivo methods, the
therapeutic gene or DNA-sequence is
integrated into a vector and this construct
is injected locally or systemically into
the patient. Among other deficits, the
latter method is characterized by poor
tissue selectivity, rapid extracellular DNA
degradation and the danger of inducing
oncogenes when using viral vectors.

Further differentiation is possible at the
molecular level (Fig. 2): An intact (thera-
peutic) gene may simply be added to the
defect one (Fig. 2A), a missing gene may
be substituted (Fig. 2B), or a malfunction-
ing gene product may be inhibited, for
example, during gene translation by giving
mRNA-complementary antisense oligonu-
cleotides (Fig. 2C). The first antisense-
oligonucleotide drug, Vitravene (with
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Ex vivo: In vivo: 

Tumor cells

Fibroblasts

Hemopoetic
cells

Gene transfer
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Gene transfer
into target organs

Vector

Local 

Systemic

Fig. 1 Ex vivo and in vivo gene therapy strategies.
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Antisense inhibition of a gene

mRNA
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Fig. 2 Therapeutic gene functions.

formivirsen as the active ingredient), has
been licensed for treating cytomegalovirus
(CMV)-retinitis in AIDS patients.

The description of plasmid vectors, the
biotechnology necessary for their produc-
tion as pharmaceuticals and licensing
specifications are not major subjects of this
article. These can be studied in compre-
hensive overviews by Hutchins or Ferreira.

Intensive work is ongoing, both in
designing new synthetic vectors and in
improving DNA as a therapeutic agent.
The transfection efficiency of ‘‘naked’’
DNA is low and it is rapidly degraded

in the cytosol. The expression of the
therapeutic gene may be enhanced by
eukaryotic promoters of viral origin such as
CMV or simian virus. The influence of the
5′UTR-site on the translation efficiency of
mRNA is also being studied. The insertion
of at least one intron into the cDNA
may lead to 100-fold enhancement of
mRNA. The addition of a suitable terminal
poly(A) signal (bovine growth factor) has
similar effects. Special attention is given
to the development of tissue-specific
promoters, restricting transfected gene
expression to the necessary therapeutic
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sites. A very elegant strategy for controlling
the expression of the transfected gene is
by turning it on or off with common oral
drugs such as tetracycline or progesterone-
antagonist. These interact with a mutated
receptor acting as a transgene, thus
initiating a signal transduction cascade,
which finally induces the transcription
(or its inhibition) of the respective gene
for just as long as the drug is kept at a
sufficient level.

3
Gene-transfection Systems

Owing to their rapid degradation in the
cytosol, genes or DNA sequences are only
rarely transfected as ‘‘naked’’ molecules.
The commonly used gene transfer meth-
ods may be segregated into biological,
physical, and chemical systems (Table 1).
The biological systems involving viral vec-
tors (retro, adeno, or pox viruses) make
up 77% of all gene-transfection stud-
ies published to date. However, physical

and chemical methods have experienced
a relative increase in recent years (12%
from 1998 to 2003). This tendency re-
flects the often highly serious and hardly
controllable side effects of viral systems.
Despite recent modifications of wild-type
vectors, the future of such systems for
human application appears limited. One
main problem of viral vectors is their
strong immunogenicity. Already the first
(high-dose) application may initiate an
immune reaction against the given pro-
teins, which may lead to all sorts of
allergic reactions, even lethal anaphylac-
tic shock, when repeated. Possible re-
version of the virus to wild type is
another danger. The potential induction
of oncogenes by retroviruses must also
be mentioned.

With this background, the develop-
ment of chemical or physical gene trans-
fer systems appears especially interest-
ing, combining simple usage with max-
imum safety. Further requirements for an
ideal gene transfer system are minimal
infectivity and immunogenicity, defined

Tab. 1 Gene transfer methods in somatic gene therapy.

Method Application Tissue
selectivity

Transfection
efficiency

Expression
duration

Chemical Liposomes,
Ca-phosphate-
precipitation

Ex vivo/(in vivo) No Low Transient/
stabile

Physical Microinjection,
electroporation,
‘‘particle-
bombardment’’

Ex vivo/(in vivo) No Moderate Transient

Biological Nonviral:ligand/
receptor

(Ex vivo)/in vivo Yes Low–moderate Transient

Viral: (e.g. retro-,
adeno-, AAV)

Ex vivo/in vivo Some Moderate–high Transient/
stabile

From Gottschalk, U., Chan, S. (1998) Somatic gene therapy. Present situation and future perspective,
Arzneimittelforschung 48, 1111–1120.
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chemical and physical characteristics, and
the possibility of multiple dosing.

When looking for suitable alternatives to
viral vectors, the pharmaceutical industry
can offer a broad spectrum of thoroughly
investigated and readily available medici-
nal carrier systems. As far as molecular
transport and organ or cell specificity are
concerned, the demands on modern drug
delivery and gene transfer systems exhibit
so much similarity that the latter may profit
significantly in the fields of biotechnology
and pharmacology. Among the chemical
vectors, liposomes, polymer nanoparticles,
and polylysine particles deserve special
discussion. Physical transfection systems
such as electroporation and bioballistics
are further examples for an efficient trans-
fer of existing know how in pharmaceutical
technology to somatic gene therapy. It
might be mentioned that gene transfer
in a nonviral system must correctly be
addressed as transfection, whereas, in bio-
logical systems, it should be referred to
as transduction. Table 1 suggests a sys-
tematic arrangement of methods used in
gene transfer technology. In the following
sections, the most important contempo-
rary nonviral gene transfer systems are
described and assessed.

3.1
Physical Gene-transfection Systems

3.1.1 Electroporation
During electroporation, cells or tissues
are exposed to an electric field of high
voltage (up to 1 kV). Short, rapid pulses
cause transient membrane instability and
the formation of pores with a mean
lifetime of up to minutes. Soluble DNA
constructs that have been added to the
culture medium or injected into the
tissue may thereby enter the cell and
ultimately reach the nucleus. The basic

principle is also known to pharmacists as
iontophoresis and is used for transdermal
drug application. This gene-transfection
method is so far well accepted by patients
and is safe, especially due to the low risk
of infection. To date, mainly liver, muscle,
and skin cells have been transformed this
way, mostly via the transdermal route.

3.1.2 Bioballistics
Bioballistical methods are already widely
used in biotechnology, for example as
‘‘gene guns’’ for injecting DNA vac-
cines (Fig. 3). For this, linear or cir-
cular (plasmid-) DNA) is adsorbed to
nanometer-sized gold or tungsten parti-
cles. These are shot from a cylinder with
compressed nitrogen or helium as pro-
pellant, thereby reaching speeds of up
to 900 m s−1. When applied to skin, the
DNA/metal particles pass through dead
tissue such as the Stratum corneum reach-
ing living cells. Statistically, only one
of 10 000 particles reaches the interior
of viable cells, thereby loosing its DNA.
For the DNA to then enter the nucleus,
active transport mechanisms are proba-
bly necessary. Bioballistical gene transfer
methods are obviously not suitable for
systemic application. Further drawbacks
are the need for very stable DNA and the
high developing costs. Their greatest ad-
vantage, on the other hand, is the fact
that related technologies are already ap-
proved and commercially available such
as the Accell (Powderject) (Fig. 3) or the
Helios (BioRad) systems, which are used
for vaccination.

3.2
Chemical Gene-transfection Systems

A multitude of synthetic chemical vectors
are being developed. Of these, cationic
lipids and cationic polymers are probably
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Fig. 3 Accela gene gun (powderject). From: Burkoth, T.L.,
Bellhouse, B.J., Hewson, G., Longridge, D.J., Muddle, A.G.,
Sarphie, D.F. (1999) Transdermal and transmucosal powdered
drug delivery, Crit. Rev. Ther. Drug Carrier Syst. 16, 331–384.

the most thoroughly investigated. Already,
in 1987, Felgner et al. could demonstrate
in vitro gene transfection using cationic
lipids. Transfer efficiency was systemati-
cally improved, leading to the first clinical
studies on cystic fibrosis patients.

Irrespective of their highly variant
molecular composition and 3D structure,
chemical vectors such as liposomes and
polymer particles have many biological and
physical features in common. Positively
charged amine functions are especially im-
portant, as these can be loaded with the
negatively charged DNA molecules. Opti-
mal interaction between plasmid DNA and
cationic additives lead to the development
of colloidal, positively charged particles,
which may adhere to and be taken up by
negatively charged cells a fact that is a cor-
nerstone of chemical vector technology.
Type and structure of the amine functions
determine the stability of the complex, its
cellular uptake in a phagosome, its release
from the phagosome into the cytosol and
dissociation of the DNA molecule, and
even DNA transport to the nucleus.

Nucleic acids as drugs are still rather un-
usual in pharmaceutics. They are highly
negatively charged and range in size from
103 kDa (oligonucleotides) to 106 kDa

(genes). Their targets are invariably intra-
cellular. In contrast to most conventional
pharmaceuticals, nucleic acids are too
large and too strongly charged to pass
cell membranes by simple passive means.
Furthermore, free, that is, ‘‘naked’’ nucleic
acids are rapidly degraded by cellular nu-
cleases. Chemical vectors therefore have
the additional job to protect the DNA they
carry from enzymatic degradation. In the
context of gene transfer, liposomes are
also referred to as lipoplex, polymers as
polyplex, and combinations as lipopoly-
plex particles.

3.2.1 Cationic Liposomes (Lipoplex)
Cationic liposomes were developed and al-
ready complexed with DNA over 20 years
ago. However, it was in the Hu-
man Genome Project that their poten-
tial as gene transfer vehicles really be-
came apparent to geneticists and phar-
macists. Cationic liposomes consist of
cationic phospholipids, which may be
divided according to their number of
tertiary amine functions into mono-
valent and multivalent cationic lipids.
An overview of the most commonly
used cationic lipids is given in Fig. 4.
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DOTAP (1,2-Dioleoyloxypropyl-3-N,N,N-
trimethyl-ammoniumchloride) and DC-
chol (3β-[N′,N′-dimethylaminoethane)-
carbamoyl]-cholesterol are possibly the
most important. However, owing to high
toxicity, they must be mixed with helper
lipids such as DOPE before processing
to liposomes. A well-known transfection
agent is Lipofectin, which consists of
equal parts DOTMA and DOPE.

The high general toxicity of the first
cationic lipids initiated the synthesis of
a variety of derivatives. The published in
vitro data allows a first structure/activity
analysis. The presence of a tertiary amine

function and of 1 or 2 hydrophobic
aliphatic chains are most important for
producing stable liposomes and for bind-
ing negatively charged DNA. The ter-
tiary amine functions can be combined
with the hydrophobic lipid chains by ei-
ther ester or ether bonds. Ester bonds
are split more readily under physiolog-
ical conditions than ether bonds and
the lipoplex particles are consequentially
metabolized more rapidly. These differ-
ent metabolic characteristics are exempli-
fied by DOTMA and DOTAP; the for-
mer is synthesized as ester, the latter
as ether.
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The aliphatic lipid chain may be sat-
urated (DMRI) or contain double bonds
(DOTAP, DOSPA). In vivo, dialkyl chains,
with a length of 12 to 18 carbon atoms
each, seem to promote the best gene trans-
fection. A substitution of the alkyl chains
with cholesterol, as in DC-chol, shows fur-
ther advantages in the treatment of cystic
fibrosis. Cholesterol structures have strong
affinities to bronchoepithelial cells and in-
teract less with plasma proteins.

Positively charged liposomes loaded
with negatively charged DNA must main-
tain an overall positive charge in or-
der to approach and contact target cells
that are normally negatively charged.
Liposomes that have been overloaded
with DNA and have thus received a
negative total charge exhibit low endo-
cytosis rates and enhanced metabolic
degradation. Proper selection of the
cationic lipids and the lipid-to-DNA ra-
tio are decisive for the rate of com-
plexation and the colloidal structure of
the product. Finally, conformations may
change in time, a process also re-
ferred to as ‘‘aging’’ of the DNA/lipid
complex.

Recent studies show that intracellular
stability of the lipid/DNA complex and
the necessary dissociation of the DNA
molecule from its vector depend both on
the pKs of the chosen lipids and on the
pH of the product. Safinya et al. describe
how not only the main cationic lipid but
the helper lipids as well are influenced by
the physical characteristics of the resulting
lipid phase. For instance, when formu-
lating DOTAP liposomes with DOPC,
lamellar structures are achieved. How-
ever, when exchanging DOPC for DOPE
as helper lipid, inverse hexagonal micelles
are produced. One may speculate whether
different lipid phase characteristics lead to
defined biopharmaceutical variations.

Cationic liposomes have also been inten-
sively investigated in vivo. In combination
with neutral helper lipids, they appear to
be well tolerated even at high concentra-
tions; they are neither immunogenic nor
do they induce toxic side effects. This ap-
plies to different routes of application such
as intravenous, pulmonary, or nasal, none
of which have been described as being
significantly unpleasant by the recipient
patients. Nevertheless, cationic liposomes
also pose a number of problems such as
high serum protein binding and extremely
rapid metabolic degradation in the liver.

Liposomes are generally the most effi-
cient at a diameter ranging from 400 to
500 nm. Larger particles are almost com-
pletely removed from the circulation by
cells of the mononuclear phagocytes sys-
tem of liver and lung and therefore do not
reach other target areas. Pegylation is one
means of improving pharmacokinetics.
However, the useful extent of pegyla-
tion is restricted as further reduction of
the zeta potential at the surface of the
liposomes correlates with their reduced
cellular uptake.

Low transfection rates are a fur-
ther problem. Reasons are – among oth-
ers – insufficient lysosomal release of the
therapeutic DNA from its carrier and/or
its rapid enzymatic degradation within the
lysosome or in the cytosol. The DNA
that was integrated in the liposomes
must be released to become effective
(see Fig. 5). Studies on microinjections
of lipid/DNA complexes directly into the
nucleus clearly show reduced transfection
rates. As the nuclear pores have mean di-
ameters of only 25 to 50 nm and passage
for macromolecules is further controlled
by the nuclear pore complex, passive dif-
fusion into the karyosol is limited to
particle sizes below 45 kDa. Conventional
recombinant plasmids normally have a
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molecular weight ranging from 50 to
100 kDa and therefore require active trans-
port into the nucleus.

Admission of plasmid DNA into the
karyosol is steered by nuclear localiza-
tion sequences, which are assisted by
importin-beta, guanin-nucleotide-binding
protein (Ran) and nuclear transport fac-
tor (NTF). In the karyosol, the therapeutic
DNA is transcribed by RNA polymerases
into mRNA, which is transported back into
the cytosol where it attaches to ribosomes
for translation into protein. In order to im-
prove its transport into the nucleus, the
therapeutic DNA may be coupled to such
nucleus localizing sequences. The latter
can be found naturally in certain viruses,
which have developed this strategy for a
most efficient nuclear invasion. For exam-
ple, Rudolph et al. coupled DNA with short
TAT sequences taken from the arginine-
rich motif of the HIV-1-TAT protein
and achieved significant enhancement of
transfection. Of the 101 amino acid–long
HIV-TAT sequence, they synthesized a 12
amino acid–long oligopeptide, bound it to
polyarginine and thus achieved 390-fold
enhanced transfection rates.

Unsatisfactory transfection rates and low
cell or organ specificity also initiated the
development of simple liposomes to viro-
somes or immunoliposomes. Virosomes
are liposomes that contain viral pro-
teins or fusiogenic peptides for enhanced
DNA release from the endosome and
for generally improved gene-transfection
rates. Immunoliposomes are character-
ized by target-specific monoclonal anti-
bodies bound to their surface. These were
first developed in the 1980s for tumor-
specific delivery of liposome-entrapped
drugs and have since been modified for
gene therapy.

3.2.2 Polymer Particles (Polyplex)
A further class of synthetic gene vec-
tors that has received attention in past
years is cationic polymers, which condense
and package DNA with high efficiency.
Polymerized or oligomerized branched
or nonbranched amino acid chains com-
posed of lysine or arginine are common.
Polyethyleneimine, however, developed
in 1995 by Boussif and already used
for gene-transfection experiments in vitro
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as well as in vivo, appears to be the
most promising cationic polymer at the
moment (see Fig. 6). Basically, cationic
polymer gene transfer systems reveal the
same pharmaceutical problems and intra-
cellular barriers as described above for
cationic liposomes.

3.2.3 Poly-L-Lysine (PLL)
and Poly-L-Arginine (PLA)
Poly-L-lysine (PLL) has already been in-
tensively used as polymeric gene transfer
system. It is synthesized by polymeriza-
tion of the N-carboxyanhydrid of lysine.
Arginine is polymerized in a similar man-
ner. PLL/DNA complexes are produced by
dissolving both components in aqueous
media and precipitating the particulate
complexes. These particles, which nor-
mally range from 400 to 500 nm, are
capable of transporting nucleic acids rang-
ing from short molecules to large artificial
yeast chromosomes. The first in vivo stud-
ies, however, revealed substantial toxicity

combined with low DNA-transfection ef-
ficiency. Different chemical modifications
and variations in particle size were then
tested. Toxicity is substantially reduced by
coating the particles with PEG derivatives,
and the transfection rate is enhanced by at-
taching ligands such as transferrin, folate,
or target-specific monoclonal antibodies.
Interestingly, pegylation also achieved sig-
nificant reduction in unwanted hepatic
metabolization of the particles.

Apart from lysine, polymers of other
cationic amino acids such as arginine and
histidine were also investigated. Conjuga-
tion of histidine to ε-L-histidine enabled
the development of highly interesting
PLH/DNA complexes characterized by
high transfection rates. One explanation
for the elevated transfection efficiency may
be that the highly protonated histidine
structure that develops in the generally
acidic (pH 6) endosomal environment may
cause rapid destruction of the endoso-
mal membrane and thus an enhanced
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release of the therapeutic DNA into the
cytosol.

3.2.4 Polyethyleneimine (PEI)
Linear or branched polyethyleneimines
generally range in size from 1.8 to 800 kDa.
They are synthesized by cationic poly-
merization. Starting from 2-substituted-
2-oxazoline-monomers, linear polyethyle-
neimine (PEI) with a mean molecular
weight of 22 kDa A, also known as ExGEn
500, are produced by hydrolysis. PEI/DNA
complexes have already been used in many
in vivo studies in animals following iv
injection; clinical studies, however, have
not been reported to date. PEI/DNA com-
plexes have repeatedly revealed very high
transfection efficacy. One advantage of
PEI/DNA complexes over lipoplex or PLL
particles is their intrinsic buffer capacity at
lysosomal pH, leading, as described above
for PLL particles, to rapid destruction of the
lysosomal membrane and DNA release.
This effect, also termed proton sponge, is
brought about by the chemical structure
of PEI. Polymerization produces particles
with primary amines at the surface and
secondary as well as tertiary amines in
the interior. This causes a shift in pKa
from 6.9 to 3.9. The strong protonation
at a pH below 6 induces an osmotic gra-
dient across the endosomal membrane,
resulting in an influx of water, swelling,
and, finally, disruption of the endosome
with release of the PEI/DNA particles into
the cytosol.

Though the literature reveals some dis-
crepancies, there seems to exist an inverse
relationship between the molecular weight
of the PEI particles and their transfec-
tion efficiency. The interesting physico-
chemical characteristics of PEI-based gene
transfer systems encouraged their further
development, for example, to dendrimers

(see below). In direct comparison, lin-
ear PEI complexes (e.g. PEI 22) seem to
possess better transfection characteristics
than branched ones (e.g. PEI 25). One
explanation may be a premature dissoci-
ation and subsequent degradation of the
DNA molecule.

Clinical trials with PEI complexes as
gene transfer systems could so far not
be undertaken because of their frequently
intolerable general toxicity. Depending on
the chemical structure, the lethal dose
for mice ranges from 40 to 100 mg kg−1

body weight. The main problem lies
in the strong interaction between PEI
complexes and erythrocytes, leading to
their aggregation and the danger of emboli.
Pegylation of the PEI complexes may only
partially help solve the problem, as a high
degree of pegylation generally reduces
particle uptake and thus transfection
efficacy [77].

3.2.5 Dendrimers
The name ‘‘dendrimer’’ refers to the
star- or tree-shaped, branched structures
of this relatively new class of cationic
gene transfer systems. They are frequently
synthesized from polyamidoamines with
special chemical or physical features.
Probably best known are the ‘‘star-
burst’’ – dendrimers with particle sizes
ranging from 5 to 100 nm. These par-
ticles reveal a highly regular branches
‘‘dendritic’’ symmetry. Starburst den-
drimers are three-dimensional oligomeric
or polymeric compounds, which, initi-
ated from small molecules as nuclei,
are built layer by layer (‘‘generations’’)
by repeated chemical reaction cycles.
This allows an exquisite steering of
the final size, three-dimensional form,
and surface chemistry of a starburst
polymer by the individual selection of
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components and binding procedures for
each generation.

The physical and chemical characteris-
tics of dendrimers are mainly the result
of number and type or amine functions
on the particle surface, but the secondary
and tertiary amines in the inside also
affect their biological features. Despite
their high molecular weights, dendrimers
are soluble in water. They complex DNA
with great efficiency, thus giving excel-
lent vehicles for gene transfer. Their high
transfer efficiency, however, is probably
less due to high DNA adsorption rates
and more to protonation of the amine
functions after endosomal uptake. As de-
scribed above for the PEI complexes, this
induces an osmotic gradient, leading to
osmotic lysis of the organelle and en-
hanced release of the complex into the
cytosol. Dendrimer/DNA complexes have
proven their gene transfer efficacy in in
vivo studies. However, as already exhib-
ited by the PEI complexes, they show
strong, undesired interaction with erythro-
cytes, causing hemolysis. Again, the free
primary amine functions on the particle
surface are held responsible. Depending
on the type of dendrimer and the target
cell, cationic dendrimers also reveal gen-
eral cytotoxicity at concentrations ranging
from 50 to 300 µg mL−1. On the other
hand, no dendrimer has to date been re-
ported to induce tumors or to substantially
affect the immune system.

3.2.6 Chitosan
Chitosan is a fiber produced by hydrolyz-
ing chitin, mostly from crustaceans. Ow-
ing to its free amine functions, chitosan
may also be protonated (pKa = 5.6). In in
vitro studies with Hela cells, chitosan/DNA
complexes showed gene-transfection po-
tency similar to that reported for PEI/DNA

complexes. Plain chitosan, however, is al-
most insoluble in water at neutral pH
(but soluble at acidic pH). For this
reason, tri-methylated, quaternary chi-
tosan derivatives have been produced that
are sufficiently soluble under physiolog-
ical conditions and easily complex DNA
molecules. In in vitro experiments with
COS-1 and CaCo-2 cells, these innova-
tive chitosan derivatives proved superior to
nontreated chitosan polymer, particularly
as they showed no unspecific cytotoxicity.

3.2.7 Poly(2-Dimethylamino)
Ethylmethacrylate
Methacrylate polymers are used in phar-
maceutical technology for microencapsu-
lation. They are synthesized by polymeriza-
tion of monomeric dimethylaminoacrylic
acid to poly(2-dimethylamino)ethylmetha-
crylate (pDMAEMA), which is both simple
and cheap. Their low general toxicity
makes these polymers interesting also as
gene transfer vehicles. In in vitro exper-
iments with OVCAR-3 and COS-7 cells,
some pDMAEMA/DNA particles showed
high transfection rates. This proved to be
highly dependent on their size and charge.
In HEPES-buffer (pH 7.4), pDMAEMA
particles exhibit a positive zeta potential
of around 25 mV and an average size
of 100 to 200 nm. Following endosomal
uptake, again the outer primary amine
functions are protonated, leading to os-
motic lysis of the endosome and release
of the pDMAEMA/DNA particles into
the cytosol.

Studies on DNA absorption onto
pDMAEMA particles show that linear
DNA (e.g. antisense oligonucleotides) is
adsorbed more strongly than circular
plasmid DNA. However, this stronger
adsorption has a negative influence on
the gene transfer efficiency, as the DNA
molecule is less likely to dissociate from
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the pDMAEMA particles in the cytosol.
For this reason, circular DNA is preferred.
As expected, DNA that is adsorbed to
pDMAEMA is protected from degradation
by DNAse I.

4
Perspectives

The nonviral gene-transfection systems in-
troduced in this review bear significant
advantages over the viral systems, but
have serious drawbacks as well. One fact
in favor is that many such systems are
already well established in classical ar-
eas of pharmaceutical technology. Their
production methods have already been
optimized and safety aspect investigated
in detail. Simple transfer of knowledge
may substantially reduce developing costs.
Nonviral systems are noninfectious. They
allow significantly higher DNA-loading
rates than viral systems, which reach their
limits around 30 kb (Herpes virus). Nonvi-
ral systems are only weakly immunogenic
and therefore allow – in stark contrast to
viral systems – multiple application.

The main drawback of nonviral systems
is that they normally only lead to transient
expression of the therapeutic gene as it is
not permanently integrated into the host
genome. In consequence, the therapeutic
gene transfer must be regularly repeated,
possibly over a long period of time. Fur-
ther disadvantages are insufficient cell or
tissue specificity and low DNA transfer
rates from the cytosol to the nucleus.
Taken together, the gene-transfection per-
formances of nonviral systems are even
weaker than those of viral systems.

To date, it is still not possible to make a
clear decision between viral and nonviral
gene transfer systems. Mixed systems,
hybrid vectors, which can be envisaged

as ‘‘de-nucleated’’ viruses, are in the
pipeline. A combination of viral surface
proteins and liposomes or the integration
of therapeutic DNA into artificial cells or
viruses are further innovative ideas for
improving somatic gene therapy. Most
important is rapid progress on three fields:
In cell biology, unspecific and specific
intracellular trafficking of macromolecules
still raises questions. In biochemistry,
further DNA carriers must be brought
forward for testing, and pharmaceutical
technology must supply improved and
cell-/tissue-specific drug delivery systems.
Brought together in a rational form,
such progress should make somatic gene
therapy possible for selected disease forms
already in the near future.

Somatic gene therapy might develop
into one of the most important thera-
peutic strategies of the near future. In-
nate or acquired genetic defects are held
responsible for a number of diseases
such as hemophilia, cystic fibrosis (mu-
coviscidosis), adenosine-deaminase deficit
and AIDS. Substituting or supplement-
ing malfunctioning or missing genetic
information by transiently or permanently
inserting the appropriate gene appears to
be a plausible therapeutic strategy espe-
cially from the patients’ point of view.
Attempts in gene therapy began in the
early 1990s with great expectations that
have only partially been met. No disease
with a defined genetic background has so
far been causally cured by gene therapy.
Viral gene transfer systems have caused
severe problems that could not be brought
under control to date. The death of the 18-
year-old Jesse Gelsinger is a tragic evidence
for the basic deficits of viral transfection
systems. In consequence, attention is now
focusing on chemical and physical gene
transfer systems.
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See also Liposome Gene Transfec-
tion; Somatic Gene Therapy; Vac-
cination, Genetic; Vector System:
Plasmid DNA.
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Keywords

Receptor
Proteins with a recognition function for a vitamin or its derivative, that is, proteins that
bind to the vitamin ligand.

Response Element
The characteristic DNA-binding sites for hormones, vitamins, or their active forms.

Transcription
Synthesis of mRNA or mRNA precursor.

Transcription Factor
Direct-acting factors that control transcription by interacting with DNA sites near the
target gene.

Vitamer
Derivatives of a vitamin that function as a vitamin.

Vitamins
Accessory factors of diverse chemical structure required for the maintenance and
growth of protozoans and metazoans.
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� Interlocking ligand–receptor systems constitute an intra- and intercellular
communication system in which exogenous or endogenous molecules such as
vitamins, hormones, cytokines, and foreign macromolecules convey signals through
association with membrane structures (i.e. receptors). Sequential interactions
between ligands and receptors on membranes of cells or organelles coordinate
metabolism within the same and between different cells and organs. Cell
communication is regulated by activation events and by processes that limit
such activation.

This article presents current information on the ligand (vitamin)-receptor (binding
protein) interaction as it applies to vitamins, from the site of enteric absorption to the
site of vitamin function. For the absorption and transport of most vitamins, specific
proteins, which have a recognition factor incorporated into them, are involved. At the
plasma membrane of the cell, a second recognition factor has to function before the
vitamin is internalized. Intracellular vitamin-binding proteins and their interaction
with cellular systems resulting in the biological action of the vitamins provide the
last step in the successive stages of communication. Thus, we have the concept of a
ligand (vitamin), an extraorganismic molecule, reacting with a specific protein entity,
the receptor, facilitating absorption and transport of the ligand to its site of action
with the resultant sequence of physiological events to which we refer as vitamin
function. The term ‘‘receptor,’’ in the context of vitamins, refers to proteins with a
recognition function, not to receptors in the traditional pharmacological sense. It
includes proteins that bind to the vitamin ligand and function as extracellular or
intracellular transporters as well as the smaller number of vitamin-binding nuclear
proteins. In the latter case, vitamins might act as small molecular modulators of
protein-DNA interaction, a situation analogous to that of some hormones. The
designation ‘‘receptors’’ for these categories of vitamin-binding proteins appears to
be appropriate inasmuch as it connotes a function more than ligand binding.

The transcriptional patterns of selected genes are often altered by external signals
that the cell receives. Thus, changes in nutritional supplies can either induce or
repress the transcription of specific genes or gene sets. In many cases, the regulation
of transcription (up or down) is mediated by alterations in the availability of essential
transcription factors or by change in the factors’ ability to bind to specific regulatory
sequence motifs.

1
Introduction

Vitamins are required by all protozoans
and metazoans that have been studied.
They do not conform to any single
chemical classification. Some vitamins,
such as retinol (vitamin A), cholecalciferol

(vitamin D), α-tocopherol (vitamin E),
and phylloquinone (vitamin K), are lipid
soluble; others, such as thiamine (vitamin
B1), riboflavin (vitamin B2), niacin,
pyridoxine (vitamin B6), panthothenic
acid, lipoic acid, biotin, folic acid,
cyanocobalamin (vitamin B12), and
ascorbic acid (vitamin C), are watersoluble.
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While the unlimited availability of
vitamins may have permitted the
evolutionary loss of the ability of animals
to synthesize vitamins, the ability to
absorb vitamins from the environment
or from digested food is essential.
The modes of uptake and intra- and
intercellular transport of these two broad
categories of vitamins are different
based on their solubility characteristics.
Lipoprotein binders are implicated in the
transport of the lipid-soluble vitamins.
Investigators recognized early, among the
water-soluble vitamins, the bindings of
cyanocobalamin and folate, respectively,
to specific proteins. lncreasing evidence
has accumulated to indicate that the
absorption of many water-soluble vitamins
in the gastrointestinal tract is through
saturable mechanisms. In addition, the
concentrations of many water-soluble
vitamins are much higher in the brain
than in plasma. This is true of placental
transport as well, implicating specific
transporters for individual vitamins across
the blood-brain and placental barriers,
respectively.

Absorption of vitamins by most cells oc-
curs through membrane-associated trans-
port systems, which are present in low
concentrations. These receptorlike pro-
teins may consist of an extracellular
vitamin-binding domain linked to a trans-
membrane anchor. The fertilized egg and
embryo obtain vitamins from the external
environment using cell surface vitamin re-
ceptor/transporter proteins. The vitamins
are used directly without storage. In con-
trast, the eggs of birds and reptiles contain
both the vitamins and their respective
vitamin-binding proteins deposited in the
yolk for transport to the oocyte.

The physiological effects of vitamins
follow their entry into the cell, and
subsequent metabolic transformation and

association with specific apoenzymes,
resulting in an accentuation of a metabolic
pathway. In this respect, vitamins are
metabolic initiators. Where the vitamin
function is other than as a coenzyme or
prosthetic group of an enzyme, its effect
is through regulation of cellular protein
synthesis. The mechanisms of action of
lipid-soluble vitamins are similar to those
of the steroid hormones. Water-soluble
vitamins such as biotin, ascorbic acid, and
vitamin B6 also seem to have a modulatory
influence on cellular protein synthesis
acting through similar mechanisms.

2
Vitamin A

2.1
Absorption and Transport

Vitamin A, an essential nutrient in the diet,
plays a significant role in diverse physi-
ological processes such as development,
differentiation, and vision. Its role in em-
bryogenesis is evident from certain known
effects of a deficiency or excess of vitamin
A, namely, malformation or teratogenicity.
Vitamin A deficiency has profound ef-
fects on the immune system, and retinoids
seem to affect differentiation, the stimula-
tion of phagocytosis, and the modulation
of cytokines and eicosanoids. Several clin-
ical studies have demonstrated beneficial
effects of retinoids on skin diseases such
as acne, psoriasis, keratodermas, and skin
cancers. Retinoids play a role in the devel-
opment of the central body axis and limbs
of vertebrates. High levels of endogenous
retinoids are found in proximity to the de-
veloping axis in a variety of species. They
exert their wide spectrum of biological
functions through their ability to regulate
gene expression at specific targets. The
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term retinoid includes the natural forms
of vitamin A as well as synthetic analogues,
which may or may not have the biological
activity of vitamin A. The natural forms
of vitamin A include retinol, retinal, and
retinoic acid (RA).

Ingested retinyl esters are hydrolyzed
to retinol by the lipases in the intesti-
nal lumen. Retinoid production from
carotenoids occurs by oxidative or eccen-
tric cleavage of the central double bond of
carotenoids. The transport of retinol across
the brush border of enterocyte is the first
step in the absorption of vitamin A into the
organism. A carrier-mediated mechanism
specific for all-trans- and 3-dehydroretinol
with passive diffusion of the 13-cis com-
pound and retinal has been suggested.

In the intestinal mucosal cell, free
retinol is esterified and incorporated
into chylomicrons for transport. Chylomi-
cron remnants are primarily cleared by
liver, although extrahepatic uptake occurs
in other tissues such as bone marrow
and spleen. In the liver, retinyl esters
from chylomicron remnants are taken
up by the parenchymal cells, hydrolyzed
to retinol, and bound to retinol-binding
protein (RBP). This series of events is
followed by paracrine transfer of retinol
from hepatocytes to the perisinusoidal
stellate cells for storage. Retinol is mo-
bilized from the stellate cells bound to
RBP and released into circulation. Retinol-
RBP complex binds to transthyretin in
the plasma compartment and thus, thy-
roid hormone and RBP-retinol complex
are transported together. Retinol reaches
target cells bound to the RBP transport
protein. Transport of retinol across cell
membrane follows receptor-mediated en-
docytosis, internalization, degradation of
RBP, and liberation of retinol within the
cells.

2.2
Retinoid Receptors: Cellular Binding
Proteins

Retinol is oxidized to RA and other
compounds such as 9-cis RA. Within
the cell, retinol and RA, respectively,
bind to ligand-specific cellular binding
proteins: cellular retinol-binding protein
(CRBP) and cellular retinoic acid–binding
protein (CRABP). These proteins belong
to the superfamily of fatty acid–binding
proteins. CRABP-I, CRABP-II, and CRBP
have been cloned from human and
rat sources. CRABP-I and CRABP-II
differ in their tissue distribution and
affinity for RA. CRABP-II, the major
form expressed in human epidermis, is
upregulated by RA during differentiation.
The promoter of the CRABP-II gene
has been shown to have an RA-response
element. Retinoid translocation into target
cells is regulated by binding to specific
high-affinity cellular receptors.

2.3
Nuclear Retinoic Acid Receptors

Almost all the biological activity of vitamin
A is due to the ability of its metabo-
lite RA (all-trans RA, or atRA) to regu-
late gene expression, a receptor-mediated
event. By analogy with lipid-soluble hor-
mones, the RA receptor is a nuclear-acting
transcription factor. These receptors be-
long to a highly conserved superfamily of
proteins with similar structural and func-
tional domains.

Following the isolation of the human RA
receptor (hRARα), it was shown that its
DNA-binding and ligand-binding domain
(LBD) was highly conserved with other
members of the nuclear receptor family.
There are three subtypes of RAR (RARα ,
RAPβ , RARγ ) in various species, and their
LBDs are highly conserved. A second
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class of retinoid-responsive transcription
factor – the human retinoid X receptor
(hRXRα), isolated later – had a sequence
dissimilar to that of RAR, although both
had the ability to respond to RA. RAR and
RXR significantly differ in terms of their
binding to tritiated all-trans RA, leading
to the suggestion that a metabolite of
RA might be the ligand for RXR. An
isomer of RA, 9-cis-retinoic acid (9cRA)
was identified as this RA metabolite, which
was 40 times more potent than RA in
transacting RXR. It is also active with RAR.
RXRs bind and respond to 9cRA, and they
are able to activate target organs in the
absence of RAR gene products.

The superfamily of RARs and RXRs
share a common structure consisting of
functionally distinct domains. The N-
terminal A/B domain, which is the least
homogenous between the receptors, par-
ticipates in ligand-independent transacti-
vation function (AF-1). AF-1 synergizes
with the AF-2 function of the E domain.
Domain C is very highly conserved and
is involved in DNA binding. This domain
also contains a pair of zinc-binding motifs
(zinc fingers) that make contact with the
major groove of the DNA. Domain D is
the hinge region and is involved in de-
termining the receptor’s response as well
as binding with corepressors. Domain E,
which is also highly conserved, is the LBD
and also has the dimerization motifs and
ligand-dependent transactivation activity.
Domain F is the C-terminal end of RARs
and is absent in RXRs.

The presence of two receptor systems
suggests that target genes – responsive to
each receptor system – are distinct. RA
seems to modulate positively the expres-
sions of CRBP and CRABP. CRBP binds
retinol with high affinity and is involved in
its esterification to retinyl esters. Similarly,
CRABP binds to RA and seems to be

involved in the oxidative inactivation of
RA. An additional regulatory step is the
isomerization of RA to 9cRA.

Gene expression is modulated by mem-
bers of the nuclear receptor superfamily
by binding as homo- or heterodimers to
specific DNA sequences, the hormone
response elements (HREs). Sequence anal-
ysis of the response elements activated
by RARs and RXRs indicates that sim-
ilar to the HREs for other nonsteroid
members of the nuclear receptor family,
the retinoid response elements consist of
a minimal half-site consensus sequence
(AGGT-CA) configured into a variety of
structured motifs, including direct repeats
and palindromes. Unlike the heterogene-
ity of RAREs, RXREs are exclusively of the
DR-1 type (a direct repeat separated by one
nucleotide). Most of the RXREs discovered
seem to occur in promoters of genes in-
volved in vitamin A and lipid metabolism,
suggesting a role for RXRs in several dis-
tinct but coregulated metabolic pathways.
RXR has a role both as a ligand-dependent
transcription factor (as homodimer) and
as a partner (as heterodimer) to several
nuclear receptors. It is interesting that
9cRA, which promotes RXR homodimer
formation, is derived from RA, which acti-
vates only the RAR heterodimer. RAR-RXR
heterodimer can repress RXR homodimer
function. Thus, under limiting concentra-
tion of RXR, the target genes for RAR
will be preferentially activated. When the
concentration of 9cRA is high, the RXR
homodimer is stabilized. Also, the RAR-
RXR heterodimer has a higher affinity
for DNA than the RXR homodimer, and
might compete more favorably for bind-
ing to RXREs. A combinatorial regulation
of receptor expression and ligand avail-
ability seems to increase the diversity of
the signaling pathways. Experiments using
knockout mice and cultured cells indicate
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that each subtype of RAR and RXR has
a distinct effect on target gene expression.
For example, RXRα seems to be involved in
determining the life span of hepatocytes.
In skin, RXRα plays an important role
in postnatal skin maturation and in hair
follicle growth. It is also important in adi-
pogenesis. The cellular retinoid-binding
proteins also play a significant role in the
retinoid-signaling pathway by regulating
the intracellular transport and metabolism
of retinoids.

3
Vitamin D

3.1
General

Vitamin D is grouped along with vitamins
A, E, and K as one of the fat-soluble vita-
mins; it is formed in the skin of mammals
by ultraviolet irradiation, upon conversion
of the precursor 7-dehydrocholesterol to
cholecalciferol (vitamin D3). Its physio-
logical function is related to whole-body
calcium homeostasis, inasmuch as a defi-
ciency of this vitamin leads to rickets in
children and osteomalacia in adults. Ul-
traviolet irradiation prevents or heals bone
disorders induced by a deficiency.

In the vitamin-deficient state, the ab-
sorptive capacity of small intestine for
calcium is decreased. One of the phys-
iological functions of vitamin D is the
maintenance of a constant extracellular
concentration of calcium acting in concert
with parathyroid hormone and possibly,
calcitonin, thus preventing hypo- or hyper-
calcemia. Cholecalciferol is converted to
1,25-dihydroxycholecalciferol, the biologi-
cally active form of the vitamin. This is
a two-step process. The product of the
initial hydroxylation, which takes place

in the liver, is 25-hydroxycholecalciferol
(25[OH]D3). This is secreted into blood,
where it circulates bound to a spe-
cific vitamin D–binding globulin. The
final step takes place in the kidney
through a 1-hydroxylation reaction, and
the product 1,25-dihydroxycholecalciferol
(1,25[OH]2D3) is the active form of vita-
min D. In addition to the role in calcium
homeostasis, vitamin D is now recognized
to be involved in regulating growth and
differentiation of a variety of cell types.

3.2
Vitamin D Receptors

Most of the biological actions of vitamin
D occur through a 1,25(OH)2D3-mediated
regulation of the transcription of spe-
cific genes in target tissues. This active
form of vitamin D binds to a specific nu-
clear receptor (VDR), which belongs to
the superfamily of steroid, thyroid hor-
mone (TR), and vitamin A (RAR) receptors.
Ligand binding is necessary for the high-
affinity binding of VDR to specific vitamin
D DNA response elements (VDREs) lo-
cated in the promoter region of the target
genes. This is similar to the binding of TR
and RAR to their cognate receptors, since
TR, RAR, and VDR belong to the same sub-
family of receptors. Interaction between
the ligand-receptor complex with VDREs
modulates the transcription of genes spe-
cific for the biological action of vitamin D.

Osteoporosis is an age-related loss of
bone mineral. Bone mineral mass is af-
fected by both genetic and nongenetic
factors. A correlation between alleles of
VDR and bone density has been identi-
fied. In bone, 1,25(OH)2D3 recruits bone-
resorbing osteoclasts from hematopoietic
precursor cells. It also modulates, through
VDR, the bone-forming osteoblasts. Re-
striction fragment length polymorphism
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analysis indicates the presence of two
alleles of VDR. In a study of 250 Cau-
casian twins and a second study of 311
unrelated healthy women, it was shown
that common allelic variants of the VDR
gene can be used to predict differences
in bone mineral density, hence suscepti-
bility to osteoporosis. The magnitude of
the VDR allele difference between the two
genotypes could mean a 10-year difference
for postmenopausal women in the onset
of vertebrate fractures.

3.3
Vitamin D Responsive Genes

Vitamin D acting through 1,25(OH)2D3

enhances intestinal calcium absorption by
stimulating transcellular calcium trans-
port. The stimulation is achieved by
both nongenomic and genomic actions
of vitamin D. One such genomic action
is the induction of the calcium-binding
protein calbindin-D, which could facili-
tate the diffusion of calcium from the
brush border to the basolateral mem-
brane of the enterocyte. Other vitamin
D–responsive calcium-binding proteins
such as Ca2+-ATPase and the integral
membrane calcium-binding protein have
been characterized. A list of 51 gene prod-
ucts that are reported to be l,2(OH)D3

sensitive in terms of altered mRNA lev-
els has been assembled. This list in-
cludes genes associated in the mineral
homeostasis, vitamin D metabolism, cell
differentiation and proliferation, bone ma-
trix protein, extracellular matrix proteins,
oncogenes, chromosomal proteins, growth
factors, signal transduction proteins, pep-
tide hormones, and energy metabolism.
In clonal rat pituitary tumor (GH) cells in
culture, 1,25(OH)2D3 selectively increased
prolactin production, prolactin mRNA,
and agonist-induced prolactin release. In

primary cultures of rat anterior pituitary
cells, 1,25(OH)2D3 selectively enhanced
TRH-induced thyrotropin (TSH) release.
In studies using primary dispersed and
clonal pituitary cells, 1,25(OH)2D3 has
been shown to stimulate pituitary hor-
mone production and agonist-induced
hormone release. There was an upregu-
lation of thyrotropin-releasing hormone
(TRH)-binding sites as shown by an in-
crease in TRH receptor–specific mRNA.
Incubation of pituitary GH4C1 cells with
vitamin D markedly reduces the response
of rat growth hormone (GH) mRNA to
thyroid hormone (T3) and RA. Rat GH
gene expression is stimulated by T3. The
5′-flanking region of rat GE gene contains
a TRE that mediates T3 stimulation. RA
also increases the transcription of the GH
gene. The RA response was mapped to the
same sequence that mediated regulation
by T3, indicating that TRE also functioned
as RARE. Vitamin D inhibited the T3 and
RA transactivation of the rat GH gene by
interference with the common response
element present in the 5′-flanking region
of the gene. Vitamin D also inhibited the
activation of other T3- and RA-responsive
promoters. The formation of TR-VDR and
RAR-VDR heterodimers, which have low
affinities for these response elements,
can inhibit binding of more active het-
erodimers with RXR. These results high-
light the repressive role of VDR and
indicate that the biological response to T3
and RA could be selectively inhibited in
cells that contain receptors for vitamin D.

3.4
Vitamin D Target Cells

It has been established that many tissues
other than the kidney convert 25(OH)D3,
to 1,25(OH)2D3 although it is not released
into the blood stream. They seem to act in
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an autocrine or paracrine fashion by bind-
ing locally to VDR and affecting cell prolif-
eration, differentiation or apoptosis locally.
Such target tissues include the central ner-
vous system, skin and hair follicles, and
immune and endocrine systems. Vitamin
D modulates this growth regulatory path-
ways of many normal and transformed
cells. Treatment of cells with 1,25(OH)2D3

induces antiproliferative and/or proapop-
totic effects or differentiation.

In many transformed cells including
breast, prostrate, and leukemic cells,
1,25(OH)2D3 induces cell cycle arrest in
Go/Gi. This arrest is associated with the
inhibition of cyclin-dependent kinases. In
colon cancer cells, the VDR ligand complex
interacts with protein phosphatases, which
inactivate p70S6 kinase that is essential for
Gi/S phase transition.

1,25(OH)2D3 induces apoptosis in cell
lines derived from breast cancer, prostrate
cancer, myeloma, retinoblastoma, neurob-
lastoma, and glioma. Its actions are also
synergistic with other triggers of apoptosis.
The sensitivity to 1,25(OH)2D3-mediated
apoptosis is related to the expression as
well as the subcellular localization of
the BCl-2 family of pro- and antiapop-
totic proteins.

Vitamin D is a regulator of proliferation,
differentiation, and apoptosis of cells of
different lineage, and growth inhibition of
tumors in response to vitamin D or its
analogs has much therapeutic potential.

4
Vitamin E

4.1
General

‘‘Vitamin E’’ is the generic term for two
groups of naturally occurring fat-soluble

compounds, tocopherols and tocotrienols.
The members of each group are designated
α, β, γ , or δ, depending on the numbers
and position of the methyl groups attached
to the chroman nucleus. The most bi-
ologically active of these compounds is
α-tocopherol, which functions as an an-
tioxidant in membranes to prevent lipid
peroxidation. The intake of γ -tocopherol
is two to four times that of α-tocopherol
because of its prevalence in many diets.
Both α- and γ -tocopherol are absorbed
equally by the intestine and transferred to
the bloodstream by chylomicrons, which
are taken up by the liver. However, α-
tocopherol is present in human plasma at a
concentration many times higher than that
of γ -tocopherol, suggesting a mechanism
of discrimination in the liver. This ac-
counts for the generally recognized lower
biopotency of γ -tocopherol.

It has been suggested that specific mem-
brane tocopherol-binding proteins are in-
volved in peripheral cellular uptake of to-
copherol. A 46-KDa tocopherol associated
protein (TAP) with substantial sequence
homology to α-TPP is expressed in most
tissues with high levels in liver, brain,
and prostate.

α-TTP has been purified and charac-
terized and shown to consist of two
closely similar isoforms of molecular mass
30.5 KDa with high specificity for binding
to the α isomer of tocopherol. This protein
is present in rat liver and absent in other
rat tissues such as heart, spleen, testes, and
lung. The α-TTP gene was sequenced and
shown to have homology with bovine and
human 11-cis-retinaldehyde-binding pro-
tein of the retina. It has been suggested that
the liver α-TTP, in view of its specificity for
the α isomer, discriminates against the
γ -tocopherol, which is excreted into the
bile. The α-tocopherol is transferred to
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very low density lipoprotein (VLDL). A fa-
milial vitamin E deficiency, which results
in spinocerebellar lesions with progressive
development of ataxia and areflexia, has
been described. Vitamin E is almost absent
in the plasma of these patients, although
lipid absorption, pancreatic, and intestinal
functions, as well as lipoprotein transport,
were normal. The only abnormality was
in the transfer of α-tocopherol into VLDL,
with the suggestion of an abnormality in
the α-TTP of these patients.

4.2
Transport of d-Tocopherol

There does not seem to be a special car-
rier for Vitamin E in circulation. It is
incorporated into lipoprotein particles in
a nonspecific manner. In liver cells, to-
copherol is transferred from chylomicron
remnants to cytosolic α-tocopherol trans-
fer protein (α-TTP), which mediates its
transfer to rough endoplasmic reticulum
and the golgi, the site of VLDL synthesis.
α-TTP is stereo specific so that only α-
tocopherol is incorporated into the nascent
VLDL particles.

4.3
Binding of α-Tocopherol to Erythrocyte
Membranes

α-Tocopherol has been shown to decrease
the hemolytic damage to erythrocytes by
oxidative stress. Since the disruption of
erythrocyte membrane is the likely locus
of oxidative stress, and since α-tocopherol
has been proposed to have a role in mem-
brane structure and function, it is possible
that α-tocopherol-binding proteins or re-
ceptors are present on these membranes.
Red blood cell membranes have specific
binding sites for α-tocopherol. These bind-
ing sites have the properties expected of

membrane receptors (i.e. specificity, sat-
urability, moderate affinity, time-, protein-,
and temperature-dependence, reversibil-
ity). The binding of α-tocopherol to the
membrane is highly specific, inasmuch
as only γ -tocopherol competes with α-
tocopherol for binding to the membrane.

4.4
α-Tocopherol and Cell Signaling

In terms of function, the antioxidant
properties of α-tocopherol have received
most attention. The nonantioxidant cell-
signaling roles for α-tocopherol have now
been recognized. Smooth muscle cell pro-
liferation and protein kinase C (PKC) activ-
ity are inhibited by the α isoform, whereas
other isomers and related chemicals with
similar antioxidant properties are inactive.
The inhibition of PKC by α-tocopherol is
seen in other cell types as well. The inhi-
bition of PKC by α-tocopherol is related to
its activation of a protein phosphatase 2A.
This phosphatase dephosphorylates PKC-
α and inhibits its activity.

4.5
α-Tocopherol and Atherogenesis

Atherosclerosis, a major cause of car-
diovascular disease, is an inflammatory
process. Proinflammatory mediators such
as prostaglandin E (PGE2) and throm-
boxane A2 (TXA2) are important in the
development of atherosclerosis. The age-
associated increase in PGE2 is the re-
sult of increased cyclooxygenase activity
(COX), which converts arachidonic acid
into PGE2, the precursor of thromboxane
and eicosanoids. The activity of the COX-2
isoform is regulated by growth factors, tu-
mor promoters, cytokines, glucocorticoids,
and lipopolysaccharides. Increased arachi-
donic acid metabolism by COX stimulates
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cell proliferation through activation of
PKC. α-tocopherol has been shown to
decrease PGE2 production through a de-
crease in COX activity, a posttranslational
effect of vitamin E. Other homologs of vita-
min E are also effective to different extents
in inhibiting COX activity, although this
difference is not correlated to their antioxi-
dant potency. A direct inhibition of COX-2
by the tocopherols is indicated.

The expression of a spectrum of genes
involved in the inflammatory and prolif-
erative response of cells is controlled by
the nuclear factor kappa B (NF-kB). This
is present as a dimer in an inactive form
while attached to an inhibitory protein. Ac-
tivation by inflammatory or proliferative
cytokines, reactive oxygen species, or bac-
terial wall components is followed by phos-
phorylation and proteolytic removal of the
inhibitory component. The active NF-kB
transfers to the nucleus where it interacts
with the regulatory kappa B elements in the
promoter and enhancer regions, thus reg-
ulating transcription of inducible genes.
Incubation of human Jurkat T-cells with
α-tocopheryl acetate or succinate resulted
in a dose-dependent inhibition of NF-kB
activation. Macrophage cell line THP-1
pretreated with α-tocopherol and then acti-
vated with lipopolysaccharide also showed
a similar inhibition of NF-kB activation,
thus indicating that α-tocopherol by itself
inhibits NF-kB activation and/or translo-
cation to the nucleus. Activated NF-kB has
been identified in atherosclerotic plaques.
It has been shown to regulate genes
involved in development of atherosclero-
sis. NF-kB is also regulated by cellular
redox status. Vitamin E, primarily the α-
tocopherol isoform, thus regulates NF-kB
activity either directly by modulating the
key steps in the pathway of activation of
NF-kB or indirectly by altering the intra-
cellular redox status.

α-tocopherol has been shown to be in-
volved in the expression of α-tropomyosin,
cell adhesion proteins, and scavenger re-
ceptors. Soon after balloon injury, smooth
muscle cells that migrate to the intima
have decreased amounts of tropomyosin,
which returns to normal levels later. α-
tocopherol, but not the β-isomer, has
been shown to induce tropomyosin in rat
smooth muscle cells and thus, decrease
the contractility of smooth muscle cells.
Activation of endothelial cells results in
the release of vascular cytokines, which
induce the expression of cell surface ad-
hesion molecules such as VCAM-1 and
ICAM-1, which are necessary for the re-
cruitment of neutrophils. The expression
of the adhesion molecules is dependent on
the activation of NF-kB. Treatment of en-
dothelial cells with oxidized LDL transcrip-
tionally increases the levels of VCAM1.
Pretreatment of endothelial cells with
α-tocopherol inhibited, dose-dependently,
the oxidized LDL-induced expression of
adhesion molecules, indicating that the
antiatherogenic action of vitamin E might
be related to its downregulation of cell
adhesion molecules. CD36 is a scavenger
receptor that transports oxidized LDL into
the cytosol. α-tocopherol has been shown
to downregulate the expression of CD36
and thus to inhibit the transport of oxi-
dized LDL with resultant reduction in the
formation of foam cells.

5
Ascorbic Acid

5.1
General

The antioxidant activity of ascorbic acid in
all living organisms is the best-recognized
function of this vitamin. Vitamin C and
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vitamin E eliminate cytotoxic free radicals
by redox cycling. Ascorbate and vitamin E
function at physiological pH as donors of
single hydrogen atoms, enabling these vi-
tamins to react efficiently with free radicals
and not with molecular oxygen. Ascor-
bic acid is a cofactor in the synthesis of
collagen and proteoglycans, the two ma-
jor constituents of the extracellular matrix.
The synthesis of collagen by fibroblasts in-
volves enzymes that hydroxylate lysine and
proline in the procollagen molecule. Ascor-
bate has also been shown to be a cofactor of
the enzyme peptidylglycine α–aminating
monooxygenase, which amidates neuroen-
docrine peptides. The concentration of
ascorbate in brain and endocrine glands
is high. In addition, the presence of a
complex system to regulate its intracellu-
lar and intravesicular availability indicates
a critical role for ascorbate in these struc-
tures. Ascorbate is released from brain and
endocrine tissues and can affect cellular
functions by acting on plasma mem-
brane receptors.

5.2
Ascorbic Acid Transport and Transporters

Most animals, exception primates and
guinea pig, synthesize ascorbate from
glucose in the liver. Hence, intestinal
transport of ascorbate has special signif-
icance in primates and the guinea pig as
the source of ascorbic acid. Vitamin C
(L-dihydroascorbic acid) is a stereospecific
compound. The L stereoisomer is the bi-
ologically active compound: the D form
has only one-twentieth its biological ac-
tivity. Once inside the cell, the D epimer
(D-isoascorbic acid) is as efficient as the L

form, at least in one aspect of its biological
action, that of collagen synthesis. Thus,
the cell membrane is the primary site
of stereoselectivity. The carrier proteins

in the cell membrane are stereospecific
in terms of binding and transporting the
vitamin across the cell membrane to its
intracellular site of action.

Dietary vitamin C is a mixture of ascor-
bate and dehydroascorbic acid. Both com-
pounds are antiscorbutic. Dehydroascorbic
acid, the oxidized form, is not an acid, does
not ionize, and is more hydrophobic than
ascorbic acid. A net transepithelial absorp-
tion and transport of this form was shown
in everted and noneverted loops of guinea
pig intestine. The vitamer reaching the
serosal side is in the reduced state. Such
simultaneous absorption and reduction is
characteristic of species that do not synthe-
size ascorbic acid. On the contrary, there is
no net absorption of dehydroascorbic acid
in the intestine of the rat, a species capable
of synthesizing ascorbic acid in the liver.

In contrast to the intestinal transport of
ascorbate by various mammalian species,
renal handling of this substance seems to
be very similar. Ascorbate is filtered in
the glomerulus and is reabsorbed in the
proximal convoluted tubule. The uptake
was saturable, inhibited by D-iso-ascorbate
and dehydroascorbic acid, temperature
dependent, and susceptible to metabolic
inhibitors. Ascorbate is reabsorbed by
the kidney in a sodium-dependent active
process not shared by other acid anions.

When incubated in a medium contain-
ing physiological amounts of ascorbic acid,
human neutrophils accumulate millimo-
lar amounts using two transporters. The
high-affinity transporter with an appar-
ent Michaelis constant Km of 2 to 5 µM
is saturated at normal extracellular ascor-
bic acid concentrations. The low-affinity
transporter has an apparent Km of 6 to
7 mM, and is in the linear phase of uptake
at normal extracellular concentrations of
ascorbic acid. The intracellular concentra-
tion of ascorbic acid in neutrophils, which
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is dependent on the extracellular concen-
tration, functions to preserve neutrophil
integrity. It also protects host tissue by
inactivating free radicals and oxidants pro-
duced by the phagolysosomes.

Ascorbic acid is essential for the forma-
tion of bone by osteoblasts. In vivo stud-
ies indicate that administered 14C-labeled
ascorbic acid accumulates preferentially at
sites of active osteogenesis. In vitro studies
have shown that ascorbic acid is essential
for the formation of mineralized extra-
cellular matrix by rabbit long bone cells
and rat calvaria cells. Two cell systems, a
clonal osteoblastlike cell line ROS 17/2.8
and a primary culture of rat calvaria cells,
have been used as in vitro osteoblast mod-
els. Both cell cultures accumulate ascor-
bate. Consistent with a carrier-mediated
mechanism, transport was saturable, tem-
perature dependent, stereo selective, and
dependent on external Na+ concentration.
Ascorbate taken up is rapidly compart-
mentalized in the lumen of the rough
endoplasmic reticulum and is bound or
metabolized to a nonpermeant species,
in keeping with its putative role as a
cofactor in the posttranslational modifi-
cation of procollagen. Using the clonal
osteosarcoma cell line UMR-106, it was
shown that transforming growth factor β

(TGFB), an important modulator of cell
proliferation and differentiation, stimu-
lates carrier-mediated ascorbate transport.
Stimulation of ascorbate uptake was seen
at TGFB concentrations similar to that re-
quired for stimulating the production of
collagenous extracellular matrix. The en-
hancement by TGFB of ascorbate uptake
was associated with an increase in the ap-
parent Vmax of the rate of transport without
any change in the affinity of the transporter
for ascorbic acid, indicating that either
the number of functional transporters or

the rate at which individual transporters
translocate ascorbate is increased.

The effect of TGFB is completely blocked
by cycloheximide. This would suggest that
TGFB increases the rate of synthesis
of the Na+ ascorbate cotransporter or
a regulatory protein that interacts with
the existing transporters to increase their
turnover number.

Ascorbic acid is transported into 3T6 fi-
broblasts, which synthesize collagen, by a
carrier-mediated saturable active Na+ co-
transporter (SVCT) process that appears
to be the mechanism of transport in
most cell types. Ascorbic acid, the an-
tiscorbutic form, stimulates chondrocyte
expression of SVCT, which transports the
L form more efficiently than the D-isoform.
It was observed that serum from vari-
ous animals contained a heat-labile factor
that interacted with bacterial endotoxin
and inhibited ascorbate transport. The in-
hibitor may have been generated during
endotoxin-induced activation of comple-
ment in unheated serum. The inhibitor
has been purified from insulin-activated
human serum. This heat-stable serum pro-
tein factor, which is produced when serum
complement is activated, has a molecu-
lar mass of 9000 Da. The reactivity of the
purified inhibitor with antiserum to C3a
suggests that the inhibitor is C3a or a very
similar molecule. The inhibitor of ascor-
bate transport increases the apparent Km

for ascorbate without affecting the Vmax.
In view of the similarity of ascorbate trans-
port in many cell types, it is possible that
this protein can inhibit ascorbate trans-
port in other cell types as well, resulting in
depletion of tissue ascorbate during infec-
tion or autoimmune process when serum
complement is activated.

Following intracardiac injection of
[14C]ascorbic acid into guinea pigs, the
neurohypophysis takes up the label to
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a high concentration (exceeded only by
the adrenals). The uptake of [14C]ascorbic
acid by isolated nerve endings from
ox neurohypophysis was demonstrated
to be a saturable process, suggesting
the presence of both glucose-dependent
and sodium-dependent uptakes. Cortisol
and triiodothyronine inhibited the up-
take. Posttranslational processing of vaso-
pressin and oxytocin precursors involves
a trypsinlike enzyme, a carboxypeptidase,
and an amidating enzyme (peptidylglycyl-
α-amino monooxygenase (PAM)). PAM,
which requires copper, molecular oxygen,
and ascorbic acid, may be limiting in the
processing of amidated peptides. In a study
of pancreatic islet cells, in which several
peptides (e.g. pancreastatin, TRH, pancre-
atic polypeptide, amylin) are C-terminally
amidated, the presence of PAM activity has
been reported. Research has demonstrated
the presence of PAM, a high content of
ascorbic acid, as well as a carrier-mediated
process for its uptake in the islet cells.
As in neurohypophyseal nerve terminals,
ascorbate uptake was inhibited by tri-
iodothyronine and glucocorticoids.

5.3
Ascorbic Acid and Extracellular Matrix
Production

Collagen is a structural protein found in
tissues such as bone, cartilage, tendon,
and skin. The collagens are characterized
by a triple-helical structure. For the
three peptides to form a stable helix, a
significant number of proline residues in
the peptide chain have to be hydroxylated
by the enzyme prolyl hydroxylase, which
requires ascorbic acid. Elastin, another
ECM (extracellular matrix) protein, is
found in elastic tissues and also contains
hydroxylated proline residues. In addition
to its role in the hydroxylation reaction,

vitamin C stimulates the synthesis of
collagen in a number of cell types. Elastin
synthesis is also affected by Vitamin C.

Vitamin C increases the amount of pro-
collagen mRNA by stimulating the tran-
scription of the procollagen gene and by
stabilizing the mRNA. Ascorbic acid treat-
ment of human skin fibroblasts increased
procollagen mRNA twofold. In primary
avian tendon (PAT) cells, there was a sim-
ilar sixfold increase of procollagen mRNA.
In PAT cells treated with α,α-dipyridyl,
an inhibitor of hydroxylase, there was a
significant decrease in the rate of pro-
collagen synthesis without any inhibitory
effect on procollagen mRNA. These results
suggest that ascorbic acid might directly in-
crease the transcription of the procollagen
gene through interaction with an ascorbic
acid–specific cis-regulatory element on the
procollagen genes.

Cartilage is replaced by bone-forming
cells during endochondral longitudinal
bone growth at the epiphysis, and frac-
ture healing. During the developmental
process, cartilage tissue undergoes orderly
morphological changes involving prolif-
eration, cellular hypertrophy, production
of ECM, and mineralization. Immature
cells produce type I and type II collagen,
and fibronectin. Proliferating chondro-
cytes synthesize and secrete large amounts
of type II and type IX collagen, as well
as cartilage-specific proteoglycans. Hyper-
trophic, nondividing cells produce type X
collagen. Mineralizing tissue expresses al-
kaline phosphatase and type X collagen.
Those changes in collagen types are accom-
panied by changes in their mRNA level.
Proliferation of prehypertorphic cells re-
quires vitamin C. The increase in alkaline
phosphatase activity followed the expres-
sion of collagen type X. Mineralization in
chondrocytes was also ascorbate depen-
dent. Although vitamin C is not necessary
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for general cell growth, it is essential for
the production of ECM.

5.4
Ascorbic Acid and Noncollagen Gene
Expression

Related to the role of ascorbic acid in
normal ECM production is the report of
the action of ascorbic acid on type IV
collagenase (matrix metalloproteinase-2,
MMP-2). A low intake of vitamin C during
pregnancy is associated with a high risk
of premature rupture of the membrane
(PROM). A new effect of ascorbic acid as
a modulator of MMP-2 gene expression
at the level of transcription has been
reported, and it suggests that collagen
degradation might be a significant factor
in PROM.

Skin fibroblasts from patients with
Ehlers–Danlos syndrome type VI (EDS
VI), an inherited connective tissue dis-
order, have decreased activity of lysyl
hydroxylase (LH). LH hydroxylates lysine
residues in peptide linkage, a key step
in posttranslational modification of col-
lagen. EDS patients with LH deficiency
have extreme joint hypermobility, skin hy-
perextensibility, bruisability, and delayed
wound healing. Treatment of skin fibrob-
lasts from EDS patients with ascorbic acid
increased LH levels, which paralleled LH
mRNA levels. Ascorbate increased total
collagen production twofold.

Ascorbic acid deficiency was studied in
ODS rats (genotype od/od) with an in-
herited defect in ascorbic acid synthesis.
Ascorbic acid deficiency decreased the
serum apolipoprotein A-1 concentration,
mediated by a decrease in its mRNA lev-
els. Ascorbic acid deficiency also decreased
the renal level of fatty acid–binding pro-
tein and the serum level of α2M-globulin.
The hepatic level of α2M-globulin mRNA

of the ascorbic acid–deficient rat was
significantly reduced. The kidney fatty
acid–binding protein is a proteolytic frag-
ment of α2M-globulin, which is synthe-
sized in the liver. In further work, the
effects of ascorbic acid deficiency in the
ODS rats on the hepatic gene expres-
sion of the positive acute phase proteins,
haptoglobin and α1-acid glycoprotein, as
well as negative acute phase proteins,
apolipoprotein A-1 and albumin, were
studied. Ascorbic acid deficiency signifi-
cantly elevated the serum concentration
of haptoglobin and lowered the concentra-
tions of apolipoprotein A-1 and albumin.
The increases in haptoglobin and α1-acid
glycoprotein corresponded to increases
in their mRNA levels. Correspondingly,
the decreases in apolipoprotein A-1 and
albumin matched decreases in hepatic
mRNA levels of these proteins in ascorbic
acid–deficient ODS rats.

Ascorbic acid has a significant role in cat-
echolamine synthesis in the sympathetic
nervous system as a cofactor of dopamine-
β-hydroxylase. Incubation of neuroblas-
toma cell line SK-N-SH with ascorbic acid
for 2 h results in enhanced synthesis of
3,4-dihydroxyphenylalanine (DOPA) and
dopamine. After five days of incubation
of the cells with high levels of ascorbic
acid, there was a threefold increase of tyro-
sine hydroxylase gene expression, whereas
dopamine β-hydroxylase gene expression
was not altered. The results suggest that
ascorbic acid might be a useful adjunct in
the treatment of early Parkinson’s disease.

Ascorbic acid deficiency in guinea pigs
caused decreases in the amount of various
forms of cytochrome P450 in liver micro-
somes. Ascorbic acid deficiency decreases
the expression of cytochrome P450 mRNA,
specifically for the 1A1 and 1A2 subtypes,
indicating that transcription of P450 is
regulated by ascorbic acid in guinea pigs.
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Vitamin C inhibits NF-κB activation
by tumour necrosis factor (TNF) through
activation of p38 mitogen-activated protein
kinase (MAPK). NF-κB is a eukaryotic
transcription factor, which regulates the
expression of a number of genes involved
in immune and inflammatory responses.
It is activated by pathogenic signals
including the proinflammatory cytokines
interleukin-1 (IL-1) and TNF. In the cell
cytosol, NF-κB exists in a latent form
consisting of a transcriptionally active
dimer (p50-p65) bound to an inhibitor
protein IκB. Upon stimulation by cytokine
inducers, IκB is phosphorylated by IκB
kinase (IKK) and is then ubiquitinated
and degraded by 26S proteosomes. The
released NF-κB dimer then translocates
to the nucleus, binds to κB elements in
the promoters, and activates target gene
expression. Vitamin C inhibits cytokine
stimulation of NF-κB. This is not due
to an antioxidant effect of vitamin C
as other antioxidants do not mimic or
augment the action of vitamin C. The
effect of vitamin C is mediated through
activation of stress-activated protein kinase
p38 MAPK. It is not known yet how
vitamin C activates p38 MAPK. Activated
p38 MAPK inhibits TNF activation of NF-
κB as well as the phosphorylation of IκB
and activation of IKK. These actions of
vitamin C correspond closely to those of
vitamin E on NF-κB activation.

A role for vitamin C in augmenting the
chemotherapeutic response of cervical car-
cinoma HeLa cells has been proposed.
Human papilloma virus (HPV) is involved
in the pathogenesis of cervical cancer. The
oncopotential of high-risk GPV types is
due to E6 and E7 oncoproteins, which
transform the infected cell. The E6 on-
coprotein targets p38 protein, which is
ubiquitinated and degraded. Cell cycle reg-
ulation is affected. These oncoproteins

also activate telomerase, contributing to
the immortalization of transformed cells.
HPV-positive HeLa cells were incubated
with millimolar concentrations of vitamin
C to study its effect on the transcriptional
regulation of HPV E6/7 oncogene expres-
sion. Vitmain C treatment resulted in a
downregulation of the viral oncoprotein
E6, which paralleled a decrease of activator
protein (AP-1) members c-jun and c-fos in
a time- and dose-dependent manner. The
downregulation of E6 was associated with
an upregulation of the proapoptotic p53
and Bax protein, and a downregulation of
apoptosis inhibitor Bcl-2.

Vitamin C mediates cellular responses
to counter ultraviolet (UV) radiation-
mediated cell damage and cell death.
Ascorbic acid rescues keratinocytes from
UV-mediated cytotoxicity directly by scav-
enging free radical species. In addi-
tion, ascorbic acid induces transcriptional
downregulation of IL-1α mRNA. Oxidative
stress due to UV radiation activates redox-
sensitive transcription factors including
NF-κB and members of the AP-1 com-
plex such as c-jun and c-fos. Ascorbate
inhibits the AP-1-dependent transactiva-
tion of specific promoters. Ascorbic acid
is a negative regulator of AP-1 and AP-1-
dependent transcription.

5.5
Ascorbic Acid and Differentiation

Embryonic stem cells can differentiate
into specialized cells including cardiac my-
ocytes. In a study of the effect of inducers
of cardiac differentiation, additional treat-
ment of these cells with ascorbic acid
markedly enhanced differentiation with
the induced cells displaying spontaneous
and rhythmic contractile activity and also
staining positively for sarcomeric myosin
and α-actin. Ascorbic acid also induced the
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expression of cardiac genes in a develop-
mentally controlled manner. This effect of
L-ascorbic acid was not mimicked by other
antioxidants including vitamin E.

Ascorbic acid has been shown to en-
hance the expression of several genes in
human keratinocytes. The upregulation of
mut L homologue-1 (MLH1) and its down-
stream target p73, were seen as early as
2 h after treatment with ascorbic acid.
Modulation of MLH1 and p73 gene ex-
pression improves cellular susceptibility
to apoptosis triggered by DNA-damaging
agents, and offers a potential mechanism
of the anticarcinogenic action of vitamin
C. Combinations of vitamin C and vitamin
E modulate cellular antioxidant network
and block survivin gene expression in
androgen-responsive as well as in nonre-
sponsive human prostate cancer cell lines
through inducing apoptosis via suppres-
sion of survivin, an antiapoptotic factor.

6
Biotin

6.1
Noncovalent Biotin-binding Proteins

Biotin in most biological materials is
covalently bound to a lysine residue of
proteins (carboxylases). The noncovalent
binding of biotin to various proteins seems
to be crucial for the uptake, transport,
and intracellular functions other than the
prosthetic group functions of the vitamin.

A group of proteins bind to biotin non-
covalently. Both avidin (the biotin-binding
protein of egg white) and strepavidin
(the extracellular biotin-binding protein
of Streptomyces avidinii) have exceedingly
high affinities for biotin, with a dissoci-
ation constant K3 of 10−15 M. These are
the strongest noncovalent bindings known

between a protein and a small molecular
weight ligand. Other biotin-binding pro-
teins (e.g. the egg yolk biotin-binding pro-
teins, biotinidase, biotin-holocarboxylase
synthetase) have progressively lower affini-
ties for biotin. Biotin-binding proteins vary
considerably along the evolutionary scale.
In Escherichia coli, the biotin-binding pro-
tein biotin-holocarboxylase synthetase has
been shown to regulate the synthesis of the
enzymes of biotin biosynthesis pathway.

In the laying hen, there are three biotin-
binding proteins. In addition to avidin,
which is present in albumen of egg, there
are two biotin-binding proteins in egg yolk.
The presence of distinct biotin-binding
proteins in the yolk suggests a specialized
role for biotin in the regulation of the
development of the embryo. In mammals,
only two proteins have so far been shown
to bind noncovalently to biotin.

6.1.1 Avidins
Avidin has been isolated from hen egg
white and the oviduct of the avian species.
It is a basic glycoprotein with a molecu-
lar mass of 67 kDa and an isoelectric pH
of 10.5. It is a tetramer of four identi-
cal subunits, each with 128 amino acid
residues and one biotin-binding site. The
composition and structural arrangement
of the carbohydrate moiety of avidin has
been shown to be heterogeneous. Strepa-
vidin is a nonglycosylated neutral protein
secreted by Streptomyces avidinii. Its bind-
ing to biotin is remarkably similar to that
of avidin, with a dissociation constant of
4 × 10−14 M. Both avidin and strepavidin
are tetrameric, with each subunit contain-
ing one biotin-binding site. However, they
lack immunological cross-reactivity and
evolutionary relatedness. Avidin is a se-
cretory protein produced by the oviduct
and concentrated in the egg white. It is
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induced by progesterone. In addition to be-
ing an oviductal secretory protein, avidin
is synthesized in areas of tissue damage
and inflammation caused by diverse agents
such as toxic doses of actinomycin D, sep-
tic infection, or thermal injury in chicken.
This progesterone-independent synthesis
of avidin is inhibited by antiinflamma-
tory steroids.

The avidin-biotin system has been used
in a wide range of biological studies includ-
ing isolation, localization, cytochemistry,
immunochemistry, and diagnostics, as
well as for probing genes. Since there
is some nonspecific adsorption of avidin,
strepavidin is generally used instead. How-
ever, strepavidin has been shown to bind
with high affinity to cell surfaces. Strepa-
vidin itself can displace fibronectin from
cell surfaces. The RYD (Arg-Tyr-Asp) se-
quence of strepavidin mimics the RGD
(Arg-Gly-Asp) sequences, which is a uni-
versal recognition domain for adhesion
receptors, as well as for the receptors for
fibronectin, fibrinogen, and other adhe-
sive proteins.

6.1.2 Nonavidin Biotin-binding Proteins
In addition to avidin and strepavidin, the
two examples of proteins with exception-
ally strong affinity for biotin, other biotin-
binding proteins have lower affinities for
biotin. These include the egg yolk biotin-
binding proteins: Biotin-holocarboxylase
synthetase and biotinidase.

Biotin-Holocarboxylase Synthetase. Biotin
carboxylases are synthesized in the form
of the apoproteins that undergo posttrans-
lational covalent modification by the addi-
tion of biotin, the prosthetic group, to the
ε-amino group of lysine of the apoprotein.
This covalent attachment of biotin to a spe-
cific lysine in the apoenzyme is catalyzed
by biotin-holocarboxylase synthetase in a

two-step reaction. The synthetase catalyzes
the biotination of apocarboxylase from het-
erologous sources.

The biotin locus in E. coli was shown
to be located in the same region as gal
and att, and the order was determined
to be gal, att, bio. The biotin locus is
composed of five consecutive genes in
the order A B F C D (representing the
genes coding for various enzymes of biotin
biosynthesis) and three unlinked genes
bioH, bioR (a regulatory gene coding for
the biotin repressor protein), and bioP
(a permeability gene). Transcription of
this cluster of genes is from two ‘‘face-
to-face’’ partially overlapping promoters.
One transcript includes the Bio F C
D genes, whereas the second transcript
includes bioA gene and an open reading
frame of unknown function. Transcription
from both promoters was blocked in
vivo upon addition of high levels of
biotin to the medium of E. coli cultures.
Starvation of E. coli biotin auxotrophs
resulted in increased transcription. In
the biotin operon, the repressor is the
biotin-protein ligase and the corepressor
is biotinyl AMP. Maximal rates of biotin
operon transcription are associated with
conditions of biotin limitation.

Biotinidase. Acid hydrolysis of biotin
proteins releases free biotin, whereas
proteolytic hydrolysis yields biotin pep-
tides. The smallest among these is bio-
cytin, ε-N-biotinyl-L-lysine. The name bi-
otinidase (biotin-amide amidohydrolase,
EC 3.5.1.12) was proposed for this en-
zyme, which also hydrolyzes biocytin. The
rat liver enzyme is associated with mem-
branes, although not an integral part of
the membrane structure. The enzymes
extracted from diverse sources such as
rat liver and human serum are similar in
many of their properties (e.g. optimal pH
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and Km for substrate, acidic nature, inhibi-
tion by chaotropic agents and sulfhydryl
agents). The major difference between
these two proteins is in the heat stabil-
ity of the rat liver enzyme. It appears that
the liver is the site of synthesis of the
serum enzyme. Human serum biotinidase
has been purified to homogeneity. The
enzyme is a glycoprotein monomer with
a molecular mass of 68 kDa. It contains
sialic acid residues. However, these are
not required for enzyme activity. Although
the predicted amino acid sequence from
the isolated biotinidase clone did not share
extensive homology with avidin and strepa-
vidin, there is a conservation of sequence
around tryptophan residues that has been
shown to be critical for biotin binding.
It is possible that the hydrophobic bind-
ing of biotin to biotinidase and egg yolk
biotin-binding proteins require tryptophan
residues in the active center.

Egg Yolk Biotin-binding Proteins. The
proteins of egg yolk differ from those of
egg white in regard to time and place
of synthesis. The entire egg white is
secreted by the magnum of the oviduct
within 4 to 6 h of ovulation. The yolk
proteins, in contrast, are serum proteins
synthesized by the liver, and contain high-
affinity binding proteins for riboflavin,
thiamine, cholecalciferol, retinol, vitamin
B12, and iron. Vitamins and minerals
are transported protein-bound to the
oocyte. The transport proteins such as the
riboflavin and thiamine-binding proteins
and transferrin present in both egg
yolk and egg white are products of the
respective single genes.

The exception seems to be the biotin-
binding proteins. A biotin-binding protein
(BBP-I) isolated from hen egg yolk was
shown to be distinct from avidin. Avidin
binds to biotin very tightly and does

not exchange, whereas the yolk biotin-
binding protein exchanges biotin at the
body temperature of the bird. Thus, biotin
could be made available to the developing
embryo from its reserve in the yolk. Only
about 15% of the biotin of the whole egg
is associated with avidin, under normal
conditions of biotin nutrition of the bird.
The rest is associated with the yolk BBP.
The plasma of laying hens and egg yolk
contain another biotin-binding protein
(BBP-II), which is stable up to 45 ◦C,
whereas BBP-I was stable up to 65 ◦C.
Both are tetrameric isoproteins, normally
saturated with biotin, and together they
account for most of the biotin of hen
plasma and yolk. Yolk BBPs have a
nutritional role, that of transporting biotin
to the developing embryo. BBP-II is
preferentially deposited in the yolk and
is specifically involved in the transport
of biotin to the oocyte. Both BBP-I
and BBP-II cross-react with anti-BBP-
II serum. The maximal production of
BBP-I is attained at a lower level of
dietary biotin (≈50 µg kg−1) than for BBP-
II (≈250 µg kg−1). At this higher level
of dietary biotin, the production of BBP-
II is severalfold higher than that of
BBP-I. The observation that the amount
of these proteins is limited by dietary
biotin within the normal dietary range
would suggest that biotin is required for
their synthesis, stability, or secretion. The
synthesis of both BBP-I and BBP-II is
stimulated during egg laying, indicating
that the gene(s) for these two proteins are
induced by estrogen. The difference in
their response to dietary biotin content
as well as in their distribution between
hen and chick plasma would suggest that
they are either products of different genes
or differentially modified products of the
same gene. Both estrogen and the specific
ligand for BBP-I and BBP-II are involved in
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the regulation of their synthesis, although
the mechanism of action of biotin in this
sequence is not known yet.

A biotin-binding protein analogous to
BBP-II has been characterized in the
serum of the pregnant or estrogenized fe-
male rat. This protein is not present in the
sera of normal male rats. The molecular
mass of this protein is 66 kDa and the iso-
electric pH is 4.1. It exhibits immunolog-
ical cross-reactivity with the purified egg
yolk biotin-binding protein, BBP-II. The
biological role of this protein is not known.
The physiological relevance of the biotin-
binding protein during rodent embryonic
development was demonstrated by selec-
tive immunoneutralization of the maternal
vitamin carrier, an intervention that led to
a drastic decrease in the transport of biotin
to the embryo, which in turn resulted in
early embryonic mortality – without affect-
ing maternal biotin nutrition.

6.2
Role of Biotinidase as a Biotin-carrier
Protein

On the basis of investigations with HeLa
cells and human fibroblasts, we suggested
that biotin transport in mammalian cells
might involve pinocytosis through the
functioning of specific circulating pro-
teins. Both biotinidase and biotin-binding
activities coincided during serum fraction-
ation, suggesting that biotinidase is the
only protein that binds biotin in human
serum and might be the biotin-carrier pro-
tein in human serum. We determined
the binding of biotin to pure human
serum biotinidase. The Scatchard plot
as well as displacement curve analysis
showed two linear parts, indicating that
two classes of sites with high and low
affinities for biotin (0.5 and 50 nM, respec-
tively), were present. The high-capacity,

low-affinity binding corresponds to that of
other vitamin-binding proteins.

The decreased level of plasma biotin
in biotinidase-deficient patients was ten-
tatively attributed to decreased levels of
biotinidase or a specific biotin-binding
protein in plasma. Other indirect evi-
dence for the existence of a biotin-binding
protein comes from the study of epilep-
tic patients on long-term therapy with
anticonvulsants. Significantly low levels
of serum biotin were observed in these
patients, suggesting that these anticonvul-
sants probably compete with biotin for
binding to a circulatory protein. These anti-
convulsants share with biotin the common
structural feature of a cyclic carbamide
group. Protein binding involved this group
of biotin and the anticonvulsants. We
have shown that all these anticonvulsants
compete with biotin for the binding to
biotinidase, indicating that biotin in hu-
man serum is essentially noncovalently
bound to protein(s) and that biotinidase
is the only protein that exchanges with
[3H]d-biotin.

The uptake of biotin by various human
cell lines was reported by us to be saturable.
On the basis of the binding of avidin
and avidin-biotin complex to rat liver
plasma membrane, we suggested that
avidin in these systems was mimicking
a natural biotin-binding carrier involved
in biotin transport. At concentrations
of biotin less than 5 µM, absorption of
biotin by rat jejunal segments proceeded
largely by a saturable process. The biphasic
transport of biotin and biocytin in the
rat small intestine suggests that at biotin
concentrations in the gut below 50 nM,
the saturable uptake mechanism would
operate. Such a system would have a
tremendous advantage in the context of
fluctuating amounts of biotin ingested in
the diet. This is born out by the rarity
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of primary biotin deficiency in humans.
The late onset type of multiple carboxylase
deficiency (MCD) was shown to be due to
the deficiency of biotinidase, the patients
lacking the system for absorbing biotin in
the nanomolar range. Biotinidase is the
only protein in brush border membrane of
rat intestine that binds to biotin, indicating
that biotinidase in vivo may have a role in
the transport of biotin.

6.3
Nuclear Biotin-binding Protein

Intracellular fractionation of biotin in var-
ious tissues of the rat and the chicken
indicated that a significant amount of
biotin was associated with the nuclear frac-
tion. The biotin content of biotin-deficient
rat liver is about one-tenth that of normal
rat liver, and a significant 20% of this is
present in the nuclear fraction. Biotin is
present in cell nuclei prepared from vari-
ous tissues of cultured cells even though
such nuclei do not possess any carbon
dioxide–fixing capability, indicating that
biotin in nuclei does not function as the
prosthetic group of carboxylases. During
biotin deficiency, biotin in the nuclear
fraction seems to be conserved, whereas
it is lost preferentially from other cellu-
lar organelles. Biotin in nuclei has been
shown to be bound noncovalently to a
protein. This protein binds reversibly to
biotin in vitro, with a maximal binding of
3.54 pmol µg of protein and with a dissoci-
ation constant for biotin of 2.2 × 10−7 M.
Polyacrylamide gel electrophoresis in the
presence of sodium dodecyl sulphate indi-
cates an apparent subunit molecular mass
of 69 kDa for this protein.

There have been other reports of the
presence of high concentrations of biotin
in optically clear nuclei (OCN). Solid cell
nests resembling mulberries (morules)

have been reported in colorectal adeno-
mas and carcinomas, endometrial tissue
and in pulmonary endodermal tumors re-
sembling fetal lung. The nuclei in morules
in several organs are referred to as OCN,
and have been found to contain significant
amounts of biotin. OCN with signifi-
cant accumulations of biotin unrelated to
the development of a morule appear in
endometrium during pregnancy and in
ovarian endometroid carcinoma.

6.4
Requirement of Biotin by Cells in Culture

A requirement for biotin by cells in cul-
ture would be expected in view of the
obligatory involvement of biotin in the
metabolism of carbohydrates, lipids, and
deaminated residues of certain amino
acids. However, various earlier studies
indicated that cells in culture do not re-
quire biotin. Using biotin-depleted fetal
bovine serum (FBS) and Eagle’s mini-
mum essential medium, we demonstrated
a requirement for biotin by HeLa cells,
human fibroblasts and rous sarcoma virus-
transformed (RST) baby hamster kidney
(BHK) cells. This was based on the vi-
ability, biotin content, and activities of
biotin-dependent and -independent en-
zymes. We also demonstrated that there
was a significant decrease in the incor-
poration of leucine into protein of the
homogenate or cytosol of biotin-deficient
HeLa cells compared to cells grown in
a biotin-supplemented medium. When
biotin was added to the biotin-deficient
medium, there was a twofold increase in
the incorporation of leucine into proteins.
Experiments using puromycin and cordy-
cepin indicated that the appearance of new
RNAs in the cytoplasm occurs when biotin-
deficient cells are supplemented with bi-
otin. Mammalian cultured cells, when they
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do not receive specific signals, which in-
clude specific growth factors, come to a
halt in a quiescent, nongrowing variant of
the G1 state, referred to as G0. The synthe-
sis of components of the cell cycle control
system is switched off.

Normal cells in G1 arrest due to
serine starvation start incorporating [3H]
thymidine into DNA as soon as serine
is restored to the medium. Biotin-deficient
HeLa cells under similar conditions do not
incorporate [3H] thymidine into DNA even
when serine is restored to the medium.
However, within 4 h of supplementation
of biotin to the biotin-deficient medium,
the incorporation of [3H] thymidine into
DNA reaches a maximum. By this time,
there is stimulation of protein synthesis.
The two phenomena are related, and the
growth-promoting effect of biotin might
be achieved through the synthesis of
certain proteins.

A requirement for high-density lipopro-
tein (HDL) has been shown for the
growth of Madin–Darby canine kidney
cells grown in Dulbecco’s modified Ea-
gle’s medium (DMEM) supplemented
with transferrin when the cells were ex-
posed to a mixture (1 : 1) of DMEM and
F-12 medium. The components of the
F-12 medium responsible for support of
growth in the absence of HDL include bi-
otin, which is absent from DMEM, and
choline, which is present in insufficient
concentrations in DMEM. It is significant
that the HDL fraction of plasma has a
considerable amount of biotin associated
with it. This biotin is nondialysable and is
noncovalently attached to protein.

Various transformed cell lines produce
transforming growth factors that enable
them to grow in a serum-free medium
supplemented with transferrin and in-
sulin. The L1subline derived from the 3T3
mouse fibroblast cell line has the capacity

to differentiate in the resting state into
a cell type having the characteristics of
adipocytes. When they reach confluence
and start to differentiate, they greatly in-
crease their rate of triglyceride synthesis.
The increase in lipogenic rate parallels
a coordinated increase in the activities
of key enzymes of the fatty acid biosyn-
thetic pathway. This increase correlates
with a marked rise in nuclear run-off tran-
scription rates for these mRNAs during
differentiation. The process of differenti-
ation can be accelerated in a number of
ways, such as by increasing the amount
of serum in the culture medium or by
adding insulin or biotin. When serum in
the cultures was dialyzed extensively, the
morphological and enzyme changes char-
acteristic of adipocyte differentiation were
induced without fat deposition. It was pre-
sumed that dialysis removed biotin from
serum, and the role of biotin was linked
to the increase in acetyl-CoA carboxylase.
However, it took 24 to 48 h after the
addition of biotin to the medium before de-
position of triglyceride. The delay suggests
that some factor required for the induc-
tion of the whole set of lipogenic enzymes
(which, with the exception of acetyl-CoA
carboxylase, are not biotin enzymes) might
be formed under the influence of biotin.

6.5
Biotin and Embryological Development

Congenital malformations have been re-
ported in embryos of domestic fowl main-
tained on a biotin-deficient diet. Maternal
biotin deficiency was strongly teratogenic
in mice even when dams did not ex-
hibit any typical signs of biotin defi-
ciency. At mid-gestation, biotin-deficient
embryos weighed less than normal em-
bryos and had external malformations
such as micognathia and micromelia.
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There was a marked reduction in the size of
the palatal process on day 15.5 of gestation,
which may be due to altered proliferation
of mesenchyme. The same may be said
for the proliferation of mesenchyme in the
limb bud.

We investigated the development of
the palatal process in culture. After 72 h
of organ culture, >90% of the explants
from normal mouse embryos (biotin
replete) were at stage 6 development.
The corresponding figure for explants
from biotin-deficient embryos cultured in
a biotin-deficient medium was 6.5%. If
the deficient explants were cultured in a
medium containing biotin (10−8 M), the
percentage at stage 6 of development rose
to >30. Administration of biotin (20 mg) to
biotin-deficient dams 24 h prior to removal
of the embryos resulted in 33% of the
explants at stage 6 development when
cultured in a biotin-deficient medium, and
>50% at stage 6 if cultured in a medium
containing biotin (10−7 M).

In view of the role of biotin carboxylases
in the major metabolic pathways, it was
possible that the teratogenicity of biotin de-
ficiency might be due to the accumulation
of intermediary or secondary metabolites.
However, there was no detrimental effect
of any of the organic acid intermediates or
secondary metabolites on palatal closure
of the explants when these compounds
were added to the organ culture medium
at a concentration of 10−4 M. These results
highlight the continuous requirement for
biotin during the proliferation of the mes-
enchyme, perhaps for the synthesis of
growth factors during organogenesis.

6.6
Biotin Requirement for Specific Functions

Evidence of delayed spermatogenesis and
decreased numbers of spermatozoa due

to biotin deficiency in the rat has been
reported in early literature. In mammals,
spermatogenesis is dependent primarily
upon testosterone, which is produced by
Leydig cells and acts on the Sertoli and per-
itubular cells of the seminiferous tubules
to drive spermatogenesis. We have shown
that testicular and serum levels of testos-
terone are decreased in the biotin-deficient
rat. Biotin deficiency was accompanied by
a significant degree of sloughing of the
seminiferous tubule epithelium in these
rats. Treatment of biotin-deficient rats with
gonadotrophins or biotin increases serum
levels of testosterone. However, even when
testosterone levels are maintained at high
levels in biotin-deficient rats by testos-
terone implants, the increase in serum
testosterone does not result in normal
spermatogenesis. The administration of
biotin alone or biotin in addition to testos-
terone, to biotin-deficient rats, leads to
normal spermatogenesis, thus suggesting
that biotin might be involved in the for-
mation of local testicular factor(s), which
are required in addition to testosterone
and follicle-stimulating hormone for the
normal interaction between Leydig, Ser-
toli, and peritubular cells. The identity of
these factors is not known, although we
have shown that biotin is required for the
synthesis of testicular proteins.

Brain-derived neurotrophic factor
(BDNF) is a member of a family of
cell-signaling molecules (neurotrophins),
which have an important role in neu-
ronal development and plasticity. BDNF
has been implicated in developmental
and adult plasticity within telencephalic
brain regions that control learned vocal
behavior in songbirds. BDNF expression
seems to correlate with specific stages of
songbird vocal learning. High levels of
biotin have been reported in specific te-
lencephalic nuclei (RA and HVC) among
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juvenile males. It is possible that there may
be a specific upregulation of biotinylated
proteins within the HVA and RA nuclei
in juvenile males. The developmental ex-
pression of this is correlated with vocal
learning. High levels of biotin in the hip-
pocampus, a brain region important for
learning and memory, has also been re-
ported, emphasizing the important role
that biotin-regulated mechanisms might
play in neuronal plasticity.

6.7
Effect of Biotin on the Regulation and
Synthesis of Specific Proteins

Holocarboxylase synthetase (HCS) cat-
alyzes the covalent attachment of bi-
otin to the biotin-dependent carboxylases.
MCD in humans is an inborn error of
metabolism characterized by lack of car-
boxylase activities due to a lack of HCS
activity. The obligatory participation of
HCS in the biotin-dependent stimulation
of the levels of HCS mRNA and those of
acetyl-CoA carboxylase and the α subunit
of propionyl CoA carboxylase in human
fibroblasts has been reported. A regula-
tory role for biotin in the control of HCS
and carboxylase mRNA levels via signaling
cascade involving HCS, guanylate cyclase,
and cGMP-dependent protein kinase has
been proposed.

The asialoglycoprotein receptor is char-
acteristic of fully differentiated hepato-
cytes. The human hepatoblastoma line
HepG2 expresses maximum receptor ac-
tivity only in confluent cultures. HepG2
cells grown to confluency in minimal es-
sential medium made 10% with respect to
FBS demonstrate an asialoglycoprotein re-
ceptor with ligand-binding characteristics
and molecular mass comparable to those
of the receptors purified from human liver.

However, dialysis or ultrafiltration, with re-
moval of the low molecular weight fraction
of FBS, dramatically reduced expression
of asialoglycoprotein receptor. The ad-
dition of biotin or biocytin to medium
supplemented with dialyzed FBS during
logarithmic growth supported normal ex-
pression of asialoglycoprotein receptor by
confluent HepG2 cells. Biotin was most
effective at a concentration of 10−8 M.
Isolation of mRNA from HepG2 revealed
no difference in asialoglycoprotein recep-
tor transcripts when cells were grown
in a dialyzed or undialyzed medium.
Thus, a biotin-dependent posttranscrip-
tional event seems to permit the ultimate
expression of asialoglycoprotein receptor
by HepG2 cells.

Glucokinase is specifically induced by
biotin. Biotin is not a part of this protein.
Earlier work from our laboratory demon-
strated that liver glucokinase activity was
altered in response to the biotin status
of rats. Biotin also plays a role in the
precocious development of glucokinase in
young rats. In all these experiments, in-
crease in enzyme activity was associated
with protein synthesis. The synthesis of
glucokinase is under developmental, nu-
tritional, and hormonal control. The in vivo
regulation of glucokinase mRNA of biotin-
injected starved rats had increased 3.9-fold
in comparison to normal-fed rats. Follow-
ing this increase, there was a rapid decay
of glucokinase mRNA, which was hardly
detectable 4 h after biotin administration.
The induction of glucokinase mRNA at 1 h
following biotin administration to starved
rats was 19-fold in comparison to starved
rats not receiving the biotin injection. The
induction of glucokinase mRNA by bi-
otin is quite marked, relatively rapid, and
correlated with the increase in glucoki-
nase activity. In ‘‘run-on’’ transcription
experiments with isolated liver nuclei,
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biotin administration increased glucoki-
nase gene transcription by about 6.7-fold.
The increased transcription of glucokinase
gene was not simply due to an increase
in overall transcriptional efficiency, inas-
much as the transcription of the β-actin
gene was unaffected by biotin. The differ-
ence between induction of mRNA and rate
of transcription could also be due to the sta-
bilization of glucokinase mRNA by biotin.

In both fasted and diabetic rats, hep-
atic phophoenol pyruvate carboxykinase
(PEPCK) activities are markedly increased.
Refeeding a high carbohydrate diet to
fasted rats decreased PEPCK mRNA,
which, in turn, is due to the repres-
sion of transcription of PEPCK gene by
insulin. Since we had shown that the ad-
ministration of biotin causes a rapid and
marked induction of glucokinase mRNA
in starved rats, we investigated the effect
of biotin on the regulation of PEPCK in
the liver and kidney of diabetic rats. After
administration of biotin, hepatic PEPCK
mRNA decreased to 15% of the non-biotin-
injected control level at 3 h after injection.
The level of hepatic mRNA had recovered
significantly by 5 h after biotin injection.
In parallel studies on insulin administra-
tion to diabetic rats, the inhibition was
nearly fully reversed by 7 h after insulin
injection. The relative rates of liver PEPCK
gene transcription at various time intervals
following biotin administration to diabetic
rats was estimated in ‘‘run-on’’ transcrip-
tion experiments. The transcription of the
actin gene, included as internal control,
was not influenced by biotin administra-
tion. Biotin suppressed the transcription
rates of hepatic PEPCK gene by 55% at
30 min, and gradually, the rate of transcrip-
tion increased back to the original level.

It is to be noted that the inhibition
of transcription by biotin is dominant

over other stimulatory effects. The ele-
vated plasma glucagons characteristic of
the fasting or diabetic condition induces
PEPCK synthesis through enhanced tran-
scription of the PEPCK gene. There are
many similarities between biotin and in-
sulin in their action on the enzymes
of glucose metabolism. Both induce the
mRNA that encodes glucokinase, a key
glycolytic enzyme, and repress the mRNA
that encodes PEPCK, a key gluconeogenic
enzyme. This was the first demonstra-
tion that a water-soluble vitamin, biotin,
exerted both positive and negative tran-
scriptional control over key enzymes of
glucose metabolism.

6.8
Biotinylation of Histones

Preteolytic hydrolysis of biotin proteins
yields biotin peptides, the smallest of them
being biocytin, ε-N-biotinyl-L-lysine. Bio-
cytin and synthetic biotin peptides are
hydrolyzed by biotinidase. Our studies in-
dicated that this might not be its major
function because the optimum pH for
biotinidase hydrolysis of biocytin is 4.5
to 5, whereas the pH of serum is 7.4.
The concentration of biocytin in serum
is in the nanomolar range, whereas the
affinity constant of biotinidase for bio-
cytin is in the micromolar range. We
proposed that biotinidase functions as a
biotin-carrier protein. Later work indicated
that biotinidase itself is biotinylated by bio-
cytin. It was further shown that histone is
a specific acceptor of biotin transferred
from biotinylated biotinidase. This raised
the possibility of histones being an en-
dogeneous substrate of biotinyl transfer.
Biotinylation of histones occurs in vivo
in human cells, and there is increased
biotinylation in response to cell prolifer-
ation. Histones in vivo are modified by
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acytylation, methylation, phosphorylation,
ubiquitination, and poly (ADP-ribsylation).
Biotinylation of histones, by analogy with
other modifications of histones, could lead
to increased transcription of DNA.

7
Vitamin B6

7.1
General

The term ‘‘vitamin B6’’ refers to a group
of naturally occurring pyridine deriva-
tives that include pyridoxine, pyridoxal,
pyridoxamine, and their phosphorylated
derivates. Vitamin B6 is essential for nor-
mal growth, development, and biological
function. Pyridoxal phosphate, generally,
is the active form of this vitamin and is a
cofactor for many enzymes involved with
the metabolism of amino acids and lipids.
In addition to a role in general metabolism,
its functions in the nervous and immune
systems are well documented.

7.2
Pyridoxal Phosphate–binding Proteins

Pyridoxal phosphate in plasma is bound
to albumin with high affinity and ex-
ists as a Schiff base. Virtually none of
the pyridoxal phosphate in plasma is di-
alyzable. This binding protects against
the renal glomerular filtration of pyri-
doxal phosphate. Pyridoxal is less tightly
bound to albumin than pyridoxal phos-
phate, hence is susceptible to glomerular
filtration. However, pyridoxal appearing
in the glomerular filtrate is reabsorbed.
The binding of pyridoxal phosphate to
albumin also protects it against hydroly-
sis by alkaline phosphatase. Liver is the
primary source of pyridoxal phosphate in

plasma, and possesses a unique transport
mechanism that possibly releases pyri-
doxal phosphate as an albumin complex.
The complex contains pyridoxal phosphate
and albumin in a molar ratio of 2 : 1. The
binding of pyridoxal to hemoglobin re-
sults in the accumulation of the vitamer in
the erythrocyte. This makes it possible for
pyridoxal as well to be a transport form of
vitamin B6. The role of protein binding in
the regulation of the liver cellular pyridoxal
phosphate has also been indicated. When
hepatic cytosol is dialyzed exhaustively,
about 50% of the pyridoxal phosphate is
still bound to proteins. This binding pro-
tects pyridoxal phosphate from hydrolysis
by the liver plasma membrane–associated
phosphatase activity. Thus, protein bind-
ing within cells as well as in plasma is
a significant modifier of the hydrolysis of
pyridoxal phosphate by phosphatase. It has
been proposed that the distribution of pyri-
doxal phosphate between protein-bound
and free forms within the cell, together
with the enzymatic hydrolysis of pyridoxal
phosphate, maintains the concentration of
this vitamer form. In liver cytosol, pyri-
doxal phosphate is found as five major
protein-bound forms.

Skeletal muscle is the major repository
of vitamin B6 in the body. About 60 to 90%
of the total vitamin B6 present in muscle
is associated with glycogen phosphory-
lase, an enzyme that comprises about
5% of the total soluble protein of mus-
cle. Pyridoxal phosphate is bound prin-
cipally to glycogen phosphorylase. Phos-
phorylase requires pyridoxal phosphate
for catalytic activity. Pyridoxal phosphate
binds to Lys-679 in rabbit muscle glycogen
phosphorylase with the 5′ phosphate ad-
jacent to the substrate-binding site. The
function of muscle phosphorylase as a
storage depot for pyridoxal phosphate
has been demonstrated by the effect of
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vitamin B6 deficiency on muscle phospho-
rylase activity.

7.3
Nuclear Pyridoxal Phosphate Binding

In rats fed on a diet adequate in vitamin
B6, the fraction of total pyridoxal phos-
phate found in the nuclei of liver cells was
21%, and this increased to 39% in rats fed
on a vitamin B6-deficient diet, indicating a
conservation of the vitamin in the nuclear
compartment. This is analogous to the dis-
tribution of biotin in biotin-replete and
biotin-deficient animals. Pyridoxal phos-
phate is the only significant form of
vitamin B6 found in the nucleus, and there
is one particularly prominent pyridoxal
phosphate–binding protein in the nucle-
oplasmic fraction of nuclear preparations
obtained from HTC cells. Results of anal-
ysis by sodium dodecyl sulfatelpolyacry-
lamide gel electrophoresis (SDS-PAGE)
indicate that this protein has an apparent
molecular mass of 50 to 55 kDa. The pres-
ence of pyridoxal phosphate in the nucleus
could be of physiological significance. It
is not known how the nucleus acquires
pyridoxal phosphate or whether the phos-
phorylation of pyridoxal takes place in the
nucleus, given the general assumption that
phosphorylated vitamin B6 vitamers do not
cross membranes of mammalian cells.

7.4
Function of Pyridoxal Phosphate in the
Nucleus

The function of the protein-bound pyri-
doxal phosphate in cell nucleus is of
much interest. Various reports indicate
that pyridoxal phosphate affects steroid
hormone activity by altering the interaction
of steroid receptor complexes with DNA,
chromatin, and nuclei. Rat hepatoma

cells when grown in presence of 5-mM
pyridoxine have a significantly reduced
glucocorticoid-dependent induction of ty-
rosine aminotransferase, and the enzyme
activity is increased when the cells are
grown in a medium deficient in pyridox-
ine. The addition of pyridoxal phosphate to
the medium containing mouse mammary
gland explants, however, results in a sig-
nificant decrease of both dexamethasone
binding to nuclear steroid receptor and
dexamethasone-stimulated casein mRNA
synthesis. The possibility that pyridoxal
phosphate might act as a modulator of
protein-DNA interaction was suggested.

The possibility that vitamin B6 might
regulate transcriptional activation by glu-
cocorticoid receptors as well as by other
members of the steroid hormone receptor
family has been investigated. Elevated vi-
tamin B6 concentrations suppressed tran-
scription mediated through glucocorticoid
receptor. Conversely, such transcription
was enhanced in mild vitamin B6 defi-
ciency. Under these conditions, the levels
of hormone-independent constitutive gene
expression were not affected. It was also
shown that transcriptional activities me-
diated by androgen, progesterone, and
estrogen were reduced by elevated vitamin
B6 levels and enhanced under conditions
of vitamin deficiency. The glucocorticoid-
induced expressions of cytosolic aspartate
aminotransferase and cystathionase genes
are modulated by pyridoxal phosphate.
Gene expression is inhibited by pyridoxal
phosphate, whereas it is enhanced in livers
from pyridoxine-deficient rats.

The level of steroid-induced gene expres-
sion from simple promoters containing
only hormone response elements and
a TATA sequence was not affected by
changes in the vitamin B6 status. How-
ever, the modulatory influence of vitamin
B6 status was restored when a binding site
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for a transcription factor, nuclear factor
(NFl), was included within the hormone re-
sponsive promoter. These results suggest
that vitamin B6 modulates steroid hor-
mone–mediated gene expression through
its influence on a functional interaction be-
tween the steroid hormone receptors and
the transcription factor NFI. Thus, the vi-
tamin B6 status of the cells introduces
an additional level of cell-specific control
over the regulation of gene expression by
steroid hormones.

See also Medicinal Chemistry; Re-
ceptor Biochemistry; Regulation of
Stem Cell; Vitamins, Structure and
Function of.
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Keywords

Apoenzyme
A protein moiety of an enzyme that requires a coenzyme.

Avitaminosis
A disease condition, described as a deficiency syndrome, resulting from the lack of
a vitamin.

Coenzyme
An organic molecule, generally derived from a vitamin that functions catalytically in an
enzyme system.

Cofactor
A natural reactant, usually either a metal ion or coenzyme, required in an
enzyme-catalyzed reaction.

Holoenzyme
A catalytically active enzyme constituted by coenzyme bound to apoenzyme.

Hypervitaminosis
An unhealthy condition resulting from excess of a vitamin.

Hypovitaminosis
An unhealthy condition resulting from too little of a vitamin; interchangeable with
avitaminosis.

� A vitamin is an organic compound that occurs as a natural component of
foods and must be supplied exogenously in small amounts to maintain growth,
health, and reproduction of an organism. Hence, a vitamin is essential because
it cannot be made in the organism that requires it; yet it functions, usually after
metabolic alteration, in indispensable ways. Since only small quantities, usually
microgram to milligram amounts per human adult per day, are required to avoid
a deficiency disease, vitamins are classified as micronutrients along with the trace
elements.
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1
Classification

1.1
Discovery

Symptoms of diseases that were likely the
result of insufficient dietary intake of one
or more vitamins are described in early
writings. For example, signs of beri-beri
(lack of thiamine) are described in the
ancient Chinese herbals (ca. 2600 B.C.),
and the Eber papyrus (ca. 1150 B.C.) gives
the signs of scurvy (lack of vitamin C). That
diet could influence such diseases was also
suspected in early writings from ancient
Greek, Roman, and Arab physicians, who
recognized that ingestion of liver would
both prevent and cure night blindness,
which we know today to be an early
symptom of hypovitaminosis A. Such
empirical relationships set the stage for the
experimental phase of vitamin discovery
that became scientifically based around
the beginning of this century.

1.2
Nomenclature

The historical manner in which vitamins
have been named was first based on capital
Arabic letters (A, B, C, etc.). When it was
realized that some vitamins (e.g. B) were
mixtures more complex than initially per-
ceived, subscript numbers were added to
the individually isolated compounds (e.g.
vitamins B1, B2). In some instances, sub-
scripts were used as it became evident that
members of a group are functionally sim-
ilar but differ in one or more particulars
of structure [e.g. vitamin A, which is re-
quired for vision, exists as A1 (retinol) and
A2 (3-dehydroretinol)]. Common chemical
names, which are receiving greater usage,

give a better indication of the types of com-
pound involved. In some cases, these have
replaced the earlier alphanumeric designa-
tions. Thus vitamin H is now called biotin,
and vitamin B3 is known as niacin. The
common names often reflect the presence
of a specific atom (e.g. thiamine denotes
sulfur). Chemically functional groups are
also indicated (e.g. pyridoxamine with the
amine function). Even larger portions of
the molecular structure can be reflected
(e.g. riboflavin with a ribityl chain). Parts
of some names reflect a biofunctional
property as with cholecalciferol, which is
an alcohol that carries calcium, or re-
flect a source/location, as in phylloquinone
from plants.

2
Individual Vitamins

2.1
Fat-soluble Cases

The relative solubilities of vitamins con-
tinue to provide a generally useful division.
Members of the fat-soluble group (i.e. A, D,
E, K) are more soluble in organic solvents,
which also relates generally to their fatlike
absorption, transport, and storage. Hence,
they are rather well retained in the body
and in some cases become toxic at high
dosage. Table 1 lists the fat-soluble vita-
mins required by humans and many an-
imals. Aspects of chemistry, metabolism,
and function of individual groups are con-
sidered in Sects. 2.1.1 through 2.1.4.

2.1.1 Vitamin A
The structure of retinol (A1) as one
form of vitamin A is shown in Fig. 1.
3-Dehydroretinol (A2) has an additional
double bond between carbons 3 and 4.
These alcohol compounds are yellowish
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b-carotene (provitamin A)

Fig. 1 Vitaminic forms of A1, A2, and carotene.

oils or low-melting solids that are prac-
tically insoluble in water but soluble in
organic solvents and mineral oil. Vitamin
A is sensitive to oxygen and ultraviolet
light. Vitamin A1 predominates, especially
as long-chain fatty acid esters, in the
liver of mammals and saltwater fish (e.g.
cod), whereas the biologically less active
vitamin A2 is found in freshwater fish
oils. Higher animals are unable to syn-
thesize the β-ionone-type ring structure,
but can derive the aldehyde retinal from
provitamin carotenes and cryptoxanthin of
plants. Retinal is then reversibly reduced
to retinol. Retinoic acid is the irreversible
oxidation product from retinal.

The structure for the most common and
effective provitamin A, β-carotene, is also
given in Fig. 1. The other carotenes yield
less vitamin A1 activity. Such carotenoid
compounds, which constitute the yellow-
to-orange pigments of most vegetables and
fruits, vary considerably in their availability
to the human; they often constitute the
main dietary source of what ultimately
becomes vitamin A.

The emulsification to micelles of forms
of vitamin A and provitamin A by bile salts
enhances their uptake by mucosal cells of
the small intestine. Absorbed free retinol

is reesterified with long-chain fatty acids
within the cell. Retinyl esters in association
with chylomicrons then pass via the
lymphatic system to the liver and are stored
in a lipoglycoprotein complex. Retinol
associated with plasma retinol–building
protein is released from hepatocytes to
form, with circulating prealbumin, a
molecular aggregate of sufficient size to
avoid loss through glomerular filtration.

The best-understood physiological func-
tion of vitamin A is its participation
as retinal in vision. Retinol and retinal
are involved in a reversible cycle with
opsin and rhodopsin, resulting in optic
nerve transmission. Other broader func-
tions of vitamin A occur in reproduction
and growth. Systemic effects of an opti-
mal level of vitamin A are the stabilization
of cellular and intracellular membranes,
maintenance of the integrity of epithe-
lial tissue, and synthesis of glycoproteins.
Retinoic acid also functions in the cell
development and differentiation.

2.1.2 Vitamin D
The two forms of vitamin D, ergocalciferol
(D2) and cholecalciferol (D3), are steroid-
derived compounds. D2 does not occur
naturally but is produced by ultraviolet
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R = for D2 series, for D3 series.

HO

R

12 17

3

1 5
10 8

6

1

3 5

R R

∆

HO D2, D3

5

3 1
Pre D2, Pre D3Ergosterol (pro D2),

7-Dehydrocholesterol (pro D3)

Fig. 2 Provitamins, previtamins, and vitamins D2, and D3.

irradiation of ergosterol, which occurs in
molds, yeast, and higher plants. Vitamin
D3 in our bodies derives from irradiation of
provitamin 7-dehydrocholesterol in skin.
As shown by structures in Fig. 2, the
only chemical difference between the
two vitamin and provitamin forms is
in the side chain. There are at least
10 compounds known to yield vitamin
D–active compounds upon irradiation.
Vitamin D forms white, odorless crystals
that are soluble in fats and organic
solvents. It is generally stable to heat,
alkalies, acids, and oxidation.

The extent to which ultraviolet
irradiation of 7-dehydrocholesterol in
skin provides vitamin D3 varies with
seasonal changes in sunlight, amount
of clothes worn, degree of skin
pigmentation, and other factors. The
availability and consumption of such
vitamin D3 –containing foods as fatty fish,
eggs, liver, and butter also varies. Hence,
widespread fortification of food has been
adopted to ensure an adequate supply.
Because dairy foods in the United States
supply about 75% of dietary calcium in
a calcium/phosphorus ratio near-optimal
for bone growth, milk, and infant formulas

are desirable vehicles for vitamin D
fortification. Though a poor source of
vitamin D, milk that is now marketed
contains 10 g (400 IU) of added vitamin
D per quart.

Vitamin D is efficiently absorbed from
the gastrointestinal tract unless there is fat
malabsorption due to lack of bile salts,
pancreatic insufficiency, or a defect of
intestinal mucosal function. When ab-
sorbed, the vitamin is bound directly to
chylomicrons. Much of the vitamin ini-
tially supplied to the liver is hydroxylated at
the terminal side chain position to yield 25-
hydroxy-D. This 25-hydroxycholecalciferol,
which represents the major metabolite
of D3 in plasma, circulates by being
bound to a vitamin D–binding α-globulin
having a molecular weight (MW) of ap-
proximately 52 000. In kidneys, a second
hydroxylation occurs at the 1α-position.
This change is regulated by vitamin D
status and by calcium/phosphate levels,
which are controlled by parathormone
(PTH) and calcitonin.

The 1α, 25-dihydroxycholecalciferol for-
med in the kidney complexes with the
vitamin D–binding protein for transfer
via blood to target tissues (e.g. small
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intestine, bone). In the intestinal mucosal
cell, the hormonally active dihydroxy-D
mediates synthesis of a specific calcium-
binding protein.

2.1.3 Vitamin E
The form of vitamin E that is biologically
most active, and on which units are based,
is D-α-tocopherol. There are eight related
natural compounds in this vitaminic
group, which is biosynthesized in plants
and is especially abundant in vegetable
oils. Structures are shown in Fig. 3. These
compounds are soluble in fat solvents
and insoluble in water, stable in acid
and heat in the absence of oxygen, but
labile to oxygen in alkaline solutions and
to ultraviolet light.

Vitamin E is absorbed from the small
intestine in the presence of bile. Most toco-
pherol enters the bloodstream via lymph,
where the tocopherol is associated with
chylomicrons and very low-density lipopro-
teins. The vitamin is stored in most tissues,
with the largest amount stored in adipose
tissue. Rapid exchange of tocopherol oc-
curs between the erythrocyte membranes
and plasma lipoproteins. When physiologi-
cal amounts are administered, only a small
fraction of the dose appears in urine.

The best-defined role of vitamin E is as
an antioxidant for unsaturated fatty acyl

moieties of lipids within membranes. Ox-
idative damage to polyunsaturated fatty
acyl parts of phospholipids membrane can
occur as a result of hydrogen peroxide
production by flavoprotein oxidases. Con-
current free radical damage can ensue.

2.1.4 Vitamin K
Compounds in the vitamin K series,
shown in Fig. 4, are the phylloquinones
(K1 type) synthesized in plants and the
menaquinones (K2 type) of bacterial ori-
gin. Several synthetic analogs and deriva-
tives have been used; most relate to or
derive from menadione (K3), which lacks a
side-chain substituent at position 3. The K
vitamins are insoluble in water but dis-
solve in organic fat solvents. They are
destroyed by alkaline solutions and re-
ducing agents and are also sensitive to
ultraviolet light.

The absorption of natural vitamin K
from the small intestine is facilitated by
bile. Vitamins K1 and K2 are bound to chy-
lomicrons for transport from mucosal cells
to the liver. Menadione (K3) is more rapidly
and completely absorbed. Vitamin K in the
bloodstream is associated with circulating
β-lipoproteins for transport. Whereas only
traces of urinary metabolites of vitamins
K1 and K2 appear in urine, a considerable

R′
3′ 7′ 11′

3′ 7′ 11′

R =

R′′

HO

CH3

CH3

CH3

CH3 CH3 CH3

CH3

CH3 CH3

CH3

O R

for tocopherols

for tocotrienolsR′, R′′ = CH3, CH3 for α
CH3, H for β
H, CH3 for γ
H, H for δ

Fig. 3 Vitaminic forms of E.
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Fig. 4 Vitaminic forms of K.

portion of vitamin K3 (menadione hydro-
quinone) is conjugated to β-glucuronide
and sulfate esters, which are excreted.

Initially, vitamin K was recognized
as a dietary antihemorrhagic factor. It
has been found to be necessary for
liver syntheses of plasma-clotting factors
II (prothrombin), VII (proconvertin), IX
(plasma thromboplastin component), and
X (Stuart factor). It is now known that
reduced K (hydroquinone) participates in
the oxygen-dependent incorporation of
CO2 into the specific L-glutamyl residues
of prothrombin and other plasma proteins.
The formation of bone Gla protein (γ -
carboxylglutamyl proteins) or osteocalcin,
the possible regulators of mineralization,
also depends on vitamin K.

Bis-4-hydroxycoumarin (dicumarol), the
anticlotting compound from spoiled sweet
clover, and synthetic 4-hydroxycoumarins
such as warfarin, act as anticoagulants
by interfering with the conversion of
provitamin K to the functional hydro-
quinone. Hence, 4-hydroxy-coumarins are
able to suppress the formation of pro-
thrombin and other vitamin K–dependent
Ca2-binding proteins.

2.2
Water-soluble Cases

Vitamin C and the vitamins in the
B-complex group are water soluble and as

such share the fate of other solutes that are
more compatible with an aqueous, physio-
logical medium. Characteristics include a
lesser tendency to be retained for long time
in the body and a greater loss by way of
urinary excretion. Table 2 lists the water-
soluble vitamins required by the human
and many plants and animals.

The eight vitamin groups that comprise
the B-complex function after metabolic
conversions to coenzymes, which are in-
volved in holoenzymic systems, are also
responsible for catalyzing numerous re-
actions. In the case of vitamin C, a
cosubstrate-like function is seen with its
oxidation coupled to certain hydroxyla-
tions. Aspects of chemistry, metabolism,
and function of individual groups are con-
sidered in Sects. 2.2.1 through 2.2.9.

2.2.1 Thiamine
Thiamine (vitamin B1) is a pyrimidyl-
substituted thiazole (Fig. 5). The principal,
if not the sole, coenzyme form
is the pyrophosphate ester (TPP).
Monophosphate and triphosphate esters
occur naturally. Small amounts of
thiamine and its phosphates are present in
most plant and animal tissues, but more
abundant sources are unrefined cereal
grains, liver, heart, kidney, and lean cuts
of pork. Thiamine is somewhat heat labile,
particularly in alkaline solutions.



Vitamins, Structure and Function of 543

Ta
b.

2
W

at
er

-s
ol

ub
le

vi
ta

m
in

s.

G
ro

up
/V

it
am

er
s

A
du

lt
R

D
A

a
D

ie
ta

ry
so

ur
ce

s
Ph

ys
io

lo
gi

c
ro

le
s

D
efi

ci
en

cy

B
1
:T

hi
am

in
e

1.
1

–
1.

2
m

g
Po

rk
,o

rg
an

m
ea

t,
w

ho
le

gr
ai

ns
,l

eg
um

es
C

oe
nz

ym
e

fu
nc

tio
ns

in
m

et
ab

ol
is

m
of

ca
rb

o-
hy

dr
at

es
an

d
br

an
ch

ed
-

ch
ai

n
am

in
o

ac
id

s

B
er

i-b
er

i,
po

ly
ne

ur
iti

s,
W

er
ni

ck
e–

K
or

sa
ko

ff
sy

nd
ro

m
e

B
2
:R

ib
ofl

av
in

1.
1

–
1.

3
m

g
M

ilk
an

d
da

ir
y

pr
od

uc
ts

,
m

ea
t,

gr
ee

n
ve

ge
ta

bl
es

C
oe

nz
ym

e
fu

nc
tio

ns
in

nu
m

er
ou

s
re

do
x

re
ac

tio
ns

C
he

ilo
si

s,
an

gu
la

r
st

om
at

iti
s,

de
rm

at
iti

s

N
ia

ci
n

N
ic

ot
in

ic
ac

id
N

ic
ot

in
am

id
e

14
–

16
m

g
as

ni
ac

in
eq

ui
va

le
nt

s
Li

ve
r,

le
an

m
ea

t,
gr

ai
ns

,
le

gu
m

es
;c

an
be

fo
rm

ed
fr

om
tr

yp
to

ph
an

C
os

ub
st

ra
te

s/
co

en
zy

m
es

fo
r

H
-t

ra
ns

fe
r

w
ith

nu
m

er
ou

s
de

hy
dr

og
en

as
es

Pe
lla

gr
a

w
ith

di
ar

rh
ea

,
de

rm
at

iti
s,

an
d

de
m

en
tia

B
6

Py
ri

do
xi

ne
Py

ri
do

xa
m

in
e

Py
ri

do
xa

l

1.
3

m
g

M
ea

t,
ve

ge
ta

bl
es

,w
ho

le
-

gr
ai

n
ce

re
al

s
C

oe
nz

ym
e

fu
nc

tio
ns

in
m

et
ab

ol
is

m
of

am
in

o
ac

id
s,

gl
yc

og
en

,a
nd

sp
hi

ng
oi

d
ba

se
s

N
as

ol
at

er
al

se
bo

rr
he

a,
gl

os
si

tis
,p

er
ip

he
ra

l
ne

ur
op

at
hy

(e
pi

le
pt

ifo
rm

co
nv

ul
si

on
s

in
in

fa
nt

s)
Fo

la
ci

n
Fo

lic
ac

id
Fo

ly
l

po
ly

gl
ut

am
at

es

40
0

µg
Li

ve
r,

ye
as

t,
le

af
y

ve
ge

ta
bl

es
,l

eg
um

es
,

w
ho

le
-w

he
at

pr
od

uc
ts

C
oe

nz
ym

e
fu

nc
tio

ns
in

si
ng

le
-c

ar
bo

n
tr

an
sf

er
s

in
m

et
ab

ol
is

m
of

nu
cl

ei
c

an
d

am
in

o
ac

id
s

M
eg

al
ob

la
st

ic
an

em
ia

,
m

en
ta

ld
is

or
de

r,
ga

st
ro

in
te

st
in

al
di

st
ur

ba
nc

es
,g

lo
ss

iti
s,

pa
llo

r
B

12
:C

ya
no

co
ba

la
m

in
2.

4
µg

M
ea

t,
eg

gs
,d

ai
ry

pr
od

uc
ts

(n
ot

in
pl

an
tf

oo
ds

)
C

oe
nz

ym
e

fu
nc

tio
ns

in
m

et
ab

ol
is

m
of

od
d-

nu
m

be
r

fa
tt

y
ac

id
s

an
d

m
et

hy
lt

ra
ns

fe
rs

Pe
rn

ic
io

us
an

em
ia

,
ne

ur
ol

og
ic

al
di

so
rd

er
s,

pa
llo

r

B
io

tin
60

–
10

0
µg

(r
an

ge
s

re
co

m
m

en
de

d)
Li

ve
r,

ye
as

t,
eg

g,
yo

lk
,s

oy
flo

ur
,c

er
ea

ls
C

oe
nz

ym
e

fu
nc

tio
ns

in
bi

ca
rb

on
at

e-
de

pe
n-

de
nt

ca
rb

ox
yl

at
io

ns

Fa
tig

ue
,d

ep
re

ss
io

n,
na

us
ea

,d
er

m
at

iti
s,

m
us

cu
la

r
pa

in
s

(c
on

tin
ue

d
ov

er
le

af
)



544 Vitamins, Structure and Function of

Ta
b.

2
(C

on
tin

ue
d)

G
ro

up
/v

it
am

er
s

A
du

lt
R

D
A

a
D

ie
ta

ry
so

ur
ce

s
Ph

ys
io

lo
gi

c
ro

le
s

D
efi

ci
en

cy

Pa
nt

ot
he

ni
c

ac
id

30
m

g
(a

de
qu

at
e

in
ta

ke
)

A
ni

m
al

tis
su

es
,

w
ho

le
-g

ra
in

ce
re

al
s,

le
gu

m
es

;w
id

el
y

di
st

ri
bu

te
d

C
on

st
itu

en
to

fC
oA

an
d

ph
os

ph
op

an
te

th
ei

ne
in

vo
lv

ed
in

fa
tt

y
ac

id
m

et
ab

ol
is

m

Fa
tig

ue
,s

le
ep

di
st

ur
ba

nc
es

,i
m

pa
ir

ed
co

or
di

na
tio

n,
na

us
ea

C
L-

as
co

rb
ic

ac
id

D
eh

yd
ro

as
co

rb
ic

ac
id

5
m

g
(a

de
qu

at
e

in
ta

ke
)

V
eg

et
ab

le
s

an
d

fr
ui

ts
,

es
pe

ci
al

ly
br

oc
co

li
an

d
ci

tr
us

Fo
rm

at
io

n
of

co
lla

ge
n

an
d

ca
rn

iti
ne

;
im

po
rt

an
ta

s
an

tio
xi

da
nt

Sc
ur

vy
w

ith
pe

te
ch

ia
e,

ec
ch

y
m

os
es

,p
er

i-
fo

lli
cu

la
r

he
m

or
rh

ag
e,

sp
on

gy
an

d
bl

ee
di

ng
gu

m
s

a Th
e

lo
w

er
ra

ng
e

is
fo

r
w

om
en

,b
ut

ne
ed

s
ar

e
m

od
es

tly
hi

gh
er

in
pr

eg
na

nc
y

or
la

ct
at

io
n.



Vitamins, Structure and Function of 545

Fig. 5 Structure and ring
numbering for thiamine.
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Thiamine is readily absorbed in the
small intestine by an active transport pro-
cess when intake is less than 5 mg/day; at
higher levels of intake, passive diffusion
increasingly contributes to absorption.
Phosphorylation takes place in the jejunal
mucosa to yield thiamine pyrophosphate.
Thiamine is carried by the portal blood to
the liver. The free vitamin occurs in the
plasma, but the coenzyme, TPP, predom-
inates in the cellular components. About
half the body stores are found in skeletal
muscles, with much of the remainder in
heart, liver, kidneys, and nervous tissue,
including brain. Thiamine, as well as sev-
eral of its catabolites, is excreted into the
urine by the renal tubules.

As thiamine deficiency develops, there is
a rather rapid loss of the vitamin from all
tissues except the brain. The decrease of
TPP in the erythrocytes roughly parallels
the decrease of this coenzyme in other
tissues. During this time, the thiamine
in urine falls to near zero; the urinary
metabolites remain high for some time
before decreasing.

TPP functioning as the Mg(II)-coordi-
nated coenzyme for the so-called ac-
tive aldehyde transfers in the oxidative

decarboxylation of α-keto acids, and the
formation of α-ketols (ketoses) catalyzed
by transketolase.

2.2.2 Riboflavin
Riboflavin (vitamin B2) is a ribityl-
substituted isoalloxazine (Fig. 6). This vi-
tamin and its natural derivatives are yellow
fluorescent compounds that are widely dis-
tributed throughout the plant and animal
kingdoms. Principal among these flavins
are the coenzymes, flavin mononucleotide
(FMN) and flavin adenine dinucleotide
(FAD). Such coenzyme forms are rich
sources of the vitamin in liver, kidney,
and heart. Many vegetables are also good
sources, but cereals are rather low in flavin
content. Raw milk is a good source of
the vitamin, but considerable loss can
occur from exposure to light during pas-
teurization and bottling, or as a result of
irradiation to increase the vitamin D con-
tent. Flavins are stable to heat but are
decomposed by light.

The process by which riboflavin and
lesser amounts of natural derivatives
are released by digestion of complexes
with food proteins involves hydrolysis of
coenzyme forms of the vitamin (mainly

Fig. 6 Structure and
numbering for riboflavin.
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Fig. 7 Natural forms of
vitamin B6.

FAD; less FMN) as a consequence of gas-
tric acidification. The vitamin is primarily
absorbed in the proximal small intestine by
a saturable transport system that is rapid
and proportional to intake before leveling
off at higher doses. Bile salts appear to fa-
cilitate the uptake. Much of the riboflavin
circulating in blood plasma is loosely as-
sociated with albumin; lesser amounts
complex with other proteins. One subfrac-
tion of immunoglobulin G (IgG) avidly
binds a small portion of the total flavin
in blood. Conversion of riboflavin to the
coenzymes FMN and FAD occurs within
the cell cytoplasm of most tissues, but par-
ticularly in the small intestine, liver, heart,
and kidneys. Thyroxine and triiodothyro-
nine stimulate FMN and FAD synthesis in
mammalian systems. FAD is the predom-
inant flavocoenzyme present in tissues,
where it is mainly complexed with nu-
merous flavoprotein dehydrogenases and
oxidases. Since there is little storage of
riboflavin as such, the urinary excretion
reflects dietary intake.

In bound coenzymatic form, riboflavin
participates in oxidation–reduction reac-
tions in numerous metabolic pathways and
in energy production via the respiratory
chain. Flavins serve as redox carriers upon
differential binding to proteins, participat-
ing, as well, in both one- and two-electron
transfers. In reduced (1,5-dihydro) form,
flavins react rapidly with oxygen.

2.2.3 Vitamin B6
The three natural members of the vi-
tamin B6 group – pyridoxine (pyridoxol),
pyridoxamine, and pyridoxal – are all

2-methyl-3-hydroxy-5-hydroxymethyl pyri-
dines, as shown in Fig. 7. Both pyridoxa-
mine-5′-phosphate and pyridoxal-5′-phos-
phate (PLP) interconvert as coenzyme
forms during reactions catalyzed by
aminotransferases (transaminases). Vita-
min B6 is widely distributed in animal and
plant tissues, where the phosphorylated
forms, and particularly PLP, predominate.
Meats, poultry, and fish are good sources,
as are yeast, certain seeds, and bran; some-
what more limited sources are milk, eggs,
and green leafy vegetables. The common
commercial form of the vitamin is pyri-
doxine hydrochloride, which is a water
soluble, white, and crystalline solid. Solu-
tions of the B6 vitamins are decomposed
by light, especially in the UV region, at
neutral to alkaline pH. There is significant
loss of PLP during the thermal processing
of foods.

The three B6 vitamers are readily
absorbed by the mucosal cells. PLP binds
for catalytic function with numerous
specific apoenzymes throughout the cell.
The erythrocytes, in addition, trap PLP as
a conjugate Schiff base with hemoglobin.
Glycogen phosphorylase contains most of
the PLP in skeletal muscle.

Free vitamin is released when the phos-
phates are hydrolyzed by the nonspecific
alkaline phosphatase located on the plasma
membrane of cells or when pyridoxine-
5′-β-D-Glucoside is hydrolyzed by the
nonspecific glucosidase within the cells.
The vitamin released from animal-derived
foods is mainly pyridoxal; from plants,
pyridoxine is preponderant. Some PLP is
also released into the circulation by the
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liver. Although PLP is the principal tissue
form of vitamin B6 and pyridoxal con-
stitutes much of the circulating vitamin,
the main catabolite excreted in urine is
4-pyridoxic acid.

As coenzyme PLP, vitamin B6 func-
tions in the metabolism of proteins,
carbohydrates, lipids, and amino acids.
PLP coenzyme-dependent reactions in-
clude formation of amines such as
epinephrine and norepinephrine, forma-
tion of aminolevulinate in heme synthesis,
and phosphorolysis of the α-1,4-linkages
of glycogen.

2.2.4 Niacin and Niacinamide
Though the term niacin is chemically
synonymous with the nicotinic (pyridine-
3-carboxylic) acid, it is now used as the
generic name for the specific compound
as well as for the derivatives exhibit-
ing qualitatively the biological activity of
niacinamide (nicotinamide, nicotinic acid
amide). Thus, niacin activity and niacin
deficiency carry this broader meaning in
nutritional literature. Figure 8 gives the
structures of both vitamers.

The coenzymes nicotinamide adenine
dinucleotide (NAD) (NAD; diphospho-
pyridine nucleotide (DPN)) and nicoti-
namide adenine dinucleotide phosphate
(NADP) (NADP; triphosphopyridine nu-
cleotide TPN) represent most of the niacin
activity found in food sources that include
yeast, lean meats, liver, and poultry. Milk,
canned salmon, and several leafy green
vegetables have lesser amounts. Protein
provides a considerable portion of niacin

equivalent because of the tryptophan
content. As much as two-thirds of niacin
required by adults can be derived from
tryptophan metabolism via nicotinic acid
ribonucleotide to NAD and NADP. Free
forms of the vitamin are white, stable
solids that are quite soluble in water. The
oxidized coenzymes are labile to alkali,
whereas the reduced (dihydro) coenzymes
are labile to acid. Reduction of the oxidized
coenzymes commonly occurs by the addi-
tion of a hydride ion to the para (4) position
of the nicotinamide ring, with the simul-
taneous formation of a solvated proton.
NADH and NADPH (but not NAD and
NADP) absorb light in the near-ultraviolet
region (339 nm).

The coenzymes are hydrolyzed in the
intestinal tract, and both the acid and
amide forms of the vitamin are readily
absorbed. Nicotinic acid and nicotinamide
are both present in the blood and move be-
tween blood and cerebrospinal fluid. Both
compounds are converted to the coenzyme
forms in blood cells, kidneys, brain, and
liver. In the tissues, most of the vita-
min is present as nicotinamide in NAD
and NADP, although liver may contain
a significant fraction of the free vitamin.
There is little storage of niacin as such.
Although nicotinamide can be converted
to nicotinic acid by a rather widespread
microsomal deamidase, there is no direct
reamidation of nicotinic acid. Humans ex-
crete 1-methylnicotinamide and 1-methyl-
3-carboxamido-6-pyridone, which are pri-
mary urinary metabolites.

There are hundreds of enzymes that
require the nicotinamide moiety within

Fig. 8 Structures for niacin
and niacinamide.
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either NAD or NADP. Most of these oxi-
doreductases function as dehydrogenases
and catalyze such diverse reactions as the
conversion of alcohols (often sugars and
polyols) to aldehydes or ketones, hemiac-
etals to lactones, aldehydes to acids, and
certain amino acids to keto acids. Gen-
erally, most NAD-dependent enzymes are
involved in catabolic reactions, whereas
NADP systems are more common to
biosynthetic reactions.

2.2.5 Folacin
Folacin is the term covering both folic acid
(pteroyl monoglutamate) and its natural
polyglutamyl forms. The structure of
the unconjugated acid, given in Fig. 9,
comprises a pterin linked through a p-
aminobenzoyl residue to the glutamate
terminus. Reduction proceeds through the
7,8-dihydro to the 5,6,7,8-tetrahydro level
before coenzymic activity is generated.
Green leafy vegetables (e.g. spinach) are
excellent sources of the vitamin.

Folacin is digested in the upper small
intestine by cleavage of excess glutamyl
residues by conjugases: Substances that hy-
drolyze the predominant coenzymic forms
present in foods to liberate the free folate,
which is then absorbed. Folate-binding

proteins occur in plasma. In tissues, folate
is reduced by the NADPH-dependent di-
hydrofolate reductase to tetrahydrofolate,
which is then polyglutamylated by an ATP-
dependent synthetase.

Coenzymic cycling is generally at the
tetrahydro level for one-carbon-transfer re-
actions, though an oxidation–reduction
shift from the tetrahydro to dihydro occurs
with thymidylate synthetase. In this case,
the transfer of a methylene function from
5,10-methylene tetrahydrofolyl coenzyme
to deoxyuridylate involves its reduction to
a methyl on the thymidylate product con-
comitant to oxidation of the pterin portion
to generate the dihydrofolyl coenzyme that
must be recycled. Other important roles of
tetrahydrofolyl (THF) coenzymes relating
to biosynthesis of nucleic acid precur-
sors include the transformylase-catalyzed
conversions of glycinamide ribonucleotide
to the N-formyl compound with the
participation of 5,10-methenyl-THF, and
5-aminoimidazole-4-carboxamide ribonu-
cleotide to the 5-formamido compound
with the participation of 10-formyl-THF.

With respect to amino acid metabolism,
enzyme systems include the hydroxyme-
thyltransferase-catalyzed conversion of
serine with THF to glycine and
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Fig. 9 Structure with numbering for folic acid.
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5,10-methylene-THF, the formiminotrans-
ferase reaction with formiminoglutamate
and THF to yield glutamate plus 5-
formimino-THF, and the biosynthesis of
methionine from homocysteine plus 5-
methyl-THF to regenerate THF.

2.2.6 Vitamin B12

The commercial form of vitamin B12 is
cyanocobalamin, shown in Fig. 10, but the
tissue-predominate B12 has water or the
hydroxyl ion in place of the coordinate
cyanide. Primary structural features in-
clude a central cobinamide with a corrin
ring system and an affixed dimethylben-
zimidazole nucleotide with coordination
of this nitrogen base to the corrin cobalt.
The cobalamins are photolabile and also
unstable at extremes of pH. Cyanocobal-
amin exhibits a distinctive absorption

spectrum with a long wavelength maxi-
mum at 550 nm for the reddish aqueous
solutions. Best food sources are meats and
dairy products; higher plants, which can-
not synthesize this vitamin, provide little
or none. Hence, true vegetarians are at risk
for deficiency.

Upon ingestion, vitamin B12 (extrinsic
factor) forms a complex with a glycoprotein
called intrinsic factor that is absorbed in
the distal ileum. Additional B12-binding
proteins (transcobalamins, R proteins)
help vector the vitamin through plasma
and into cells. For conversion to functional
coenzymes, the aquocobalamin (B12a) is
reduced through the radical (B12r) to
the Co(I) reactive B12s that can react
with ATP to add the 5′-deoxyadenosyl
moiety of coenzyme B12 in a transferase-
catalyzed step or with methyl-THF to form
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methyl B12 that participates in methionine
biosynthesis.

Besides the essential function of
B12 in formation of methionine in
mammals including the human, the
coenzyme form is required for the
methylmalonyl–coenzyme A mutase
that routes L-methylmalonyl–CoA to
succinyl–CoA and the Krebs cycle.
More broadly in other organisms, B12

coenzymes function in ribonucleotide
reductase, diol dehydratase, ethanolamine
ammonia lyase, L-β-lysine mutase,
glutamate mutase, and so on. In some
cases (e.g. the adenylcobamide coenzyme
used in a bacterial glutamate mutase), the
N base that is a dimethyl-benzimidazole in
the Co-B12 in our bodies is replaced by a
different N base.

2.2.7 Biotin
Biotin (vitamin H) is a fused biocyclic
system. In most organisms, this vitamin,
shown in Fig. 11, occurs mainly bound
to protein. Good sources of biotin in-
clude liver, kidney, pancreas, eggs, yeast,
and milk.

Digestion of dietary proteins containing
bound biotin yields considerable biocytin
(ε-N-biotinyl lysine). Biocytin and biotin
are readily absorbed. Biotinidase releases
biotin from biocytin. Biotin is cleared
from the circulating blood and is taken
up by such tissues as liver, muscle, and
kidney. Careful balance studies show that

in humans, the urinary excretion of biotin
often exceeds dietary intake and fecal
excretion is always more than dietary
intake because of microfloral biosynthesis.
For the average adult, total body content of
biotin is perhaps only 1 mg.

Four biotin-dependent enzymes have
been found in human tissues. They are car-
boxylases for acetyl–CoA, propionyl–CoA,
methylcrotonyl–CoA, and pyruvate.

2.2.8 Pantothenic Acid
Pantothenic acid is the amide formed
from pantoic acid and alanine, as shown
in Fig. 12. This vitamin is ubiquitous
in nature and is synthesized by most
microorganisms and plants. The vitamin
is an integral part of a covalently attached
prosthetic group of acyl carrier proteins
and is within the structure of coenzyme
A. The vitamin is widely distributed in
foods and is particularly abundant in
animal sources, legumes, and whole-grain
cereals. Excellent food sources include egg
yolk, kidney, liver, and yeast. Fair sources
include broccoli, lean beef, skimmed milk,
sweet potatoes, and molasses. More than
half the pantothenate in wheat may be lost
during the manufacture of flour, and up to
a third is lost during the cooking of meat.
The most common commercial synthetic
form is the calcium salt.

Coenzyme A, the form in which much
of the pantothenic acid is ingested, is
hydrolyzed by intestinal pyrophosphatase
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Fig. 12 Structure of
pantothenic acid. HOCH2
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and phosphatase to pantetheine, which to-
gether with pantothenate is absorbed into
the portal circulation. Within cells, resyn-
thesis of coenzyme compounds occurs.
About 80% of the vitamin in animal tis-
sues is in CoA form. Cleavage enzymes
operate during turnover and release of the
vitamin that is excreted in the urine. Only
a small fraction of pantothenate is secreted
in milk, and even less into colostrum.

The myriad acyl thiol esters of CoA, of
which pantothenic acid is a constituent,
are central to the metabolism of numer-
ous compounds (especially lipids) and the
ultimate catabolic disposition of carbohy-
drates and ketogenic amino acids. For
example, acetyl–CoA, which derives from
the metabolism of carbohydrates, fats, and
amino acids, can acetylate compounds
such as choline and hexosamines to pro-
duce essential biochemicals; it can also
condense with other metabolites such as
oxaloacetate or with itself to supply cit-
rate and cholesterol, respectively. Another
essential role of pantothenic acid is its
participation in the 4′-phosphopantetheine
moiety of acyl carrier protein (ACP), where
it facilitates chain elongation during fatty
acid biosynthesis. Although the reactive
thiol function of CoA and ACP is not an

integral part of pantothenate, the steric and
chemical properties conferred by the vita-
min structure are important for enzymic
recognition.

2.2.9 Vitamin C
Vitamin C (L-ascorbic acid) is a white, crys-
talline solid that is readily soluble in water.
Ascorbic acid is a relatively strong reduc-
tant with an E0 (pH 7) of 0.58 V. Ascorbic
acid is reversibly oxidized to dehydroascor-
bic acid (ascorbone); both compounds are
shown in Fig. 13. The dehydro form is
more labile than the reduced form. Some
mammals, including the human, lack the
enzyme L-gulonolactonase that catalyzes
the formation of 2-keto-L-gulonolactone,
which spontaneously tautomerizes to L-
ascorbic acid. The best sources of the
vitamin are citrus fruits, berries, melons,
tomatoes, green peppers, raw cabbage, and
leafy green vegetables. Losses during pro-
cessing, especially with heat and aerobic
conditions, can be considerable.

Absorption of vitamin C occurs read-
ily, mostly from the stomach, where some
of the ascorbic acid is converted to the
dehydro form. At physiological pH, the
uncharged dehydroascorbic acid passes
across cell membranes faster than the

Fig. 13 Structure for L-ascorbic
and dehydroascorbic acids.
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anionic L-ascorbate. Passive diffusion of
vitamin C accounts significantly for en-
try into some cells, such as leukocytes
and erythrocytes, but an active transport
mechanism also operates, especially for
platelets, liver, adrenals, and retina. Vi-
tamin C is found in most tissues, but
glandular tissues such as the pituitary,
adrenal cortex, corpus luteum, and thymus
have the highest amounts, and the retina
has 20 to 30 times the plasma concentra-
tion. The half-life for vitamin C in humans
is only about 16 days. Ascorbate, dehy-
droascorbic acid, and lesser amounts of a
number of catabolites are present in urine.

The most clearly established and crit-
ical functional role for ascorbic acid
is a cofactor for protocollagen hydrox-
ylase, the enzyme responsible for hy-
droxylation of prolyl and lysyl residues
within nascent peptides in the connec-
tive tissue proteins. Among these are
collagen and related proteins that com-
prise the intercellular material of carti-
lage, dentin, and bone. Vitamin C may
also be involved in carnitine biosynthe-
sis, tyrosine metabolism, microsomal drug
metabolism, synthesis of epinephrine and
antiinflammatory steroids by the adrenals,
folic acid metabolism, and leukocyte func-
tions. Absorption of Fe(II) is enhanced by
simultaneous ingestion of the vitamin.

3
Perspectives

3.1
Quasi-vitamins

Some compounds not listed in Tables 1
and 2 are legitimate vitamins for certain
species, though not the human. For exam-
ple, lipoic and P-aminobenzoic acids for
certain microorganisms or carnitine for

the common mealworm represent essen-
tial organic micronutrients that cannot be
synthesized adequately by the organisms
that depend on dietary supply of these
compounds. More than micro amounts
of choline and myoinositol are required
at early growth stages for rodents. There
are, furthermore, several compounds that
at one time or another have been falsely
claimed to be vitamins with reputed benefit
to humans. These include such ineffective
factors as B15 or pangamic acid and B17
or laetrile. Only the 13 vitaminic groups
listed in Tables 1 and 2 presently account
for human needs.

3.2
Pharmacologic Uses

As mentioned in connection with the fat-
soluble vitamins, particularly A and D,
toxicity can result from the ingestion of
too much, especially chronically. Excessive
amounts of at least a couple of water-
soluble vitamins can also pose a health
hazard. Hepatoxicity can result from high
amounts of nicotinic acid, and neurologic
dysfunction has been associated with
chronic excess of pyridoxine.

There is a growing certainty, however,
that amounts of L-ascorbate (C) and α-
tocopherol (E) that are modestly above
the present recommended daily allowance
(RDA) levels, have beneficial effects as
natural antioxidants. The decrease in
some specific cancers has been associated
epidemiologically with higher intakes of
foods rich in C, E, and carotenoids,
including the provitamin A β-carotene.
Extra folic acid also seems to protect
the fetuses in a subset of women who
have a history of neural tube defects in
their newborns. More specific and direct
experimentation will be needed to clarify
such pharmacological roles of vitamins.
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See also Medicinal Chemistry;
Micronutrients, Trace Elements;
Retinoids and the Chemical Biol-
ogy of the Visual Cycle; Vitamin
Receptors.
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Alu Repeat
A 300-bp DNA interspersed repeat sequence that occurs about once every 5000 bp. The
most common repeat element in the human genome, it is CG rich and appears to
occur preferentially in light Giemsa bands on condensed chromosomes.
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Bacterial Artificial Chromosome (BAC)
An artificial chromosome cloning system in E. coli based on elements of the native
circular chromosome.

Cloneless Library
A library of genomic fragments consisting of gel slices of electrophoretically
fractionated DNA.

Comparative Genomic Hybridization (CGH)
A molecular cytogenetic method capable of detecting and locating relative genomic
sequence copy number differences between pairs of DNA samples. Equal
concentrations of differentially labeled DNAs are hybridized simultaneously to
metaphase chromosome spreads. Regions with deleted or amplified DNA sequences
are seen as changes in the ratio of the intensities of these two labels along the
target chromosome.

Expressed Sequence Tag (EST)
A segment of a sequence from cDNA clone that corresponds to an mRNA. Mapping
ESTs helps make maps and points directly to expressed genes.

Fluorescence In Situ Hybridization (FISH)
Hybridization of nucleic acid probes to chromosomes immobilized on microscope
slides or filters.

Inter-Alu PCR
A polymerase chain reaction method that uses primers contained in Alu repeat
element to amplify single-copy sequences between adjacent Alu elements.

Jumping Libraries
A library of clones containing DNA sequences from the ends of the same
restriction fragment.

Kpn Repeat
The second most commonly occurring repeat sequence in the human genome,
occurring on average once every 50 000 bp. It is a relatively AT-rich, LINE repeat and
occurs preferentially in dark Giemsa bands on condensed chromosomes.

Linking Libraries
Libraries of clones containing DNA sequences that span a selected restriction enzyme
recognition site.
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Locus
A region on a chromosome linked to a functional unit such as a gene, telomere,
centromere, and replication origin.

Long Interspersed Repeat Elements (LINEs)
Long interspersed repeating sequences that appear to be similar to retroposons.

Multiplex Analysis
An analytical approach to increase throughput by collecting multiple data
simultaneously.

P1-derived Artificial Chromosomes (PAC)
An E. coli bacteriophage cloning system used for cloning of fragments up to 150 kb
in size.

Polonies
Isolation of DNA sequences on beads rather than in clones.

Polymerase Chain Reaction (PCR)
A method for amplifying DNA by alternatively denaturing double-stranded DNA,
annealing pairs of primers located near each other on complementary strands, and
synthesizing the DNA between the primers using DNA polymerase.

Polymorphism Link-up
A mapping approach that establishes continuity between restriction fragments by
taking advantage of the naturally occurring polymorphism in different DNAs. In some
cell lines, hybridized probes appear to identify different fragments, whereas in others
they appear to identify the same fragment. The pattern of occurrence of these
fragments can be used to assess whether the probes identify the same or
adjacent fragments.

Pulsed Field Gel (PFG) Electrophoresis
A method of electrophoresis that exposes nucleic acids to alternating electrical fields.
Fractionation is based on the speed at which the molecules can change directions.

Radiation Hybrid Maps
Radiation hybrid maps are created by analyzing randomly broken DNA cloned into
hybrid cell lines. The breakage is done using X rays and the centiRay distance is a
function of how often two loci remain together in a library of radiation hybrid cell lines.
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RARE (RecA-assisted Restriction Endonuclease) Cleavage
A site-specific DNA cleavage method based on the ability of RecA protein from E. coli to
pair an oligonucleotide to its homologous sequence in duplex DNA. This
three-stranded DNA complex is protected from methylase. After methylation and
removal of RecA, restriction endonuclease cleavage is limited to the site previously
protected from methylation. If pairs of oligonucleotides are used, a specific fragment
can be cleaved out of genomes.

Retroposons
A group of DNA sequence elements that appear to transpose through an RNA
intermediate. Retroposon elements do not code for reverse transcriptase, do not have
terminally redundant sequences, and do have a 39-poly(A)n stretch. A variable-sized
target duplication occurs at the site of integration.

Sequence-tagged Restriction Site (STAR)
A short DNA sequence used to identify the DNA surrounding a restriction nuclease
cleavage site.

Sequence-tagged Site (STS)
A short DNA sequence used to identify a DNA segment.

Short Interspersed Repeat Elements (SINEs)
Repeated sequences less than 500-bp long and present in a high copy number (105 per
human genome). The Alu repeat element consists of SINEs.

Yeast Artificial Chromosome (YAC)
An artificial yeast chromosome constructed by cloning genomic fragments into vectors
that can replicate in yeast. YACs have the following characteristics: a yeast centromere,
two telomeric sequences, and a selectable marker.

� This entry reviews the types of physical map that can be constructed, the methods
used to construct them and their most likely current use. In particular, the emphasis
is on the construction of genomic restriction maps and ordering overlapping libraries
using top-down mapping approaches to enable de novo genome sequencing and for
gap filling in sequencing projects. Also explored is the use of these approaches in
functional studies.
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1
Introduction

In the past, most genome studies were lim-
ited to organisms having well-developed
genetic systems. Thus, a few model sys-
tems were studied intensely (e.g. bacterio-
phage lambda, Eschericia coli, Drosophila,
mice) in a large number of different ways.
The accumulation of diverse knowledge
on these model organisms further pro-
moted research on these model systems.
Now, a number of molecular approaches
have been developed that allow the con-
struction of physical maps for virtually
any chromosome. This means that anal-
ysis of an uncharacterized organism can
begin with physical dissection including
sequencing. Knowledge gained from this
initial foray provides the foundation for
functional studies. Hence, a new syner-
gism in biology is provided by bottom-up
genome studies.

Bacterial genomes are small and range
from ∼1 to 15 Mb in size, reflecting in
part, the relative ability of these organ-
isms to be free living. The entire ge-
nomic sequence of an increasing number
of bacterial genomes is becoming avail-
able. These genomes are small enough
so that sequencing of random clones is
used to obtain the entire genome se-
quence. Hence, physical genomic maps
for these organisms are used to study
global gene expression or other global ge-
nomic activities.

In the past, the study of some lower
eukaryotic genomes such as protozoa
was hampered by the lack of well-
developed genetic systems. Also, these
chromosomes did not condense during
cell division and could not be visualized
microscopically. The application of pulsed
field gel electrophoresis (PFG) to examine
the genetic make up of these organisms

was quite useful. PFG separates DNA
chromosomal DNAs or large fragments
that range up to ∼10 Mb in size. Protozoan
genomes range in size from the length
that overlaps large bacterial genomes,
up to about 100 Mb. Surprisingly, one
parasitic protozoan genome, the Giardia
lamblia genome, was found to be only
about 12 Mb in size (i.e. smaller than the
Saccharomyces genome).

Until recently, large, complex genomes,
like the human genome (∼3000 Mb in
size) have been particularly recalcitrant to
molecular dissection. Human and other
higher eukaryotic chromosomes are 50 to
300 Mb in size, condense and are visible
microscopically. Differential staining of
the condensed chromosomes allows a finer
division into regions (‘‘bands’’) estimated
to be 5 to 30 Mb in size that appear to
reflect regional differences in GC content.
The banding patterns serve as anchors
to a large amount of genomic data.
Also, the division of the genome into
chromosomes and chromosomal bands
provides convenient pieces for top-down
mapping approaches.

In top-down mapping approaches, the
genome is divided into units to facilitate
study. For instance, chromosomes natu-
rally divide the genome, and chromosome-
banding patterns represent another divi-
sion. Further division will depend on the
method of analysis. Conventional recombi-
nant DNA approaches to genome analysis
allowed the characterization of molecules
up to only about 0.05 Mb. The ‘‘reso-
lution gap,’’ 0.05 to 10 Mb was exactly
the size range that was most amenable
to study by PFG techniques and the en-
tire size range of DNA molecules could
be analyzed. PFG also promoted the ex-
tension of recombinant DNA methods to
large cloning system such as yeast arti-
ficial chromosomes (YACs), P1 artificial



560 Whole Genome Human Chromosome Physical Mapping

chromosomes (PACs), and bacterial artifi-
cial chromosomes (BACs).

2
Genomic Mapping Terms and Concepts

Many molecular techniques with varying
degrees of resolution can be used to
characterize chromosomes. Hence, there
is no unifying concept of what constitutes
a chromosomal physical map. Further,
there are ambiguities in the literature with
respect to the distinction of physical versus
genetic maps.

Any map will consist of markers or
objects. The order, and perhaps the dis-
tance, between pairs of objects will be
known (some might argue that a map must
consist of both order and distance). Ob-
ject ordering along a chromosome should
be maintained irrespective of the method
used to construct the map, whereas map
distances are method dependent. For in-
stance, the amount of recombination along
a chromosome is not constant. Hence, it
is not surprising that a comparison of the
physical and genetic distances along the
long arm of chromosome 21 revealed at
least a sixfold variation in the distances.
It is quite clear that the ultimate map
is the entire sequence of a chromosomal
DNA. All maps and objects will be an-
chored to the DNA sequence once it is
available. Some imprecision will always
exist because map objects may be impre-
cisely defined, or have imprecisely defined
locations by their very nature.

Classically, a genetic map was composed
of chromosomal loci and the amount
of recombination between the loci was
the genetic distance. For eukaryotic or-
ganisms, genetic distance, expressed in
centimorgans (cM), is a measure of the
coinheritance of genetic markers. This

type of analysis requires the examination of
two loci in multiple generations. In bacte-
ria like E. coli, recombination is measured
as the time of transfer and integration of
DNA from one cell into the chromosome
of another cell.

In some instances, the placement of
genes on various physical maps has been
referred to as a genetic map (i.e. ‘‘a gene
map’’), although only physical distances
and locations were known. Cytogenetic
maps lead to further confusion in termi-
nology. In these maps, the presence or
absence of a gene or map object is corre-
lated with an observable genomic location
(i.e. a chromosome band).

Another concept whose use results in
some confusion is ‘‘locus.’’ Classically,
this term defined the location genes (i.e.
‘‘genetic locus’’). More generally, however,
a chromosomal locus, representing a
location on a chromosome, can consist
of objects other than genes. Examples
include DNA sequences, sequenced tagged
sites (STS), expressed sequenced tags
(ESTs), probe sites, restriction enzyme
sites, clone sites, centromeres, telomeres,
and chromosomal breakpoints (such as
those that occur naturally or are induced
by ultraviolet breakage). To add to the
confusion, new genetic markers based
on anonymous DNA sequences now
define genetic loci because they are
used in genetic mapping experiments.
In this entry, a chromosomal locus is
any chromosomal location that has been
identified in a distinctive manner.

Here, a physical map is considered to
be any map consisting of objects that have
been located by physical rather than by
genetic methods. Thus, a physical map
can consist of objects located along the
chromosome, such as a chromosomal
band, a breakpoint, a genomic restriction
fragment, and the location of a clone
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on a chromosome. Here, the ordering of
restriction fragments and clones will be
used. These maps are constructed using
molecular methods.

3
Evolving Approaches for Physical Mapping

The term ‘‘physical maps’’ has been
used to describe both genomic restric-
tion maps and genomic clone libraries.
Low-resolution whole-genome restriction
maps are created by ordering fragments
that have been fractionated by size elec-
trophoretically. These maps have been
created by hybridization experiments us-
ing cloned sequences as probes or by PCR
(polymerase chain reaction) testing for the
presence of specific STSs/ESTs.

Another physical type of map is a radi-
ation hybrid map. In this case, randomly
fragmented DNA is cloned to create a hy-
brid cell line library. Different fragments
are present in each hybrid cell line that
is tested for the presence of a library of
loci. The distance loci are reflected in the
frequency of co-occurrence of two loci in
the same cell line.

Also, genome restriction maps may be
created by analysis of restriction sites
contained on overlapping clones. The reso-
lution of such restriction maps depends on
the restriction enzyme used, and the fre-
quency at which its recognition site occurs
within the genomic DNA sample. Further-
more, an overlapping library may in itself
represent a map consisting of ordered ob-
jects whose size can be approximated but
not stated with certainty.

More efficient ‘‘cloneless’’ library ap-
proaches use PCR to analyze gel slices of
lanes containing specific fragments. Here,
the gel slices represent the cloneless library
units that can be used in place of cloned

DNA. In the future, cloneless approaches
will likely replace time-consuming clone
library construction and ordering.

4
Genomic Restriction Maps

The first step in creating a genomic restric-
tion map is choosing the DNA source. For
many organisms or chromosomes, this is
obvious, since there is a well-characterized
isolate or a cell line that may be useful.
For most eukaryotic genomes, if available,
some complications associated with the
analysis of polymorphic diploid DNA can
be avoided by using DNA from hybrid cell
lines containing a single chromosome.

Usually, the genomic DNA is extracted
and purified intact, in agarose to prevent
shear damage. Small, 10-Mb chromosomal
DNAs may be sized directly by PFG. Other
chromosomal DNAs must be cleaved with
a restriction enzyme before they are
subjected to PFG analysis. The largest
size standard for PFG electrophoresis
is 6 Mb. Thus, analytical results use
this limit, although enhanced versions of
the technique allow the fractionation of
molecules greater than 6 Mb.

Usually, maps are constructed using
restriction enzymes that have large recog-
nition sequences or a recognition site that
occurs infrequently in the genome of in-
terest. In some cases, it has been useful to
test a battery of enzymes. The usefulness
of a particular enzyme may be estimated
roughly from the size of the site or the
GC content of the test organism. Even so,
these predictions are somewhat inaccu-
rate because the genomic DNA sequences
do not occur at random, whereas cal-
culated occurrences assume randomness.
Furthermore, the frequency of occurrence
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in known sequences may not be represen-
tative of the entire genome because in the
past many molecular studies have focused
on gene sequencing.

Besides restriction enzymes, a number
of other enzymes or methods have been
adapted for cutting genomic DNA into spe-
cific, large pieces. These methods usually
depend on the formation of an unusual
structure (e.g. a triplex or D-loop struc-
ture) having an associated single-stranded
region. D-loops are formed with the aid of
RecA protein at targeted sites. In one strat-
egy, termed the Achilles’ heel strategy, or
RARE (RecA-assisted restriction endonu-
clease) cleavage, genomic DNA containing
a D-loop is treated with DNA methylase.
The methylase recognizes and modifies
specific sequence except when the sites oc-
cur within the D-loop. The methylase is
removed, and the DNA is then subjected
to digestion with the cognate restric-
tion enzyme. Only the restriction enzyme
recognition site in the previously formed
D-loop is now susceptible to cleavage by
the restriction enzyme.

This type of approach allows for site-
directed cleavage of genomic DNA at
specific locations and has been used to
map the end of human chromosomes,
as only one RARE cleavage is required.
The combination of two RARE reactions
from nearby sites would produce an
interstitial fragment whose length would
be equivalent to the distance between the
two sites. Furthermore, fragments smaller
than 10 Mb in size could be purified from
the remaining genomic DNA using PFG
electrophoresis.

Genomic map construction is similar
to putting a puzzle together. It is much
easier if all the pieces are identified in
advance. For small genomes, this is ac-
complished with a restriction enzyme that
produces reasonable number of fragments

resolvable by PFG analysis. In these exper-
iments, all genomic DNA is visualized by
simple ethidium bromide staining.

A method was developed for visualiz-
ing all the megabase restriction fragments
for individual chromosomes from large
genomes. This approach analyzes PFG-
fractionated restriction fragments from
genomic DNA that is obtained from
monosomic hybrid cell lines. Here, a
species-specific interspersed repetitive hy-
bridization probe is used to identify the
megabase restriction fragments. For ex-
ample, the megabase restriction fragments
from chromosome 20 are visualized with
a human-specific Alu probe in Fig. 1. This
approach works as long as the restric-
tion enzyme digestion goes to comple-
tion. Otherwise, partial digestion products
can obscure the complete and especially
larger digestion fragments. For the hu-
man genome, the restriction enzymes Not
I, SgrA I, Fse I, and Asc I have this de-
sired characteristic and cut the genome
into fragments that appear to average 1 Mb
in size. In higher eukaryotic organisms,
partial cleavage by a restriction enzyme is
due to partial CpG methylation of their
recognition sites inhibiting cleavage.

Most organisms will have several in-
terspersed repeats that are of different
lengths. The most commonly occurring
interspersed repeat in the human genome
is the Alu repeat. This repeat is a short in-
terspersed repeating element (SINE) that
is estimated to occur about every 5000 bp.
The second most commonly occurring
interspersed human repeat is the Kpn
repeat. The Kpn element, a LINE (long
interspersed) repeat, is estimated to oc-
cur at a frequency tenfold less than that
of the Alu repeat. Theoretically, these two
repeats used as hybridization probes to
hybrid cell line DNA cleaved with the ap-
propriate enzyme should reveal all the
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Fig. 1 Detection of PFG-fractionated restriction fragments of human
chromosomes. DNA from a monosomic hybrid cell line containing
chromosome 20 was digested to completion with different enzymes,
PFG fractionated and hybridized to the human-specific Alu probe. The
recognition sites for the enzymes used are: (1) Sgf I (GCGATCGC);
(2) Asc I (GGCGCGCC); (3) Fse I (GGCCGG/CC); (4) Pme I
(GTTTAAAC); (5) Pac I (TTAATTAA); (6) Not I (GCGGCCGC);
(7) SgrAI (CRCCGGYG); and (8) Swa I (ATTT/AAAT).

human megabase fragments. However,
this approach may not distinguish two
fragments of the same or very simi-
lar sizes even with high-resolution PFG
fractionations.

The use of repeat sequences as hy-
bridization probes can reveal information
about the size and distribution of restric-
tion fragments, but do not reveal order.
Regional specific repetitive sequences,
like those that occur at telomeric and

centromeric regions may be used to iden-
tify the ends of physical map, as well as to
provide an important anchor for regions
of condensed chromosomes visualized mi-
croscopically. In human-hybrid cell lines,
use of such sequences identifies ends of
individual chromosomes.

In conventional mapping experiments,
interstitial megabase fragments are linked
to single-copy sequences by hybridization
experiment or by the more efficient
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PCR approach described in the following.
Single-copy sequences, also called STSs,
that have been located on genetic maps
can be used for the regional assignment
of restriction fragments and can serve
as anchors between genetic and physical
maps. The accuracy of fragment location
will be a function of the resolution of
the genetic map. When this approach is
applied to a sample like that in Fig. 1, the
cataloged megabase restriction fragments
containing interspersed repeats are linked
to specific single-copy sequences and, if
known, genomic locations. ESTs are STS
linked to mRNAs and their use would
make a map of expressed genes. Note
that any PCR primer pair can be used
for mapping even if the genetic location of
the specific sequence is unknown.

Complete genomic restriction maps do
not identify neighboring fragments. At
least one neighbor can be identified
unambiguously using an STS to analyze
partially digested DNA. The difficulty of
interpreting the partial digestion data
increases dramatically with the number
of partial digestion products. For instance,
it is important to consider that both the
neighboring fragments may be of the same
size, that is, the possibility that a single
partial product band could represent two
different products of the same size must
always be borne in mind. This means
that neighboring fragments must be
confirmed in partial digestion experiments
using STSs from the two complete digest
fragments. Many times, the confusion
associated with partial digest data can
be sorted out by obtaining partial digest
data on nearly adjacent fragments. In this
approach, different sets of partial digest
fragments are identified by sequences on
different and complete digest fragments.
The correct map interpretation is one that
is consistent with all the data.

The analysis of partial products is simpli-
fied if the STS is from a telomere region or
is situated on a small fragment located next
to a very large fragment. In both cases, the
partial digest information reflects the order
of fragments in only one direction. Other-
wise, the partial digest products results
will represent bidirectional information.
This approach also eliminates the prob-
lem of comigration of same-size products
associated with bidirectional partial map-
ping data.

Megabase restriction fragments them-
selves may also be fingerprinted by cleav-
age with a second enzyme. The products
are best analyzed using probes located at
the end of the original megabase frag-
ment. The partial digest product data will
be different for the two probes located at
different positions. The interpretation of
the distribution of the cleavage sites of
the second enzyme must be consistent
with data obtained using the two intersti-
tial (or terminal) probes. This approach is
particularly useful for analyzing megabase
fragments that are at the limit of the PFG
technique, because the products of the sec-
ond enzyme will be within the PFG limit.

There are several other approaches to
proving that two restriction fragments are
adjacent. By far the most powerful is the
use of linking libraries – small-insert li-
braries that contain DNA segments from
adjacent megabase restriction fragments.
Hence, a Not I linking clone used as a
hybridization probe to genomic DNA di-
gested with Not I will identify adjacent Not
I fragments. A complete linking library
would suffice to construct, in the most
efficient manner, a complete genomic re-
striction map. Without a complete linking
library, partial digest strategies combined
with polymorphism link-up and double
restriction enzyme strategies can provide
information on neighboring fragments. In
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both approaches, parallel analysis of a re-
gion provides a regional signature.

The same polymorphism link-up refers
to the results obtained when one probe
is used to analyze restriction enzyme
digested DNA from different cells. For
instance, a restriction site may be missing
in one cell line, either because there
is a mutation at the restriction enzyme
site or because methylation is interfering
with restriction enzyme cleavage. When a
number of DNA sources are examined,
it is often possible to fingerprint the
polymorphism of a restriction site (i.e.
assuming that the site is polymorphic).
The probes that are usually located on
separate, but adjacent, fragments can,
in some DNAs, be found on the same
fragment. Many times this latter fragment
will be equal to the total size of the two
smaller fragments seen in other cell lines.
In such a case, the pattern of occurrence
of the two distinct smaller fragments,
detected by the different probes, is self-
consistent. This is very similar to the more
familiar approach of fingerprinting a DNA
using many different restriction enzymes.

5
Genomic Clone Libraries

The construction and ordering of an over-
lapping library begins with the selection
of the genomic DNA sample as discussed
earlier. The next decision entails choice
of the type of vector that will be used.
The most distinguishing feature of vec-
tor possibilities is the size of the DNA
that can be cloned into them. It is helpful
to begin whole-genome mapping projects
using the largest DNA fragments possi-
ble, minimizing the number of clones to
order. In the past, the largest cloning vec-
tors were cosmids that contained 40-kb

cloned sequences. Today, several systems
are available for the cloning of larger seg-
ments. For instance, megabase fragments
can be cloned into YACs (yeast artificial
chromosomes) in yeast cells. These li-
braries have been replaced by the easier
to use and more stable PAC (P1 artificial
chromosomes) and BAC (bacterial artici-
ficial chromosomes) libraries that clone
fragments of about 100 kb in size. To-
day, the construction and ordering of
PAC/BAC libraries still remains a ma-
jor effort.

Usually, today’s top-down sequencing
approaches begin by creating large clone
BAC libraries. Then, random, small over-
lapping fragments of each BAC are sub-
cloned into sequencing vectors. The large
clone libraries are ordered using a variety
of techniques (see the following), whereas
sequencing is done on an unordered li-
brary. Ultimately, the small-insert library
is ordered when overlaps are identified
while the sequence is put together.

Clone Ordering. In the past, chromo-
some walking (or ‘‘crawling’’) experi-
ments, involved hybridizing individual
clones to an entire genomic library to
detect overlapping clones. Although this
approach is guaranteed to detect overlap-
ping clones, it is slow and laborious.

Today, many efficient genomic ap-
proaches are used to order all the clones
in a library. The genomic approaches an-
alyze many samples at the same time in
a ‘‘multiplex’’ approach and generally use
methods that are easy to automate. For
instance, clones are analyzed in pools to
minimize the number of experiments that
are needed to order the entire library. In
some cases, a tiered pooling strategy is
used, where the first testing is done on a
small group of superpools, each composed
of different pools. Only the pools that make
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up a positive superpool needs to be further
analyzed. Some designed pooling strate-
gies have each clone present in multiple
but distinct pools. The pattern of positive
signals to such a set of pools will reveal the
identity of the overlapping clones.

Most bottom-up, fingerprinting meth-
ods require that libraries be constructed
using partial restriction enzyme digests
to ensure that overlaps exist between dif-
ferent clones and that all or most of the
genome is cloned. There are a number
of ways to fingerprint clones to identify
overlaps. Bottom-up strategies for library
ordering usually involve testing individual
clones to search for an overlapping restric-
tion fragment or restriction site pattern.
This type of fingerprinting is easy to au-
tomate. Clones may also be fingerprinted
using interspersed repetitive sequences.
Here, clones, or restriction fragments of
the clones, are hybridized to a set of short
oligonucleotides or longer interspersed
repetitive sequences, and the patterns of
hybridization are used to link clones.

A variation in this approach that has
proven to be quite efficient is the use
of genomic DNA restriction fragments
as hybridization probes to order clone
libraries. Megabase restriction fragment
probes allow the assignment of clones
to particular fragments. If the fragments
are mapped, the clones can then be
regionally assigned in the genome. Clones
located in different regions are ordered
simultaneously by further hybridization
experiments using probes generated from
a pool of restriction fragments. Here, the
pools are created from gel slices containing
small restriction fragments. Each pool
consists of genomic restriction fragments
of a particular size range from different
regions of the genome. Overlapping clones
will be located on the same megabase
fragment and hybridize to the same

pool of small fragments. This approach
increases the efficiency of library ordering
by eightfold.

Another ordering approach involves de-
tecting overlaps by DNA sequencing. Here,
the sequences may be chosen at ran-
dom sites (e.g. STSs) or the sequences
can be collected at specific locations orig-
inally called sequence-tagged restriction sites
(STARs). The STAR approach may be used
with both partial and complete digest li-
braries. DNA sequence information may
be collected at specific restriction sites, in-
cluding the ends of the cloned sequences.
Clone linking is done using a linking clone
library that spans the restriction enzyme
site when the first library was created
from completely digested DNA. Clones
that generated from partial restriction en-
zyme digestions have ends that overlap.
The later method eliminates the need for
up-front clone ordering, but a highly repre-
sentative library is required, and sequence
read lengths must be long enough to span
most small repeats.

6
Cloneless Genomic Libraries

Cloneless libraries have several advantages
over clone libraries. These libraries can
be made rapidly and inexpensively from
any genomic source and all genomic DNA
is present in the library. These libraries
are made from agarose or acrylamide
gels containing size fractionation DNA
of low or high complexity. The gel
slice containing the cloneless fraction is
treated in the same manner as a cloned
DNA sample.

In most of the discussion below, only
complete digest cloneless libraries are
discussed. However, partially digested or
random broken DNAs could be used to
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generate a cloneless library. In essence,
the analysis and use of a cloneless library
is very similar to that of a clone library.

The gel lane is carefully sliced into thin
pieces using a clean coverslip for each cut
to insure minimum cross-contamination.
The DNA in each slice is used as a
source for testing, for instance, with PCR.
For small and medium size genome, the
number of unique fragments within a slice
will be small. For large genomes, there
are many fragments in a single slice. In
the case of samples from the gels, like
those shown in Fig. 1, the only visible
fragment is from the human DNA but
other rodent fragments are present. The
cloneless approach is a hybrid between
genomic mapping and clone ordering.

One consideration with the cloneless
approach is that DNA in agarose is
believed to be difficult to manipulate
enzymatically. However, others and we
have developed robust and reliable simple
methods for using DNA in agarose
that avoids purification. Most methods
were developed some time ago for PFG
applications. Additional methods were
developed more recently for PCR that
involve the addition of preservatives to the
stored fraction and the PCR.

Another potential problem with clone-
less fractions is the low amount of DNA
in each slice. There are a number of PCR
methods that solve this problem by ran-
domly amplifying the DNA in a fraction
(or clone) to generate a large amount of
additional material. Furthermore, these
methods have been developed to minimize
the introduction of mutations. Hence, the
amplified DNA appears to be representa-
tive of the starting template.

Cloneless fractions can be used for a
variety of experiments in addition to that
of genomic sequencing. For instance, a

recently developed method termed com-
parative genome hybridization (CGH) uses
differentially labeled cDNA, or genomic
DNA, from two samples. The labeled sam-
ples are mixed together in equal amounts
and used as a hybridization probe. The tar-
get samples are metaphase chromosomes
or clones. Quantitative analysis of the hy-
bridization signal provides information on
the relative amounts of DNA from differ-
ent chromosomal regions. In summary,
CGH experiments provide positional in-
formation of differences between samples.

An alternative to conventional CGH
would utilize genome DNA arrays that
have been generated from size-fractionated
genomic restriction fragments. An array
consisting of 2-mm slices from a 15-cm gel
lane would have ∼40-Mb resolution. Each
fraction could be cleaved with a second
enzyme and subjected to a second elec-
trophoretic size fractionation. The ∼1000
slices generated from the entire second
fractionation would provide DNA at ∼3-
Mb resolution.

The cloneless, like a clone library ap-
proach does not provide positional ge-
nomic information directly. For instance,
clones are linked to genomic position by
FISH (fluorescence in situ hybridization)
experiments to metaphase chromosomes.
Similarly, the DNA in each slice can be
used in a FISH experiment to metaphase
chromosome and locate it to a specific ge-
nomic region. Genomic restriction maps,
or ordered clone, or cloneless libraries can
be used in place of metaphase chromo-
somes especially in those organisms, like
protozoan, whose chromosomes do not
condense during cell division.

The approaches used to order clone
libraries may be applied to cloneless li-
braries. For instance, fraction can be linked
to STSs/ESTs. Alternatively, hybridization
experiments or other methods that were
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described earlier can be used to detect
overlaps with clone libraries or a second
cloneless library generated with a sec-
ond enzyme.

Cloneless libraries can be used in place
of X-ray hybrid maps. X-ray hybrid maps
are created by determining the frequency
that two loci are separated by random
breaks in DNA generated by X rays. In
this approach, randomly broken DNA is
cloned into a hybrid cell line and a library
of different cell lines are created with
different pieces of DNA. Then, each cell
line is tested for the presence of a marker
and a centiRay distance is calculated that
reflects the frequency at which two loci
occur in the same cell line. Like genetic
mapping, the closer two loci are, the more
likely they will be on the same randomly
generate fragments. Here, instead of cell
lines, randomly broken DNA fractionated
by size could be used to create a cloneless
library. Then each fraction could be tested
for each loci and the distance between loci
calculated as a function of the number of
fractions that contain both loci.

7
Gap Closure

It is easy to start maps but difficult to finish
them. Each gap in each map presents
a unique problem. Gaps may be true
gaps or pseudogaps. Pseudogaps contain
repetitive sequences and require different
strategies for closure than true gaps.

True gaps contain unique sequences
and need to be treated individually. The
best strategy will depend on the pu-
tative size of the gap, the amount of
polymorphism in the region, the num-
ber of unassigned megabase fragments or
clones. Gaps that arise from unclonable
sequences may be filled using a cloneless

library. For instance, STSs could be devel-
oped from cloneless fraction that overlap
two regions as we have done for chromo-
some 21. For instance, single-copy human
sequences located between Alu elements
can be generated from inter-Alu PCR am-
plifications and used as probes to identify
fragments in gap regions. Alternatively,
the template contained within a fraction
can be labeled and used as a hybridization
probe to an array of samples at the bor-
ders of gaps. Ultimately, the DNA within a
gap is identified in a cloneless library and
directly sequenced using a direct genomic
sequences approach.

8
Prospectus

What is the role of physical maps to-
day and in the future? An increasing
sequencing efficiency is coupled to a de-
creasing need to create and order expensive
and time-consuming clone libraries. For
small genomes, whole-genome sequenc-
ing projects use a bottom-up sequencing
approach with unordered clone libraries.
Soon a cloneless sequencing approach
using ‘‘polonies’’ may replace the need
for cloning of these small genomes. The
polonies approach sequences pools of
single DNA molecules that have been im-
mobilized on beads. Sequencing is done
on a library of immobilized DNAs si-
multaneously. Today, this method allows
sequencing read of up to ∼14 bases per
fragment end, or ∼28 bases per polony,
and up to 1 × 109 beads/slide. Alterna-
tively, imaging methods that directly view
the sequence of individual DNA molecules
may be used. Meanwhile, adaption of
the cloneless approach for larger genome
sequencing projects should considerably
reduce de novo sequencing by eliminating
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the need for creating clone libraries, as
well as enable gap closure.

See also Chromosome Organization
within the Nucleus; DNA Libraries;
Gene Distribution in the Human
Genome; Genome Scanning Me-
thod; Restriction Landmark Ge-
nomic Scanning (RLGS); Genomic
DNA Libraries, Construction and
Applications; Genomic Sequenc-
ing (Core Article); Nucleic Acid
and Protein Sequence Analysis
and Bioinformatics; Nucleic Acids
(DNA) Sequencing, Transcrip-
tional; Shotgun Sequencing (SGS).
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Keywords

Accommodation
Establishment of an organ transplant in a recipient from whom antidonor antibodies
have been depleted. Rejection does not ensue when antidonor antibodies return to the
circulation because of changes in the antibody, in the antigen, or in susceptibility of the
organ to rejection.

Acute Vascular Rejection
A rejection that may begin within 24 hours of implantation of a vascular graft and
leading to graft destruction over the ensuing days to weeks. Mediated by graft reactive
antidonor antibodies, activation of the complement cascade, and possibly NK cells and
macrophages.

Genetic Engineering
A general term that covers the use of various experimental techniques to produce
molecules of DNA-containing new genes or novel combinations of genes, usually for
insertion into a host cell for cloning.

Humoral Immunity
The component of the immune system involving B-lymphocytes, antibodies, and
related cytokines. B-lymphocytes respond to the presence of antigen and differentiate
to antibody-secreting plasma cells. The antibodies in turn neutralize antigen, activate
phagocytic cells, recruit lytic enzymes and activate the complement cascade to destroy
antigen-bearing cells.

Hyperacute Rejection
A rejection that usually develops in less than one hour from the implantation of a
vascular graft, a form of antibody-mediated, usually irreversible, damage to a
transplanted organ manifested predominantly by diffuse thrombotic lesions, usually
confined to the organ itself and only rarely disseminated.

Xenotransplantation
The surgical removal of an organ or tissue from one species and transplanting it into a
member of a different species, for example: the use of a baboon heart in a
human being.

Zoonosis
The transmission of a disease from an animal or nonhuman species to humans. The
natural reservoir is a nonhuman animal.
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� For nearly a century, xenotransplantation has been seen as a potential curative
approach to replacing the function of diseased or damaged organs. Until recently,
however, the application of xenotransplantation has seemed only a remote possibility.
Genetic engineering of large animals has allowed the ability to add genes and remove
genes from lines of animals, which could provide an enduring source of tissues and
organs for clinical application. Genetic engineering could address the immunologic,
physiologic, and infectious barriers to xenotransplantation, and could expand the
utility of xenotransplantation to provide a source of cells with defined expression of
exogenous genes for treatment of human disease.

1
Introduction

1.1
Alternative Sources of Transplantable
Tissues

No area of medicine has generated more
excitement or controversy than the field
of transplantation. Organ allotransplan-
tation allows ‘‘curative’’ treatments for
failure of the heart, kidney, liver, and
lungs by replacing these diseased organs
with physiologically normal ones. Replace-
ment of β cells via pancreatic islet or
whole pancreas transplantation offers cu-
rative treatment to patients with diabetes.
The main limitation to applying transplan-
tation for the treatment of disease is a
shortage of human donors. This short-
age limits the clinical application of organ
transplantation to approximately 5% of
the number of transplants that would be
performed where the supply of organs is
unlimited. Possible solutions to this limi-
tation have garnered considerable interest
and include use of artificial organs, ‘‘engi-
neered tissues,’’ stem cell transplants and
xenotransplants. Although some newer
technologies have excited interest, xeno-
transplants of the heart, lung, kidney, and
pancreatic islets are known to function

well enough to sustain life. Enthusiasm
for xenotransplantation also stems from
the possibility that animal tissues and or-
gans might be less susceptible to disease
recurrence compared to allotransplants.
Advances in cellular and molecular biol-
ogy and in genetics open possibilities for
use of cells, tissues, and organs to address
the complications of disease, not only by
replacement of abnormal cells and tissues
but also by the use of transplanted tissues
to impart novel physiological functions.
In this regard and for some purposes,
xenografts may be an ideal vehicle for
introducing a novel gene or biochemical
process that could be of value to the trans-
plant recipient.

If interest in xenotransplantation is
substantial, the hurdles to its application
are equally so. For the past three decades,
the first and preeminent obstacle to
transplanting organs and tissues between
species has been the immune reaction of
the host against the graft. A second, and
still theoretical, hurdle is the possibility
that beyond the immune barrier, there
might be physiologic limitations to the
survival or function of a xenograft and
the possibility that a xenotransplant might
engender medical complications for the
xenogeneic host. A third hurdle is the
possibility that a xenograft might transfer
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infectious agents from the donor to the
host and that from the host such agents
might spread to other members of society.
This communication will consider the
current state of efforts to overcome the
various hurdles to xenotransplantation and
will evaluate how genetic engineering
might be applied to this end.

1.2
The Pig as a Source of Tissues and Organs
for Clinical Xenotransplantation

Although it might be intuitive that the best
source of xenogeneic tissues for clinical
transplantation is nonhuman primates, it
is the pig that is the focus of most efforts
in this field. The reasons for favoring the

pig as a xenotransplant source include
the availability of pigs in large numbers,
the ease with which the pig can be
bred, the limited risk of zoonotic disease
engendered by the use of pigs, and the
possibility of introducing new genes into
the germline of the pig.

Genetic engineering of pigs using trans-
genic techniques and nuclear transfer has
certain advantages over conventional gene
therapy (Table 1). Introducing genetic ma-
terial directly into the porcine germ cell
obviates the need for a vehicle, which
may vary in reliability of gene delivery and
may introduce secondary unintended con-
sequences due to the vector itself. Second,
the genetic material introduced into the
germline can be expressed constitutively in

Tab. 1 Genetic engineering in xenotransplantation: conventional gene therapy versus transgenic
therapy versus cloning.

Conventional
gene therapy

Conventional
transgenic techniques

Cloning

Delivery Vector or vehicle
required

Injection of genetic
material directly into
pro-nuclei of
fertilized egg

Transfection of cultured
somatic cells

Expression Dependent on ability of
each cell to take up
genetic material

Genetic material
introduced into the
germline, leading to
expression in a line
of animals

Genetic material
introduced into the
germline, leading to
expression in a line
of animals

Requires treatment for
every transplant or
recipient

May require repeated
treatment

One manipulation One manipulation

Immunogenicity Delivery vehicle or
transgene may be
immunogenic

The transgene may
elicit immune
response

The transgene may
elicit immune
response

Target of genetic
manipulation

The recipient and the
graft may be
transduced

Genetic manipulation
of the donor only

Genetic manipulation
of the donor only

Genetic manipulation Gene addition
Dominant negative

Gene addition
Dominant negative

Gene addition
Dominant negative
Gene knock out
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all cells, especially in stem cells, and passed
on to subsequent generations. Third, with
the use of transgenic techniques, only
the donor is manipulated; in conventional
gene therapy, both the donor and the re-
cipient may be affected.

Recent advances in cloning pigs through
nuclear transfer also allow ‘‘knocking out’’
genes. Besides the advantage of gene
knockouts, nuclear transfer can be done
with cultured somatic cells obviating the
need for embryonic stem cells.

2
The Biologic and Immunologic Responses
to Xenotransplantation

2.1
Graft Vascularization

All xenografts elicit an immune response,
including antibodies, cell-mediated immu-
nity, natural killer cells and inflammation.
However, the fate of xenografts confronted
with these responses is dictated in part by
the way in which the graft receives its vas-
cular supply (Fig. 1). Isolated cells, such
as hepatocytes, and ‘‘free’’ tissues, such
as pancreatic islets and skin, derive their
vascular supply through the ingrowth of
host blood vessels. The process of neovas-
cularization, as such, might be impaired

in a xenograft by incompatibility of donor
growth factors with the host microvascula-
ture. To the extent that neovascularization
or graft function depends upon hormones
and cytokines of host origin, the function
of the xenograft might also be impaired.
As the host microcirculation is estab-
lished, however, a xenogeneic tissue may
be relatively protected from attack by host
immune elements. Whole-organ grafts
provide their own microcirculation and
growth factors, and, as a result, incompat-
ibility between the donor and the recipient
is less likely to have an impact on cellular
function. On the other hand, because the
circulation is of donor origin, the immune,
inflammatory, and coagulation systems of
the recipient can act directly on donor cells,
sometimes with dramatic and devastating
consequences.

2.2
Hyperacute Rejection

An organ transplanted from a pig into
a primate such as a human is subject to
hyperacute rejection. Hyperacute rejection
begins immediately upon reperfusion of
the graft and destroys the graft within
minutes to a few hours. Hyperacute
rejection is characterized histologically by
interstitial hemorrhage and thrombosis,
the thrombi consisting mainly of platelets.

Fig. 1 Mechanisms of xenograft
vascularization. Organ xenografts
receive recipient blood exclusively
through the donor blood vessels (top).
Free tissue xenografts (e.g. Pancreatic
islets and skin) are vascularized partly
by the ingrowth of recipient blood
vessels and partly by spontaneous
anastomosis of donor and recipient
capillaries (middle). Cellular xenografts
(e.g. hepatocytes and bone-marrow
cells) are vascularized by the ingrowth
of recipient blood vessels (bottom).

Organ transplant

Recipient
vessel

Donor
vessel

Cell transplant

Tissue transplant

Donor
organ

Donor
cells

Donor
tissue
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Research over the past decade has clarified
the molecular basis for the hyperacute
rejection of pig organs by primates, and
this knowledge has led to the development
of new and incisive therapeutic approaches
to averting this problem. Hyperacute
rejection was once considered the most
daunting hurdle to clinical application of
xenotransplantation; however, hyperacute
rejection can now be prevented in nearly
every case.

Hyperacute rejection of porcine or-
gan xenografts by primates is initiated
by the binding of xenoreactive natu-
ral antibodies to the graft. Xenoreac-
tive natural antibodies are present in
the circulation without a known his-
tory of sensitization. Contrary to expec-
tations, xenoreactive antibodies are pre-
dominantly directed against only one
antigen, a saccharide consisting of ter-
minal Galα1,3Gal. The importance of
Galα1,3Gal as the primary antigenic bar-
rier to xenotransplantation was demon-
strated recently by experiments in which
anti-Galα1,3Gal antibodies were specifi-
cally depleted from baboons using im-
munoaffinity columns before transplan-
tation of pig organs. Antibody-binding to
the newly transplanted organs was largely
curtailed, and hyperacute rejection did
not occur.

Although the identification of the rele-
vant antigen for pig-to-primate xenotrans-
plantation allows specific depletion of the
offending antibodies, more enduring and
less intrusive forms of therapy would be
preferred. One approach to overcoming
the antibody–antigen reaction is to de-
velop lines of pigs with low levels of antigen
expression. Various genetic approaches
aimed at ‘‘remodeling’’ the antigenicity
of donor tissues by reducing Galα1,3Gal
expression are under investigation. These

approaches can be separated into three cat-
egories: (1) interference with the function
of α1,3-galactosyltransferase (α1,3GT), the
enzyme that catalyzes the synthesis of the
Galα1,3Gal moiety; (2) expression of α-
galactosidase, which cleaves α-galactosyl
residues; and (3) deletion of the gene en-
coding α1,3GT from the pig genome to
prevent synthesis of the saccharide. The
utility of genetic modification of pig tissues
to reduce Galα1,3Gal expression has re-
cently been demonstrated by Sharma and
colleagues, who generated transgenic pigs
expressing the H-transferase. Transgenic
pigs expressing H-transferase express H
antigen at the terminus of some sugar
chains instead of Galα1,3Gal. Another
genetic approach to modify expression
of Galα1-3Gal was proposed by Os-
man et al. Expression of α-galactosidase,
which cleaves α-galactosyl residues, in
conjunction with other galactosyltrans-
ferases, significantly reduces expression
of Galα1-3Gal. A third strategy to modify
Galα1,3Gal was demonstrated by Miya-
gawa and coworkers who generated trans-
genic pigs expressing the human β-1,4 −
N-acetylglucosaminyltransferase III gene
(GnT-III). This enzyme catalyzes trans-
fer of N-acetylglucosamine to maturing
mannose-modified proteins as they pass
through the Golgi apparatus and leads to
diminished Galα1,3Gal expression both by
competing with α1,3GT and by preventing
subsequent modifications by α1,3GT by
insertion of an N-acetylglucosamine onto
the growing mannose chain. The net result
was diminished natural antibody reactivity
on transgenic pig tissue when transplanted
into primates. Although these advances il-
lustrate the utility of genetic modification
of pig donor tissue, the main limitation
of these genetic approaches is that resid-
ual Galα1,3Gal may be sufficient to allow
rejection reactions to occur.



Xenotransplantation in Pharmaceutical Biotechnology 579

The most obvious approach to devel-
oping xenograft donors with diminished
reactivity with host antibodies would be to
genetically target or ‘‘knock out’’ the en-
zyme α1,3-galactosyltransferase. Embry-
onic stem cells were used to knock this
gene out in mice, demonstrating that re-
moval of this enzyme is not lethal. The
intense interest in generating pigs that
lack the α1,3GT gene has fueled a race to
delete this gene from the pig genome, and
recently several groups have succeeded in
this endeavor. Prather and colleagues and
Ayares and coworkers used similar strate-
gies to disrupt one allele of the α1,3GT
gene (GGTA1) in pigs by first targeting
the gene for disruption in fetal porcine
fibroblasts. Selected clones were used as
nuclear donors for enucleated pig oocytes,
the resulting embryos implanted into sur-
rogate gilts. Both approaches yielded live,
healthy piglet clones in which one copy
of GGTA1 had been disrupted. These
achievements demonstrated that nuclear
transfer technology could be applied to
pig embryos, which are notoriously frag-
ile and difficult to manipulate. Recently,
the generation of cloned pigs harboring
a functional knockout of both alleles of
α1,3GT was reported. This first success
required some serendipity in that the
α1,3GT-deficient pigs were found not to
be homozygous knockouts, but rather a
functional knockout arose from a process
in which a knockout of one allele paired
with a spontaneous single base change in
the remaining GGTA1 gene resulted in
an inactivating amino acid substitution in
α1,3GT. Pigs with both alleles targeted
were described by Dor and colleagues.
These pigs were miniature swine with ho-
mozygous deletion of the α1,3GT gene
(α1,3GT−/−), do not express Galα1,3Gal
epitopes on any tissue and, as might be
expected, make anti-Galα1,3Gal reactive

natural antibodies that are cytotoxic to cells
from α1,3GT+/+ pigs.

The availability of pigs with inactivation
or deletion of α1,3GT should allow confir-
mation of the importance of Galα1,3Gal
for hyperacute rejection, but may reveal
other hurdles to xenotransplantation. For
example, a cautionary note has recently
come to light, indicating that pig cells that
lack both copies of the GGTA1 gene may
still synthesize the Galα1,3Gal antigen, al-
beit at very low levels. A further caution
was suggested by Miyata et al., who found
that murine lungs lacking Galα1,3Gal still
bound natural antibodies and activate com-
plement when perfused by human serum,
and these events are associated with di-
minished lung perfusion. Thus, removal
of Galα1,3Gal may not avert other potent
xenogeneic immune responses, as will be
discussed below.

2.3
Complement Activation

A second and essential step in the develop-
ment of hyperacute rejection is activation
of the complement system of the recipi-
ent on donor blood vessels. Complement
activation is triggered by the binding of
complement-fixing xenoreactive antibod-
ies such as natural antibodies directed
against Galα1,3Gal to graft endothelium
and, to a smaller extent perhaps, by reper-
fusion injury. Regardless of the mecha-
nism leading to complement activation,
a xenograft is extraordinarily sensitive
to complement-mediated injury because
of multiple defects in the regulation of
complement (Fig. 2). Under normal cir-
cumstances, the complement cascade is
regulated or inhibited by various pro-
teins in the plasma and on the surface
of cells. These proteins protect normal



580 Xenotransplantation in Pharmaceutical Biotechnology

C3 Convertase

Classical
C1, C4, C2

Alternative
C3b, B, D, P

Anaphylotoxins
C3a, C5a

LysisC5, C6, C7, C8, C9n

Opsonization
C3b

MCP
DAF CD59

Fig. 2 Regulation of the complement system. The
complement cascade, which can be activated via the classical
or alternative pathway, is regulated under normal
circumstances by various proteins in the plasma and on the
cell surface. Three of the cell-surface complement regulatory
proteins are shown here. Decay-accelerating factor (DAF) and
membrane cofactor protein (MCP) regulates complement
activation by dissociating or promoting the degradation of C3
convertase. CD59, also known as protectin, prevents the
functions of terminal complement complexes by inhibiting C8
and C9. An organ graft transplanted into a xenogeneic
recipient is especially sensitive to complement-mediated
injury because decay-accelerating factor, membrane cofactor
protein, and CD59 expressed on the xenograft endothelium
cannot effectively regulate the complement system of the
recipient.

cells from suffering inadvertent injury dur-
ing the activation of complement. The
proteins that regulate the complement
cascade function in a species-restricted
fashion; that is, complement regulatory
proteins inhibit homologous complement
far more effectively than heterologous
complement. Accordingly, the comple-
ment regulatory proteins expressed in a
xenograft are ineffective at controlling the
complement cascade of the recipient, and
the graft is subject to severe complement-
mediated injury.

To address this problem, lines of ani-
mals have been developed that lack the
Galα1,3Gal epitope recognized by natural
antibodies (see Sect. 2.2) or that are trans-
genic for human complement regulatory
proteins and that are able to control ac-
tivation of complement in the xenograft

(Fig. 2). Animals transgenic for human
decay-accelerating factor (hDAF), which
regulates complement at the level of C3
together with CD59, which regulates com-
plement at the level of C8 and C9 or CD46,
which controls complement activation at
the level of C3 and C4, have demonstrated
that the expression of even low levels of hu-
man decay-accelerating factor and CD59 or
CD46 in porcine-to-primate xenografts is
sufficient to allow a xenograft to avoid hy-
peracute rejection. These results, and the
dramatic prolongation of xenograft sur-
vival achieved by expressing higher levels
of human decay-accelerating factor in the
pig, underscore the importance of com-
plement regulation as a determinant of
xenograft outcomes.

One of the major obstacles to testing
the effects of transgenes in pig organs has



Xenotransplantation in Pharmaceutical Biotechnology 581

been the difficulty in generating transgenic
pigs. Recent work by Lavitrano, et al. may
accelerate the rate at which transgenic
pigs may be generated and tested in
transplant models. These investigators
used sperm-mediated gene transfer to
incorporate the human decay-accelerating
factor gene into pigs and obtained a high
efficiency of transgenesis (80% of pigs
incorporated hDAF into the genome) and
hDAF expression (43% of the transgenic
pigs). The transgenic hDAF was functional
in vitro, and transmitted to progeny as
expected. This method in theory could
be used to introduce multiple genes at
once, or a tailor-made set of human genes
that may be useful for transplant-mediated
genetic therapies, as mentioned earlier.

2.4
Acute Vascular Rejection

If hyperacute rejection of a xenograft is
averted, a xenograft is subject to the
development of acute vascular rejection,
so named because of its resemblance to
acute vascular rejection of allografts. Acute
vascular rejection (sometimes called de-
layed xenograft rejection) may begin within
24 hours of reperfusion and leads to graft
destruction over the following days and
weeks. Although the factors important in
the pathogenesis of acute vascular rejec-
tion are incompletely understood, there
is growing evidence that acute vascular
rejection is triggered at least in part by
the binding of xenoreactive antibodies to
the graft. The importance of xenoreac-
tive antibodies in triggering acute vascular
rejection is suggested by three lines of evi-
dence: (1) antidonor antibodies are present
in the circulation of recipients whose grafts
are subject to acute vascular rejection;
(2) depletion of antidonor antibodies de-
lays or prevents acute vascular rejection;

and (3) administration of antidonor anti-
bodies leads to the development of acute
vascular rejection. Recent studies suggest
that among the antibodies that provoke
acute vascular rejection are those directed
against Galα1-3Gal. This problem thus
constitutes further impetus for the con-
tinued development of α1,3Gal-deficient
pigs. Regardless of which elements of
the immune system trigger acute vascu-
lar rejection, it is commonly thought that
this type of rejection, and especially the
intravascular coagulation characteristically
associated with it, are caused by the activa-
tion of endothelial cells in the transplant.
Activated endothelial cells express proco-
agulant molecules, such as tissue factor,
and proinflammatory molecules, such as
E-selectin and cytokines. The pathogenesis
of acute vascular rejection is summarized
in Fig. 3.

Although various therapeutic manipula-
tions have proven successful in preventing
hyperacute rejection, acute vascular rejec-
tion poses a more difficult problem, in
part, because therapies are needed on
an ongoing basis. For this reason, ge-
netic modification of the donor may prove
more important for dealing with acute
vascular rejection than with hyperacute re-
jection. The various possible approaches
for combating acute vascular rejection
are listed in Table 2. Among these ap-
proaches, the reduction of Galα1,3Gal in
xenotransplant donors may be an im-
portant part of the overall strategy, to
the extent that Galα1,3Gal proves to be
an important antigenic target in acute
vascular xenograft rejection. Preliminary
studies suggest that the level of antibody-
binding needed to initiate acute vascular
rejection is considerably lower than the
level needed to initiate hyperacute rejec-
tion. Accordingly, the antigen expression
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Fig. 3 Pathogenesis of acute vascular rejection. Activation of
endothelium by xenoreactive antibodies (Ab), complement (C), platelets
and perhaps by inflammatory cells (natural killer [NK] cells and
macrophages [M∅]) leads to the expression of new pathophysiologic
properties. These new properties, such as the synthesis of tissue factor
(TF) and plasminogen activator inhibitor type 1 (PAI-1), promote
coagulation; the synthesis of E-selectin and cytokines such as IL1α

promote inflammation. These changes in turn cause thrombosis,
ischemia, and endothelial injury, the hallmarks of acute vascular
rejection. (Adapted from Platt, J. L. (1998) New directions for organ
transplantation, Nature 392(Suppl. 6679), 11–17, with permission).

Tab. 2 Therapeutic strategies for acute vascular xenograft rejection.

Possible mechanism Manipulation of:
targeted

Recipient Donor

Antibody–antigen
interaction

Specific depletion of xenoreactive
antibodies

Generating transgenic pigs with
low levels of antigen

Prevention of xenoreactive
antibody synthesis (e.g.
cyclophosphamide,
leflunomide)

Generation of pig clones lacking
antigen

Complement activation Systemic anticomplement therapy
(e.g. CVF, sCR1, gamma
globulin)

Generation of donor pigs
transgenic for human
complement regulatory
proteins

Endothelial-cell activation Administration of
anti-inflammatory agents

Inhibition of NFκB function

Introduction of protective genes
Molecular incompatibilities Administration of inhibitors (e.g.

inhibitors of complement or
coagulation)

Introduction of compatible
molecules

would have to be reduced very signifi-
cantly to achieve therapeutic benefit for
acute vascular rejection. The availability
of α1,3galactosyltransferase-deficient pigs
should prove to be an ideal model to
test this concept. In addition to lower-
ing antigen expression, it is likely that

expression of human complement regula-
tory proteins will be helpful in preventing
acute vascular rejection. Preliminary stud-
ies suggest that interfering with the anti-
gen–antibody reaction and controlling the
complement cascade may be sufficient to
prevent acute vascular rejection for at least
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some period of time. These goals were ac-
complished by using animals transgenic
for human decay-accelerating factor and
CD59 as a source of organs and baboons
depleted of immunoglobulin as recipients.
Cozzi and associates achieved prolonged
survival of xenografts, presumably pre-
venting acute vascular rejection, by using
transgenic pigs expressing high levels of
decay-accelerating factor and cynomolgus
monkeys treated with very high doses of
cyclophosphamide. The immunosuppres-
sion perhaps prevented the synthesis of
antidonor antibodies.

Work in rodents points to the potential
involvement of natural killer (NK) cells
and macrophages in mediating acute
vascular rejection. However, the ability of
immunoglobulin manipulation to prevent
acute vascular rejection suggests that the
involvement of NK cells and macrophages
might be less important than in vitro
studies and studies in rodents have
suggested. On the other hand, NK cells
might exacerbate the injury triggered by
xenoreactive antibodies, as human NK
cells have been shown to activate porcine
endothelial cells in vitro.

2.5
Accommodation

Fortunately, the presence of antidonor
antibodies in the circulation of a graft re-
cipient does not inevitably trigger acute
vascular rejection. If antidonor antibodies
are temporarily depleted from a recipient,
an organ transplant can be established
so that rejection does not ensue when
the antidonor antibodies are returned
to the circulation. This phenomenon is
referred to as accommodation. Accom-
modation may reflect a change in the
antibodies, in the antigen, or in the
susceptibility of the organ to rejection.

If accommodation can be established, it
may be especially important in xenotrans-
plantation because it would obviate the
need for ongoing interventions to inhibit
antibody-binding to the graft. One po-
tential approach to accommodation may
be the use of genetic engineering to
reduce the susceptibility of an organ trans-
plant to acute vascular rejection and the
endothelial-cell activation associated with
it. Unfortunately, successful intervention
at the level of such effector mechanisms
has yet to be achieved. However, dis-
ruption of antibody–antigen interaction
has brought about accommodation in hu-
man subjects.

2.6
Cellular Mediated Immune Responses

Organ transplants and cellular and free
tissue transplants are subject to cellular
rejection. In allotransplantation, cellular
rejection is controlled by conventional im-
munosuppressive therapy, but there is
concern that, for several reasons, cellu-
lar rejection may be especially severe in
xenotransplants. First, the great variety of
antigenic proteins in a xenograft may lead
to recruitment of a diverse set of ‘‘xenore-
active’’ T cells. Second, the binding of
xenoreactive antibodies and activation of
the complement system may lead to am-
plification of elicited immune responses.
For example, deposition of complement in
a graft may cause activation of antigen-
presenting cells, in turn stimulating T-cell
responses. Still another factor that might
amplify the elicited immune response to
a xenotransplant involves ‘‘immunoregu-
lation,’’ which ordinarily would circum-
scribe cellular immune responses, but
may fail or be deficient across species.
Such failure could reflect limitations in
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the recognition of xenogeneic cells or in-
compatibility of relevant growth factors, as
but two examples.

Induction of immunologic tolerance has
been an erstwhile goal of transplant sur-
geons and physicians. Especially in the
case of xenotransplantation, if the cur-
rent immunosuppressive regimens are not
sufficient, induction of immunologic tol-
erance may be required. At least three ap-
proaches are being pursued: (1) the gener-
ation of mixed hematopoietic chimerism,
(2) the establishment of microchimerism
by various means, and (3) thymic trans-
plantation. The development of mixed
hematopoietic chimerism through the in-
troduction of donor bone marrow has
worked very well across rodent species,
although success may be limited by
xenoreactive antibodies and the engraft-
ment impaired by incompatibility of host
growth factors or microenvironment. For-
tunately, there is evidence that these
problems can be overcome. Various ap-
proaches to peripheral tolerance, such as
the blockade of costimulation by admin-
istration of a fusion protein consisting of
a soluble form of the CTLA-4 molecule
and immunoglobulin (CTLA-4-Ig), are be-
ing pursued.

Still another factor in the cellular re-
sponse to a xenotransplant involves the
action of NK cells. Natural killer cell
functions can be amplified by cell-surface
receptors that recognize Galα1-3Gal. Natu-
ral killer cell functions are downregulated
by receptors that recognize homologous
major histocompatibility complex (MHC)
class I. Human NK cells may be es-
pecially active against xenogeneic cells
because of stimulation on the one hand
and failure of downregulation on the other.
The possible involvement of NK cells in
xenograft rejection might be addressed by
generation of transgenic pigs expressing

on the cell-surface MHC-like molecules
that will more effectively recognize cor-
responding receptors on NK cells and
that will downregulate the function of
NK cells.

How a xenogeneic donor could be mod-
ified genetically to enhance the develop-
ment of tolerance or to limit elicited im-
mune responses is still uncertain. Clearly,
efforts to control the natural immune barri-
ers to xenotransplantation may contribute
to limiting the elicited immune response.
To the extent that recipient T cells recog-
nize donor cells directly, that is, the T-cell
receptors of the recipient recognizing na-
tive MHC antigens on donor cells, a xeno-
geneic donor might be engineered in such
a way to reduce corecognition (through
CD4 and CD8) or costimulation (through
CD28 or other T-cell surface molecules)
or to express inhibitory molecules such
as CD59 or Fas ligand. These approaches
and the expression of inhibitory molecules,
which are being considered as approaches
to gene therapy in allotransplantation, may
well prove more effective in xenotrans-
plantation because inhibitory genes can be
introduced as transgenes and thereby ex-
pressed in all relevant cells in the graft.
Another useful and perhaps necessary ap-
proach will involve genetic modifications
to allow the survival and function of donor
bone-marrow cells.

3
Physiologic and Infectious Hurdles to
Xenotransplantation

3.1
Interspecies Challenges

Progress in addressing some of the im-
munological obstacles to xenotransplanta-
tion has brought into focus the question of
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the extent to which a xenotransplant would
function optimally in a foreign host. A
recent demonstration that the porcine kid-
ney and the porcine lung can replace the
most important functions of the primate
kidney and primate lung is encourag-
ing. Subtle defects in physiology across
species may nevertheless exist. Organs
such as the liver, which secrete a variety
of proteins and which depend on complex
enzymatic cascades, may prove incompat-
ible with a primate host. Accordingly, one
important application of genetic engineer-
ing in xenotransplantation may be the
amplification or modulation of xenograft
function to allow for more complete es-
tablishment of physiologic function or to
overcome critical defects; for example, re-
cent studies by Akhter and associates and
Kypson and coauthors aimed at improving
the function of cardiac allografts by ma-
nipulation of β-adrenergic signaling, and
this technique might be adapted to the
xenotransplant to improve cardiac func-
tion. On the other hand, most cellular
processes and biochemical cascades are
intrinsically regulated to meet the overall
physiologic needs of the whole individ-
ual. The key question, then, is which of
the many potential defects actually need to
be repaired.

Another potential hurdle to the clini-
cal application of xenotransplantation is
the possibility that the xenograft may dis-
turb normal metabolic and physiologic
functions in the recipient. For exam-
ple, Lawson and coworkers have shown
that porcine thrombomodulin fails to
interact adequately with human throm-
bin and protein C to generate activated
protein C. This defect could lead to a
prothrombotic diathesis because of fail-
ure of generation of activated protein C.
Of even greater concern is the possibil-
ity that the transplantation of an organ,

such as the liver, could add prothrom-
botic or proinflammatory products into
the blood of the recipient. Although per-
haps a great many physiologic defects
can be detected at the molecular level,
the critical question will be which of
these defects is important at the whole-
organ level or with respect to the well-
being of the recipient, and which must
be repaired by pharmaceutical or ge-
netic means.

3.2
Zoonosis

The increasing success of experimen-
tal xenotransplants and therapeutic trials
bring to the fore the question of zoono-
sis, that is, infectious disease introduced
from the graft into the recipient. The
transfer of infectious agents from the
graft to the recipient is a well-known
complication of allotransplantation. To
the extent that infection of the recipi-
ent in this way increases the risks of
transplantation, that risk can generally
be estimated and a decision made on
the basis of the risk versus the poten-
tial benefits conferred by the transplant.
The concern about zoonosis in xeno-
transplantation is not so much the risk
to the recipient of the transplant, but
the risk that an infectious agent will be
transferred from the recipient to the pop-
ulation at large. Fortunately, all of the
microbial agents known to infect the pig
can be detected by screening and po-
tentially eliminated from a population of
xenotransplant donors. There is concern,
however, that the pig may harbor endoge-
nous retroviruses that are inherited with
genomic DNA and that might become
activated and transferred to the cells of
the recipient.
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The possibility that an endogenous retro-
virus from swine might pose a hurdle
to xenotransplantation was first raised by
Patience et al. Reports from several labora-
tories have raised concern about transmis-
sion of porcine retroviruses. Patience and
coauthors found that the porcine endoge-
nous retrovirus (PERV) can be activated
in pig cells, leading to the release of par-
ticles that can infect human cell lines.
Whether this virus or other endogenous
viruses can actually infect across species
and whether such infection would lead
to disease are unknown, but remain a
subject of current epidemiologic investi-
gation. Ogle and colleagues found that
human hematopoietic stem cells intro-
duced into swine acquire PERV by fusing
with host cells to form human–swine
hybrid synkaryons. The hybrid cells ap-
pear to have a survival advantage over
unfused cells and transmit the virus to
uninfected human cells. If cross-species
infection does prove to be an important is-
sue, genetic therapies might also be used to
address this problem. The simplest genetic
therapy would involve breeding out the or-
ganism, but this approach might fail if the
organism were widespread or integrated at
multiple loci. Some genetic therapies have
been developed to potentially control hu-
man immunodeficiency viruses. Although
these therapies have generally failed be-
cause it has been difficult or impossible to
gain expression of the transferred genes
in stem cells and at levels sufficient to
deal with high viral loads, the application
of such therapies might be much easier
in xenotransplantation because the thera-
peutic genes could be delivered through
the germline. Ultimately, if elimination
of endogenous retroviruses were neces-
sary, it could potentially be accomplished
by gene targeting and cloning, as dis-
cussed above.

4
A Scenario for the Clinical Application of
Xenotransplantation

Successful application of xenotransplanta-
tion in the clinical arena requires insights
into not only immunology but also into
physiology and infectious disease, all of
which have been discussed briefly here
in the context of genetic therapy. In recent
years, important advances have been made
in elucidating the immunologic hurdles of
pig-to-primate transplantation. Although
this scientific progress is important and
exciting, xenotransplantation will likely
enter the clinical arena through a step-
by-step process. A first step, free tissue
xenografting, is in limited clinical trials
already and preliminary evidence is en-
couraging as porcine free tissue xenografts
appear to endure in a human recipient.
One immediate application of free tis-
sue xenografting would be treatment of
cirrhosis caused by hepatitis virus, using
targeted infusion of porcine hepatocytes.
The promise of this approach is enhanced
because (1) pig hepatocytes are resistant to
viral reinfection, (2) rat models of cirrhotic
liver failure indicate that porcine hepa-
tocyte xenotransplants may endure and
function well, and (3) predicted demand
for hepatic transplantation due to hepatitis
C-induced cirrhotic liver disease is likely to
worsen the already acute shortage of livers
available for transplant. Another poten-
tial extension of free tissue xenografting
is transplantation of xenogeneic islets of
Langerhans for the treatment of type one
diabetes. Xenogeneic islet transplants may
prove to be less liable to destruction by
the autoimmune processes that underlies
this disease. Temporary or ‘‘bridge’’ organ
transplantation will probably follow free
tissue xenografting. Bridge transplants will
not address the problem of the shortage of
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human organs, but incisive analysis of the
outcomes of these transplants will provide
important information about the remain-
ing immunologic hurdles and the potential
physiologic and infectious considerations.
With this information, further therapies
including genetic engineering may allow
the use of porcine organs as permanent re-
placements. Even then, one can envision
ongoing efforts to apply genetic therapies
that will optimize graft function and limit
the complications of transplantation.

While it may be that the use of pigs
as a source of organs and tissues for
transplantation is not far off, exciting ad-
vances in tissue engineering, stem cell
technology, and in vitro organogenesis
may broaden the use of animals in hu-
man medicine. Adult and embryonic stem
cell culture has given rise to organ-specific
tissues with functional characteristics of
the corresponding organs. Although these
cultures are unlikely to yield fully devel-
oped functional organs for transplantation
into humans, pigs or other animals could
be used as recipients of these culture-
initiated tissues and allow completion of
development. These organs, grown and
maintained in animals, may then be
available for transplantation on an ‘‘as
needed’’ basis. Pigs may thus serve as
xenograft ‘‘recipients’’ prior to becoming
organ ‘‘donors.’’ The recent success in
cloning of animals, including pigs, raises
the possibility of transferring nuclei from
a human patient’s cells into enucleated
stem cells of an animal, and then growing
the cells in animals to generate differenti-
ated human tissue that is autologous with
the patient. The lessons learned from ge-
netic manipulation of animals in the quest
to make animal organs suitable for trans-
plantation into humans may find their best
application in generating animals suitable

for use as biological reactors to grow hu-
man organs suitable for transplantation
into humans.

See also Animal Biotechnology and
Modeling; Immune Defence, Cell
Mediated; Immunology; Medicinal
Chemistry; Nuclear Transfer for
Cloning Animals.
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Bacterial Artificial Chromosomes (BACs)
Genomic clones with 100 to 200 kb insert size used for physical mapping and
genome sequencing.

Expressed Sequence Tags (ESTs)
Single-pass sequences of cDNA clones that provide rapid access to genes as well as
information on expression and polymorphism.

Forward Genetics
Methods that identify an unknown gene by its mutant phenotype, usually by
mutagenesis screening with a chemical mutagen or retrovirus, and cloning the
affected locus.

Knockdown
Abolishment of activity of a known gene by injection of morpholino oligonucleotides
complementary to its transcript into the fertilized egg, mainly feasible for genes
required early in development.

Microsatellite Markers
Genetic markers consisting of a sequence of short repeats of variable length (in
particular (CA)n) flanked by a pair of primer sequences, useful for genetic mapping
because they are widespread, codominant, and easily scored by PCR amplification and
gel electrophoresis.

Positional Cloning
Molecular cloning of mutant loci for which no obvious candidate gene exists, by
genetically mapping the mutation to a specific contig or genomic clone, and
sequencing the transcripts of this critical region.
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Radiation Hybrid Mapping
Mapping method for sequence-tagged site (STS) markers, based on fusion cell lines
generated from irradiated cells of the species of interest and rodent cells. If two
markers are found by PCR to be present or absent in the same radiation hybrid cell
lines, they are likely to be close to each other.

Restriction Fingerprinting
Physical mapping method in which genomic clones are digested with a restriction
enzyme, overlaps between the clones are identified by their similar restriction patterns,
and contigs are constructed from the overlapping clones.

Reverse Genetics
Methods that identify the mutant genotype of a known gene for further investigation of
its function, for example by knockdown or TILLING.

Single Nucleotide Polymorphisms (SNPs)
Changes of a single nucleotide between strains, useful for genetic mapping, for
example by sequencing.

Targeting Induced Local Lesions In Genomes (TILLING)
Identification of mutations in a known gene by screening of a library of mutagenized
animals, either by sequencing or with CEL-I heteronuclease; also referred to as
targeted knockout.

Teleost Genome Duplication
Hypothesized genome duplication (tetraploidization) event in the evolution of
ray-finned fish, followed by functional specialization or loss of duplicate genes; as a
result, some mammalian genes have two zebrafish orthologs with distinct functions
and expression domains.

� Owing to its transparent, easily accessible embryos, simple breeding, and short
generation time, the zebrafish has become one of the most important model
organisms to study the genetic control of embryonic development. Zebrafish research
initially focused on forward genetics (mutagenesis screening), but reverse genetic
methods, transgenesis, and microarrays are now equally available to characterize
known genes. The zebrafish genome consists of 25 chromosome pairs and has
an estimated haploid size of 1.5 Gb. Several genome maps exist for the zebrafish.
The meiotic MGH map is generally used for placement of mutant loci and, in
combination with the T51 radiation hybrid map and BAC fingerprinting, forms
the basis of genome sequencing. A genome sequence is being generated by a
combination of whole-genome shotgun and BAC-based sequencing, and is expected
to be finished in 2005.
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1
The Zebrafish as a Model Organism for
Developmental Biology

1.1
General Remarks

In recent years, the zebrafish has become
a favorite model organism for biologists
studying developmental as well as cell bi-
ological processes. It is uniquely suited
to identifying novel regulatory genes in
vertebrate development and elucidating
their function in the developing animal.
No other vertebrate model organism of-
fers the same combination of transparent
and easily accessible embryos, efficient
mutagenesis screening that has led to sev-
eral hundred characterized mutations, and
more recently, a sequenced genome as well
as microarray and knockout technologies.

In addition, the zebrafish is of inter-
est to the pharmaceutical industry because
the embryos can be used for screen-
ing small molecule libraries in high-
throughput pipelines. This approach can
be applied to toxicology and, with mutants
that are models for human diseases, to
drug discovery and development.

The potential of the zebrafish system
has been only partially realized so far. A
main reason is that prior to genome se-
quencing, cloning of zebrafish mutations
relied mainly on candidate genes and was
therefore biased to finding mutations in
genes already known from other organ-
isms. However, this is changing rapidly,
and novel regulatory genes are increas-
ingly being discovered and characterized
in the zebrafish.

1.2
Advantages of the Zebrafish as a Model
Organism

The zebrafish has many properties that
make it ideally suited as a model organism

for experimental biologists:

• Zebrafish are easy to maintain and
breed, minimizing the cost and effort
to keep large populations of animals.

• They develop externally (outside of the
female), allowing easy access to the
embryos at all stages of development.

• The embryos are sturdy and large
enough for experimental manipula-
tions, such as microinjections or trans-
plantation of cells. However, the em-
bryos are small enough to fit into
standard 96-well plates, facilitating au-
tomated analyses.

• Sperm samples can easily be obtained
(even from live fish), stored, and later
used for in vitro fertilizations.

• Embryonic development of the ze-
brafish is synchronous, that is, at any
given time, all the embryos in a clutch
will be at the same developmental stage.

• Compared with other vertebrate models
for development, such as the mouse or
Xenopus, the organs in zebrafish larvae
are composed of fewer cells, making
them easier to study. However, the
organs still function in much the same
way as those in larger animals.

• Zebrafish have large numbers of
offspring.

1.3
Zebrafish Development

In addition to these advantages, there
are two main embryological advantages
that set the zebrafish apart from other
vertebrate model organisms: its very rapid
early development and the fact that its
development can easily be observed in
great detail.

For a vertebrate, embryonic develop-
ment in the zebrafish is extremely rapid
(see Fig. 1). Embryogenesis takes approx-
imately 2 days, the larvae hatch on the
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Fig. 1 A photographic overview of key aspects of
early zebrafish development. hpf: hours
postfertilization; dpf: days postfertilization. 0 hpf:
At the one-cell stage immediately after
fertilization, the zygote sits on top of a large ball of
yolk. 4 hpf: Four hours following fertilization, the
cells have undergone several rounds of cleavages
to form a mass of cells located on top of the yolk.
Please note that in contrast to species such as
Xenopus, the yolk cell does not undergo cleavage
divisions. 6 hpf: Gastrulation begins with epiboly
of the cells. At this stage, the antero-posterior and
dorso-ventral axes can be determined. 8 hpf: Onset
of thickening in the region of the future head. 10
hpf: First somite forms (right) and the optic lobes
evaginate from the diencephalon. 18 hpf: Body
plan becomes recognizable, and the first voluntary
muscle contractions are observable as movements
of the tail. 24 hpf: Most vertebrate-specific body
features and organs are already recognizable,
including a compartmentalized brain, eyes, ears,
and all internal organs. However, the majority of
the organs are not yet functional. Notably though,
the heart starts beating just before the end of the
first day of development. Over the next 24 hpf,
numerous cell types differentiate, and the organs
gradually begin to function. 48 hpf: Zebrafish start
to hatch and start swimming. 5 dpf: Larvae swim
well and search for food independently. The speed of zebrafish development is temperature
dependent. Zebrafish develop at temperatures ranging from approximately 18 to 32 ◦C. The higher
the temperature, the faster the development. Normally, zebrafish are kept at temperatures ranging
between 25 and 28.5 ◦C. In this text, all statements relating to the development of any given structure
at any time point always refer to development having occurred at 28.5 ◦C. (Adapted from Haffter, P.,
Granato, M., Brand, M., Mullins, M.C., Hammerschmidt, M., Kane, D.A., Odenthal, J., van Eeden,
F.J., Jiang, Y.J., Heisenberg, C.P., Kelsh, R.N., Furutani-Seiki, M., Vogelsang, E., Beuchle, D., Schach,
U., Fabian, C., Nusslein-Volhard, C. (1996) The identification of genes with unique and essential
functions in the development of the zebrafish, Danio rerio, Development 123, 1–36.)

third day of development and as of day
five, the vast majority of cell types have
differentiated and the organs have taken
up their function. This rapid development
allows the observation of developmental
processes and the completion of experi-
ments generally within a few hours to days.

Despite the rapidity of embryonic and
early larval development in zebrafish, the
time needed to reach sexual maturity
(generation time) is between two and
four months (depending on the conditions
under which they are raised; see Fig. 2).

The development of the zebrafish is
similar to the embryogenesis in higher-
ordered vertebrates, including humans
and other mammals. But unlike in mam-
mals, the embryonic development of ze-
brafish occurs outside the female. This
allows easy access to the embryos without
the need to sacrifice the female. Moreover,
unlike in birds and reptiles, the shell of the
zebrafish eggs (the chorion) is transparent,
allowing the continuous observation of the
developing embryo in its ‘‘natural’’ envi-
ronment without the need to open the
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Fig. 2 Photographs of age-matched
adult female (top) and male (bottom)
zebrafish. The characteristic horizontal
stripes running along the body and fins
gave this species its name. Adult
zebrafish measure about 3 to 5 cm in
length. Females can be recognized by
their larger belly accommodating the
eggs. Males tend to be more reddish in
color than female zebrafish. The scale
bar is 1 cm. (See color plate p. xxix).

shell. This property is shared with, for ex-
ample, the African claw-toed frog Xenopus,
another model for early development.

The most important advantage of the
zebrafish, however, is that the embryos
themselves are completely transparent
during early development. This is due
both to their relatively small size and
the absence of pigment throughout the
first 36 h of development (the time when
pigmentation in the melanocytes and the
cells of the retinal pigment epithelium
begins). Yet, even after the onset of
pigmentation, most parts of the body can
still be observed between the relatively
few melanophores. Also, in contrast to
Xenopus, in zebrafish, the yolk does not
participate in the cleavage divisions of the
early embryo but remains distinct from the
embryo throughout development.

This transparency of the zebrafish em-
bryos and larvae allows the visualization
of many processes that occur deep inside
the developing animal. These include, the
development of internal organs, such as
the brain, the cardiovascular system or the
digestive tract, the migration of cells as
well as the path finding of axons. In the ze-
brafish, these developmental processes can
be visualized in real time without the need
for invasive intervention (e.g. dissection
or histological sectioning) or sophisticated
imaging techniques (e.g. MRI).

The external development and the trans-
parency of the zebrafish embryos facili-
tate numerous experimental approaches.
These include, for example, laser manipu-
lations, such as cell ablation or uncaging
experiments as well as the generation of
extensive fate maps. Moreover, in tech-
niques, such as mRNA in situ hybridiza-
tion and antibody staining to test for the
expression patterns of genes and proteins,
the translucency of the embryos in many
cases obliterates the need for sectioning as
the staining can be performed and imaged
on whole embyros.

In contrast to mammals, zebrafish can
generate large numbers of offspring.
When kept under optimal conditions, a
single female can lay up to 200 eggs
per week. This greatly facilitates high-
throughput approaches and statistical
analyses, including the reliable identifica-
tion of mutant phenotypes, for example in
a genetic screen. This fact, together with
the small size and easy maintenance of
zebrafish embryos as well as their rapid
embryonic development, allows for for-
ward genetic approaches to be taken that
are often too labor intensive and too costly
to be carried out with other vertebrate mod-
els, such as the mouse. The zebrafish
thus combines being a vertebrate with
many of the advantages of invertebrate
model organisms.



Zebrafish (Danio rerio) Genome and Genetics 599

For a summary of key properties of
commonly used animal model organisms,
please refer to Table 1.

1.4
Phylogeny

The zebrafish (Danio rerio, formerly also
known as Brachydanio rerio) is a small trop-
ical freshwater fish. Its natural habitats are
rivers of South Asia, mainly northern In-
dia as well as northern Pakistan, Nepal,
and Bhutan. The zebrafish belongs to the
family of the cyprinids (Cyprinidae) in
the class of ray-finned fishes (Actinoptery-
gii) and within this class to the bony
fishes (teleosts or Teleostei) to which most
extant ray-finned fishes belong (Fig. 3).
The teleost fishes comprise other model
organisms:

• Medaka (Oryzias latipes), a species,
which is mainly used to study devel-
opmental biology.

• The three-spined stickleback (Gasteros-
teus aculeatus) and the guppy (Poecilia
reticulata), the two species with a long
tradition in behavioral studies and more
recently, in population genetics also.

• The two pufferfish species Takifugu
rubripes (also referred to as Fugu
rubripes) and Tetraodon nigroviridis (re-
cently also referred to as Monotreta
nigroviridis), which with their relatively
small and simple genomes are impor-
tant organisms to understand genome
architecture, organization, and func-
tion. Takifugu rubripes was the first fish
and second vertebrate species whose
genome was fully sequenced (in 2002).
The genome of T. nigroviridis is currently
also being sequenced.

These five species belong to the teleost
crown group, a large radiation whose last

common ancestor with the zebrafish lived
about 100 million years ago (a similar
evolutionary time span as that between
humans and mice). The lineages leading
to the cyprinids and mammals split about
400 to 450 million years ago.

It is assumed that during the evo-
lution of the ray-finned fishes, there
has been a genome duplication event,
which lead to a tetraploidization of the
genome. This duplication was followed
by a functional specialization of some of
the duplicated genes on the one hand
and the loss of other genes on the
other hand. As a result, an estimated
20% of mammalian genes have two ze-
brafish orthologs with distinct functions
and expression domains. This subfunc-
tion partitioning can help to understand
different aspects of the mammalian gene
function as they can be studied in
isolation.

1.5
Laboratory Strains

Several wild-type laboratory strains of
the zebrafish have been established by
the major research laboratories. While
these strains are inbred to some extent,
none of them is completely isogenic, and
all of them have somewhat overlapping
distributions of marker alleles. The choice
of a mapping strain is thus often a
matter of personal preference. Only the
most common strains will be mentioned
here.

The primary strains used for mutage-
nesis experiments are AB and Tübingen
(Tü). The AB strain was generated by
G. Streisinger in Eugene, Oregon, by
crossing the strains obtained at a pet
shop. It has been used for a major
mutagenesis screen by the laboratory
of W. Driever, and for several smaller
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Fig. 3 Schematic representation of the major vertebrate lineages.

screens. The Tübingen strain, likewise
originating from a pet shop, has been
used as the genetic background of most
mutagenesis screens including the two
largest ones, performed in the labora-
tory of C. Nüsslein-Volhard. For this
reason, it was also chosen as the strain
to be sequenced in the zebrafish genome
project.

Wild-type India Calcutta (WIK) was gen-
erated from a wild catch in India as a
highly polymorphic reference strain for
mapcrosses with mutations in the Tü back-
ground. In crosses of Tü x WIK, 68% of
microsatellite markers give a scorable poly-
morphism. India (IN) was used for the
MGH meiotic mapping panel in combina-
tion with AB; however, it is more difficult
to breed than WIK and may contain mu-
tations that affect viability. The strain SJD
was isogenized over several generations
by the laboratory of S. L. Johnson, and it is

more polymorphic in crosses to Tü (75%
scorable polymorphism). It would thus be
better suited as a reference strain, but it is
more difficult to breed because of a skewed
sex ratio (a common problem with inbred
zebrafish strains).

In the zebrafish, visible markers are not
as useful for the maintenance of mutations
as, for example, in Drosophila because it
has 25 chromosomes and lacks balancer
chromosomes (which would prevent re-
combination between the marker and the
mutant locus). A common strain with vis-
ible markers is Tübingen long fin (TL,
formerly named Tup long fin), which car-
ries a recessive mutation (leot1) that causes
spotting, and a dominant mutation (lof dt2)
causing long fins.

Wild-type strains can be obtained either
from the Zebrafish International Resource
Center (ZIRC) or from the laboratories in
which they originated.
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2
Genetic Tools and Methods Available to
Study Development in the Zebrafish

2.1
General Remarks

When compared to other model organ-
isms, such as the nematode Caenorhab-
ditis elegans, the fruit fly Drosophila
melanogaster, or the mouse Mus muscu-
lus, the number of tools and methods that
are available when working with the ze-
brafish is still relatively limited. This is
not surprising when considering that the
zebrafish is a comparatively recent addi-
tion to the list of model organisms. It was
established largely by George Streisinger
in the late 1970s and early 1980s. Since
then, the zebrafish community has grown
steadily, the tools and methods available to
zebrafish researchers have increased con-
siderably over the past two decades, and
there is now a substantial number of pro-
tocols, reagents, as well as transgenic and
mutant zebrafish lines.

2.2
Genetic Screens (Forward Genetics)

To date, genetic screens are the most suc-
cessful approach for identifying genes with
an essential function in the development
of an organism. Genetic screens rely on
the random induction of mutations in the
genome and the subsequent search for in-
dividuals with a mutant phenotype. They
have the advantage that they are relatively
unbiased with respect to prior knowledge,
and thus also allow the identification of
previously unknown genes. However, be-
ing able to identify mutants for a given
process, morphological structure or behav-
ior relies on the capability to develop an
assay for the detection of the correspond-
ing phenotypes. Furthermore, as genetic

screening relies on the identification of a
phenotype, it selects genes with unique or
at least partially nonredundant functions.
Genes with redundant functions, however,
cannot be detected in genetic screens.

The possibility to perform large-scale
genetic screens in the zebrafish is a pow-
erful feature of this model organism.
When compared to other vertebrate model
organisms (mouse, chicken, frog), the gen-
eration time of the zebrafish is similar
(2–4 months). But the large number of
offspring greatly facilitates phenotypic and
genetic analyses, such as the collecting of
sufficient numbers of mutant individuals
for different assays and phenotypic analy-
ses as well as of recombinant individuals
for the subsequent mapping of mutations
(see below). Moreover, the moderate space
required to breed large numbers of ze-
brafish significantly reduces the cost of
such undertakings. Finally, the speed of
zebrafish development and the ease with
which it can be observed greatly facilitate
the identification of mutant phenotypes
for virtually any organ, tissue, or cell type.

Several mutagenesis protocols have been
established for the zebrafish. The muta-
gens used include ENU, radiation (mainly
γ -rays), as well as insertional muta-
genesis with retroviruses or transpos-
able elements.

2.2.1 Chemical Mutagenesis
The generation of mutants by chemical
mutagenesis has been one of the most
successful approaches in elucidating the
function of genes and the genetic con-
trol of biological processes, particularly
those of embryonic development. One
of the most widely used substances to
induce mutations is the chemical N-ethyl-
N-nitrosourea (ENU). ENU is a potent
mutagen, which has been used to in-
duce mutations in various organisms. For
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example, in the mouse, it has the highest
mutation rate of all germ cell mutagens
examined, and also for the zebrafish, ENU
has been the mutagen of choice in the ma-
jority of genetic screens carried out to date.

ENU is a synthetic alkylating agent,
which induces mutations by transferring
its ethyl group to oxygen or nitrogen radi-
cals in individual bases of DNA, including
the N1, N3, and N7 groups of adenine, the
O2 and N3 groups of cytosine, the O6, N3,
and N7 groups of guanine, and the O2, O4,
and N3 groups of thymine. Generally, ENU
induces point mutations: The ethylation of
a base can lead to the modified base being
misread during DNA replication, resulting
in the integration of a noncomplementary
base in the second DNA strand (see Fig. 4).
Following a second round of replication,

one of the four double helices derived from
the initially modified double helix carries
a complete base-pair substitution. ENU-
induced mutations chiefly involve the base
thymidine (AT to TA transversions and AT
to GC transitions as shown in Fig. 3 are
the most common mutations induced by
ENU). However, chromosomal rearrange-
ments (translocations, inversions, dele-
tions) have also been described for post-
meiotically mutagenized male germ cells.

When animals are exposed to ENU
(in the case of zebrafish by bathing
them in a solution containing ENU), it
induces mutations in all cells of the body,
including in the precursors of the germ
cells. It has been shown for mice that
the rate of mutagenesis by ENU in testes
is highest in spermatogonial stem cells

Fig. 4 Mechanism of mutagenesis by ENU
leading to an AT → GC transition. The ethyl
group in ENU (shown in red or indicated as a red
asterisk) is transferred to the O4-atom of
thymine, resulting in an O4-ethylthymine adduct.
Failing an excision of the O4-ethylthymine
adduct by the DNA repair machinery, the
O4-ethylthymine mispairs with a guanine in a
subsequent replication of the DNA. In this
mispairing, the ENU-derived ethyl group forms a
third hydrogen bond with the O6 of the guanine

base in the complementary DNA strand. A
successive second replication leads to a
complete AT → GC transition in one of the four
double helices produced, thus fixing the
mutation. Substitutions of bases are indicated in
blue. Figure adapted after Noveroske, J.K.,
Weber, J.S., Justice, M.J. (2000) The mutagenic
action of N-ethyl-N-nitrosourea in the mouse,
Mamm. Genome 11, 478–483. (See color plate
p. xxx).
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where optimal doses of ENU result in one
mutation per gene in every 175 to 655
gametes (corresponding to a specific locus
rate of 1.5–5.7 × 10−3). In the zebrafish,
the specific locus rate ranges from 0.6
to 4.8 × 10−3, indicating that either the
mutagenesis rates that can be achieved
are slightly lower than those for the
mouse or that the optimum conditions
for mutagenesis in the zebrafish have not
yet been found.

As the mutations induced by ENU
primarily occur only in one of the DNA
strands (see Fig. 3), there is a difference in
the offspring resulting from mutagenized
germ cells, depending on whether the
exposure to ENU occurred before or
after meiosis: mutations in premeiotic
spermatogonia lead to sperm, which carry
the mutation in both strands (due to
DNA replication during meiosis), whereas
mutations in postmeiotic germ cells result
in sperm with only one of the DNA
strands mutagenized. As a consequence,
animals arising from spermatogonia carry
the mutation in every cell. However,
the progeny from germ cells that were
mutagenized postmeiotically are mosaic
with respect to the mutation.

Figure 5 depicts a typical breeding
scheme for a two generation ENU mu-
tagenesis screen in the zebrafish. Genetic
screens using the zebrafish have resulted
in the isolation of nearly 2000 mutant
lines up until today. The vast major-
ity of these mutations are recessive and
affect embryonic or larval development
(most are embryonic or larval lethal).
However, a few dominant mutations as
well as some mutations with adult phe-
notypes have been isolated. For a list
of published mutants with brief phe-
notypic and – where available – molecular
characterizations, refer to the searchable
database at http://www.zfin.org.

2.2.2 Insertional Mutagenesis
The most significant disadvantage of work-
ing with mutants generated by chemical
mutagenesis is the difficulty in identi-
fying the mutation. The localization of
chemically mutated genes in the genome
requires a laborious genetic mapping of
the mutated locus followed by positional
cloning and/or a candidate gene approach
(see below). This drawback can be cir-
cumvented if the mutagenesis is achieved
by the insertion of a known sequence
(e.g. a transposon or a retroviral vector),
which can be used as a starting point for
the sequencing of the regions flanking
the insert. This strategy has been suc-
cessfully applied in mutagenesis screens
in other model organisms. Famously, the
P-element transposon has been used to
generate numerous mutants in Drosophila,
and retroviral vectors were employed to
mutate, for example, mice.

In the zebrafish, insertional mutants
have been generated using one of three
methods: injection of plasmid DNA, trans-
posons, and pseudotyped retroviral vec-
tors. However, the only efficient protocols
for insertional mutagenesis in the ze-
brafish have been established using retro-
viruses.

Briefly, retroviral vectors are injected
into zebrafish embryos at the blastula
stage, resulting in mosaic founder fish
carrying insertions also in the precursors
of the germ cells (up to 25–30 insertions
in the germ line per individual with a
given insertion occurring in 3–20% of the
gametes). Incrossing of these founders
generates a nonmosaic F1 generation.
Typically, approximately 20% of these fish
have 5 to 10 insertions per individual.
The F1 fish carrying multiple insertions
are incrossed to raise F2 families with at
least 10 independently segregating inserts,
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m m m mX X X X

Fig. 5 Depiction of a mutagenesis and crossing scheme. Male fish are
mutagenized with ENU and subsequently mated with wild-type female fish. The
fish of the resulting F1 generation are heterozygous for individual mutations
(depicted as ‘‘m’’ in this example). These F1 fish are again mated with wild-type
fish in single-pair matings. The offspring from each of these matings are
commonly referred to as ‘‘F2 families.’’ In these F2 families, approx. 50% of the
individuals are heterozygous for a particular mutation (+/m); the other 50%
carry two wild-type alleles of this locus (+/+). Random single-pair matings
between the siblings of an F2 family give rise to the F3 generation. This is the
first generation in which a particular mutation can occur in a homozygous state
and which hence first show a mutant phenotype for recessive mutations (the
vast majority of ENU-induced mutations are recessive; rarely dominant
phenotypes can already be observed in the F1 and F2 generations). On the level
of the mutated locus, four different cases can be distinguished: Two
homozygous F2 individuals are mated (+/+ X +/+), a genotypically wild-type
F2 female is mated with a heterozygous F2 male (+/+ X +/m), a heterozygous
F2 female is mated with a genotypically wild-type F2 male (+/m X +/+), and
two heterozygous F2 individuals are mated (+/m X +/m). In the case of a
recessive mutation, the latter cross results in phenotypically mutant F3 offspring
(approximately 25% of the individuals). (Figure adapted from Haffter, P.,
Granato, M., Brand, M., Mullins, M.C., Hammerschmidt, M., Kane, D.A.,
Odenthal, J., van Eeden, F.J., Jiang, Y.J., Heisenberg, C.P., Kelsh, R.N.,
Furutani-Seiki, M., Vogelsang, E., Beuchle, D., Schach, U., Fabian, C.,
Nusslein-Volhard, C. (1996) The identification of genes with unique and
essential functions in the development of the zebrafish, Danio rerio,
Development 123, 1–36.)
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which in turn are incrossed and their
offspring (F3) screened for phenotypes.

In a zebrafish mutagenesis screen using
a pseudotyped retroviral vector, approxi-
mately one in every 80 insertions results
in an embryonic/early larval phenotype
that can be identified on the basis of mor-
phologically observable criteria. With an
average number of 12 insertions that can
be screened per F2 family, the mutagenesis
rate in zebrafish insertional mutagenesis
screens using retroviruses is an estimated
seven- to tenfold lower than in equivalent
genetic screens using ENU. This means
that significantly larger numbers of inser-
tion lines have to be screened in order to
obtain the same number of mutant phe-
notypes as when using an ENU protocol.
However, once an interesting phenotype
resulting from an insertion has been iden-
tified, the affected gene can be cloned
much faster than is normally the case for
ENU-induced mutations (approximately 2
weeks for insertions compared to several
months or more for ENU mutations).

To date, over 500 zebrafish mutants with
retroviral insertions have been identified.
The range of phenotypes, which can
be obtained with either chemical or
insertional mutagenesis, is comparable.
As observed in genetic screens based on
chemical mutagenesis, roughly one-third
of these mutants show defects in the
development of one or very few parts of the
body, organs, or cell types, while two-thirds
display general or pleiotropic phenotypes,
such as necrosis, heart edema, or small
heads and eyes.

A major advantage of mutagenesis ap-
proaches relying on the insertion of retro-
viral or transposon sequences is that they
allow a very easy cloning of the disrupted
genes via the inserted sequences. The ex-
perience with cloning the mutated genes
in the zebrafish insertional mutants has

shown that in 80% of the cases, it was suf-
ficient to sequence up to a few kilobases
of the genomic DNA flanking the inserted
sequence to identify the gene. This has led
to the cloning of over 280 disrupted genes
in the zebrafish to date – including some
whose function in vivo had not previously
been described. In comparison, approxi-
mately 100 chemically mutated zebrafish
genes were cloned to date.

The differences in the efficiencies of mu-
tagenesis and identification of the mutated
genes lead to a difference in the kinds of
genes, which tend to be identified using
the two methods. Owing to the very large
numbers of mutants generated in chem-
ical mutagenesis screens, generally only
those displaying specific developmental
phenotypes are kept. The comparatively
lower numbers generated in insertional
mutagenesis screens leave more capac-
ity to also keep mutant lines with less
specific phenotypes. The need to focus
on specific phenotypes in chemical mu-
tagenesis screens is increased by the fact
that the effort required to clone a chemi-
cally mutated gene is considerably bigger
when compared to the identification of a
gene disrupted by an insertion. This re-
sults in mutations in genes with more
pleiotropic effects during development be-
ing underrepresented in collections of
mutants resulting from chemical muta-
genesis screens. Additionally, the cloning
of the majority of ENU-mutated zebrafish
genes at least partially relied on a candidate
gene approach (favoring the identification
of known genes), while the cloning of
insertion mutations is less biased. As a
consequence, the majority of ENU muta-
tions identified to date are in transcription
factors as well as signaling molecules and
their receptors. The insertion mutants, on
the other hand, also identified a num-
ber of genes involved in more general
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cellular processes, such as the control
of the cell cycle, vesicle trafficking, pro-
tein sorting between organelles or protein
glycosylation.

2.2.3 Radiation Mutagenesis
In the past, ionising radiation has been
a commonly used means for inducing
mutations in a wide range of organisms.
Ionising radiation carries enough energy
to cause double-strand breaks in DNA
helices and thus leads to chromosomal
rearrangements, such as deletions, inver-
sions, and translocations. As the majority
of mutations induced by ionising radiation
tend to be large chromosomal deficiencies
generally comprising more than one gene,
the usefulness of such mutants in the
study of gene function is limited. More-
over, many radiation-induced mutations
tend to be dominant lethal, and therefore
mutants carrying such mutations cannot
be maintained. For these reasons, ionising
radiation has only been used infrequently
and on a comparatively small scale to gen-
erate zebrafish mutants, and, compared
to chemical and insertional mutagenesis,
radiation plays a marginal role in the ze-
brafish as a means to generate mutants.

There are however studies in which
γ -radiation has been used to induce muta-
tions in the zebrafish, and several mutants
with developmental defects have been iso-
lated. γ -rays were shown to efficiently
induce mutations, for example, in ma-
ture sperm cells, fertilized eggs, and
blastula embryos of the zebrafish with
specific locus mutation rates of up to
10−2. With the current protocols, the sur-
vival rate to adulthood is approximately
25% for zebrafish raised using irradiated
sperm in in vitro fertilizations and be-
tween 25 and 50% for irradiated zygotes
(http://zfin.org/zf info/zfbook/chapt7/
7.9.html).

2.3
Reverse Genetics

In recent years, genome sequencing
projects have yielded an enormous wealth
of information, including numerous pre-
dicted genes with, as of yet, unidentified
functions. The elucidation of the func-
tions of these genes is one of the major
challenges in the years to come. Reverse
genetics approaches offer efficient ways
to address this challenge. They allow to
specifically knock out or knock down genes
of interest either by generating mutants in
these genes or by preventing the transla-
tion of the corresponding mRNA(s) into
proteins respectively. The function of the
targeted genes is subsequently elucidated
via analyses of the resulting phenotypes.

For two decades, the mouse was the
only vertebrate model organism for which
reverse genetics methods could be es-
tablished. These methods are based on
homologous recombination in embryonic
stem (ES) cells: an endogenous locus is
replaced by a homologous extra-genomic
construct engineered to carry a desired
mutation. Following a selection step, ES
cells carrying the mutation are introduced
into mouse blastocysts where they par-
ticipate in the normal development and
contribute progeny to all organs including
the germ line. These chimeric mice (always
males) are mated with wild-type females
to generate heterozygous offspring, which
is generally outcrossed to generate a larger
number of heterozygous F2 individuals.
The F2 is then incrossed to produce the
first homozygous embryos.

Despite efforts to establish zebrafish ES
cell lines, there is currently no protocol for
ES cell–based knockout or targeted gene
expression by homologous recombination
in the zebrafish. However, the advent of
reverse genetics technology in the form
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of morpholino knockdown and, more
recently, the TILLING (Targeting Induced
Local Lesions In Genomes) approach had
a significant impact on zebrafish research.
Particularly, in combination with the ze-
brafish genome-sequencing project, which
is nearing its completion, these two tech-
niques will increasingly contribute to elu-
cidate the function of novel genes. Taken
together, the morpholino and TILLING
techniques will allow reverse genetics ap-
proaches to be performed routinely and on
a large scale in the zebrafish.

2.3.1 Morpholino Knockdown
Morpholinos provide a very rapid means
to obtain a phenotype, and thus assay the
in vivo function of a specific gene. The
technique is based on injecting modified
oligonucleotides that prevent the expres-
sion of the targeted gene by blocking the
translation of the corresponding mRNA(s).
As zebrafish produce large numbers of
offspring, which develop externally, they
are ideally suited to large-scale knockdown
approaches. Importantly, their eggs are
large enough for sufficient quantities of
morpholinos to be injected to block the
expression of target genes over the full du-
ration of embryonic development. Since
the establishment of protocols for mor-
pholino knockdown in the zebrafish, the
technique has rapidly spread through the
zebrafish community and is now widely
used to rapidly confirm or exclude can-
didate genes for mutants obtained in
mutagenesis screens as well as to obtain
phenotypes for novel genes. Particularly
for the latter, the zebrafish will play an
increasingly important role in the future.

When performing a targeted mutagene-
sis of a locus by homologous recombina-
tion in mice, it typically takes one year to
obtain the first homozygous offspring and
another six months to generate the first

100 homozygous embryos to work with.
Importantly, one heterozygous female has
to be sacrificed each time to obtain (on
an average) two homozygous embryos.
This makes targeted mutagenesis in the
mouse a time-consuming, laborious, and
costly process. In comparison, the knock-
down of genes by morpholino injection
in zebrafish is faster, as there is no need
for time-consuming manipulations of ES
cells or for the breeding and crossing of
several generations of animals to obtain
homozygous individuals. Instead, the de-
sired phenotype can be observed in the
‘‘first’’ generation from within a few hours
to days. Also, in a single experiment, hun-
dreds of embryos can be injected in a
couple of hours.

Morpholinos cannot be used in mice,
mainly because the morpholinos are
rapidly diluted during mouse develop-
ment, and their effect is thus lost before
a number of interesting processes occur.
This is due to two features characteris-
tic for mammalian development: Firstly,
the eggs are small such that only rel-
atively small quantities of morpholino
can be injected. Secondly, the embryos
rapidly grow following implantation into
the uterus.

Morpholinos are short oligonucleotides
(18- to 25-bases long). In contrast to natu-
rally occurring nucleic acids, the backbone
of morpholinos is chemically modified:
Each of the four bases A, C, G, and T is
linked to a six-membered morpholine ring
(hence the name) instead of the sugar moi-
eties normally occurring in nucleic acids.
These rings are connected with each other
via nonionic phosphorodiamidate units
(see Fig. 6). This chemical modification
renders morpholinos resistant to degrada-
tion by nucleases. Morpholinos are gener-
ally designed to be complementary (anti-
sense) to the region including the START
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Fig. 6 Schematic representation of the
backbone of a morpholino
oligonucleotide (morpholino or MO).
Instead of being linked to a ribose
molecule (as is the case in RNA) or
deoxyribose molecule (as in DNA), the
bases in morpholinos are linked to a
six-membered morpholine ring. These
rings are connected via nonionic
phosphorodiamidate groups (instead of
an ionic phosphate group as in RNA and
DNA). The bases linked to the
morpholine ring are the same as in
DNA: adenine, cytosine, guanine,
and thymine.

codon of translation (ATG) or a crucial
splice site in the mRNA of a targeted gene.

When injected into a cell, the morpholi-
nos bind to their target sequence in the
endogenous mRNA transcripts and block
their translation into protein. The result-
ing effect of a morpholino injection is
a phenotype that closely resembles or is
identical to a loss-of-function mutant. In
principle, any gene can be knocked down
using morpholinos, including those that
act early during development as mater-
nally deposited mRNAs (a class for which
it is relatively difficult to obtain homozy-
gous mutants).

In zebrafish, morpholinos are gener-
ally injected into the egg yolk shortly
after fertilization. They exert their effect
almost immediately and effectively block
the translation of the targeted mRNA for
between three and four days of develop-
ment (which in the zebrafish comprises
the entire period of embryonic devel-
opment). After that time, the effect of
the morpholinos gradually diminishes as
they are progressively diluted (and de-
graded) in the growing animal. As a
consequence, only phenotypes that man-
ifest themselves during this period can
be observed, and genes acting later than
three to four days after fertilization can

generally not be targeted by morpholino
injection.

Unlike nucleic acids used to knock
down genes in other model organisms
(‘‘interfering RNA,’’ RNAi; see below),
morpholinos are not charged and not
toxic even at high concentrations, allowing
large amounts to be injected. Varying the
amount of morpholino injected makes it
possible to attain different dose-dependent
strengths of a phenotype – not unlike the
situation observable in allelic series.

Morpholinos are also very well suited
to overcome the problem of redundancy
of gene functions – a weakness of muta-
genesis screens and homologous recom-
bination experiments. By simultaneously
injecting two (or more) morpholinos tar-
geted to related genes, these genes can
be inactivated simultaneously. Similarly,
morpholinos can be used to knock down
additional genes in a mutant background.
This way, the knockdown of gene functions
through morpholinos is likely to contribute
considerably to elucidating the genetic net-
works acting in development.

Despite their advantages, the knock-
down with morpholinos has significant
limitations. Morpholino injections can
only lead to lack-of-function phenotypes
and never serve to generate the variety
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of sophisticated mutations achievable with
homologous recombination in mice (e.g.
conditional knockouts and knockins).
Moreover, the dilution of the morpholino
as the embryo grows restricts the time
when phenotypes can be reliably identified
and characterized to the first, approxi-
mately, three days of development. Also, a
morpholino knockdown phenotype is not
as reliable and reproducible as a genetic
mutant. In many instances, the knock-
down phenotypes will faithfully phenocopy
the mutant phenotype, but the injection
of morpholinos can result in nonspe-
cific phenotypes, such as widespread cell
death and neuronal degeneration. These
have to be separated from genuine pheno-
types by including a control morpholino
in each experiment (e.g. a morpholino
with the same sequence except for three
mismatched bases). Furthermore, a mor-
pholino targeted at a particular gene may
in some instances ‘‘cross react’’ and block
the production of other gene products.
Finally, the knockdown by morpholino in-
jection is transient and not passed on to
subsequent generations. This necessitates
new injections for each experiment that
is being undertaken with knockdown fish.
However, many of these drawbacks are
overcome by the TILLING technique to
generate knockout mutants.

2.3.2 TILLING
TILLING is an effective method to isolate
mutants with defined mutations, includ-
ing the knockout of genes. It constitutes
a random mutagenesis and the subse-
quent screening for mutations in target
genes. The method was initially devel-
oped for Arabidopsis thaliana but has since
been used in other species, including
the zebrafish.

In TILLING, mutations are randomly
induced in the genome via chemical

mutagenesis (e.g. with ENU as described
above). The mutagenized fish are mated
with wild-type animals to produce F1

fish, which carry individual mutations in
a heterozygous state (Fig. 7). However,
instead of using these F1 fish to raise F2

families and subsequently screening their
offspring for phenotypes as would be done
in a genetic screen, the F1 fish are directly
examined for the presence of mutations.
This is done by taking biopsies (fin clips)
from which genomic DNA is isolated. This
DNA is then screened for mutations in
(known) genes of interest. Screening can
be done either by sequencing parts of the
genes with specific primer pairs flanking
a region of interest or with an enzyme-
mediated assay based on the property of
the plant endonuclease CEL-I to recognize
and cleave heteroduplexes. The possibility
to automate certain steps of the TILLING
procedure allows the screening of large
numbers of mutagenized genomes for
mutations in genes of interest. Once a
mutation of interest has been identified
in the genome of a particular fish,
outcrossing this individual to a wild-type
fish generates more offspring carrying the
mutation. Incrossing of this F2 generation
results in homozygous F3 individuals,
which can be phenotypically analyzed.

The TILLING procedure has recently
been successfully tested in the zebrafish
and is now used on a large scale to
generate zebrafish knockout mutants in
a broad range of genes (see www.zf-
models.org). In a test study, a library
of 4608 male and female F1 zebrafish
derived from ENU-mutagenized founder
fish was screened for mutations in 16
genes. The overall mutation frequency
in this experiment was one mutation in
approximately 235 000 bp. For the majority
of target genes, only one PCR amplification
product (amplicon) was screened for
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X X X X

Fig. 7 Schematic illustration of the procedure used to generate, identify, and
recover TILLING mutants. For details on the procedure see text.

mutations. The size of the amplicon was
such that, on average, one-quarter of the
coding sequence was screened. In addition
to coding sequence, these amplicons
comprised an average of 26% noncoding
sequences, such as untranslated regions
and intronic sequences.

This approach resulted in the identifica-
tion of 255 mutations. The majority (80%)

of all mutations found were located in cod-
ing sequences, whereas 20% were found
in noncoding regions. Of the mutations
identified in coding regions, most were
missense mutations resulting in the ex-
change of an amino acid, roughly one-third
were silent, and approximately one in ten
were nonsense, resulting in a premature
STOP codon (14 in total). Of the mutations
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identified in noncoding regions, approxi-
mately 10% (seven in total) altered splice
donor or acceptor consensus sequences
and are presumed to cause a change in the
splicing of the affected genes. A detailed
characterization of the mutants arising
from this TILLING project has not yet
been done. However, it is presumed that
the 14 nonsense mutations and the seven
mutations affecting splice donor/acceptor
sites will most likely give rise to complete
loss-of-function or knockout phenotypes
for these genes. This would signify that,
in total, 21 null mutations (roughly 10%)
could be identified in 13 of the 16 target
genes in a period of a few months.

These pilot studies suggest that TILL-
ING can be performed in a high-
throughput setup in the zebrafish. Impor-
tantly, the study has shown that the TILL-
ING technique is sufficiently sensitive to
detect mutations against a background
of naturally occurring single nucleotide
polymorphisms (SNPs) – a finding of par-
ticular importance for species such as the
zebrafish for which no extensively inbred
lines exist. It must, however, be noted that
in contrast to methods relying on homol-
ogous recombination in mice, TILLING
cannot be used to introduce designed mu-
tations. Instead, it relies on the spectrum of
mutations inducible randomly by chemical
mutagenesis.

2.3.3 RNA Interference
Similar to the knockdown with morpholi-
nos, RNA interference (RNAi) is a method
to transiently knockdown specific gene
products. RNAi relies on a conserved cel-
lular response to double-stranded RNA
(dsRNA). When dsRNA is introduced into
a cell, it leads to a series of events resulting
in the sequence-specific degradation and
translational inhibition of the homologous

endogenous mRNA and thus the posttran-
scriptional silencing of the targeted gene.
Since its discovery in C. elegans in 1998,
RNAi as a mechanism to silence genes has
been employed in a variety of fungi, plant
and animal species, including model or-
ganisms such as Neurospora, Arabidopsis,
C. elegans, Drosophila, and mice.

There have also been attempts to es-
tablish RNAi-mediated knockdown pro-
tocols for the zebrafish. However, the
ratio of specific phenotypes was gener-
ally low and variable, and there have
been studies reporting significant non-
specific effects of RNAi on the devel-
opment of zebrafish. Although dsRNA-
mediated posttranscriptional silencing ap-
pears to be an almost universal cellular
mechanism and it should be possible
to develop protocols to overcome these
problems in principle, this has not yet
been achieved, and morpholino injection
is currently the method of choice to
generate knockdown phenotypes in the
zebrafish.

2.4
Parthenogenesis

As the fertilization of the eggs in
zebrafish occurs outside the body of the
female, the process can be manipulated
experimentally, for instance, to induce
the development of gynogenetic and
androgenetic haploid or diploid embryos.
The generation of individuals with a
genome derived from only one parent
(uniparental inheritance) can be useful for
F1 mutant screens as such screens require
significantly fewer progeny to be raised
in order to identify recessive mutations of
interest than conventional diploid screens,
which necessitate the production of an
F3 generation (see above). Moreover,
gynogenetic and androgenetic individuals
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can be used to determine the frequencies
of meiotic recombination events during
gametogenesis in either females or males,
as well as to study genomic imprinting and
sex determination.

For an overview of the procedures em-
ployed to generate gyno- and androgenetic
haploid and diploid embryos, see Fig. 8.

Generation and development of gyno-
genetic haploid embryos. Haploid em-
bryos are generated by fertilizing eggs with
sperm that has previously been inactivated
by irradiation with UV light. UV irradia-
tion destroys the sperms’ DNA but does
not affect their capability to activate the
eggs. The developing embryos accordingly

Gynogenetic development Androgenetic development

Primary oocyte

Secondary oocyte

1. Polar body

2. Polar body

Early pressure

Heat shock Heat shock

Haploid
development

Diploid
development

Haploid
development

Diploid
development

X-ray inactivated oocyte Sperm
UV-inactivated sperm

Fig. 8 Schematic representation of the methods
used to generate gyno- and androgenetic haploid
and diploid zebrafish embryos. For simplicity’s
sake, only one chromosome is shown. The
colors (red and blue) denote the parental origin
(maternal and paternal, respectively) of a
chromosome/part of a chromosome in the
oocyte or the sperm. The presence of two colors

in a single chromosome arm indicates a
recombination event(s) between the maternal
and the paternal chromosome that occurred in
the first meiosis leading to the germ cells. The X
in the lower row signifies that the respective fish
are not viable. For details on the procedures see
text. (See color plate p. xxxi).
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are haploid, lacking the paternal genetic
complement. In consequence, any muta-
tion(s) present in the maternal genome
will manifest themselves in the developing
haploid progeny. This can be exploited, for
example, to directly screen the offspring
of mutagenized females or of heterozy-
gous F1 females arising from the mating
of a mutagenized male. If a mutation is
present in both DNA strands of a locus
(e.g. all insertions and all ENU mutations
in the F1), 50% of the progeny of these fe-
males will show the mutant phenotype.
The phenotypes resulting from the in-
duced mutations in the maternal genome
are frequently similar to the phenotype in
diploid individual homozygous for the mu-
tation, although the haploid phenotypes
tend to be stronger.

However, these advantages of haploid
screens are counterbalanced by signifi-
cant drawbacks. The viability of haploid
embryos is significantly reduced when
compared to diploid individuals. They
complete embryogenesis but generally ar-
rest quite early during larval development.
Haploid embryos usually die by day four
or five of development (none live to ma-
turity). As a consequence, haploid screens
are only really practical to uncover mu-
tations that produce a phenotype within,
approximately, the first three days of de-
velopment. Moreover, haploid embryos
typically display a set of background phe-
notypes, such as smaller cells, a shorter,
thicker, and occasionally bent body axis, as
well as defects in organogenesis (e.g. less
distinct brain morphology, variable num-
ber of ears, defects in the cardiovascular
system: swollen pericardial cavity, reduced
circulation of blood) against which mutant
phenotypes have to be identified. However,
as these background phenotypes are rela-
tively consistent, an experienced screener
can often distinguish them from genuine

phenotypes resulting from a mutation.
Additionally, as with all genetic screens,
the ratio of individuals showing a partic-
ular phenotype to those not showing the
phenotype is a useful measure to decide.
Nonetheless, the haploid background phe-
notypes may impede the observation of
some phenotypes. Owing to these disad-
vantages, haploid screens are of only minor
significance. However, they may prove
valuable to identify mutations that affect
early development with comparatively less
effort. Once a mutation has been identi-
fied, the carrier fish can be bred to produce
individuals diploid for the mutation.

Generation and development of gyno-
genetic diploid embryos. In contrast to
haploid embryos, parthenogenetic diploid
embryos display less severe developmen-
tal abnormalities, and can even survive
to become fertile adults. This consider-
ably facilitates the identification of mutant
phenotypes and removes the restriction to
day three of development up until which
phenotypes can be identified in a haploid
background. The generation and screening
of gynogenetic diploid fish is particularly
useful for the identification of maternal-
effect mutations as well as of recessive
mutations affecting adult traits.

Gynogenetic diploid embryos are gen-
erated by diploidizing haploid embryos
produced through the fertilization of eggs
with UV-inactivated sperm. Following the
activation of an oocyte with UV-inactivated
sperm, there are two phases during which
there are two complements of the maternal
genome in the zygote: prior to the comple-
tion of the second meiotic division (i.e.
before the second polar body is extruded
from the zygote) and later during the first
mitosis (after the DNA has been replicated,
but before zygote undergoes the first cleav-
age division). If either the extrusion of the
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second polar body or the first cleavage
is prevented, the embryo will possess a
diploid maternal complement (see Fig. 8).

Exposure of eggs in the metaphase of
the second meiotic division to a high hy-
drostatic pressure causes the spindle to
disintegrate and the two complements of
chromosomes are not separated. As a con-
sequence, there is no extrusion of the polar
body, and the egg carries a diploid fe-
male complement, which is replicated and
distributed to the daughter cells as a nor-
mal diploid zygotic complement would.
This method to prevent the formation of
the second polar body is known as early
pressure (EP). The survival rate following
a diploidization with EP typically ranges
between 50 and 80%. The gynogenetic
diploid fish are viable, develop normally,
and become fertile but are not as robust
generally as diploid fish with a paternal
and a maternal complement.

Despite the fact that the genome of EP-
induced gynogenetic diploid fish derives
from a single complement, not all loci
are identical (i.e. homozygous). The het-
erozygosity is due to the fact that the
sister chromatids present in the oocyte
in the second meiosis have already un-
dergone recombination during the first
meiosis. The probability of a given locus
to be homozygous in an embryo depends
on the distance of this locus from the
centromere. Loci closely linked to the cen-
tromere will be homozygous in nearly all
embryos (i.e. 50% of embryos are homozy-
gous for one allele and the other 50%
are homozygous for the other allele). The
greater the distance of a locus from the cen-
tromere, however, the fewer embryos will
be homozygous for this locus. As a con-
sequence, EP-based mutagenesis screens
show a bias toward the identification of
loci nearer the centromeres. Moreover, the

fact that the ratio of phenotypically wild-
type to mutant embryos is not constant
owing to the unpredictable occurrence of
recombination events, which hampers the
reliable distinction of mutant phenotypes
from background phenotypes.

An alternative method for generating
gynogenetic diploid embryos is through
a heat shock. The separation of the
chromosomes and the ensuing cytokinesis
of the first mitotic division can be
prevented by exposing the egg to a
heat shock (generally for 2 min at a
temperature of 41 ◦C starting at 13 min
following fertilization of the eggs with UV-
inactivated sperm). The efficiency of this
procedure to produce diploid embryos is
not as high as that usually obtained with
EP. Generally, only between 10 and 20% of
the individuals survive the procedure and
grow up to become fertile adults. Following
the heat shock, development continues
normally with cleavage divisions. What
would have been the second such cleavage
is now the first and produces the first two
daughter cells.

The outcome of a diploidization induced
by heat shock is different from that re-
sulting from exposure of the egg to EP.
In embryos created through heat shock,
the meioses of the oocyte have been com-
pleted, and one set of sister chromatids of
the remaining female complement of chro-
mosomes extruded in a polar body. As the
diploid state of these embryos is achieved
through the replication of a single set of
chromatids (i.e. one double helix), the em-
bryos are homozygous for all loci, and 50%
of the progeny will carry any given locus
in a homozygous state. This advantage
of (heat shock) HS-induced gynogenetic
diploidy is, however, counterbalanced by
the lower survival rates when compared to
EP-based methods.
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Generation and development of androge-
netic haploid and diploid embryos. Simi-
lar to the production of gynogenetic diploid
embryos carrying only a maternal genetic
contribution, androgenetic haploid and
diploid embryos can be produced. In these
cases, the DNA of the oocytes is destroyed
by exposing them to X-rays or UV light,
and they are subsequently fertilized with
normal sperm. The efficiency of androge-
netic haploid production ranges from 10
to 50%. These embryos can either be left to
develop as haploid androgenetic embryos
or they can be diploidized by preventing
the first mitotic cleavage division by heat
shock as described above.

The androgenetic haploid and the
diploid embryos also show distinct pheno-
types. Like gynogenetic haploid embryos,
androgenetic haploid embryos display a
characteristic set of phenotypes, includ-
ing a shorter, broader body as well as
smaller melanocytes, and their develop-
ment arrests around day four. The fact
that both androgenetic and gynogenetic
haploid embryos display very similar phe-
notypes indicates that these are due to the
haploid state of these fish and indepen-
dent of the parental origin of the genome.
Androgenetic diploid embryos exhibit a re-
tarded embryonic and larval development
compared to normal diploid embryos, but
later catch up in size and develop into fer-
tile adult fish. However, the irradiation of
the eggs necessary for androgenesis fre-
quently causes sufficient cellular damage
to make the phenotypic screening of the
resulting embryos very difficult.

2.5
Transgenesis

The expression of exogenous genes or
endogenous genes under the control of
modified enhancer/promoter elements is

a commonly used way of studying the func-
tions of a gene in vivo. There are techniques
to achieve both transient and stable expres-
sions of transgenes in the zebrafish. For
transient expression studies, the DNA con-
structs are generally injected into fertilized
eggs or early embryos. However, these
transient expressions generally result in
only half of the injected embryos showing
an expression in the expected cell types
(e.g. as compared to in situ hybridization
patterns obtained for the gene). Moreover,
the expression is frequently not found in
all the cells of the expected cell type. In or-
der to achieve an expression of a transgene
that faithfully mimics the expression of an
endogenous promoter in the zebrafish, a
stable transgenic line has to be created.

To achieve a stable transgenic zebrafish
line, several techniques have been devel-
oped. These include the infection with
retroviral vectors, penetration with DNA-
coated microprojectiles, and electropora-
tion. However, the introduction of trans-
genes is commonly achieved by microin-
jection of plasmid DNA into the embryo
at the one-cell stage. This technique is
fast (over 100 eggs can be injected in an
hour) and comparatively gentle on the em-
bryos. Furthermore, it results in high rates
of integration of up to 25% for transient
transfections and between 5 and 30% for
stable transgenic lines (with germ lines
mosaic for the transgene; between 1 and
50% of the F1 offspring of these transgenic
fish are hemizygous for the transgene).

In recent years, several genetic tools have
become available that allow a sophisticated
control and analysis of the expression of
transgenes in zebrafish. These include:

– Reporter genes, such as the green
fluorescent protein (GFP) as well as
its derivative cyan (CFP) and yellow
(YFP) versions under the control of
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tissue- or cell type–specific promoters
and enhancers for promoter/enhancer
studies or cell lineage experiments.

– Promoters (e.g. the hsp70 promoter)
that can be activated by heat shock for
analyses of the effect of a transgene at
specific times during development.

– The Gal4-UAS system to efficiently
drive the expression of transgenes.

Owing to the transparency of its em-
bryos, the spatiotemporal expression of
fluorescent transgenes, such as GFP, in
the various organs and tissues can be par-
ticularly well observed and imaged. This
possibility has been exploited in numer-
ous studies and is currently being used
in a GFP-based enhancer trap screen per-
formed by the laboratory of T. Becker at
the University of Bergen in Norway.

2.6
Microarrays

Microarray hybridization allows to study
the expression of thousands of genes in
parallel. Probes representing individual
transcripts are spotted or synthesized on a
glass slide or silicon chip, and hybridized
with fluorescently labeled target cDNA
from a mutant, knockdown, or other con-
ditions of interest. Microarrays are either
based on cDNA clones or oligonucleotides.
For a species like zebrafish where a large
amount of genome sequence has already
been generated, oligonucleotide arrays
are advantageous as cross-hybridization
can be ruled out by selecting unique
oligonucleotide sequences for the probes.
Two sets of 16 399 65-mer and 14 240 50-
mer zebrafish oligonucleotides, as well as
a photolithographically synthesized array
representing 14 900 transcripts, are com-
mercially available for spotting. Microar-
rays have only recently been introduced in

the zebrafish field but hold great promise
to unravel regulatory pathways in devel-
opment and to discover genes of interest
that are not accessible by reverse genetics
methods because of redundant functions.

3
Mapping of the Zebrafish Genome

3.1
Genetic Mapping

Genetic mapping of mutant loci in the
zebrafish can be carried out either by half-
tetrad analysis or by genome scanning,
usually with microsatellite markers. The
latter is generally the method of choice
because it is technically less demanding
and more accurate.

Four genetic maps have been generated
for the zebrafish (HS, MGH, MOP, and
GAT; cf. Table 2). The established refer-
ence map for the zebrafish is the meiotic
MGH map produced by the laboratory of
M. Fishman at the Massachusetts General
Hospital, Boston. It is based on microsatel-
lite markers (CA repeats) scored on a panel
of 44 diploid F2 fish from a cross between
the strains AB and India. When the MGH
map was published in 1998, it contained
705 markers covering 2350 centimorgans
(cM) and was already complete, that is it
had one linkage group for each of the 25
zebrafish chromosomes. Production of the
map continued until 2001 when a total of
3845 markers was scored.

In order to place a zebrafish mutation
on the MGH map, mutant carriers are
crossed with a polymorphic reference line.
F1 brothers and sisters are mated, and
phenotypically mutant F2 fish and their
wild-type siblings are collected. A genome
scan is then carried out by amplifying a
subset of the MGH markers both from
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Tab. 2 Mapping panels for the zebrafish.

Name Type Markers placed as of
February 2004

Laboratory

An integrated map of the
zebrafish genome (ZMAP)

Computed 30 566 (1) J. Postlethwait

Goodfellow T51 (T51) Radiation Hybrid 14 989 (2) R. Geisler, Y. Zhou
Loeb/NIH/5000/4000 (LN54) Radiation Hybrid 4192 (1) I. Dawid
Heat shock (HS) Meiotic 3888 (1) J. Postlethwait, W. Talbot
Boston MGH Cross (MGH) Meiotic 3881 (1) M. Fishman
Mother of Pearl (MOP) Meiotic 676 (1) J. Postlethwait
Gates et al(GAT) Meiotic 383 (1) W. Talbot

Sources: (1) http://zfin.org
(2) http://wwmap.tuebingen.mpg.de

a mutant and from a sibling pool and
comparing the band intensities of the
marker alleles between the pools (batched
segregant analysis, Fig. 9). If a signifi-
cant difference is detected, the marker
in question is likely to be linked to the
mutation. This potential linkage can be
confirmed by repeating the PCR with the
individual mutant and wild-type F2 fish
that were used for the pooling, and count-
ing the recombinations. An unambiguous
map position can be obtained by iden-
tifying linkage to additional markers. To
date, over 400 zebrafish mutations have
been mapped at a resolution of approxi-
mately 1 cM (600 kb) by genome scanning
with a set of 192 microsatellite markers,
mainly by the laboratory of R. Geisler.
An alternative to this approach is the typ-
ing of single nucleotide polymorphism
(SNP) markers by microarray hybridiza-
tion, which has been demonstrated by W.
Talbot. Microarrays offer the prospect of
performing batched segregant analysis for
a very large number of markers in par-
allel once sufficiently accurate detection
methods are available.

Results of such rough mapping can
be sufficient for cloning a mutation of

interest if a suitable candidate gene can be
identified, and if evidence such as a match-
ing expression pattern or a morpholino-
induced knockdown phenotype can be
obtained for the gene. In the absence of
good candidate genes or supporting evi-
dence, however, the map position needs
to be refined. This involves identifying the
closest polymorphic MGH markers and
collecting recombinants for these markers
from a large number of individuals (typ-
ically 1000–2000 embryos, corresponding
to 2000–4000 meioses). The recombi-
nants are then used for mostly SNP-based
mapping of genomic clones or expressed
sequence tags (ESTs) from the region of
the mutation. SNP are typically identi-
fied and typed by sequencing. Genome
sequencing showed that SNPs within the
Tü strain occur at an average frequency of
1/200 bp. In the vicinity of the mutation,
recombinations should be lost. The region
in which no recombinations are detected
on either side is referred to as the critical
region; when starting out with a sufficient
number of recombinants, it can be reduced
to a single contig of the zebrafish genome
sequence, or even to a single genomic
clone. Transcripts of the critical region are
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Fig. 9 Map cross and bulked segregant
analysis of a recessive zebrafish
mutation. WIK/WIK, reference fish;
mut/T

..
u, fish carrying the mutation in T

..
u

background. Band sizes and intensities
of a representative SSLP marker are
indicated schematically. In case of no
linkage between the mutation and the
marker, the intensities in the mutant
and sibling pool are the same. In case of
a linkage, the T

..
u band is stronger in the

mutant pool and the WIK band in the
sibling pool (Figure from Geisler, R.
(2002) Mapping and Cloning, in:
N

..
usslein-Volhard, C., Dahm, R. (Eds.)

Zebrafish, A Practical Approach, Oxford
University Press, Oxford, UK,
pp. 175–212.) (See color plate p. xxx).
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identified and, if necessary, cloned based
on annotation available at the ENSEMBL
website, and then sequenced in order to
find the mutation.

3.2
Radiation Hybrid Mapping

Mapping panels for radiation hybrid (RH)
mapping are generated by fusing lethally
irradiated cells of the species of interest
with mouse or hamster cells. Hybrid cell
lines are then grown, each of which re-
tains a large number of random fragments
of the species of interest, either inserted
into the host chromosomes or as separate
minichromosomes. Markers to be mapped
are tested for their presence or absence in
DNA of the cell lines by PCR. If two mark-
ers are present in many of the same RH
lines (i.e. they have a similar RH score
vector), they are likely to be close to each
other in the genome. By ordering markers
such that the ones with the most similar
score vectors are next to each other, maps
can be generated. Radiation hybrid map-
ping is thus similar to genetic mapping,

with radiation-induced breaks in place of
genetic recombination sites. Distances are
given in centirays (1 cR indicates 1% break-
age). The main advantages over genetic
mapping are a higher resolution and the
ability to map almost any sequence-tagged
site (STS) marker without the need to iden-
tify a polymorphism (since RH lines are
interspecies hybrids). For these reasons,
RH mapping has become the method of
choice for mapping of genes and genomic
clones in the zebrafish.

The T51 radiation hybrid panel for the
zebrafish was produced by the laboratory
of P. Goodfellow. A map of the zebrafish
genome based on the T51 panel containing
1451 STSs was generated by the laboratory
of R. Geisler in 1999, demonstrating the
feasibility of radiation hybrid mapping in
a nonmammalian vertebrate. Since then
the laboratories of R. Geisler and Y. Zhou
have added several thousand STS markers
to the map, mainly ESTs and BAC ends.
As of January 2004, 14 989 markers could
be placed on the T51 map, corresponding
to an average marker spacing of 100 kb.
The map is anchored on the meiotic MGH
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map by microsatellite markers scored on
both panels.

The LN54 radiation hybrid panel for
the zebrafish was produced by a consor-
tium led by I. Dawid. It has a lower
resolution than the T51 panel and was
used for the mapping of 4192 markers.
Mapping services are available for the
RH maps; markers are either mapped on
request or RH DNA is provided to inter-
ested researchers by the mapping labs,
and the resulting data can be submit-
ted online.

Data from these mapping efforts have
been used for studies of the conserved syn-
teny between zebrafish and human, which
revealed that 80% of the genes belong
to conserved synteny groups. Although a
genome duplication is believed to have
taken place in the teleost lineage, most
human genes have only one ortholog in
zebrafish, perhaps indicating an extensive
loss of duplicated genes (and those par-
alog pairs that do exist in zebrafish are
sufficiently diverged so that they do not
pose a problem for mapping).

3.3
Physical Mapping

A physical map of even higher resolution
than a radiation hybrid map can be ob-
tained by fingerprinting of genomic clones
with large inserts such as Bacterial Ar-
tificial Chromosomes (BACs, 100–200 kb
insert size). This method identifies con-
tigs made up of overlapping genomic
clones. Overlaps are detected either by
hybridization with oligonucleotide probes
(oligonucleotide fingerprinting) or by re-
striction digest (restriction fingerprinting).
In the former case, clones are deemed to
overlap if they hybridize with the same
probes, in the latter, if they share a suffi-
cient number of restriction fragments of

similar size. In the zebrafish, the oligonu-
cleotide fingerprinting method was used
only on chromosome 20, while restric-
tion fingerprinting was carried out on the
entire genome by the laboratories of R.
Geisler, S. Humphray, and R. Plasterk.
Four BAC libraries were constructed from
the Tü line for the purposes of fingerprint-
ing and sequencing. A total of 213 000
BACs from these four libraries were fin-
gerprinted by restriction digest with the
enzyme HindIII, resulting in 3775 contigs
with a combined 21-fold genome cover-
age. Contig data are available online for
use in the positional cloning of zebrafish
mutations, and are also used by the Sanger
Institute to select BACs for the clone-based
sequencing of the zebrafish genome. Fur-
thermore, the contigs are being anchored
on the T51 radiation hybrid map by map-
ping of BAC ends in a collaboration of
R. Geisler and Y. Zhou. Most of the con-
tigs are expected to be anchored by the
end of 2004. The resulting physical map
of the zebrafish genome is used by the
ENSEMBL project for assembling of the
genome sequence.

Cytogenetics in the zebrafish is lagging
behind since the 25 chromosome pairs are
relatively small and similar in size and
are therefore difficult to identify visually.
No sex chromosomes are known. An
alternative is offered by fluorescent in situ
hybridization (FISH), but because of the
relative ease of genetic mapping, this is
not commonly carried out in zebrafish,
and FISH data are available only for
some chromosomes. As a consequence of
this, the zebrafish community agreed in
2003 to number zebrafish chromosomes
following the numbering of the genetic
linkage groups (LGs), in contrast to
other organisms where chromosomes are
numbered by size.
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3.4
Genome Sequencing

The sequencing of zebrafish transcripts
is largely based on the EST approach.
ESTs are obtained by single-pass sequenc-
ing of cDNA clones and offer rapid
access to transcribed sequences as well
as information on genetic polymorphism.
In the zebrafish, EST sequencing has
been carried out mostly by the WashU-
Zebrafish Genome Resources Project led
by S. L. Johnson, which has generated
over 200 000 ESTs, while smaller num-
bers have been produced by the lab-
oratories of C. C. Liew and J. Peng.
The WashU ESTs have been and as-
sembled in over 25 000 ‘‘WZ’’ clusters,
which represent the majority of all ze-
brafish genes, while those of J. Peng
have been assembled in ‘‘IMBC’’ clus-
ters. In a separate effort, zebrafish ‘‘Uni-
Gene’’ clusters are being assembled by the
NCBI. Complementing these efforts, the
Zebrafish Gene Collection is a recent NIH-
sponsored effort to generate full-length
cDNA libraries and sequences. Curated
information on zebrafish genes is avail-
able from NCBI’s LocusLink service as
well as from the ZFIN and ENSEMBL
websites.

In February 2001, the Sanger Institute
began a zebrafish genome project, which
follows a combination of two strategies:
sequencing of BAC clones selected from
the physical map of the genome and whole-
genome shotgun sequencing. The BACs
are selected to represent a minimum tiling
path across the fingerprint contigs. The
genome size is estimated to be 1.5 to
1.6 Gb. As of February 2004, 1.0 Gb of
BAC clone sequences (0.6-fold coverage)
and 9.1 Gb of whole-genome shotgun
sequences (5.7-fold coverage) have been
generated. In addition, sequencing of BAC

ends has been carried out both by the
Sanger Institute and by the laboratory of
S. Schuster. A finished genome sequence
(with approximately 10-fold coverage) is
expected to be available by the end of
2005.

Assembly of the zebrafish genome se-
quence has proved more difficult than
in other organisms because of two
factors:

1. There is a high degree of polymorphism
that is visible in genome sequenc-
ing because both the BACs and the
whole-genome shotgun library used for
sequencing were made from sperm or
embryos derived from several adult fish
(due to constraints of the DNA isolation
method employed).

2. Additionally, the zebrafish genome con-
tains a high number of repeats. A repeat
library was compiled by R. Waterman
that contains repeats found more than
50 times and which covers approx-
imately 40% of the genome. Mask-
ing of repeats is therefore essential
when performing similarity searches
or designing PCR primers for ze-
brafish sequences.

As of February 2004, the sequence
was assembled into 62 895 supercon-
tigs (which still contain short stretches
of unknown sequence). These supercon-
tigs are mostly based on FPC contigs,
which are in turn anchored on the T51
RH map by BAC ends, thus provid-
ing rough chromosomal positions. The
genome sequence is subsequently an-
notated by the ENSEMBL project of
the Sanger Institute and the Euro-
pean Molecular Biology Laboratory and
is accessible with annotations through
a genome browser on the ENSEMBL
website.
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4
Resources on the Internet

4.1
General

The Zebrafish Information Network 〈http:
//zfin.org/〉

Community database and repository
of genome data, which provides infor-
mation on genes, maps, stocks, expres-
sion patterns, publications, researchers,
and suppliers.

4.2
Mapping

MGH Zebrafish WWW Server 〈http://
zebrafish.mgh.harvard.edu/〉

Homepage for the MGH genetic map.
Tübingen Map of the Zebrafish Genome

〈http://wwwmap.tuebingen.mpg.de/〉
Homepage for the T51 RH map (calcu-

lated with RH TSP Map software), mutant
mapping, data submission to the T51 map.

The Children’s Hospital Zebrafish Ge-
nome Project Initiatives

〈http://zfrhmaps.tch.harvard.edu/
ZonRHmapper/〉

Alternate homepage for the T51 RH
map (calculated with SAMapper), instant
mapping service.

4.3
Sequencing

ENSEMBL Zebrafish Genome Browser
〈http://www.ensembl.org/Danio rerio/〉

Assembled and annotated zebrafish
genome sequence.

The Sanger Institute: Danio rerio Se-
quencing Project 〈http://www.sanger.ac.
uk/Projects/D rerio/〉

Information and links on genome se-
quencing, database of fingerprinting con-
tigs, online RepeatMasker.

WashU-Zebrafish Genome Resources
Project 〈http://zfish.wustl.edu/〉

Database of ESTs and EST clusters,
BLAST server for EST clusters.

NCBI Zebrafish Genome Resources
〈http://www.ncbi.nlm.nih.gov/genome/
guide/zebrafish/index.html〉

Homepage for NCBI resources and
services including sequence databases,
BLAST, and a map viewer.

Zebrafish Gene Collection 〈http://zgc.
nci.nih.gov/〉

Full-length cDNA libraries and
sequences.

4.4
Resource Centers

Zebrafish International Resource Cen-
ter 〈http://zfin.org/zf info/stckctr/stckctr.
html〉

Wild-type and mutant zebrafish stocks,
miscellaneous clones, antibodies and ma-
terials, zebrafish pathology, and health
services.

RZPD German Resource Center for
Genome Research 〈http://www.rzpd.
de/〉

cDNA and genomic libraries, library
pools and filters, and individual clones.

See also Genetics, Molecular Ba-
sis of; Genomic Sequencing (Core
Article); RNA Interference; Shot-
gun Sequencing (SGS); Transgenic
Fish; Whole Genome Human
Chromosome Physical Mapping.
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